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In this thesis, a novel method for estimating the node positions of a localization network is presented. A
multi-robot system is used to map the positions of the network nodes, while the robots track their own position
simultaneously. It is an application of simultaneous localization and mapping (SLAM). The localization is
based on bearing angle measurements between a robot and a network node. Hence, the method used for the
localization can be called bearing-only SLAM.
The localization method is based on a probabilistic approach. All the measurement data are collected to a
centralized Kalman Filter. As a result of the non-linear measurement equation, the Extended Kalman Filter
(EKF) algorithm is used. The centralized structure maintains the covariances between all the entities and thus
takes full advantage of the cooperation in a multi-robot system. The algorithm is shown to work with a sparse
distribution of landmarks. A robot makes a bearing angle measurement to only one landmark at a time.
Therefore, the computational complexity of the Kalman filter stays low.
The Radio Frequency Identification (RFID) technology is used in the case study presented in this thesis. It is
shown that passive RFID tags can serve as landmarks with a unique ID. The inexpensive, maintenance-free
RFID tags can easily be distributed over the intended working area of the robots to form a localization
network. The bearing angle measurements to the RFID tags do not need to be highly accurate as the
proposed algorithm can handle uncertain measurements. Simulations and laboratory experiments are used in
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Tässä väitöskirjassa esitetään uusi menetelmä paikannusverkon solmukohtien paikantamiseksi.
Monirobottijärjestelmää käytetään verkoston solmukohtien paikantamiseen. Samalla robotit huolehtivat oman
paikkatiedon ylläpitämisestä. Kyseessä on samanaikaisen paikannuksen ja kartoituksen sovellus. Paikannus
perustuu robotin ja solmukohdan välisen suuntiman mittaamiseen.
Menetelmässä käytetään todennäköisyyslaskuun perustuvaa lähestymistapaa. Kaikki mittatieto kerätään
yhteen keskitettyyn Kalman suotimeen. Koska suuntakulmiin perustuva mittaus johtaa epälineaarisiin
mittausyhtälöihin, käytetään menetelmässä laajennettua Kalman suodinta. Keskitetyn ratkaisun avulla
pystytään pitämään kirjaa robottien ja maamerkkien välisistä vuorovaikutussuhteista. Näin voidaan hyödyntää
robottien välinen yhteistyö mahdollisimman hyvin. Paikannusalgoritmin osoitetaan toimivan maamerkkien
ollessa harvassa. Robotit suuntivat yhtä maamerkkiä kerrallaan. Näin ollen algoritmi on laskennallisesti kevyt.
Väitöskirjassa esitetyssä sovelluksessa käytetään radiotaajuista tunnistetekniikkaa. Sovelluksella osoitetaan,
että passiivisia tunnisteita voidaan käyttää maamerkkeinä, joilla on yksilöllinen tunnus. Passiiviset tunnisteet
ovat halpoja eivätkä ne vaadi huoltoa. Niistä voidaan helposti muodostaa paikannusverkko robottien
työskentelyalueelle. Maamerkkeihin tehtyjen suuntimien ei tarvitse olla erityisen tarkkoja, koska paikannus
algoritmi sisältää mittausepävarmuuden huomioon ottavan mekanismin. Menetelmän toimivuus osoitetaan
simulaatioiden ja laboratoriokokeiden avulla.
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The localization of a mobile robot is of the utmost importance for efficient
task execution. The field has been well studied and a lot of different meth-
ods have been proposed. These methods can be roughly divided into two
categories: one with methods relying only on internal sensors measuring
the movement of a robot directly and the other with methods using external
infrastructure such as beacons, landmarks, etc. A robot relying only on its
proprioceptive sensors, such as wheel encoders, gyroscopes or accelerome-
ters, can work in environments without any external infrastructure. How-
ever, when it is moving in an unknown environment the uncertainty in the
robot’s position estimate increases over time, because the robot does not
have any absolute reference for its position.
The benefit of using external infrastructure is that a robot can always
estimate its position within bounded error. The robot measures its position
relative to a known location, that of a landmark, and the resulting position
estimate does not depend on the history of the robot. The accuracy of the
position estimate of a robot only depends on the measurement error and
the error in the position data of the landmark. Hence, the accuracy of the
position estimate of a robot is bounded by the limits of the measurement
error and the landmark position error.
An intermediate solution between the aforementionedmethods is simul-
taneous localization and mapping (SLAM). The idea of SLAM is to observe
static features in the surroundings of the robot and use them to build a map.
The features are not predefined, so the sensor has to extract them from the
environment and localize them. The sensor has to be able to make recurrent
measurements to the features in order to correct the accumulated estima-
tion error in the pose of the robot. The features can be natural or artificial,
depending on the sensor used.
1
1.2 Motivation and aims for the study
The benefits of external reference points for the localization of a robot are
clear. Unfortunately, the natural existence of such reference points cannot
be guaranteed. The deployment and maintenance costs of artificial land-
marks for reference points are often too high. This research aims to find a
novel method for providing external reference points, i.e. landmarks either
completely without human participation or with minimum human effort in
the deployment and localization of the landmarks.
When the landmarks are small and easy to deploy (e.g. RFID tags) the
robots can place them autonomously. The RFID tags used in the case study
of this research are like stickers and a simple mechanism for attaching them
to walls would be sufficient. If the price of a landmark is only a few cents,
the number of landmarks does not need to be optimized and they can be
deployed in abundance. Thus the system is expected to function properly,
regardless of a few badly placed landmarks, a result of the limited environ-
ment sensing capability of the robots. With this approach humans are only
needed to launch the robots.
Humans can also deploy the landmarks easily, when the location of each
landmark does not need to be known at the moment of deployment. If
landmarks are deployed in advance, they can contain messages for robots,
such as the limits of a work area or other mission related information.
The aim of this study is to show how a group of robots can be used in
the localization of landmarks. A multi-robot approach is expected to offer
better overall performance. Cooperating robots can maintain more accurate
pose estimates, when the information sharing is sufficient. Additionally,
when multiple robots operate simultaneously, the time required for the lo-
calization of the landmarks with a certain accuracy is a fraction of the time
required with a single robot.
The approach used in the case example is also very minimalistic in the
sense of high technology sensors. The system has been tested using only
cheap, commercially available sensors.
1.3 Scientific contribution of the dissertation
The main contribution of this dissertation is the novel method for the esti-
mation of the node positions in a localization network. A localization net-
work is a collection of usually static nodes, that provide location informa-
tion over the coverage area of the network. In order to provide localization
related information, the nodes have to be localized.
In this study it is shown that:
• robots can autonomously initialize and expand a support system for
localization. Previously unknown positions of nodes in a localization
2
network are estimated with a probabilistic algorithm, while robots
track their own pose simultaneously;
• there are benefits of using multiple robots for localization instead of a
single robot. Information sharing between the robots results in a better
overall performance.
The use of the Radio Frequency Identification (RFID) technology in lo-
calization is also examined. A novel application using passive RFID tags as
landmarks is presented. The accuracy of the localization system is shown to
be sufficient for indoor localization in an office environment. The case study
in this dissertation proposes a novel application:
• bearing-only SLAM with passive RFID tags as landmarks
Previous work exists, in which passive RFID tags are used as landmarks
(Hahnel et al., 2004; Kulyukin et al., 2004; Bohn, 2006; Kleiner et al., 2006),
but the novel method in this study uses an unprecedented approach to lo-
calization and is the first RFID localization method that makes use of the
benefits of a multi-robot system. The approach is minimalistic in terms of
its economic and computation costs.
1.4 Outline of the dissertation
This dissertation has the following structure:
• Chapter 1: Short introduction and aims of the research
• Chapter 2: Literature review on the state of the art of multi-robot lo-
calization
• Chapter 3: A novel method for distributed node position estimate us-
ing a multi-robot system is presented
• Chapter 4: The setup of the simulation experiments is explained
• Chapter 5: The setup of the laboratory experiments is explained
• Chapter 6: The results of the simulations and laboratory experiments
are presented and discussed
• Chapter 7: The summary of the research results
3
1.5 Author’s contribution
The development of the algorithm as well as the design and implementa-
tion of the bearing angle measurement unit based on the RFID technology
was carried out by the author. The simulations and laboratory experiments
were also designed and conducted by the author. All the analysis and con-
clusions are made by the author. The robot platform and the software for
operating a robot was developed in the Generic Intelligent Machines (GIM)
research group. The robot hardware team was led by Marek Matusiak and
the software team by Antti Maula.
1.6 Declaration of previous work
Publications have been made at various stages of the research.
• The concept was first published in (Elomaa et al., 2008)
• The full algorithm with early results was published in (Elomaa and
Halme, 2009)
• The final results are published in (Elomaa and Halme, 2010)
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Chapter 2
State of the art in multi-robot
localization
2.1 Description of localization
The basis of localization is a coordinate frame, where all the objects of in-
terest are to be located. Depending on the application, the coordinate frame
may have one, two or three axes. A two-axis coordinate frame is typical in
navigation at sea or mobile robotics, whereas a three-dimensional coordi-
nate frame is used with aircraft or underwater applications. In global local-
ization the objects are localized with respect to the origin of a common coor-
dinate frame. Therefore, the relative positions of two known objects can al-
ways be solved. Figure 2.1 shows two objects located in a two-dimensional
coordinate frame. The vectors rA and rB define the displacements of the
objects from the origin of the coordinate frame.
Figure 2.1: 2D coordinate frame
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2.2 Navigation
Even though ships have been used for transportation and trade for at least
4000 years, navigation on the open seas only started to develop in the mid-
dle of the second millennium Anno Domini. Earlier, ships had to navigate
along a visible coastline or use the sun or the North Star to keep the correct
heading during the short passages, where the land could not be used for
navigation. Estimates of the heading and the time that had elapsed made
it possible to calculate the relative movement of a ship by dead reckoning.
However, errors in the measurements and other factors such as sea currents
and wind, cause inaccuracies in the estimate of the motion of a ship. The
development of the compass increased the accuracy of heading estimates,
but could not compensate for the other sources of error.
When methods for measuring the angle between the horizon and the
sun or certain stars were developed the latitude of the ship could be esti-
mated, regardless of the time or the course traveled. The latitude indicates
the position of the ship in a north-south direction in degrees from the equa-
tor towards a pole. Later with the invention of the seagoing chronometer,
the longitude (position in an east-west direction) could also be determined.
2.3 Mobile robot localization methods
Amobile robot can use its own proprioceptive and exteroceptive sensors for
localization without the help of an external localization system. However,
if an external system is available it can usually reduce the uncertainty in the
robot’s pose and maintain it within finite bounds over time.
2.3.1 Internal sensors only
In mobile robot localization the simplest approach is to use encoders on
the wheels or motors of a robot. The encoder pulses represent a discrete
step of a fixed distance, usually a fraction of a millimeter. By integrating
from the pulses of the robot’s wheel encoders, the relative translation and
rotation of the robot can be calculated when the mechanics of the robot are
known. However, the measurement errors accumulate over time and the
uncertainty of the pose estimate increases without bounds. For example, a
small wheel slippage may cause inaccuracy in the heading angle estimate
of a robot, which over time leads to a considerable position error. The me-
chanical structure of the robot may have a considerable effect on the accu-
racy of the odometry. For a two-wheel differential-drive robot with proper
calibration the accuracy can be relatively good (Papadopoulos and Misai-
lidis, 2007). A thorough overview of different mechanical constructions and
calibration methods can be found in (Borenstein et al., 1996). Additional
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Figure 2.2: An example of the SLAM method. A scan matching algorithm
with a laser scanner and odometry measurements were used.
sensors, such as a gyroscope and compass can reduce the error in the head-
ing angle, but they also involve sources of error. A gyroscope drifts over
time and a compass is sensitive to magnetic disturbances (Heikkila¨, 2005).
Nowadays, the most common approach to the localization of a mobile
robot is themethod called Simultaneous LocalizationAndMapping (SLAM).
The idea of SLAM is to build a map by observing static features in the sur-
rounding environment. In order to position the features correctly with re-
spect to each other, the location of the sensor (i.e. the location of the robot)
has to be estimated during each observation. Thus, localization has to be
solved simultaneously. The same sensors are used for both mapping and
localization. Hence, the mapping and pose uncertainties are correlated. The
complexity of the SLAM problem has been shown to be O(N2), N being the
number of landmarks in the map (Nerurkar and Roumeliotis, 2007). An
example of the SLAMmethod is illustrated in Figure 2.2.
The identification of the natural features is not trivial. Often there are a
large number of features that look very similar to the sensor. This is espe-
cially true in human-made environments, such as office buildings or hos-
pitals. The difficulty of identifying two separate observations of the same
feature is a typical problem in multi-robot SLAM, but it also appears in a
single robot scenario, when the robot returns to a previously mapped place
from a new direction. This is called the loop-closing problem.
Several different variations of the SLAMmethod exist in order to best ad-
dress different problems. Themost common ones are the approaches, which
use particle filter or Kalman filter algorithms and a 2D laser scanner as their
measurement hardware. A solution based on an extended Kalman filter was
introduced as long ago as two decades ago (Smith et al., 1990). Since then,
several improvements have been proposed by different researches concen-
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trating on some particular problem in the SLAM localization method. New-
man and Ho address the loop-closing problem by combining the observa-
tions of visual features with laser scanner data (Newman and Ho, 2005). In
(Williams et al., 2002a) sub maps are used to keep the computational bur-
den from increasing over time. Fast SLAM algorithms have been developed
to cope with a large number of landmarks (Montemerlo, 2002) or real-time
constraints (Montemerlo et al., 2003).
2.3.2 External localization systems
When a robot is integrating its position estimate from relative measure-
ments, sooner or later the position error will grow to such proportions that
the task execution becomes impossible. For long-term operation, it is impor-
tant that the robot can correct the accumulated error periodically and keep
the error in the position estimate within finite bounds. This can be done
using external infrastructure.
The benefit of using external infrastructure is that the accuracy of the
position estimate of a robot stays within certain bounds, regardless of the
time that has elapsed. The measurements to the landmarks are independent
of each other and have inaccuracies that only depend on the measurement
system used. Additionally, with an absolute positioning system, the robot
does not need to be told its pose after power-up, because it can localize
itself with the available measurements. In some systems the measurements
to the static external objects are the only source of information, but in mobile
robotics it is common to use a combination of sensorsmeasuring the internal
state of a robot and the environment.
A well-known example of a localization system with external infras-
tructure is the Global Positioning System (GPS). Whenever a GPS device
is turned on, it can calculate its pose in the global coordinate frame pro-
vided that at least three satellites are visible. However, in an indoor envi-
ronment the metallic structures of the building usually prevent the use of
GPS for localization. Additionally, the accuracy of a satellite-based system
may not be adequate for robotic systems that require accurate positioning.
Similar kinds of localization systems can be built on a smaller scale by plac-
ing beacons inside a building. A commonly used approach is to measure
the distance between a robot and beacons with ultrasound sensors (Priyan-
tha et al., 2000; Marantos et al., 2008). When the localization is based on the
range measurements to known landmarks, it is called trilateration. Relative
angle measurements to known landmark positions can also be used for lo-
calization (Shimshoni, 2002; Briechle and Hanebeck, 2004; Kim and Hmam,
2009). This method is called triangulation. Both methods normally assume
that the distance or bearing to at least three landmarks can be measured,
when the localization is performed, but even then the existence of a singu-
lar solution is not always guaranteed (Cohen and Koss, 1992).
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Themajor drawbacks of using an external infrastructure are deployment
and maintenance costs and the need for initial localization of each beacon
before it can be used. Active beacons need a power supply, which means
wiring during the installation phase or periodic recharging of the batter-
ies. The initial localization can be done during the installation phase if an
accurate map of the environment exists and if the beacons are installed at lo-
cations that can be recognized on the map. These constraints cannot always
be satisfied.
2.3.3 Bearing-only SLAM
When a robot moves in a 2D plane its pose is defined by three variables: x
and y-coordinates and the heading angle θ. The position coordinates of each
landmark are defined by two variables. If the tracking of relative changes
in the pose of a robot is to be performed without odometry sensors, there
are 3M+2N unknowns to be solved. M is the number of different locations
of the robot for measurements and N is the number of landmarks. In order
to solve the unknowns the number of landmarks and measurements from
different locations is defined by:
MN + 4 > 3M+ 2N. (2.1)
This states that at least four landmarks have to be visible simultaneously
when the tracking of the robot is performed (Deans and Hebert, 2001).
When distance measurements to a landmark are combined with odom-
etry, localization can be achieved with just one landmark. However, it does
not necessarily provide a unique solution as shown in (Bais et al., 2006).
Two consecutive range-only measurements to a single landmark will give
two possible positions for a robot. Non-linear motion will solve this ambi-
guity. Additionally, an a priori estimate of the position of the robot may be
used to choose the closer alternative.
If odometry data are combined with bearing angle measurements to a
single landmark from two arbitrary points, a unique solution for the relative
displacement can be obtained. The two positions of the robot and the inter-
section of the two bearing angles form a triangle. The angles of the triangle
can be solved using the measured bearing angles. The scale of the triangle is
solved using the distance between the two robot positions, measured with
the odometry system. Systematic error in the odometry measurement can-
not be corrected with bearing-only SLAM as the system scales according to
the measured odometry (Deans and Hebert, 2001).
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2.4 Multi-robot localization
Multi-robot systems have become a major research field in robotics over
the past 15 years.. As early as in 1995 McLurkin experimented with a ho-
mogeneous robot society with 21 robots called Ants (McLurkin, 1995). In
(Dellaert et al., 2002) a multi-robot system with one “mother ship” robot
and several smaller and identical robots is introduced. The idea is that the
bigger robot can carry a host of small robots and unleash them at places,
where they may be useful. Examples of heterogeneous robot societies are
presented in several papers by L.E. Parker et al. (Parker, 1998; Parker et al.,
2003, 2004). Dudek et al. introduce a taxonomy for classifying multi-robot
systems depending on various aspects (Dudek et al., 1996).
A group of robots faces the same problem of spatial awareness as a single
mobile robot does. In order to successfully complete a task, each robot has
to know at least its relative position with respect to the other robots and key
points in the surrounding environment. If the group of robots is working
together to accomplish a certain task they can move as a team, but in many
applications the robots are required to be able to navigate independently,
when necessary. In a multi-robot scenario there are several approaches to
cooperative localization. These can be roughly divided into three categories:
continuous cooperation between robots staying together, continuous coop-
eration between robots sharing localization-related information and occa-
sional cooperation between two individual robots when they detect each
other.
2.4.1 Relative measurements between robots
One of the earliest methods for cooperative localization was developed by
Kurazume et al.. Their idea was to divide the robot team into two groups.
While one group moves, the other one serves as a set of stationary reference
points, i.e. landmarks. By constantly changing the roles of the groups, the
team can advance step by step (Kurazume et al., 1994). A simplified version
of the same method is to have a pair of robots moving together and improv-
ing their individual pose estimates with relative measurements between the
two robots. If one robot can measure the distance and relative bearing an-
gle to the other robot it can estimate the position of the other robot relative
to its own pose. If the robot can also measure the relative heading angle
of the other robot it can estimate its pose. An example of this kind of ap-
proach is a robot with a laser scanner tracking another robot with a three
plane target mounted on it (Rekleitis et al., 2003). With the data provided
by the laser scanner, the translation and rotation between the two robots
can be calculated. In order to minimize the effects of odometry errors in the
pose estimates, only one robot moves at a time, while the other one serves
as a stationary beacon. The robots exchange localization related information
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a) b)
Figure 2.3: Relative measurements between a) robots alternating as static
landmarks and moving units (marked with arrows) and b) robots moving
in a formation
continuously, so both robots benefit from the relative measurements made
by the robot with the laser scanner. This concept can be extended to a larger
group of robots, where at least one robot has a suitable sensor for tracking
the other robots. A similar idea has been used in several other research stud-
ies, where some members of the robot team act as stationary targets while
one or more members move (Rekleitis et al., 1997; Grabowski et al., 2000;
Howard et al., 2003; Spletzer and Taylor, 2003).
Another approach based on relativemeasurements in a group is mimick-
ing formation flying. Robots drive in a formation, while each robot detects
changes in the poses of the other robots. The shape of the formation has a
considerable effect on the accumulated uncertainty in the robot poses (Hi-
daka et al., 2005; Andersson and Nygards, 2008). A heterogeneous robot
group moving as a formation is introduced in (Parker et al., 2003). Two
helper robots are used to steer two mobile sensor nodes, which are not ca-
pable of navigating on their own. The helper robots are equipped with suit-
able sensors for the localization and guidance of the mobile sensor nodes.
One helper robot has a laser scanner and it provides the global localization
for the group. Another helper robot has a vision system which can detect
coloredmarkers on the other members of the group. Therefore, it can follow
the other helper robot and also control the mobile sensor nodes. Two differ-
ent methods based on relative measurements between robots are illustrated
in Figure 2.3.
2.4.2 Multi-Robot SLAM
The strict constraint on robots staying together may be too limiting in some
scenarios. Then the robots can be allowed to explore independently and
share localization information only when they meet. The simultaneous lo-
calization and mapping described in Section 2.3.1 can be adapted to a sce-
nario with multiple robots. In a multi-robot case, the point of interest is the
translation and rotation matrices between the coordinate frames of individ-
ual robots. When two robots share location related information, they have
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to present it in a common coordinate frame. Therefore, the relation of the
robot coordinate frames has to be solved. Many approaches assume that
the robots know their relative poses right from the start, i.e. they start at a
known pose in a common frame of reference. (Burgard et al., 2000; Simmons
et al., 2000) In this case the multi-robot SLAM problem does not really differ
from the distributed approach to single-robot SLAM described in (Williams
et al., 2002b). Because of the analogy with single-robot approaches, systems
of this kind are not considered in this chapter.
Other approaches deal with the uncertainty about relative poses by us-
ing various methods. The most popular one is to let the robots explore in-
dependently until a pair of robots manage to estimate their relative poses.
The relative poses can be estimated by direct measurements between robots,
when one robot incidentally detects another one (Howard et al., 2004; Chang
et al., 2007; Zhou and Roumeliotis, 2006). The problemwith this approach is
that two robots can explore large overlapping areas before they detect each
other. Thus the efficiency of the mapping task could be low.
Another method uses a map provided by previous robots for the initial
localization of each additional robot (Fenwick et al., 2002; Williams et al.,
2002b; Marco et al., 2003). This restricts the starting point of each new robot
to the area of an existing map. A more versatile approach is introduced
in (Ko et al., 2003) and developed further in (Fox et al., 2006). In this ap-
proach, the robots constantly try to exchange sensor and control information
through wireless communication. The robots collect the available informa-
tion from the sensors of other robots and try to localize the other robots on
their own maps. When the partial maps of two robots overlap, the relative
pose of the robots can be estimated and a meeting at a common point can be
arranged. The meeting verifies the correctness of the relative pose estimate.
A brute force approach was introduced by Howard et al.. It is based on the
idea that all robots broadcast all the measurement data and thus, each robot
can run a separate particle filter for every robot in order to know their poses.
This clearly requires significant computational resources, but is very robust
and simple.
Some approaches use only the landmarks on the overlapping parts of
the local maps of different robots in order to align the maps (Thrun and
Liu, 2003; Martinez-Cantin et al., 2007). This can be done, for example, by
finding corresponding sets of landmarks based on the group geometry or by
the direct feature matching of two landmarks. The benefit of this approach
is that the robots do not need to meet and do not need sensors to measure
their relative poses.
The different approaches presented here use both Bayesian (Fox et al.,
2006; Zhou and Roumeliotis, 2006; Marco et al., 2003; Thrun and Liu, 2003)
and non-Bayesian (Chang et al., 2007) algorithms. The most common algo-
rithms are different variations of the Markov localization method using a
particle filter or Kalman filtering techniques.
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2.4.3 Collective Localization
A collective approach uses a single Kalman filter that collects data from all
the robots and calculates estimates for each one (Roumeliotis and Bekey,
2002). The Kalman filter can be decomposed into a number of communi-
cation filters run by individual robots. Each robot moves independently
and localizes itself with the available sensors. When two robots meet, they
measure their relative poses and exchange information. Both robots benefit
from the information exchange. In (Jo and Lee, 2007) the correlation of the
error in the position estimates of multiple GPS receivers is used to achieve
a more accurate position estimate than could be obtained with one GPS re-
ceiver only. The method is similar to differential GPS. It has been shown
that cooperative localization is superior to single-robot localization using
odometry and GPS. The cooperation between robots is achieved by sharing
the position-related data between the robots.
2.5 RFID technology in localization
The Radio Frequency Identification (RFID) technology is used for localiza-
tion in the case study in this research. An overview of the RFID technology
and the applications of the RFID technology in localization now follows.
The RFID technology dates back to the 1940’s, when the technology was
used to identify approaching airplanes. Only after advances in semiconduc-
tor technology were the first commercial products launched in the 1980’s.
An RFID system contains one or more readers (or interrogators) and sev-
eral tags (or labels). The tags can be passive, semi-passive or active. Pas-
sive tags have no power source, but get their operating power from the
electric field provided by the reader antenna. Back-scattering of the electro-
magnetic waves that are received is used for the communication between a
reader and a passive RFID tag. Semi-passive tags have a power supply, but
no transmitter. Back-scattering is used for communication, but the commu-
nication range is greater than with passive tags and the tag remains opera-
tional outside the field of the reader. Active tags have a power supply and
a transmitter. Therefore, they are able to communicate over distances far
greater than the tags using back scattering.
The original purpose of the RFID tags was to provide unique identifica-
tion. Recently more memory for information storage and different kinds of
sensors have been integrated into the tags.
There have been a number of approaches using an RFID system for the
localization of a mobile object. These approaches can be divided into two
groups according to the type of RFID device (reader or tag) on the mobile
object to be localized. Stationary reader(s) and mobile tags were used in
(Hightower et al., 2000; Ni and Liu, 2004; Kim et al., 2004) whereas systems
with a mobile reader and stationary tags are introduced in (Hahnel et al.,
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2004; Bohn, 2006; Herianto et al., 2007; Kleiner et al., 2006; Kubitz et al., 1997;
Kim and Chong, 2009). The aforementioned systems localizing mobile tags
use active transponders. Systems with stationary tags use passive RFID
tags, except in (Kim and Chong, 2009).
2.5.1 System with a mobile tag
In (Ni and Liu, 2004) a system called Landmarc is introduced. It is based on
active RFID tags and multiple readers. The readers are placed around the
area where localization is needed. Several active tags are placed in known
locations to act as reference points, i.e. landmarks. The stationary readers
are equipped with the Received Signal Strength Indication (RSSI). When the
signal strength received from the tag to be localized is compared with the
signal strength received from the reference tags, an estimate of the location
of the tag can be computed. With four RFID readers and 16 reference tags
in an area of 20m2, the average error in the position estimate of a mobile
tag is approximately one meter. Another system using multiple stationary
readers and an activemobile tag is described in (Hightower et al., 2000). The
position estimate is based on the received signal strength of the readers. No
reference tags are used. The position estimate is given as a 3 x 3 m square.
Signal strength and direction is used for the localization of a mobile tag
in (Kim et al., 2004). The measurement of the relative distance between the
reader and the tag is based on time-of-flight and phase shift methods. The
direction of the tag is estimated using a 3-axis orthogonal array antenna.
The research is based on simulation only. The simulations indicate good
accuracy at distances up to three meters.
2.5.2 System with a mobile reader
An approach with a mobile reader is introduced in (Hahnel et al., 2004).
The system uses passive tags as landmarks. 100 tags are attached to the
walls of an office space measuring 28 x 28 m. A robot with an RFID reader,
wheel encoders and a laser scanner is used to localize the landmarks. The
RFID reader uses two patch antennas (20 x 20 cm), which provide a reading
distance of 6 meters. The antennas are mounted perpendicularly to each
other, one pointing forwards and to the left and the other forwards and to
the right. The robot navigates around the office and localizes itself using
the laser scanner with a SLAM algorithm. As it detects tags it creates a
map of the tag positions with a probabilistic method. Both antennas have
a probabilistic sensor model. When a tag is detected for the first time, its
position is estimated by a discrete set of samples around the robot. Each
further detection then refines the weights of the samples according to the
sensor model. It is shown that after 200 measurements the position estimate
of the landmark has converged towards a clearly distinguished position. In
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some cases this may not happen if the robot cannot get measurements to
the landmark from all the necessary directions. When the landmarks are
localized the robot can navigate by just using the map of the RFID tags.
A floor filled with RFID tags (39 to 128 tags/m2) is used for localization
in (Bohn, 2006). The system operates on an HF frequency and detects only
tags directly underneath the robot. In tracing mode a robot is pushed along
a trajectory, which is memorized by the tags and can later be followed au-
tonomously. The data stored into the tags includes a trace-specific ID and
a trace counter defining the order of the trace markers in local scope. A
following robot then looks for tags with the given trace ID and increasing
values of the trace counter. Hence, it follows the trace towards the tags with
a higher value of the trace counter. In mapping mode the robot uses dead
reckoning-based location information to record the position of each tag it
encounters. Mapping with multiple robots is mentioned, but not imple-
mented. A somewhat similar system is presented in (Herianto et al., 2007).
RFID tags are placed on the floor and used as artificial pheromone sources.
The use of a pheromone track for navigation is mentioned, but no actual
results are presented.
Kleiner et al. introduce a multi-robot system where robots distribute
RFID tags, while exploring new areas and use them for localization and
data sharing. However, the prototype robot relied mostly on a laser scan-
ner for navigation, while the RFID tags were used for developing globally
consistent maps with the algorithms introduced by Lu and Milios (Lu and
Milios, 1997). Multi-robot systems are discussed, but no actual experiments
were performed with more than one robot (Kleiner et al., 2006). Similarly
Kubitz et al. used the RFID technology to be able to divide a global map
of a large area into smaller pieces, which were given to a robot on demand.
RFID tags served as landmarks and gave the robot a rough estimate of its
position in the global frame of reference. Then the robot matched the local
map (obtained using laser or ultrasonic ranging) to the part of the global
map representing the area around the RFID tag (Kubitz et al., 1997).
The idea of a multi-axis array antenna introduced in (Kim et al., 2004) is
developed further in (Kim andChong, 2009), where amobile robot is guided
towards a recharging station. The recharging station is equipped with an
active RFID transponder and the robot has a 2-axis antenna. With the dual-
directional antenna the robot can estimate the direction of the transponder
using the direction of arrival (DOA) method. The system does not estimate
the position of the robot, but only indicates the direction towards a target
marked with an active RFID transponder.
In (Kurth et al., 2003) a radio ranging system is used for SLAM. It is
not based on the RFID technology, but the same methods could be imple-
mented in an RFID system. Instead of RFID tags, small active radio tags
are placed around a test area and localized with a mobile radio ranging de-
vice. Tags that have already been localized are used as landmarks when
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localizing new tags or when moving around. The localization is based on
range-only SLAM. The range is determined as a function of the time that
elapses between a query to a tag and the reply being received. The local-
ization of the tags was done by a single robot following a non-linear path.
Nine working tags were placed in an area of approximately 40 meters by
30 meters. It is shown that the range measurements had acceptable vari-
ance, when the range was approximately between 4 meters and 30 meters.
Measurements too close to a tag were not reliable and had to be filtered out.
With the SLAM method the tags are localized with an average error of 1.01
m. The robot position estimate has an average error of 0.40 m.
2.6 Sensor networks
Localization in a sensor network deals with an array of sensor nodes, which
normally have at least partially overlapping detection ranges. The number
of nodes is usually considerable and the position of most of the nodes is
unknown at the beginning. In order to use the sensor array for localiza-
tion purposes the sensor nodes need to be localized. Several methods exist
for the initial localization process. Some methods use mutual localization,
where sensor nodes measure distances or bearings to other nodes. A quan-
titative comparison is given in (Langendoen and Reijers, 2003). Other ap-
proaches use a mobile node which moves among the stationary nodes and
acts as a common target for all the stationary nodes (Cevher and McClellan,
2001; Pathirana et al., 2005; Galstyan et al., 2004; Olson et al., 2006). The task
is somewhat simpler, if the mobile node can keep track of its own position
(Cevher and McClellan, 2001; Pathirana et al., 2005; Olson et al., 2006), but
localization of the stationary nodes has also been shown to be possible with
an arbitrarily moving mobile node (Taylor et al., 2006). The aforementioned
studies show that the accuracy of the localization depends heavily on the
measurement method. Nodes equipped with an ultrasound ranging sys-
tem can an achieve accuracy of a few centimeters, whereas systems based
on RSSI measurements may only have a localization accuracy of one meter.
The density of the sensor nodes has also been shown to have a considerable
effect on the localization accuracy.
A system that was already mentioned in the section dealing with forma-
tion flying has been used to deploymobile sensor nodes (Parker et al., 2003).
The helper robots steer mobile sensor nodes to their assigned positions. A
sensor node is capable of acoustic sensing and can have an estimate of its
position given by the helper robots deploying it. A sensor node also has a
color marker with a unique ID and stripes for detection of its vertical ori-




The research presented in this thesis has been inspired mostly by the works
by Hahnel et al. and Kurth et al.. Both of these represent a scenario where
a single robot localizes landmarks with unique IDs. The robots also localize
themselves at the same time using internal sensor measurements.
In (Hahnel et al., 2004) a robot with an accurate localization system,
based on a laser scanner, is used for the localization of the robot. As the
laser scanner may not provide accurate localization in environments with
a low number of suitable features it may not be the optimal solution. The
price of a laser scanner may also be an issue in systems aiming for the lowest
possible cost.
A range-only SLAM approach is presented in (Kurth et al., 2003). A sin-
gle robot localizes active RF beacons while estimating its own pose simulta-
neously. The robot had multiple beacons visible all the time it was moving.
The position estimates of individual landmarks were not very accurate, but
the fact that there was a sufficient number of landmarks helped to keep the
error in the position estimate at an acceptable level throughout the duration




Distributed estimation of a node
position
In this chapter a distributed method for the estimation of the node positions
in a localization network with the help of a multi-robot system is explained.
All the coordinate frames are two-dimensional, having an x- and a y-axis.
The robot’s sensor for landmark detection is assumed to be located at the
origin of the robot’s coordinate frame. The robot coordinate axes are la-
beled u and v instead of x and y in order to distinguish the robot coordinate
frame from the global coordinate frame. The positive u-axis of the robot co-
ordinate frame points forward, marking the direction of the heading angle,
θ. The heading angle of the robot in the global coordinate frame is expressed
in engineering format, i.e. a zero angle points towards the positive x-axis,
with counter-clockwise being the positive direction. The bearing angle mea-
surements (λ) are expressed as an angle relative to the robots heading angle,










Figure 3.1: Coordinate frames and related angles
3.1 Dead reckoning
In robotics odometrymeans estimating amovement on the basis of the turn-
ing of the wheels of the robot. It is used as a basis for localization in many
mobile robot systems. For example, in a systemwhere the visibility of a suf-
ficient number of external landmarks cannot be guaranteed at all instants in




Figure 3.2: Relative change in the pose of a robot
be based on the direct information acquired from an odometry system. In
order to calculate the change in the robot’s pose the odometry system uses a
method called dead reckoning. In dead reckoning a relative movement with
respect to a starting point is calculated (Figure 3.2). Therefore, it is not an
absolute localization method. This method is best known from its applica-
tions at sea. The change in the position of a ship is estimated by calculating
the distance traveled using the average speed and time that has elapsed and
assuming linear motion in the direction obtained as a function of a compass
reading. In mobile robotics, dead reckoning also means that the changes in
the position of the robot are considered as small linear movements, mea-
sured with suitable sensors. The changes in the heading angle of the robot
are measured or calculated according to the structure of the robot. As the
updating of a robot’s pose can be done very frequently (several times in a
second), the assumption of a linear path, even for a robot traveling along an
arc, causes an error of insignificant magnitude in comparison to the other
sources of error.
For a differential drive robot, the dead reckoning can be calculated using
the data received from the encoders indicating the turning of the driven
wheels. The encoders can be directly connected to the axis of a drivenwheel.
This ensures that the encoder pulses really represent the true movement of
the wheel, but makes control harder because there may be a slight delay
between the movement of the motor and the actual turning of the wheel.
Additionally, the resolution of the encoders has to be high in order to have
a sufficient number of pulses per revolution of the wheel. A more common
approach is to connect the encoders to the axis of the electric motor that is
driving the wheel. This gives a greater number of encoder pulses per full
revolution of the wheel, but also introduces error sources such as backlash
in the gears. The accuracy of the odometry can be further improved by
separate encoder wheels, that are not actuated or by pulling an encoder
trailer behind the robot (Borenstein et al., 1996).
The necessary equations for the calculation of the change in the pose of
a differential drive robot are presented in Equations 3.1 - 3.4, where b is the
wheel base of the robot and drw and dlw are the incremental distances trav-






∆xr = d · cos(θ) (3.2)






If the robot is equippedwith sensors to measure both the distance and head-
ing to a landmark, the estimate of the location of the landmark can be cal-
culated after each measurement. As the relative distance dm is measured
and the absolute bearing angle can be calculated as a function of the robot’s
heading angle θ and the measured bearing λ, the landmark position esti-
mate (xt, yt) in a global coordinate frame can be solved with Equation 3.5,
where (xr, yr) denotes the position estimate of the robot.
xt = xr + dm · cos(θ + λ)
yt = yr + dm · sin(θ + λ) (3.5)
With range-only measurements, localization with a single landmark is
not possible, if the robot moves along a straight line (Olson et al., 2006). In
this case there would always be two possible locations for the landmark, one
on either side of the robot. Driving the robot along a non-linear path would
solve this problem, but in many situations it is an undesirable practice.
However, if the robot can measure the bearing angles to a single land-
mark, an estimate can be calculated for the relative displacement between
the landmark and the robot, provided that the robot has basic odometry
sensors. In bearing-only localization, the robot makes at least two bearing
angle measurements to the landmark from different locations. An estimate
of the relative position of the landmark can be found at the intersection of
the two bearing angle measurements.
Figure 3.3 shows a robot making two bearing angle measurements at lo-
cations Rk and Rk+1. The distance dr between the two locations is measured
with wheel encoders. The two bearing angle measurements λ1 and λ2 are
measured with a suitable sensor. The distance dm can be solved as follows:





The estimated heading angle (θ) of the robot can be based on wheel en-
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Figure 3.3: Estimation of the landmark position. A robot makes two bearing
angle measurements (λ1 and λ2) from two different locations.
together with a bearing angle measurement yields an azimuth angle φ:
φ = θ + λ2 (3.8)
The distance estimate dm and the azimuth angle estimate φ define the
position of the landmark in polar coordinates relative to the origin of the
robot’s local coordinate frame. Hence, the displacement between the robot
and the landmark in the global Cartesian coordinates can be calculated as
indicated by the following equations:
∆xm = dm · cos(φ)
∆ym = dm · sin(φ) (3.9)
3.2.1 Localization uncertainty
The measurement noise affects the uncertainty of the estimated displace-
ment in terms of x- and y-coordinates. If the displacement estimate is cal-
culated as described above, both position coordinates have an uncertainty,
which depends on the measurement noise υ, the relative distance dm be-
tween the robot and the landmark, the bisector angle η of the two bearings
and the mutual angle γ between the two bearing angles.
The measurement noise indicates how uncertain the estimated bearing
angle to the landmark is. The measurement noise, together with the esti-
mated bearing, defines the sector in which the correct bearing angle prob-
ably lies. If the bearing angle measurement is too noisy for the required
localization purposes, the measurement noise may be reduced by making
multiple measurements from the same location and calculating the average
value for the bearing angle estimate at that point. This holds good if the
noise is due to random factors in the measurement process. Systematic er-
rors should be removed with a calibration process.
The relative distance between the robot and the landmark affects the un-
certainty of the position estimate, as the error perpendicular to the bearing
22
a) b) c)
Figure 3.4: Two intersecting bearing angle measurements (dashed lines) with
a) a 15◦ b) a 40◦ and c) a 70◦ mutual angle. The localization uncertainty re-
gion is formed by the intersection of two measurement sectors (blue and red)
marked with solid lines around the estimated bearings.
angle is a linear function of the distance. However, depending on the mea-
surement method used for bearing angle, the measurement noise may be
inversely proportional to the relative distance between the robot and the
landmark. The correlation between these two sources of uncertainty may
have a significant effect on the overall uncertainty, but as this does not hold
good for all systems, the uncertainties are here assumed to be uncorrelated.
The mutual angle between the two bearing angles affects the shape of
the uncertainty region. Perpendicular measurements cause an almost sym-
metric uncertainty region, but bearing angles that are close to parallel form
a long and narrow region.
As the uncertainty region is asymmetric, the bisector angle of the bear-
ings affects the weight distribution of the uncertainty on the x and y coordi-
nates of the landmark. The bisector angle is a bearing angle exactly half-way
between the two measurements.
In Figure 3.4 the effect of the mutual angle on the shape of the uncer-
tainty region is illustrated. The two bearing angle measurements are drawn
with dashed lines. Their intersection indicates the estimated position of the
landmark. The solid lines next to the dashed lines form two sectors that
indicate the magnitude of the measurement noise in a bearing angle mea-
surement. The two sectors intercept and form a region around the estimated
position of the landmark. The shape of the region changes from a long and
narrow one to a roughly symmetrical form, as the mutual angle between the
measurements increases. For the asymmetrical uncertainty regions the long
dimension is parallel to the bisector angle η.
For the sake of computational simplicity this region can be estimated
approximately with an ellipse, as shown in Figure 3.5. The dimensions of
the ellipse depend on the same factors as the uncertainty. The length of the
minor axis b only depends on the distance to the landmark dm and the mea-
surement noise υ. The length of the major axis a also depends on the mutual
angle γ between the bearing angle measurements. The bisector angle η indi-
cates the angle between the major axis of the ellipse and the positive x-axis
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Figure 3.5: Displacement measurement uncertainty described with an ellipse
for a mutual angle of 15◦ and 70◦
of the global coordinate frame. The parameters describing an elliptical un-
certainty region around the intersection of the bearing angle measurements
can be calculated as follows:
a = dm · tan(υ) · (1+ 2 · cos(γ))
b = dm · tan(υ) (3.10)
η = φ− γ
2
With each new angle measurement, the robot can calculate the displace-
ment estimates for the landmark using all the previous angle measurements
to that same landmark. Thus after two measurements the robot has one es-
timate for the landmark location, while N measurements will give C(N, 2)
combinations, i.e. there are 1+2+3+...+ (N-1) measurement pairs to calcu-
late the position estimates. Figure 3.6 shows landmark position estimates
for five bearing angle measurements. All the position estimates of a single
landmark can be fused using a probabilistic method, where the weight of
each position estimate depends on the related uncertainty. The estimates
based on almost parallel bearing angle measurements may show consid-
erable error, but their uncertainties are also large. Hence, the effect of such
measurements on the final estimate of the landmark position is small. When
a Kalman filter is used the measurements are not handled as pairs. Instead,
the values of the state vector reflect all the measurements in the history and
each measurement provides a correction to these values. This will be ex-
plained thoroughly in the following sections.
Figure 3.6: Estimation of landmark position using all the intersections of the
bearing angle measurements from five different locations
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3.3 Kalman Filter
In (Maybeck, 1979), Maybeck defines a Kalman filter as an optimal recur-
sive data-processing algorithm. The Kalman filter uses a priori information
and data to estimate an unknown value that a variable had at the moment
the data were taken. Unlike Bayesian methods, the Kalman filter does not
assume normal distribution, but operates as a minimum variance estimator.
One aspect that makes the Kalman filter an optimal estimator is that it
takes into account all the information available:
• initial knowledge of the values of the variables to be estimated
• dynamics of the system and measurements
• uncertainties of the system and the measurements as noise
It is a recursive estimator, which means that all the prior information is
contained in the previous estimate. Hence, the amount of memory required
does not change over time, but is static as long as the number of variables
to be estimated does not change.
The standard Kalman filter can be used with a linear motion model and
linear measurement equation. A non-linear motion model or measurement
equation requires the implementation of an extended Kalman filter, which
uses linearization for non-linear equations. A Kalman filter with a correct
prediction model maintains the first two moments, the mean and the vari-
ance, of the state distribution (Welch and Bishop, 1995).
E[xk] = xˆk (3.11)
E[(xk − xˆk)(xk − xˆk)T] = Pk (3.12)
As the Kalman filter is generally implemented as program code running
on a digital processor, a discrete-time format is needed. When a discrete-
time Kalman filter is used, the motion model is presented with a discrete-
time state-space representation (Equations 3.13-3.14). The state vector xk
represents the estimate of the system variables at the time instant k. The
state vector is updated at each time step. The dynamics of the system are
described by thematrix Ak. It defines the change of each element of the state
vector during one time step according to the dynamic model of the system.
The matrix Ak may change over time, but in many applications the dynamic
model is assumed to be time-invariant. The matrix Bk defines the effect of
the control vector uk on each element of the state vector. The matrix Bk can
also be assumed to be time-invariant in many applications. The estimated
output of the system zk depends on the system variables in the state vector.
The matrix Hk is called the measurement matrix and it defines the output
vector as a function of the state vector. Vectors ωk and υk represent the
process and measurement noise, respectively.
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xk+1 = Akxk + Bkuk+1 +ωk (3.13)
zk = Hkxk + υk (3.14)
A general form for Kalman filter equations for the estimate in the case
wherematrices A, B and H are constants is shown in Table 3.1. Qk represents
the process noise covariance and Rk represents the measurement noise co-
variance. The noise in the external control uk is contained in the covariance
matrix Uk.
Table 3.1: Kalman filter equations
a priori state xˆ−k = Axˆk−1 + Buk
a priori estimate error covariance P−k = APk−1A
T + BUkBT +Qk
a posterior state xˆk = xˆ−k + Kk(zk − Hxˆ−k )
a posterior estimate error covariance Pk = (I − KkH)P−k
Kalman gain Kk = P−k H
T(HP−k H
T + Rk)−1
If the matrices A, B, U, Q, H and R are constants, the estimate error co-
variance Pk and the Kalman gain Kk stabilize to a constant value. These
constant values can be calculated in advance and used for the estimation of
the posterior of the state vector. This reduces the computational complexity
of the update phase, as there is no longer any need to calculate the inverse
matrix in the Kalman gain equation.
The initial conditions for the state vector and the estimate error covari-
ance matrix affect the speed and accuracy of the convergence. These should
be selected with the best method available.
3.3.1 Extended Kalman Filter
In bearing-only localization, the only measurement is the bearing angle to
the target. The robot displacement between measurements can be consid-
ered as external control. When calculating the position of the robot or the
landmark, on the basis of bearing angle measurements, non-linear equa-
tions are needed. The Extended Kalman Filter (EKF) can use a non-linear
measurement equation h, but the measurement matrix H has to be the Jaco-
bianmatrix composed of partial derivatives of hwith respect to the elements
of the state vector x. Depending on the motion model of the system, the a
priori estimate of the state vector may need to be calculated with a non-
linear function f . Then the a priori covariance matrix is calculated using the
matrix A, which is a Jacobian matrix of partial derivatives of f with respect
to the elements of the state vector x. If external input uk exists, the noise
covariance matrix Uk of the external input has to be incorporated into the
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covariance matrix calculation using the matrix B, which is a Jacobian matrix
of f with respect to the elements of the control vector uk. As the Jacobian
matrices are always calculated for the current values of the state vector and
the control vector, the Kalman gain has to be recalculated for every update.
Thus the complexity of the filter depends on the dimensions of the estimate
error covariance matrix Pk and the number of simultaneous measurements
during one update. The linearization at the estimated operating point may
cause instability of the filter if the estimation error is considerable. However,
with this algorithm no such behavior was detected in either the simulations
or laboratory experiments. The equations for the Extended Kalman Filter
are shown in Equations 3.15-3.19.






xˆk = xˆ−k + Kk(zk − h(xˆ−k , 0)) (3.17)
Pk = (I − KkHk)P−k (3.18)








The a priori estimate of the state vector xˆ−k is calculated using Equation
3.15. It states that given the previous estimate of the state vector xˆk−1 and
the current control vector uk, a prediction for the current value of the state
vector can be calculated, using the non-linear function f. The third parame-
ter of the function f is the error in the process update. Of course, the actual
value of the error cannot be known, but it can be assumed to follow a distri-
bution with zero mean, hence the zero as the third parameter. The variance
of the distribution describing the random valued error is contained in the
process noise covariance matrix Q and used in Equation 3.16, where an er-
ror covariance matrix for the predicted state vector is calculated. Similarly,
the error in the measurement cannot be known, but it can bemodeled with a
zero mean distribution with a non-zero variance. The mean of this distribu-
tion is used as the second parameter of the measurement equation h(xˆ−k , 0)
and the variance is used in the measurement noise covariance matrix R.
As the Extended Kalman Filter uses linearization it differs from the orig-
inal algorithm and cannot be shown mathematically to be optimal.
3.4 Localization algorithm
In robot localization, the state-space model can estimate the robot’s position
on the basis of the motion measured by the wheel encoders. As a result of
wheel slippage and other measurement errors, the model gives increasingly
bad position estimates, i.e. the position error increases over time. With the
Kalman filter, a correction to this position estimate can be applied, if exter-
nal positioning data such as triangulation or trilateration to landmarks are
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available. The Kalman filter can combine the information received from the
encoders and from the external measurements to landmarks. The process
noise covariance matrix Q and the measurement noise covariance matrix R
are used to tune the Kalman filter for the best possible performance in the
operating environment. The process noise increases the uncertainty of the
robot’s position estimate at each step at which the Kalman filter is updated.
The amount of process noise depends on the environment, the mechanics
of the robot and the quality of the sensors, such as wheel encoders, used for
measuring the movement of the robot directly. The measurement noise de-
pends on the environment and the quality of the sensors used for obtaining
the external positioning data.
3.4.1 Simultaneous localization and pose correction
Usually, the measurement to an external reference point, such as a land-
mark, is used for correcting the pose of the robot. The same measurement
can also be used the other way around and the location of the landmark
relative to the location of the robot can be estimated. Instead of a position
estimate for the landmark being calculated directly, as described in Chapter
3.2, an estimate of the bearing angle to the landmark given the current es-
timates of the positions of the robot and landmark is calculated. Then the
estimated bearing is compared with the related bearing angle measurement
and both the robot and landmark position estimates are corrected accord-
ing to the residual and the uncertainties of the estimates of the pose of the
robot and position of the landmark. For this method to work, estimates of
both the pose of the robot and position of the landmark have to exist. The
estimate of the pose of the robot is initialized when the robot is deployed.
The estimate of the position of the landmark is initialized at the first de-
tection of the landmark. The initialization can be done using consecutive
measurements or with a single measurement if a reasonable estimate for the
range can be obtained, for example, from the expected detection distance
of the landmark. The latter method was used in this study. The expected
detection distance of a landmark could be estimated because of the limited
range of the measurement system. The initial variance of an estimate has to
be given an appropriate value, according to the initial localization method.
Here, the uncertainty of the detection distance and the uncertainty of the
bearing angle estimate were taken into account when defining the initial
variance for the landmark position estimate.
In the case of one robot localizing with one landmark, the state vector x
has five elements: the x- and y-coordinates of the robot (xr, yr), the heading










The uncertainty of each element of the state vector x is presented by
the corresponding diagonal element of the covariance matrix P, where the
diagonal elements are the variances of the random variables of the state
vector. The non-diagonal elements indicate the correlation between differ-
ent elements of the state vector. In this example, the state vector x contains
estimates for the pose of a robot and the position of a landmark. As long
as the robot has not made any measurements to the landmark, the corre-
lation between the pose of the robot and the position of the landmark is
zero. For example, the bottom left-hand element of the covariance matrix
P cov(yt, xr) is the covariance of the y-coordinate of the landmark, yt and
the x-coordinate of the robot, xr. When the robot makes a measurement to
the landmark, the estimates of xr and yt become correlated and the related
covariances cov(xr, yt) and cov(yt, xr) become non-zero.
P =

σ2xr cov(xr, yr) cov(xr, θ) cov(xr, xt) cov(xr, yt)
cov(yr, xr) σ2yr cov(yr, θ) cov(yr, xt) cov(yr, yt)
cov(θ, xr) cov(θ, yr) σ2θ cov(θ, xt) cov(θ, yt)
cov(xt, xr) cov(xt, yr) cov(xt, θ) σ2xt cov(xt, yt)
cov(yt, xr) cov(yt, yr) cov(yt, θ) cov(yt, xt) σ2yt
 (3.21)
Prediction equations
In many applications the robot can be assumed to be stationary while mea-
suring the bearing angle to the landmark and the movement of the robot
between measurements can be given by a separate odometry system. As
no considerable dynamics exist, the movement of the robot can be defined
by a control vector uk. For this application the prediction can be calculated
as shown in Equation 3.22, where ∆xr,∆yr and ∆θ indicate the change in
the robot’s pose given by the odometry system. The landmark is static and
therefore, the elements of the control vector related to the landmark coordi-
nates are zeros.























Figure 3.7: Change in the robot’s pose as measured by the odometry system
As ∆xr and ∆yr depend on the heading angle estimate of the robot, it is
better to express the change in the position of the robot as a vector relative to
the previous pose. The vector has length dk and direction θk−1 + ψk. This is
illustrated in Figure 3.7. The control vector uk is then as shown in Equation
3.23. The uncertainty in the length of the step and the uncertainty in the
angle ψk do not depend on the heading angle of the robot. The prediction
update x−k = f (xˆk−1, uk, 0) is computed with a set of non-linear equations
for the predicted position (Equations 3.24-3.25) and the linear transform of









xˆr,k = fx(xˆk−1, uk) = xˆr,k−1 + dk · cos(θˆk−1 + ψk) (3.24)
yˆr,k = fy(xˆk−1, uk) = yˆr,k−1 + dk · sin(θˆk−1 + ψk) (3.25)
θˆk = fθ(xˆk−1, uk) = θˆk−1 + ∆θ (3.26)
The base of the Jacobian matrix A for the a priori covariance update is
an identity matrix, because the predicted value of each element of the state
vector depends on the previous value of that element. Additionally the
estimated change in the position coordinates of the robot depend on the
estimated heading angle. Therefore, the uncertainty of the heading angle
affects the uncertainty of the position coordinates. These terms are calcu-
lated as partial derivatives of the coordinate update equations (Equations
3.29-3.30). Equations 3.27-3.28 show how the change in the position coordi-
nates of the robot (∆x,∆y) is related to the first two elements of the control
vector uk. In Equation 3.27 atan2 is a two-argument function, that gives an
angle between a vector and the positive x-axis of the coordinate frame in
the range of (−pi..pi]. The first argument of the function is the difference in
the y-coordinates of the initial and terminal points of the vector. The second
argument is the difference in the x-coordinates.
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ψk = atan2(∆y,∆x)− θˆk−1 (3.27)
dk =
√
∆x2 + ∆y2 (3.28)
δ fx
δθ
= −dk · sin(θˆk−1 + ψk) = −∆y (3.29)
δ fy
δθ
= dk · cos(θˆk−1 + ψk) = ∆x (3.30)
In an example case with a state vector containing a pose estimate of one




1 0 −∆y 0 0
0 1 ∆x 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
 (3.31)
The Jacobianmatrix Bk is calculated as partial derivatives of f (xˆk−1, uk, 0)
with respect to the input vector uk:
Bk =

cos(θˆk−1 + ψk) −∆y 0 0 0
sin(θˆk−1 + ψk) ∆x 0 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 0
 (3.32)
The noise covariance matrix of the external inputUk represents the noise
in the odometry system of the robot caused by measurement inaccuracies.
The noise parameters can be chosen according to the calibration results of
the robot and they can be used to tune the Kalman filter for optimal per-
formance. The covariance matrix of the process noise Qk represents the
uncertainty caused by unknown factors. These mostly depend on the en-
vironment, where the robot is operating and should be chosen accordingly.
The landmark is static and thus has no motion noise.
Correction equations
For the sake of readability, the notation presented in Equations 3.33-3.34 is
used in Equations 3.35 and 3.36 to describe the relative difference in the esti-
mated position coordinates of the robot (xˆ−r , yˆ−r ) and the landmark (xˆ−t , yˆ
−
t ).
This is also illustrated in Figure 3.8
∆x = xˆ−t − xˆ−r (3.33)












Figure 3.8: Bearing angle measurement to a landmark
The measurement equation h(xˆ−k , 0) is a function of a robot pose and a
landmark position (Equation 3.35). The position coordinates yield a bearing
angle from the robot to the landmark in the global coordinate frame. The
heading angle of the robot is then used to calculate an expected value for the
bearing with respect to the robot coordinate system, which is the quantity
that is being measured.






The Jacobian matrix H is a matrix of all the partial derivatives of the
measurement functions. Here only one measurement is used and hence,
only one measurement function h(xˆ−k , 0) exists. In this case the Jacobian












The Jacobian matrix H indicates how the measurement is related to each
element of the state vector. As the measured quantity is the bearing angle
with respect to the heading angle of the robot, the measurement is directly
related to the heading angle of the robot, as indicated by a constant -1 as the
third element of the vector H. The other elements of the state vector are the
position coordinates of the robot and the landmark. As explained in Section
3.2, the direction of the bearing angle with respect to the global coordinate
frame affects the weight distribution of the uncertainty on the estimated
position coordinates. This can be seen in the numerators of the position-
related elements of the vector H, where the coefficients for the x coordinates
depend on ∆y and the coefficients for the y-coordinates depend on ∆x. The
denominators for all the elements of vector H that are related to the position
coordinates are identical. The denominator is the square of the distance
between the robot and the landmark. It indicates that the weight of the
measurement on each position-related element of the state vector depends
on the relative distance between the robot and the landmark. The vector H
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is used with the covariance matrix P and the measurement noise covariance
matrix R to compute a vector K known as the Kalman gain (Equation 3.19).
The Kalman gain defines the weight of the residual on each element of the
state vector. It is also used to update the covariancematrix P, which contains
the uncertainties and correlations of the elements of the state vector.
When more and more measurements made by one robot are combined
with the Kalman filter, the estimate of the relative position of the landmark
becomes more accurate since the effect of measurement errors decreases.
However, the position estimate of the landmark in the global coordinate
frame is based on the estimate of the robot’s own pose. Therefore, the error
in the pose of the robot is directly inherited by the position estimate of the
landmark. A single robot can pass a landmark several times and correct
its own pose estimate and the position estimate of the landmark, but the
initial inaccuracies in the robot position estimate inherited by the landmark
will still be there. Even if the robot were to return to the starting point
and start localization again from a reference point, its pose estimate would
be subjected to the same structure-related error as in previous runs. Thus
localization runs made by a single robot are always correlated. To cope with
this, measurements from multiple independent sources, i.e. from different
robots, are required.
3.5 Distributed estimation
When a single robot estimates the position of a landmark the estimate is
biased by the inaccuracies in the robot’s own position and heading angle
estimate. Filtering the different measurements of a single robot helps to re-
duce the effect of measurement errors, but not the effect of the inaccuracies
in the robot’s own pose estimate. However, if different robots are estimat-
ing the position of a landmark, the position estimate is based on several
independent groups of measurements. When multiple robots pass a land-
mark, they each have a different estimation error and uncertainty in their
own position estimate. This is due to the mechanical differences between
the robots, the individual calibration parameters and the differences in the
actions they have taken so far. Of course, the poses of robots using the same
landmarks for localization will become correlated over time. This implies
that less and less new information is available as time passes and the loca-
tion estimates of the landmarks will become more and more static. When
the localization network reaches a mature state the cooperation between the
robots is no longer needed for localization. The landmarks will provide a




















































































































































Figure 3.10: Robot “D“ passing the landmark and informing robot ”C“ of the
new estimate of the landmark position
3.5.1 Cooperation
The robots have to use the same global coordinate frame in order to cooper-
ate. If the robots start at a common location, they share a common view of
the global coordinate frame right from the start. Otherwise, the robots need
to use a hierarchical method to determine which global coordinate frame
they should adapt to, when detecting landmarks that have already been lo-
calized by robots using a different global coordinate frame. The previous
estimate of the position of the landmark and the related uncertainty have
to be available for a robot calculating new estimates. This can be done by
storing the related information to the memory of the landmark or by broad-
casting all new estimates to the other robots. The landmark position esti-
mate contains all the information provided by the robots that have already
passed the landmark. Therefore, each robot passing the landmark benefits
from the position information of all the previous robots.
When a robot localizes a landmark, its pose becomes correlated with the
position of the landmark (Figure 3.9). If the covariance information is not
discarded, a robot can also benefit from the localization information of the
following robots, making the position estimate of the landmark more accu-
rate. If the robot has passed a landmark recently, its pose is highly correlated
with the landmark. Then, if another robot improves the landmark estimate,
the first robot can recalculate its own pose estimate according to the new
position estimate of the landmark and the information about the correlation
of the landmark position and the robot pose (Figure 3.10).
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A straightforward way of making good use of all the available informa-
tion is to use a centralized Kalman filter. All the information from all the
robots is collected into one filter, which makes sure that all the correlations
are maintained correctly. The downside is that the complexity of the esti-
mate calculation grows, as the Kalman filter matrices expand with the num-
ber of robots and landmarks. A scenario with M robots and N landmarks

















The calculation of the inverse matrix in the Kalman gain equation affects
the computation complexity of the algorithm. If there is a small number
of simultaneous measurements, the dimensions of the denominator matrix
are small and the computational complexity of the matrix inversion is low.
An example of the matrices of an extended Kalman filter in a case with two
robots and two landmarks is provided in Appendix A
Another downside is the communication bandwidth required for trans-
mitting all the information to the central unit. If the number of robots and
landmarks is relatively small, neither of these downsides is of critical im-
portance. In Section 3.6 an application of sparsely distributed landmarks
is presented. For applications with communication restrictions or a larger
number of robots or landmarks, a distributed or sparse filter structure can
be used (Thrun and Liu, 2003; Liu and Thrun, 2003; Kroetsch and Clark,
2005). As this problem is a research topic in its own right, it is not addressed
here.
35
3.6 Case Study: Measuring bearing to an RFID
tag
An RFID system using passive tags offers some very interesting possibil-
ities. As mentioned in Chapter 2 some research has been conducted into
using RFID systems for localization. The approach introduced in this the-
sis is a minimalistic one, which uses a very low number of tags per surface
area.
In RFID systems the antennas have a very important role, especially in
systems using passive tags. The system used in this case study uses com-
mercial tags, which can be selected from the available designs. The reader
antenna had to be designed exclusively for this application, because there
seemed to be no antennas on the market that would fulfill the necessary
requirements. In a passive RFID system, besides communication, the anten-
nas are used for transferring power to the electronics of the tags. Normally,
this is a far more demanding task than the actual information transfer be-
tween the reader and the tag. Thus it effectively stipulates the operating
range of the system.
3.6.1 Antenna theory
When alternating current is applied to an antenna, it creates both magnetic
and electric fields. As the distance d to the antenna increases the strength
of the magnetic field decreases rapidly as a factor of 1/d3 and thus it is not
practical for far-field operation. The strength of the electric field decreases as
a factor of 1/d, which makes it far more suitable for applications requiring
a longer operating range. In an RFID system using passive tags, the electric
field needs to be strong enough to provide energy for the electronics of the
tag. If the tag is close enough to be powered by the reader antenna, then
the back-scattered data can easily be received by the reader antenna. The
amount of power needed by the tag depends on the components of the tag.
The Friis transmission equation gives a theoretical relation between trans-
mitted and received power, under ideal conditions. In its simplest form it
does not take into account the effects of polarization and other attenuat-
ing factors, such as reflection or absorption. The basic form is presented in
Equation 3.38, where Pr is the received power, Pt is the transmitted power,
Gt is the linear gain of the transmitting antenna, Gr is the gain of the receiv-










Antenna gain and transmitted power may also be expressed in decibel
format. Antenna gain is given in the direction of maximal radiation and
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is often expressed relative to a theoretical isotropic antenna. The unit used
is dBi. An isotropic antenna cannot exist in reality, but it gives a common
reference point for comparing various real antennas. The transmitted or
received power can be expressed as power relative to 1 milliwatt. Then the
unit used is dBm:
P[dBm] = log10(P[mW]) (3.39)
Local regulations usually control the field strengths of RF devices. For
example, the European regulations (European RFID standard EN 302 208)
limit the effective isotropic radiated power (EIRP) of RF devices operating in
the 865.6-867.6 MHz frequency band to a maximum of 3.8W (35.8dBm). The
effective isotropic radiated power can be calculated as indicated in Equa-
tion 3.40, where Pt is the transmitted power in dBm, Lc represents the cable
losses in dB and Gt is the gain of the transmitting antenna in dBi, relative to
an isotropic reference antenna.
EIRP = Pt − Lc + Gt (3.40)
3.6.2 Reader antenna type
In this application, a directional antenna is required in order to have a con-
strained beam to measure the bearing angle of the tag. The side and back
lobes have to be sufficiently small, for a tag not to respond outside the main
beam area. The directivity also increases the gain of the antenna in the di-
rection of the main lobe and hence gives a longer detection range.
The directivity can be achieved by in several ways, such as using a re-
flector, a horn, an array of antennas or a radiating element with a specific
shape. In this application, the antenna should also be as small as possi-
ble. Therefore, an array of several antennas would not be a sensible solu-
tion. The selected frequency often states the minimum size of at least one
of the dimensions of the antenna. The length of an efficient horn antenna
is several wavelengths and parabolic antennas have a radius of at least one
wavelength. However, in certain designs all the antenna dimensions can be
less than λ/2, which is half of the wavelength. Two different types of an-
tennas can satisfy this constraint and still be sufficiently directive. One is a
three-element Yagi-Uda antenna and the other is a helical antenna (Figure
3.11).
The Yagi-Uda antenna was developed in 1926 by Shintaro Uda of To-
hoku Imperial University, Sendai, Japan, with the collaboration of Hidet-
sugu Yagi. It is based on a dipole radiating element which has a reflector
element on one side and one or more directors on the other side. The shape,
size and position of each element can vary, depending on the purpose of
the antenna. Probably the best-known examples of Yagi-Uda antennas are
regular television antennas. The Yagi-Uda antenna can be built using a PCB
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a) b)
Figure 3.11: a) 4-element Yagi-Uda antenna b) Helical antenna
design. Then all the elements have to be planar, with their thickness defined
by the thickness of the copper of the selected PCB material. The simplest
design has a ground plane with the negative half of the dipole connected
to it on one side of the PCB and the positive half of the dipole (with the
feed line) and a director on the other side of the PCB. There also has to be
an impedance-matching network to provide correct matching with the con-
nected transmitter. Fortunately, in many applications the impedance match-
ing can be done simply by using the proper type of connector.
A helical antenna is constructed of a wire shaped like a spring. Very
often a ground plane is also used at one end of the cylinder-like structure.
If the circumference of the antenna is much less than one wavelength, the
antenna operates like a monopole. A helical antenna with a circumference
of at least one wavelength is a wave-guide antenna and it has a true circular
polarization. In the latter case the radiation is directed along the axis of
the antenna. The direction of the polarization (left or right) depends on the
winding direction of the wire.
Both antennas have the following benefits:
• all dimensions smaller than λ/2
• high F/B-ratio
In the comparison between these two antennas the Yagi-Uda antenna
has two advantages over the helical antenna. It is a flat antenna, i.e. one
dimension is very small and it is easy to make on a PCB. The advantage of a
helical antenna is that it has circular polarization instead of the linear polar-
ization of the Yagi-Uda antenna. This gives more freedom in the orientation
of the tags.
The Yagi-Uda antenna design was chosen for this application because
of its ease of manufacturing and flat outline. Additionally, it has a slightly
narrower half-power bandwidth (HPBW) and, in consequence, higher gain
than a helical antenna with the same dimensions.
3.6.3 Bearing angle measurement
The relative angle between an RFID reader antenna and a passive RFID tag
is measured by consecutive interrogations to the tag while the reader an-







angle of last detection
tag
Figure 3.12: Bearing angle measurement
surroundings of the reader. A tag can only respond, when it is in an elec-
tric field strong enough to provide the minimum power needed. The sector
where the tag is detected is recorded and used for estimating the bearing of
the tag. The basis of the bearing angle estimation can be the middle of the
detected sector. An offset can then be used to compensate for the systematic
error e, caused by different error sources (Figure 3.12).
Passive tags need to draw the necessary operating power from the elec-
tric field of the reader antenna. When a tag has not been in an electric field
for a while, its energy storage capacitor is empty. Hence, it may take a bit
longer for the tag to respond to the first call when it enters the electric field.
If the timeout for a tag response is set to be very short this small additional
delay may bias the angle measurement. It can be taken into account in the





A simulation model for the multi-robot localization system was built in the
Matlab environment. With the simulations, the effects of inaccuracies in
different measurements can be observed. Scenarios with different number
of robots and landmarks can also be simulated. For this purpose it is very
important that the simulator resembles some real-world application. This
means that the different error sources have to be tuned according to the
available information from the laboratory measurements.
4.1 Scenario 1: Effects of various inaccuracies
The system presented here simulates a scenario where a single landmark is
localized by a group of robots passing the landmark one by one. The robots
estimate their own pose simultaneously in a common (global) coordinate
frame. Each robot has random error in its estimated position and heading
angle. Each bearing angle measurement also contains a random error. Af-
ter each bearing angle measurement, an extended Kalman filter is used to
compute new estimates for the location of the landmark and the pose of the
robot.
4.1.1 Simulator parameters
The simulation model permits the setting of several parameters. The robot
pose error depends on two components. The first one is the original error
after localization at the reference point, i.e. when the robot is deployed and
attached to the common coordinate frame. The other is the error that has ac-
cumulatedwhile the robot has beenmoving. Both are set separately for each
robot as random numbers, controlled with appropriate parameters. When
a robot arrives near a landmark, the uncertainty in the robot’s pose esti-
mate (varrx, varry, varθ) is initialized with a calculated pose uncertainty. The
pose uncertainty and the accumulated error depend on a random number
ρt, representing the length of the trajectory that the robot has traveled since
the reference localization. The position and heading angle errors inherited















Figure 4.1: Accumulated robot error and uncertainty
error in the pose of each robot is a product of the error coefficient represent-
ing the standard deviation of the error and a random number ρx,y,θ sampled
from a standard normal distribution (N (0, 1)). For example, the error in
the x-coordinate of the robot’s position can be calculated according to Equa-
tion 4.1. The random number describing the robot trajectory length (ρt) is
sampled from a uniform distribution. The random variables are assumed to
be independent of each other, so the expected value and the variance of the
error ex can be calculated as shown in Equations 4.2-4.3.
ex = (eorig + ρt · eaccu) · ρx (4.1)
E[ex] = (eorig + E[ρt] · eaccu) · E[ρx] (4.2)
E[(ex − eˆx)2] = (e2orig ·Var[ρx] + e2accu ·Var[ρtρx]
+eorig · eaccu · Cov[ρx, ρtρx]) (4.3)
When the random numbers are expected to be independent and the lim-
its for the uniform distribution are set to ρt ∈ [1, 2], the expected value and
the variance of the error ex have values according to Equations 4.4-4.5. As
can be seen, the error term has zero-mean distribution with variance con-
trolled by the parameters representing the original and the accumulated er-
ror.
E[ex] = (eorig +
3
2
· eaccu) · 0 (4.4)





· e2accu + 3 · eorig · eaccu
)
(4.5)
Figure 4.1 illustrates how two robots get the original pose at a reference
localization point with fixed uncertainty. Then one robot travels straight to
the vicinity of the landmark, while the other robot travels along a complex
path that is approximately twice as long as the direct path to the landmark.
Consequently, the uncertainty (and in this illustration the pose error) of the
second robot is clearly larger than that of the first robot.
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At this point the error in the pose of a robot is independent of the other
robots, i.e. there is no correlation between the pose estimates of different
robots. This follows from the assumption that the reference localization
point defines the common coordinate frame and thus is accurately local-
ized. The original error in the pose of a robot only depends on the accuracy
of the reference localization method.
The landmark detection was modeled as a function of the distance ∆d
between the robot and the landmark. If the robot was within the inner limit,
the landmark detection probability was 1 and if the robot was outside the
inner limit, but inside the outer limit, the landmark detection probability
was 0.5. The inner limit was set to 0.9 m and the outer limit to 1.5 m.
P(λ) =
{
1 ,∆d < 0.9m
0.5 , 0.9m ≤ ∆d < 1.5m
4.1.2 Test procedure
Simulations were run in order to discover how different error sources affect
the accuracy of the landmark position and robot pose estimates. Each sim-
ulation consists of 1000 independent runs, each having 20 robots passing a
landmark. As a result, the average estimation errors in the landmark posi-
tion and robot pose are computed. The landmark position is recorded after
each passing robot. Thus the effect of an error source on robot groups of dif-
ferent sizes can be analyzed. Additionally, the pose estimate of each robot is
recorded right after it has passed the landmark. This allows a comparison
to be made between the individual and group-based corrections. The error
sources under consideration are:
• inaccurate bearing angle measurement;
• inaccurate position estimate of a robot;
• inaccurate heading angle estimate of a robot.
4.2 Scenario 2: System performance
In this scenario, the overall system performance with different number of
robots and landmarks is observed. First, an office-like environment with
two perpendicular corridors and small rooms is considered. The length of
the main corridor is approximately 30 meters and that of the side corridor is
10 meters. The number of rooms visited by the robots is 0-3. There are three
main points of interest that are being observed with these simulation runs:
• the landmark position error as a function of the distance from the start-
ing point and the number of robots
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• a comparison of localization with single and multiple robots
• the robot pose accuracy with respect to the other robots, i.e. how well
the robots share a common frame of reference.
Additionally, simulations are used to observe the capability of the robots
to expand their working area. The robots first localize one set of landmarks
and then move to another area with a new set of landmarks. The expan-
sion adds approximately 15 meters to the main corridor and two more side
corridors. Another variation of the office environment is used to test loop-
closing. This is known to be difficult for SLAM algorithms (Newman and
Ho, 2005). With external landmarks that have unique IDs the loop-closing
should not cause problems, but should offer the benefit of correcting the ac-
cumulated error using a landmark localized much earlier. With this test the
magnitude of the landmark position error as a function of the distance from
the starting point is observed again.
4.2.1 Simulator parameters
The simulator parameters are adjusted in such a manner that the simulator
should resemble a real-world application as closely as possible. Laboratory
experiments conducted with homogeneous robots equipped with an RFID
measurement system were used as a reference system for this simulation
scenario. The laboratory experiment setup is described in detail in Chapter
5. The following parameters were adjusted according to the information
received from the laboratory experiments:
• bearing angle measurement error
• landmark detection distance and reliability
• accumulated error in heading angle
• systematic error in heading angle
The bearing angle measurement error is due to the inaccuracy of the
measurement method that was used in the environment that was selected.
The landmark detection distance and reliability also depend on the mea-
surement system that is selected. In this simulation, a scenario using pas-
sive RFID tags as landmarks is used. The measurement error and detection
characteristics are as recorded in the laboratory experiments.
The accumulated error in the heading angle of a robot is due to the ran-
dom error introduced, when the robot is moving. This can be caused by
backlash in gears, uneven ground, local variation in the wheel radius or
wheelbase, encoder accuracy, etc. It is non-systematic and cannot be pre-
dicted or compensated for. The systematic error caused by errors in the
measurements of the critical dimensions of the robot should be removed by
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accurate calibration of the robot. As the calibration cannot be perfect and
may even change over time, a small systematic error has to be taken into
account.
Original and accumulated error
Just as in the first scenario, there is original and accumulated error in the
robot pose. At the starting point the robots either localize themselves or
they are localized by another entity deploying them. In both cases the robots
get a starting point in a common frame of reference. The pose error of the
reference localization is simulated with a small difference between a robot’s
estimated and real pose at the starting point. The procedure is the same as
described in Section 4.1.
The accumulated error of a robot depends on its trajectory. When driv-
ing towards a target, the robot calculates the necessary adjustment to its
heading angle at each update, in order to face the target point (Equation
4.6).
∆θk = atan2(∆y,∆x)− θˆk−1 (4.6)
where
∆x = xtarget − xˆrk−1
∆y = ytarget − yˆrk−1 (4.7)
When a robot turns, an error is introduced into the heading angle. This
error is simulated as a function of systematic and random error and scaled
according to the change in the robot’s heading angle:
eθk = (erand · ρk + esyst) · ∆θk, (4.8)
where ρk is a random number sampled from the standard normal distribu-
tion. The error terms erand and esyst are robot-specific constant coefficients
of random and systematic error.
The new heading angle estimate θˆk and the robot’s true heading angle θk
are
θˆk = θˆk−1 + ∆θk
θk = θk−1 + ∆θk + eθ (4.9)
The accumulated error in the position coordinates of a robot is assumed
to be entirely due to the heading angle error, as the error in the linear dis-




Each robot is given a list of target points and an individual start time. Thus
the robots start driving one after another and follow the paths assigned to
them. There is no collision detection or collision avoidance algorithm in the
simulations. The paths of the robots are planned in such a way that they
always drive on the right-hand side of the centerline of the corridor. Hence,
the robots going in opposite directions should not collide. This behavior
was implemented, because it directly affects the distance between a robot
and the landmarks along the walls of the corridors and, therefore, the de-
tection of the landmarks. In reality many things (a badly planned path, lo-
calization error, intersections) can cause collisions, so some sort of collision
avoidance system needs to be implemented.
As the robots interact during the simulation run, the effect of group size
on the performance of the system has to be tested with separate simulations
that have different number of robots cooperating. Each simulation consists
of 1000 independent runs with the selected number of robots following pre-
defined paths. The landmark and robot positions are recorded after all the
robots have completed their runs. In some experiments, the robot position




In order to have realistic parameters for the simulation runs, laboratory ex-
periments were conducted. The bearing angle measurement system was
first tested in a protected environment in order to see, how it can perform in
optimal conditions. Then an office-like environment was used to record the
performance of the complete multi-robot system.
5.1 Hardware
A marsupial robot society has been developed in the Automation Technol-
ogy Laboratory of Aalto University to support several different multi-robot
studies. These marsupial robots also served as a platform for the labora-
tory experiments of this research. The bearing angle measurement system
was designed using a commercial RFID technology. Only the antennas of
the RFID readers had to be designed and manufactured especially for this
purpose.
5.1.1 MarsuBot
The robots used for the laboratory experiments were small, mechanically
homogeneous differential drive robots called MarsuBots (Figure 5.1). De-
pending on the structure and the weight distribution of a robot, the center
of gravity of the robot may not be at the geometrical center of the robot.
This would affect the turning of the robot. In these differential drive robots
the origin of the robot coordinate frame is fixed to the middle of the line
connecting the two driven wheels. The actual center of gravity of the robot
is very close to this point, so the robot odometry system can use the equa-
tions introduced in Chapter 3. The important dimensions of a MarsuBot
Table 5.1: Dimensions of a MarsuBot robot
Wheel diameter 158 mm
Wheelbase 164 mm
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Figure 5.1: The MarsuBot robots (Danny, Emma, Fiona and Hugo) used in
the laboratory experiments. An RFID tag serving as a landmark is visible in
the background.
robot are shown in Table 5.1. The relatively big wheels, accurate mechanical
design and suitable encoders make the odometry system of the robots reli-
able enough for these experiments. However, the rather narrow wheelbase
makes the robot odometry prone to error in the heading angle. This offers a
challenge for the algorithm introduced in this thesis.
5.1.2 Bearing angle measurement unit
As explained in Chapter 3, the bearing angle is measured by turning the an-
tenna of the RFID reader and making subsequent calls to an RFID tag. The
sector where the tag responds is then used to compute the bearing to the
tag. The parts of the bearing angle measurement unit are a microcontroller,
an RFID reader, a reader antenna and a servo. The microcontroller controls
the measurement process. The RFID reader and the servo are connected to
the microcontroller and the antenna is mechanically attached to the servo.
The microcontroller uses pulse-width modulation (PWM) to control the an-
gle of the servo. There is no feedback from the servo. When a measurement
command is received, the microcontroller sweeps the antenna from side to
side in steps and makes requests, one per step, to the RFID reader to detect
tags. If a tag is detected during the sweep, the microcontroller returns an
estimated bearing angle to the tag and the ID of the tag, which is a part of
the Electronic Product Code (EPC) of the tag.
5.1.3 RFID reader
The two most widely used frequency bands in RFID applications are the so-
called HF andUHF bands. HF applications operate on the globally accepted
13.56 MHz frequency, whereas UHF uses slightly different frequencies, de-
pending on the continent. The locally used UHF frequencies can range from
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Figure 5.2: Radiation pattern of the simulated antenna a) in polar coordinates
in the horizontal plane and b) in a 3D representation
860 MHz to 960 MHz.
As mentioned in Chapter 3, electric coupling is preferred in order to
have a sufficient tag detection distance for bearing-only SLAM. The dimen-
sions of the antennas required for this far-field type of operation depend
on the frequency used. For directional antennas the largest dimensions are
approximately half of the wave length. For a system operating in the HF
band this wouldmean that the antenna dimensionswould be over 10meters
and therefore HF band systems are only used for near-field operation with
magnetic coupling. Thus a system working in the UHF band was selected
for these experiments. Another benefit of the UHF band is that standard-
ized communication protocols exist (e.g. EPC Class 1), which ensure that a
reader can communicate with tags from many different manufacturers.
5.1.4 Reader antenna
The commercial antennas available for UHF RFID readers were found to
be unsuitable for this application as a result of the compromise between
the size of the antenna and the reading range. As the antenna is the most
important part of the bearing angle measurement unit, its characteristics are
explained here.
First, simulationswere used to ensure that the requirements of the reader
antenna could be met with a three-element Yagi-Uda antenna constructed
on a printed circuit board (PCB). The antenna needs to have all its dimen-
sions smaller than 20 cm in order to fit comfortably on the small robot plat-
forms used in this research. The antenna also needs to have sufficient gain
(>7dBi) for the maximum reading range. The simulation of the antenna de-
sign was run in CST Microwave Studio. A three-dimensional model was
built using the characteristics of a printed circuit board made out of FR-4
glass epoxy. The substrate thickness of the PCB was selected to be 1.6 mm
and the thickness of the copper layer 0.036mm. A 50 Ohm coaxial connector
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Figure 5.3: Three-element Yagi-Uda antenna on a PCB
was also included into the simulation model. It was placed at the reflector
end of the PCB. With the simulations, appropriate values for the antenna
parameters were found. The important parameters were the length of each
element, the gaps between the elements and the shape andwidth of the feed
lines.
All the elements were designed as 6mm-wide copper strips. The 50Ohm
coaxial connector was placed behind the reflector so that its centerpiece met
with the positive feed line. Figure 5.2 illustrates the characteristics of the
simulated antenna. The main lobe gain was found to be 7.6 dBi and the
F/B-ratio 15.2 dB. The half-power beamwidth was found to be 66.5 degrees
in a horizontal plane. As these qualities meet the requirements, a prototype
was built.
The Yagi-Uda antenna was made on a double-sided PCB that matched
the characteristics of the simulated PCB material. The positive side of the
dipole and the director were in the top layer. These can be seen as clearer
lines in Figure 5.3. The negative side of the dipole and the reflector are seen
through the epoxy and thus appear as softer lines. The antenna dimensions
are shown in Table 5.2.
Table 5.2: Dimension of the Yagi-Uda antenna
Reflector length 146 mm
Gap 1 (reflector-driven element) 62 mm
Driven element length 128.5 mm
Gap 2 (director-driven element) 54 mm
Director length 113.5 mm
Copper strip width 6 mm
The antenna properties were verified according to the following mea-
surements:
• S-parameters (reflected / radiated power)
















































































Figure 5.4: a) The frequency matching of the PCB antenna (s-parameter) and
the radiation pattern b) in polar coordinates in the horizontal plane c) in
Cartesian coordinates as a function of elevation and azimuth.
The antenna was tested in an anechoic chamber (an echo-free room for
testing RF devices) in order to measure its characteristics accurately (Figure
5.5). A Vector Network Analyzer (VNA) was used for the measurements.
Figure 5.4a shows that at the frequency of 877 MHz the reflected power
is at its minimum. The small amount of reflected power means, that al-
most all the power is radiated by the antenna and this would be the optimal
operating frequency for the antenna. Another important quality of the an-
tenna is the bandwidth. One way to describe the bandwidth of the antenna
is the range, where the reflected power is less than -10 dB, i.e. more than
90% of the power is radiated. For the PCB antenna that was constructed the
bandwidth is found to be 850 MHz - 914 MHz. On the European operating
frequency for UHF band RFID devices (867 MHz), the reflected power is -
19.5 dB, which means that 98.9% of the power is radiated. Even though the
RFID reader operates in a very narrow band of 865.7-867.9MHz, it is good
to have an antenna with a wider bandwidth, because conductive surfaces
around the antenna may slightly change the tuning of the antenna and thus
alter the optimal operating frequency.
The second characteristic that was measured was the radiation pattern
of the antenna. The pattern was measured both in a horizontal (azimuth)
and vertical (elevation) plane. In Figure 5.4c the antenna radiation pattern
at the 870MHz frequency can be seen. The half-power (-3 dB) beam width
(HPBW) in the azimuth plane is 68 degrees and in the elevation plane it is
115 degrees. Figure 5.4b shows the azimuth plane radiation pattern in polar
coordinates. Both figures also reveal that there is a small offset between the
center of the main lobe and the geometrical centerline of the antenna. This
offset can be compensated with an appropriate calibration of the measure-
ment system.
The rather large 115-degree HPBW in the elevation plane allows the
reader to detect RFID tags at various heights. Thus the placement of the
RFID tags does not need to be executed with great accuracy and reader an-
tennas mounted at different heights can detect the same tags. However,
when the antenna is mounted on top of a robot, the mounting height with
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Figure 5.5: Anechoic chamber at the CEA
respect to the body of the robot and the material of the body may have a sig-
nificant effect on the actual radiation pattern of the antenna. Hence, RFID
tags placed a long way below the height of the antenna might not be de-
tected. As a rule of thumb, the RFID tags should be placed approximately
at the height of the highest-mounted antenna detecting them.
5.2 Software
The software controlling the different operations of the robots is divided be-
tween one central computer and a main processor and two microcontrollers
on the robot. The central computer gives a robot all the high-level com-
mands and stores the measurement data. The main processor of the robot
takes care of the communication link and the distribution of the commands
that have been received to the appropriate microcontrollers. One microcon-
troller is dedicated to the propulsion and odometry operations of the robot
and the other controls the bearing angle measurement system. An overview
of the high-level architecture of the software is provided in Appendix B.
5.3 Test environment
The bearing angle measurement was tested both in an anechoic chamber
and in an office environment. The node position estimation experiments
were run in the office environment.
5.3.1 Anechoic chamber
The anechoic chamber experiments were performed in the facilities of CEA-
LETI in Grenoble, France. An anechoic chamber was used in order to find
out the optimal performance of the bearing angle measurement system. A
passive RFID tag was placed on top of a column. The columnwas made of a
material with a very low dielectric constant. The reader antenna was placed
on another column attached to a turn table. The rest of the equipment were
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Figure 5.6: Landmark placement and the starting point of the robots in an
office environment. The grid resolution is one meter.
placed outside the anechoic chamber. The turn table and RFID reader were
controlled with a PC program allowing automated bearing angle measure-
ments. The turning step size was set with a parameter.
5.3.2 Office building
The office environment used for the laboratory experimentswas in the build-
ing of the Automation and Systems Technology department of Aalto Uni-
versity. The test environment consisted of a main corridor, a side corridor
and rooms. The dimensions of the environment that was used were approx-
imately 20 m x 15 m. The floor material is smooth vinyl with good friction.
Ten RFID tags were placed on the walls of the two corridors. No tags were
placed into the rooms. Figure 5.6 shows the placement of the tags. The
width of the main corridor is two meters and that of the side corridor is ap-
proximately 1.7 meters. Figure 5.8 shows the MarsuBot robots in the office
environment used in the laboratory experiments.
5.4 Calibration
The odometry system of each robot was calibrated in two steps. First, the av-
erage wheel circumference was calibrated by driving straight and compar-
ing the measured and estimated distance. Then the wheelbase and wheel
diameter ratio of the driven wheels were calibrated, using the bidirectional
square-path experiment also known as the University of Michigan Bench-
mark (UMBmark) (Borenstein et al., 1996).
The bearing angle measurement system was calibrated by making mul-
tiple measurements from various known locations to a tag in a known lo-
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cation. Each measured bearing was compared to the correct angle and an
average errorwas calculated. A robot-specific offset was determined tomin-
imize the average error in the bearing angle measurements. The turning
direction of the antenna was also recorded, in order to compensate for the
direction-dependent inaccuracy of the antenna turning system. This inac-
curacy was due to the dead zone of the servo that was used to turn the
antenna.
5.5 Test procedure
The test runs in the office environment were carried out with one robot at
a time. A robot was placed on a marker, which aligned the robot approxi-
mately with the main corridor. Then the robot was given the task of driving
to a target point using odometry and collecting data along the way. In the
log file each line of data contains the odometry-based pose estimate of the
robot, the ID of the landmark detected, the measured bearing angle to the
landmark and the turning direction of the antenna. If no landmark was
detected, the last three numbers were zeros.
When the robot reached a target point, it was given a new target until the
desired path had been traveled. Each robot made several runs, following
approximately the path shown in Figure 5.7. In the majority of the tests
the path only followed the corridors, but the direction of the traffic was
alternated. In addition, some test runs were made with a path including a
visit to one or two office rooms.
The tags serving as landmarks were placed sparsely. Hence, only one
tag at a time was visible to a robot. The bearing angle measurements were
made at constant intervals, while the robot was passing a landmark. For
each measurement the robot had to stop. The requirement to stop for the
measurement is due to the somewhat slow scanning process of the bearing
angle measurement system. This inconvenience is particular to this specific
measurement system and can be avoided by using another kind of system
for bearing angle measurements.
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Figure 5.7: The path followed by the robots during the main test runs





6.1 Effects of various inaccuracies on localization
The effects of different measurement inaccuracies on the estimates of the
robot pose and the landmark position were tested with simulations. Several
parameters were set to control the simulation process and the localization
algorithm. During each simulation run, the parameter being tested was
given various predefined values, while the rest of the parameters had their
default values. The parameters and their default values are listed in Table
6.1.
Table 6.1: Default values for simulation parameters. Error parameters are
based on the observations made during the laboratory experiments, as men-
tioned in Chapter 5.
Standard deviation of original error in robot’s x-
coordinate
eorigx 0.04 m
Standard deviation of original error in robot’s y-
coordinate
eorigy 0.04 m
Standard deviation of original error in robot’s
heading
eorigθ 0.017 rad (1
◦)
Standard deviation for accumulated error in
robot’s x-coordinate
eaccux 0.02 m
Standard deviation for accumulated error in
robot’s y-coordinate
eaccuy 0.02 m
Standard deviation for accumulated error in
robot’s heading
eaccuθ 0.017 rad (1
◦)
Standard deviation of error in measured bearing
angle
eλ 0.10 rad (6◦)
Standard deviation of heading error introduced
when turning 2pi
eθ 0.035 rad (2◦)
Distance between consecutive measurements step 0.2 m
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The initial error in the robot pose is calculated as a function of the afore-
mentioned parameters and random numbers ρt and ρxyθ. The random num-
ber ρt represents the length of the path the robot has traveled since the origi-
nal reference localization and is a common term for the errors in the position
coordinates and in the heading angle of the robot. The calculation of the ini-
tial error in a robot pose estimate is presented in Equations 6.1-6.3.
ex = (eorigx + ρt · eaccux) · ρx (6.1)
ey = (eorigy + ρt · eaccuy) · ρy (6.2)
eθ = (eorigθ + ρt · eaccuθ) · ρθ (6.3)
The noise parameters for the model noise and the measurement noise of
the Kalman filter were adjusted according to the error parameters. For a real
application the error characteristics of the system are assumed to be known
through a calibration process. Therefore, realistic noise parameters can be
selected for the simulations.
In this simulation scenario the robots pass one landmark, making bear-
ing angle measurements at constant intervals defined by the variable ’step’.
After they are out of range of the landmark, they do not move or make mea-
surements. Thus, they do not affect the performance of the following robots.
However, the following robots affect the position estimates of all the previ-
ous robots through the estimation error covariance matrix, which maintains
the correlations between the robots and landmarks. Each robot managed
to make approximately six bearing angle measurements, while passing the
landmark. All the robots have the same error parameters. As explained in
Chapter 3, all the measurements are processed with a centralized Kalman
filter and the successful communication of the information is assumed.
6.1.1 Inaccurate bearing angle measurement
The error in the bearing angle measurement depends on the accuracy of the
measurement system and the method used. Simulations were run in order
to test the effect of the bearing angle measurement error on the robot and
landmark position estimates. For each simulation run a different value for
the standard deviation of the error distribution was used. The values for the
standard deviation in the bearing angle measurement error were 0, 2, 4, 8,
16, 32 and 48 degrees. The actual error for each measurement was sampled
from a normal distribution with the given standard deviation. The expected
accuracy of the measurement system is assumed to be known. Hence, in
these simulations the measurement noise followed the parameter control-
ling the standard deviation of the bearing angle measurement.
In Figure 6.1a the effect of the bearing angle measurement error on the
accuracy of the position estimate of the robot is illustrated. The line with
markers shows the average error in the robot’s position after passing the
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Figure 6.1: Effect of the bearing angle measurement error on a) robot position
estimate b) landmark position estimate
landmark without making any measurements. As expected, it does not de-
pend on the accuracy of the measurement system, but is constant. The solid
line illustrates the average position error of a robot right after it has passed
the landmark. This means that the following robots have not yet affected
the position estimate of the robot and it is only based on the information
left by earlier robots. The dashed line marks the average position error of a
robot after the whole group of 20 robots has passed the landmark.
As the error in the bearing angle measurement increases, the corrected
robot position estimate approaches the uncorrected estimate of the robot
position. This implies that when the accuracy of the measurement system
decreases (and consequently the measurement noise increases), the system
can no longer provide useful information for the localization of a robot.
Figure 6.1b shows the effect of the bearing angle measurement error on
the estimated position of the landmark. The dashed line illustrates the error
distance between the absolute and the estimated position of the landmark
after 10 robots have passed. The solid line shows the estimation error after
all 20 robots have passed. As can be seen, the accuracy of the landmark po-
sition estimate decreases steadily as the measurement error increases. Nev-
ertheless, the landmark position estimate seems to be less sensitive to the
bearing angle measurement error than the localization of a robot. This is be-
cause the estimate of the landmark is based on a greater number of measure-
ments. Each robot makes bearing angle measurements from six locations
only (on average), while passing a landmark. When the measurement un-
certainty is high, the weight of the measurements is not big enough to have
a significant effect on the pose estimate of the robot. However, the position
estimate of a landmark is based on all the robots that have passed. After
ten robots the expected number of position estimate updates (i.e. successful
bearing angle measurements) is 60 and after all 20 robots have passed, the
number of updates is 120. With large variance in the bearing angle mea-
surement, the variance of the landmark position estimate converges slowly
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Figure 6.2: Effect of the initial error in the robot position on a) robot position
estimate b) landmark position estimate
and the additional information provided by the measurements of even the
last robot is still valuable. This can be seen when comparing the accuracy
of the landmark position estimates after 10 and 20 robots. The difference in
the accuracy grows as the measurement uncertainty grows.
6.1.2 Inaccurate initial position estimate of a robot
An inaccurate initial position estimate of a robot affects the accuracy of the
position estimate of the robot after it has passed the landmark, as well as
the accuracy of the position estimate of the landmark itself. Again, simula-
tions were run with different values of the parameter describing the initial
inaccuracy of the position estimate of the robot. The parameter affected the
expected value of the standard deviation of the distribution used for sam-
pling the actual initial position error in the x-coordinate of the robot. The
actual parameter that was altered was the standard deviation for the accu-
mulated error in the x-coordinate of the robot. As the robot-specific distribu-
tion depended on a random variable representing the distance traveled by
the robot, only the expected value for the standard deviation of the distribu-
tion can be presented. The values for the expected standard deviation of the
distribution of the initial position error in the x-coordinate of the position
estimate of the robot were 0.04, 0.10, 0.16, 0.22, 0.28, 0.40 and 0.52 meters.
The standard deviation for the distribution of the error in the y-coordinate
had the default value.
In Figure 6.2a the effect of an inaccurate initial position estimate of a
robot on the position estimate of the robot after it has passed the landmark is
presented. The samemarkings are used for different plots as were usedwith
the bearing angle measurement error. Here it can be seen that the average
error of the first robot just after passing the landmark (dash-dot line) is ap-
proximately the same as the average of the uncorrected error. This implies
that the first robot cannot correct its position estimate, as there is no new
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information available for it at this point. It only estimates the previously
unknown position of the landmark, which serves as a connection between
the first robot and all the following ones. The dotted line illustrates the esti-
mation error in the position of the first robot after all the robots have passed
the landmark. It is very clear how the following robots can improve the po-
sition estimate of the first robot on the basis of the measurements to a com-
mon landmark. The average error of all the robots right after passing the
landmark (solid line) is only slightly larger than the average position error
of the robots after all have passed the landmark (dashed line). This implies
that the robots that pass benefit from the previous robots and can already
correct their position estimate, when passing the landmark. Additionally,
for each passing robot there is less and less new information provided by
the following robots as the number of robots is limited. The variance of the
position estimates of a robot group is considerably smaller when all the in-
formation is shared. The difference grows as the standard deviation of the
initial position error grows. For the highest tested value the variance for
the individual robots right after passing the landmark was over twice the
variance of the final position estimates after all the robots had passed.
Overall, the inaccuracy in the initial position estimate cannot be cor-
rected completely by passing a single landmark and the remaining position
error increases as the initial error increases. However, after a robot passes
the landmark the position estimate of the robot is clearly more accurate than
the uncorrected estimate.
The accuracy of the landmark position estimate decreases as the initial
error in the robot position increases. Figure 6.2b shows how the error is
inherited by the landmark position estimate. It can also be noted that the
increase in the number of robots passing the landmark does not improve
the estimate significantly.
6.1.3 Inaccurate initial heading angle of a robot
The effects of an inaccurate initial heading angle estimate of a robot were
also tested by simulations. The values for the parameter controlling the
standard deviation of the accumulated heading angle error of the robot were
given in radians. The accurate values for the expected standard deviation
of the normal distribution were 0.02, 0.0275, 0.035, 0.0462, 0.0688, 0.095 and
0.125 rad and the approximate values in degrees were 1.1, 1.6, 2.0, 2.6, 3.9,
5.4 and 7.2 degrees.
Figure 6.3a shows how the error in a robot’s heading angle after it has
passed a landmark depends on the initial heading angle error. Once again
the different plots are marked in the same way as previously explained.
The average heading angle error of the first robot right after passing the
landmark (dash-dot line) is approximately the same as the uncorrected er-
ror, but the following robots provide improvements and after all the robots
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Figure 6.3: Effect of the error in the initial heading angle of a robot on a)
robot heading angle error b) robot position estimate and c) landmark position
estimate. d) The convergence of a landmark position estimate.
have passed the heading angle error of the first robot (dotted line) is close
to the average error of all the robots. The average heading angle error of
the individual robots right after they have passed the landmark (solid line)
is slightly greater than the average error after all the robots have passed
(dashed line). Similarly to the case with the initial position error, the vari-
ance in the heading angle estimates of different robots is significantly smaller
for the final position estimates than for the individual robots after they have
passed the landmark. The accuracy of the position estimate of the robot
follows the accuracy of the heading angle estimate closely, as can be seen
by comparing Figures 6.3a and 6.3b. The relative effect of the other error
sources is rather small as the heading angle error increases. Therefore, the
position error depends almost entirely on the heading angle error.
The landmark position estimate is quite immune to the heading angle
error as the heading angle errors of different robots are sampled from a zero
mean distribution with relatively small standard deviation. An increase in
the number of robots from 10 to 20 does not provide a significant improve-
ment in the landmark position estimate (Figure 6.3c).
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6.1.4 Convergence of a landmark position estimate
The convergence of a landmark position estimate is illustrated in Figure
6.3d. The different plots represent different values of standard deviation in
the initial position estimate of a robot. For all the plots the improvement in
the landmark position estimate is greater for the first five robots. After that
only a moderate improvement in the landmark position estimate appears.
As more and more robots pass, the uncertainty of the landmark decreases
and the effect of new measurement data becomes smaller. In this simula-
tion all the major error sources are sampled from a normal distribution and
no systematic error is present. With a real application the convergence is
expected to be somewhat slower, as the error sources may be less ideal.
6.1.5 Summary
The estimation of a landmark position relative to the position of a robot is
not very sensitive to the inaccuracy of the bearing angle measurement sys-
tem as long as the total number of measurements made by all the passing
robots is sufficient. The correction of the position estimate of an individual
robot is based only on the measurements that the robot makes while pass-
ing the landmark. Therefore, if the measurement accuracy is low, the robot
has to make measurements with a smaller interval in order to accumulate a
sufficient number of measurements.
The inaccuracies in the position estimates of the robots are partly inher-
ited by the landmark. The uncertainty of the landmark position estimate
decreases as the number of estimate updates, i.e. measurements increases.
Hence, an increase in the number of robots has less and less effect on the
convergence of the landmark position estimate. A large standard deviation
in the initial position estimates of the robots may result in a biased esti-
mate of the landmark position, because the average position error of the
first robots may be considerable and the convergence of the landmark posi-
tion estimate would require an excessive number of separate measurement
runs.
An inaccurate heading angle estimate will cause an increasing estima-
tion error in the position estimate of a robot. With measurements to a land-
mark the estimate of the heading angle of a robot becomes more accurate,
but the initial error can be corrected only partially when passing one land-
mark. Therefore, it is important to have a suitable landmark density. The
landmark position estimate is not directly very sensitive to the heading an-
gle error, as the measurement distance is rather short. However, when the
accuracy of the position estimate of a robot decreases the landmark position





Figure 6.4: Bearing angle measurement setup in an anechoic chamber
6.2 Laboratory experiments
Laboratory experiments were conducted in order to evaluate the real perfor-
mance of the bearing angle measurement system and to find realistic error
parameters for large-scale system simulation.
6.2.1 Bearing angle measurement
The bearing angle measurement unit was tested in an anechoic chamber
in order to observe its performance in optimal conditions. An RFID tag
was placed 0.7 m away from the reader antenna. When dipole antennas
are used the system is sensitive to the mutual angle α between the tag and
the reader antenna. Four different configurations were tested in order to
see how the polarization angle affects the measurement accuracy. The mea-
surement setup is illustrated in Figure 6.4. For each configuration 20 mea-
surements were made. The transmitting power of the reader was 19 dBm
and the measurement step was 3◦ (i.e. the reader antenna was turned 3◦
between consecutive calls for the tag).
The measurement results are presented in Table 6.2. The standard de-
viation for all the measurements was below one degree. The system was
calibrated with an angle offset parameter, making the average error of the
first measurement zero. When the polarization angle (or polarization mis-
Table 6.2: Bearing angle measurements in an anechoic chamber. Average
error, standard deviation and tag detection sector width are presented for
various polarization angles (α).
α Avg error Std dev Sector
0◦ 0◦ 0◦ 96◦
30◦ 2.28◦ 0.54◦ 69◦
45◦ 4.00◦ 0◦ 54◦
−25◦ 1.10◦ 0.73◦ 83◦
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Figure 6.5: Bearing angle measurements from various locations to an RFID
tag
match) α between the tag and the reader antenna increased, an error of a
few degrees was introduced to the bearing angle measurement. This will
increase the variance of the measurements performed by a passing robot, as
the mutual angle changes while the robot moves.
The bearing angle measurement unit was also tested when mounted on
a MarsuBot robot. The robot was placed on the floor of an office corridor.
A localization grid was marked on the floor so that the exact location and
heading of the robot were known with the help of a positioning rig. An
RFID tag was placed on the wall of the corridor. The bearing angle mea-
surement unit made ten measurements from each location where it was
tested. The transmitting power of the RFID reader was 17 dBm and the
measurement step was 5◦. With the calibration process the systematic error
is removed and the average error of the measurements is zero. The standard
deviation of the measurements was 5.85◦. This value is higher than when
the system was tested in the anechoic chamber. This is due to the bigger
measurement step size and the influence of the environment. Significant
variations between different measurement positions were noted. In certain
positions the measurement error and standard deviation of the measure-
ments were considerably larger than the average values. This implies that
the reflections and interference caused by the environment may have a sig-
nificant effect on the accuracy of the bearing angle measurement unit. The
reader antenna and the RFID tags are at a height of approximately 25 cm
from the ground because of the small size of the MarsuBot robots. As the
reader antenna beam width is rather large in the elevation plane (HPBW of
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115◦), the system is sensitive to interference caused by ground reflections.
In Figure 6.5 bearing angle measurement results from various positions
to an RFID tag are shown. Above each measurement position the average
error of the measurements is marked. Below each measurement position
the standard deviation of the successful measurements is marked. In these
measurements the robot’s heading angle was zero (i.e. its right-hand side
was facing towards the tag). Another set of measurements was made with
the robot facing the other way.
The bearing angle measurement system was calibrated with two param-
eters. Accurate alignment of the zero angle of the servo and the actual main
lobe direction of the antenna is demanding, because the main lobe direc-
tion cannot be determined visually. Misalignment causes systematic offset
on the bearing angle measurement. One calibration parameter was used to
cancel the offset in the measurement caused by the inaccurate installation of
the antenna on the servo.
The servo that was used to turn the antenna did not have an encoder, but
the estimate of the angular position of the servo was based on the control
signal. The servo uses hysteresis in its internal feedback to ensure stability
with a constant control signal. This causes a small dead zone when chang-
ing the direction of the rotation, which in turn leads to rotation direction-
dependent angle position estimates. This behavior is systematic and it was
compensated with the second calibration parameter.
In addition to the main lobe, the three-element Yagi-Uda antenna has
a small but clear back lobe. This means that some energy is radiated in
the opposite direction to the main lobe. The robot is expected to maintain
some distance between the landmarks and itself. During the calibration the
minimum distance between the landmark and the robot was 75 cm, which
guaranteed that the back lobe would not cause problems. However, during
a measurement run the robot might edge very close to a landmark. Then
the back lobe of the antenna can be powerful enough to wake up a passive
RFID tag. This, of course, would result in a 180◦ error in the bearing angle
estimate. This happened a couple of times during the measurement runs
of the laboratory experiments, but it did not seem to cause problems to the
overall performance. Additionally, if an estimate of the landmark position
exists the measurements with large errors can be filtered out.
6.2.2 Node position estimation
Four robots were used for the laboratory experiments. The robots collected
measurement data one at a time and the actual localization algorithm was
run offline. When multi-robot localization is being run offline, the robots
start at fixed intervals and the measurement data are read simultaneously
for each moving robot. The test environment was as explained in Chapter
5. Two modes of operation were tested. In mode 1 the robots advanced
66
constantly in predefined steps and made a bearing angle measurement after
each step. In mode 2 the robots drove at a constant speed while scanning
for a landmark. When a landmark was detected, the robot stopped and
measured the bearing. Then it advanced in predefined steps as in mode
1 until it could not detect the landmark anymore. After four unsuccessful
bearing angle measurements the robot changed to a constant speed again
until the next landmark was detected.
In mode 1 the landmarks were detected slightly earlier, which led to
a higher number of measurements per landmark on average. There was
also considerable variation between the robots in terms of the probability
of a landmark being detected. The servos and antennas of each robot had
slightly different characteristics. Additionally, the mounting height of the
antenna with respect to the metal body of the robot ranged from 10 cm to 15
cm. Hence, the landmark detection distance, detection probability andmea-
surement accuracy were different for each robot. The fourth robot (“Hugo”)
had the antenna mounted higher, because it was also carrying a laser scan-
ner for reference localization purposes. “Hugo” also had an older model of
the RFID reader, which had slightly poorer receiving sensitivity. The char-
acteristics of each robot are shown in Table 6.3. More robot-specific data can
be found in Appendix D. The noise parameters of each robot are shown in
Table D.1 and the average number of measurements per landmark for the
different robots is shown in Table D.2.
Table 6.3: Bearing angle measurement characteristics of the different robots.
The second row shows the average number of successful measurements,
when passing a landmark in operation mode 1. The third row is the same
quantity for operation mode 2.
Robots
Danny Emma Fiona Hugo
Number of test runs 8 8 8 8
Measurements in mode 1 6.0 6.2 6.5 5.0
Measurements in mode 2 5.5 5.1 5.6 4.1
Antenna mounting height 10 cm 11.5 cm 12 cm 15 cm
Std deviation in calibration 8.0◦ 7.8◦ 5.6◦ 5.9◦
The RFID tags serving as landmarks were placed on different kinds of
surfacematerials and had different surroundings. Thus the detection ranges
and probabilities of the landmarks were different. Table 6.4 shows the detec-
tion probability and the average number of successful measurements dur-
ing one pass of a robot for each landmark. The detection probability means
that with this percentage the robot made at least one successful measure-
ment to a landmark while passing it. The average number of measurements
67
Table 6.4: Landmark detection probability percentage (Row 1), average num-
ber of successful measurements during one pass, if the landmark was de-
tected (Row 2) and average position error in meters after ten localization runs
(Row 3) for each landmark in the test environment.
Landmark 1 2 3 4 5 6 7 8 9 10
Row 1 89 95 95 97 98 100 72 100 63 100
Row 2 5.2 6.0 5.6 6.9 6.5 7.9 3.7 6.5 3.7 5.7
Row 3 0.16 0.18 0.10 0.12 0.10 0.12 0.28 0.14 0.13 0.24
is the average number of successful measurements when the robot has de-
tected the landmark. The values are the combined averages of all four robots
using both operating modes. The total number of measurement runs used
for the computations was 32, so each landmark was passed 64 times. As
can be seen, Landmarks 7 and 9 have clearly lower numbers of successful
measurements than the average of all the landmarks. This is due to the un-
predictable disturbances in a real environment and cannot be completely
avoided, but with a suitable landmark density the effects can be reduced.
The average estimation error in the landmark position estimate is also
listed in Table 6.4. The landmark position estimates were recorded after
ten localization runs had been made in multi-robot mode, i.e. a group of
ten robots had completed their localization mission. The runs were selected
from the measurement database so that each of our four robots contributed
2.5 runs on average. Landmark 7 has the highest average error. Along with
the low measurement count, this implies that the environment around the
landmark causes disturbances to the bearing angle measurements. Land-
mark 9 also had an average number of measurements that was well below
average. With ten robots making a total of 20 passes, Landmark 9 is ex-
pected to be detected 12.6 times. The average number of measurements
to Landmark 9, when detected, was 3.7 giving approximately 47 as the to-
tal number of measurements. This is sufficient to localize the landmark
when the measurement accuracy is reasonable, i.e. the environment does
not cause significant disturbances. However, the average of 3.7 measure-
ments offers little correction to the pose estimate of the passing robot and
many times the robots do not even detect this landmark. As the heading
angle estimate of the robot does not receive sufficient correction the accu-
mulated error in the position of the robot keeps increasing and is inherited
by the following landmarks. This can be seen in the higher position error
of Landmark 10. The localization accuracy of Landmark 9 is close to the
average, even though the number of measurements is low. This implies that
the environment reduces the detection range of the landmark, but does not
cause reflections that would increase the measurement noise, as happens
with Landmark 7.
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The placement of a landmark relative to other landmarks and critical
locations such as intersections and room entrances affects the localization
accuracy. A greater distance between two landmarks means a greater accu-
mulated position error when driving from one landmark to the other. This
is due to the inaccuracies in the heading angle estimate of the robot. The
accumulated error then affects the position estimate of the landmark. When
a robot turns at an intersection its heading angle estimate becomes less ac-
curate as it is subject to the measurement error of the odometry system. In
order to correct the heading angle estimate and, in consequence, keep the ac-
cumulated position error as low as possible it is important that a landmark
is visible right after turning. In these experiments this can be seen when
comparing Landmarks 6 and 9. When a robot turns into the side corridor it
can immediately correct its pose estimate with the measurements to Land-
mark 6. Consequently the estimation error in the position of Landmark 8 is
close to the average value. However, when a robot turns from the side cor-
ridor back into the main corridor and advances towards Landmark 9 it does
not get measurements correcting its position until after several meters. Ad-
ditionally, the poor detection reliability of Landmark 9 results in very few
measurements. Hence, the accuracy of the robot pose estimate decreases,
which causes Landmark 10 to be localized less accurately than Landmark
8, even though they are at the same distance from the starting point of the
robots.
Node position estimation with a single robot
Five runs of a single robot were used to localize the nodes of the localization
network. This is a close approximation of the case where a single robot is
sent to traverse predefined area five times and localize the nodes found in
that area. Before each run the robot gets its initial position estimate from a
reference system. In this case the reference came from a marker on the floor,
over which the robot was positioned manually. This allowed the initial pose
of the robot to be set with a certain accuracy. The landmark position esti-
mates and related covariances are preserved between each run. The same
test was performed with all four robots. The results are shown in Table 6.5
There was no noticeable difference in the average error of the final po-
sition of a robot that depended on its order number. The first and the last
robot had approximately the same estimation error in their position coordi-
nates after they had completed the measurement run.
Each of the four different robots had approximately the same average
position error in the end, but there is considerable variation in the accuracy
of the landmark position estimates. This suggests that there is systematic er-
ror in the initial estimate of the robot’s heading angle or in the bearing angle
measurement system. Close examination of the measurement data revealed
that the error in the initial heading angle causes most of the differences. The
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Table 6.5: Results of single-robot localization. The average error in the land-
mark position is the average error distance between the absolute position and
the final position estimate of the landmark after the robot had made all five
runs. The average error in robot position is the average estimation error in
the position of a robot after it has completed a measurement run.
Robots
Danny Emma Fiona Hugo
Number of runs for a robot 5 5 5 5
Avg error in landmark position 0.39 m 0.27 m 0.12 m 0.17 m
Avg error in robot position 0.34 m 0.35 m 0.33 m 0.31 m
marker that aligns a robot with the corridor was askew, more so for some
robots than for others. This causes a systematic position error that increases
when the robot moves further away from the starting point, but decreases
again when the robot returns. Hence, the error in the final position of a robot
can be small, even though the position estimates of the landmarks further
away have inherited a considerable error from the robots passing by.
Node position estimation with multiple robots
When multiple robots are operating simultaneously, the position estimate
of each robot is based on the measurement data of all the robots sharing in-
formation. The first robots exploring an area with no a priori information
about the landmark positions would normally have to rely on their odom-
etry only. Through sharing information they get corrections to their posi-
tion estimates from the robots following them and making measurements
to the same landmarks as the first robots have passed. This helps to keep
the maximum accumulated error in the position of the robots smaller than
in a single-robot approach.
The samemeasurement data that were used in the previous chapter were
used when running the algorithm in multi-robot mode. The landmark po-
sition converges towards the correct position as the number of localization
runs increases. When estimating the landmark positionwith one robotmak-
ing one run, the position accuracy of the landmark depends heavily on the
distance from the starting point of the robot. When the number of localiza-
tion runs increases, the location dependency of the error in the final land-
mark position estimate decreases. Figure 6.6 illustrates the localization of
five landmarks at different distances from the starting point of the robots.
Measurement data were available from four different robots, so multiple
runs per robot were used in order to observe the convergence with groups
larger than four robots. Hence, the results do not describe a true multi-robot
experiment, but indicate how the simulator should be tuned to match the
real experiments as closely as possible. It can be observed that a landmark
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Figure 6.6: Accuracy of the final position estimates of Landmarks 2, 4, 6,
8 and 10 as a function of the number of robots in the group localizing the
landmarks.
closest to the starting point is not necessarily localized most accurately. The
environment and the landmark characteristics may affect the localization
accuracy. This will explain the slow convergence of Landmark 2.
The average estimation error in a landmark position in a five-run multi-
robot experiment was 0.20 m and the average estimation error in the po-
sition of a robot was 0.36 m. These are approximately the same as with
single-robot localization, where the average of all robots is 0.24 m for land-
mark position error and 0.33m for the final position error of the robot. When
the number of runs was increased to ten, the values for landmark and robot
position errors were 0.16 m and 0.34 m.
The position estimates of the landmarks are based on approximately the
same number of measurements in the experiments with single or multiple
robots. Therefore, the measurement error should be the same. The overall
position accuracy of the robots is expected to be slightly better when multi-
ple robots are cooperating and, in consequence, the landmark estimates are
expected to converge faster. The error distance between the absolute and
estimated positions was only measured in the final position of the robot. As
the robot returns to its starting position this error does not reflect the aver-
age error during the localization run accurately. Thus the accuracy of the
position estimate of the robot requires a closer look.
6.2.3 Robot position estimate
The ability of the bearing-only SLAM algorithm to keep track of the pose of
a robot cannot be observed by recording the position error at a single point
only. Hence, five different methods are used to illustrate the behavior of the
pose estimate of a robot.
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Figure 6.7: Checkpoints 1-6, where the robot position error comparison was
made. True landmark positions are marked with circles and the estimates
with average error are marked with crosses.
Sensitivity to landmark position error
The effect of the inaccuracies in the landmark position estimate on the po-
sition estimate of a robot was tested. In the node position estimation ex-
periment groups of ten robots, randomly picked from the measurement
database, were used to localize the landmarks. The average error for the
landmark position estimates was calculated. For this experiment one local-
ization run was selected, so that the average error of the ten landmarks was
close to the overall average error of all the test runs in the previous experi-
ment. The position estimate of each landmark after this selected localization
run was stored. The error in the estimated position of each landmark close
to the selected checkpoints is presented in Table 6.6.
The recorded values of the landmark position coordinates were pro-
grammed into the Kalman filter state vector before another group of robots
started navigating. The estimated position of each robot was recorded at
six different points. Then the correct location of each landmark was pro-
grammed into the Kalman filter state vector and exactly the same group
was used for a reference test. The differences in the position estimates be-
tween these two runs were computed at the six selected locations (Figure
6.7). The test was repeated 500 times with different groups of robots in or-
der to get an average value for each location. Another identical test was run
with the errors in the landmark position coordinates doubled. The results
are presented in Table 6.7.
The effect of the inaccuracies in the landmark position estimate seems to
have a direct impact on the position estimate of the robot. At the ends of the
corridors, where the landmark position estimates have a larger error, the po-
sition estimates of robots with perfectly localized landmarks and erroneous
landmarks differ more from each other. At Check-point 6 the difference is
smaller than at the ends of the corridors, even though the robot has traveled
a longer trajectory. This implies that the robot position estimate depends
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Table 6.6: Error in the estimated position of landmarks close to the check-
points. The average error of all the landmarks is presented in the last column.
Landmark 5 6 7 8 9 10 all
Average error / m 0.05 0.20 0.29 0.18 0.12 0.27 0.16
Double error / m 0.10 0.41 0.57 0.37 0.24 0.54 0.32
Table 6.7: Difference in robot position estimate on the basis of perfectly
placed landmarks and erroneous position estimates of landmarks. Difference
1 is calculated with landmarks that have approximately the average error af-
ter ten-robot localization. For Difference 2 the errors were doubled. The path
lengths to points 2-5 depend on the direction in which the robot is follow-
ing the path. The first values are for a robot driving in a counter-clockwise
direction, i.e. driving to the end of the long corridor first.
Checkpoint 1 2 3 4 5 6
Path from start/m 16 18/36 26/44 36/18 44/26 54
Nearest landmark 5 5/6 10 6 8 5
Difference 1 /m 0.02 0.08 0.15 0.08 0.14 0.12
Difference 2 /m 0.03 0.12 0.24 0.13 0.24 0.22
more on the accuracy of the landmark position estimate than on the length
of the robot’s trajectory.
When the error in the position coordinates of the landmarks is doubled,
the robot position estimate difference increases by 70% on average. Even
poorly localized landmarks offer support for a robot, but accurate local-
ization of the landmarks clearly results in more accurate estimation of the
robot’s position, even if the bearing angle measurements have considerable
noise.
Measured robot position error at five locations
A test run was made, during which the robot was stopped at five differ-
ent locations during the localization run and its true position was recorded.
The path followed was the same as in the previous experiments. The check-
points where the robot positionwasmeasuredwere approximately the same
as Checkpoints 1,3,4,5 and 6 in the previous example (Figure 6.7). The ref-
erence robot, with a known position at the checkpoints, was always the last
robot of the group. The tests were performed with different types of robot
groups. Each test was repeated 1000 times and the other robots, except the
last robot, were randomly picked for each run. The results are presented in
Table 6.8.
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Table 6.8: Error distance between the absolute and estimated position of a
reference robot at selected checkpoints. The measurements were made on
the last run of a five run set, except in the last test, where a group of ten
robots was used. Both single-robot and multi-robot (or CL) approaches were
tested.
Checkpoint 1 3 4 5 6 End
Trajectory length / m 16 26 36 45 56 72
Error with odometry only / m 0.11 0.18 0.19 0.48 0.20 0.73
Emma after 4 runs of Danny / m 0.12 0.30 0.22 0.35 0.34 0.18
Error of 5th run of Emma / m 0.12 0.27 0.21 0.31 0.30 0.17
Error of 5th robot with CL / m 0.12 0.22 0.25 0.27 0.27 0.21
Error of 10th robot with CL / m 0.12 0.19 0.25 0.22 0.26 0.19
The position estimates based on odometry only show that the error in
the initial heading angle was very small. Checkpoint 2 is at the end of the
26-meter-long corridor, but the robot error at this checkpoint is only 18cm.
When the robot makes two turns and reaches Checkpoint 5 at the end of
the side corridor, the error is already 48 cm and after two more turns and
a complete trajectory of 72 meters the error is already 73 cm. This implies
that the accuracy of the heading angle estimate of the robot decreases along
the way and the position error grows out of bounds, even if the initial angle
estimate is accurate.
When the robots use the landmarks as reference points, the accuracy of
the position estimate of the robot decreases towards the ends of the corri-
dors as the landmark position estimates furthest away are less accurate on
average. However, with cooperative localization (CL) the error distance be-
tween the absolute and estimated position of the robot stays below 30 cm all
the time and decreases when the robot returns towards the starting position.
In single-robot mode the error depends on the odometry accuracy of the
robot doing the four runs before the reference robot makes the fifth run. If a
robot with an odometry accuracy less than the average is used (e.g. Danny),
the position error of the reference robot is slightly higher, but it is still 35 cm
at maximum and it decreases when the robot returns towards the starting
point. With an average robot (Emma) doing all the runs the position error
is approximately the same as with the cooperative approach. As a result of
the small differences in the position errors and the heavy dependency on the
odometry accuracy of the robots that are chosen, it is impossible to make a
comparison of the localization accuracy of the single-robot and multi-robot
approaches. However, the multi-robot system is a lot faster if the localiza-
tion of the landmarks needs to be done within a certain time window.
74























Figure 6.8: Robot position estimate with different sensors. Odometry (green)
shows the estimate based on wheel encoders. Laser scan matching (blue)
serves as the reference for ground truth. The RFID landmark-based estimate
(red) shows the performance of the bearing-only localization. True landmark
positions are marked with circles and current estimates with crosses. The
arrows indicate the direction of the robot trajectory.
Comparison of a robot position estimate to a reference position
One of the robots (“Hugo”) was equipped with a laser scanner in order to
record its true position throughout a localization run. The test environment
wasmade optimal for laser scanmatching by placing cardboard boxes along
the walls of the corridors. The boxes did not interfere with the bearing an-
gle measurements. The reference trajectory of the robot was computed with
a scan matching algorithm. A comparison between the robot position esti-
mate based on bearing-only SLAM and the reference position is illustrated
in Figure 6.8. The robot that is illustrated was the last robot in a group of
eight robots.
The correction of the error in the heading angle of a robot depends on
the number of measurements to the landmarks. When a robot passes multi-
ple well-positioned landmarks along a straight trajectory, the heading angle
gets corrected. However, when the robot turns from the side corridor into
the main corridor and heads towards Landmark 10 (the furthest one on the
right), the heading angle error does not get corrected and it causes notice-
able inaccuracies in the robot position estimate. This is because the robot
did not manage to make any successful measurements to Landmark 9.
Long-distance test
In this experiment a robot drove six loops continuously while making mea-
surements to the landmarks. The first five loops followed the standard path
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Figure 6.9: A robot driving six rounds in the office environment and esti-
mating its position with odometry only (red, dotted line), with bearing-only
SLAM (green, dash-dot line) and with landmarks that have already been lo-
calized (blue, dashed line).
used in the previous experiments. The sixth loop was an L-shaped path
from the starting area to the end of the side corridor and back. The results
of the experiment are presented in Figure 6.9.
When the robot was deployed, it was carefully aligned with the marker
at the starting point in order to have an accurate initial heading angle es-
timate. If the robot is not using the bearing angle measurements, but only
navigates with the odometry sensors, it can complete two loops without a
problem. During the third loop the accumulated heading angle error starts
to cause significant estimation error to the position of the robot and by the
end of the third loop the robot would hit a wall.
If the robot is localizing landmarks simultaneously, the position estimate
of the robot remains significantly more accurate. The accumulated error in
the odometry still causes uncertainty in the position estimate of the robot.
At two points the position estimate is close to the walls of the corridor, while
the true position of the robot was close to the middle of the corridor.
Landmarks localized with ten robots give very good support for the
robot driving six loops. The position estimate of the robot stays close to
the middle of the corridor all the time, except at the beginning of the side
corridor. This is partly because the true path of the robot also went close to
the walls at this point. When the robot was moving along the long corridor,
its true position was always in a one-meter-wide strip in the middle of the
corridor, which matches well with the estimated position. Additionally, no
significant differences between the loops can be seen, which implies that the
localization error would be bounded.
The long test drive was performed with the robot (“Hugo”) equipped
with the older model of the RFID reader. The average number of measure-
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Figure 6.10: Position estimate of a robot visiting two rooms and then contin-
uing along the corridors. The dashed line indicates the intended path of the
robot. True landmark positions are marked with circles and current estimates
with crosses.
ments to a landmark while passing it was only 3.96. This implies that the
algorithm works even with a relatively small number of measurements and
can keep the error distance between the absolute and the estimated position
of the robot within bounds.
Robot following a complex path
A few test runs were made with a robot visiting one or two rooms in the
office environment. The estimated path of a robot visiting two rooms is il-
lustrated in Figure 6.10. As there are no landmarks in the rooms, the robot
has to rely on its odometry until it returns to the corridor. After the second
room the heading angle estimate of the robot is far from accurate, but when
the robot passes landmarks the heading angle estimate becomes more and
more accurate. The rate at which the heading angle gets corrected depends
on many things, such as the number of successful measurements to land-
marks and the uncertainty of the landmark position estimates. With this
kind of localization system, where the measurement error and the heading
angle error cannot easily be distinguished, the error in the heading angle of
a robot cannot be expected to be corrected with a low number of measure-
ments. Therefore, it is important that a sufficient landmark density is used
in environments, where considerable error in the heading angle of a robot
is expected to accumulate.
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6.2.4 Summary
The experiments with the bearing angle measurement unit indicate that the
accuracy of the unit depends on the environment. The measurements in the
anechoic chamber had very good accuracy, but in the office environment
the standard deviation grows. All the conductive surfaces cause reflections,
which may bias the bearing angle measurement. The detection probability
of the landmark is also sensitive to the environment.
The estimation of unknown node positions with robots equipped with
a bearing angle measurement unit and odometry sensors was tested. With
bearing-only SLAM the robots were able to localize the nodes of the local-
ization network while simultaneously keeping track of their own pose. The
algorithm is robust enough to work even with relatively inaccurate bearing
angle measurements. The accuracy of the localization system is shown to be
sufficient for indoor localization. The estimation error in the position of a lo-
calization node is shown to converge fast when the initial position estimate
of each robot and the odometry system have good but realistic accuracy.
When a robot was exploring rooms with no localization nodes, error ac-
cumulated and its pose estimate became inaccurate. However, when the
robot returned to the corridor it was able to correct its pose estimate with
the help of the localization nodes already localized by previous robots.






























Figure 6.11: The simulation environment with ten landmarks and the path of
the robots. The rooms were only visited in certain tests. The true locations of
the landmarks are marked with small circles. Estimated landmark locations
with average position error are marked with crosses.
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Error in the final landmark position estimate







Figure 6.12: Landmark position error as a function of the number of robots.
The convergence of the position estimates for four different landmarks is
shown.
6.3 System performance simulations
The performance of the system in various environments and with robot
groups of different sizes was tested with simulations. The simulation en-
vironment and robot parameters were set in a such manner that the simula-
tor would match a real-world application as closely as possible. The robot
error parameters were adjusted according to the information found during
the laboratory experiments. The values used are listed in Table C.1, which
can be found in Appendix C. The noise parameters used in the simulations
are presented in Table C.2.
6.3.1 Node position estimation
The magnitude of the landmark (node) position error as a function of its
relative position (i.e. the distance from the starting point of the robots) was
tested with simulations. In this simulation, the environment was designed
to resemble the environment of the real laboratory experiments with two
perpendicular corridors and ten landmarks (Figure 6.11). The dimensions
of the working area of the robots and the locations of the landmarks were
approximately the same as in the laboratory experiments.
The convergence of the landmark position estimatewas testedwith robot
groups of different sizes. All the robots followed approximately the same
trajectory as the robots in the laboratory experiments. The robots followed
the path in alternating directions. The error distance between the absolute
position and the final position estimate of a landmark, as a function of the
number of robots participating in the localization task, is illustrated in Fig-
ure 6.12.
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The main source of error in the landmark localization is the accumulated
estimation error in the position of a robot as a result of the inaccurate head-
ing angle estimate. As the robot moves further away, the position error of a
localized landmark increases. When the number of robots increases, the av-
erage heading angle error converges towards zero and the position estimate
of a landmark becomes more accurate. For landmarks close to the starting
point of the robots (e.g. Landmark 2) the position estimate converges fast as
the accumulated estimation error in the robot position is small. Landmarks
8 and 10 are approximately at the same distance from the starting point and
consequently have approximately the same convergence rate. This implies
that for the reasonably fast convergence of landmark position estimates, it
is crucial to have an accurate estimate of the heading angle of a robot when
the robot is deployed. What is even more important is that the remaining
inaccuracies in the heading angle estimate are non-systematic. Otherwise
the landmarks will have a distance-dependent offset.
When the convergence of the position estimate in the simulations is com-
pared with Figure 6.6, which illustrates the convergence in the laboratory
experiments, a similarity can be observed. Both figures indicate that the ac-
curacy of the landmark position estimate increases as the number of robots
increases. Additionally, the accuracy of the position estimate is less sensitive
to the distance from the starting point of the robots when a greater number
of robots is used. The simulation results are based on a larger number of
test runs and thus have a smoother appearance.
6.3.2 Robot position estimate
When the robots are able to use the landmarks for localization, the accuracy
of the position estimate of a robot is expected to be bounded, i.e. indepen-
dent of the time and distance the robot has traveled in the working area
covered by the landmarks. The bounds of the estimation error in the po-
sition estimate of a robot are set by the accuracy of the landmark position
estimates and the measurement error of the bearing angle measurements.
The accuracy of the robot position estimate was observed while a robot
did eight consecutive laps following the same path as described in the previ-
ous experiment. The robot did every second lap in a clockwise direction and
the others in a counter-clockwise direction. The simulations were repeated
1000 times in order to have average values for the errors. The results of
three different scenarios are illustrated in Figure 6.13. The black lines show
the average error distance between the absolute and estimated position of
the robot after it has passed Landmark 8 at the end of the side corridor. The
red lines show the average error distance after the robot has passed Land-
mark 10 at the end of the long corridor.
In the first scenario the robot relies on its odometry only. The position er-
ror of the robot grows with each lap as there are no measurements to correct
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Figure 6.13: Accuracy of the position estimate of a robot doing 8 laps in the
office environment. Three different localization scenarios were tested. Black
lines show the position error after Landmark 8 and the red lines after Land-
mark 10.
it. There is only a small difference between the errors at the two observation
points.
In the second scenario the robot uses bearing-only SLAM. There is no
a priori information about the locations of the landmarks. As can be seen,
the landmarks stabilize the robot position estimate and the error stays at a
constant level. As the landmarks are localized by one robot only, the initial
and systematic errors cause considerable inaccuracies in the position esti-
mates of the landmarks. Hence the accuracy of the robot position estimate
is mediocre at the two observation points 34 meters (Landmark 8) and 30
meters (Landmark 10) away from the starting point.
The landmarks are localized in advance for the third scenario. A sim-
ulation run with a group of eight robots is used to localize the landmarks.
The simulation is repeated 1000 times to get an average position error and
variance for each landmark. These values are then used to compute a priori
values for the state vector and covariancematrix, before a robot is ordered to
drive eight laps, just like in the previous scenario. Now that the landmarks
are positionedmore accurately, the position estimate of the robot stays fairly
accurate during each lap.
The same setup was used for a robot visiting rooms. The landmarks
had the position estimates and variances with average values when a robot
was ordered to follow a path through two or three rooms. The path of the
robot is shown in Figure 6.11. The rooms were visited in ascending order.
Therefore, a robot visiting only two rooms did not visit room number three.
The error distance between the absolute and the estimated position of the
robot was recorded at the final position close to the starting point, at the end
of the long corridor (after Landmark 10) and at the end of the side corridor.
The results are presented in Tables 6.9 and 6.10. The position errors that are
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Table 6.9: A robot visiting two rooms
Odometry SLAM
Position error after Landmark 8 / m 0.86 0.34
Position error after Landmark 10 / m 1.08 0.39
Position error at final point / m 0.92 0.20
Table 6.10: A robot visiting three rooms
Odometry SLAM
Position error after Landmark 8 / m 0.86 0.33
Position error after Landmark 10 / m 1.11 0.46
Position error at final point / m 1.08 0.21
presented are average values of 1000 test runs.
The results of the two-room simulation show that a robot navigating
with its odometry sensors only has considerable inaccuracies in the posi-
tion estimate at all the checkpoints. With the landmarks the robot is able to
correct the accumulated error and improve the accuracy of the position esti-
mate to approximately the same level as a robot roaming along the corridor
had in the previous experiment.
The interesting observation in the three-room test is the accuracy of the
position estimate of the robot after the Landmark 10. The third room is
just before that landmark, so the error accumulated during the visit to the
third room is reflected in the measured position error. Even though the
position error after the Landmark 10 is higher than in the two-room test,
the error in the final position of the robot is approximately the same in both
experiments. This implies that the accumulated error is corrected when the
number of measurements to landmarks increases and does not grow out of
bounds.
6.3.3 Comparison between one robot and multi-robot sys-
tems
The localization of the landmarks with a single robot was compared to the
localization with multiple robots. A single robot made 10 consecutive local-
ization runs. For each run the robot was repositioned, so the odometry error
only accumulated over one run and was then set back to the initial values.
A group of ten robots was used to observe the localization accuracy with
multiple robots. Each robot made one localization run. The robots of the
group started from the same position with short intervals. Therefore, there
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Table 6.11: Landmark and robot position error with single- and multi-robot
localization
Single-robot Multi-robot
Error Std dev Error Std dev
Landmark final position 0.15 m 0.04 m 0.14 m 0.04 m
Robot final position 0.25 m 0.30 m 0.22 m 0.14 m
Robot after Landmark 10 0.37 m 0.24 m 0.31 m 0.19 m
Robot after Landmark 8 0.41 m 0.26 m 0.33 m 0.18 m
were multiple robots operating simultaneously.
The average position error of the landmarks, the average error of a robot
after each test run and the average error of a robot when it was at the ends of
both corridors (i.e. by Landmarks 10 and 8, 30 m and 34 m from the starting
point) were recorded. The results are presented in Table 6.11.
On average, the landmarks are positioned equally well in both tests.
There is approximately the same number ofmeasurements to the landmarks,
which means that the effect of the error in the bearing angle measurements
is the same for both tests. The accuracy of the position estimates of the land-
marks dependsmostly on the accuracy of the initial heading angle estimates
of the robots. As this can be expected to be approximately the same for a sin-
gle robot launched ten times as it is for ten different robots launched one by
one, it does not cause a significant difference to the localization accuracy
between the two tests.
As stated earlier, in the case where the robot returns to its starting point,
the accuracy of the final position estimate of the robot does not give a clear
picture of the effects of the accumulated estimation error in the pose of the
robot at various locations. Thus it is important to observe the accuracy of the
robot position estimate at the points some distance away from the starting
point. With multiple robots the average position estimates at the ends of the
corridors seem to be more accurate. As the robots cooperate, even the first
robot gets its position estimate corrected while heading towards the end of
a corridor. Hence, the position estimate of the robot stays more accurate,
which affects the average position error of all the robots. Additionally, the
more accurate position estimate of the first robot results in slightly better
initial position estimates of the landmarks. This is the main reason why
the landmark position estimates are slightly more accurate with the multi-
robot system. As the number of robots (or measurement runs) increases,
the importance of the initial estimate decreases and so does the difference
in the estimation error of the landmark position between the two systems
that were tested (Figure 6.14).
The standard deviation indicates how much the position errors of the
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Figure 6.14: The estimation error in the final position estimate of the land-
marks with robot groups of different sizes andwith different numbers of runs
in single-robot mode. The results of the multi-robot experiments are shown
with dark bars and those of the single-robot experiments with light colors.
individual robots differ from the average position error. A smaller standard
deviation in multi-robot localization means that there is less difference in
the position errors of individual robots and in consequence, they have a
better estimate of the relative positions between robots.
Figure 6.15: The expanded office-like environment for simulations. The land-
marks (1-10) of the original work area are marked with red circles and the
landmarks (11-20) of the extension of the work area are marked with blue
circles.
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Error in the position estimates of the landmarks


























Figure 6.16: The error in the estimated position of a landmark. In order to
avoid the overlapping of the bars, the landmarks in the first two side corri-
dors (6,7,8,12,13 and 14) have been plotted 1 m further away than their real
distance from the start.
6.3.4 Robots expanding the work area
The work area of the robots may change over time. Simulation runs were
used to observe the capability of the robots to expand their work area after
first localizing the landmarks of the original work area. The original work
area was the same as that used in the previous simulations. The expanded
environment is illustrated in Figure 6.15.
As the heading angle error causes considerable inaccuracies to the robot
position estimate, which in turn is inherited by the new landmarks, the
robots tried to minimize the inaccuracy of their heading angle estimates be-
fore advancing into uncharted territory. Therefore, the robots returned to
their starting point and then headed straight to the new work area. In this
way the robots get measurements to several old landmarks along a straight
trajectory before they arrive in the new area without well-localized land-
marks. A group of ten robots was used, unless mentioned otherwise.
For reference, a simulationwas run, in which thewhole area was just one
work area and the robots localized the tags by first driving to the end of the
long corridor and then exploring the side corridors on their way back. The
results of this simulation are illustrated in Figure 6.16 with the bars labeled
“One area”.
Another simulation was run, in which the robots first localized the ten
original landmarks with one loop trajectory and then made another loop
covering the last ten landmarks. This is marked as “Path 1”. In the next
simulation the robots made two loops in the original area and then two


































Figure 6.17: Circular environment for the loop-closing simulations. Land-
marks are marked with small red circles and are numbered. The starting
position of the robots is marked with a blue hexagon at (1,0).
better results due to the greater number of measurements. The same path
was then used for another simulation, but this time the robots made mea-
surements every 10 cm (”Small steps“), which resulted in approximately
twice as many measurements as before. Once again there is just a slight
increase in the landmark position accuracy. Overall these three aforemen-
tioned methods are clearly better than the reference run, where the robots
directly localized all the landmarks. However, the accuracy of the landmark
position estimate decreases as the distance from the starting point increases.
One more simulation was made with a group of 20 robots. The robots
followed Path 2, which included two loops in the original and extended
areas. Even though the accuracy of the landmark position estimate still de-
creases as the distance increases, the slope is less steep. With a larger num-
ber of robots, the average error in the initial heading angle error of a robot
is closer to zero and thus the landmark position estimates are less sensitive
to the distance from the start.
6.3.5 Circular environment
Three different simulations were conducted in the circular environment il-
lustrated in Figure 6.17. The robots always started from the same location,
but the paths they followed were different for each simulation test. Figure
6.18 shows the accuracy of the position estimate of each landmark for all
three simulations.
In the first simulation (“no closing”), all the robots followed the same
path along the corridor until they reached the last landmark (Landmark 18).
After the last landmark the robots stopped. Thus each robot passed each
landmark only once. The accuracy of the position estimates of the land-
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Figure 6.18: Landmark position error in circular environment with no over-
lap (left), with two-tag overlap and with half of the robots driving in the
opposite direction.
marks decreases as the robot moves away from the starting point. This is
due to the accumulated estimation error in the position of the robots. As
the robots reach the landmark furthest away (Landmark 10) and start to
move towards the starting point again, the position error caused by the ini-
tial inaccuracies in the heading angle estimate of a robot starts to decrease.
However, the other error sources still reduce the accuracy of the position
estimate of a robot. Hence, the overall accuracy of the position estimate of
a robot may remain almost static, as happened in this simulation. The accu-
racy of the position estimates of the remaining landmarks reflects the almost
unvarying robot position accuracy.
In the second simulation (“overlapping”), all the robots followed the
same path again, but this time they did one full circle and then continued
past Landmark 2. Thus they got another set of measurements to Landmarks
1 and 2, which they had already localized during the first round. Thesemea-
surements apply a correction to the pose estimate of a robot, which is then
propagated to the landmark position estimates through the covariances in
the covariance matrix of the Kalman filter. As the covariances between a
robot and the landmarks passed most recently are the strongest, the effect
of the correction is most visible in the position estimates of the last land-
marks of the circular environment.
In the third simulation (“two way”), half of the robots circled the corri-
dors in a clockwise direction and the other half circled them in a counter-
clockwise direction. As expected the landmark position estimates have de-
creasing accuracy towards the landmark that is furthest away, starting from
both ends of the landmark series.
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6.3.6 Summary
The simulation experiments with robot groups of different sizes show that
the accuracy of the final position estimates of the landmarks increases as the
number of robots increases. However, when the robot odometry is fairly
accurate, the effect is significant only for relatively small groups of robots
and for groups larger than 15 robots the addition of an extra robot has very
little effect.
The landmark localization is shown to be more accurate with a multi-
robot system than with a single robot if the same number of measurement
runs is used. The multi-robot system is also significantly faster than the
single-robot approach, as all the robots of the multi-robot system operate
simultaneously.
The accuracy of the robot position estimate is shown to be bounded
when the landmarks are used for localization. The bounds depend on the
accuracy of the landmark position estimates.
It is also shown that the so-called loop-closing is not a problem, but an
advantage, when landmarks with unique IDs are used. When a robot re-
turns to a place it visited earlier and detects a landmark, it can considerably
reduce the accumulated estimation error in its position estimate. This cor-




The aim of this researchwas to develop a newmethod for autonomous land-
mark localization with mobile robots. Properly localized landmarks would
provide support for the localization of the robots operating within the cov-
erage area. Accurate localization of the landmarks in a common coordinate
frame may be difficult for humans as the necessary information may not all
be readily available. In any case, human involvement would take time and
effort, which may be costly.
For the localization of landmarks with a group of robots, a novel method
was implemented and tested. The experiments were performed on mobile
robots equipped with basic odometry sensors and another sensor for mea-
suring bearing angles to static, identifiable landmarks. It is shown that these
robots can estimate the a priori unknown positions of the landmarks while
keeping track of their own pose simultaneously. As the absolute position of
both the landmarks and robots is estimated and the estimates are based on
bearing angle measurements, the method is called bearing-only SLAM.
The implementation of bearing-only SLAM is realized with a central-
ized Kalman filter. As the systemmay contain several robots and numerous
landmarks, the correlation between the entities is trivial only if all the data
are maintained in one place. As the measurement equation is non-linear,
the Extended Kalman Filter (EKF) algorithm was used. EKF uses linear ap-
proximation at the related operation point in order to update the covariance
matrix. Thus the computation of the full algorithm is necessary for each
measurement update and no constant values can be used for the uncertain-
ties or for the Kalman gain. Normally, the robots make measurements to
only one landmark at a time. Therefore, the number of simultaneous mea-
surements is low and the complexity of the algorithm is not a problem for
real-time operation.
The performance of the localization method was tested with laboratory
experiments and simulations. The laboratory experiments indicate that the
robots are able to localize the landmarks with the proposed method. Even
sparsely distributed landmarks offer support for the long-term operation of
the robots. The accuracy of the position estimate of the robots is of the same
order of magnitude as the position accuracy of the localized landmarks.
Four small robots were used for the laboratory experiments. Each robot
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had slightly different characteristics as a result of small mechanical differ-
ences. The robots had wheel encoders and a bearing angle measurement
unit. The accuracy of the bearing angle sensor was found to be mediocre in
an office environment. However, on average the robots managed to make
five to six measurements to a landmark while passing it. Hence, even uncer-
tain measurements were enough for the localization system to operate with
sufficient accuracy. The sparse distribution of the landmarks was possible
partly because the odometry systems of the robots were very accurate. Less
accurate odometry can be compensated for with a denser distribution of
landmarks and with a greater number of measurements to the landmarks.
It was also shown that the landmarks clearly support the localization
of the robots. When a robot visited two rooms without any landmarks, its
position estimate became inaccurate. However, when the robot returned
to the corridor, it was able to correct its position estimate with the bearing
angle measurements to the landmarks. After the robot had passed a few
landmarks, its position estimate was approximately at the same level as that
of the robots that had never left the corridor. In another experiment, a robot
followed a 70-meter-long loop path for several rounds. When landmarks
were used to support the localization, there was no noticeable difference in
the accuracy of the position estimate of the robot between different rounds.
This indicates that the accuracy of the position estimate of the robot does not
change over time. The landmark position estimates converge fast and the
remaining uncertainty is reflected in the position estimate of a robot using
the landmarks for navigation.
Simulations were used to observe the performance of the systemwith an
arbitrary number of robots. A comparison between approaches using one
or multiple robots was also performed. The simulation parameters were
set according to the observations made during the laboratory experiments.
The landmark position accuracy clearly increased when the number of mea-
surement runs increased from one to ten. Additional measurement runs of-
fer a smaller improvement in the position accuracy, but it may still be con-
siderable, especially for landmarks far away from the starting point of the
measurement runs. If the odometry system of a robot is less accurate than
that simulated here, the number of measurement runs required for a cer-
tain localization accuracy may be somewhat higher. A group of robots can
localize the landmarks significantly faster than a single robot as they exe-
cute the measurement runs simultaneously. Additionally, the convergence
of the landmark position estimates is faster as the robot position estimates
stay within tighter bounds with a group of cooperating robots.
It was also observed that a more accurate localization of landmarks can
be obtained when the robots first localize landmarks in one part of the ac-
cessible area and then expand the localization to another part. Even if the
landmarks are not perfectly localized, they help the robots to correct the ac-
cumulated error in their position and heading angle estimates. Additionally,
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the detection of a landmark that has been localized earlier may significantly
increase the accuracy of the position estimates of the landmarks that the
robot has just passed. This was observed when the robots completed a loop
in a circular environment and detected again the landmarks that they had
passed at the beginning of the measurement run.
The bearing angle measurement was based on the RFID technology. Pas-
sive tags were used as landmarks. The bearing angle to a landmark was
measured by turning the reader antenna and marking the sector where the
landmark responded. The bearing angle to the landmark was then esti-
mated, using the center angle of the sector and antenna-specific calibration
parameters. The accuracy of the bearing angle measurement unit was found
to be good in an anechoic chamber, but in an office environment it was
less accurate than expected. This was due to various disturbances, mostly
caused by reflections of the radio waves from conductive surfaces. How-
ever, the localization algorithm was found to be robust enough for efficient
operation, even when the uncertainty in the bearing angle measurement is
set to over 40◦.
A hobby servo was used to turn the RFID reader antenna. The accuracy
of the servo was found to be adequate, but the measurement process was
slow. The mechanical turning of the antenna also causes design constraints
and it is subject to wear. As the algorithm was shown to work even when
the bearing angle measurement system is relatively inaccurate, an alterna-
tive method for bearing angle measurement could be found. This is one ma-
jor topic for the further development of the system. There are at least two
possible candidates for a new measurement method. An array of antennas
can form a directed beam of radiation which is controlled by the signals fed
to each antenna. The turning of the beam happens instantaneously and no
mechanical movement is required. The dimensions of the antenna array de-
pend on the operating frequency of the system. The size of the robots and
the availability of technology on different frequencies affect the feasibility
of this approach. Another possibility is sensor fusion. For example, in some
environments, the landmarks can be made observable by a camera. Hence,
the bearing angle could be measured with a panoramic view of a camera,
whereas the identification and the data transfer could be realized with the
RFID technology.
Another topic for future research is the distribution of the localization
algorithm. The availability of a reliable communication method to a cen-
tral computer cannot always be assumed. The distribution of the algorithm
and implementation of robot-specific sub-filters would allow the robots to
navigate independently and use the cooperation to correct their own pose
estimates when communication between other entities becomes possible.
Additionally, the optimal distribution of the landmarks can be studied. If
the robots are expected to distribute the landmarks when they explore un-
charted territories, they need a method for selecting where to position the
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landmarks. This method can be based, for example, on the analysis of the
robot path and the surrounding environment.
The localization system was only tested in an office building, but the
concept might be useful in other environments too. It may not be feasi-
ble for outdoor localization, where GPS is readily available, but this is not
the case everywhere. Underground applications or search and rescue op-
erations in collapsed buildings may require an infrastructure-independent
localization system that can support autonomous vehicles. In a rescue sce-
nario, the localization system could also provide important information on
the approximate position of human beings, even if they did not have ac-
curate measurement devices, but could still detect the landmarks within a
short range. In the future, planetary rovers may also need accurate local-
ization within a constrained working area. In general, a localization system
that can be set up by robots is needed where the participation of humans
would be expensive, dangerous or practically impossible.
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In this application, during the prediction step of the Kalman filter, the values
of the variables in the state vector are estimated on the basis of the previous
estimate and the motion measured with the odometry system.
xˆ−k = xˆk−1 + uk
For two robots and two landmarks the predicted value for the state vec-



















































































where the index in the upper left-hand corner indicates the order num-
ber of the entity and the index in the bottom left-hand corner shows the
type of the entity (r=robot, t=landmark). The estimated change in the pose
of a robot (∆xk,∆yk,∆θk) is obtained from the odometry system. However,
the uncertainties of the measured changes in the position coordinates de-
pend on the estimated heading angle and thus make the calculation of the
predicted covariance matrix more complex.
As explained in Chapter 3 the measured movement of the robot can be
presented as a vector with length dk and angle ψk relative to the heading
angle estimate θk−1. This makes the calculation of the predicted covariance





















The prediction of the state vector using the aforementioned form of the




k = fx(xˆk−1, uk) =
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k = fθ(xˆk−1, uk) =
2
r θˆk−1 + 2r∆θ
The landmarks are static and thus their position estimates do not change
during the prediction step.
The prediction step for the covariance matrix contains movement- and
measurement-related parts. The movement of the robot affects the covari-






The accumulated inaccuracies in the heading angle estimate of the robot
cause uncertainties in the position coordinates of the robot. Thus the non-
diagonal elements of the system matrix A relate the heading angle uncer-
tainty of each robot to the position coordinates of the robot:
A =

1 0 −1r∆yk 0 0 0 0 0 0 0
0 1 1r∆xk 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 −2r∆yk 0 0 0 0
0 0 0 0 1 2r∆xk 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1

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The measurement uncertainties contained as diagonal elements in the
matrix U are multiplied by the matrix B:
Bk=

cos(1r θk−1 + 1rψk) −1r∆yk 0 0 0 0 0 0 0 0
sin(1r θk−1 + 1rψk) 1r∆xk 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 cos(2r θk−1 + 2rψk) −2r∆yk 0 0 0 0 0
0 0 0 sin(2r θk−1 + 2rψk) 2r∆xk 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0

which is a Jacobian matrix of the functions f (xˆk−1, uk) with respect to the
input vector uk.
If a robot makes a successful bearing measurement to a landmark, a cor-
rection can be applied to the predicted values of the state vector. The resid-
ual between the measured bearing and the expected value computed with
the function h(xˆ−k ) is used to correct the estimated values of the variables
in the state vector. The residual is a vector with as many rows as there are
measurements. When Robot 1 makes one measurement to Landmark 2 and
Robot 2 makes one measurement to Landmark 1, the expected values for
the bearing angle measurements are calculated as follows:









k − 1r xˆ−k
)
− 1r θˆ−k









k − 2r xˆ−k
)
− 2r θˆ−k
In the aforementioned case of two robotsmaking onemeasurement each,
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where the difference in the x coordinates of a robot and a landmark ismarked
∆x1 = 2t xˆ
−
k − 1r xˆ−k and ∆x2 = 1t xˆ−k − 2r xˆ−k . The difference in the y-coordinates
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is marked respectively. The number of rows in the matrix H is defined by
the number of measurements. The number of columns is the same as the
number of elements in the state vector.
If there are twomeasurements the denominator in the Kalman gain equa-
tion becomes a 2 x 2 matrix:








As the number of measurements increases, so do the dimensions of the de-
nominator matrix, which increases the computational complexity of the up-
date phase. The matrix R is a square matrix with the measurement uncer-
tainty of each measurement on its diagonal. The resulting Kalman gain has
as many rows as the state vector. The number of columns is defined by the
number of measurements.
The update phase is only computed when there is at least one measure-
ment. For two measurements the state vector is updated as follows:




















































The Kalman gain matrix has coefficients that relate each measurement
residual to the elements of the state vector. For example, the residual of
the first measurement (z1 − h1) affects the x-coordinate of the first robot
according to the Kalman gain variable 1r,xg1. Some of the gain variables may
be zeros if there is no correlation between some variable in the state vector
and the variables directly involved in the measurement.
The covariance matrix P is a square matrix with dimensions according
to the number of elements in the state vector. The update of the covariance
matrix is calculated as follows:
Pk = (I − KkHk)P−k
As the Kalman gain always has as many rows as the state vector and the
measurement matrix H has the same number of columns, the product KkHk
used in the update of the covariance matrix, always results in a matrix with




Figure B.1: The high-level architecture of the system software. The software
is divided between the two computers and the two microcontrollers. The





Table C.1: The default values for the parameters in the system performance
simulations
Standard deviation of original error in robot’s x-
coordinate
eorigx 0.01 m
Standard deviation of original error in robot’s y-
coordinate
eorigy 0.01 m
Standard deviation of original error in robot’s
heading
eorigθ 0.025 rad (1.4
◦)
Standard deviation in the measured bearing an-
gle
eλ 0.30 rad (17.2◦)
Standard deviation of heading angle error intro-
duced when turning 2pi
eθ 0.050 rad (2.9◦)
Standard deviation of systematic heading angle
error introduced when turning 2pi
esys 0.012 rad (0.7◦)
Distance between consecutive measurements step 0.2 m
Table C.2: The default values for noise parameters in the system performance
simulations
Initial position uncertainty 4.0 · 10−4m2
Initial heading angle uncertainty 1.0 · 10−3rad2
Odometry noise for position coordinates 1.6 · 10−5m2
Odometry noise for heading angle 1.6 · 10−3rad2





Table D.1: The robot-specific noise parameters used in the laboratory exper-
iments.
Robots
Danny Emma Fiona Hugo
Initial position variance / m2 0.0016 0.0016 0.0016 0.0016
Initial angle variance / rad2 0.001 0.001 0.0006 0.0006
Variance in odometry distance
for one meter / m2
4 · 10−6 4 · 10−6 4 · 10−6 4 · 10−6
Variance in measured heading
angle change of one rad / rad2
9 · 10−4 9 · 10−4 2.25 · 10−4 9 · 10−4
Variance in the bearing angle
measurement / rad2
0.6 0.6 0.35 0.3
Table D.2: Average number of measurements (during one pass) to each tag
with different robots. The low number of measurements to Landmarks 7 and
9 is partly because these landmarks were often not detected at all.
Landmarks
1 2 3 4 5 6 7 8 9 10
Danny 5.14 5.21 5.29 4.79 5.21 7.64 2.86 6.36 3.07 5.00
Emma 6.14 5.71 6.86 5.14 5.71 7.57 2.21 6.50 1.57 5.93
Fiona 5.71 6.79 5.64 8.07 7.36 8.43 3.07 7.29 2.64 7.07
Hugo 4.0 5.00 5.57 5.79 5.57 6.93 1.21 5.43 0.71 3.79
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