By any account, we have now entered the second decade of the "-omics revolution." High-throughput measurement techniques capable of surveying large segments of the genome or proteome were expected to rapidly expand the pool of diagnostic biomarkers for many disease states. To date, however, this anticipated explosion in diagnostics has not occurred. The lack of progress-despite significant private and public investment-has led to a certain degree of introspection. With so many excellent discovery experiments, where are the promised biomarkers? A number of important answers to this question have been offered, including such factors as the expense of translational validation, regulatory challenges for multiplex biomarkers, and the need to better use the expertise of clinical laboratorians in identifying preanalytical and analytical hurdles. A recent report by Baggerly and Coombes (1 ), however, suggests another possibility: namely that common errors in data management can compromise the bioinformatics analysis of valuable -omics data sets.
Baggerly and Coombes are at the forefront of the emerging discipline of "forensic bioinformatics," an effort to reconstruct and validate analytical results that have been reported in the literature. Although one might think that this exercise would be straightforward, given that the published methods have passed peer review, it frequently requires a laborious reconstruction of unreported parameters, methodologies, and transformations. The authors argue that without a clear understanding and documentation of analytical methods, one can easily miss important errors that compromise experimental interpretation and, by extension, may impair the treatment of patients.
In this recent work, Baggerly and Coombes have reanalyzed a set of experiments aimed at predicting the response of a tumor to chemotherapy. In brief, a number of reports from 2006 onward (2-4 ) explored the appealing concept of combining cell line drugsensitivity data with microarray profiles to predict the therapeutic response of a given tumor. If certain cell lines are known to be sensitive to a chemotherapeutic agent, then genes that are up-or down-regulated in these sensitive cells relative to resistant cell lines may serve as a "sensitivity signature." By measuring gene expression in a primary human tumor, one might then be able to predict whether that tumor is likely to respond to chemotherapy. To understand how best to use this strategy in collaboration with their clinical colleagues, Baggerly and Coombes undertook to reproduce analyses that had identified signatures for resistance to a variety of drug classes along with clinical data suggesting that these signatures can predict tumor response in vivo. Surprisingly, their analysis revealed something quite different, yet equally important: that simple errors of data management compromised these reports and that these simple errors appeared to arise frequently within complex bioinformatics work flows.
Baggerly and Coombes identified a number of problems with either the initial data sets or various processing/classification steps. These problems included the inadvertent use of duplicate samples, reversed sample labels (sensitive vs resistant), incorrect gene lists, incorrect figures, and experimental data sets confounded by nonrandom factors. The authors provide extensive documentation of how they identified these problems, which samples or genes were affected, and how the results were affected by errors in data management. In the case of gene lists, they demonstrate that many were simply incorrect. A large cohort of genes were "offset by one" because of an incorrectly handled file-header line, and a small set of genes appeared despite their absence from the microarray platform reportedly used. Importantly, although many of these problems were due to simple errors, the complexity of the data analysis pipeline and the time-consuming nature of recapitulating the analysis made it difficult to spot that the errors had arisen. An initial report describing a subset of these issues led to published corrections by the original authors. Taken together with reports in which Baggerly and Coombes have found data management problems arising from other groups, it appears that current common practice (beyond any single laboratory) in -omics-scale data management and reporting is insufficiently robust.
The role and responsibility of the individual investigator in such work are, of course, paramount. Given the large quantity of data and the resulting difficulty in determining if something "looks wrong," individuals within a laboratory must check and recheck results to ensure their correctness. The common use of spreadsheets to manipulate data sets by cutting and pasting can easily produce misaligned data (this result might be designated the "curse of Excel"). In a high-throughput context where intellectual attention is justifiably focused on designing and understanding results from -omics experiments, it is therefore increasingly important to plan and implement a more robust infrastructure for data management. Baggerly and Coombes report good success with freely available software tools such as R (The R Project for Statistical Computing; http:// www.r-project.org/) and Sweave (a function in the R package) to maintain data labels and to create transparent, reproducible analytical reports, respectively. Although there is clearly an up-front cost to standardizing a laboratory in this way, the authors make a strong case for the critical nature of this investment. Furthermore, this lesson extends to any situation in which large quantities of data are in play. An academic translational laboratory handling large numbers of clinical samples may encounter many of the same challenges and errors, and this situation may be another area in which the clinical laboratory can bring its management experience to bear in strengthening the biomedical research enterprise.
For the broader scientific community, it is equally critical to understand how best to identify potential flaws ahead of publication. To take but one example, many of the gene lists as originally presented were essentially meaningless and would not have provided any predictive power for another group hoping to learn from their publication. Although peer reviewers must assume some responsibility for the quality of the literature, a full exercise of "forensic bioinformatics" is, by any measure, an extremely time-consuming enterprise. Such an endeavor requires not only domain expertise but also a substantial degree of institutional support, and it is not clear that a sufficient pool of appropriate groups exists to critically review manuscripts and data before acceptance for publication. At some level, reviewers are asked to trust that the reported methods have been correctly implemented; any requirement for a full-fledged reconstruction of data analysis pipelines may bring the current system to its knees.
To support reviewers in this task, journals themselves can undertake at least 2 supportive measures. First, the use of open, widely available analytical pipelines should be encouraged. Although it may be too much to require the uniform use of opensource analytical tools such as R, journals should require-at a minimum-a baseline listing of processing steps and settings that yielded the reported data. It has not been unheard of for proteomics results to appear in the literature a year or more before the publication and release of software used to analyze the primary data. In such cases, the burden will fall squarely on the editorial leadership to produce clear software-availability guidelines that mandate reviewer access. When more-difficult issues arise (for example, what if the analysis requires proprietary package X and very few reviewers can afford this software?), it will again fall to journals to take the lead in setting policy. If this endeavor requires a cohort of bioinformatics "supercenters" with the necessary expertise and software resources, perhaps a coordinated effort with the NIH (who surely have a vested interest in the outcome) would be in order. Second, a more formal description of the mandated level of detail truly needed to reconstruct each analysis pipeline would be helpful. Given that the microarray community developed the MIAME ("minimal information about a microarray experiment") criteria and the proteomics community followed suit with MIAPE ("minimal information about a proteomics experiment"), it is surely time for a fullfledged MIABA ("minimal information about bioinformatics analysis") effort.
It is important to note that the critical work of Baggerly and Coombes does not, in itself, invalidate the use of gene expression signatures for predicting chemotherapy response. A panel of external reviewers recently engaged by Duke University to review clinical trials based on this work has allowed the trials to proceed (5 ) . Furthermore, the original researchers continue to maintain that the errors identified do not affect their fundamental findings or the utility of profilebased prediction of tumor response. Supporting this contention, the work of Baggerly and Coombes reproduces the separations originally reported after gene lists were corrected to account for an offset (although Baggerly and Coombes assert that predictions made from the corrected data are not significantly better than chance).
Perhaps the most disturbing aspect of Baggerly and Coombes' analysis is the frequency with which such errors have been uncovered. Of course, a substantial selection bias is undoubtedly present; the discovery that investigators accurately handle their data as described in a clearly written methods section would not be a particularly interesting, publishable result. Nonetheless, "forensic bioinformatics" has now identified major issues with multiple -omics studies that are related at least in part to data management, and the timeconsuming nature of these analyses raises the disturb-
