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ABSTRACT
I combine, compare, and contrast the results from two different numerical tech-
niques (grid vs. particle methods) studying multi-scale processes in galaxy and struc-
ture formation. I produce a method for recreating identical initial conditions for one
method from those of the other, and explore methodologies necessary for making
these two methods as consistent as possible. With this, I first study the impact of
streaming velocities of baryons with respect to dark matter, present at the epoch of
reionization, on the ability for small halos to accrete gas at high redshift. With the
inclusion of this stream velocity, I find the central density profile of halos is reduced,
overall gas condensation is delayed, and infer a delay in the inevitable creation of
stars.
I then combine the two numerical methods to study starburst outflows as they
interact with satellite halos. This process leads to shocks catalyzing the formation
of molecular coolants that lead to bursts in star formation, a process that is better
captured in grid methods. The resultant clumps of stars are removed from their
initial dark matter halo, resemble precursors to modern-day globular clusters, and
their formation may be observable with upcoming telescopes.
Finally, I perform two simulation suites, comparing each numerical method’s abil-
ity to model the impact of energetic feedback from accreting black holes at the core
of giant clusters. With these comparisons I show that black hole feedback can main-
tain a hot diffuse medium while limiting the amount of gas that can condense into
the interstellar medium, reducing the central star formation by up to an order of
magnitude.
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Chapter 1
INTRODUCTION: GAS DYNAMICS AND INTRA-SCALE PROCESSES
Achieving a doctorate of philosophy is not a solo venture. Much like it takes a vil-
lage to raise a child, it takes a department to raise a graduate student. We begin
as particularly keen scholars, eager to learn and achieve, accepted into a graduate
program for the smallest of potential we exhibit above the norm. Through courses
and collaborations we interact with each other, textbooks, our professors, and the
existing literature. Each step in this process results in the accretion of knowledge,
each collaboration leads to a merging of minds, and as we pursue new ideas and lead
new research, we impart our mark into the literature through publications that in-
form further research. This process is particularly noteworthy for cosmologists, as it
parallels their subject of study. The universe began with a near uniform background,
with some regions ever so slightly denser than the norm. These local overdensities
gravitationally accumulated more matter at an accelerating rate, and then through
merging events small clumps became ever larger. Within the largest clumps were
found galaxies, where material could coalesce and condense to become sparks of nu-
clear engines, converting the raw material of the early universe into more complex
elements. These engines eventually were extinguished in a energetic fireball, returning
material to their surroundings, influencing the future dynamics of the environment.
During my graduate studies in Arizona I’ve also had the luxury of exploring the
stunning desert and its enshrouding mountain peaks. Around these sights are sites
with geologic features that are telltale signatures of an active past. However, the study
of such features is often limited to what has been revealed at the surface eons ago,
since weathered and shaped by time. Similarly, astronomers are held at a distance
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from their objects of study, incapable of controlling what process we are permitted to
observe, or how the intervening time and matter may tamper with these observations.
Yet through the advent of technology, from telescopes 400 years ago to advanced
photodetectors today, we are revolutionizing our understanding of how the structure
of the universe has changed over time.
However, much of the success of modern astrophysics has occurred because we have
combined the power of the telescope with ever-advancing hydrodynamic simulations.
No longer are we dependent solely on what objects are revealed with new observational
technology. Now we can simulate these environments, yielding predictions that both
inform and are informed by observations. As simulations have advanced, we have been
able to capture more of the complex physical processes that play a role in shaping
the environments in and around galaxies.
The formation of structure began after the epoch of radiation-matter equality, trm,
when the energy density of radiation and matter were equal. After this time, matter
became dominant, and began to feel its own gravity. The main contribution to matter
is and was dark matter, which is neither affected by gas nor radiation pressure. Thus,
after trm dark matter began to collapse around local overdensities, δ = ρ/ρbgr−1, com-
pared with the background ensity, ρbgr. At early times this evolution is well described
by linear evolution, with δ ∝ a, the cosmological scale factor. However, the baryon
component, which was ionized, was still coupled to photons via electron scattering.
Thus, radiation pressure continued to compensate for gravitational attraction. These
competing forces of pressure and gravity resulted in large-scale oscillations, known
as baryon acoustic oscillations (BAO). As the universe cooled through expansion,
electrons recombined with protons, decoupling from photons. We denote this time
as the decoupling epoch, tdec. This epoch is visible today as the cosmic microwave
background (CMB), which is one of the strongest observational evidences supporting
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Figure 1.1: Figure 12.4 taken from Ryden (2003), showing schematically the evo-
lution of gas overdensities following recombination (tdec) with and without a dark
matter field.
our model of structure growth in the universe. After tdec, radiation pressure no longer
supported the baryons against their self-gravitation and the gravity of dark matter. If
there was only a baryonic component of matter then at this point baryonic structure
would grow following linear theory discussed above. However, the presence of dark
matter allows the baryons to quickly fall into the dark matter halos, catching up to
the dark matter structure growth (see Figure 1.1).
One ramification of the BAO, however, is that the local rest frame of the gas need
not be the same as the local rest frame of the dark matter. Indeed, Tseliakhovich &
Hirata (2010) showed that these two frames will be separated on average by 30 km
3
s−1, and that this separation is coherent over a few Mpc. The ramifications of such
a scenario are felt mostly at small scales, where the relative velocity acts as an extra
pressure term, limiting how gas can accrete onto dark matter halos. This additional
pressure may have a significant impact on the timing of the first stars, and we explore
this further in Chapter 3. On larger scales, over-densities will be negligibly affected
by this velocity offset, and local overdensities will gather more mass and then merge
to form yet larger structures. This gas will virialize and subsequently cool into a
galactic disk, wherein stars will eventually form.
Stars are one of the ultimate results of the attraction of gravity, the evolution from
a large-scale overdensity down to an incredibly small-scale region where the universe
has the power of alchemy, combining low-mass elements to make heavier matter.
This process is extremely energetic, providing the pressure necessary to offset the
gravitational compression of the star. This energy is eventually radiated away at the
star’s surface. Today most stars are like our sun, with a fraction of the radiation
emitted as ultraviolet (UV) light. More massive stars are hotter and therefore emit
much more UV light. Early in the universe, however, stars were expected to be
on average larger than today, since the lack of enriched material should have made
it more difficult for gas clouds to fragment (e.g., Ostriker & Gnedin 1996). Thus
the first stars were thought to have produced even more UV light than today, and
these ionizing photons were able to ionize the surrounding neutral gas. In fact, the
intergalactic medium (IGM) today is ionized, even though it became neutral when
the CMB was emitted. It is thought that the first stars were responsible for the
transition from a neutral to ionized medium (e.g., Ciardi et al. 1998), and this epoch
is know as the era of reionization. Today we can still find examples of galaxies that
have undergone a strong starburst that are emitting significant flux in the UV (see
Figure 1.2).
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Figure 1.2: Figure 2-left taken from Hutton et al. (2014) showing the UV light
(blue) observed from the starburst galaxy M82, tracing the regions of recent star for-
mation. This demonstrates the escape of UV light an its influence on the surrounding
environment.
Ionizing photons are not the only form of so-called “stellar feedback”. At the
end of a massive star’s lifetime, it can release almost as much energy via a large
explosion called a supernova. The explosion is due to the sudden exhaustion of
nuclear fuel, leading to gravitational collapse and subsequent rebound off the stellar
core. Figure 1.3 shows the famous supernova SN1987a, the first supernova to be
observed with modern telescopes. Supernovae release a large amount of radiation,
as well as their outer layers of material that can impact the surrounding medium.
Although supernovae have only been observed a few times in the local neighborhood,
they are frequently observed at cosmological distances due to their intense brightness.
The outflows that are caused by supernova, a form of kinematic feedback, influence
dwarf galaxies and other small-scale structure. Observations of the dynamics near the
cores of dwarf galaxies show that their dark matter profiles flatten near their centers.
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Figure 1.3: Hubble optical image of Supernova 1987a in the Large Magellanic Cloud.
Rings are observed where previously ejected material is thought to be lit up from the
UV flash of the supernova. Credit Burrows, NASA/STScI/CfA.
However, pure dark matter simulations find that similar objects would have cuspy
cores. Figure 1.4 shows how by including stellar feedback, simulations are able to
reproduce these flatter cores (e.g., Mashchenko et al. 2008; Governato et al. 2012).
If we consider that the first stars were more massive, then it is expected that they
would have had an even larger impact on their environments, including neighboring
halos. We consider this further in Chapter 4.
A second source of energetic feedback in the universe is massive black holes found
at the center of galaxies. Whereas some matter eventually condensed to form stars,
some regions at early times may have collapsed into larger objects that never de-
veloped sufficient pressure to balance gravity. The results were black holes, regions
where no matter or energy could escape once fallen in. Such objects may have grown
quickly over the following hundred million years until they were millions to billions of
times more massive than our Sun. Such super-massive black holes (SMBH) are found
at the center of nearly every galaxy. When a large supply of gas is fed onto a SMBH,
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Figure 1.4: Figure 3 from Governato et al. (2012) showing the evolution of the core
DM profile of a dwarf galaxy with stellar feedback included, compared with a z = 0
profile of the same galaxy but in a DM-only simulation. The cuspy core is flattened
in the simulation with feedback.
this gas is funnelled along an accretion disk, which, due to frictional heating, can
outshine even the whole host galaxy. Such bright objects are known as active galactic
nuclei (AGN). This large abundance of photons, including X-rays and gamma-rays,
can strongly influence the surrounding material. AGN can also host relativistic jets,
collimated streams of material that extend well away from the SMBH. These two
forms of energy input from the AGN are known as AGN feedback.
Observations have shown that within clusters we can find large bubbles excavated
from the intracluster medium (ICM). Figure 1.5 shows one of these bubbles observed
by Fabian et al. (2006) of the Perseus cluster. Observations suggest that feedback from
the AGN in the cluster is responsible for performing the PdV work associated with
these excavated bubbles. The ICM gas glows bright in X-ray due to Bremsstrahlung
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Figure 1.5: Figure 3 from Fabian et al. (2006) showing holes in the X-ray emission
of the Perseus cluster. It is inferred that these holes are cause by AGN feedback.
radiation, and implies short cooling times. Yet, instead of these systems changing on
short timescales as material flows to the center as it cools, these environments are
quite long-lived. Instead, it is thought that the hidden power source maintaining the
hot medium is an AGN with efficient feedback (e.g., Mittal et al. 2009).
On large scales AGN feedback is expected to play a significant role in reducing the
amount of star-forming gas available. Observations find that unlike our hierarchical
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model of structure growth, where larger structures form later, the characteristic mass
of star-forming galaxies is decreasing in time. This observation, known as cosmic
downsizing (Cowie et al. 1996), can be explained by the inclusion of AGN feedback
(e.g., Scannapieco et al. 2005). At early times the universe is denser and therefore
only the largest galaxies, observed to have the largest AGN (e.g., McConnell & Ma
2012), can impact their environments, and this so-called quenching mass then becomes
smaller with time as the universe becomes less dense (e.g., Scannepieco et al. 2005;
Thacker et al. 2006B). We explore this further in Chapter 5.
We have outlined several processes of the formation of cosmic structure that can
influence their surroundings over multiple scales. These complex processes must be
included in our models if we wish to understand their full implications. Here we take
an aside and discuss the typical simulation methods used.
Simulations are a computational method for iterating the equations of fluid dy-
namics, given some initial conditions and any transient source terms. There are two
possible frames of reference when performing this iteration, namely the lab frame or
the fluid frame. The lab frame, which is at rest with respect to some universal ob-
server, is called the Eulerian frame and is utilized by Eulerian methods. Conversely,
the fluid frame, which moves with the local fluid flow, is called the Lagrangian frame
and is utilized Lagrangian methods.
Lagrangian methods utilize a discretization of the fluid’s matter into individual
parcels, which we call particles. Each particle is prescribed a set of state variables,
specifically a mass, density, velocity, and specific energy, where the velocity is equal
to the local velocity field, and the particle will move under this velocity. Given the
initial state, the particles evolve over time following the equations of fluid dynamics
using the Lagrangian derivative.
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This method can follow the growth of galaxies and clusters very well since the
resolution follows the mass, with more resolving units (particles) present in denser
regions, although low density regions are less resolved. Thus, Lagrangian methods
are excellent for following the formation of dense objects, from their initial relatively
small overdensity, to their eventual virialized state. Lagrangian techniques are also
typically easy to implement numerically, requiring little memory overhead, and the
ability to integrate each step quickly. However, this method is not well adapted to
capturing discontinuities, mixing, turbulence, or magnetic fields (e.g., Frenk et al.
1999; Agertz et al. 2007; Wadsley et al. 2008; Power et al. 2013). Additionally,
since low-density media are not well resolved, any physical processes that depend on
the low-density interaction could be suspect. Thus in considering feedback processes
and gas accretion in a cosmological context, we would want to utilize Lagrangian
techniques in setting up our initial conditions, but the gas dynamics during feedback
processes could mean that Lagrangian methods would be unfavored.
Traditional Eulerian methods utilize a static discretization of the simulation vol-
ume, which we will call the grid. The grid is established at the initial conditions and
then do not move. The fluid variables are then assigned to each cell center, and then
by using the total derivative in the equations of fluid dynamics, these variables are
updated at each cell center after every time step. Eulerian and Lagrangian methods
are discussed in more detail in Chapter 2, and in Chapters 3 and 4.
This method is capable of resolving discontinuities, mixing, and turbulence. How-
ever, traditionally Eulerian simulations are static, and therefore unable to resolve
structures better as they formed denser objects unless the necessary resolution was in
place from the beginning, resulting in exceptionally slow time-steps. A method was
then created to allow the local grid spacing to become increasingly finer at arbitrary
locations in the simulation volume. Although this new adaptive method is typically
10
implemented to better resolve the formation of dense structure such as galaxy en-
vironments, it has the added ability of finely resolving the surrounding low-density
medium. The adaptive Eulerian method has the unfortunate side-effect of increasing
the complexity of the numerical method, which can increase the memory overhead,
and the integration time of the simulation. Thus, while forming the initial objects
in a cosmological context could prove inefficient, with proper computing resources an
adaptive Eulerian method would be optimal for simulating the dynamic interaction
of stellar and AGN feedback.
In this dissertation we study the implications of multi-scale processes on galaxy
formation and evolution, with a particular focus on how the simulated results are
dependent on the numerical method, and ways in which we can combine the two
methods to better study the physical evolution of galaxies. As astronomers attempt
to understand more complex processes, we are limited by what is technologically
available, both by software and hardware. Thus, developing innovative methods
for simulating these processes, while also better understanding what uncertainties
our methods introduce into the models, is necessary before we can advance these
models, better understand existing observations, and develop predictions for future
observations by upcoming observatories.
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Chapter 2
NUMERICAL HYDRODYNAMICS
Numerical astrophysics requires a method of integrating the fluid conservation equa-
tions. The first is the continuity equation, which ensures the conservation of mass,
dρg
dt
+ ρg∇ · vg = 0, dρdm
dt
+ ρdm∇ · vdm = 0, (2.1)
where the derivatives are the total derivate, and the subscript g and dm are for the
gas and dark matter components, respectively, for the density, ρ, and the velocity,
v. Here we assume an inviscid fluid, thus the second equation is the Euler equation,
which ensures the conservation of momentum,
dvg
dt
= − 1
ρg
∇P −∇φ, dvdm
dt
= −∇φ, (2.2)
where P is the gas pressure, and φ is the gravitational potential due to both gas and
dark matter. The equation relating the gravitational potential and the density is the
Poisson equation,
∇2φ = 4piG(ρg + ρdm), (2.3)
where G is the gravitational constant. The entropy conservation equation is simply
ds
dt
= 0, (2.4)
stating that the entropy, s, of the gas is constant in an adiabatic process. This of
course will not be true across a shock, which we will discuss further below. The
system is closed via the equation of state,
P = P (ρg, s), (2.5)
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where we have assumed an ideal gas law with γ = 5/3. Instead of using the entropy
equation, it is not uncommon to use an energy conservation equation,
deint
dt
= −P
ρg
∇ · vg, (2.6)
where eint is the specific internal energy of the gas. Using the energy equation requires
an equivalent equation of state to ensure closure: P = P (ρg, eint).
These are continuous equations, but numerically we are incapable of modeling the
simulation volume continuously. Therefore we must find a way of discretizing the
fluid volume. The two ways to do this are to break up the fluid into individual fluid
parcels (particles), and then solve the equation for these discrete particles as they
move within the volume, or to break up the volume into smaller stationary volume
elements (cells), and then solve the equations for the discrete cells.
2.1 Smoothed Particle Hydrodynamics
In the former case, the equations are simple to discretize. The fluid is divided in
to a collection of particle each with a mass, mi, position, ri, and velocity, vi. These
are all of the variables associated with collisionless dark matter, while gas particles
also have a specific entropy, si, although we can also use their specific energy, eint,i.
The gas particles are best thought of as a Lagrangian sampling of the surrounding
fluid (Springel 2005). Thus the gas particles also have a smoothing kernel, W (r, h),
with a non-constant smoothing length, hi. Breaking up the fluid in this manner is
called Smoothed Particle Hydrodynamics (SPH), first described by Lucy (1977) and
Gingold & Monaghan (1977). The density at any particle is defined as
ρi(ri) =
N∑
j=1
mjW (rij, hi), (2.7)
where rij ≡ |ri−rj| Although earlier works previously used a Gaussian smoothing ker-
nel, this meant that the smoothing would be over all particles, making any operation
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O(N2). Most SPH implementations instead use a cubic spline that is second-order
continuous and goes to zero beyond 2h, with h selected to ensure a certain number
of neighbors, NNgbr ' 50, making operations of O(NNgbrN). This cubic spline kernel
is given by
W (r, h) =
1
pih3

1− 3
2
(
r
h
)2
+ 3
4
(
r
h
)3
if 0 ≤ r ≤ h;
2
[
1− 1
2
r
h
]3
if h ≤ r ≤ 2h;
0 if 2h ≤ r.
(2.8)
To evaluate any other quantity, A, at a particle position, then we use the equation
A(ri) =
N∑
j=1
mj
Aj
ρj
W (rij, hi), (2.9)
where we use N instead of NNgbr for clarity, but realize that all particles not included
in the neighbor list has the kernel evaluate to zero. When calculating the equation
of motion we must be able to take derivatives of quantities. Although the obvious
solution is
∇iA(ri) =
N∑
j=1
mj
Aj
ρj
∇iW (rij, hi), (2.10)
where the derivative is taken with respect to the position of particle i. However, it
is always more accurate in SPH to take derivatives including the density (Monaghan
1992), thus we prefer to use
ρ∇A(r) = ∇(ρA)− A∇ρ and ρ∇ ·A(r) = ∇ · (ρA)−A · ∇ρ. (2.11)
Equation (2.1), the continuity equation, is inherently satisfied given the equation
of motion for the particles and Equation (2.7). The equation of motion is straight
forward since Equation (2.2) is explicit in v, since the particle moves with the flow,
and we can integrate the velocity directly. Also, to conserve momentum and angular
momentum, and for best accuracy, we make a similar substitution as above so that
∇P
ρ
= ∇
(
P
ρ
)
+
P
ρ2
∇ρ. (2.12)
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Given this, omitting gravity, the equation of motion becomes
dvg(ri)
dt
= −
N∑
j=1
mj
(
Pi
ρ2i
+
Pj
ρ2j
+ Πij
)
∇iW (rij, hi), (2.13)
where Πij is an artificial viscosity term that we describe below. Equation (2.13) is the
equation of motion as used in the SPH code HYDRA (Couchman et al. 1995; Thacker
et al. 2006A), used in Chapter 5. Note that the Euler equation is equivalent to
deriving the equations of motion from the Lagrangian, which is what is done in the
SPH code GADGET2 (Springel 2005), used in Chapters 3 and 4, except they have a
slightly different constraint on the smoothing length, and they ensure conservation of
entropy, which gives the slightly different equation of motion
dvg(ri)
dt
=
−∑Nj=1mj( [fi Piρ2i + Πij2 ]∇iW (rij, hi) +[
fj
Pj
ρ2j
+
Πij
2
]
∇iW (rij, hj) ),
(2.14)
where the coefficients fi are defined as
fi =
(
1 +
hi
3ρi
∂ρi
∂hi
)−1
.
In HYDRA the energy conservation equation is used, thus combining Equations 2.6
and 2.11 gives the equation:
deint,i
dt
=
N∑
j=1
mj
(
Pi
ρ2i
+ Πij
)
vij ×∇iW (rij, hi), (2.15)
where vij ≡ (vi − vj). Since this equation conserves energy explicitly, there are
numerical artifacts that lead to excess entropy dissipation. Additionally, there is
a need for the artificial viscosity term, Πij, which is needed to generate entropy as
expected in shocks. Shocks, as well as contact discontinuities (CDs), are regions
where the density (and pressure for shocks) are discontinuous, and therefore are not
well behaved by the differential equations 2.1-2.6. Thus to model the shock SPH
methods must include the artificial viscosity term, making a very strong gradient in
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the discontinuous variables. We opt to omit a thorough numerical discussion of the
artificial viscosity term. Briefly it is almost identical between HYDRA and GADGET2,
and is only included in regions with converging flow, vij · rij < 0, and scales with the
value of this convergence, the local sound speed and inverse density. This artificial
viscosity also limits interpenetration of fluid, acting as an effective surface tension.
This artificial viscosity also has a correction for shear flow, where the fluid can be
converging but we would not expect shocks to form.
In GADGET2 the entropy equation is used, which without artificial viscosity would
simply be implemented in the form of Equation (2.4), which leads to no excess dissi-
pation as in HYDRA. However, artificial viscosity acts to generate entropy as expected
for shocks. GADGET2 uses S ≡ P/ργ as a proxy for entropy, and including the artificial
viscosity gives the entropy equation,
dSi
dt
=
1
2
γ − 1
ργ−1i
N∑
i=1
mj
Πij
2
vij · (∇iW (rij, hi) +∇iW (rij, hj)). (2.16)
With these time derivatives now in a form applicable to the SPH quantities, evolv-
ing the particles is relatively straight forward. The gravitational potential is calcu-
lated using one of several algorithms for solving large-scale and small-scale source
terms, and then a gravitational acceleration is given by the local gradient in the po-
tential and added to the hydrodynamic acceleration in Equation (2.13). Then given
some initial state at time tn, then the solution at time tn+1 = tn + dt can be
xn+1i = x
n
i + v
n
i dt+
1
2
dvni
dt
dt2, (2.17)
vn+1i = v
n
i +
dvni
dt
dt, (2.18)
en+1int,i = e
n
int,i +
denint,i
dt
dt , Sn+1i = Sni +
dSni
dt
dt. (2.19)
Note that both HYDRA and GADGET2 use a predictor-correction or Runge-Kutta scheme
for a more accurate solution, but we just give the predictor step above.
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Springel (2010) gives an excellent review of SPH methods in astrophysics, show-
casing its many successes and also its difficulties. In particular, mixing and shear
turbulence are very difficult to model successfully, which is primarily due to the ar-
tificial surface tension on the boundary between fluids of different density (Agertz
et al. 2007), although even when two fluids have the same density, shear turbulence
does not grow as quickly as the analytic solution, and we highlight some of these
difficulties in §2.3. For better modeling these processes, a grid method is typically
needed.
2.2 Adaptive Mesh Refinement
Adaptive mesh refinement (AMR) is a numerical scheme that uses stationary
volume elements, which we refer to as cells, to model the fluid. The adaptive nature
of AMR comes from the ability to change the number and size of the cells to add more
resolution or less resolution as needed. In fluid dynamics one often wishes to have
more resolution in denser regions, which makes SPH very useful, and one may also
wish to have more resolution in dynamic regions where variables change over small
length-scales. While the SPH solution to discretizing the fluid equations was straight
forward, in AMR methods and grid methods in general the task is more complicated
since we are in the stationary frame, with the total derivative becoming
dA
dt
=
∂A
∂t
+ v · ∇A,
for some fluid variable A. Whereas in SPH the fluid parcel moves with the flow, and
therefore a time derivative of a quantity of that fluid parcel is a well defined quantity,
in AMR we are stationary with respect to the flow, with (x, y, z) held constant as we
take the time derivative, and therefore new fluid parcels move into the volume while
the current fluid parcels move out.
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To solve these equation thus requires a completely different framework. The first
step is to translate the fluid conservation equations to conservative form, such that
∂A
∂t
+∇ · F(A) = 0, (2.20)
where A is some quantity, the partial derivatives signify the other independent quan-
tities remaining constant, and F(A) are the fluxes for the respective quantity. A
common form of the conservative equations are
∂
∂t

ρ
ρvx
ρvy
ρvz
ρetot

+
∂
∂x

ρvx
P + ρv2x
ρvyvx
ρvzvx
vxP

+
∂
∂y

ρvy
ρvxvy
P + ρv2y
ρvzvy
vyP

+
∂
∂z

ρvz
ρvxvz
ρvyvz
P + ρv2z
vzP

= 0, (2.21)
where etot = eint + v
2/2 is the total specific energy of the fluid, P ≡ (P + ρetot),
and vα is the α-component of the velocity. In AMR our resolution unit is typically a
cartesian cell of volume δV = δxδyδz. Each cell has a carried value for the different
variables. Thus, assuming cell (i, j, k) is small and we increment the fluid a small
amount of time from tn to tn+1 = tn + δt, then we can integrate Equation (2.21) to
give for the first component, in one dimension, for brevity
ρn+1i = ρ
n
i −
(
ρ
n+1/2
i+1/2 v
n+1/2
x;i+1/2 − ρn+1/2i−1/2 vn+1/2x;i−1/2
δx
)
δt, (2.22)
where the quantities evaluated at cell i are the cell average value, or carried value,
while the quantities evaluated at cell i± 1/2 are taken at the cell interfaces between
cell i and i ± 1. Equation (2.22) comes from integrating the conservative equations,
and as such are exact even for shocks and CDs in the cell. This gives it great power
over SPH methods which need added terms to represent these discontinuities in the
fluid.
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All of the difficulties associated with grid methods come down to how the flux
values at the cell interfaces are calculated at the future half step. First the fluxes
are calculated at the interfaces at time n, using either a piece-wise linear method
(PLM; van Leer 1979) for RAMSES (Teyssier 2002), used in Chapter 5, or a piece-wise
parabolic method (PPM; Woodward & Colella 1984; Colella & Woodward 1987) for
FLASH (Fryxell et al. 2000) used in Chapters 3 and 4. These two different methods
are more advanced versions of Godunov’s method (Godunov 1959; Godunov et al.
1961), which assumes each variable’s value within each cell is constant and equal to
the carried value for that cell. PLM assumes the value of a particular variable varies
linearly across the cell such that the average value and middle value agree with the
carried value, and the slope in each direction is a slope-limited interpolation to the
neighboring cell-carried values. PPM fits a cubic interpolant for each variable at each
cell boundary whose average value in two neighboring left cells and two neighboring
right cells are equal to the carried value. The functional value of this interpolant at
the cell boundary is then the value used for the boundary value, modulo a monotonic
constraint. Once the two boundary values are known in a given direction, then a
parabola is fit to these values such that the average value in the cell is the carried
value. Thus every cell has a parabola description of the variable’s variation across
that cell. At this point the PPM is unique in that boundary values are continuous,
however FLASH will tweak these parabolic functions in regions around CDs and shocks
which can lead to slight discontinuities at the cell boundaries. This behavior does
not require the use of an artificial viscosity as in SPH, and does not lead to artificial
entropy generation.
To project the boundary values to the half-step requires solving the Riemann
problem at the boundary. This is done by following three characteristics of the fluid,
which travel at three different speeds, which in one dimension are (vx− cs, vx, vx + cs),
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where cs is the sound speed. We omit the technical algebra for brevity, but these
three characteristics give three equations in three unknowns along each direction,
from which the state variables at a future time relate to the state variables at different
regions at an earlier time. A full discussion of the method of characteristics for solving
the Riemann problem is found in Colella & Woodward (1984) and we encourage the
reader to explore their work. Note that the method of characteristics demonstrates
from first principles the origin of the shock and rarefaction features found in fluid
dynamics.
After all of this work, the state variables, and therefore the flux values, are known
at the cell boundaries, and the simulation is able to update the different variables sim-
ilar to Equation (2.22). Gravitational accelerations, calculated from similar methods
as in SPH, are added to the velocities, giving a fully consistent method.
2.3 Method Comparison Highlights
We briefly show simulation results from a couple standard tests using grid and
particle methods. All of the images in this section are taken from other work. We first
highlight the one-dimensional Sod shock tube problem (Sod 1978), which begins with
two different uniform states, with the velocity set to zero in both. The self-similar
result is a rarefaction moving to the left with outer edge moving at the left state’s
sound speed and inner edge moving at the post-shock speed plus the sound-speed of
the material just right of the rarefaction, a contact discontinuity moving to the right
at the post-shock speed, and a shock wave moving supersonically to the right. Results
from AMR and SPH methods are show in Figure 2.1. FLASH agrees very well with
the analytic solution, with only a small erroneous dip in density at the inner edge
of the rarefaction, and a slight smearing of the shock, which is deliberate to better
resolve it. GADGET2 does a very good job as well, although significantly poorer than
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Figure 2.1: Comparison between sod shock tube problems performed in FLASH (Left;
from Fryxell et al. 2000) and in GADGET2 (Right; from Springel 2005). Note the initial
conditions are different between the two simulations, but the self-similar nature of the
solution allows us to compare the numerical capability of modeling the results. Note
that quantities are not in the same order. Both have the analytic solution shown with
the solid line, while the GADGET2 figure shows the initial conditions in density with
the dotted line.
AMR. The shock in considerably smeared out, due to a constraints on the artificial
viscosity. This leads to ringing in post-shock material, seen best in the velocity plot.
The entropy is overestimated at the leading front of the contact discontinuity where,
at the initial onset of the shock, the artificial viscosity generates entropy in excess
of the analytic solution, which leads to slight perturbation in the pressure. Finally,
the outer edge of the rarefaction has a small erroneous increase in density. This test
suggests there should be confidence in the two methods, although particular processes
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Figure 2.2: Comparison between simulations modeling shear turbulence growth for
AMR (top) and SPH (bottom) simulations at different times (early to late from left
to right). Top layer is 10 times denser than bottom layer with a shear velocity of
0.68cs,b (from Agertz et al. 2007)
involving precise shock and CD treatment may wish to spend time confirming SPH
does not produce numerical artifacts.
We next show a classic comparison between codes in two dimensions, highlight-
ing the difficulties SPH has modeling shear turbulence and the growth of Kelvin-
Helmholtz (KH) instabilities. In Figure 2.2 we show a comparison between an
AMR code (ENZO; Bryan & Norman 1997), which also uses PPM, and a SPH code
(GASOLINE; Wadsley et al. 2004) as they model a two-fluid shear layer with a density
ratio of 10, and a shear velocity of 0.68cs,b with respect to the bottom layer sound
speed. Initial perturbations are put in the interface so that the shear layer can grow.
The analytic solution applies while the perturbation remains linear, and the AMR
simulation exhibits perturbation growth that is consistent with analytic perturbation
theory. The SPH results clearly do not show the same growth of the instability. The
initial perturbations are damped and no growth is observed.
Agertz et al. (2007) discussed in length how the SPH results are due to an artificial
surface tension that exists at the interface between fluids of different density. This
surface tension acts to dissuade the low-density fluid from affecting the high-density
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Figure 2.3: Comparison between SPH simulations modeling shear turbulence growth
for fluids of identical density with regular artificial viscosity (left) and reduced artifi-
cial viscosity (right). (from Agertz et al. 2007)
fluid. The artificial viscosity also plays a small role in limiting the growth of the
perturbations. They demonstrated the impact of the surface tension by effectively
removing it by using two fluids of the same density. In Figure 2.3 SPH results for
the same shear problem are shown but with the density the same in the two fluids,
comparing the result with different artificial viscosity. The perturbations can grow
now that the surface tension is removed, while more mixing is observed in the low
artificial viscosity case.
We conclude this comparison between codes by showing the disruption of a gas
cloud by a surrounding wind. Figure 2.4 shows the evolution of the cloud as it is
disrupted by the passing wind 10 times less dense and 10 times hotter. Rayleigh-
Taylor instabilities form on the front edge of the cloud as it is accelerated by the
low density wind, while KH instabilities grow on the side edges of the cloud. As
the supersonic wind interacts with the cloud a bow shock appears and grows. The
instabilities can grow in the AMR simulation, as we saw in Figure 2.2, and disrupt
the cloud on the order of a few KH timescales. These instabilities do not grow in
the SPH simulation, and the cloud is only compacted by the flow. This behavior is
the main motivator for not doing a comparison in Chapter 4 and instead we only do
AMR simulations.
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Figure 2.4: Comparison between FLASH simulations (top) and GADGET2 simulations
(bottom) modeling the impact of a supersonic wind disrupting a gas cloud, from early
times (left) to late times (right). (from Agertz et al. 2007)
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Chapter 3
HYBRID COSMOLOGICAL SIMULATIONS WITH STREAM VELOCITIES
In the early universe, substantial relative “stream” velocities between the gas and
dark matter arise due to radiation pressure and persist after recombination. To assess
the impact of these velocities on high-redshift structure formation, we carry out a suite
of high-resolution adaptive mesh refinement (AMR) cosmological simulations, which
use smoothed particle hydrodynamic datasets as initial conditions, converted using a
new tool developed for this work. These simulations resolve structures with masses
as small as a few 100 M, and we focus on the 106 M “mini-halos” in which the first
stars formed. At z ≈ 17, the presence of stream velocities has only a minor effect on
the number density of halos below 106 M, but it greatly suppresses gas accretion
onto all halos and the dark matter structures around them. Stream velocities lead to
significantly lower halo gas fractions, especially for ≈ 105 M objects, an effect that
is likely to depend on the orientation of a halo’s accretion lanes. This reduction in
gas density leads to colder, more compact radial profiles, and it substantially delays
the redshift of collapse of the largest halos, leading to delayed star formation and
possibly delayed reionization. These many differences suggest that future simulations
of early cosmological structure formation should include stream velocities to properly
predict gas evolution, star-formation, and the epoch of reionization.
3.1 Introduction
A cold dark matter dominated model universe including a cosmological constant
term (ΛCDM) provides multiple predictions that are in excellent agreement with
observations (e.g., Spergel et al. 2007; Larson et al. 2011). In this theory, the evolution
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of density perturbations at very high redshifts can be well understood by working to
first order, where the amplitude of the perturbations remains small (e.g., Peebles
1974; Ciardi & Ferrara 2005). At this epoch, dark matter perturbations are able to
grow by gravitational collapse, but gas must wait until after recombination (Ciardi
& Ferrara, 2005), when photons decouple from the baryons, removing the radiation
pressure and allowing gravity to become dominant. Soon after, these perturbations
grow more overdense than unity, and detailed modeling must proceed using large,
multi-resolution simulations.
Recently, Tseliakhovich & Hirata (2010) showed that this evolution will depend
on stream velocities that are present between the dark matter and gas. This effect
is due to quadratic terms in the cosmic perturbation theory that account for the
relative velocity between the dark matter and gas due to the impact of radiation
pressure before recombination. At z = zdec ' 1020, the redshift of decoupling, this
stream velocity is coherent over large scales (a few comoving Mpc), with a typical
value of 30 km s−1. Tseliakhovich & Hirata (2010) determined that the inclusion of
this streaming term could reduce the growth of structure at scales below 17 comoving
kpc, with suppression in the matter power spectrum peaking at about 5 comoving
kpc. They also found that the inclusion of the streaming term would reduce the halo
number density, with the largest suppression occurring at ≈ 2× 106 M.
To better understand the effects of stream velocity on structure formation, mul-
tiple recent works have probed different scales with different techniques. Maio et al.
(2011) performed SPH cosmological simulations with GADGET2 (Springel et al. 2001;
Springel 2005B) and examined the effect of varying the magnitude of the stream
velocity on star formation. Their simulations had fixed dark matter and gas parti-
cles resolutions of 800 M h−1100 and 160 M h
−1
100, respectively, and they found that
star formation was delayed by a few tens of Myr, dark matter halos were reduced in
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gas content by up to 50%, and there was a minimal effect on the dark matter halo
statistics. Greif et al. (2011) performed multiple cosmological hybrid simulations
that combined grid and particle-based techniques, using the AREPO code (Springel,
2010). Their simulations included nested levels of resolution, with the highest level
having dark matter and gas particle masses of 3.53 and 0.72 M, respectively. They
found there was a delayed collapse in minihalos when a stream velocity was included,
requiring an increase in the virial mass by a factor of 3 before reaching a critical den-
sity, which, in turn, delayed the onset of Population III star formation. Naoz et al.
(2012) and Naoz et al. (2013) performed multiple cosmological GADGET2 simulations
of various resolution that included multiple stream velocities. Their fixed-resolution
simulations had particle masses ranging from a few ×101 − 102 M, and they looked
at large-scale statistics, with a particular focus on larger mass halos (> 104 M). In
Naoz et al. (2012), they found that the introduction of a stream velocity suppressed
the clumping of baryons and the halo mass function in mass and redshift, and that
for very large stream velocities, many halos were devoid of gas. They also considered
the effect of adding a physical offset between the gas and dark matter corresponding
to advection that would occur between zdec and zinit, the redshift at which they start
their simulation. They saw minor effects from including this spatial offset, although
we argue that such an offset would cause more specific changes on individual halos
since the majority of this displacement is accrued at large redshifts. It is likely these
effects may be missed when looking at the statistics of a large volume. In Naoz et
al. (2013), they altered the halo gas fraction fits of Gnedin (2000) to accommodate
the effects of stream velocity. Finally, OLeary & McQuinn (2012) performed a suite
of uniform resolution SPH simulations (with masses of 10 20 Mo), uniform grid sim-
ulations, and AMR simulations whose initial conditions were created via a transfer
function that self-consistently accounts for stream velocity. They looked at the effect
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of box size, resolution, and initial redshift on the formation of the first structures in
the universe with stream velocity included. They found that the box size must be
at least 1 Mpc h−1 to properly resolve the halo mass function up to masses where
halos can cool via molecular hydrogen and form stars. They also found that the best
initial redshift was around 200 to 400, since increasing the initial redshift at these
early times adds little extra computational effort, yet is an effective way to reduce
noise in the power spectrum. The authors then looked at the specifics of gas accretion
onto halos, finding that by adding a stream velocity a significant fraction of the gas is
moved downwind of halos, with the effect most notable with larger stream velocities.
The authors also note that the orientation of filaments with respect to the stream
direction can influence the effect of stream velocities on gas accretion.
In this work, we adopt a new simulation technique and perform multiple cosmolog-
ical hybrid simulations combining the particle-based code GADGET2 and the grid-based
code FLASH (Fryxell et al., 2000) with nested resolution levels to probe the smallest
structures. We investigate the effect of multiple stream velocity magnitudes, and
probe this effect on a range of halo mass scales both by looking at individual halos in
detail, and probing halo statistics. We will also demonstrate how our new simulation
method compares with existing SPH and hybrid methods.
Our hybrid approach taps into the strengths of these two simulation methods.
SPH, which uses a collection of Lagrangian particles, is economical in time and mem-
ory, can be implemented fairly easily, and naturally provides high resolution in the
denser areas in which galaxies form. However, mixing, shocks, and shear layers are
difficult to accurately model with this method as they require excellent capturing of
density fronts, which typically requires implementation of an ad hoc artificial viscosity
(e.g., Thacker et al. 2000; O’Shea et al. 2005; Agertz et al. 2007; Sijacki et al. 2011).
Also, mixing, which requires significant resolution, often occurs in low density regions
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where the SPH method inherently has less resolution. AMR, on the other hand, uses
an Eulerian grid of varying sized cells, which change in resolution according to criteria
specified by the user. An AMR method requires significant memory overhead, but
can add resolution as needed to low density regions and can also circumvent using
an artificial viscosity, making it much better suited for low-density dynamics, mixing,
shocks, and shear layers, and can achieve the multi-scale resolution requirements pro-
vided the memory and computational hardware is available (e.g., Fryxell et al. 2000;
O’Shea et al. 2005; Agertz et al. 2007).
To tap into the strengths of both these methods, we have developed a tool to
take SPH simulations from codes such as HYDRA (Thacker & Couchman 2006A) and
GADGET2 and map them to AMR datasets that can then be evolved further with
the FLASH code (Fryxell et al., 2000). Combined, these two schemes will efficiently
produce the initial conditions of structure formation, while properly modeling the
dynamics of hierarchical merging. Note that this is one of many scenarios where
converting between these methods would greatly benefit the models. Such hybrid
approaches are becoming more popular and are finding new applications, particularly
simulations of cosmological structure formation (e.g., Agertz et al. 2007; Sijacki et al.
2011).
For this work, we first perform two sets of SPH simulations, including stream
velocities between the gas and dark matter. We then implement our tool at an
intermediate redshift to map the SPH datasets into high-precision initial conditions
for an AMR simulation. We determine the effect of stream velocity on the gas fraction
and number density of halos, and on the evolution of structure at various densities,
and how these effects vary between methodologies.
The structure of this paper is as follows. In §3.2 we describe the combined N -body
and SPH simulations performed with GADGET2, our method of mapping the particle
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simulations to an AMR scheme, and the simulation carried out with the FLASH code.
In §3.3 we discuss our results, beginning with the three largest halos and the effect
of stream velocities on their structure and gas fraction. We then focus on radial
density profiles of the largest halo, and finally discuss statistics describing all of the
virialized halos in our volume. We summarize our work and conclusions are given in
§3.4. Throughout this paper we use (ΩΛ,ΩM,Ωb, n, σ8, h−1100) = (0.734, 0.266, 0.0449,
0.963, 0.801, 0.71) (Larson et al., 2011).
3.2 Numerical Methods
3.2.1 Particle Simulations
We first performed one low-resolution cosmological simulation using GADGET2
where our box was 0.75 comoving Mpc h−1100 on a side. This low-resolution simu-
lation had 2563 dark matter particles (each with mass 1.54× 103 M h−1100 ) and 2563
gas particles (each with mass 3.13 × 102 M h−1100). To set up the initial conditions
we us the transfer function from CAMB (Code for Anisotropies in the Microwave
Background; Lewis et al. 2000 and references therein), assuming an initial spectral
slope of n = 0.963 (Larson et al., 2011). CAMB uses a line-of-sight implementation of
the linearized equations of the covarient approach to cosmic microwave background
(CMB) anisotropies. This results in different transfer functions for the dark matter
and baryon components, with the two weighted together to yield the total transfer
function:
δTot = fDMδDM + fBδB, (3.1)
where δDM, δB, and δTot are the resulting linear overdensity for the dark matter,
baryon, and combined components, respectively, and fDM and fB are the mean cosmic
dark matter and baryon fractions, respectively. This simulation began at z = 199
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and was evolved to z = 17.18. We did not include star formation or feedback, but
did include atomic and molecular cooling. We calculated the different ionization
states of hydrogen and helium from the density and temperature following Katz et al.
(1996). Although at such high redshifts collisional ionization equilibrium is perhaps
not appropriate, it is irrelevant since the material remains neutral. We assumed
a primordial number density fraction of molecular hydrogen of H2/H = 1.1 × 10−6
following Palla & Galli (2000) and a primordial deuterium number density fraction
of D/H = 2.7× 10−5 following Steigman (2009). Deuterated hydrogen was set to be
HD/H2 = 6×10−4 by combining Palla & Galli (2000) and Steigman (2009) with their
consideration of the photon-baryon ratio. Given these abundances, we employed the
molecular cooling rates of Gray & Scannapieco (2010) and cooling rates for Compton
scattering against CMB photons as given in Barkana & Loeb (2001).
We then used the friends-of-friends algorithm (Davis et al., 1985) to determine
groups that corresponded to an overdensity of 180, expected from a spherical top-hat
collapse. We took two isolated groups (i.e. not within a few virial radii of another
group of equal or larger mass) with masses of 2.45×106 M and 12.83×106 M, and
performed two simulations statistically identical to the low-resolution simulation, but
with additional resolution centered on each of these two groups. We focus on these
masses as they are near the critical halo mass needed to form stars via molecular
cooling (Yoshida et al., 2003), and also in the range where we expect the most signifi-
cant suppression in halo abundance (Tseliakhovich & Hirata, 2010). We added three
spherically-nested resolution levels resulting in particle masses of 3.01 M h−1100 and
0.611 M h−1100 for dark matter and baryons, respectively, at the highest resolution.
At each level of resolution the modes of the initial spectrum are truncated to ensure
there is no aliasing of high k modes into the low k values (as in Thacker & Couchman
2000).
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We then created two additional instances of each simulation in which we added a
stream velocity to the baryons with respect to the dark matter and a spatial offset
corresponding to the displacement accrued between zdec, the redshift of decoupling,
and z = 199:
∆xs(af) =
∫ tf
0
vs(a)
a
dt, (3.2)
where ∆xs(af) is the comoving displacement of a parcel of gas due to the stream
velocity, vs, by a final time, tf and corresponding final scale factor, af (Naoz et al.,
2012). The added stream velocities were vσxˆ and 2vσxˆ, where vσ is the typical stream
velocity found in Tseliakhovich & Hirata (2010), roughly 30 km s−1 at zdec. These
correspond to ∆xs(z = 199) of 18.5 kpc h
−1, and 37 kpc h−1, respectively. We
enforced the stream velocity over the whole box, as Tseliakhovich & Hirata (2010)
showed that such streams should be coherent over a few Mpc. The resulting six
simulations, summarized in Table 3.1, are referred to as L0, L1, L2, S0, S1, and S2,
corresponding to the fiducial run, the run with a stream velocity of vσ and 2vσ centered
on the larger group and the fiducial run, the run with a stream velocity of vσ and 2vσ
centered on the smaller group, respectively. We refer to L0, L1, and L2 as a group as
Li, and S0, S1, and S2 as a group as Si. These high-resolution initial conditions were
evolved to z = 17.18, before the nonlinear scale reaches an appreciable fraction of the
small simulation volume. At z = 39 we mapped (see §3.2.2) the GADGET2 snapshots
to the AMR code FLASH, corresponding to a scale factor slightly less than half than
the final scale factor, which is before significant collapse of structures.
3.2.2 Mapping SPH to AMR
To map the gas particle field to a grid configuration, we first relate the particle
variables, i.e. position, xi = (xi, yi, zi), velocity, vi = (x˙i, y˙i, z˙i), mass, mi, and internal
specific energy, eint,i, for any given particle, i, to any point in space. We map to the
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gas center-of-mass frame, which translates the stream velocity to the dark matter
particles. Each gas particle also has a smoothing length, hi, and obeys the smoothing
kernel w(r, hi) given by (Springel et al., 2001)
w(r, hi) =
8
pih3i

1− 6
(
r
hi
)2
+ 6
(
r
hi
)3
if 0 ≤ r ≤ hi
2
;
2
[
1−
(
r
hi
)]3
if hi
2
≤ r ≤ hi;
0 if hi ≤ r.
(3.3)
The smoothing kernel has several important properties: it has both continuous
first and second derivatives, and its volume integral over all space is unity. Thus the
density at any point, r, a distance ri = |r− xi| from particle i caused by this particle
is simply
ρ(r)i = miw(ri, hi). (3.4)
The total density is then just the sum over all gas particles’ density contribution to
that point.
Since the conserved quantities are mass, energy (internal and kinetic), and momen-
tum, while the particles track the internal specific energy and the specific momentum,
the velocity and internal specific energy at any point must be the sum of the con-
tributing particle’s velocity and internal specific energy, weighted by the particle’s
density, and normalized by the total density at that point.
We are now in a position to discretize space such that it is represented by a
three-dimensional grid of cells. Each cell can be thought of as a point at its center
whose physical values are equal everywhere in the cell. This is different from the SPH
particles in two main ways: first, as viewed from the grid, every point in space is
characterized by only one particle and its corresponding cell center; and second, the
density is also uniform in a given cell, compared with a density that drops off from
an SPH particle according to the kernel, w(r, hi).
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We evaluate the (ρ, v, e = eint + v
2/2) fields at each cell center and assign these
values to the cell. However, this method will not conserve mass, thus for each particle
we determine a mass correction factor, equal to the ratio of the mass mapped to the
particle’s actual mass and multiply this value to the particle’s contribution to the
density in each cell. In the situation where a particle’s smoothing length does not
reach a single cell center, then its quantities are added to the cell in which it is fully
contained. The final quantities in a cell j are then:
ρj =
N∑
i=1
fiρ(rj)i ≡
N∑
i=1
ρij (3.5)
vj =
1
ρj
N∑
i=1
viρij (3.6)
ej =
1
ρj
N∑
i=1
(eint,i +
v2i
2
)ρij (3.7)
eint,j = ej −
v2j
2
, (3.8)
where subscript i implies it is the quantity associated with particle i, subscript j
implies it is the quantity associated with cell j, and subscript ij implies it is the
contribution from particle i in cell j. The mass correction factor is given by fi, and
cell j has center position rj. N is the number of particles, and recall that a cell farther
than hi from particle i will not have any contribution from i mapped into it.
In preserving the total energy, the resulting internal energy will be slightly in-
creased by the mapping process. The reason for this is that the total kinetic energy
of the AMR grid will always be less than or equal to the kinetic energy of the original
SPH simulation, since mapped momentum from one particle can reduce the mapped
momentum from another. Thus to preserve total energy, we must add the missing
energy to the internal specific energy. This is acceptable as we should interpret this
scenario as having phase velocities in the fluid that are not mapped over.
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The angular momentum is not preserved in general. Consider the case where a
particle does not influence any cells but the one in which it lies. The result to conserve
mass, momentum and internal energy is just to move the particle to the center of the
cell and add it to the other values that cell already has. This clearly changes the
angular momentum of that particle with respect to all points in space. However, for
sufficient resolution this effect should be small, and when a particle is located at the
center of a cell, its angular momentum is conserved. When a particle influences many
cells but is not at a cell center, then angular momentum is changed very slightly.
3.2.3 AMR Simulations
The mapped z = 39 GADGET2 snapshots were treated as initial conditions for six
FLASH simulations. FLASH is an AMR code with blocks of NB,X × NB,Y × NB,Z cells
divided between processors. Each subsequent level in refinement increases the spatial
resolution by a factor of two in each dimension. The relative difference in resolution
between a block and any of its neighbors can be at most a factor of two. For our
simulations we used NB,X = NB,Y = NB,Z = 16, which maximized the ratio of memory
and time spent on the active cells versus the inactive guard cells, while maintaining
an efficient division of the simulation volume. Although the SPH simulations had pe-
riodic boundary conditions, and used comoving coordinates, we performed the AMR
simulations with physical coordinates and outflow boundary conditions, preferring a
fixed maximum physical resolution over a fixed maximum comoving resolution. Our
simulation volume has a side-length of 25.35 physical kpc. We evolved the AMR
simulations to z = 17.18, in agreement with the SPH simulations.
The grid was composed of a high-resolution region, extending 25% beyond the
high-resolution region of the SPH volume to allow for Hubble expansion, and beyond
this was a low-resolution region where we enforced derefinement, since here we only
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needed to accurately model the tidal field. The high-resolution region, centered on
the group of interest, allowed for refinement following the procedure in Turk et al.
(2012). The first refinement criteria depended on the minimum Jeans length in a
block, where the Jeans’ length is given by:
λJ =
√
15(γ − 1)eint
4piGρm
, (3.9)
where γ is the ratio of specific heats of the gas, and ρm is the total mass density.
We ensure that we resolved the Jeans’ length by a factor nj, which we call the Jeans
parameter. Truelove et al. (1997) demonstrated that this must be at least 4 to
stop artificial fragmentation, and for this work we use a value of 16. Second, we
refined the coarsest blocks in this region if its maximum density was four times denser
than cosmological mean. For each additional level of refinement we increased this
overdensity threshold by a factor of 8 × 2−0.3. Derefinement was allowed if 1/48 the
minimum Jeans’ length was resolved and the density was below the lower refinement
level’s density threshold.
To ensure no material from the low-resolution region fell into the high-resolution
region and merges with our group, a mass scalar was used with an enforced value
of unity in the low-resolution region and initially zero in the high-resolution region.
This scalar moved with the fluid flow, and we found that it did not fall into the high
resolution region.
During the AMR simulations we used the same cooling source terms as in the SPH
runs, although we also accounted for possible chemistry following Gray & Scannapieco
(2010). We argue that up until z = 39 little chemistry has taken place, thus not
accounting for chemistry in GADGET up to this point should be acceptable.
FLASH also includes particles that we used to represent dark matter, which we
simply move directly from GADGET to FLASH. Dark matter mass is mapped to the
37
grid after each hydro step using the cloud-in-cell method (Birdsall & Fuss 1997).
The gravitational potential is then calculated based on the total mass density, and
accelerations are interpolated back on to the particles such that there is no self-force.
When a dark matter particle is advected beyond the simulation volume it is removed
from the simulation.
We set the maximum resolution to 1/8192 the size of the box, corresponding to 10
levels of refinement. This was chosen to ensure a single dark matter particle was not
mapped to a sufficiently small cell as to overwhelm the total density, which would lead
to unrealistic collapse of gas. This maximum resolution, combined with the Truelove
condition that the Jeans’ parameter, nj,T , be at least 4, sets a maximum density for
gas with some specific internal energy, above which unrealistic fragmentation would
occur. This maximum baryon density is then given by
ρmax,b =
15Ωb(γ − 1)eint
4piGΩmn2j,Tx
2
min
= 8.2× 10−22
(
eint
1011 erg g−1
)(
Ωb
Ωm
)
g cm−3,
where xmin is the minimum zone size which for our simulations is 3 pc.
3.3 Results
3.3.1 Delay of Structure and Gas Fraction
We begin by looking at the qualitative effects of a stream velocity on structures at
z = 17.18. In both of the vs = 0 simulations, we identified the three largest halos, all
of which had their masses in the most affected mass regime presented by Tseliakhovich
& Hirata (2010). We then identified these same halos in the vs 6= 0 simulations. In
Figure 3.1 we show gas density projections centered on the three largest halos in the
Li simulations, labeled AMR-L:1-3, which in the vs = 0 simulation have dark matter
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Figure 3.1: Gas density projections of the three most massive halos in the Li AMR
simulations, which in the vs = 0 simulation have masses of 31 × 105 M (top row),
13×105 M (third row), and 8.9×105 M (fourth row), and the most massive halo in
the SPH run (second row). In all rows, the left, middle and right columns correspond
to vs/vσ = 0, 1, 2, respectively. In all panels, the white horizontal bar has a physical
length of 100 pc, and the stream velocity is from the left to the right. This figure is
generated using the yt toolkit (Turk et al. 2011, http://yt-project.org/).
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masses of 31, 13 and 8.9 ×105 M, respectively. The center of mass of each halo is
at the center of each spherical projection, where the spherical region projected has a
radius eight times larger than the average distance of the halo dark matter particles
from its center of mass. This allows us to examine the effect of the stream velocity
on a range of scales.
Here we see that, in the presence of a stream velocity, structure is less evolved
on all scales. Within the halo, the overall gas mass is reduced and the peak gas
density is decreased. Outside the halos, the accretion lanes have lower densities and
are displaced further downwind. By comparing the structures around the two most
massive halos, we can also see the dependence of streaming effects on orientation. In
the top row, where two accretion lanes are normal to the stream velocity, we see a
dramatic reduction in structure as vs moves from 0 to 2vσ, while in the middle row,
where the accretion lanes are parallel to the stream velocity, we see that structure
reduction is much more moderate.
A comparison between the first two rows in Figure 3.1 illustrates that differences
between the SPH simulations and the AMR simulations are mostly minor, which
gives us confidence that our mapping tool reproduces the SPH simulation reasonably
well in the AMR initial conditions. Low density gas in the AMR simulations appears
slightly smoother, since it is better able to resolve these regions. In particular, in
AMR schemes, low density accretion lanes look more defined in the cases with non-
zero stream velocity, showing that these structures require significant resolution to
accurately model their evolution. Furthermore, the SPH simulations appear slightly
denser in the core of the halo. This may be due to over-efficient cooling in the SPH
models, which we discuss further below. Note that here and in all comparisons with
the SPH runs, we have mapped the SPH data to the AMR grid before working with
it, so the analysis is identical.
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Figure 3.2: Dark matter projections of the largest halo in the Li AMR simulations
(top row) and SPH simulations (middle row), at z = 17.18 with the left, middle and
right image corresponding to vs/vσ = 0, 1, 2, respectively. The white horizontal bar
has a physical length of 100 pc. The bottom row shows projections of dark matter in
the L0 run at z = 17.18, z = 17.45, and 17.60, for comparison with the vs 6= 0 runs.
In Figure 3.2, we show projections of the largest halo’s dark matter distribution
for the Li AMR and SPH simulations at z = 17.18. The dark matter is near identical
between the two methods, and in both methods the presence of a stream velocity has
only a minor effect on the dark matter, resulting in a slightly delayed evolution in
the core of the halo. This is possibly caused by the reduced gravitational potential
resulting from the missing gas. To show this, we plot earlier epochs from the AMR
L0 simulation in the bottom row. We can see some similarities between the core at
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z = 17.45 and the z = 17.18 L1 simulation, while the z = 17.18 L2 simulation appears
to be even less evolved than the z = 17.60 projection. This suggests that the stream
velocities can be thought of as a damping term, delaying the collapse of the densest
structures.
In Figure 3.3, we show gas density projections centered on the three largest halos
in the Si simulations, labeled AMR-S:1-3. These halos have dark matter masses of
8.0, 2.5 and 0.88 ×105 M in the vs = 0 case. Again we see a significant reduction
in structure on all scales, and given the weaker gravitational potentials involved, this
is even more dramatic than in the Li run. Thus for example, the streaming velocity
is able to remove almost all of the gas from the 0.88 ×105 M halo in the vs = 2vσ
run, and the filament connecting S:2 and S:3, whose density is ≈ 10−24 g cm−3 in the
vs = 0 run, is extremely tenuous in the vs = 1 run, and absent almost completely in
the vs = 2vσ run. Finally, comparisons between the dark matter distributions between
the runs, and comparisons between the AMR and SPH simulations reveal the same
conclusions as for the Li simulations, and thus we omit these plots for brevity.
To quantify the effects of the stream velocity, we followed each of these six halos
through time and determined at what point their total matter density reached a
threshold density of ρthresh = 10
−22 g cm−3, corresponding to roughly one order of
magnitude below the densest structures that can form for 1011 erg g−1 gas. We also
find at what point their gas density reached a threshold density of 3× 10−24 g cm−3.
The redshift at which these thresholds are reached is given in Table 3.2, except for the
two smallest halos for non-zero stream velocities, which do not reach the threshold
density. For these halos we include the peak density reached. Also included are
the masses, virial radius as given by the HOP group finder (Eisenstein & Hut 1998)
included in the yt visualization and analysis toolkit (Turk et al. 2011, http://yt-
project.org/),, and the virial radius assuming a spherically uniform overdensity of
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Figure 3.3: Density projections of the three largest halos in the Si simulations, with
the top, middle and bottom rows corresponding to the first, second, and third largest
dark matter halos in the vs = 0 simulation, respectively, and the left, middle, and
right columns corresponding to vs/vσ = 0, 1, 2, respectively. The white horizontal bar
has a physical length of 100 pc. Note that the S:3 halo is a companion to halo S:2,
and also appears in the upper-left corner of the plots in the second row.
200. Smoothing lengths were determined for the dark matter particles by the HOP
group finder. These lengths were given by the distance to the 49 nearest particles.
We see that the total density of larger halos typically reach ρthresh earlier, although
this is a stochastic process resulting from major merging events. The inclusion of a
stream velocity can delay the halo from reaching the threshold by ∆z ' 1 − 3 for
vs = vσ and ∆z ' 1-7 for vs = 2vσ. The delay is typically greater between the vs = 0
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and vs = vσ simulations than it is between the vs = vσ to vs = 2vσ simulations.
This suggests that while the inclusion of a stream velocity will have a major effect
on the formation of structure in this mass range, the magnitude of this effect does
not increase arbitrarily with the magnitude of the stream velocity. The delay of
collapse is even more dramatic when looking at the gas density, with ∆z ' 3-5 for
vs = vσ and ∆z ' 6-12 for vs = 2vσ. To determine the expected value of delay for a
given streaming magnitude would require a more thorough analysis of multiple halos’
evolution with multiple stream velocity magnitudes, which is well beyond the scope
of this work.
Table 3.2: Redshift of Halo Collapsea
Simulation Li Si
MDM (10
5 M) 31 13 8.9 8.0 2.5 0.88
rv (pc) 240 190 200 170 170 89
rv,sph (pc) 270 200 180 170 120 83
ρgas > 3× 10−24 g cm−3
z(vs = 0) 30.2 30.8 26.6 24.6 28.0 21.8
z(vs = vσ) 25.1 26.4 21.9 21.9 22.8 2.63
a
z(vs = 2vσ) 20.9 18.5 20.3 18.7 1.65
a 0.65a
ρtot > 10
−22 g cm−3
z(vs = 0) 27.4 29.3 22.6 22.9 25.3 19.8
z(vs = vσ) 24.7 26.3 21.9 21.9 23.4 83
a
z(vs = 2vσ) 23.7 22.9 21.4 20.2 20.7 78
a
aIf threshold value not reached by z = 17.2, the peak
density reached is given (10−24 g cm−3).
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3.3.2 Radial Profiles
Radial plots of the gas fractions in the three largest halos in the Li and Si simu-
lations are given in Figure 3.4. Here, we have smoothed the dark matter mass over
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Figure 3.4: Radial profiles of the gas fraction for the three largest halos in the Li
(top) and Si (bottom) runs, with the largest halo on the left and the smallest halo
on the right. For the largest halo in Li and Si, we compare the AMR result (left)
with the SPH result (right). The horizontal dotted line is the cosmic average. The
solid, dashed, and dotted lines are for vs/vσ = 0, 1, and 2, respectively. Radius is
plotted in units of HOP virial radius of the fiducial run (see Table 3.2). For the SPH
simulations the gas and dark matter particles have gravitational softening lengths of
roughly 1 pc. For the AMR simulations, the dark matter has a softening length equal
to the grid resolution, 3 pc. The gravitational softening lengths are therefore quite
small with respect to each halo’s virial radius, with r/rv < 0.05 for all.
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a flat kernel with a radius of 2.25 times the width of the cell containing the dark
matter particle. The central gas density profiles are very flat since they heat to the
virial temperature but have not had time to cool and collapse further, while the dark
matter density profiles are cuspy (see §3.3.2). The result is a central dip in the gas
fraction. The top row corresponds to the three largest halos in the AMR Li sim-
ulations with the largest on the left and smallest on the right, with the radial gas
fraction of the largest halo in the SPH Li simulations added for comparison. The sec-
ond row corresponds to the three largest halos in the Si simulations, with again the
largest halo from the SPH simulations added for comparison. We see that the stream
velocity typically causes a significant decrement in the gas fraction of the halos, with
the effect most prominent in the least massive halos and the fastest stream velocities.
Orientation also appears to be important as AMR-L:2 has very little variation in gas
fraction for different stream velocities, while Halo-L:1 has a significant reduction in
gas fraction, even though it is the most massive halo. We also see subtle variations
in between the AMR and SPH simulation, but some of this may be due to imperfect
centering.
To further compare the halos developed in the AMR and SPH simulations, and
contrast their differences with other works in the literature, we plot their radial en-
tropy (S ∝ p/ργ) profiles in Figure 3.5. We see, particularly in the vs = 0 case, that
SPH has a lower entropy in the cores of halos as noted in many previous studies (e.g.,
see Mitchell et al. 2009; Sijacki et al. 2011), while at farther distances the discrepancy
is reduced. Surprisingly, we also see that this discrepancy is reduced with increasing
stream velocity. Mitchell et al. (2009) showed that the majority of the central entropy
missing from SPH simulations is due to undermixing in these runs with respect to the
AMR simulations. We thus conclude that the inclusion of a stream velocity reduces
this undermixing, perhaps by reducing gas structure on the smallest scales. We also
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Figure 3.5: Radial profiles of the gas entropy, S ∝ p/ργ, for the largest halo in the Li
simulations (left) and averaged over all six largest halos in the Li and Si simulations
(right). The solid, long-dashed, and dashed lines are for the AMR vs/vσ = 0, 1, and
2, respectively, while the dashed-dotted, dashed-double-dotted, and spaced dashed
lines are their respective SPH results.
see that the inclusion of a stream velocity leads to a somewhat larger entropy profile,
although this effect is not monotonic.
For the largest halos in the six simulations, we investigated the effect of the stream
velocity on the radial density and temperature profiles. In Figure 3.6 we plot a phase
diagram of the largest halo in each of the Li simulations with the AMR runs on the
left and the SPH runs on the right, and overplot the average gas and dark matter
density profile, and a Navarro et al. (1997) profile as a magenta dashed line, given
by:
ρ(r) =
ρc
cx(1 + cx)2
c3
3F (c)
g cm−3, (3.10)
ρc = ∆Ωm(1 + z)
3ρcrit, (3.11)
F (t) ≡ ln(1 + t)− t
1 + t
, (3.12)
where c is the concentration parameter, ∆ is the overdensity, ρcrit is the critical density,
and x is the dimensionless radius with x = r/rvir, the virial radius. In Figure 3.6,
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Figure 3.6: Average radial density profiles overlaid on phase diagrams for the largest
halo in Li for the AMR (top) and SPH (bottom) runs, with vs = 0, vσ, and 2vσ for
the left, center, and right columns, respectively. In all panels, the color corresponds
to the average temperature as a function of radius and density, the solid black lines
give the average gas and dark matter density profiles, and the dashed magenta line
gives a Navarro et al. (1997) profile, using a concentration parameter of 1.7, and an
overdensity of 500. For comparison, in the vs 6= 0 plots, we also plot the L0 results
as a blue dashed line. These are plotted out to the virial radius of the L0 case. For
the SPH simulations the gas and dark matter particles have gravitational softening
lengths of roughly 1 pc. For the AMR simulations the dark matter has a softening
length equal to the grid resolution, 3 pc.
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this profile uses a concentration parameter of 1.7 and an overdensity of 500 (expected
since the HOP virial radius is smaller than a spherical overdensity corresponding to
200). The overplotted dark matter density profiles are the result of slight smoothing,
which can cause a slight decrease in the central density as it smooths into the outer
cells, corresponding to 2.15 × 1019 cm, where the dark matter density drops below
the Navarro et al. (1997) profile. For the vs 6= 0 plots, we also plot the L0 results as
a blue dashed line for comparison.
We can clearly see that although the addition of a stream velocity reduces the
overall gas density and temperature, it has a much smaller effect on the dark matter
density profile. We can also see the hot dense virialized gas in the interior, and cold
dense matter from an accretion lanes, which appear to penetrate the halo much more
efficiently at large stream velocities. The SPH runs are very similar, and are cooler
in the cores, suggesting that they either shock-heat to a lower virial temperature,
or are able to cool more efficiently. This is a similar result as seen in Frenk et
al. (1999), where the SPH simulations consistently had declining radial temperature
profiles in the core of their cluster, while grid-based methods had an increasing radial
temperature profile. In general, the SPH central under-density ratio for the vs 6= 0
cases, ρ(r=0; vs)/ρ(r=0; 0), are smaller than the AMR underdensity ratio for the same
vs, and this discrepancy is more pronounced for larger vs.
In Figure 3.7 we show the same results for the largest halo in the Si simulations,
and see identical trends, where here the Navarro et al. (1997) profile has a clumping
factor of 3.8 and an overdensity of 200. Again, the gas density and temperature are
reduced when a stream velocity is added, while in this case, the dark matter profile
is essentially the same across the runs.
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Figure 3.7: Same as Figure 3.6, but with the largest halo from the Si simulations.
The Navarro et al. (1997) fit uses a clumping factor of 3.8.
3.3.3 Halo Statistics
To understand quantitatively how the stream velocity affects halo number density
and gas fractions as a function of mass and streaming magnitude, we again identified
halos using the HOP method, rejecting objects that include low-resolution particles,
have less than 100 particles, or do not have an overdensity of 160. HOP can form
halos with severely triaxial dimensions, thus to properly account for gas mass in the
halo we determined the ellipsoid based on the moment of inertia tensor:
Ti,j =
N∑
n=1
(xni − xCOMi )(xnj − xCOMj ), (3.13)
where we sum over the N particles in the halo, each particle has position xn with
components xni , and the halo has a center of mass coordinate x
COM. We determine
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the eigenvalues of this tensor, which are the squares of the ellipsoids three principal
axis dimensions, rescale these values to be consistent with the average distance of a
particle in the halo from its center-of-mass, and finally calculate the gas and dark
matter mass inside this ellipsoid.
We determine the cumulative number density of these halos as a function of the
total mass within the ellipsoid, shown in the top left of Figure 3.8 for the Li and
Si simulations combined. The simulations are shown in solid black, dashed red, and
dotted green lines corresponding to the vs/vσ = 0, 1, and 2 simulations, respectively.
Included are also our Poisson noise for the vs = 0 case, given by gray boxes.
We see that the stream velocity has little effect on the mass density function at
lower masses, as seen previously in Naoz et al. (2012). This mass range is well below
the regime of peak suppression, M = 2 × 106 M (Tseliakhovich & Hirata 2010),
which we omit here due to only having a small sample in such a small box. At
higher masses near this regime we can see a small reduction in the number density.
If we assume a standard Press & Schecter (1974) formalism, we should expect the
cumulative number density to be given by:
Φ(M)dM ∼M−PdM ∼M−1+(neff+3)/6dM, (3.14)
where neff is the effective spectral index, the slope of the power spectrum at a par-
ticular scale. Similar to Naoz et al. (2012) who found P ' 0.94 for their 2563 and
5123 simulations, we find P = 0.9, or neff = −2.4. We would expect neff ' −2.6 for
this mass range based on the CAMB power spectrum. The most significant cause
of this difference is that we are looking at a rare piece of the universe, where larger
structure is prevalent, which artificial flattens the spectral index. The second reason
is that we are discarding physically compact halos, and are not resolving less massive
halos, both of which would act to flatten the spectral slope. At very small mass the
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Figure 3.8: Halo statistics for our combined AMR (left) and SPH (right) simulations.
Solid black, dashed red, and dotted green lines corresponding to the v = 0, 1, and
2vσ simulations, respectively. Top: cumulative number density as a function of total
mass, with gray boxes illustrating the Poisson noise. Middle: average gas fraction
of halos above a total mass. Bottom: square root of the variance of gas fraction of
halos above a total mass. The gray hatch highlights the mass regime where some
halos have less than 500 dark matter particles, the number necessary to resolve the
gas fraction within 20% (Naoz et al., 2009).
52
cumulative halo density leaves the power law as we are not resolving the halos well,
with only about 102 particles in a single halo, and are throwing out a majority of the
halos as they are too compact to sample the gas.
For each halo we also determine the average gas fraction, fg, where:
fg =
Mg
MDM +Mg
=
Mg
Mtot
, (3.15)
where Mg is the gas mass, MDM is the dark matter mass, and Mtot is the total mass
within the halo’s ellipsoid. These are then averaged across all halos above a given
total mass, shown in the left middle panel of Figure 3.8, while the gas fraction variance
of these halos,
√
σ2fg , is shown in the bottom left panel. Note that we have very few
large halos since we have such a small box, and our statistics are particularly noisy
above ≈ 105 M. At smaller masses we highlight the regime where some halos have
less than 500 dark matter particles, the number necessary to resolve the gas fraction
within 20% in previous SPH simulations (Naoz et al., 2009). For consistency we also
highlight the same mass range in the SPH simulations.
In the vs = 0 simulations, the gas fraction is quite small in the least massive halos,
and approaches the cosmic mean in the largest halos, similar to that found in Naoz et
al. (2013). We see that by including a stream velocity the gas fraction is significantly
reduced, with the total average gas fraction dropping by almost 50% as vs goes from
0 to vσ and by almost 50% again as it increases to 2vσ. This is to be expected, as
gas is moving with respect to the dark matter gravitational potential, and is less
able to be captured. In the vs = vσ simulations the effect of streaming is roughly
an absolute reduction in gas fraction by ≈ 0.01 at all masses, while doubling the
stream velocity roughly doubles this effect, with a slightly more dramatic reduction
at 105 M. Clearly halos are unable to maintain their gas content which is translated
out of their potential. In the right side of Figure 3.8, we plot the same quantities
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for the SPH results at z = 17.18. We see almost the exact same results as the AMR
simulations, which gives us confidence in both the ability for SPH and AMR methods
to give consistent statistical results in cosmological simulations.
In both earlier work by Greif et al. (2011), and our work looking at specific massive
halos below, we consider the possibility that halos preferentially pointing along the
stream velocity may be affected less severely. However, our analysis of the gas fraction
as a function of the x-component of the principal halo axis revealed no discernible
dependence on orientation. This is a bit at odds with the individual halo results we
discuss above. To better understand this in the future would require a larger volume,
with a larger number of high-resolution halos.
3.4 Summary and Conclusions
Due to the impact of radiation pressure, substantial relative stream velocities be-
tween the gas and dark matter persist after recombination, and these can have an
important impact on the formation of the first cosmic structures. To study the effect
of such stream velocities in detail, we have run six high-resolution SPH cosmologi-
cal simulations from z = 199 to z = 39, converted these SPH datasets to an AMR
data sets, and continued the simulations down to z = 17.2, the epoch at which the
first nonlinear structures were able to accrete gas. We have also continued the SPH
simulations down to z = 17.2, to provide a check of our mapping routine and a way
to highlight differences in studying this problem using two computational methods.
Differences may arise from the contrasting methods of modeling physics in the two
methods, such as the gravitational potential calculation, the ability to conserve an-
gular momentum, and the Galilean (in)variance of advected flow, to name a few. In
general we found that while the AMR method did provide better resolution in low
density regions, this did not have a dramatic effect on the properties of the halos
formed in our simulations, with the exception of the central entropy profiles.
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In each simulation set, we investigated the properties of the three most massive
halos in detail. Similar to Greif et al. (2011) and O’Leary & McQuinn (2012) , we find
that the presence of a stream velocity suppresses structure formation both within and
around these objects, and this suppression is strongest at the smallest halo masses and
for the largest stream velocities. Within the halos, the presence of a stream velocity
reduces the core gas density, and lowers the overall gas content. On larger scales,
we see possible indications that gas accretion flows are particularly affected if they
are perpendicular to the stream velocity. For halos in simulations including stream
velocities, the dark matter projections were also somewhat less evolved, consistent
with smaller gravitational potentials due to the reduction in gas content.
To quantify the delay of collapse produced by stream velocities, we determined
when each massive halo achieved a total mass peak density of 10−22 g cm−3, and when
the gas density reaches a peak of 3×10−24 g cm−3. We find a ∆z ' 1−3 between the
fiducial runs and the vs = vσ runs for the total mass density reaching its threshold,
while the gas density can be delayed up to a ∆z = 5. We find that in general there is
a smaller delay between the vs = vσ runs and the vs = 2vσ. This is roughly the same
delay observed by Greif et al. (2011), although they were able to follow their gas to
much higher densities. Radial gas fractions are severely reduced in the smallest of the
halos, and the loss of gas from the largest halos appears to depend on its orientation,
an effect similar to that seen in Greif et al. (2011) and O’Leary & McQuinn (2012).
Radial entropy profiles show that stream velocities act to increase the core entropy,
although this effect is not monotonic with stream velocity.
For the largest halo in each simulation set we plotted the radial gas and dark
matter profiles along with a radial phase diagram illustrating gas density and tem-
perature. Our density profiles are well modeled by a Navarro et al. (1997) profile with
concentration parameters of 1.7 and 3.8, although the dark matter density is slightly
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reduced when we include a stream velocity. The gas is diminished with increasing
stream velocity, and is cooler, with cold accretion flows penetrating deeper into the
halo without showing signs of shock heating to the virial temperature. Thus the virial
radii, mass and temperature of these halos are reduced by including a stream velocity.
Looking at the statistical properties of the full halo population, we find that in-
cluding stream velocities has almost no effect on the cumulative halo mass density
over the mass range of 103 - 106 M, up to and including the peak expected suppres-
sion scale (Tseliakhovich & Hirata, 2010). We stress however that our simulations
span two regions specifically selected for their rare overdensity. On the other hand,
the average gas fraction of each halo mass bin is significantly reduced by incorporat-
ing a stream velocity, and the effect is greater for larger velocities. The gas fraction
is approximately reduced by a factor of 2−vs/vσ from the fiducial run. Both of these
results are consistent with a number of previous studies, including the low resolution
work by Maio et al. (2011) and Naoz et al. (2012). This reduction in gas fraction will
lead to delayed star formation in a range of galaxy mass, with the largest effect in
regions with the largest stream velocity.
Finally, inspired by the orientation effects seen in the largest halos we have sim-
ulated, we fit all halos with ellipsoids and attempted to measure an increase in gas
loss for halos oriented perpendicular to the stream velocity. Unfortunately, these
results were inconclusive given the statistics available from our limited halo popu-
lation. Such orientation-dependence would make an interesting subject for further
study, as it would act to moderate the effects of stream velocities in a select fraction
of high-redshift halos.
Although the six largest halos are only barely large enough at z = 17.2 to produce
star formation via molecular cooling (Yoshida et al., 2003), we can estimate their
mass growth from linear theory by assuming that σ(M)/(1 + z), and thus the bias,
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remains roughly constant. This gives that the virial temperature of these halos, Tv =
720(M/106 M)2/3(1+z)/10 K, will be greater than 104 K by z ≈ 13. This will permit
atomic cooling, leading to even more efficient star formation. The increased entropy
of these halos, along with their delayed collapse, suggests that the gas component of
halos that include stream velocities will not grow as quickly, will take longer before
atomic cooling is possible, and will have a delayed episode of first star formation.
Such a delay in star formation was observed in Maio et al. (2011). The epoch of
reionization, driven by the ionizing flux from the earliest stars, is likely to be delayed
as well.
Meanwhile, it has also been suggested that gas-rich minihalos act to delay the
evolution of reionization by shielding the intergalactic medium (IGM; e.g., Shapiro &
Giroux 1987; Barkana & Loeb 2002; Illiev et al. 2005A; Ciardi et al. 2006; McQuinn et
al. 2007). Since the gas fractions in our minihalos are reduced when stream velocities
are included, their ability to shield the IGM is reduced. This suggests that while
stream velocities act to delay the onset of reionization, they can also accelerate its
evolution. Further understanding these competing effects will require high-resolution
large-scale simulations that include ionization sources and radiative transfer. Recent
work (e.g., McQuinn & OLeary 2012; Visbal et al. 2012) has begun this investigation,
finding to first order that stream velocity between baryons and dark matter leave an
imprint on reionizations effect on the 21cm background signal. The measurements
of the onset and extent of reionization (e.g., Pritchard & Loeb 2012; Bowman et al.
2008; Liu et al.2013) from future 21 cm experiments, such as the Precision Array for
Probing the Epoch of Reionization (Parsons et al. 2010), the Murchison Wide-field
Array (Tingay et al. 2012; Bowman et al. 2013), and the Low Frequency Array
(Rottgering et al. 2006), will be necessary to directly constrain these models.
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This is the first study of its kind using the AMR method with initial conditions
derived from SPH datasets, and the consistencies between the SPH and AMR are an
excellent demonstration of the effectiveness of the two methods, as well as our ability
to translate between them. However, we do see that mixing in the low density regions,
a likely occurrence with stream velocities included, may be slightly dampened in SPH
methods, as expected from Agertz et al. (2007), while cool low-density accretion flows
are more tenuous in SPH methods. Also, radial entropy profiles show the typical
result that the SPH methods result in lower central entropy values than their AMR
counterparts (Mitchell et al., 2009), mostly due to undermixing in the SPH cores.
This discrepancy is less pronounced with increasing stream velocity, perhaps due to
an overall reduction of structure at the smallest scales. Future work refining the
details of star formation in the first structures should keep these issues in mind, as
one may need to consider grid methods to understand the essential accretion flows
and their role in providing cool gas, which can be affected by the presence of stream
velocities.
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Chapter 4
FORMATION OF COMPACT CLUSTERS FROM HIGH RESOLUTION
HYBRID COSMOLOGICAL SIMULATIONS
The early Universe hosted a large population of small dark matter ‘minihalos’
that were too small to cool and form stars on their own. These existed as static
objects around larger galaxies until acted upon by some outside influence. Outflows,
which have been observed around a variety of galaxies, can provide this influence
in such a way as to collapse, rather than disperse the minihalo gas. Gray & Scan-
napieco (2010) performed an investigation in which idealized spherically-symmetric
minihalos were struck by enriched outflows. Here we perform high-resolution cosmo-
logical simulations that form realistic minihalos, which we then extract to perform a
large suite of simulations of outflow-minihalo interactions including non-equilibrium
chemical reactions. In all models, the shocked minihalo forms molecules through non-
equilibrium reactions, and then cools to form dense chemically homogenous clumps
of star-forming gas. The formation of these high-redshift clusters may be observable
with the next generation of telescopes, and the largest of them should survive to the
present day, having properties similar to halo globular clusters.
4.1 Introduction
The observed history of large-scale structure formation is well explained by the
cold dark matter model with a cosmological constant term (e.g., Spergel et al. 2007;
Larson et al. 2011). This theory posits that small-scale perturbations in the dark
matter density merged hierarchically over time, leading to larger perturbations that
continued to coalesce into even larger structures, while underdensities became large
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voids (e.g., White & Rees 1978; White & Frenk 1991; Kauffmann et al. 1993; Cole et
al. 2000; Bower et al. 2006). The gas dynamics were almost completely dictated by
these dark matter potentials. Thus, massive baryonic objects formed at later times,
while a large population of smaller objects formed early.
At the poorly constrained redshifts before reionization, it is then expected that
there existed a large population of small gravitationally bound clumps of dark matter
and gas, whose masses were much smaller than galaxies today. At temperatures be-
low ≈ 104 K, transitions in atomic hydrogen and helium are not excited, leaving gas
to cool radiatively through molecular excitations and dust emission. Although some
molecules may have survived from recombination and cooled the earliest structures
(e.g., Abel et al. 2002; Bromm & Clarke 2002; Turk et al. 2009; Stacy et al. 2010),
they would have produced stars that disassociated these molecules, suppressing cool-
ing in neighboring perturbations (Galli & Palla 1998). Furthermore, it is unlikely
that even with some molecules surviving further, they could have effectively cooled
such small structures (e.g. Whalen et al. 2008; Ahn et al. 2009). Thus, the subset
of these low-mass objects with virial temperatures below 104 K, so-called “miniha-
los”, persisted as sterile objects, unable to cool and form stars without an external
influence.
Some of these minihalos may have been located near starbursting galaxies, which
can drive outflows powered by supernovae, as have been observed around a variety
of galaxies at a range of redshifts (e.g., Lehnert & Heckman 1996; Franx et al. 1997;
Pettini et al. 1998; Martin 1999; Heckman et al. 2000; Veilleux et al. 2005; Rupke
et al. 2005; Chung et al. 2011). It is expected that these observed starbursts
are a small example of a much larger, earlier population that predated, and likely
drove, reionization (Scannapieco et al. 2002; Thacker et al. 2002; Ferrara & Loeb
2013). Although these galaxies also produced ionization fronts that disassociated their
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environments, and Shapiro et al. (2004) and IIliev et al. (2005B) have demonstrated
that minihalos that are first struck by the ionization fronts are evaporated on a
timescale of 10-100 Myr, Fujita et al. (2003) showed that the outflows of such galaxies
can trap this ionizing radiation, shadowing regions around the starbursting galaxies.
Thus, some neutral minihalos could have been sheltered from ionization fronts, and
interacted with a kinematic outflow first. Furthermore such interactions, through
non-equilibrium processes, could have induced the formation of molecular gas that
could cool the gas sufficiently to induce star-formation.
Gray & Scannapieco (2010; 2011A; 2011B) (hereafter GS10, GS11A, GS11B) per-
formed idealized simulations of this interaction, which featured a spherical isothermal
gas cloud embedded in a static analytic dark matter potential. Together the dark
matter and gas represented a minihalo, which followed an NFW radial density profile
(Navarro, Frenk, & White 1997), and it was embedded in a uniform background.
The starburst outflow, on the other hand, was modeled as a plane-parallel shock of
material inflowing from the x boundary. GS10 also enacted a 14-species primordial
non-equilibrium chemical network with associated cooling terms. As the shock struck
the minihalo, it catalyzed the creation of H2, while mixing in some of its enriched
material. As much as 100% of the baryonic material of the minihalo collapsed into
a small ribbon of gas that extended well out of the dark matter potential, that then
cooled via H2. For one simulation they included a UV background, assuming an op-
tically thin medium, and found a reduced abundance of H2, but still sufficient to cool
the minihalo gas. Regardless of a UV background, they found that the ribbon eventu-
ally collapsed into several distinct clumps, whose properties were remarkably similar
to present-day halo globular clusters. GS11A enacted a K-L two-equation sub-grid
turbulence module and metal-line cooling, which allowed for more efficient mixing of
enriched shock material into the collapsed minihalo gas, and allowed this enriched
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material to add to the net cooling. GS11A found very similar results as GS10, pro-
ducing a population of clusters very much like halo globular clusters. Finally, GS11B
performed a parameter suite that looked into the effect of minihalo mass, clumping
factor, and angular momentum, outflow energy and enrichment, minihalo-starburst
separation, redshift, and UV background on the characteristics of the interaction and
its resulting clusters.
Cosmological simulations show that virialized structures are typically found at
the nodes of a fractal-like cosmic web (e.g. Springel et al. 2005A). Thus minihalos
were found at the intersections of cosmic filaments, likely with higher-mass objects
nearby. Their dark matter was a dynamic background, that responded to gas dy-
namics. Although the average radial profile of minihalos likely did follow an NFW
profile, they were not perfectly isotropic. These characteristics make minihalos quite
different than the idealized gas clouds simulated in GS10, GS11A, and GS11B.
In fact, the isotropy in their work may have been the cause of the small collapsed
ribbon of material along the x-axis, resulting from the shock wave converging at the
antipodal point. It is also unclear how reasonable it is to treat the dark matter as
a static analytic term. As densities in the collapsing gas eventually exceeded those
in the dark matter, perhaps a more dynamic treatment of the dark matter might
uncover motions that significantly affect the future evolution of the gas.
In this work, we address these issues by generating a range of minihalos in high-
resolution cosmological simulations. Then, having isolated the desired objects and
their immediate environments into a new simulation volume, we simulate their inter-
actions with starburst-driven outflows. In this way we are able to understand this
interaction in much more detail as it occurred in the early Universe, and contrast it
with the idealized minihalo-outflow simulations previously undertaken.
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The structure of this paper is as follows. In §4.2 we describe the SPH cosmo-
logical simulations used to make the initial conditions, while in §4.3 we discuss the
AMR outflow-minihalo interaction simulations, followed by our post-processing tech-
niques. In §4.4 we discuss the results from our parameter suite, and in §4.5 we
present simulated high and low-redshift observables derived from these results. We
summarize our work and give conclusions in §4.6. Throughout this paper we use
(ΩΛ,ΩM,Ωb, n, σ8, h
−1
100) = (0.734, 0.266, 0.0449, 0.963, 0.801, 0.71) (Larson et al.,
2011).
4.2 Particle Simulations
As a first step, we performed a low-resolution cosmological simulation using the
smoothed-particle hydrodynamic code GADGET-2 (Springel et al. 2001; Springel
2005B) in a box that was 2.57 comoving Mpc on a side. This had 2 spherically
nested resolution levels, the lowest resolution level spanning the whole volume, and
the next level spanning a sphere centered in the box with a radius a quarter of
the box size. Each level had effectively 1923 dark matter particles (with masses of
7.39×104 M and 9.24×103 M) and 1923 gas particles (with masses of 1.51×104 M
and 1.87 × 103 M). At each level of resolution the modes of the initial spectrum
are truncated to ensure there is no aliasing of high k modes into the low k values
(as in Thacker & Couchman 2000; Richardson et al. 2013). Initial conditions were
generated using the transfer function from CAMB (Lewis et al., 2000), assuming an
initial spectral slope of n = 0.963. CAMB uses a line-of-sight implementation of
the linearized equations of the covariant approach to cosmic microwave background
(CMB) anisotropies. This results in different transfer functions for the dark matter
and baryon components, with the two weighted together to yield the total transfer
function. This simulation began at z = 199 and was evolved to z = 15.4. We
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did not include star formation or feedback, but did include atomic and molecular
cooling. We calculated the different ionization states of hydrogen and helium from
the density and temperature following Katz et al. (1996). Although at such a high-
redshift collisional ionization equilibrium is perhaps not appropriate, this assumption
is irrelevant since the material remains neutral. Additionally, the structures on which
we focus are not particularly rare and have virialized only recently. Rarer objects,
with larger peak densities that virialize at earlier times and are then essentially inert
require non-equilibrium chemistry to allow for the build up of molecular hydrogen.
Instead, our objects have lower densities and have had less time to accumulate H2,
and thus the non-equilibrium formation of H2 should not be a dominant component of
their evolution. This is consistent with Richardson et al. (2013), who compared halos
formed in SPH simulations, which used the same equilibrium chemistry, with the same
halos formed in AMR simulations, which consider a fully non-equilibrium chemistry
of H, He, and D. We assumed a primordial number density fraction of molecular
hydrogen of H2/H = 1.1 × 10−6 following Palla & Galli (2000) and a primordial
deuterium number density fraction of D/H = 2.7 × 10−5 following Steigman (2009).
Using the baryon-to-light ratio of η = 6.0 × 10−10 from Steigman (2009), we set the
deuterated hydrogen number density fraction at HD/H2 = 6×10−4 from Palla & Galli
(2000). Given these abundances, we employed the molecular cooling rates of GS10
and cooling rates for Compton scattering against CMB photons as given in Barkana
& Loeb (2001). To offset runaway cooling since we do not include feedback terms, we
implement a cooling temperature floor at 500 K, well below the virial temperature of
any minihalos we consider. Adiabatic cooling can still cool below this floor.
We then used the friends-of-friends algorithm (Davis et al., 1985) to determine
groups that corresponded to an overdensity of 180 with a linking length of 1.19 kpc,
expected to be virialized from a spherical top-hat collapse model. We focused on
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three groups, with total masses of 2.0×106 M, 4.0×106 M, and 8.0×106 M, re-
spectively. For each group, we performed a simulation statistically identical to the
low-resolution simulation, but with additional resolution centered on the group. We
added two additional spherically-nested resolution levels resulting in particle masses
of 144 M and 29.3 M for dark matter and baryons, respectively, at the highest
resolution.
These high-resolution initial conditions were evolved to z = 14. We then located
groups using the HOP group finder (Eisenstein & Hut 1998) implemented in the yt
visualization and analysis toolkit (Turk et al., 2011) with masses, in units of 106 M,
of M6 = 0.716, 1.38, 2.33, 2.72, 7.17, and 18.7. For each suitable halo, we isolated
regions out to 5 virial radii, rv, of the group in the GADGET-2 snapshots and mapped
these to the adaptive mesh refinement code FLASH3.2 (Fryxell et al., 2000) using the
procedure discussed in Richardson et al. (2013). A summary of the simulations is
given in Table 4.1. For the z ≤ 14 simulations, we extended the z = 14 datasets by
scaling position, velocity and energy by the scale factor difference. The majority of
these simulations were done at z = 8 as it is the most likely to be directly observable.
65
T
ab
le
4.
1:
S
im
u
la
ti
on
s
S
u
m
m
ar
y
S
P
H
P
ar
am
et
er
s:
S
P
H
z i
n
it
S
P
H
z f
S
P
H
m
D
M
S
P
H
m
g
a
s
B
ox
si
ze
19
9
14
14
4
M

29
.3
M

2.
57
M
p
c
A
M
R
M
o
d
el
M
6
r v
ir
(p
c)
∆
x
(p
c)
O
ri
en
ta
ti
on
v s
(k
m
s−
1
)
µ
s
E
5
5
σ
5
z
Z
(
Z

)
J
2
1
F
ID
2.
72
50
5
5.
92
F
il
am
en
t
22
6
60
.4
10
.0
2.
62
8
0.
12
0.
0
L
R
2.
72
50
5
11
.8
F
il
am
en
t
22
6
60
.4
10
.0
2.
62
8
0.
12
0.
0
H
R
2.
72
50
5
2.
96
F
il
am
en
t
22
6
60
.4
10
.0
2.
62
8
0.
12
0.
0
P
O
1
2.
72
50
5
5.
92
IG
M
22
6
60
.4
10
.0
2.
62
8
0.
12
0.
0
P
M
07
0.
71
6
32
0.
3.
75
F
il
am
en
t
22
6
60
.4
10
.0
2.
62
8
0.
12
0.
0
P
M
1
1.
38
40
2
4.
71
F
il
am
en
t
22
6
60
.4
10
.0
2.
62
8
0.
12
0.
0
P
M
2
2.
33
47
0.
5.
51
F
il
am
en
t
22
6
60
.4
10
.0
2.
62
8
0.
12
0.
0
P
M
7
7.
17
69
3
8.
12
F
il
am
en
t
22
6
60
.4
10
.0
2.
62
8
0.
12
0.
0
P
M
19
18
.7
96
7
11
.3
F
il
am
en
t
22
6
60
.4
10
.0
2.
62
8
0.
12
0.
0
P
v
75
2.
72
50
5
5.
92
F
il
am
en
t
75
.0
60
.4
30
.2
7.
91
8
0.
12
0.
0
P
v
12
5
2.
72
50
5
5.
92
F
il
am
en
t
12
5
60
.4
18
.1
4.
74
8
0.
12
0.
0
P
v
34
0
2.
72
50
5
5.
92
F
il
am
en
t
34
0.
60
.4
6.
66
1.
74
8
0.
12
0.
0
P
v
51
0
2.
72
50
5
5.
92
F
il
am
en
t
51
0.
60
.4
4.
44
1.
16
8
0.
12
0.
0
66
P
µ
3
2.
72
50
5
5.
92
F
il
am
en
t
22
6
32
.5
1.
54
1.
14
8
0.
12
0.
0
P
µ
8
2.
72
50
5
5.
92
F
il
am
en
t
22
6
77
.5
4.
59
3.
35
8
0.
12
0.
0
P
µ
9
2.
72
50
5
5.
92
F
il
am
en
t
22
6
90
.0
5.
33
3.
89
8
0.
12
0.
0
P
z1
0
2.
72
41
3
4.
84
F
il
am
en
t
22
6
90
.7
10
.0
3.
92
10
0.
12
0.
0
P
z1
4
2.
72
30
3
3.
55
F
il
am
en
t
22
6
16
9
10
.0
7.
30
14
0.
12
0.
0
P
Z
00
5
2.
72
50
5
5.
92
F
il
am
en
t
22
6
60
.4
10
.0
2.
62
8
0.
00
5
0.
0
P
Z
05
2.
72
50
5
5.
92
F
il
am
en
t
22
6
60
.4
10
.0
2.
62
8
0.
05
0.
0
P
Z
5
2.
72
50
5
5.
92
F
il
am
en
t
22
6
60
.4
10
.0
2.
62
8
0.
5
0.
0
P
J
01
2.
72
50
5
5.
92
F
il
am
en
t
22
6
60
.4
10
.0
2.
62
8
0.
12
0.
1
N
o
te
s.
M
6
is
th
e
m
in
ih
al
o
m
as
s
in
u
n
it
s
of
10
6
M

.
r v
ir
is
th
e
v
ir
ia
l
ra
d
iu
s
of
th
e
m
in
ih
al
o
in
u
n
it
s
of
(p
h
y
si
ca
l)
p
c.
∆
x
is
th
e
re
so
lu
ti
on
li
m
it
at
th
e
h
ig
h
es
t
re
fi
n
em
en
t
le
ve
l
in
u
n
it
s
of
(p
h
y
si
ca
l)
p
c.
T
h
e
or
ie
n
ta
ti
on
d
es
cr
ib
es
w
h
et
h
er
th
e
sh
o
ck
tr
av
el
s
al
on
g
a
fi
la
m
en
t
or
fr
om
th
e
lo
w
er
d
en
si
ty
in
te
rg
al
ac
ti
c
m
ed
iu
m
(I
G
M
).
v s
is
th
e
sh
o
ck
ve
lo
ci
ty
in
u
n
it
s
of
k
m
s−
1
.
µ
s
is
th
e
sh
o
ck
m
om
en
tu
m
p
er
u
n
it
ar
ea
,
in
u
n
it
s
of
M

p
c−
1
M
y
r−
1
.
E
5
5
is
th
e
en
er
gy
of
th
e
sh
o
ck
in
u
n
it
s
of
10
5
5
er
g.
σ
5
is
th
e
su
rf
ac
e
d
en
si
ty
of
th
e
sh
o
ck
as
it
en
te
rs
th
e
b
ox
in
u
n
it
s
of
(p
h
y
si
ca
l)
10
5
M

k
p
c−
2
.
z
is
th
e
re
d
sh
if
t
of
th
e
in
te
ra
ct
io
n
.
In
th
e
ev
en
t
th
at
z
6=
14
w
e
tr
an
sl
at
e
it
to
th
e
lo
w
er
re
d
sh
if
t
b
y
ex
p
an
d
in
g
th
e
z
=
14
m
in
ih
al
o
an
d
co
ol
in
g
it
.
Z
is
th
e
m
et
al
li
ci
ty
of
th
e
in
co
m
in
g
sh
o
ck
in
so
la
r
u
n
it
s.
J
2
1
is
th
e
b
ac
k
gr
ou
n
d
U
V
fl
u
x
at
th
e
L
y
m
an
li
m
it
,
w
it
h
J
(ν
α
)
=
J
2
1
×
10
−2
1
er
g
s−
1
cm
−2
H
z−
1
S
r−
1
.
67
4.3 AMR Simulations
4.3.1 FLASH and the Dark Matter Gravitational Potential
The mapped GADGET-2 snapshots were treated as initial conditions for sim-
ulations performed with FLASH version 3.2, a publicly-available multidimensional
adaptive mesh refinement hydrodynamic code (Fryxell et al., 2000) that solves the
Riemann problem on a Cartesian grid using a directionally-split piecewise parabolic
method (PPM) (Colella & Woodward 1984; Colella & Glaz 1985; Fryxell et al. 1989).
FLASH also includes particles that we used to represent dark matter, which we sim-
ply moved directly from GADGET to FLASH. Dark matter mass is mapped to the
grid after each hydro step using the Cloud-In-Cell (CIC) method (e.g., Birdsall &
Fuss 1997), where the particles are assumed to exist in a box of the same size as the
grid at the current refinement. The mass is distributed equally over this box and thus
the percent of mass mapped into a particular cell is the percentage of the box that
overlaps that cell.
To accommodate high-resolution regions with very few particles, we sometimes
moved dark matter particles to a lower resolution level, mapping them over a larger
box. This was necessary to prevent any low-density gas in the high-refinement region
from unrealistically collapsing onto a single dark matter particle, and similar efforts
have been made in earlier work (e.g., Safranek-Shrader et al. 2012, 2013). To deter-
mine which particles needed this ‘derefinement’, a particle count was monitored for
each cell. If a cell had three or more neighboring cells that did not contain particles,
or if it had two neighboring cells without particles in the same direction, then the
particles in that cell were flagged for derefinement, and the same criteria was checked
for the parent cell. This criteria was slightly relaxed for particles in cells adjacent
to block boundaries, which were always tagged for derefinement if the neighboring
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block was at a lower refinement level. This was necessary to be consistent with the
criteria used by the cells on the lower resolution block to determine if its neighbors
had particles, and it is illustrative of the fact that at a lower refinement level a larger
fraction of the box associated with the particles would overlap the neighboring cell.
In all cases, once particles were derefined and mapped to that grid level using the
standard CIC method, this material must then be ‘prolonged’ back onto the high-
resolution level, from parent to (higher-resolution) child, and added to any density
that was directly mapped to that child. The prolongation of the dark matter density
into a child cell that was not near the boundary of the block, such that it could
see both its parent cell and its parent’s neighbors, was determined by using linear
interpolation between this cell’s parent density and its closest neighbor’s density. A
quadratic interpolation scheme could have been used, but in rare circumstances this
could lead to negative dark matter mapped in some cells. Figure 4.1 shows a plot
of the grid layout of a child and parent block with one dimension. If we assume the
density is linearly continuous between parents P1 and P2, then:
ρfinalC2 ≡ ρmapC2 + ρprolongC2 (4.1)
≡ ρmapC2 + Ω12ρP1 + Ω22ρP2
= ρmapC2 +
3
4
ρP1 +
1
4
ρP2,
where Ωij is the weighting from parent i into child j, ρ
map
C2 is the dark matter density
mapped into child C2 without requiring derefinement, ρprolongC2 is the amount of dark
matter density prolonged into child C2 from derefined particles, and ρfinalC2 is the sum
of the mapped and prolonged dark matter density, which is used for the gravity
calculation. At the borders of blocks, where the child cell could not see one of its
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parent’s neighbors, we then used a direct mapping from the parents value,
ρfinalC1 ≡ ρmapC1 + ρprolongC1 (4.2)
≡ ρmapC1 + Ω11ρP1
= ρmapC1 + ρP1.
This limited the demand of inter-processor communication, and resulted in a slight
error in the dark matter field on the borders of blocks where dark matter was derefined
(see Figure 4.2). However, this error was much smaller than the error from leaving
the dark matter mass at the highest refinement level, and the method still allowed
for a much more efficient runtime. Ideally we would like to have filled the guard cells
of parent P1 and passed that information to child C1, requiring one interprocessor
communication, but in the event that the neighbor of parent P1 was itself a child
block, then we would have been unable to pass the acceleration of child C1 back
to the parent’s neighbor when we calculated the particle accelerations. We thus
opted for a less complex weighting on the boundaries. The benefit of using this new
technique for handling the dark matter density field is clearly illustrated in Figure
x position
Re
ön
em
en
t L
ev
el
Figure 4.1: Illustration of our gravity procedure in one dimension. A fraction Ωij
of the density from parent PI, ρPi, is prolonged to child CJ and added to its existing
density values, which were mapped from less derefined particles.
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Figure 4.2: Comparison of the density-weighted projection of the dark matter den-
sity field, pden, of the minihalo in the original non-derefined particle gravity routine
(top) and with the new derefinement method that smooths the dark matter field (bot-
tom). Regions where there were few dark matter particles moved those particles to
lower resolution blocks, increasing the size of their mapped region. Block boundaries
are not continuous to limit the number of inter-processor communications. These pro-
jections were made using the yt-toolkit (Turk et al., 2011) (http://yt-project.org/).
4.2, which shows that individual particles were never mapped to isolated peaks in the
dark matter density field.
To cancel out the self-gravitational force from prolonged pieces of the same dark
matter particle, the accelerations was ‘restricted’ up to the particle’s refinement level
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using identical weightings as the prolongation (see Equations 4.1, 4.2). Thus:
aP1 ≡ 1
2
(Ω11aC1 + Ω12aC2 + Ω13aC3) (4.3)
=
1
2
(aC1 +
3
4
aC2 +
1
4
aC3),
and then the weighting from the Cloud-in-Cell stage was applied to the acceleration
from each cell onto the particle at the same grid level at which it was mapped.
This resulted in an exact cancelation of the self-gravitational force, leaving only the
gravitational acceleration from the gas and remaining dark matter particles.
We tested the new particle gravity by tracing the evolution of a pressureless spher-
ical region with a density 8 times the background density, the results of which are
shown in Figure 4.3. The radius begins to collapse slowly, then accelerates. Our
new results are indistinguishable from both the results of the earlier particle gravity
scheme and the analytic solution.
4.3.2 Outflow Simulations
Using FLASH and the selected GADGET groups, we performed a parameter
study on outflows interacting with these groups. We mapped the group region into a
rectangular box with the group centered at (0,0,0) pc, with (−1.5rv ≤ x ≤ 4.5rv) and
(−1.5rv ≤ y, z ≤ 1.5rv). FLASH is an AMR code with blocks of NB,X ×NB,Y ×NB,Z
cells divided between processors. Each subsequent level in refinement increases the
spatial resolution by a factor of two in each dimension. Our simulations were run with
a maximum of 6 levels of refinement (except for the high and low resolution runs),
allowing up to 32 blocks in each direction, where the relative difference in resolution
between a block and any of its neighbors can be at most a factor of two. For our
simulations we used a root grid of NB,X = 2NB,Y = 2NB,Z = 16, accommodating the
rectangular box size while maintaining uniform resolution in all directions. This gives
a maximum resolution of 256 cells per 3rvir.
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Figure 4.3: Evolution of the radial extent of the overdensity with time. The solid
black line with square points shows the analytic solution while the dotted green line
with circles shows the simulated result from FLASH without derefining the dark
matter, and the red dashed line with diamonds is the result with derefining the dark
matter. We see no significant differences between the results of flash regardless of
whether the dark matter is derefined or not, and they are consistent with the analytic
solution.
The outflow with positive x -velocity was added to the x -boundary, following the
model of GS10. A Sedov-Taylor solution was used to estimate the conditions of the
galactic outflow. We decided on appropriate shock velocities, vs, and shock surface
momentum (per unit area), µs, and used these to constrain the conditions of the
outflow. We let the initial input energy for the shock be given by E = E55(10
55 erg),
where E55 is the energy of the SNe driving the winds in units of 10
55 erg, and the
wind efficiency, , quantifies the coupling between the SNe and the winds, taken to
be 0.3. To be consistent with previous work, we assumed that before reaching our
box, the shock had swept up an ambient medium of material with an overdensity, δ44,
in units of 44 times the background density, taken here to be 1, over the (physical)
separation distance, Rs, which leads to a surface density, σ5, in units of 10
5 M/kpc2.
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Thus, for a given shock velocity and momentum we have:
Rs =
(
13.4δ−144 µs kpc
M pc−1 Myr−1
)(
km s−1
vs
)(
9
1 + z
)3
, (4.4)
σ5 =
(
9.77µs
M pc−1 Myr−1
)(
km s−1
vs
)
, (4.5)
and
E55 = 3.04× 10−3−1δ−244 × ... (4.6)
...
(
µs
M pc−1 Myr−1
)3(
km s−1
vs
)(
9
1 + z
)6
.
The post-shock temperature is Ts = 1.4× 105(vs/100 km s−1) K, the outflow is fully
ionized, and it has an abundance given by Z. The fiducial values are chosen to match
Scannapieco et al. (2004), with z = 8, Z = 0.12 Z, vs = 226 km s−1, µs = 60.7 M
pc−1 Myr−1, leading to Rs = 3.6 kpc, E55 = 10, and σ5 = 2.62, and oriented such
that the outflow is propagating along an accretion lane, which is the most likely
direction pointing towards a neighboring starbursting galaxy. The shock lifetime is
estimated from σs = ρpostvpostts, where σs is the surface density of the shock, ρpost is
the post-shock density, vpost is the post-shock velocity, and ts is the shock lifetime.
After 40% of the shock time, the shock was tapered off by slowly lowering the density
and raising the temperature, keeping pressure constant to inhibit further refinement.
The density falls off exponentially, with
ρ(t > 0.4ts) = ρ0(0.01 + 0.99e
−(t−0.4ts)/(0.6ts)), (4.7)
while the temperature increases as 1/ρ(t) to maintain a constant post-shock pressure.
We allowed for refinement based on the second derivative of density and pressure.
Regions that had their density or pressure profiles vary sufficiently quickly were forced
to increase their resolution by a factor of two. After 7 Myr we forced derefinement
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beyond a cylinder with a radius of 0.8Rv aligned with the x-axis for material below
3×10−26 g cm−3. This was to prevent low-density mixing from limiting the time-step.
During the AMR simulations, we used the same cooling source terms as in the
SPH runs, although we also accounted for possible non-equillibrium chemistry and
corresponding cooling following GS10, itself based on Glover & Abel (2008). This
is essential as the interaction between the outflow and the minihalo leads to the
creation of coolants such as H2 and HD. This network follows 84 reactions including
the three states of atomic hydrogen (H, H+, H−), atomic deuterium (D, D+, D−),
and atomic helium (He, He+, He++), two states of molecular hydrogen (H2, H
+
2 ), and
molecular deuterated hydrogen (HD, HD+), and electrons (e−). We do not consider
three-body reactions as these require much denser media than we expect in this work.
Reactions that involve free elections are treated in the case B regime. This assumes
a medium optically thick to ionizing photons produced during recombination. GS10
demonstrated that all of their clouds were in the optically thick case. Similarly, our
clouds should be optically thick as well.
For one simulation we include photo-disassociation by a UV background. We
model the UV background as originating from a 105 K blackbody, and we quantify
its intensity at the Lyman limit, with J(να) = J21 × 10−21 erg s−1 cm−2 Hz−1 Sr−1.
We would expect dense regions with significant amount of HD and H2 to self-shield
from this background, however we assume all regions are optically thin, thus the UV
background’s impact will be viewed as an upper limit to the effect of this background.
Including photo-disassociation expands our reaction network to 91 reactions.
We also account for metal cooling following GS11A, which can occur once the
material is enriched by the outflow. The radiative metal cooling assumes an optically
thin medium, using the tabulated results from Weirsma et al. (2008), which assumes
local thermodynamic equilibrium.
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With this package in place, along with the dark matter gravitational potential
calculated as described above, we ran the shock-minihalo simulations until the outflow
had collapsed the minihalo material, typically leaving a ribbon of material behind the
minihalo. This interaction took between a few million years, and a few tens of million
years.
4.3.3 Ballistic Evolution
The timescale of the evolution of this ribbon of material can be up to ten times as
long as the timescale of the shock crossing the simulation volume (GS10). To avoid
modeling this material for such a long period of time, we simplified its evolution by
constructing a series of 64 one-dimensional point-particles, we call “cloud particles”,
whose x-positions spanned the space of the ribbon. We then added the mass, mo-
mentum and metal abundance of each ribbon segment into a corresponding particle
if it was within half the inter-particle spacing in the x-direction from this particle,
it was denser than 150% the post-shock density, and its radial velocity away from
the x-axis was sufficiently slow as to make it gravitationally bound to this axis on a
timescale of 200 Myr.
We determined if a fluid segment was bound by comparing the y- and z-component
of the velocity of the fluid with the y- and z-component of the minihalo’s dark matter
gravitational potential. Here we assumed a NFW profile (Navarro et al., 1997):
Φ(r) = −GMvir
rF (c)
log
(
1 + c
r
rvir
)
, (4.8)
where G is Newton’s gravitational constant, Mvir is the virial radius, assumed to
be the same as the minihalo mass, rvir is the virial radius, set by the virial mass
and redshift, F (x) = log(1 + x) − x/(1 + x), and c is the concentration parameter,
assumed to be 4, slightly less than the fiducial value in GS11B since we find the
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halos in our Gadget simulations are typically less concentrated (e.g., Richardson et
al. 2013). For each segment determined to be bound to the x-axis, we added its
gravitational potential into radial bins. We then determined the best-fit NFW profile
for the radial gravitational potential, fitting for mass and clumping factor, using a
Gauss-Newton algorithm. We then rechecked which gas segments were bound to the
x-axis using the fitted NFW profile. We iterated this process until the profile fit was
self-consistent.
Once we were satisfied with our identification of the bound material, we tracked
the variance of the abundance of the particles to determine its uniformity. The
cloud particles were then evolved ballistically for 200 Myr, including their mutual
gravitational attraction and the fitted gravitational potential of the minihalo. Finally,
when one particle overtook a second one, we merged them into a single new particle,
conserving mass and momentum and averaging their abundance while combining their
variance.
4.4 Results
4.4.1 Fiducial Behavior
Figure 4.4 shows the evolution of our fiducial run (see FID in Table 3.1) at 6
characteristic times. This run had a minihalo mass of M6 = 2.72 and a virial radius
of 505 pc. Our fiducial outflow had a shock speed of vs = 226 km s
−1 and surface
momentum of µs = 60.4 M pc−1 Myr−1, consistent with a starburst-minihalo sepa-
ration of Rs = 3.6 kpc, shock surface density of σ5 = 2.62 and energy of E55 = 10.
We used a redshift of z = 8, and a shock enrichment of 0.12 Z.
As the shock enters the volume from the left boundary, it travels freely through
the diffuse medium, but stalls slightly within the inner 100 pc as it moves along the
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Figure 4.4: Evolution of the fiducial simulation, showing column density (first and
fifth row), projection of density-weighted temperature (second and sixth row), the
column density of metals (third and seventh row), and the column density of molecular
hydrogen (fourth and eighth row) at 0, 2.3, 5.0, 6.7, 9.0, and 13 Myr from left to right.
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denser filament. At 2.3 Myr, the shock makes contact with the dense minihalo, and
molecular hydrogen begins to form in the swept-up accretion lane. By 6.7 Myr, the
shock has overtaken the minihalo in the diffuse medium, and has propagated roughly
60% around the minihalo itself. The shock front has mixed in some metals and
molecular hydrogen has formed along this front, most notably along the periphery of
the minihalo and along accretion lanes. The minihalo begins to cool more efficiently
due to molecular cooling.
At 9 Myr, the shock has propagated around the now collapsed minihalo. What
remains of the minihalo is enriched to roughly 2% of the value of the incoming ma-
terial, or 2.5× 10−3 Z, and it contains a significant amount of molecular hydrogen.
The minihalo begins to cool below 103 K. Finally, by about 13 Myr, the shock has
passed through the box, leaving a stream of material that is not entirely bound to
the x-axis. This is because anisotropies in the minihalo lead to mismatched times at
which the shock reaches the antipodal point, resulting in some material being pushed
away from the axis. This is different from what is seen in GS10, GS11A and GS11B.
This material is almost uniformly at a few 100 K, enriched to 2% of the shock’s metal-
licity, and has a mass fraction of H2 of about half a percent. During this time, we
find that the dark matter of the minihalo does not respond to the outflow, although
it does move in towards the halo from the outer edges of the simulation volume. This
is mostly due to our choice of isolated boundary conditions, and results in a small
increase in the gravitational attraction on the gas, but this movement is small and
well beyond the virial radius of the halo.
After determining the gas that is transferred to the ballistic particle scheme, we
find only 24% of the baryonic mass of the original minihalo is contained in these
particles, while 76% is blown away from the minihalo, out of the simulation volume.
This material is not bound to the x-axis, and does not coalesce into large clumps.
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Figure 4.5: Distribution of cloud particle masses (top left), velocity (top right),
metallicity (bottom left) and relative metallicity dispersion (bottom right) vs particles
positions after 200 Myr for the fiducial run.
For our fiducial case, we consistently get 24% of the mass in particles, regardless of
the number of ballistic bins, the density cutoff, or the timescale over which the gas
must be bound to the x-axis.
Figure 4.5 shows the final particles whose masses are above 1% of the original
minihalo’s baryons, a limit we adopt in similar figures below. The momentum from
the outflow pushes this mass out of the dark matter halo, while small variations in the
velocity of the original particles, along with their self-gravity, allow the particles to
merge, leading to a small population of high-mass clusters. For the fiducial case, most
final particles are about 1-4× 104 M, and have a velocity profile nearly following a
free expansion law, with v ' 4.6(x/kpc) km s−1 ' x/200 Myr, as expected. We also
found a slight trend of increasing metallicity with position, due to increased mixing
on the backside of the minihalo.
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Figure 4.6: Demonstration of convergence of the fiducial simulation (FID; center)
with the low-resolution (LR; top) and the high-resolution (HR; bottom) column den-
sity results at 3.3, 7.7, and 14 Myr from left to right.
4.4.2 Convergence
Simulations LR and HR were run with the maximum resolution in FLASH3.2
at half and double that of run FID (11.8pc and 2.46 pc, respectively). In the LR
there are regions that do not meet the Truelove criterion (Truelove et al., 1997), as
the Jeans length is not resolved by at least four fluid elements. However, in both
the FID and HR runs, this criterion is always met. Figure 4.6 shows the evolution
of the column density for the LR, FID, and HR runs. The increased resolution is
able to better resolve the fragmentation of the cloud caused by turbulence along the
shock front. This increased fragmentation leads to increased metal enrichment and
general mixing of the material. Note that unlike GS11A we do not include a subgrid
turbulence model in our calculations, meaning that the enrichment we compute is
resolution dependent and should be considered a lower limit.
We also performed the same ballistics evolution for each of the simulations. We
compare the resulting particles in Figure 4.7. The amount of the minihalo baryons
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Figure 4.7: A comparison between the LR (blue diamonds), FID (black squares),
and HR (red circles) particle masses (top left), velocity (top right), metallicity (bot-
tom left) and metallicity dispersion (bottom right) vs particles positions after 200
Myr.
captured in these particles is 19%, 24%, and 26% for the LR, FID, and HR runs,
respectively. The increased resolution has lead to more fragmentation, leading to
slightly increased enrichment of the final particles with a slightly larger dispersion,
and whose mass is in a few more less massive clumps. However, the mass dispersion
is roughly 0.3 dex for all three simulations, while the average mass varies only by
about 0.06 dex. Thus our statistics are still robust, even if the individual clumps
are not identical with their higher resolution counterparts. Likewise, we find little
dependence on the abundance of the final clumps, in their evolution, so we do not
expect the slightly-increased enrichment at higher resolution to influence our results.
See §4.4.8 and §4.5.2 for more discussion on this. We are thus satisfied that the FID
resolution is sufficient to model this interaction for other parameters sets.
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4.4.3 Parameter Study
The simulations run in this parameter suite are detailed in Table 3.1, with names
corresponding to the parameter that was altered from the fiducial value. PO1 has the
outflow propagating through the IGM before striking the minihalo, while in all other
simulations the outflow propagates along a filament. In the following subsections we
discuss both the results from the FLASH3.2 simulations for each parameter as well
as the evolution of the ballistic particles.
4.4.4 Minihalo Mass
The minihalo mass is one of the most important parameters, as it sets not only the
mass of baryons present, but the scale of the interaction, the virial temperature of the
minihalo, and the depth of the gravitational potential. How this parameter affects the
evolution of the interaction is shown in Figure 4.8. Each minihalo is unique, chosen
for its mass. Nevertheless, the interactions of the outflows with these minihalos are
consistent. We see that the more massive minihalos create denser shock fronts as the
outflow is stalled by the denser material, have denser ribbons of material after the
shock overtakes the minihalo, and they have larger wakes of swept up material. The
nature of the filament along which the outflow propagates appears to influence how
the shock interacts with the minihalo itself, and in §4.4.5 we explore whether this can
affect the produced particle clouds.
Figure 4.9 shows the distribution of cloud particles 200 Myr after these simula-
tions. As the minihalo mass increases, the cloud particles are found closer to the
dark matter halo, there are more final particles, and they have larger masses. The
more massive minihalos have a deeper potential well, and the innermost, most mas-
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Figure 4.8: Column density of the simulations varying the minihalo mass, from top
to bottom PM07, PM1, PM23, FID, PM7, and PM19, respectively, with evolution
increasing from the beginning on the left, to when the outflow is just passing the
minihalo in the middle, to when the outflow reaches the end of the box on the right.
All plots have x ranging from −1.5Rv to 4.5Rv, while y ranges from −1.5Rv to 1.5Rv.
Thus the physical scale varies from one row to the next, but the characteristic halo
scale matches. Similarly, the elapsed time varies as we increase mass since it requires
more time for the shock to traverse the minihalo.
sive cloud particles are unable to escape for the very largest minihalo. One exception
to this appears to be PM7. We suspect in this case the proximity of two smaller
minihalos, as well as the orientation of a second filament directly behind the minihalo
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Figure 4.9: Comparison between the PM07 (red circles), PM1 (green diamonds),
PM23 (blue triangles), FID (black squares), PM7 (magenta crosses) and PM19 (cyan
stars) simulations illustrating the dependence on minihalo mass. The particle masses
(left), metallicity (middle) and relative metallicity dispersion (right) vs particles po-
sitions after 200 Myr are shown.
allows the gas to better escape the minihalo, while entraining the secondary filament
material. We find the percent of the original minihalo’s baryons in bound cloud par-
ticles is much larger for larger minihalo mass, with only 3.7% of baryons contained
in the collapsed gas for PM07, while 61% of baryons are contained in PM19.
The metallicity again increases with increasing position of the final cloud particles.
The smaller mass minihalo results in less metals penetrating into the cloud, as the
shock travels more quickly around the more tenuous material. The relative spread in
metallicity, σZ/Z, is mostly below 0.1 dex, except for PM19, whose increased gravity
allows for more material of different enrichment to be constrained in the final ribbon
of material.
4.4.5 Orientation
A key component to anisotropic minihalos in this interaction is how the outflow is
oriented with respect to the minihalo and its accretion lanes. Simulation PO1 looks
at the effect of orientation on the shock-minihalo interaction. Figure 4.10 compares
the evolution of the fiducial run with that of PO1, which has the outflow propagating
through the low-density IGM, instead of along a filament. In FID, the shock material
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Figure 4.10: Column density of the simulations varying the minihalo-shock orien-
tation, with FID on top, and PO1 on bottom, and evolution increasing from the
beginning on the left, to when the outflow is just passing the minihalo in the middle,
to when the outflow reaches the end of the box on the right.
in the filament is stalled, first collapsing the filament gas, before striking the minihalo.
In PO1, the shock material along the x-axis is first to hit the minihalo, without a
reduction in kinetic energy. The specifics of this interaction will be fairly stochastic,
dependent on the orientation of other filaments, and the geometry of the minihalo. In
PO1, we find the outflow triggers some molecular hydrogen formation in surrounding
filaments, that cool and collapse, while being driven down towards the x-axis. Also,
the minihalo baryons are in a more extended and bound ribbon of material at the
end of the interaction.
In Figure 4.11 we show the ballistic particles after 200 Myr of evolution for the two
different orientations. PO1 has only 14% of the minihalo’s baryons in these particles,
compared with FID’s 24%. PO1 has its final particles much further out than FID,
due to the undiminished kinetic energy of the outflow. PO1 also has more final
particles of lower mass, suggesting that they are less efficient at merging. Regardless
of orientation, metallicity increases with position outside the dark matter potential.
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Figure 4.11: Comparison between the PO1 (magenta crosses) and FID (black
squares) simulations illustrating the dependence on minihalo-shock orientation. The
particle masses (left), metallicity (middle) and relative metallicity dispersion (right)
vs particles positions after 200 Myr are shown.
4.4.6 Shock Velocity
The shock velocity, vs, is one of the most significant parameters affecting this
interaction. The outflow acts to remove the baryons from their dark matter potential
well, sets the post-shock temperature, and catalyzes H2 and HD formation by ionizing
the gas. Figure 4.12 compares the evolution of the runs with different vs values. As
the velocity of the shock increases, the post shock density decays quicker to maintain
a constant surface momentum. At slower speeds, the minihalo baryons are slowly
pushed back. The material does not get constricted to the x-axis, and instead forms a
diffuse bow shock, with very little able to collapse or escape the dark matter potential.
At intermediate velocities, the material collapses into extended ribbons on the x-axis,
with the length of this ribbon decreasing with increasing velocity. At the largest
velocity, the most material is collapsed into a single dense clump, with a diffuse
envelope of gas.
In Figure 4.13 we show the ballistic particles after 200 Myr for the simulations
that vary the shock speed. The slower outflows are unable to push the gas far from
the dark matter potential, imparting little kinetic energy into the gas. As a result,
these clumps are also less able to merge, resulting in more numerous cloud particles.
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Figure 4.12: Column density of the simulations varying the shock velocity, vs, with
Pv75, Pv125, FID, Pv340, and Pv510 from top to bottom, and evolution increasing
from the first interaction with the minihalo on the left, to when the outflow is just
passing the minihalo in the middle, to when the outflow reaches the end of the box
on the right.
The slower the outflow, the longer the timescale of the interaction, which leads to
an increase in the enrichment of the baryonic material in the slow velocity cases.
The most energetic outflows, on the other hand, are unable to appreciably enrich
the baryons efficiently, which both lowers the average metallicity of the clumps and
increases the metallicity dispersion of individual cloud particles. Finally, in Pv75
roughly 36% of the minihalo baryons are contained in the final cloud particles. In
Pv125, only about 8% of the baryons are in these particles, and then for even larger
speeds we asymptote to about 25%. At the lowest shock speed, the material is
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Figure 4.13: Comparison between the Pv75 (green diamonds), Pv125 (blue trian-
gles), FID (black squares), Pv340 (magenta crosses), and PE30 (cyan stars) sim-
ulations illustrating the dependence on shock velocity. The particle masses (left),
metallicity (middle) and relative metallicity dispersion (right) vs particles positions
after 200 Myr are shown.
not efficiently removed from the halo. At somewhat larger velocities the material is
stripped from the minihalo potential, while not collapsed on to the x-axis. At even
higher shock speeds, the material is collapsed on to the x-axis before it can be quickly
removed from the potential, leading to a higher baryonic component.
4.4.7 Outflow Surface Momentum
The shock surface momentum is a significant parameter that along with the shock
velocity, sets the initial energy driving the outflow, while simultaneously setting the
surface density of the post-shock material. Figure 4.14 compares the evolution of the
runs with different µs values. As the surface momentum of the shock increases, so
does its surface density, leading to increased momentum transfer to the minihalo gas.
This leads to increased fragmentation of the shock front, and confinement onto the x-
axis. At the lowest surface momentum, the final ribbon of material is more extended
perpendicular to the x-axis, and less extended along the x-axis. At the largest surface
momentum, the final ribbon of material is the opposite, more constrained to the x-
axis, and more extended along the x-axis.
In Figure 4.15, we show the ballistic particles after 200 Myr of evolution for the
simulations that vary the surface momentum. The position of most of the final cloud
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Figure 4.14: Column density of the simulations varying the shock surface momen-
tum, µs, with Pµ3, FID, Pµ8, and Pµ9 on from top to bottom, and evolution increas-
ing from the first interaction with the minihalo on the left, to when the outflow is
just passing the minihalo in the middle, to when the outflow reaches the end of the
box on the right.
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Figure 4.15: Comparison between the Pµ3 (blue triangles), FID (black squares),
Pµ8 (magenta crosses), and Pµ9 (cyan stars) simulations illustrating the dependence
on shock surface momentum. The particle masses (left), metallicity (middle) and
relative metallicity dispersion (right) vs particles positions after 200 Myr are shown.
particles is roughly the same for all surface momenta, indicating a greater dependence
on the shock speed. Nevertheless, the smallest and largest momentum cases have final
particles further removed from the dark matter potential. The primary cause of this in
90
the low momentum regime is that more gas is bound to the x-axis at further distances,
leading to larger clumps further away from the dark matter potential. Note that Pµ3
has 28% of the minihalo baryons in the final cloud particles. With larger momentum,
less gas is ultimately bound to the x-axis at further distance, despite the ribbon of
material being initially more extended. Pµ9 has about 24% of the minihalo baryons
in the final cloud particles. Since we only show the final particles with more than 1%
of the baryon component, there are many more extended particles for intermediate
momentum that are not shown.
The mass of the final cloud particles is roughly independent of momentum. Again,
the total mass is highest at lowest momentum. The enrichment of these clouds again
scales with position, for a given simulation, and increases with momentum, as does
the dispersion. This is due to the increased fragmentation and confinement of the
baryons along the x-axis at larger momentum, leading to a higher penetration of
enriched material.
4.4.8 Outflow Abundance
Throughout the simulations described above, the level of enrichment of the final
minihalo material has been consistently a few percent of the outflow abundance.
Thus by changing the outflow abundance, we expect the enrichment of the minihalo
baryons to vary, which may affect its cooling efficiency as well as the metallicity of
the final clusters where stars will be formed. Note that since the majority of the
cooling is caused by the produced molecules, the increased metallicity may have little
effect on the evolution. We explore this evolution in Figure 4.16. We see no discernible
difference between the different models, with the exception of PZ5. The most enriched
outflow, once a significant amount of metals has mixed into the minihalo, is able to
contribute a non-negligent amount of cooling from metals, leading to a more collapsed
91
0.5 0.0 0.5 1.0 1.5 2.0
x (kpc)
0.6
0.4
0.2
0.0
0.2
0.4
0.6
y
(k
p
c)
3.3 Myr
10-2
10-1
100
101
102
103
C
ol
.
D
en
si
ty
(M
¯/
p
c2
)
0.5 0.0 0.5 1.0 1.5 2.0
x (kpc)
0.6
0.4
0.2
0.0
0.2
0.4
0.6
y
(k
p
c)
7.7 Myr
10-2
10-1
100
101
102
103
C
ol
.
D
en
si
ty
(M
¯/
p
c2
)
0.5 0.0 0.5 1.0 1.5 2.0
x (kpc)
0.6
0.4
0.2
0.0
0.2
0.4
0.6
y
(k
p
c)
3.0 Myr
10-2
10-1
100
101
102
103
C
ol
.
D
en
si
ty
(M
¯/
p
c2
)
0.5 0.0 0.5 1.0 1.5 2.0
x (kpc)
0.6
0.4
0.2
0.0
0.2
0.4
0.6
y
(k
p
c)
3.3 Myr
10-2
10-1
100
101
102
103
C
ol
.
D
en
si
ty
(M
¯/
p
c2
)
0.5 0.0 0.5 1.0 1.5 2.0
x (kpc)
0.6
0.4
0.2
0.0
0.2
0.4
0.6
y
(k
p
c)
7.7 Myr
10-2
10-1
100
101
102
103
C
ol
.
D
en
si
ty
(M
¯/
p
c2
)
0.5 0.0 0.5 1.0 1.5 2.0
x (kpc)
0.6
0.4
0.2
0.0
0.2
0.4
0.6
y
(k
p
c)
3.0 Myr
10-2
10-1
100
101
102
103
C
ol
.
D
en
si
ty
(M
¯/
p
c2
)
0.5 0.0 0.5 1.0 1.5 2.0
x (kpc)
0.6
0.4
0.2
0.0
0.2
0.4
0.6
y
(k
p
c)
3.3 Myr
10-2
10-1
100
101
102
103
C
ol
.
D
en
si
ty
(M
¯/
p
c2
)
0.5 0.0 0.5 1.0 1.5 2.0
x (kpc)
0.6
0.4
0.2
0.0
0.2
0.4
0.6
y
(k
p
c)
7.7 Myr
10-2
10-1
100
101
102
103
C
ol
.
D
en
si
ty
(M
¯/
p
c2
)
0.5 0.0 0.5 1.0 1.5 2.0
x (kpc)
0.6
0.4
0.2
0.0
0.2
0.4
0.6
y
(k
p
c)
3.0 Myr
10-2
10-1
100
101
102
103
C
ol
.
D
en
si
ty
(M
¯/
p
c2
)
0.5 0.0 0.5 1.0 1.5 2.0
x (kpc)
0.6
0.4
0.2
0.0
0.2
0.4
0.6
y
(k
p
c)
3.3 Myr
10-2
10-1
100
101
102
103
C
ol
.
D
en
si
ty
(M
¯/
p
c2
)
0.5 0.0 0.5 1.0 1.5 2.0
x (kpc)
0.6
0.4
0.2
0.0
0.2
0.4
0.6
y
(k
p
c)
7.7 Myr
10-2
10-1
100
101
102
103
C
ol
.
D
en
si
ty
(M
¯/
p
c2
)
0.5 0.0 0.5 1.0 1.5 2.0
x (kpc)
0.6
0.4
0.2
0.0
0.2
0.4
0.6
y
(k
p
c)
3.0 Myr
10-2
10-1
100
101
102
103
C
ol
.
D
en
si
ty
(M
¯/
p
c2
)
Figure 4.16: Column density of the simulations varying the shock enrichment, with
PZ005, PZ05, FID, and PZ5 from top to bottom, and evolution increasing from the
first interaction with the minihalo on the left, to when the outflow is just passing the
minihalo in the middle, to when the outflow reaches the end of the box on the right.
structure starting at 7.7 Myr, and much more noticeable by 13 Myr. Also, the post-
shock ambient medium is able to cool more, and fragments earlier than the metal-poor
runs.
In Figure 4.17, we show the ballistic particles after 200 Myr of evolution for
the simulations that vary the outflow abundance. The mass distribution of final
particles is almost independent of enrichment. Only in the most enriched outflow is
the additional cooling sufficient to cause increased fragmentation in the pre-ballistic
gas, such that these clumps do not merge. In all simulations roughly 25% of the
minihalo baryons are bound in these cloud particles. The enrichment appears to
only affect the abundance of the clumps, which is always roughly 2% of the outflow
abundance, with a slight dependence on position of the final particles. The variance in
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Figure 4.17: Comparison between the PZ005 (green diamonds), PZ05 (blue trian-
gles), FID (black squares), and PZ5 (magenta crosses) simulations illustrating the
dependence on shock metallicity. The particle masses (left), metallicity (middle) and
relative metallicity dispersion (right) vs particles positions after 200 Myr are shown.
abundance is fairly uniform, although the most metal-rich outflow has a slight peak
in its spread. This simulation’s increased fragmentation leads to a larger variance
of enriched proto-clumps, which, through merging, results in clumps with higher
variance.
4.4.9 Redshift
The redshift of the interaction is a significant parameter that sets the minihalo
density and temperature profiles, as well as its environment. The redshift also sets
the post-shock density as well as the surface momentum. We assume the surface
density and momentum scales with (1 + z)2, while the shock velocity is invariant
with redshift, as it scales with the supernovae input energy, which we assume is
independent of redshift. In Figure 4.18 we illustrate the evolution of this interaction
for various redshifts, while scaling the density color scheme with (1+z)2. We see little
variation between the three simulations. The timescale of the interaction scales with
(1 + z)−1 since vs is the same, while the physical scale of the minihalo is smaller by
(1 + z). The cooling is more efficient at higher redshifts with larger densities, leading
to slightly cooler, denser clumps, however this effect is minor.
In Figure 4.19 we show the ballistic particles after 200 Myr of evolution for these
simulations. Similar to the metallicity parameter study, we see subtle effects. The
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Figure 4.18: Column density (rows 1-3) and projected temperature (rows 4-6) of the
simulations varying the redshift of the interaction, along with the surface momentum,
with FID shown in rows 1 and 4, Pz10 shown in rows 2 and 5, and Pz14 shown in
rows 3 and 6. Evolution increases from the first interaction with the minihalo on
the left, to when the outflow is just passing the minihalo in the middle, to when the
outflow reaches the end of the box on the right.
increased cooling at the largest redshift leads to an increase in fragmentation of the
clumps before the ballistic evolution, and this increased fragmentation leads to less
merging between the final cloud particles and an increase in enrichment and enrich-
ment variance.
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Figure 4.19: Comparison between the FID (black squares), Pz10σ (dark blue cir-
cles), Pz10C (blue triangles), and Pz14C (magenta crosses) simulations illustrating
the dependence on redshift. The particle masses (left), metallicity (middle) and rel-
ative metallicity dispersion (right) vs particles positions after 200 Myr are shown.
4.4.10 UV Background
We perform one model where a UV background is present. We allow this back-
ground to affect the chemistry rates in all cells, consistent with a optically thin
medium everywhere. Thus, this is an upper limit to the effect of such a background,
as the densest clumps with an appreciable amount of H2 and HD would self-shield,
further delaying the effect of Lyman-Werner photons. We use a large UV flux of
J21 = 0.1, as discussed in §4.3.2. This value is taken from the fiducial value in GS10,
where the effect of a UV background of this intensity coupled with the gas density in
these models produces a disassociation timescale of about 1 Myr. This value also is
consistent with Ciardi & Ferrara (2005), who find at such values you should just begin
suppressing structures of mass 106−7 M from collapsing. In Figure 4.20 we compare
the column density, H2, and temperature of FID and PJ01. We see little variation
between these two simulations. The PJ01 run has less H2, as expected, resulting in
a slightly warmer collapsed gas. However, the molecular hydrogen forms sufficiently
quickly so that the amount, even after accounting for loss to disassociation, is large
enough to cool the dense clumps faster than the dynamical time. We see little other
differences between the two models.
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Figure 4.20: Column density (rows 1 and 2), column H2 (rows 3 and 4) and projected
temperature (rows 5 and 6) of the simulations varying the UV background, with FID
shown in rows 1, 3, and 5, and PJ01 shown in rows 2, 4, and 6. Evolution increases
from the beginning on the left, to when the outflow is just passing the minihalo in
the middle, to when the outflow reaches the end of the box on the right.
In Figure 4.21 we show the ballistic particles after 200 Myr of evolution for these
simulations. We find very little differences between the two runs. PJ01 has 25.4% of
the minihalo’s baryons collapsed into the cloud particles, slightly above the fiducial
value. The UV background has slightly delayed the cooling by molecular hydro-
gen, which delays the leading shock-minihalo interface from fragmenting, allowing for
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Figure 4.21: Comparison between the PJ01 (magenta crosses) and FID (black
squares) simulations illustrating the dependence on the UV background. The par-
ticle masses (left), metallicity (middle) and relative metallicity dispersion (right) vs
particles positions after 200 Myr are shown.
slightly more material to be compressed along the main axis. This material is also
slightly more enriched since it is the leading interface with the enriched outflow, thus
the metals are slightly increased in PJ01 compared with FID, and they have a larger
dispersion.
4.5 Observational Signatures
Our various simulations of starburst-driven outflows interacting with minihalos
consistently produce dense massive objects that we expect to form stars since molec-
ular cooling should be sufficient to cool these objects beyond the Jeans limit. While
the resulting high-redshift cluster of stars are not observable with modern telescopes,
their epoch of star formation should generate sufficient UV flux and Lyman-α photons
that they may be visible with upcoming observatories. Also, their compact nature
should be sufficient to survive to modern day, such that we may be able to identify
presently existing objects to compare with these clusters. Here we discuss both of
these possibilities.
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4.5.1 Direct Observations
To determine how bright the star-formation episode in our simulations would ap-
pear, we produced mock observations of these interactions. As we did not implement
a star formation prescription in the simulations themselves, we implemented the post-
processing technique of GS11B. We broke the forming ribbon of collapsed material
in 175 stellar mass bins. Inside each bin we added the mass from cells with density
above ([1+z]/9)3×10−23 g cm−3, consistent with GS11B and the typical peak density
of the ribbon. This assumes a star-formation efficiency of 100% for gas above this
threshold, thus our estimates are upper limits. We interpolated this stellar mass from
one output to the next, yielding an effective star-formation history over the ribbon.
We used the stellar population synthesis code bc03 (Bruzual & Charlot, 2003) to
estimate fluxes from a starburst population, and convolved these outputs with our
ribbon’s star-formation history as a function of frequency and age. We were also able
to make estimates on the Lyman-α, H-α and H-β lines by assuming a production of
Lyα photons proportional to the star formation rate, while the Balmer lines were es-
timate from case B (Osterbrock, 1989). We do not consider extinction by dust, which
combined with resonant scattering of Lyα may result in a large optical depth. Again
we stress that our final results are only upper limits. For more details the reader is
referred to GS11B.
We determine the fluxes expected in each of the James Webb Space Telescope
(JWST ) bands, as well as from bright line emission that may be detected with future
ground-based observing facilities, such as the Giant Magellan Telescope (GMT ), the
Thirty Meter Telescope (TMT ), and the European Extremely Large Telescope (E-
ELT ). The expected F115W wideband filter detections and expected observed Lyα
flux are presented in units of per ribbon length in Figure 4.22 for several parameters.
The physical and angular scales both assume an edge-on viewing angle. Note that
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for the redshift parameter study, there is not a constant mapping between position
and observed angle, thus we have set the x-axis to reflect the angular scale. We find
that the final ribbon of material is typically a fraction of a kpc long, slightly smaller
than those found in GS11B. This is not surprising, as the unidealized environment,
including filaments, makes it more difficult for an efficient transfer of kinetic energy
from outflow to minihalo gas. We tabulate the integrated flux from all bands for each
simulation in Table 4.2. Note that this is the net flux from the star formation episode,
and not the expected flux from the final globular cluster-like clouds.
We find that the expected flux in the JWST bands is typically around 1 nJy/kpc,
or just under 1 nJy when integrated over the entire ribbon, with this flux greatest
in the F115W band. These values are slightly below those of GS11B, and thus are
not very optimistic for detection by JWST, as typical observations with JWST will
have sensitivity down to only 10-20 nJy for a 10σ detection after a 10,000s integration
(Stiavelli et al., 2008).
Fortunately, the expected fluxes from Lyα, although a factor of a few less than
those predicted in GS11B, are still well above the expected detection limit of upcoming
ground-based observing facilities. For example, the proposed Near Infrared Multi-
object Spectrograph on the GMT is expected to find similar sources down to a flux
limit of 10−20 erg cm−2 s−1 given 25 hr of integration (McCarthy 2008; GMT Science
Case). Also, the Infrared Imaging Spectrometer on the TMT will detect Lyα sources
at z = 7.7 with fluxes of 10−18 erg cm−2 s−1 with a signal-to-noise ratio of 15 in only
1 hr of integration (Wright & Barton 2009; TMT Instrumentation and Performance
Handbook). Finally, the planned Optical-Near- Infrared Multi-object Spectrograph for
the E-ELT will detect sources with fluxes of 10−19 erg cm−2 s−1 with a signal-to-noise
ratio of 8 in 40 hr of integration (Hammer et al., 2010). All three of these detectors
would be sufficient to observe the brightest of our objects.
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Figure 4.22: Comparison between the mock observations of several of our simu-
lations as seen in the F115W wideband filter of JWST (first and third row), and
observed Lyα (second and fourth row). We illustrate the effect of different param-
eters in columns, with minihalo mass, shock orientation and UV background, shock
enrichment, shock velocity, shock surface momentum, and redshift, running from top
left to bottom right, respectively.
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Table 4.2: Observed Flux
Simulation F115Wa Lyαb Extentc Extentd
FID 11.9 8.83 0.766 0.155
PO1 11.3 10.9 0.871 0.176
PM07 2.90 2.80 0.460 0.0928
PM1 7.71 7.52 0.529 0.107
PM23 9.33 5.38 0.710 0.143
PM7 37.7 39.2 1.44 0.292
PM19 95.7 52.4 0.747 0.151
Pv75 0.866 1.02 0.169 0.0341
Pv125 2.87 2.55 0.962 0.194
Pv340 9.47 10.6 0.362 0.0731
Pv510 7.26 7.01 0.393 0.0793
Pµ3 11.4 8.62 0.492 0.0993
Pµ8 12.1 8.05 0.610 0.123
Pµ9 11.3 7.74 0.616 0.124
Pz10 9.51 4.73 0.652 0.152
Pz14 6.16 4.20 0.472 0.140
PZ005 12.3 9.66 0.625 0.126
PZ05 12.1 9.00 0.613 0.124
PZ5 12.2 7.46 0.689 0.139
PJ01 8.99 6.38 0.542 0.109
a 10−2 nJy b 10−20 erg cm−2 s−1 c kpc d arcsec
These future ground-based observatories will employ the use of adaptive optics,
hoping to get angular resolution in the range of 0.1-0.3 arcsec (McCarthy 2008; Wright
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& Barton 2009; Hammer et al. 2010), which means our objects will likely be unre-
solved. However, using Equation (4.4) many should be within roughly 5 kpc of the
starbursting galaxy driving the outflow, with masses & 108 M, which will be easily
detectable with JWST broadband data. Thus we expect that future observations of
starbursts with ground-based narrowband imaging may see barely resolved objects
around the periphery of starburst galaxies extended away from the central starburst
galaxy.
Finally, the observability of these objects are not very dependent on our parame-
ters. The notable exceptions are minihalo mass and shock speed. For large minihalo
masses, there are significantly more photons emitted for larger mass. This is because
the high-mass runs result both in significantly more collapsed baryons and higher den-
sities, leading to increased cooling and collapse. Similarly, there are significantly more
photons emitted when the shock is faster. This is because the increased shock speed
results in more compressed material along the x-axis, leading to denser material, and
thus more stars.
4.5.2 Modern-day Analogs
Figure 4.23 shows the distribution of final cloud particles whose masses are at
least 1% of their minihalo’s baryon mass for all of the simulations performed in this
work.
We find that the mass of our final cloud particles range from ≈ 103.5 to 105.5M,
while the metallicity of the final cloud particles are consistent with an asymmetric log-
normal distribution of logZ = −2.44+0.36−0.76. Our dispersion in metallicity is typically
about 0.06 dex. Our final cloud particles can be as far removed from their dark matter
halo as 12 kpc, with the typical particles found removed by about 6 kpc.
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Figure 4.23: The distribution of final cloud particles for all of our simulations. The
particle fractional mass compared with the original halo gas masses (top left), velocity
(top right), relative metallicity with respect to the outflow enrichment(bottom left)
and relative metallicity dispersion (bottom right) vs particles positions scaled by halo
virial radius after 200 Myr are shown. The circles’ color is indicative of the particle
mass, darker for more massive particles.
The statistical sample of the final cloud-particles from all of our simulations shares
many traits with modern day globular clusters. First, the majority of our clusters
are unbound from their dark matter halo, consistent with observations of globular
clusters which limit the amount of dark matter at less than twice the amount of gas
(e.g., Moore 1996; Conroy et al. 2011; Ibata et al. 2013). Also, their enrichment is
significantly homogenous, with less than 0.1 dex for most particles. However, there is
a tension between the metallicities of our final cloud particles and observations around
the Milky Way and Andromeda, which find a consistent value of logZ = −1.6 ± 0.3
(Zinn 1985; Ashman & Bird 1993). If most starburst outflows at these high redshifts
were more metal-rich than we assume here (cf., Scannapieco et al. 2004), with values
of Z ' 0.3 Z, then our results would be more consistent with these observations.
Additionally, we have purposefully neglected to include subgrid turbulent mixing, as
103
we were concerned with overestimating this process. This may also explain why we
only found an enrichment of about 2% of the outflow’s metallicity, which may be
much lower than actually occurs in this interaction.
Finally, our typical mass of ∼ 104 M has a large scatter, and although it is
below the average mass of halo globular clusters in the Milky Way, with an observed
distribution much closer to logM = 5.0± 0.5 (Armandroff, 1989), this typical mass is
not unreasonable given our fiducial mass. Our process of making globular cluster-like
clumps seems most efficient at higher mass, and our largest mass, PM19, produced
multiple final particles with masses of a few×105 M. It would be interesting to study
this parameter space further around such high-mass minihalos, keeping in mind that
provided M6 < 52([1 + z]/10)
−3/2, then the virial temperature of the halo will be less
than 104 K, and will be unable to cool on its own. That our objects are typically
less massive and less enriched than modern-day globular clusters may be consistent
with some observations that show that their metallicity may scale slightly with mass
(e.g., Ashman & Bird 1993; Harris et al. 2006, 2009; Mieske et al. 2006; Strader et
al. 2006; Peng et al. 2009). Additionally, since structure formation is hierarchical,
we would expect a large abundance of smaller mass objects. Destructive processes
then act to destroy these smaller clusters. First, the minimum radius as a function
of mass is bound by mechanical evaporation (e.g., Spitzer & Thuan 1972). Second,
the maximum radius as a function of mass is bound by ram-pressure stripping as the
clusters move through the plane of the Galaxy (e.g., Ostriker et al. 1972). Thus, only
the largest of these objects should survive to today. Since the destructive processes
set the minimum mass of the globular cluster mass distribution for a given age of
the host galaxy, we would expect that at higher redshift the globular cluster mass
distribution should approach the distribution found in our very high redshift models.
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4.6 Summary and Conclusions
The early Universe hosted a large population of small dark matter ‘minihalos’ that
were too small to cool and form stars on their own. These existed as static objects
around larger galaxies until acted upon by some outside influence. Outflows, which
have been observed around a variety of galaxies, can provide this influence in such a
way as to collapse, rather than disperse the minihalo gas.
Here we performed SPH cosmological simulations using the GADGET code to
produce realistic minihalos and their environment at z ' 10. We then implemented a
derefinement technique for dark matter particles in the AMR code FLASH. With this
we mapped the SPH minihalos into AMR datasets and conducted a parameter suite
studying the effect of energetic outflows, similar to those originating from high-redshift
starbursting galaxies, impacting inert primordial minihalos. This was a continuation
of the idealized work of GS10, GS11A, and GS11B.
We endeavored to determine what effect the minihalo mass, outflow-minihalo en-
vironment, outflow speed, outflow surface momentum, outflow metallicity, redshift,
and UV background had on this interaction. We found that the general interaction
proceeded by first shock-heating the front of the minihalo, catalyzing the production
of molecular hydrogen. As the shock traversed the rest of the minihalo and molecular
hydrogen continued to form, increasing the efficiency of cooling, while simultaneously
compressing the minihalo towards the x-axis. The compressed minihalo gas continued
to cool courtesy of the molecular hydrogen, while it was pushed out of the dark-matter
halo. The shock then dissipated, removing roughly 75% of the baryons from the sys-
tem, and collapsing the remaining 25% into a cool, relatively homogenous ribbon that
was no longer bound to the dark matter halo. To compare, the idealized interaction
studied in GS11B found upwards of 100% of the baryons condensed into this ribbon.
Typically the resulting ribbon of gas was enriched to ' 2% the metallicity of the out-
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flow, and this material was then treated ballistically, allowing for merging between
separate clumps.
The most influential parameters are the minihalo mass, orientation, and shock ve-
locity. The minihalo mass is essential in two respects. First, changing this parameter
requires changing the particular minihalo and environment mapped from the cos-
mological simulation. This produced stochastic effects whereby individual minihalo
asymmetry and environment influenced the behavior of the interaction as well as its
final cluster distribution. This was made clear by comparing models FID and PM2,
which varied subtly in mass, but had significantly different shapes and environments.
Second, the minihalo mass sets the abundance of gas available to the interaction, as
well as the original minihalo temperature and density profile. As the minihalo mass
increased in out simulations, more mass collapsed along the x-axis, but less was able
to escape the dark matter potential, a trend similar to that found in GS11B.
The orientation is also important as it sets the medium the shock interacts with
before striking the minihalo. If an outflow was propagating along a filament, in our
simulations, it acted to delay the initial impact, leading to less momentum transfer.
Also, this delay allowed the surrounding shock to strike the periphery of the minihalo
first, causing it to preferentially collapse before being pushed along out of the halo.
Thus, we find that when the shock is oriented along a filament, we have a larger
fraction of baryons collapsed into the final cloud particles.
Finally, the shock velocity plays a dramatic role in the interaction. At very low
velocities the shocks were incapable of collapsing much of the baryons into a coherent
ribbon on the x-axis, leading to a large number of low-mass, enriched clumps that
were still bound to the dark matter potential. As the shock speed increased, baryons
were condensed more efficiently, leading to more massive final particles that were
more removed from the dark matter potential.
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Our models have only considered a primordial chemistry network, and our UV
background has assumed an optically thin medium everywhere. It would be interest-
ing for future work to include additional chemical networks and a full treatment of
different abundances, instead of a simple tracer for metallicity. Although the amount
of enriched material mixed in to the minihalo material is roughly two orders of mag-
nitude below the amount of molecular hydrogen formed during the shock interaction,
the subsequent chemistry and cooling could have a non-negligible effect. This would
be even more important when a UV background is considered, which reduces the over-
all impact from molecular hydrogen. Simultaneously, a full treatment of the metal
chemistry could yield insights into atypical abundances in oxygen, carbon, and ni-
trogen, α-elements, sodium and aluminum, and heavier elements, some of which are
thought to occur from enrichment from type II SNe, proton capture in the cores of
massive stars, and multiple stellar populations (e.g., Pilachowski et al. 1980; Franc¸ois
1991; Colucci et al. 2013; Kacharov et al. 2013). We also encourage future work to
explore a wider range of UV background intensities. These would need to be cou-
pled with delays of incidence to insure the minihalo is not photo-evaporated before
the interaction begins, and should attempt to include self-shielding, so as to better
constrain the ionizing photons’ effect in the densest regions.
We also produced simulated observations of this interaction using the post-processing
technique from GS11B. We find that the final ribbon of material is typically a fraction
of a kpc long, slightly smaller than those found in GS11B, and by using Equation (4.4)
can be found around 5 kpc from the starburst galaxy driving the outflow. We find
that the expected flux in the JWST bands is typically around 1 nJy/kpc, or just un-
der 1 nJy when integrated over the entire ribbon, well below the expected sensitivity
of the telescope. However, we find expected Lyα fluxes of around 10−19 erg cm−2 s−1,
well above the expected detection limit of upcoming ground-based observing facili-
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ties. Although likely unresolvable, these objects should be visible within 2” of the
starburst driving the interaction. Thus future observations of dense bright clumps
around the periphery of starburst galaxies will be a clear demonstration of outflows
driving star-formation in surrounding minihalos.
Finally, the statistical sample of the final cloud-particles from all of our simulations
share many traits with modern day halo globular clusters. They are often unbound
from their host dark matter halos by about 6 kpc, but by as much as 12 kpc, and
are chemically homogenous. Our mass distribution has a typical value of 104 M
with a large scatter, while the most massive cloud particles have masses of a few
×105 M, consistent with modern day halo globular clusters. This indicates that
most present-day globular clusters are analogues of the objects created from minihalos
with M6 ∼ 20− 60, where we show the production of larger final clumps to be more
efficient. Also, the enrichment of our objects is lower than seen in globular clusters.
This suggests that a way of modeling subgrid mixing must be included, or that
starburst galaxies may drive winds as enriched as ∼ 0.3− 0.5 Z.
We conclude that the interaction of starburst outflows with primordial minihalos
is an energetic event that leads to several dense, uniformly-enriched clumps of gas that
would be expected to undergo star formation. Such interactions may be visible with
the next generation of ground-based telescopes, and may produce clusters that are the
progenitors of modern-day halo globular clusters. Future observational work searching
for globular clusters around younger galaxies where we expect their typical mass to be
less than that found around the Milky Way, and theoretical work exploring more of
the high-mass range of the parameter space, coupled with a more complete treatment
of chemistry, will be crucial for further demonstrating the connection between halo
globular clusters and minihalos.
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Chapter 5
COMPARING SIMULATIONS OF AGN FEEDBACK
We perform AMR and SPH simulations of kinematic AGN feedback in cosmo-
logical zoom simulations of the cosmological regions surrounding a forming cluster.
AMR and SPH simulations with no AGN feedback show differences for small-mass
halos, but we find sufficient consistency for the cluster itself. In both SPH and AMR
simulations with AGN, feedback removes gas mostly from high-mass halos, where
the more powerful AGN lie, resulting in a top-down impact on the quasar luminosity
function. We demonstrate that AGN feedback must only be injected in the vicinity
of the black hole, lest runaway heating of the intracluster gas can occur. In general
the simulations are consistent, with AGN feedback responsible for decreasing the ISM
gas content by as much as 30%. This gas is instead found in the hot diffuse phase,
leading to a reduction in star formation by half an order of magnitude or more. We
also demonstrate that feedback must heat the surrounding gas well above the halo
virial temperature or little impact on the gas properties are detected.
5.1 Introduction
Studies of galactic star formation rates (SFRs) have found several surprising
trends: SFRs are lower in more massive galaxies (Heavens et al. 2004; Panter et
al. 2007), and the global SFR reaches a peak at 3 billion years after the Big Bang
and then decreases until today (Hopkins & Beacom, 2006). Likewise, AGN densities
peak at low luminosity at late times, and at high luminosity at early times (e.g.,
Cowie et al. 2003; Steffen et al. 2003; Ueda et al. 2003; Barger et al. 2005; Giacconi
et al. 2002; La Franca et al. 2005; Hasinger et al. 2005; Hopkins et al. 2007; Babic
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et al. 2007). In the hierarchical cold dark matter and dark energy (ΛCDM) model
for galaxy formation, on the other hand, matter condenses first in small clumps that
merge to create increasingly massive objects over time. This model has provided sev-
eral predictions that are in excellent agreement with observations (e.g., Spergel et al.
2007; Larson et al. 2011). For star formation to begin, the temperature of gas con-
tained within these dark matter halos must cool sufficiently to allow the formation
of molecular clouds. Because larger galaxies have more gravitational compression,
and hence a higher temperature, they might be expected to take longer to cool and
form stars, with the largest galaxies only now reaching significant SFRs. Instead,
observations have shown that SFRs peaked earlier in the Universe for more massive
galaxies (e.g. Heavens et al. 2004), and more recently for smaller galaxies. This
process, known as downsizing (e.g. Cowie et al. 1996; Bauer et al. 2005; Panter et
al. 2007), is clearly at odds with the predictions of the ΛCDM model.
Surveys of galaxies have revealed that their number density declines slowly up to a
characteristic mass and then the number density drops precipitously (Cole et al. 2001;
Huang et al. 2003; Li & White 2009). Comparison with ΛCDM models, however,
demonstrates that the number density of dark matter halos and their corresponding
galaxies follows a strict power law (Benson et al. 2003; Li & White 2009), inconsistent
with the steep decline observed. The conclusion is that there is missing physics that
acts to reduce the formation of large galaxies, causing a high mass-deficit compared
with the dark matter halos.
Finally, high-resolution X-ray and radio observations such as those from the Chan-
dra Observatory and the Very Large Array have revolutionized our understanding of
galaxy clusters. While many clusters appear to be quiescent, about a third show
strong peaks in their central X-ray surface brightness distributions, indicating that
their gas is cooling rapidly (e.g. Fabian & Nulsen 1977; Nulsen et al. 1982; Stewart
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et al. 1984; Fabian 1994; Tamura et al. 2001; Cavagnolo et al. 2009). However, this
cooling is neither accompanied by strong star formation nor a significant fraction of
gas colder than 1 keV (e.g. Peterson et al. 2001; Rafferty et al. 2006; McNamara &
Nulsen 2007). Instead galaxy formation is halted by an unknown energy source (e.g.
Croton et al. 2006).
A prominent theory is that energetic feedback from AGN can explain each of
these discrepancies (e.g., Scannapieco & Oh 2004; Thacker et al. 2006B; Dunn &
Fabian 2006; Dubois et al. 2013). AGN are among the most energetic objects in
the Universe. Active galaxies are characterized by their extremely luminous cores,
understood to be powered by infall of gas from a surrounding relativistic accretion
disk (e.g., Rees 1984) onto a SMBH with mass M > 106 M. AGN are associated
with two modes of feedback into their environments. The kinematic or radio mode
is associated with collimated relativistic jets and inefficient accretion (e.g., Falcke &
Biermann, 1999; Sambruna et al. 2000; Merloni & Heinz 2007), while the quasar
or wind mode is associated with isotropic heating and efficient accretion (e.g., Silk
& Rees 1998). Depending on the feedback mode, it has been shown that AGN can
provide the energy needed to maintain the hot ICM (e.g., Dunn & Fabian 2006), with
kinematic feedback creating the large buoyant bubbles (e.g., Dunn et al. 2006). It is
also clear that this feedback can hamper cooling of galactic halo gas, preferentially
reducing the SFR first in large halos at early times, and then smaller halos at late
times (e.g., Scannapieco & Oh 2004; Scannapieco et al. 2005).
Studies of the SMBH at the center of galaxies reveal that they follow several
relations. SMBH masses are observed to have a tight correlation with the velocity
dispersion (the so-called M-σ relation) of their galaxys bulge component (e.g., Fer-
rarese & Merritt 2000; Gebhardt et al. 2000; Tremaine et al. 2002). Similarly, as
discussed above, the SMBH masses scale with their bulge mass and luminosity (e.g.,
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Magorrian et al. 1998; Kormendy & Gebhardt 2001), although with more scatter.
To explain this, Silk & Rees (1998) demonstrated that the growth of the black hole
is self-regulated, where feedback is efficient once it surpasses the scaling relation, and
thereby maintains the relation. Exactly how this feedback is generated and subse-
quently interacts with its environment is still debated. As material accretes onto a
SMBH, it is believed about 10% of its rest-mass energy can be radiated away. Assum-
ing a small fraction of these photons couple with the surrounding gas and dust, then
a significant amount of energy can either heat or push gas in the immediate vicinity
of the SMBH, and this energy can then propagate into the large-scale environment.
Meanwhile, it is also thought that the spin of the black hole (BH) can influence this
radiative component and cause some accreting material to be ejected, leading to the
collimated jets of radio mode feedback (e.g., Blandford & Znajek, 1977; McKinney
2005).
Unfortunately, AGN feedback is extremely difficult to simulate as its effects span
several orders of magnitude, originating on sub-parsec scales, and impacting kilo- and
mega-parsec scales. Thus numerical methods must implement a sub-grid prescription
for injecting the feedback model if they are resolving cluster or cosmological scales.
The nature of this feedback is also highly debated, with different groups focusing on
different input mechanisms for the feedback energy, and different environments in
which to study its effects.
Springel et al. (2005) introduced a black hole and ISM particle into SPH sim-
ulations using the GADGET2 code, wherein the accretion processes were calculated
and energy was fed back to the system thermally and isotropically. They studied
individual galaxies and merging galaxies, setting the SMBH accretion rate to be the
minimum of the Bondi-Hoyle accretion rate and the Eddington accretion rate, where
the sub-grid properties of the gas surrounding the SMBH is assumed to be the same
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as the locally resolved quantities. They found that the feedback energy was sufficient
to regulate the black hole growth. By setting the feedback coefficients approrpiately,
the authors were able to recreate the observed relations between SMBH mass and
bulge velocity dispersion.
Thacker et al. (2006B; 2009) carried out SPH simulations using the HYDRA code
to consider the large-scale effects of AGN feedback on the accretion and merger his-
tories of AGN. Their model injected post-merger AGN kinematic outbursts through
isotropic outflows at the virial radius, with assumptions taken from some of the scal-
ing laws above. While able to determine the post-feedback accretion rate on to the
halo, as well as the impact of feedback on surrounding structure, their study was
ill-equipped to study the impact of this feedback on the host galaxies and whether
any other scaling laws were produced.
Croton et al. (2006) used semi-analytic models of gradual heating by AGN feed-
back due to growth via mergers. Their study focused on the role of AGN in miti-
gating run-away cooling in the intracluster environments. They found that a simple
prescription for this feedback was more than capable of suppressing the condensation
of structure in the intracluster medium, while also demonstrating that this feedback
can affect the galactic evolution of cluster galaxies.
Booth & Schaye (2009) performed SPH simulations using the GADGET3 code with a
modified version of the AGN prescription of Springel et al. (2005). In their work they
explored subgrid prescriptions of the gas accretion, and determined the applicability
of these prescriptions by comparing the black hole growth with the M − σ relation,
the z = 0 cosmic BH density, and the cosmic star-formation history. They found that
the BHs self-regulated their feedback such that they agreed with the M − σ relation,
while greatly suppressing the star formation in high-mass galaxies.
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Di Matteo et al. (2012) used the same SPH code (GADGET2) and AGN feedback
prescription as Springel et al. (2005), with sink particles being generated in halos
above a critical mass who do not already have a SMBH. They found through high
resolution studies of early halo growth that cold streams were simply too dense with
too quick infall times to be affected by early feedback (z ' 7). Thus at early times
very large SMBHs were able to grow in mass sufficiently quickly to match some
observations without hampering their growth via feedback.
Barai et al. (2013) and Wurster & Thacker (2013) each used SPH simulations
(GADGET3 and HYDRA, respectively) to consider various AGN feedback models and the
resultant impact on isolated galaxies and mergers. They considered either kinematic
radio mode or thermal quasar mode feedback from the central black holes, and found
the largest impact on the local SFRs of the galaxies was due to the evacuation of gas
from the disks. Their models showed some success in replicating the M-σ relation
discussed above.
Dubois et al. (2013) have used AMR simulations using the RAMSES code to in-
corporate both radio and quasar models of AGN feedback to study the growth of a
cluster. Their study focused on the accretion history of the cluster SMBH and the
effect of feedback on the gas content and temperature. They found that only with
AGN feedback were they able to greatly heat the gas and affect its ability to accrete
to the central galaxy, thus limiting the overall SFR and accretion on to the SMBH,
while being in good agreement with the M-σ relation.
Thus these myriad studies of AGN feedback are quite diverse in how they model
the feedback energy and in what such feedback can do to the environment. The
particular method for introducing this feedback can then limit what conclusions we
can draw about its impact in galaxy and cluster formation and evolution. While we
are still far from understanding the impact of AGN feedback at all length and mass
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scales, it appears that this feedback plays a crucial role in the evolution of galaxies,
clusters, and the cosmic star formation history. These studies are essential to further
our understanding of the central processes around the black hole, and only through
comparing results from different models will we find a consistent understanding of
AGN feedback.
The history of modelling AGN feedback has until recently been constrained to
SPH simulations or semi-analytic models. SPH, using Lagrangian particles to sim-
ulate the fluid dynamics, is very efficient at resolving dense structures. However,
SPH is ill-equipped to resolve the low-density environment surrounding galaxies and
clusters, and it is through this medium that the feedback interacts with the surround-
ing structure. Further, SPH has difficulties accurately modelling shocks and mixing,
which are also essential when studying this feedback. More recently, AMR methods
are gaining interest. Although AMR can prove more difficult with memory overhead,
its better able to model shocks and mixing, and can set the resolution to the max-
imum resolution in any region of the simulation volume. Thus AMR could prove to
be far more capable in demonstrating the impact of AGN feedback. A comparison
between the two methods is discussed in detail in §2
In this work, we wish to continue the effort to compare the results from different
codes as they simulate the cosmologically consistent formation of a cluster environ-
ment. We wish to compare SPH with AMR methods in modelling AGN feedback in
a cluster environment and galaxy halo formation. We perform two simulation suites
from the same initial conditions, studying the impact of different AGN feedback mod-
els. One suite uses an AMR code, while the other uses an SPH code. We compare the
ability of these two numerical methods to model the evolution of the AGN feedback
energy and its impact on a cluster environment, including the gas temperature, SFRs,
and gas content.
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The structure of this paper is as follows. In §5.2 we discuss the numerical meth-
ods we used, including the star formation and stellar feedback, as well as the AGN
formation, accretion, merging and feedback methods in both grid and particle codes.
In §5.3 we present our results. We give a discussion and conclude in §5.4.
5.2 Numerical Methods
All simulations were conduced using the AMR code RAMSES (Teyssier, 2002) and
the SPH code HYDRA (Couchman et al., 1995). The initial conditions were generated
using the mpgrafic (Prunet et al., 2008) package which finds the density fluctuations
on a grid yielding the desired power spectrum, and uses the Zeldovich approximation
to calculate the resulting particle velocities. Our initial conditions are at a redshift of
43.2, centered on a region where a cluster halo with Mvir(z=0) = 2× 1015 M forms
by z=0. We assumed a ΛCDM cosmology with cosmological parameters (Ω∆, ΩM,
Ωb, σ8, h) = (0.73, 0.27, 0.044, 0.8, 0.7) (Komatsu et al., 2011). Our simulations used
a 100 h−1 Mpc comoving box with periodic boundaries and were run to z=3.33. In
both particle and grid simulations we used a zoomed-in realization of this box, with a
spherical high-resolution region 25 h−1 Mpc across. We used an effective dark matter
particle number of 10243, with a mass resolution of 8.3×107 M in the high-resolution
region. The high resolution region was selected as it contained all particles found in
the halo by z=1, and thus a conservative estimate of the necessary high-resolution
region for z = 3.33. We uniformly decreased the dark matter particle resolution until
reaching an effective particle number of 643, for AMR, and 1283, for SPH, in the
outer regions of the box. The dark matter particles initial conditions were identical
between the grid and particle simulations.
For the grid simulations we used the RAMSES code (Teyssier, 2002), which uses
an unsplit second-order Godunov scheme for evolving the Euler equations for the
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gas. RAMSES variables are cell-centered and interpolated to the cell faces for flux
calculations, which are then used with a Harten-Lax-van Leer-Contact Riemann solver
(van Leer 1979; Einfeldt 1988). Collisionless star and dark matter particles were
mapped to the grid using a Cloud-in-Cell scheme (Birdsall & Fuss, 1997), adding to
the grid mass for gravity calculations. The high-resolution gas began at a resolution
of roughly 1600 physical kpc, and was refined using a semi-Lagrangian technique.
When more than 8 dark matter particles were in a cell, or when the baryon density
in a cell was 8 times more than the cosmic average, then the cell was split into 8 cells,
doubling the resolution. We used a fixed maximum physical resolution of ∆xmin = 545
pc, where the maximum refinement level was increased with increasing cosmic scale
factor, up to 18 levels of refinement. Thus the actual resolution varied from 435
pc to 870 pc. To avoid over-resolving the dark matter in dense gas regions we set
the maximum level to map the dark matter particles into cells at lmax,DM = 15. In
comparison, at z = 4, the gas was refined up to lmax,g = 16 levels of resolution. Thus
at z = 3.33, the dark matter had an effective softening length of 1 kpc.
For the particle-based simulations we used the parallel HYDRA code (Couchman et
al. 1995; Thacker et al. 2006A), which uses and adaptive particle-particle, particle-
mesh method (Couchman, 1991) to calculate the gravitational forces, while it uses
the standard SPH method (Gingold & Marigold 1977; Lucy 1977) to calculate the
hydrodynamic forces. We used the same initial conditions for dark matter as with
RAMSES, and overlaid the gas particles onto the dark matter particle positions. HYDRA
uses the S2 gravitational softening length (Hockney & Eastwood, 1981), , for me-
diating close encounter scattering events, with the minimum smoothing length given
by hmin = /2. We set hmin = 2∆xmin = 1090 pc, giving the same softening length
for dark matter particles in the two codes. Although the exact spatial resolution of
a grid or particle method is not exactly equal to these two quantities, we found that
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the star formation histories were sufficiently similar when relating these parameters
in this way. We discuss this further in §5.2.1. Each gas particle set its smoothing
length such that it overlapped with roughly 52 neighbors, although at any given step
the number of neighbors was between 32 and 82.
Optically thin, atomic cooling from hydrogen, helium, and metals was calculated
following Sutherland & Dopita (1993) for temperatures above 104 K, and metal fine-
structure cooling following Rosen & Bregman (1995) at cooler temperatures. The gas
temperatures was not allowed to cool below T0 = 500 K. After z=8.5 heating from
a UV background was modeled following Haardt & Madau (1996). Metallicity was
set at a fixed value of a third solar for the entirety of the simulation, consistent with
the typical intracluster medium (Loewenstein, 2004). A constant value was chosen
for simplicity, as a method for following particle metals in HYDRA is not currently
implemented and is beyond the scope of this work.
5.2.1 Star Formation & Stellar Feedback
In both types of simulations star formation followed a Schmidt-Kennicut law
(Schmidt 1955; Kennicut 1998), with the star formation rate given as:
dM∗
dt
= csf
Mg
tff
, (5.1)
where csf is the star forming efficiency, Mg is the gas mass, and tff ≡ (32Gρ/3pi)1/2
is the gravitational free-fall time in the vicinity of the star-forming region, with G
the gravitational constant and ρ the gas mass density in a given resolution element.
We set csf = 0.01, consistent with observations of giant molecular clouds (Krumholz
& Tan, 2007). Star formation was implemented following the Schaye & Dalla Vechia
(2008) prescription, where gas above a hydrogen number density threshold, sufficient
to overcome the local hydrodynamic pressure, was allowed to form stars. For these
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resolutions we set this threshold to be n∗ = 0.05 H cm−3. Gas above this density
was assumed to belong to the multiphase ISM, which we could not resolve. As such
we employed a polytropic equation of state for such gas with T = T0(n/n∗)κ−1,
with polytropic index κ = 4/3, and ISM temperature T0 = 500 K. This density
and polytrope equation are selected by the Truelove criteria (Truelove et al., 1997)
considered for the AMR simulations, where the Jeans length must be resolved with
at least four resolution units, else spurious fragmentation occurs. The density is also
consistent with particle simulations of similar resolution (e.g., McCarthy et al. 2010;
Scannapieco et al. 2012 and references therein; Sijacki et al. 2012; Hayward et al.
2014).
The implementation of star formation in RAMSES is described in Dubois & Teyssier
(2008). We defined a unit stellar mass, m∗,R = ∆x3minn∗mp/XH, where mp is the
proton mass, and XH is the hydrogen mass fraction, 0.76. If a cell’s density was above
the star formation threshold density then we used Equation (5.1) with M = ∆x3ρ to
determine the amount of stellar mass expected to be created in the next time step.
Comparing this expected mass with the unit stellar mass yielded an expected number
of stars to be formed, which was used as the expectation value for a random integer
drawn from a Poisson distribution. A star particle was then generated with its mass
equal to the returned random number times the unit stellar mass, and had the same
momentum as the cell. The cell’s mass was reduced by the star particle’s mass.
The implementation of star formation in HYDRA is described in Thacker et al.
(2000). We set the stellar particle mass to be half the high-resolution gas particle
mass. Each gas particle accumulated a stellar component following Equation (5.1),
where M was that gas particle’s mass, and ρ was the local gas density at the particle.
Once the accumulated mass was equal to the star particle mass, a star particle was
formed at the same position as the gas particle, and the gas particle’s mass was equiv-
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alently reduced. Until the time at which a star was formed, the gas dynamics used
the total gas particle mass, not just the non-stellar component. The only exception
to this was that the mass used in Equation (5.1) only included the non-stellar com-
ponent of the gas particle. Once a gas particle that had already made one star had
converted 80% of its remaining mass into a second star, then that entire gas particle
was turned into a second star particle.
In Figure 5.1 we compare the early history of star formation for the two codes in
a 25 h−1 Mpc sphere centered on the region of interest with an effective resolution
of 5123 particle across. The higher resolution runs were able to resolve the denser
peaks of gas clumps, leading to increased star formation. The varying resolution of
the RAMSES runs was demonstrated by the delay in star formation shortly before an
increase in maximum refinement level. To best fit the global star formation rate over
all time we have chosen to set hmin = 2∆x, where agreement between the star-forming
rates was best between z=3− 4.
Of the star mass formed, we assumed 10% was contained in high-mass stars that
contributed feedback through SNeII, with 1051 erg of energy released for 10 M of
high-mass stars. We thus used a total efficiency of 5 × 1015 erg g−1. This energy
was deposited immediately into the vicinity of the formed star particle. Although
the typical lifetime of a high-mass star was on order 10s of time-steps, our single
particle is representative of several giant molecular clouds, and we expect little issue
from injecting this energy without a delay (see Wurster & Thacker 2013). The imple-
mentation of the stellar feedback in RAMSES is described in Dubois & Teyssier (2008).
This energy was deposited kinematically with a radius of a single cell around the star
particle. The injected mass, momentum, and energy are all consistent with an early
Sedov blast wave.
120
Ramses: Δ x= 4.36 kpc
Ramses: Δ x= 2.18 kpc
Hydra: hmin = 4.36 kpc
Hydra: hmin = 2.18 kpc
Sta
r F
orm
ati
on
 D
en
sit
y (
M ๏
/yr
/M
pc
3 )
10−5
10−4
10−3
0.01
0.1
z
3 4 5 6 7 8 9 10
Figure 5.1: Star formation density history up to z=3 comparing the star formation
rates for different resolutions in HYDRA and RAMSES. Magenta triangles and blue circles
show results from RAMSES runs with ∆x=4.36 kpc and 2.18 kpc, respectively. Red
squares and black diamonds show results from HYDRA runs with hmin = 4.36 kpc and
2.19 kpc, respectively. Vertical solid lines indicate when the maximum refinement
level was increased, while the vertical dotted lines indicate the scale factor when the
resolution was the value quoted in the inset key. Note the delayed star formation
for RAMSES runs as the resolution scale became larger with scale factor, followed by a
strong increase in star formation when the maximum refinement level was increased.
The implementation of the stellar feedback in HYDRA is described in Thacker et al.
(2000). We injected the energy thermally around the star particle’s nearest neighbors.
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Since particle positions are not isotropic, a thermal feedback mechanism is preferred.
We delayed cooling in the vicinity of the star particle by artificially reducing the
neighboring gas particle’s densities for calculating the cooling (see for example Ger-
ritsen & Icke 1997). This density then decayed back to the actual density, set by a
half-life time of 1 Myr, consistent with the time for the blast wave to reach the cooling
radius for densities near our star-formation threshold and feedback energy Blondin
et al. (1998).
5.2.2 Black Holes & AGN Feedback
Black holes (BHs) were modeled as sink particles in both types of simulations and
they were formed where the local gas and star density were above a density criteria
of 0.05 cm−3. To ensure only one BH was made per galaxy we only allowed one to
form if they were not within 30 comoving kpc of another BH. BHs had a seed mass
of 8 × 105 M. In RAMSES this particle was given the same momentum as its cell of
origin, and the cell’s mass was reduced by the seed mass. In HYDRA the BHs were
spawned at the same location as the gas particle, and the stellar mass was reduced by
the seed mass. In HYDRA each BH particle had a smoothing length which overlaped
with roughly 60 neighboring gas particles. Black holes could merge when they were
within 4 resolution units.
The black holes accreted gas following the Bondi-Hoyle-Littleton rate (Bondi,
1952), and is described in Dubois et al. (2013) and Wurster & Thacker (2013). The
accretion rate is given by
dMBH
dt
= 4piα
G2M2BHρ¯
(c¯2s + u¯
2)3/2
, (5.2)
where MBH is the black hole mass, ρ¯ is the local average gas density, c¯s is the local
average sound speed, u¯ is the local average gas speed, and α is a dimensionless
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boost factor with α = max(1,(n/n∗)2) (Booth & Schaye, 2009), which accounts for
our inability to resolve the cold high density ISM gas around the BH. We set the
maximum accretion rate to be the Eddington accretion rate,
dMEdd
dt
= 4pi
GMBHmp
rσtc
, (5.3)
where σt is the Thompson cross section, c is the speed of light, and r is the radiative
efficiency, set to 0.1 for the Shakura & Sunyaev (1973) model of accretion onto a
Schwarzschild BH. In RAMSES we used the cells into which the cloud-in-cell method
maps the BH particle to determine the average gas quantities. In HYDRA we used
a kernel-weighted average of the gas particles that overlap with the BHs smoothing
length. Since mass is discretized in HYDRA, we used an internal and a dynamic BH
mass. The internal mass was incremented by the accreted amount, and once this
mass was larger than the dynamical mass by half a gas particle mass, the closest
gas particle was accreted. The dynamic mass was used to calculate the gravitational
effect of the BH, while the internal mass was used to determine accretion and feedback
properties.
The BH particles are advected similar to the dark matter particles. To model
the effect of gas on the BHs, we included a drag force, thus avoiding spurious os-
cillations of the BHs about their local potential. This dynamic friction is set to
FDF = fgas4piαρ(GMBH/c¯s)
2, where fgas is a fudge factor whose value is depends on
the local mach number, with 0 < fgas < 2 (Ostriker 1999; Chapon et al. 2013).
In HYDRA, the drag force is calculated using the smoothed gas values of the BH’s
neighboring particles.
At present we have employed the quasar-mode AGN feedback following Dubois et
al. (2013), while ongoing work is looking at including radio mode feedback as well. At
every step the thermal quasar feedback mode injected energy into a sphere of radius
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∆x centered on the BH, at an injection rate of E˙AGN = frM˙BHc
2, where f is a free
parameter set to 0.15 to reproduce the MBH−Mb, MBH− σb, and BH density in the
local universe (see Dubois et al. 2012). The implementation of this feedback mode
in HYDRA is built upon the existing work by Wurster & Thacker (2013).
In our RAMSES simulation we set a maximum temperature caused by AGN heating
to be 1010 K, which we denote run AMR-QSO. We also ran a RAMSES simulation
with no AGN feedback, which we denote run AMR-FID, and consider it the fiducial
simulation in the AMR scheme. With HYDRA, we also ran a fiducial simulation with
no AGN feedback, denoted SPH-FID. These fiducial simulations were essential for
understanding how the cluster environment evolved in the two codes without AGN
feedback. We ran one SPH simulation, denoted SPH-QSO, that was as similar as
possible to AMR-QSO, with a temperature ceiling of 1010 K, and energy deposited
kernel-weighted to the gas particles within the BH smoothing length. Regardless of
the simulation method, if the AGN feedback energy at a given step would heat its
environment above the respective ceiling, then the excess energy was saved for the fol-
lowing step, and accretion was stalled until this excess energy was administered. With
these runs we wish to highlight the dependence of cluster environment and galaxy
gas evolution due to feedback implementations and how this evolution is dependent
on the numerical method.
5.3 Results
5.3.1 Global Impact from AGN Feedback
Although our simulations are focused on the region surrounding a large cluster,
the volume of the high-resolution region allows us to study the impact of AGN feed-
back over a range of masses. Using the Adaptahop algorithm (Aubert et al. 2004;
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Tweed et al. 2009), we located halos with a minimum of 500 dark matter particles in
the highest resolution region, which has a diameter of 25 comoving Mpc/h. We then
determined the virial mass and size of these halos, assuming an average overdensity
of 200, consistent with a spherical top-hat collapse. We also found the instantaneous
star-formation rate within 0.1rvir, representative of the galaxy luminosity at the center
of the halo. Figure 5.2 compares the total halo mass function at z = 5 for the AMR
and SPH simulations, both with and without AGN feedback. It is clear that halos
have a larger mass in the SPH simulations than they do in the AMR simulations, par-
ticularly at lower mass. Hydra is energy-conserving, but does not perfectly conserve
entropy. As a result, halos are more dissipative, allowing for further accretion of ma-
terial, and leading to slightly larger halos. Additionally, at smaller masses the scale of
the halos are fairly small, where differences in the gravity solver are more apparent.
Although we impose an equivalent gravitational softening in the SPH simulation to
match the highest resolution in the grid simulation, it is impossible to match the
small-scale gravity identically between the two methods. Thus, differences between
the AMR-FID and SPH-FID simulations are expected, although unfortunate for the
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Figure 5.2: Halo mass function from left to right at z = 5, 4, and 3.33 respectively.
There is a stark difference between the AMR and SPH results, both in the fiducial
mass functions, and the impact of AGN feedback. This difference is mostly consistent
with a shift to higher masses in SPH, although the SPH slope remains constant, while
in AMR it is shallower at lower masses. For the fiducial values we include the Poisson
noise.
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sake of doing a detailed comparison of model-dependent AGN feedback results. Of
interest then is how the introduction of AGN feedback affects the respective fiducial
results. The feedback has little impact on the AMR halos at any mass scale, while the
feedback reduces the SPH halo masses below roughly 1012 M. Quasar luminosity
functions (e.g., Pei 1995; Fan et al. 2006; Croom et al. 2009; Willott et al. 2010; Ross
et al. 2012), in comparison with semi-analytic models and simulations (e.g., Wyithe
& Loeb 2003; Scannapieco & Oh 2004; Thacker et al. 2006B; Lapi et al. 2014) show
that only the brightest objects at early times are affected by AGN. Thus, since the
RAMSES simulations do not suffer from excess dissipation, the AGN seems to have
little impact at this point. On the other hand, the excess dissipation found in the
HYDRA simulations appears to be compensated by AGN feedback at high redshifts,
particularly at low masses where this effect is most prominent. Similar behavior in
SPH simulations has been observed in work exploring stream velocities, which also
act to decrease this excess dissipation (e.g., Richardson et al. 2013). At low redshifts
the overall impact of AGN is small in both AMR and SPH.
Given that the halo masses are different between the two methods, we now wish to
focus on the gas content of these halos. Figure 5.3 shows the halo gas mass function
and gas fractions as a function of halo baryonic mass for the different simulations. We
first discuss the AMR results. In the AMR simulations at z > 3.33 the AGN feedback
inhibits gas from accreting, and removes some gas from the halo. This effect is most
prominent at larger masses, where the black hole is more massive, powering more
energetic feedback, consistent with Scannapieco et al. (2004). At z = 5 the fiducial
baryon fraction is roughly constant at just below the cosmic value of 0.163, while at
masses above 4×1010 M the QSO simulation shows the reduction of baryon content,
with a greater impact on large masses. At later times the fiducial simulations shows
more massive objects inherently have less gas in the fiducial simulation, leaving little
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Figure 5.3: From left to right, at z=5, 4, and 3.33 respectively, the cumulative halo
mass function and gas fraction for the AMR and SPH fiducial and quasar-mode runs
with respect to halo baryonic mass. The AMR-QSO run illustrates a slight reduction
in the overall gas mass of halos, most prominent at high masses. This is more clearly
shown by the decrease in the gas fraction, where the AMR-FID and AMR-QSO runs
are shown with black circles and green squares, respectively.
to accrete onto the SMBH and fuel AGN activity. What feedback energy is injected
has little impact on the gas since it is already very hot. By z = 3.33 we see almost
no impact in the baryon fraction from AGN feedback. The AGN feedback is heating
the gas, but is not able to remove it or delay further gas accretion.
The SPH simulations show a markedly different result. Halos in the fiducial simu-
lation have a nearly constant baryon fraction equal to the cosmic value, irrespective of
mass. The virialization of gas no longer delays the further accretion of baryonic mat-
ter. The SPH-QSO simulation shows that feedback does reduce the baryonic content
of halos, although more so than in the AMR case. The AGN affects two scales. First,
at halos less massive than 1011 M the feedback offsets the excess SPH dissipation.
Second, at large masses at z = 5 and somewhat smaller masses by z = 3.33, the feed-
back further reduces the gas fraction of the halos. Here the largest mass black holes
are better able to self-regulate, and go through periods of accretion and stagnation.
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Figure 5.4: From left to right, at z=5, 4, and 3.33 respectively, the specific star
formation rate versus halo gas mass for the SPH and AMR fiducial and quasar-mode
runs. We have used the instantaneous star formation rate, which could be susceptible
to recent stochasticity from stellar feedback events.
In Figure 5.4 we show the specific star formation rate binned over halo gas mass
using the determined instantaneous star formation rates within 0.1rvir. Here we more
easily see the impact of AGN feedback, reducing the specific star formation rate,
particularly for the low-mass objects and the most massive objects. The SPH-FID
results are more star-forming than their AMR counterparts, while feedback diminishes
the star formation rates most in SPH.
5.3.2 AGN Impact on Cluster Gas
We turn now to studying the environment around the largest cluster. This cluster
was selected to have a mass of 2×1015 M by z = 0. In Figure 5.5 we show projections
of the dark matter and gas density and density-weighted temperature divided by the
mean molecular weight, µ, in units of proton mass, mp, at z = 5 for both the AMR-
FID and AMR-QSO runs. These projections are centered on the peak dark matter
density, and have side length of twice the virial radius of the halo. At z = 5 the
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Figure 5.5: Projections along the z-axis showing from top to bottom the dark matter
density, the gas density, and density-weighted temperature of the AMR clusters out
to the virial radius at z=5. Column 1 shows the FID run while column 2 shows the
corresponding QSO run.
AMR-FID cluster has a virial mass of 2.3× 1012 M, with a gas fraction of 15% and
a virial radius of 71 kpc (see Table 5.1 for more details). The AMR-QSO cluster has
a mass of 2.0× 1012 M, with a gas fraction of 11% and a virial radius of 67 kpc. In
the density projection we can see that the central disk is much more distorted in the
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AMR-QSO run, where feedback has prevented the gas from settling to the mid-plane.
In the AMR-FID run the disk is very cold, while in the AMR-QSO run we see much
less central cold gas, with hot bubbles near the black hole and a surrounding hot halo.
The same differences are apparent in the surrounding satellite galaxies. These results
are qualitatively similar to those seen in many such works (e.g., Dubois et al. 2013).
The dark matter projections reveal that the dark matter is mostly unchanged by the
feedback, except at the very core of the halo, where the reduced gas density has led
to a shallower potential with a lower central dark matter density value. Finally, the
AMR-FID run shows collimated cold streams that fall onto the central disk, while
the AMR-QSO runs shows these streams to be slightly perturbed, truncating further
from the disk, in good agreement with Dubois et al. (2013).
In Table 5.1 we also give the total stellar mass of the whole cluster as well as within
0.1rvir, and give the instantaneous star formation rate within 0.1rvir, M˙∗. We also
give the time-averaged star formation rate in this inner region,
〈
M˙∗
〉
, taken to be the
change in the stellar mass component from the previous line in the table to the current
line, divided by the change in time. In the AMR simulations, at high redshift most
of the stellar component of the cluster resides in the inner tenth, while this fraction
decreases with time. The central stellar fraction is larger with the QSO feedback,
which suggests that thermal AGN feedback has a larger impact on the surrounding
environment than on the host galaxy. Additionally, while the instantaneous star
formation increases with time, the average value, which is less susceptible to random
variations due to stellar feedback and dynamic evolution, decreases slightly at later
times. Both star formation rates are diminished by the AGN feedback, and the
average star formation is decreased to a third the value of the fiducial simulation.
Thus, AGN can have a significant impact on the overall luminosity of their host
cluster, and not just the surrounding intracluster medium.
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Table 5.1: Cluster Characteristics
Run z Mtot
a rvir
b Tvir
c Mg
a M∗Hd M∗Gd,e M˙f,e∗
〈
M˙∗
〉f,e
AMR-FID 5 2.33 70.5 0.76 0.34 5.8 4.9 330 -
4 7.29 124.0 1.35 0.92 14.4 11.2 730 1.7
3.33 16.2 186.2 2.00 1.87 24.3 16.2 1900 1.3
AMR-QSO 5 2.03 67.3 0.69 0.23 3.7 3.2 390 -
4 6.72 120.6 1.28 0.66 15.6 13.3 76 2.7
3.33 14.8 181.1 1.88 1.56 18.5 14.9 150 0.4
SPH-FID 5 2.50 72.7 0.80 0.38 897 398 460 -
4 7.25 124.2 1.35 1.07 1580 595 2100 52
3.33 15.83 184.9 1.97 2.33 2800 1120 6000 140
SPH-QSO 5 2.26 69.9 0.74 0.24 3.5 0.5 3.2 -
4 6.77 120.5 1.29 0.73 29.8 4.3 6.4 1.0
3.33 15.0 182.4 1.90 1.56 140.5 19.8 23 4.0
a1012 M bkpc c107 K d108 M er < 0.1rvir fM yr−1
Figure 5.6 shows projections of the gas density and temperature for the SPH runs.
The gas has cooled into several discrete clumps that form up the same structure as
seen in the AMR projections, yet the low density cold flows are more clumpy with
features smoothed out, as are any features around the central disk. The SPH-QSO
run shows a similar environment, with a slightly hotter hot phase, and surprisingly
what appears to be a slightly cooler and denser clumps. Mostly this is a projection
effect, whereby heating of the surrounding intracluster gas results in lower density
material, yet the quantities are density weighted. Thus we are seeing more of the
unperturbed cool medium further from the SMBH. The virial mass of the SPH-FID
halo is 2.5× 1012 M with a gas fraction of 15% and a virial radius of 73 kpc.
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Figure 5.6: Projections along the z-axis showing the gas density on the left and the
gas temperature on the right for the SPH-FID (left column) and SPH-QSO (right
column) clusters at z=5.
In the SPH simulations the fraction of the cluster stars in the central region is
significantly less than in the AMR simulations. This is consistent with the projection
plots which shows more collapsed clumps in the halo where stars are forming as
quickly as the central galaxy. SPH is able to build up significantly more stars due
to the excess dissipation leading to denser gas. As we have seen in the halo mass
function, the addition of quasar feedback can offset this dissipation, and in the SPH-
QSO results we see more comparable numbers to the AMR results. The overall
cluster still makes significantly more stars in SPH, although the central region is
more consistent with AMR.
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We show the same projections at z=3.33 in Figures 5.7 and 5.8, where the AMR-
FID halo has a mass of 11.1× 1012 M with a gas fraction of 14% and a virial radius
of 153 kpc. At the same time, the AMR-QSO halo has a mass of 9.96 × 1012 M
with a gas fraction of 12% and a virial radius of 148 kpc. By this time the impact of
AGN feedback on the dark matter is more apparent, diminishing the central density
peak, and perturbing the orientation of its subhalos. This is more apparent in the gas
density, where the central disk and surrounding structure have lower central densities.
In the top left of the temperature and gas density projections we see a rising bubble
of hot material, heated by the quasar. This material appears to erode the edge of
the top accretion flow. The intracluster gas is significantly hotter in the AMR-QSO
run compared with the AMR-FID run, as expected. There are also hot holes found
in the cold central disk where gas in the vicinity of the quasar has been excavated by
feedback.
The SPH projections continue to show little structure in the dense environment
around the black hole, however in SPH-FID we do see the cold streams becoming a
more continuous flow. The cold flows and large galaxy clumps in the SPH-FID run
are much cooler than the surrounding hot gas, at roughly the same temperature as
in the AMR-FID simulation. In the SPH-QSO run we see less cool, dense, collapsed
clumps, since the quasar feedback has offset the artificial dissipation in HYDRA. The
extent of the hot halo is larger in SPH-QSO, similar to the AMR-QSO run.
To better quantify the impact of the AGN feedback, we show the phase diagrams
of this halo in multiple simulations in Figures 5.9-5.12 for material within the virial
radius. Here we have plotted the mass fraction of the halo at a given temperature
and number density. We have broken the diagram into 5 different phases. The
interstellar medium (ISM) is any gas dense enough to form stars given out star-
formation threshold, nH = 0.05 cm
−3, while we have set an upper temperature of
133
Figure 5.7: Projections of the AMR-FID and AMR-QSO runs, as in Figure 5.5, but
at z=3.33.
3× 104 K, so that the ISM is below or near the ionization temperature of hydrogen.
The cold flow (CF) gas is more than 20 times denser than the cosmic baryons, while
less dense than the ISM. We refer to any such gas below 105 K as being in the CF
phase. Even less dense material is referred to as the cold diffuse (CD) phase, and
must also be below 105 K. Any material less dense than the ISM but hotter than 105
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Figure 5.8: Projections of the SPH-FID and SPH-QSO runs, as in Figure 5.6, but
at z=3.33.
K is referred to as the hot diffuse (HD) phase. Finally, some material is sufficiently
dense to be considered the ISM, however it is quite hot. We refer to such gas hotter
than 3 × 104 K to be the post-feedback (PF) medium. This is a bit of a misnomer
for some of the gas, but a large portion of the material in this region of the diagram
is gas heated by stellar and AGN feedback that has not had time to cool.
Figure 5.9 shows that even in the fiducial run, while most of the gas is found in
the cold flows and ISM, a significant hot halo at the virial temperature is present.
We quantify the percentage of gas in each of the phases in Table 5.2. In the QSO
run, the hot diffuse phase contains roughly 10% more of the total gas, and the hot
phase extends further above the virial temperature. Here the hottest gas is due to
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Figure 5.9: Phase plots of the AMR-FID and AMR-QSO cluster halos, from top
to bottom, at z=5. Lines of constant entropy, S = kBTn
−2/3
e are over-plotted as
indicated, as is the virial temperature of each halo. We have broken the different
regions into the different phases of the cluster following Dubois et al. (2013), with
ISM for the interstellar medium, CF for cold flows, CD for the cold diffuse phase, HD
for the hot diffuse intracluster phase, and a new PF for post-feedback phase. Colors
correspond to the relative mass fraction at each temperature and number density.
AGN feedback in the high-density environment surrounding the black hole. Our AGN
feedback is isotropic, expanding in all directions, adding to the hot phase. At the
same time, it clearly heats up almost all cold diffuse material, which suggests that
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this material is not protected by shadowing from denser material. Similar diffuse
material is removed in Dubois et al. (2013). The ISM fraction is reduced by adding
AGN feedback, although it is unclear what fraction is moved from the ISM to the hot
diffuse phase, versus the amount of hot diffuse material whose cooling is suppressed.
Table 5.2: Cluster Phase Fractions
Run z MISM
a MCF
a MPF
a MHD
a FISM
b FCF
b FPF
b FHD
b
AMR-FID 5 2.7 0.44 0.02 0.22 79 13 0.5 6.4
4 6.4 1.0 0.17 1.6 70 11 1.8 17
3.33 11 1.7 0.34 5.6 59 9.0 1.8 30
AMR-QSO 5 1.3 0.37 0.14 0.50 57 16 6.3 22
4 2.8 0.53 0.20 3.1 42 8.1 3.1 47
3.33 6.2 1.3 0.55 7.5 40 8.3 3.5 48
SPH-FID 5 2.0 0.42 0.84 0.53 53 11 22 14
4 7.4 0.93 0.07 2.4 69 8.7 0.7 22
3.33 17 1.5 0.04 5.1 71 6.3 0.2 22
SPH-QSO 5 1.1 0.53 0.36 0.46 44 22 15 19
4 2.3 1.0 1.7 2.3 32 14 23 32
3.33 5.9 1.9 2.5 5.3 38 12 16 34
a1011 M bFraction of cluster gas (%)
Figure 5.10 shows the phase plots for the SPH simulations at z = 5. The SPH-FID
results are very similar to the AMR-FID results, except for two aspects. First, there
is a significant amount of material in the PF phase, caused by the thermal injection
of stellar feedback that has its cooling artificially reduced. This is not present in the
AMR simulations since the stellar feedback is injected kinematically. Second, the
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Figure 5.10: Same as Figure 5.9 for SPH-FID and SPH-QSO shown at top and
bottom, respectively.
gas occupies less area in the phase diagram. This is not surprising, since Lagrangian
methods inherently have less particle data at low densities, and therefore there are
less resolution units to occupy the full extent of the phase diagram. At z = 5, the
SPH-FID cluster gas is distributed between the five phases roughly the same as in the
AMR-FID cluster, provided we consider gas in the post-feedback region to have been
momentarily displaced from the ISM via stellar feedback and artificial cooling. The
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largest difference between the two methods is the percentage of gas in the hot phase.
Whereas the hot phase begins with roughly 5% more of the cluster gas in SPH-FID,
the percentage of gas in the hot phase increases quickly in AMR-FID by z = 3.33,
while plateauing in SPH-FID. In AMR this gas is associated with a reduction in the
ISM gas fraction, while the ISM and PF phases stay roughly constant in SPH. Thus
SPH is more able to convert hot phase gas into the ISM phase. In the SPH-QSO run
we see the halo occupies essentially the same space in the phase diagram, except now
a larger percentage of the halo by mass is located in the hot diffuse regime. A small
column of gas in the diffuse region of the post-feedback phase is due to low-density
ISM material heated by the QSO feedback, which is not moved to the hot diffuse
phase as in the AMR-QSO run. Note that there is not a significant increase in the
amount of cool gas, so we are confident in our interpretation of Figure 5.6.
Figure 5.11 shows the phase plots at z = 3.33 for the AMR halos. In the AMR-
FID run we see more of the material has been heated to the virial temperature and
exists in the hot diffuse medium. While the total gas mass of the cluster has increased
by an order of magnitude, the fraction in the ISM and cold flows has decreased, and
the hot diffuse phase is a more significant reservoir. This is what is predicted by
the ΛCDM model (e.g. Spergel et al. 2007), where gas mostly first shock heats as
it virializes, and then needs to cool into the cooler phases. More massive objects
have higher virial temperatures, and therefore the reservoir of hot post-shocked gas is
larger, and takes longer to cool out. The hot phase is an even larger component in the
QSO run, where the AGN feedback has increased the cooling time while also adding
another mechanism for converting cold material into the hot phase. The QSO run
has more material above the virial temperature, and more material above 100 keV
cm2, entropies sufficiently high such that cooling times are longer than the Hubble
time (e.g., Scannapieco et al. 2004; Thacker et al. 2006B).
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Figure 5.11: As in Figure 5.9, at z = 3.33.
It is interesting to see that a small fraction of the cold flow phase is reduced. Our
projection plots also illustrate how the feedback can disrupt these flows. Since the
feedback is locally injected and drives hot diffuse winds, it is unlikely that these winds
would amount to much pressure, and is not thought to push the cold flow material
significantly. Instead, our analysis shows that these streams can be disrupted by
growth of shear instabilities along the boundary between the winds and the stream.
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Figure 5.12: As in Figure 5.10, at z = 3.33.
Figure 5.12 shows the phase plots at z = 3.33 for the SPH halos. The SPH-
FID phase plot is very similar to the AMR-FID phase plot, except occupying less
overall area. While the AMR-FID halo’s overall ISM and CF fractions decreased by
roughly 20% z = 3.33, here we see that the SPH-FID halo has remained roughly
constant by percent (here we include the amount of gas in the post-feedback phase
at z = 5). This is consistent with Hydra being more dissipative, allowing the hot
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gas to better cool into the central halo, and thus the ISM grows commensurate with
the overall halo. The result is slightly less gas by percentage in the hot-diffuse phase,
and significant more gas by percentage in the ISM and cold flows, leading to a star
formation rate roughly three times larger than the AMR-FID halo. Compare this with
the SPH-QSO phase plot, which has moved a significant amount of the ISM to the
post-feedback phase, and some to the hot diffuse phase. The hot dense region of the
post-feedback phase is due to a recent stellar feedback event, while the much larger,
more diffuse region of the post-feedback phase is due to AGN heating of the ISM
material surrounding the AGN. This material cools quickly while being drawn into a
large wind that does not disrupt surrounding material. Instead this wind pushes this
material slightly, but is not able to disrupt it as in the AMR case. This is consistent
with the work of Agertz et al. (2007), who found that the artificial surface tension
between fluids of different densities in SPH prevented shear instabilities from growing
and disrupting a gas cloud impacted by a wind. However, there is more gas in the
cold flows in SPH-QSO than in SPH-FID, suggesting that the feedback is still able
to delay the transition of cold flow material into ISM gas.
5.4 Discussion and Conclusions
We have performed AMR and SPH simulations of the growth of a cluster up
to z = 3.33 with and without the presence of thermal AGN feedback. We have
highlighted how the feedback acts to prevent cooling from the hot diffuse phase, heat
material in the ISM, and disrupt cool flows. Here we discuss these results further.
5.4.1 A Numerical Comparison
Before properly summarizing the physical insights suggested by this work, we wish
to emphasize our numerical motivation, and discuss our numerical insights. We set
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out to to compare how the relative impact of AGN feedback on the evolution of cluster
environments and the statistics of halos depends on the numerical method, and what
consistencies exist between the two methods.
We first wish to emphasize the results suggested in Figure 5.3. First, to properly
model halos one must ensure a proper treatment of entropy, avoiding excess numerical
dissipation not uncommon in SPH methods. This effect is most prominent at small
masses. Also, the addition of AGN feedback seems sufficient to compensate for this
excess dissipation. It appears that this excess dissipation occurs around 1011 M,
with a few thousand particles.
Second, we wish to emphasize Figures 5.9 and 5.10. These figures show significant
similarities in the impact of AGN feedback at very large masses. In both, AGN
feedback increases the temperature of significant portion of the gas, leading to a
more massive hot-diffuse phase, and a reduced ISM content. The temperature of these
halos are both heated above their virial temperature, and the overall star formation
is decreased. Where the two methods diverge is their respective impact on cold flows
and the star formation rate. In particular, AMR methods allow for the disruption of
cold flows by AGN feedback, while taking longer to impact star formation, decreasing
it by about half an order of magnitude. SPH methods, on the other hand, are less able
to disrupt the cold flows, and can lower the star formation rate by a larger amount
but much earlier in the history.
5.4.2 Conclusions
In an effort to better understand the impact of AGN feedback on the formation
and evolution of a large cluster and how this evolution can be biased by the simula-
tion method employed, we have simulated the growth of a cluster from identical initial
conditions in two different numerical methods. Using the AMR code RAMSES and the
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SPH code HYDRA we have attempted to match their star formation, stellar feedback,
and most importantly their black hole formation, growth, and energetic feedback
processes, with the caveat that the fundamental differences between the methods will
make modelling even simple structure formation not necessarily identical. By com-
paring and contrasting these simulations, we have determined the following trends:
• AGN feedback can reduce the gas fraction of halos, preferentially at large
masses.
• Unless AGN feedback can heat gas above the halo’s virial temperature, there
can be little impact on the overall luminosity.
• AGN feedback can heat ISM material and prevent cooling in the hot phase, such
that upwards of 20-30% of gas found in the ISM phase without AGN feedback
is found in the surrounding hot phase with AGN feedback.
• AMR methods show the ability to disrupt cold flows through the growth of
shear instability, while this same behavior is not captured by SPH simulations.
• Overall, the removal of gas from the halo, as well as from the ISM phase can
lead to a significant reduction in the overall star formation rate, preferentially
at large halo masses.
AGN clearly play an important role in the evolution and regulation of cluster
growth. Their possible observational impact is becoming clearer as surveys become
larger, and hydrodynamic simulations become more complex. Further work exploring
the detailed physical implications of AGN and the nature of their feedback and its
interaction with the environments is essential for understanding the cosmic history of
the Universe.
144
Chapter 6
FUTURE WORK IN COSMOLOGICAL GALAXY EVOLUTION
This work has focused on combining, comparing, and contrasting the two dominant
numerical methods for studying astrophysical phenomena, and in particular the pro-
cesses involving galaxy formation. In Chapter 3 we combined particle and grid meth-
ods to efficiently simulate early cosmological initial conditions evolved to the epoch of
the first stars, and compared the results to give insights into the two methods’ differ-
ences. In Chapter 4 we used these insights to make high-accuracy initial conditions
of minihalos in particle simulations that were then combined with grid simulations to
evolve the shock-minihalo interaction. Finally, in Chapter 5 we compared grid and
particle simulations of AGN feedback in cluster environments. While in many ways
this has helped demonstrate the robustness of our understanding of these processes,
the reader may feel unsatisfied by some of the conclusions. It can be particularly dis-
enchanting when the two methods yield different predictions for a given phenomenon.
In fact, even when the methods agree, there still remains the question of whether their
results agree with reality. Yet what the author wishes to emphasize is how the dif-
ferences, and indeed the similarities, between the two methods’ results give insight
into the numerical weakness and strengths inherent in the numericist’s toolbox, lend-
ing strength to existing studies while illuminating which experiments require more
work. In this chapter we discuss how future astrophysical observations and numerical
studies could benefit from these comparisons, and improve upon them.
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6.1 Future Observations of Galaxy Evolution
6.1.1 Epoch of Reionization
The epoch of reionization is closely tied to the history of galaxy and star formation
(e.g., Tozzi et al. 2000; Illiev et al. 2008; Fernandez et al. 2014). During this
era the universe undergoes a phase transition via absorption of extreme-UV photons
(McQuinn & O’Leary, 2012). The source of these photons is understood to be the first
populations of stars, with some photons coming from AGN. These first populations
of stars were likely more massive than typical populations today, as the lack of metals
inhibit the fragmentation into smaller cores (e.g., Ostriker & Gnedin 1996; Larson
2000), although members of this population have never been conclusively observed.
Thus if we could observe a signature of reionization, we would constrain the time at
which it occurred in the history of the Universe, as well as its duration. These two
values yield significant insight into the source of the reionizing photons, and therefore
the early history of galaxy formation (e.g., Bowman et al 2008; Bowman & Rogers
2010; Pritchard & Loeb 2012; Liu et al. 2013).
Many experiments are underway to study this epoch via reionization. These
experiments study the 21 cm signal from neutral hydrogen, and include the Precision
Array for Probing the Epoch of Reionization (PAPER; Parsons et al. 2010), the
Murchison Wide-field Array (MWA; Tingay et al. 2012; Bowman et al. 2013), the
Low Frequency Array (LFA; Rottgering et al. 2006), as well as the DARE, LEDA,
and LOFAR experiment. It truly is an exciting time at the dawn of uncovering cosmic
dawn.
Along with giving insight on the first galaxies, Chapter 3 has demonstrated that
the inclusion of stream velocities at the epoch of recombination leads to a delay in
the collapse and subsequent star formation of the earliest structure. Thus, it should
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be possible to use reionization to illuminate certain details of the stream velocities.
Indeed, McQuinn & O’Leary (2012) and Visbal et al. (2012) have demonstrated that
the 21 cm signal should be able to detect the signal of this stream velocity, which
would further support our models of very earlier evolution in the universe, as well as
the numerical methods we use for evolving it to lower redshifts.
6.1.2 Upcoming Telescopes
A number of telescopes and surveys are in a prime location to study galaxy evolu-
tion. Here I discuss two. The Hobby-Eberly Telescope Dark Energy Experiment (Hill
et al. 2008) will find almost a million Lyα emitting galaxies between 1.9 < z < 3.5
and more than a million [OII] emitting galaxies with z < 0.5. Although their goal
is to use these observations to explore the expansion history of the universe, these
will vastly expand our number of such objects. Lyα emitters are thought to be small
galaxies undergoing a large burst in star formation (e.g., Partridge & Peebles 1967).
Such environments have the potential to teach us significant information about star-
bursts, and the processes of galaxy merging and formation.
The James Webb Space Telescope (JWST; e.g., Gardner et al. 2006) will lead the
next generation of space telescopes. With it, we will study the active star-forming
region in the Galaxy and neighboring galaxies, and find some of the first luminous
objects. JWST will be able to study star formation from its earliest history at the end
of the cosmic dark ages near reionization, and star formation in galaxies that exist
today. Taken together these give crucial information for numericists, who require
information to guide their initial conditions, and observations with which to match
their predictions. These observations will necessitate a new standard for numerical
galaxy formation, which will yield better constraints on models of stellar and AGN
feedback.
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6.2 Future Numerical Studies of Galaxy Evolution
6.2.1 Galaxy Accretion of Star-forming Gas
Stars are among the most important participants in the evolution of the cosmos.
Stars are formed in galaxies, but the dominant mode of gas accretion in to galaxies
is still unclear. Some gas shock-heats as it accretes into the galactic halo, then cools
radiatively and sinks to the bottom of the potential and into the galaxy (e.g., Rees
& Ostriker 1977). Other gas, however, may accrete directly onto the galaxy along
impinging accretion lanes, never heating to the virial temperature (e.g., Dekel et al.
2009; Ribaudo et al. 2011). Merging systems bring large bodies of gas together, but
it is still unclear how much of this gas gets tidally stripped, falls into the central black
hole, or gets blown away by feedback from star formation or the central black hole,
leaving sometimes less gas than the initial reservoir (e.g., Springel et al. 2005). Fi-
nally, dying stars replace the gas in the galactic and halo environments, now enriched
with heavier elements, from which subsequent star-forming episodes can receive their
fuel (e.g., Bertone et al. 2007; Oppenheimer et al. 2010).
Advances in numerical methods, capitalizing on the strengths of different codes,
are essential for resolving the range of scales influencing the accretion and distribution
of gas, and the ultimate formation of stars from this material. Computer clusters are
becoming more powerful, lending themselves to more inclusive numerical studies than
ever before.
6.2.2 Quenching of Star-forming Gas
In competition against the accreting gas, feedback processes act to prevent the
cooling and accumulation of gas. The death of high-mass stars results in energetic
explosions that in some cases can expel large clumps of gas above the galactic disk.
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Some of this material eventually falls back on to the disk, resupplying it with gas,
while the unbound material is able to enrich the intergalactic medium, allowing for
more efficient cooling in the global medium (e.g., Bertone et al. 2007; Hopkins et al.
2012). This stellar feedback can also heat the surrounding medium, removing it from
the star-forming reservoir (e.g., Wada & Norman 2001; Ceverino & Klypin 2009) and
driving turbulence and instabilities that may hamper further star formation (e.g.,
Mac Low & Klessen 2004; Faucher-Gigure et al. 2013). Additionally, as we have
seen in Chapter 5, a large influx of material into the central core can excite feedback
from the super-massive black hole. This AGN feedback can cause hot shocks that
can maintain the hot halo (e.g., Keres et al. 2009) or may stall cold mode accretion
(e.g., Ciotta & Ostriker 2001; Dubois et al. 2013).
Again, as computers become more powerful, and our algorithms become more
sophisticated, we are finally able to model the turbulent mixing and heating that
feedback can achieve with surrounding cold gas. This is a crucial step in understand-
ing how galaxies regulate their star formation, and their overall growth.
6.2.3 Multi-scale AGN Feedback
We have discussed at length in Chapter 5 the understanding that AGN can sig-
nificantly impact their environments by heating gas, disrupting gas accretion, and
enriching their environments. However, all numerical studies of AGN and their feed-
back on their surrounding environments necessarily require subgrid physics. AGN
simply span too large a dynamic range in time and space to likely ever be explicitly
modeled. That said, there is still a great opportunity to refine our implicit models to
best capture the physics of this AGN feedback. In particular, we still require a clear
description of how this AGN feedback is generated and subsequently interacts with
its environment. As material accretes onto SMBH, it is believed about 10% of its
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rest-mass energy can be radiated away. Assuming a small fraction of these photons
couple with the surrounding gas and dust, then a significant amount of energy can
either heat or push gas in the immediate vicinity of the SMBH, and this energy can
then propagate into the large-scale environment. For example, Rosdahl et al. (2013)
has recently added radiative transfer to RAMSES, with which we can better study how
radiation couples to the gas, generating the gaseous feedback typically employed in
simulations.
Investigations of AGN feedback models in simulations have typically studied their
effect on either cosmological scales or galactic scales (e.g., Springel et al. 2005;
Thacker et al. 2006; Wurster et al. 2013; but see Dubois et al. 2013). Connecting
these different models across a range of scale-lengths is essential for demonstrating
which models are realistic. How does gas accrete on to the AGN? Feedback models
should be able to reproduce observed duty cycles, and such models may uncover other
predictions consistent with observations. Once able to include the small-scale effects
of feedback on large scales, what global implications are visible in a cosmological cen-
sus? Radio surveys use the hot cluster gas and resulting Sunyaev-Zedovich effect to
constrain the mass density and cosmic expansion of the universe, yet these are highly
dependent on results from large-scale simulations that connect the observations with
the cosmology. I believe the time is ripe to start tackling this numerically onerous
task.
6.3 Conclusions
Galaxy formation and evolution is not a simple process, yet we often allow our-
selves to think of it in terms of a straight-forward hierarchical merging scheme,
wherein small objects form first, and merge into ever larger structure. However,
this ignores several exciting processes that affect the smallest and largest scales. In
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the last two decades numerical astrophysics have been able to use more complex
technology to begin treating galaxy formation with adequate respect.
It is now clear that dynamic processes shape the trajectory of all structure, af-
fecting what can and cannot form stars, what forms disk galaxies and what turns
red-and-dead in a cluster. In this work we have studied three of this complex pro-
cesses in an effort to illuminate their ramifications on structure formation and what
subsequent observational signatures are produced. We have also spent a significant
amount of time highlighting the numerical tools astrophysicists use in studying these
environments, and how these tools do not necessarily provide the same predictions.
We have shown that processes that involve less mixing and shocks can typically be
well modeled by either method, although particle methods can lead to excess dissipa-
tion (shown with two different SPH implementations: see Figures 3.5 and 5.2). These
differences have encouraged great work to understand and overcome them, whether
by improving SPH methods (e.g., Wadsley et al. 2008; Boylan-Kolchin et al. 2009;
Power et al. 2013), or creating new hybrid methods that combine them more explic-
itly than in this work (e.g., Springel 2010). The fact that these less dynamic systems
and their evolution can be well modeled with either numerical method means we can
combine them in such a way as to maximize each method’s strengths. We encourage
future work to utilize SPH methods to develop quick initial conditions that are cos-
mologically consistent before mapping to AMR methods for better shock processing
and to better capture mixing. However, to truly capitalize on the respective strengths
of these two methods, we encourage consideration of ways to map the grid datasets
back to SPH for scenarios where small-scale dynamics may further interact with the
large-scale cosmological flow. Processes that involve more energetic feedback, on the
other hand, highlight the differences between the two numerical methods. In the case
of localized AGN feedback, SPH processes seem insufficient to heat the ISM material,
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likely through undermixing between media of different densities in particle methods,
and leads to less material in the hot diffuse phase. This varies significantly the effect
of feedback on star formation rate, itself already difficult to directly compare between
the two methods. We encourage further work comparing these two methods (and
new hybrid methods, e.g., Hayward et al. 2014) in the scenario of energetic feedback,
while such studies in general could benefit from a more physically informed model for
energy deposition.
Ultimately, energetic feedback and multi-scale processes play an important role in
structure formation, and better observations will necessarily better inform our models.
The next generation of telescopes will play a key role in this task, as only through
new observations do we begin to see our ignorance, and it is our mistakes from which
we make great progress. These upcoming observatories will give essential constraints
for future numerical models, while exciting new simulation techniques paired with
faster and more capable computers will allow numerical astrophysicists to respond in
kind.
Currently feedback processes are inspiring an abundance of ideas, encouraging
large groups of scientists to meet and discuss a very fascinating subject. Whole
conferences are devoted to the Feeding, Feedback, and Fireworks of galaxy formation,
and it is certain the that future of this field will depend on continuing to feed our
curiosity, giving feedback at these specialized conferences, and the fireworks of new
insight as we continue our pursuit of understanding the cosmos.
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