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In this paper, we present continuous-time generalizations of the symmetric- 
duahty formulation of Dantzig, Eisenberg, and Cottle, and self-duality formulation 
of Mond and Cottle, and establish appropriate duality relations. We also show that 
continuous-time analogues of several pairs of symmetric-dual problems which 
are well known in the area of finite-dimensional nonlinear programming, can 
be obtained as special cases of our general symmetric programs. #? I990 Academx 
Press, Inc 
1. INTRODUCTION 
In the literature of mathematical programming, a prime-dual pair of 
problems is called symmetric if the dual of the dual is the primal problem; 
that is, if the dual problem is expressed in the form of the primal problem, 
then its dual is the primal problem. Obviously, in this sense, a linear 
program and its dual are symmetric. However, the majority of duality for- 
mulations in nonlinear programming do not possess this property. The first 
symmetric-duality formulation in nonlinear programming was proposed by 
Dantzig, Eisenberg, and Cottle [7] which subsumed the duality formula- 
tion of linear programming and certain duality formulations in quadratic 
and nonlinear programming [6, 8, 9, 15, 291. Making use of the Fritz John 
optimality conditions, they established weak and strong duality relations 
for their symmetric primal-dual pair of nonlinear programming problems 
under fairly strong differentiability assumptions. Their duality formulation 
and results were later generalized by Stoer [27] who, using a different 
approach based on minmax duality, demonstrated that symmetric-dual 
nonlinear programs can be formulated without assuming differentiability. 
Subsequently, many other symmetric-duality formulations and theorems 
for various classes of real finite-dimensional nonlinear programming 
problems appeared in the related literature [ 1, 2, 4, 5, 13, 17, 18, 20-22, 26, 
281. 
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Self-duality in finite-dimensional mathematical programming was 
investigated by Duffrn [ 111 in the case of linear programming, by Dorn 
[lo] and Cottle [6] in the case of quadratic programming, by Hanson 
[14], Mehndiratta [18, 191, and Mond and Cottle [23] in the case of 
nonlinear programming. 
In this paper, we utilize a method which was originally introduced by 
Stoer [27], and thereby obtain a continuous-time version of the sym- 
metric-duality formulation of Dantzig et af. [7] and state appropriate 
duality theorems. In Sections 3 and 4, we examine a number of important 
special cases of the main primal and dual problems, and in Section 5 we 
briefly discuss the notion of self-duality for continuous-time nonlinear 
programming problems with and without differentiability assumptions. 
Symmetric duality and self-duality for constrained variational problems 
are investigated in [3, 241. 
For a survey of various aspects of continuous-time linear, quadratic, and 
nonlinear programming, the reader is referred to [30]. 
2. SYMMETRIC DUALITY 
Consider the following pair of continuous-time nonlinear programming 
problems: 
inf s T Cf(x, y)(t) - &f(xt Y) AtI1 dt 0 
subject to s 
r 
o,f(x, Y) ~(1) dt < 0, 
0 
(PI 
x(t) 2 0, y(t)30 for all t E [0, T], 
XE WEIO, T], YE WrnCO, Tl; 
sup I T Cfh y)(t) - &Ax, Y) x(t)1 dl 0 
s 
r 
subject o D,f(x, y)x(t)dt>O, 
0 
(D) 
x(t) 2 0, Y(t)20 for all TV [0, T], 
XE wyo, T], YE WV, n 
where W’[O, T] (= W;,, [0, T]) is the Hilbert space of all absolutely 
continuous r-dimensional vector functions t -+ x(t) E R’ (r-dimensional 
Euclidean space) defined on the compact interval [O, TJ c R with 
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Lebesgue square- integrable derivative a(t) = dx( t)/dt 
JCZ~= 1 (ii(t))* dt 
(SC Il,t( t)ll’ dr = 
< co), and with inner product (. 1.) defined by 
(u Iv) = <u(O), 40)) + joT (4th O(f)) dt, 
with (a, 6) = XI= 1 a,b, for a, b E R’; f is a continuously Frechet differen- 
tiable operator from W’[O, T] x Wm[O, r] into the space C[O, r] of all 
continuous functions defined on [0, T], and D1-f(x, y) and D,f(x, y) 
denote the partial Frechet derivatives off with respect to its first and 
second arguments at x and y, respectively. 
Since D,f(x, Y) and D,f(x, y) are continuous linear maps from 
W”[O, T] and W”‘[O, T] into C[O, T], it is clear that the functions 
t + D,f(x, y) x(t) and t + D,f(x, y) y(t) are continuous on [0, 7’1 for all 
XE W”[O, T] and all y E Wm[O, T], and hence the integrals appearing in 
(P) and (D) make sense. 
The following special cases of (P) and (D) are perhaps somewhat closer 
in form to the original symmetric nonlinear programs proposed in [ 71: 
inf s ’ C@(x(t)t y(t), t) - (V,@i(x(O, y(t), I), .df))l dt 0 
subject o s ’ (V.v@(xW, y(t)> I)> Y(Z)) dt d 0, 0 
(P) 
x(t) 2 0, Y(f) 2 0 for all t E [0, T], 
x(~)E R”, y(t) E R”‘; 
SUP s 7- [@(x(t), y(t), t) - (V,@(x(t), y(f), t), x(t)>1 dt 0 
subject o I T (V,@(x(t), y(t), t), x(f)> dt 3 0, 0 
(D) 
x(t) 2 0, y(t)20 for all t E [0, r], 
x( t ) E R”, Y(~)ER~, 
where @ is a real-valued function defined on R” x R” x [0, T], @( ., ., t) 
is continuously differentiable on R”, x R”, throughout [0, r], with 
R’I+ = {c E R’: c 3 0}, and the functions t + @(x(t), y(t), t), t + 
<V,@b(t), y(t), t), x(t) >, and t + (V,,@(x(t), y(t), t), y(t)> are con- 
tinuous on [0, T] for all XE W”[O, T] and all ye W*[O, T], with V,@ 
and V,,@ denoting the partial gradients of @ with respect to its first and 
second arguments. 
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The above problems provide substantial generalizations of similar linite- 
dimensional problems which were initially formulated and studied by 
Dantzig et al. [7]. In this section, we demonstrate that (P) and (D) can be 
treated as special cases of another pair of nonlinear programs, which plays 
an auxiliary role in our analysis of (P) and (D), and can be shown to be 
equivalent, in a certain sense, to a pair of general symmetric nonlinear non- 
differentiable programs of the type investigated in [ 3 11. As a consequence 
of this equivalence, the relevant duality results of [31] can then be 
specialized for the pair (P))(D). This auxiliary pair of problems are 
formulated in terms of the function 4: Wn+m[O, T] x Wn+m[O, T] + R 
defined by 
4(x, t, Y, ?,=!:: C.f(x, y)(t)- (x(f)> r](t)) + (y(t), t(t)>1 & 
as follows: 
infsup#(x,5, ~.v)=infsupj~I.f(x~ y)(t)+(y(t),5(t)>ldt, (PI) 
x,s “.‘I I, 5 I’ 0 
sup inf&x, t, Y, yI) = sup infj’ Cfk y)(t)- (-4th v(f)>1 & (Dl) 
?> ?I x, 5 J’, ‘7 .Y 0 
where x, q E W: [0, r] and y, 5 E Wm[O, T] with W; [0, T] = 
{ZE W’[O, T]:z(t)20 for all tE [0, T]). 
In order to show that (Pl ) and (Dl ) subsume (P) and (D), respectively, 
we need to consider the following problem for fixed x E W”+ [0, r] and 
5s wm, [O, T-J: 
sup 5 T LO-x, y)(r)+ (y(t), t(r)>1 dt 0 
subject o y(t) 2 0 for all t E [0, ZJ. 
If j is an optimal solution of this problem, then by Theorem 9.4.1 of [ 161, 
there exists a continuous linear functional %* on W”‘[O, r] such that 
s ’ CD,f(x, j) z(t) + (z(t), 5(t)>] dt + A*(z) = 0 for all z E Wm[O, T], 0 
l*(j) = 0, l”*(z) > 0 for all z E Wm[O, T]. 
In particular, for z = j we obtain 
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and hence 
since j, < E WY [0, r]. Consequently, 
inf sup ’ [If@, y)(f) + (y(f), f(t)>1 dt 
.-d1)>0,5(t)>o y(r)20 s 0 
for all t E co, 71 for all t E [O, 7-1 
= inf 7U-(x, y)(t)+ (y(t), t(t)>1 dt: x(tI30, t(t)>@ 
Af)2Oforall 2~ CO, Tl, ~TD,y.f(x, y) y(t)dt= -f’(y(t), 5(t)> dtG0 
0 0 
= inf = Cf(x> y)(t) - ~,fb, Y) v(t)1 dt : joT &f(x, Y) v(t) dt d 0, 
x(r)>O, y(t)>Ofor all TV [0, T] 
1 
. 
In a similar manner, it can be shown that 
sup inf ‘- Cf(x,~)(~) - <x(t), r(t)>1 dt 
.v(r)zo,v(r)>o x(r)20 s 0 
forall tE LO. 71 forall f E [O, 71 
= sup = Cfk y)(t) - bf(x, Y) x(t)1 dt: JOT D,f(x, Y) x(t) dt 3 0, 
x(t)~O,y(t)~Oforallt~[O, T] , 
I 
Therefore, (P) and (D) are special cases of (Pl ) and (Dl), respectively. 
We next show that (Pl ) and (Dl) are equivalent to the following pair of 
symmetric programs 
inf sup $(A Y)i 
.xEW;[0,7] vcW”,[O,7] 
(P2) 
sup inf ti(x, Y), 
.vEWm+C0,71 xtW:CO,T] 
032) 
where +(x, y) = Jr f(x, y)(t) dt. Since the minmax equalities 
inf sup $(x, p) = sup inf $(x, y), 
.r I’ l’ .Y 
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where x E W”+ [ 0, T] and y E W; [0, T], and 
infsup 4(x, t, Y, v)=sup inf&, 5, Y, rl), 
x, 5 Y.rl .~.?I x,5 
where x, q E Wt [0, T] and y, t E W; [0, T], are respectively implied by 
the existence of a saddle point (x0, y”) for rl/ on W: [0, T] x W; [0, T], 
and a saddle point (X, [, j, f) for 4 on Wn++“‘[O, T] x Wn++m[O, T], the 
following theorem shows that (Pl) and (Dl) are equivalent to (P2) and 
(D2), respectively. 
THEOREM 2.1. (x0, y”) is a saddle point of II/ on W: [0, T] x WY [0, T] 
if and only if (x0, to, y”, q”) is a saddle point of q5 on W”++“‘[O, T] x 
W “,““[O, T]. Moreooer, if (x0, lo, y”, v”) is a saddle point of 4, then 
jT (x’(t), q”(t)) dt =0 = j’ (y”(t), r’(t)) dt. 
0 0 
Proof Suppose that (x0, y”) is a saddle point of II/ on W: [0, T] x 
WY [0, T]. Then 
Il/(xO, Y) 6 $(X0, Y”) 6 ii/(x, Y”) 
for all x E W”+ [0, T] and all y E WY [0, T]. Letting t”(t) = 0 = q’(t) for all 
t E [0, T] and observing that x’(t) 20, y”(t) > 0 for all t E [0, T], we 
obtain 
4(x0, to, YO, vO) = $(x0, Y”) G a Y”) 
d s ,‘Cf(x, y”)(t)- <x(t), v”(t)> + <y”(t), t(t)>1 dt 
=4(x, t, YO, vO) 
for all x E W”+ [0, T] and all y E WY [0, T]; and 
4(x0* to> YO? vO) = $(x0, YO) 2 $(X0, Y) 
3 s oT Cf(x’> y)(t)- (x’(t), u(t)> + <y(t), to(t)>1 dt 
= &x0, to, Y, v) 
for all y E WT [0, T] and all q E W$ [0, T]. Hence (x0, to, y”, v”) is a 
409/153;2-6 
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saddle point of 4 on Wn++m[O, T] x Wn++m[O, r]. Conversely, if (x0, to, 
y”, q”) is a saddle point of 4 on W’n+tm[O, T] x Wn++“‘[O, T], then 
4(X0? to, YO, vO) G 4% 57 YO, vO) 
= I ,’ Cfk .~‘)(t)- (x(f), r’(t)> + <I’, t(t)>1 dt (2.1) 
for all x E W: [0, T] and all 5 E WY [0, 7’1; and 
4(x0, to, YO, vO) 2 4(x0, to, Y, rl) 
= I oT LOX’, I)- (x’(t)> v(f)> + (At), to(t)>1 dt (2.2) 
for all y E WY [0, T] and all v E W: [0, T]. From (2.1) and (2.2) it is easily 
seen that 
j=(x”(t),tjo(r))dr=O=l‘T(yo(r),~O(r))df. 
0 0 
In view of this conclusion and (2.1) with 4 = to, we obtain 
4(x0, 4’3 Y’, v”) = j-o=f(~o, y”)(f) dt 
(2.3) 
Q 5 oT Cfk y”)(t) - <x(f), rl”(t))l dt 
6 I oTftx, y”)(t) dt 
for all XE W: [0, T]; hence $(x0, y”) < $(x, y”) for all XE W: [0, T]. 
Similarly, from (2.2) with r] = q”, and (2.3) we get 
#(x0, to, Y’, ?“I= j-oTftxo, y’)(t) dt 
3 s oT U-(x0, y)(t)+ (14th to(t)>1 dt 
for all YE WY [0, T]; hence $(x0, y”) 3 +(x0, y) for all YE WY [0, T]. 
Therefore, (x0, y”) is a saddle point of 4 on WT [0, T] x WY [0, T’]. 1 
In view of this equivalence result, all the duality theorems established for 
(P2k(D2) in [31] can be applied to (Plk(Dl), and hence to (Pt(D). 
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These duality theorems are specialized for (P)-(D) after we specify a 
regularity condition which is an essential part of the underlying assump- 
tions for some duality results of [31]. 
The function $ is said to have the low-value property at 
(X, j) E W: [IO, r] x WY [0, r] if there exist a closed ball B(X; E) (centered 
at X with radius E > 0) and a weakly compact convex set Tc WY [0, T] 
such that 
for all x E B(X; E) n W: [0, T]. 
The function tj is said to have the high-value property at (x, j) E 
WT [0, r] x WY [0, T] if there exist a closed ball B(J; E) and a weakly 
compact convex set A c WT [0, r] such that 
for all y E B(J; 6) n WY [0, T]. 
Now combining Theorem 2.1 with the duality results discussed in 
Section 2 of [31], it is easily seen that the following duality theorems hold 
for the symmetric pair (P)(D). 
THEOREM 2.2 (Weak Duality). Let (x*, y*) and (x0, y”) be arbitrary 
feasible solutions of (P) and (D), respectively. Then 
s T Cfb*, Y*)(+D,f(x*, Y*) y*(t)ldt 0 
> I oT Cf(xO, v”)(t) - kf(xO> ~‘1 x’(t)1 dt. 
THEOREM 2.3 (Strong Duality). Let Ic/( ., y) be strictly quasiconvex on 
W: [0, T] for every fixed y E WT [0, T], let $(x, .) be strictly quasiconcave 
on WY [0, T] for every fixed XE WI [0, T], let (x*, y*) be an optimal 
solution of (P), and assume that either one of the following conditions is 
satisfied: 
(a) II/ has the low-value property at (x*, y*). 
(b) There exists a closed bull B(y’; E) such that $(x*, y*) > +(x*, y) 
for all y on the boundary of B( y*; E) n WT [0, T]. 
Then there exists y”c WY [0, T] such that (x*, y”) is optimal for (P) and 
(D), and D,$(x*, y”)x* = 0 = D,“tj(x*, y”) y”. 
THEOREM 2.4 (Converse Duality). Let II/ be as in Theorem 2.3, let 
(x0, y”) be an optimal solution of (D), and assume that either one of the 
following conditions is satisfied: 
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(a’) II/ has the high-o&e property at (x0, y”). 
(b’) There exists a closed ball B(x’; E) such that @(x0, y”) < t&x, y”) 
for all x on the boundary of B(x’; E) n W: [0, T]. 
Then there exists x* E WT [0, T] such that (x*, y”) is optimal for (P) and 
(D), and D,Ic/(x*, y”)x* = 0 = D,$(x*, y”) y”. 
3. SOME SPECIAL CASES 
In this section, we consider some particular cases of (P) and (D) by 
choosing certain specific forms for the operatorf: In fact, it turns out that 
most of the interesting symmetric duality formulations whose linite-dimen- 
sional counterparts have been investigated in the literature result from the 
following particular choice off: 
fk y)(t) = Qx(t)> t) + GMth t) 
+ 
( 
y(I),b(t)+f~K(t,s)x(S)ds-A(I)x(f) , 
> 
where F and G are real-valued functions defined on R”, x [0, T] and 
R”, x [0, T], respectively, F( ., t) and - G( ., t) are continuously differen- 
tiable and convex throughout [0, T], the functions t -+ F(x(t), t), t + 
G( y( t), t), t -+ VF(x( t), t) (gradient of F( ., t) at x(t)), and t + VG( y( t), t) 
are continuous on [0, T] for all x E WI [0, T] and all y E WY [0, T], 
b E C”‘[O, T], and A(t) and K(t, s) are m x n matrices whose elements are 
continuous functions defined on [0, T] and [0, T] x [0, T], respectively. 
Making use of Fubini’s theorem [ZS] in the computation of the integral 
constraint of (D), it is easily seen that in this case (P) and (D) take the 
following forms: 
inf s ’ CF(x(t), t) + W(t), t) - (WY(t), tL At))1 dt 0 
subject o 
I = <A(t) x(t) -WY(t), t), y(t)> dt 0 
BS,T(b(f)+f~K(t,S)x(s)ds,y(I))dt, 
x(t) >o, Y(t) 2 0 for all t E [0, T]; 
(P3) 
SUP f ’ CF(x(tX t) + Gb(t)> t) - <VW(t), t), x(t)> + <b(t), y(t))1 dt 0 
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subject to 
s T (A’(t) y(t) -V@(t), t), x(t) > dt 0 CD31 
d K’(s, t) y(s)4 x(t) 
x(t) 3 0, Y(f) 2 0 for all t E [0, r], 
where prime denotes transposition. These problems are continuous-time 
generalizations of the dual programs studied by Mehndiratta [ 173 in the 
finite-dimensional case. 
If in (P3) and (D3) we let 
W(t), t) = (c(t), x(t) > + $(x(t)> C(t) x(t)> 
and 
Gb(t), t)= -tMt)> o(t) y(t)>, 
where c E C”[O, T] and C(t) and D(t) are n x it and m x m symmetric 
positive semidefinite matrices, respectively, whose elements are continuous 
functions defined on [0, T], then we obtain the following pair of con- 
tinuous-time quadratic programming problems: 
T inf 
J[ 0 
(c(t)> x(t)> +; (4th C(t)x(t)> +; <y(t), o(t) y(t))] dt 
subject to 
i T (A(t) x(t) + o(t) y(t), y(t)> dt 0 (P4) 
x(t) 2 0, y(t)30 for all t E [0, T]; 
SUP (b(t), y(t)> -; (x(t), C(t) x(t)> -; (y(t), D(t) y(t)>] dt 
subject to 
s ’ <A’(t) v(t) - C(t) x(t), x(t) > dt 0 (D4) 
d joT(c(r)+ j*’ K’(s, t) Y(S) & x(t) 
> 
dt, 
x(t) 3 0, Y(f) 3 0 for all t E [0, r]. 
382 G. J. ZALMAI 
The above pair of problems may be viewed as continuous-time generaliza- 
tion of similar problems investigated by Cottle [6] and Dorn [8] in the 
finite-dimensional case. 
If we set o(t) E 0, then (P4) and (D4) reduce to the following pair of 
continuous-time quadratic programming problems: 
T i[ 0 (c(t), X(f)> +; (x(t), cw m] dt 
subjectto A(r)~(f)~b(f)+I~K(I,~)x(~)ds for all t E [0, T], 
0 
x(t)30 for all t E [0, r]; (P5) 
T sup 
?*[ 0 
<Nf)> y(t)> -; (4th C(f) x(f))] dr 
subject to s = <A’(t) v(f) - C(t) x(f), x(f)> dt (D5) 0 
K’(s, 1) Y(S) 4 x(j) 
> 
dt, 
x(t) 20, y(t)80 for all t E [0, T]. 
Now setting C(t) E 0 in (P5) and (D5), we obtain the following pair of 
continuous-time linear programming problems: 
inf s ’ <c(t), x(t)> dt 0 
subject to a(t)x(f)~~(f)+j’K(f,.s)x(~)ds for all t E [0, T], 
0 
x(t)>0 for all t E [0, r]; WI 
sup I T <Hr), y(f)> dt 0 
subject to A’(t) y(t) <c(t) + j-‘K’(s, t) y(s) ds 
I 
Y(t)20 for all CE [0, T]. 
for all t E [0, r], 
(D6) 
We next show that a suitable choice of the function f yields a con- 
tinuous-time analogue of Wolfe’s duality formulation [29]. Indeed, if we 
let 
f(& y)(t)=Mx)(t)+ (y(t), &!(x)(t)), 
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where h: WT [0, r] -+ C[O, 7’1 and g: W: [0, T] -+ Cm[O, T] are con- 
tinuously Frechet differentiable and convex, then (P) and (D) can be 
expressed as 
inf s 7 W)(t) dt 0 
subject to g(x)(t) d 0 for all t E [0, T], 
x(t)>0 for all tE [0, r]; 
?‘( r h(x)(t) + (y(t), g(x)(t)) 0 
(P7) 
- Mx)+ f y,(t) &i(x) x(t) dt 
i= 1 1 I 
subject to DA(x)+ f y,(t)Dg,(x) 1 x(t)dtaO, (D7) r=l 
x(t) 2 0, y(t)>0 for all t E [0, T] 
This dual problem is a generalized version of Wolfe’s dual problem [29] 
and has been studied previously under different assumptions and by 
different methods for the special case of (P7) when 
h(x)(t) = H(dt), t) 
and 
d-x)(t) = P(x(t), t) - a(t) - j-i Q(x(s), t, s) ds, 
where H is a real-valued function defined on R” x [0, T] and Pi, a,, and 
Qi (the ith components of P, a, and Q), i= 1, 2, . . . . m, are real-valued func- 
tions defined on R” x [0, T], [0, 7’1, and R” x [0, T] x [0, T], respectively. 
Evidently, under appropriate assumptions, Theorems 2.2-2.4 are 
applicable to the pairs (P3)-(D3), (P4)-(D4), (P5)(D5), (P6)-(D6), and 
(P7)-( D7). 
4. SYMMETRIC HOMOGENEOUS PROGRAMS 
In this section, we continue our discussion of the special cases of (P) 
and (D) by considering some nonlinear programs involving homogeneous 
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functions. First, however, we recall the definition and a basic property of 
such functions. 
Let r be a nonempty subset of R” and let k be a real number. A function 
8: r+ R is said to be homogeneous of degree k if 
(i) whenever x E r then TX E r for all r E R, 
(ii) 8(rx) = r%(x) for ail x E r and all r E R. 
8 is said to be positively homogeneous of degree k if the above conditions 
are satisfied for all r > 0. 
If r has the property (i), then a differentiable function 8: r+ R is 
homogeneous of degree k if and only if (W(x), x) = kc(x) for all XE I- 
(Euler’s theorem). 
Let p and q be arbitrary real numbers and assume that the functions 
F( ., t) and G( ., t), specified in the description of (P3), are homogeneous of 
degrees p and q, respectively, throughout [0, r]. Then (P3) and (D3) 
become 
inf s T CF(x(th t) + (1 - 4) GMth t)l dt 0 
subject o 
s T @-Q(t), t) dt 0 W) 
< y(t), -b(t)- j&s)x(s)ds+A(t)x(t) dt, 
0 > 
x(t) B 0, Y(t) 3 0 for all t E [0, T]; 
sup s T C(1 -P) Qx(t), t) + G(y(t), t) + (b(t), At))1 dt 0 
subject o 
s 
T 
pW(t), t) dt m3) 
0 
2joT(XW~ -jtT K’(s, t) y(s) ds + A’(t) y(t) 
> 
dt, 
x(t) 2 0, Y(f) 2 0 for all t E [0, T]. 
These problems may be viewed as continuous-time generalizations of the 
finite-dimensional homogeneous programming problems studied in [ 131. 
SYMMETRIC DUALITY 385 
If we let p=q and b(t) ~0 in (P8) and (D8), we obtain the following 
programs: 
inf s = CW4th f) + (1 -P) G(y(t), t)l dt 0 
subject o 
jipG(y(l),r)dr$j”~y(f), -C’K(s,r)x(s)d~+A(r)x(r) & 
) 
(P9) 
0 0 0 
x(t) 20, Y(t)20 for all t E [0, r]; 
sup s T C(1 -PI J’(x(t), t) + G(y(t), t)l df 0 
subject o 
~T~~(x(t);t)dt~~T(y(r), -~‘K(t,s)x(S)dS+A(t)x(r) dt, 
P9) 
0 0 0 ) 
x(t) b 0, Y(f) 2 0 for all t E [0, T]. 
These problems are continuous-time extensions of Eisenberg’s positively 
homogeneous dual programs [ 121. If we slightly modify the forms of these 
problems by adding the expression 
s 
’ (1 - P)CQX(~), f) + G(Y(~), t)l & 
0 
with p #O, to both sides of the constraints so that they can be expressed 
as 
inf i 
T 
W(r), y(t), f) dt 
0 
subject to j’M(x(t), y(f), 2) dt d ~‘Wx(t), y(t), t) & 
0 0 
x(t)>& Y(t)20 for all t E [0, T]; 
s 
T 
sup Wx(r), v(t), t) dt 
0 
subject o /TUx(t), y(f), t) dt 2 {‘Nx(t), y(f), r) & 
0 0 
x(t) 2 0, Y(f)20 for all t E [0, T], 
WO) 
PlO) 
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where 
Ux(f), y(t), t) = F(x(t), t) + (1 - P) WY(~), t)> 
W-4tL y(t), f) = (1 -P) W4f), f) + WY(~), f), 
and 
W(t), y(t), f) = (1 - p)CW(r), t) + Q(f), f)l 
y(t), -j’K(t,s)x(S)ds+A(f)x(l) ) 0 > 
then we see that they bear a somewhat closer resemblance to the original 
problems studied by Eisenberg [12]. 
Clearly, under appropriate assumptions, the duality theorems of 
Section 2 can be applied to the above homogeneous programming 
problems. 
5. SELF-DUALITY 
A mathematical programming problem which is equivalent to its dual is 
called self-dual. Self-duality has been investigated for finite-dimensional 
problems in [6, 10, 11, 14, 18, 19, 231 and for constrained variational 
problems in [3,24]. 
In this section, we reexamine (P) and show that by imposing some addi- 
tional hypotheses, if becomes a self-dual problem. First, however, we need 
to recall the definition of skewsymmetry. 
Let 1 be a real-valued function defined on the product set S x S. Then 1 
is said to be skewsymmetric if A(x, y) = - A( y, X) for all (x, y) E S x S. 
Let m=n in (P). 
THEOREM 5.1. Suppose that the function f is skewsymmetric on 
WT [0, T] x W: [0, T]. Then (P) is seu-dual. If (P) and (D) are dual 
problems and (x*, y*) is a joint optimal solution, then so is (y*, x*) and 
[;f(x*, y*)(t) dt = 0. 
Proof: We can write (D) as 
inf s T C -fk y)(t) + Drfk Y) x(t)1 dt 0 
7 
subject o s D,f(x, Y) x(t) dt 3 0, 0 
x(t) 2 0, Y(l)30 for all TV [0, T]. 
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By the skewsymmetry assumption, f(x, y)(t) = -f( y, x)(t) for all 
TV [0, T], and thus (D) becomes 
inf 
s ’ MY> x)(t) - DAY, x) x(t)1 dt 0 
subject to - s 
7 
DAY, x)x(t)df>O, 
0 
x(t)>& Y(f) 3 0 for all t E [0, r], 
which is precisely (P). Therefore, if (x*, y*) is an optimal solution of (D), 
then (y*, x*) is an optimal solution of (P). By a similar argument one can 
show that if (x*, y*) is optimal for (P), then (y*, x*) is optimal for (D). 
Now let (P) and (D) be dual problems and let (x*, y*) be their common 
optimal solution. Then by the equality of optimal values and feasibility of 
(x*, y*), we have 
s 
r - D,.f(x*, 
0 
y*) y*(t) dr = joT- D,f(x*, ,I*) x*(r) dt, 
s 
‘- D,..f(x*, y*) y*(t) dr 30, 
0 
and 
1 
T 
- D,f(x*, y*) x*(r) dt 6 0, 
0 
which imply that 
03- b,f(x*,y*)x*(r)di=-j.oTD,f(x*,l.*)y*(r)dtaO. 
s 0 
Thus we conclude that 
D~,f(x*, y*) y*(t) dr = 0. 
Since (y*, x*) is also a joint optimal solution of (P) and (D), a similar 
argument leads to 
J 
T 
D,.f(y*, x*) x*(t) dt = 0. 
0 
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Consequently, 
joTf(x*, y*)(t) dt= joTf(y*, x*)(t) dz= - joTf(x*, t*)(t) dz. 
Therefore, we must have Jlf(x*, y*)(t) dt= 0. l 
In view of our discussion of the relationships between (P)-(D) and 
(Pl)-(Di), it is possible to formulate self-dual problems when the function 
f is not necessarily differentiable. Indeed, using Theorem 2.1, one can easily 
verify the following result. 
THEOREM 5.2. Let m = n in (Pl) and assume that the function f is skew- 
symmetric on WT [O, T] x W: [0, T]. Then (Pl) is a self-dual problem; 
that is, (PI) and (Dl) are formaZZy identical. Furthermore, if(P1) and (Dl) 
are dual problems and (x*, 5*, y*, q*) is a joint optimal solution, then so is 
(Y*, v*, x*, t*) and 
I T Cf(x*, y*)(t)- (x*(t), r]*(t)) + (y*(t)> t*(t)>1 dt 0 
= J oT f(x*, y*)(t) dt = 0. 
As a simple example, we consider the self-dual problem that results from 
the following choice off: 
f(-% y)(t)= <c(t), x(t)> + l(x(t), C(t)x(t))--f(y(t), C(t) y(t)> 
- (y(t), c(t) + A(t) x(t)>, 
where c(t), C(t), and A(t) are as specified in the description of (P4) (with 
m = n). If we assume that A(t) = -A’(t) for all t E [0, T], then it is easily 
seen that f(x, y)(t) = - f( y, x)(t) and hence we obtain from (P) the 
following self-dual problem: 
inf (c(t), x(t)> +; (x(t), C(t)x(t)> +; wtj, C(t) y(t))] dt 
i 
T 
subject o (y(t), Nt)x(t)+ C(t) y(t)+c(t)) dtzo, 
0 
x(t) 2 0, y(t) 2 0 for all t E [0, T]. 
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6. CONCLUDING REMARKS 
Using a minmax duality approach, in this paper we have presented con- 
tinuous-time analogues of the symmetric nonlinear programs originally 
studied by Dantzig et al. [7], along with appropriate duality theorems. It 
was also demonstrated that continuous-time counterparts of a number of 
duality formulations previously proposed for finite-dimensional problems 
could be obtained as special cases of our general symmetric pair of dual 
programs. Moreover, the notion of self-duality for continuous-time 
programs with and without differentiable data was discussed. 
Although for the sake of definiteness, the Hilbert spaces W’[O, T] and 
Wm[O, T] were used in the statements of (P) and (D), as indicated in 
[31], the results of this paper are valid for more general function spaces. 
Specifically, if the conditions (b) and (b’) are deleted from Theorems 2.3 
and 2.4, respectively, then the results remain valid for any Banach function 
spaces. Therefore, one can use a variety of other appropriate spaces in (P) 
and (D) instead of W”[O, T] and W”‘[O, r]. In particular, W”[O, T] and 
W"'[O, T] can be replaced by L",[O, T] and L", [0, r], respectively, where 
L',[O, T] is the space of all (equivalence classes of) Lebesgue measurable 
essentially bounded r-dimensional vector functions defined on [O, r]. 
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