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This thesis aims at developing a numerical methodology suitable for the numer-
ical simulation (DNS) of free surface and interfacial flows in order to be used on
basic research, and in industrial applications. At the same time, the study of such
multiphase flows can be an opportunity for gaining insight into the complex hydro-
dynamics and interfacial physics associated with them.
To accomplish these goals, themathematical formulation of two-phase flowswith
interfaces are incorporated through the so called one fluid formulation. Moreover,
the conservative level-set method for capturing the interface between two fluids is
combined with a variable density projection scheme to simulate incompressible two-
phase flows on unstructured meshes. All equations are discretized by using a con-
servative finite-volume approximation on a collocated grid arrangement. A high
order scheme based on a flux limiter formulation, is adopted for approximating the
convective terms, while the diffusive fluxes are centrally differenced. Gradients are
computed by the least-squares approach, whereas physical properties are assumed
to vary smoothly in a narrow band around the interface to avoid numerical instabil-
ities. Finally, the numerical method is validated against classical advection test and
two-phase flow examples including topology changes.
After presenting the general methodology and code validation of the conserva-
tive level-set method, the numerical methodology is applied to study the gravity
driven bubble flow in a vertial duct. Unlike the cases presented in the first part, a
periodic boundary condition is applied in the vertical direction, in order to mimic a
channel of infinite length. First, the shape and terminal velocity of a single bubble
which rises in a quiescent liquid are calculated and validated against experimental
results reported in the literature. Then, different initial arrangements of bubble pairs
were considered to study its hydrodynamic interaction. Finally, the gravity-driven
bubbly flow is explored in a periodic vertical pipe including the coalescence of mul-
tiple bubbles. The results show that the conservative level-set approach is able to
accurately capture the deformation of the interface on simulations of bubbly flows,
and can remain numerically stable for a wide range of Morton and Reynolds num-
bers. Moreover, conservation properties are shown to be excellent, while accuracy
remains satisfactory even for the most complex flows.
In the third part of this thesis, a methodology is presented for interface captur-
ing in two-phase flows with surface tension effects by combining volume-of-fluid
with level-set methods. While the volume-of-fluid transport relies on a robust and
accurate polyhedral library for interface capturing, geometrical properties of inter-
face (curvature) are calculated by using a level-set function, which is reconstructed
through an iterative geometrical procedure. The method is validated on 2D and 3D
test cases reported in the scientific literature. The simulations reveal that numeri-
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cal schemes afford qualitatively similar results to those obtained by the conserva-
tive level-set method. Mass conservation is shown to be excellent, while geometri-
cal accuracy remains high even for the most challenging cases involving topology
changes.
In the fourth part of the thesis a novel multiple marker level-set method is pre-
sented. This method is deployed to perform numerical simulation of deformable
fluid particles without numerical coalescence of their interfaces, which is a problem
inherent to standard interface tracking methodologies (e.g. level-set and volume of
fluid). Each fluid particle is described by a separate level-set function, thus, different
interfaces can be solved in the same control volume, avoiding artificial and poten-
tially unphysical coalescence of fluid particles. Therefore, bubbles or droplets are
able to approach each other closely, within the size of one grid cell, and can even col-
lide. The proposed algorithm is developed in the context of the conservative level-
set method, whereas, surface tension is modeled by the continuous surface force
approach. The pressure-velocity coupling is solved by the fractional-step projec-
tion method. For validation of the proposed numerical method, the gravity-driven
impact of a droplet on a liquid-liquid interface is studied; then, the binary droplet
collision with bouncing outcome is examined, and finally, it is applied on simula-
tion of gravity-driven bubbly flow in a vertical column. The study of these cases




1.1 Background and Motivation
Multiphase flow denotes a large class of problems which encompasses a host of dif-
ferent technological contexts, a wide spectrum of different scales and a broad range
of scientific and engineering disciplines [11, 4]. Therefore, a precise definition is dif-
ficult to formulate, and whether a certain situation should be considered as a mul-
tiphase flow problem depends more of the point view [11]. Thus, in the context of
this thesis, the term multiphase flow will be used to refer to any two-phase flow
consisting of immiscible fluids separated by a clearly differentiated interface.
The flow of two-phases is ubiquitous. Numerous examples can be found in na-
ture and industry, for example, in energy production (see Fig. 1.1a), unit operations
in chemical engineering, waste water treatment, agriculture, among other environ-
mental, geophysical and engineering situations. Specific applications include off-
shore oil production, the nuclear steam supply system of a power plant where steam
is produced in a reactor vessel and then used in a turbine-generator [8], bubble re-
actors, flotation, fermentation, liquid-liquid extraction, distillation columns, com-
bustion of liquid fluids, spray drying, two-phase heat exchangers, heat transfer by
boiling and many others [14]. Examples of multiphase flows in nature include the
exchange of heat and mass transfer between oceans and the atmosphere where bub-
bles and droplets play an important role, volcanic explosions, rainfall, hailstones,
clouds and others [16]. Therefore, the importance of understanding and controlling
the behaviour of multiphase flows cannot be overstated.
A persistent theme throughout the study ofmultiphase flows is the need tomodel
and predict the detailed behavior of those flows and the phenomena that they man-
ifest [4]. However, many challenging problems have to be addressed in order to get
successful models of this kind of flows. A frequent feature of multiphase flow prob-
lems is the complexity arising from the mutual interaction of many subsystems such
as bubbles or droplets immersed in a fluid [11]. In addition, intrinsic physical mech-
17
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anisms present in multiphase flows contribute to their complexity, for instance solid-
liquid-gas contact lines, the transition between gas-liquid flow regimes, turbulence
and others [11]. One of the major difficulties is that the geometry of the interfaces
is not know and cannot be determined a priory, but is rather a part of the solution
[8]. For example, in a bubbly flow, it is not possible to know a priory whether bub-
bles will be distributed uniformly in the liquid or the bubbles will coalesce and flow
in the center of the pipe while a liquid film will be formed on the wall [8]. In this
regard, basically, there are three ways in which such models can be explored: (1)
experimentally, through laboratory-sized models equipped with appropriate instru-
mentation, (2) theoretically, using mathematical equations and models for the flow,
and (3) computationally, using the power and size of modern computers to address
the complexity of the flow [4].
The complexity of multiphase flow limits the usefulness of exact analytical meth-
ods to problems under restricted conditions, for instance bubbles and droplets in
Stokes flow, linear inviscid waves and small oscillations of bubbles and droplets
[16]. Moreover, it may be even difficult to set up a multiphase flow experiment in a
laboratory with the necessary degree of control, for instance the bubble coalescence
or a precise characterization of the bubble size [11]. Thus, the need for numerical
solutions of the governing equations of multiphase flow is justified.
1.2 Computationalmethods for simulation ofmultiphase
flows
Limitation in theoretical and experimental investigations has made computational
multi-fluid dynamics (CMFD) one of the major means of modelling multiphase flow
problems. There are multiple approaches for the numerical simulation of multi-
phase flows, for instance: Eulerian-Eulerian (E-E) method, Eulerian-Lagrangian (E-
L) method and Direct Numerical Simulation (DNS). In the E-E method (or two-fluid
model) both the continuous phase and the dispersed phase, such as particles, bub-
bles, and droplets, are treated as interpenetrating continuous media, occupying the
same space as does the continuous phase with different velocities and volume frac-
tions for each phase. The structure of the Eulerian-Eulerian models is well devel-
oped, but the closure relationships (particularly for three dimensional problems) are
still a long way from being satisfactory [9, 3, 18, 19, 7]. In the E-L method, or dis-
crete particle method, the continuous fluid phase is formulated in the Eulerianmode,
while the position and the velocity of the dispersed phase, particles, or bubbles, is
traced in the Lagrangianmode by solving Lagrangianmotion equations. The closure
relationship for the interaction forces between phases requires to be provided in the
E-L method [19, 7], thus, empirical information is needed to perform simulations in
18
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Figure 1.1: Some applications of the conservative level-set method [1] formulated in
the present thesis for modelling of two-phase flows: (a) Simulation of an oscillating
water column (OWC) device used to recover energy from the rise and fall of water




this framework. Due the increase in computational power, Direct Numerical Simula-
tion (DNS) of the Navier-Stokes equations coupled with interface capturingmethods
(e.g. level-set, volume-of-fluid, front tracking) has became important in characteriz-
ing details of the complex multiphase flow field. In this method the grid size is
commonly much smaller than the object size of the dispersed phase, and the moving
interface can be represented by implicit or explicit schemes in the computational do-
main. The velocity field of the fluid phase is obtained by solving the Navier-Stokes
equation considering the interfacial forces, such as surface tension [19, 7]. Indeed, re-
garding the computational approach the main emphasis of this thesis is on the most
fundamental level of modelling, namely the Direct Numerical Simulation (DNS) of
multiphase flows. This field has advanced considerably in the past decade due to the
advances in numerical simulation techniques and computer hardware [6]. Indeed,
modern computers can now study the dynamics in great detail and these simulations
yield unprecedented insight [16].
The use of a single set of governing equations to describe the flow of two fuids
separated by a common interface requires the accurate tracking of the interface. This
is usually done by advecting a marker function (e.g. signed distance function, color
function, etc.) which takes one value in one fluid and another value in the other fluid.
Advecting the marker function in such a way that it remains sharp at the interface
is one of the most challenging problems of modern computational fluid dynamics.
It has proven particularly difficult to accurately simulate these flows, which can be
attributed to (i) the fact that the interface separating the fluids needs to be tracked
accurately without introducing excessive computational smearing, (ii) the necessity
to account for surface tension force [6].
1.2.1 Direct Numerical Simulation at the CTTC
The Heat and Mass Transfer Technological Center (CTTC) of the Technical Univer-
sity of Catalonia (UPC) is a research group dedicated to academic, research, innova-
tion and technology transfer in the heat and mass transfer and fluid dynamic field,
together with their application to thermal systems and equipments. The CTTC re-
search activities are focused on one basic research line dedicated to the mathemati-
cal formulation, numerical resolution and experimental validation of heat and mass
transfer phenomena. Some issues in this line are: natural and forced convection,
turbulence modelling (RANS, LES and DNS), combustion, two-phase flow, solid-
liquid phase change, radiation, porous media, numerical algorithms and solvers,
general purpose CFD codes, high performance computing HPC (parallelisation),
aerodynamics, etc. A second research line involves the application of the acquired
know-how from the basic studies mentioned above to the thermal and fluid dynamic
optimization of thermal system and equipment. Please, the reader is refered to [20]
for detailed information of the CTTC.
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CTTC facilities include a HPC Beowulf cluster called Joan Francesc Fernández
(JFF) that has been used in this thesis to perform most of the parallel calculations.
It has 128 cluster nodes, each node has 2 AMD Opteron Quad Core processors with
8 Gigabytes of RAM memory and linked with an infiniband DDR 4X network in-
terconnection between nodes with latencies of 2.6 microseconds with a 20Gbits/s
bandwidth. The cluster has also 40 cluster nodes, each node has 2 AMD Opteron
with 16 Cores for each CPU linked with 64 Gigabytes of RAM memory and an in-
finiband QDR 4X network interconnection between nodes with latencies of 1.07 mi-
croseconds with a 40Gbits/s bandwidth. In these two groups of HPC Clusters, there
is a total of 2304 CPUs.
Regarding to the development of numerical methods to perform Direct Numer-
ical Simulation (DNS) of single phase flows, [24] presented a general symmetry-
preserving discretization method for the DNS of turbulent, incompressible flows of
Newtonian fluids. In addition, regularization modelling of turbulent flows was de-
veloped to carry out simulations on loosely coupled parallel computers. These nu-
merical methods were used in DNS of a differentially heated air-filled cavity. Follow-
ing this philosophy, [21] developed a numerical methodology suitable for the DNS
and large-eddy simulation (LES) of turbulent flows in order to be used on complex
geometries. Here, a mathematical formulation, conservative spatial discretization on
unstructured grids and time integration scheme for solving the Navier-Stokes equa-
tions were presented. These numerical methods were applied on the study of turbu-
lent flows past bluff bodies, such as: the flow past a sphere, the flow past a circular
cylinder and the flow past a NACA 0012 airfoil. Regarding to numerical simulation
of two-phase flows, important efforts have been carried out, for instance, [22] pre-
sented a free surface model based on a volume-of-fluid conservation equation. This
model was applied to perform detailed simulations of absorption processes with
presence of surfactants on two-dimensional cartesian meshes. [23] performed the
numerical analysis of the thermal and fluid-dynamic behaviour of the two-phase
flow in conducts, based on a quasi-homogeneous model, and the two-fluid model
[9]. The aforementioned works are some examples related to DNS of single phase
flows, and numerical modelling of two-phase flow, deployed recently at the CTTC.
However, further steps are needed to performDirect Numerical Simulations of Mul-
tiphase Flows. Therefore, in this work, the know- how developed at the CTTC on
DNS of single phase flows, is extended to include new numerical methods to treat
discontinuities in physical properties, interface capturing techniques (e.g. level-set
methods [1]) and modelling of the surface tension forces. This thesis is an effort to
contribute in this challenging task.
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1.3 Objectives of this thesis
The numerical simulation of multiphase flows is a powerful tool for investigating
and understanding the multiphase flows and to provide insight on the physics of
free surface and interfacial flows such as bubble and droplet dynamics, ocean wave
motion, among others. The advances in computational fluid dynamics (CFD) and its
extension to multi-fluid flows called computational multi-fluid dynamics (CMFD)
together with the increasing capacity of parallel computers have made possible to
tackle such complex problems by using high performance numerical techniques such
as direct numerical simulation (DNS).
DNS is an important research area in modern CMFD. In this sense, DNS has a
key role for improving the understanding of the multiphase phenomena and for us-
ing this technique for the simulation of flows in complex geometries. On the other
hand, results from DNS can be very useful for developing better Eulerian-Eulerian
and Eulerian-Lagrangian models. Since now most of the DNS methods reported in
the literature have been restricted to cartesian meshes and academic configurations.
The reasons are mainly due to the limited computational resources and because the
standards algorithms are very complex to be efficiently implemented on unstruc-
tured grids. Considering the actual state-of-the-art in multiphase flow modelling
and numerical simulation methods, the main objectives of this thesis are:
• To develop a suitable formulation for the DNS of two-phase flows withmoving
interface boundaries on collocated unstructured grids. The numerical method
will be based in the level-set method for interface capturing, and specially care
is taken to address the mass conservation error present in standard formula-
tions.
• The use of this formulation might allow the advance in the understanding of
the physics of multiphase flows, specifically related to bubble and droplet dy-
namics by means of the numerical simulations of gravity-driven and surface-
tension driven interfacial flows. The framework developed will be also appli-
cable to free surface flow problems.
• A third objective is related to develop an interface capturing method suitable
for simulation of bubble and droplet flows without numerical coalescence of
interfaces, which is an artifact present in standard interface tracking formula-
tions (e.g. level-set and volume-of-fluid methods).
In order to achieve these objectives, a conservative finite-volume discretization of
the Navier-Stokes/Level-set equations has been proposed in the framework of collo-
cated unstructured grids. The resulting code allows the high-performance comput-
ing of two-phase flow problems with moving interface boundaries using millions of
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control volumes on parallel computers. Taking in account the ability of unstructured
meshes to create grids around complex geometries, this code is used to simulate
complex fluid dynamics on geometries not explored yet. Moreover a novel multi-
ple marker approach here proposed in the framework of the conservative level-set
method allows to simulate bubble and droplet flows without numerical coalescence.
1.4 Outline of the thesis
As aforementioned, this thesis aims at developing numerical methods suitable for
the direct numerical simulation and of multiphase flows in order to be used in basic
research and situations encountered in industrial application. At the same time, the
study of such multiphase flows can be an opportunity for gaining insight into the
complex physics associated with them.
To accomplish these goals, the second Chapter is devoted to present the mathe-
matical formulation of two-phase flows with interfaces. The conservative level-set
method for capturing the interface between two fluids is combined with a variable
density projection scheme to simulate incompressible two-phase flows on unstruc-
tured meshes. All equations are discretized by using a conservative finite-volume
approximation on a collocated grid arrangement. A high order scheme based on a
flux limiter formulation, is adopted for approximating the convective terms, while
the diffusive fluxes are centrally differenced. Gradients are computed by the least-
squares approach. Physical properties are assumed to vary smoothly in a narrow
band around the interface to avoid numerical instabilities. Finally, the numerical
method is validated against classical advection test and two-phase flow examples
including topology changes.
The following Chapter (Chapter 3) is devoted to a numerical study of gravity-
driven bubbly flow using a mass conservative level-set method. First, the shape and
terminal velocity of a single bubble which rises in a quiescent liquid are calculated
and validated against experimental results reported in the literature. Then, different
initial arrangements of bubble pairs were considered to study its hydrodynamic in-
teraction. Finally, the gravity-driven bubbly flow is explored in a periodic vertical
pipe including the coalescence and breakup of multiple bubbles. The results show
that the conservative level-set approach is able to accurately capture the deformation
of the interface on simulations of bubbly flows, and can remain numerically stable
for a wide range of Morton and Reynolds numbers. Moreover, conservation proper-
ties are shown to be excellent, while accuracy remains satisfactory even for the most
complex flows.
In Chapter 4, a methodology is presented for interface capturing in two-phase
flows by combining volume-of-fluid with level-set methods. While the volume-of-
fluid transport relies on a robust and accurate polyhedral library for interface captur-
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ing, geometrical properties of interface (curvature) are calculated by using a level-
set function, which is reconstructed through an iterative geometrical procedure. The
method is validated on 2D and 3D test cases well known in the scientific literature.
Conservation properties are shown to be excellent, while geometrical accuracy re-
mains high even for the most challenging cases involving topology changes.
In Chapter 5, a novel multiple marker level-set method is introduced for Direct
Numerical Simulation of deformable fluid particles (bubbles and droplets), which is
integrated in a finite-volume framework on collocated unstructured grids. Each fluid
particle is described by a separate level-set function, thus, different interfaces can be
solved in the same control volume, avoiding artificial and potentially unphysical
coalescence of fluid particles. Therefore, bubbles or droplets are able to approach
each other closely, within the size of one grid cell, and can even collide. The pro-
posed algorithm is developed in the context of the conservative level-set method,
whereas, surface tension is modeled by the continuous surface force approach. The
pressure-velocity coupling is solved by the fractional-step projection method. For
validation of the proposed numerical method, the gravity-driven impact of a droplet
on a liquid-liquid interface is studied; then, the binary droplet collision with bounc-
ing outcome is examined, and finally, it is applied on simulation of gravity-driven
bubbly flow in a vertical column.
Finally, in Chapter 6, closing of this thesis, conclusions and further researchwork
are highlighted.
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Abstract. The conservative level-set method for capturing the interface between two fluids
is combined with a variable density projection scheme to simulate incompressible two-phase
flows on unstructured meshes. All equations are discretized by using a conservative finite-
volume approximation on a collocated grid arrangement. A high order scheme based on a
flux limiter formulation, is adopted for approximating the convective terms, while the diffu-
sive fluxes are centrally differenced. Gradients are computed by the least-squares approach.
Physical properties are assumed to vary smoothly in a narrow band around the interface to
avoid numerical instabilities. The numerical method is validated against classical advection
test and two-phase flow examples including topology changes.
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2.1 Introduction
The numerical simulation of two-phase flows is a vast topic, with applications in a
wide variety of environmental, geophysical and engineering situations ([39]). Due to
inherent complexity from a physical as well numerical point view, a large choice of
techniques has been developed for modeling of two-phase flows with moving inter-
phase boundaries, for instance: the front-tracking (FT) method, the volume-of-fluid
(VOF) method, and the level set (LS) method. In these methods, two-phase flow is
treated as a single flow with the density and viscosity varying smoothly across the
moving interface which is captured in an Eulerian framework (VOF and LS) or in
a Lagrangian framework (FT). Although the idea behind these methods is similar,
their numerical implementation may differ greatly. Each method has its own advan-
tages and disadvantages, and for this reason it is not possible to assert which method
is generally superior.
Direct numerical simulations of multiphase flows using a front tracking method
are studied by [51] and [49]. In this approach, a stationary Eulerian grid is used
for the fluid flow and the interface is tracked explicitly by a separate Lagrangian
grid. This method is extremely accurate but also rather complex to implement due
to the fact that dynamic re-meshing of the Lagrangian interface mesh is required
([12]). Contrary to LS and VOF method, automatic merging of interfaces does not
occur, and difficulties arise when multiple interfaces interact with each other as in
coalescence and break-up. A review of the VOF method can be found in [39]. In
this approach, the interface is given implicitly by a color function, defined to be the
fraction of volume within each cell of one of the fluids. In order to advect the VOF
function, the interface needs to be reconstructed using a geometric technique. The
VOF method has an excellent mass conservation property but it lacks accuracy for
the direct calculations of interface geometric properties (normal and curvature) from
the VOF function, whose spatial derivatives are not continuous near the interface.
Successful implementations of the level-set method have been demonstrated, for
instance, by [36, 44, 43, 42, 46, 41, 34, 35, 13, 29, 30, 10]. In standard level-set (SLS)
methods the interface is defined implicitly by the zero contour of a signed distance
function ([36, 42]). The evolution of this function in space and time is governed by
an advection equation, combined with a special re-distancing algorithm. An advan-
tage of the level-set algorithm is its simplicity to compute geometric properties of
the interface, required for instance to calculate the curvature of the surface. A disad-
vantage of SLS method, is that the discrete solution of transport equations is prone
to numerical error and leads to loss or gain of mass. Recently [34] and [35] have
proposed a conservative level-set (CLS) method, where mass conservation problem
that is known to affect SLS method is greatly reduced. Additionally this approach




Most of numerical algorithms mentioned above have been developed for regular
cartesian grids, so that their easiness of implementation, capability and accuracy on
unstructured grids is still to be proven, though there are exceptions. For instance in
the context of finite-element discretizations [30] have extended SLS method to un-
structured meshes. [54] propose a three-dimensional hybrid SLS and VOF method
based on finite-volume discretization, on tetrahedral grids, for free surface flow
without surface tension, which conserve volume of fluid exactly. [6] propose a two-
dimensional finite element method for incompressible two-phase flows with surface
tension on a second order projection scheme, where fluid phases are advected by SLS
approach and curvature is estimated by the least-squares method combined with a
piecewise linear approximation to the interface. [25] present a SLS method based on
variable-order finite element approximations on unstructured meshes, suitable for
free surface flow without surface tension. [15] have introduced a pure finite-volume
method for the problem of incompressible two-phase flowwith surface tension using
SLS formulation to track the interfaces on two-dimensional unstructured meshes.
Despite those efforts, the literature that involve applying finite-volume approach
to a CLS based interface capturingmethod on three-dimensional unstructuredmeshes
is limited. In this context, the present work is aimed at making progress in the di-
rection of developing a numerical method to solve incompressible two-phase flows
on unstructured meshes (2D and 3D), based on the CLS method for interface cap-
turing. Thus, the mass conservation error that is known to affect SLS methods is
circumvented; whereas unstructured meshes can be adapted to complex domains,
enabling us an efficient mesh distribution in regions where interface resolution has
to be maximized, which is in general hard to achieve on structured grids. In addi-
tion, the finite-volume method is attractive due to its simplicity and to the fact that
it ensures satisfaction of the integral forms of the conservation laws over the entire
domain. In this regard, we also propose a finite-volume discretization of the con-
servation equations on a collocated grid arrangement. Moreover, in order to avoid
spurious oscillations around steep gradient regions, a novel Total Variation Dimin-
ishing (TVD) scheme based on flux limiters, has been developed in the framework
of unstructured meshes, which is applied to discretize the convective term of the
interface advection equation. Furthermore, a classical fractional step method ([7]) is
used to solve incompressible Navier-Stokes equations that are coupled to a transport
equation for the conservative level-set function; whereas the effect of surface tension
is modeled by using the continuum surface force approach (CSF) according to [3].
The outline of the chapter is as follows: A mathematical review of fluid mechan-
ics with interfaces is given in section 2.2. Here, the coupling of the Navier-Stokes
equations for two-phase flow is introduced through the inter-phase jump conditions,
which incorporate surface tension. The conservative level-set method is presented
in section 2.3. Section 2.4 discusses the numerical method. The code validation and
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numerical results are presented in section 2.5. Finally, the conclusions are presented
in section 2.7.
2.2 Fluid mechanics with interfaces: One fluid formu-
lation
The conservation of momentum andmass of two immiscible incompressible fluids is




(ρkvk) +∇ · (ρkvkvk) = ∇ · Sk + ρkg in Ωk × [0, T ] (2.1)






∇ · vk = 0 in Ωk × [0, T ] (2.3)
Here, Ω = Ω1 ∪ Ω2 ∪ Γ, k = {1, 2} denote the subdomains associated with the two
different fluid phases, Γ = ∂Ω1∩∂Ω2 is the fluid interface, ρ and µ denote the density
and dynamic viscosity of the fluids, v is the velocity field, g is the gravity accelera-
tion, p is the pressure, S is the stress tensor and I is the identity tensor.
Assuming no mass transfer between the fluids yields a continuous velocity con-
dition at the interface:
v1 = v2 in Γ× [0, T ] (2.4)
The jump in normal stresses along the fluid interface is balanced by the surface ten-
sion. Neglecting the variations of the surface tension coefficient σ gives the following
boundary condition for momentum conservation at the interface:
(S1 − S2) · n = σκn in Γ× [0, T ] (2.5)
where n is the unit normal vector outward to ∂Ω1 and κ is the interface curvature.
The system given by equations 2.1 to 2.3 and the interface boundary conditions given
by equations 2.4 and 2.5, can be combined into the following:
∂
∂t
(ρv) +∇ · (ρvv) =−∇p+∇ · µ∇v+∇ · µ(∇v)T + ρg
+ σκnδΓ in Ω× [0, T ] (2.6)
∇ · v = 0 in Ω× [0, T ] (2.7)
β = β1H1 + β2(1−H1) with β ∈ {ρ, µ} (2.8)
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where, δΓ is the Dirac delta function localized at the interface, and H1 is the Heavi-
side step function, defined as:
H1 =
{
1 if x ∈ Ω1,
0 if x /∈ Ω1.
(2.9)
2.3 Conservative Level-set method
The level-set method, wich was first derived by [36], is a versatile method for cap-
turing the motion of free surfaces. Instead of the signed distance function d(x, t)
used to represent the interface in the classical LS method [36, 44], [34] employed a













where ε is a parameter that sets the thickness of the profile, φ takes the value 0 in one
fluid and the value 1 in the other fluid. The interface Γ is defined by the location of
the φ = 0.5 iso-surface:
Γ = {x | φ(x, t) = 0.5} (2.11)
The level set function φ is advected by a vector field v that is, in case of two-phase
flows, the solution of the Navier-Stokes equations. The interface transport equation




+∇ · φv = 0 (2.12)
In order to avoid unphysical oscillations in the level set function, a TVD flux limiter
scheme is used to discretize the convective term. Furthermore, an additional re-




+∇ · φ(1− φ)nτ=0 = ∇ · ε∇φ (2.13)
This equation is advanced in pseudo-time τ , it consists of a compressive flux φ(1 −
φ)nτ=0 that aims at sharpening the profile, and of a diffusion term ∇ · ε∇φ that
ensure the profile remains of characteristic thickness ε. Geometrical information on






Chapter 2. A finite-volume/level-set method for simulating two-phase flows on
unstructured grids
κ(φ) = −∇ · n (2.15)
Implementing surface tension in a numerical scheme involves two issues: the
curvature κ needs to be determined, and the resulting pressure jump must be ap-
plied appropriately to the fluids. Since our discretization will be based on the finite-
volume integration of the Navier-Stokes Eq. (5.1), the aforementioned problems can
be conveniently addressed through the CSF method [3]. Thus, the singular term,
σκnδΓ, is converted to a volume force as follows,
σκnδΓ = σκ(φ)∇φ (2.16)
where κ(φ) is given by Eq. (5.8). The most significant computational advantage of
this method is that explicit tracking of the interface is unnecessary. In addition, the
fluid properties, β ∈ {µ, ρ}, are regularized by employing the level-set function in
Eq. (2.8),
β(φ) = β1φ+ β2(1 − φ) (2.17)
In this way the level-set method has been coupled to the incompressible Navier-
Stokes equations. In the conservative level-set method, the interface thickness is
controled by the parameter ε in the re-initialization Eq. (5.6). A smaller ε will re-
duce the smearing of density, viscosity and surface tension force; however, there is
a numerical restriction on how small we can choose ε, because the calculation of in-
terface normals and curvature will be more accurate if the transition in the level-set
function φ is smooth. Moreover, a too small ε compared to the grid size produces
numerical oscillations in the steady state solution of the re-initialization Eq. (5.6).
An expression for the calculation of εwill be introduced in Section 2.4.1.
2.4 Numerical method
In this work, the finite-volume (FV) method is used to discretize the governing
equations. In a FV method, the computational domain is covered by a set of time-
invariant, non-overlapping control volumes. On each of these control volumes, the
integral form of the fluid flow equations is discretized. A collocated grid arrange-
ment is adopted, hence, all computed variables are stored at centroids of the cells.
The presented numerical methods are implemented in an in-house solver called
TermoFluids. TermoFluids is an unstructured FV flow solver, designed for direct
numerical simulation and large-eddy simulation of turbulent flows [47]. The reader




Equation ψ ξ Gc(ψ) c λ Sψ
Momentum Eq.(5.1) vi ρ vi v µ −∂xip+ ∂xjµ∂xivj + ρgi
+σκ∂xiφ
Advection Eq.(5.5) φ 1 φ v 0 0
Re-initialization Eq.(5.6) φ 1 φ(1 − φ) n ε 0
Table 2.1: Summary of terms used in Eq. (2.18). Svi is expressed in cartesian
tensor notation, where xi ∈ {x, y, z}, vi ∈ {vx, vy, vz}, ∂xi ≡ ∂/∂xi and gi ∈
{gx, gy, gz}.
2.4.1 Spatial discretization












The volume of the cell P is designed as VP and AP is its surface with the local area
vector dA. A summary of terms used in Eq. (2.18) is given in Table 2.1. AP can be
decomposed in nf single faces, f ∈ {f1, f2, ..., fnf }, as sketched in Fig. 2.2. Each face
has its area vector Af , and is lying between two cells P and F ; where P is the main
cell, and F ∈ {F1, F2, ..., Fnf } is its neighbor cell, In what follows, next definitions
will be used:





ψdV , is an approximation of a scalar function ψ localized
at the cell centroid xP .





ψdA, is an approximation of a scalar function ψ localized
at the face centroid xf .
Interpolation
All variables are defined at cell centroids in a collocated grid arrangement. However,
the face values of physical properties ξf and λf , gradient (∇ψ)f and interface normal
nf , are needed inmany calculations. Hence, a distance-weighted linear interpolation
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Figure 2.1: Node stencil used for the gradient reconstruction by using the least-
squares method.
Gradient reconstruction
A stencil which identifies neighboring points of the cell P (see Fig. 2.1) is used on
approximating the variation of a dependent variable ψ by a truncated Taylor series,
e.g., for a linear approximation,
ψi = ψP + (xi − xP ) · (∇ψ)P i=1, 2, ..., n (2.20)
The application of Eq. (2.20) to all points included in the cell stencil , xi ∈ {x1, x2, ..., xn},




x1 − xP y1 − yP z1 − zP




























The resulting over-determined system of linear equationsM(∇ψ)P = Y is solved by





Figure 2.2: Control volume used for discretization of Eq. (2.18).
Diffusive term
The diffusion flux through cell faces is discretized by using a central difference scheme:∮
AP




















The first term on the right-hand side of Eq. (2.23) is the normal diffusion, and the
second term is the cross diffusion; λf and (∇ψ)f are calculated by using linear inter-
polation, Eq. (2.19).
Convective and compressive terms
A proper interpolation of ψf , in the convective and compressive terms, of Eq. (2.18),
is essential to the accuracy as well as the stability of the numerical solution. From
Fig. 2.3, ψf is written as the sum of a diffusive first-order upwind part and an anti-
diffusive term [45, 11, 28]:
ψf = ψC′ +
1
2
L(θf)(ψD′ − ψC′) (2.24)
where ψC′ ≡ ψ(xC′), ψD′ ≡ ψ(xD′), xC′ and xD′ refer to the points in Fig. 2.3. The
anti-diffusive part is multiplied by the flux limiter, L(θ), which is a function of θ, the
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upwind ratio of consecutive gradients of the solution, defined as:
θf =





ψC′ = ψC + (xC′ − xC) · (∇ψ)C ,
ψD′ = ψD + (xD′ − xD) · (∇ψ)D,
ψU ′ = ψU + (xU ′ − xU ) · (∇ψ)U .
(2.26)
From Fig. 5.5, xC and xD refer to the upwind cell centroid and downwind cell cen-
troid respect to the face f , xU is the far upwind cell centroid, and xf is the face
centroid. The points xC′ , xD′ , xU ′ = xC′ − ∆xC′→D′ , and xf are along the line lf ,
which is perpendicular to the face f . The point xU is the closest centroid to the point
xU ′ , which is selected from the centroids of all cells adjacent to the cell C, in upwind
direction with respect to the face f (see Fig. 2.3).




max{0,min{2θ, 1},min{2, θ}} TVD Superbee limiter,
1 Central difference limiter,
0 First-order upwind limiter.
(2.27)
Thus, both convection and compression terms, are discretized as follows:
∮
AP
























Here, c ∈ {v,n}, Uvf ≡ vf · Af is the volume flux, U
n
f ≡ nf · Af is the compression
flux, and [[a, b]] denotes the maximum of the two arguments a and b. Unf and ξf are
calculated by using linear interpolation, Eq. (2.19), and Uvf is obtained by a mass
conservative interpolation scheme (see section 2.4.2).
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Figure 2.3: Convective and compressive node stencil. Here, cf ∈ {vf ,nf}, v
is the velocity field, n is the interface normal defined in Eq. (5.7), and dC′D′ =
||xD′ − xC′ ||.
Source term










f ·Af + ρPgVP
+ σκP (∇φ)PVP (2.29)
where pf , µf , (∇v)Tf are calculated by linear interpolation, Eq. (2.19). The gradients
∇vi are computed by using the least-squares method, Eq. (2.22). The source term in
advection Eq. (5.5) and re-initialization Eq. (5.6) is zero.
Interface normal and curvature
One of the most important aspects for the computation of surface tension model, Eq.
5.9, is the approximation used for the interface normal, n. In this context, different
methods for estimation of interface normals have been studied by [26], where it con-
cludes that a wide and symmetric stencil is neccesary for a reasonable estimation of
n. In addition, least-squares method has been successfully used for estimation of
interface normals, for instance in [26] and [53]. Thus, in this work, the least-squares
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where (∇φ)P is evaluated by using Eq. (2.22). Furthermore, it is expected that the
numerical oscillations will be smeared out due the size of the statistical sample used
to build the gradient stencil (see Fig. 2.1).
Once interface normals have been determined with the least-squares approach,

















where, nf is calculated by using linear interpolation, Eq. (2.19).
Interface thickness
Interface profile needs to be sufficiently resolved so that the transport step can be
accurate and stable. Solving Eq. (5.6) to steady-state results in a smooth transition
of φ at the interface. The width of the transition region depends on the diffusion
coefficient ε, which is defined based on the mesh resolution by:
εP = Cε(∆P )
α (2.32)
where ∆P = (VP )1/3 is defined as the characteristic size of the control volume P .
From Fig. 2.4, as εP decreases the level set function becomes sharper. However,
when εP becomes too small, numerical stability can be affected. In numerical exper-
iments we have found that the value Cε = 0.5 and 0.9 ≤ α ≤ 1, are satisfactory (see
Fig. 2.4). This is in agreement with the values used by [34].
Boundary conditions
In addition to cell centers, scalar fields (vi, p, φ) are also stored at boundary faces
of the cells. Thus, the boundary conditions are directly updated at the boundary
face itself. For the boundary face b, the Dirichlet boundary condition is given, ψb =
ψgiven.
For a Neumann boundary condition, the gradient is specified at the boundary
face, (∇ψ)b · (Ab/‖Ab‖) = 0, where Ab is the area vector of b, pointing outside the
boundary cell. Hence, ψb is approximated as:
ψb = ψP + (xP ′ − xP ) · (∇ψ)P (2.33)
where, xP ′ = xb + (Ab/||Ab||) · (xP − xb).
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Figure 2.4: Interface thickness is controlled by the parameter ε. Here, d∗ is a
dimensionless distance function.
2.4.2 Time discretization









Here, (Rvψ)P corresponds to the discrete space operator, applied to the right-hand
side term of Eq. (2.18). Eq. (2.34) is a system of ordinary differential equations in
time. The integration in time can be performed in implicit or explicit manner, for the
present study an explicit Adams-Bashforth or third order TVD Runge-Kutta multi-
stepping scheme is used throughout.
CLS Advection
The advection Eq. (5.5) is integrated in time with a 3-step third-order accurate TVD






















































Here, (Rvφ)P is discretized by using a TVD Superbee scheme, Eqs. (2.24,2.28). A
mass conservative interpolation scheme is used for the evaluation of the volume
flux Uvf = vf ·Af (see section 2.4.2).
CLS Reinitialization






















































Here, the compression term
∑
f φf (1 − φf )U
n
f is discretized by using a central dif-
ference (CD) limiter, Eqs. (2.24, 2.28). Unf = (nτ=0)f · Af is calculated by linear
interpolation, Eq. (2.19). The diffusive term
∑
f εf∇φ ·Af is discretized by applying
Eq. (2.23).
The time τ is fictitious in the re-initialization Eq. (5.6), and it plays a role to lead
the solution into a stationary state. Since an explicit scheme is used, the time step is








where, Cτ is taken to be∼ 0.01. Only a few time steps are needed to reach the steady
state of Eq. (2.37).
Pressure correction scheme on collocated meshes
Given solution values at tn, the Navier-Stokes equations are integrated to tn+1 by us-
ing a sequence of fractional steps. The fractional step method, is in general a method
of approximation of the evolution equations based on decomposition of the opera-
tors they contain [7, 18]. In the first step an explicit Adams-Bashforth scheme is used




































f ·Af + ρ(φP )gVP + σκ(φP )(∇φ)P VP (2.41)




f , is discretized by using a CD limiter (see
Eqs. (2.24,2.28)). Moreover, following the work of [48] and [32], the conservative
nature of the Navier-Stokes equations is intimately tied up with the symmetries of
the differential operators. Thus, in order to retain a skew-symmetric discretization of
the collocated convective operator, ρf is approximated by linear interpolation with
weight factor wq = 0.5 (see Eq. (2.19)). The volume flux Uvf is computed by using
a mass conservative scheme, which will be introduced in Eq. (5.15). The diffusion
term,
∑
f µf (∇v)f · Af , is discretized by Eq. (2.23); whereas the source term is dis-
cretized by Eq. (2.29), excluding the pressure term.







A Poisson equation for the pressure is generated by requiring that the volume fluxes
in Eq. (2.42) sum to zero over each cell. Hence, under the incompressibility con-












This is a variable coefficient Poisson equation for the pressure, endowed with the
Neumann boundary condition, which is solved by using a preconditioned conjugate
gradient (PCG) method. Face values in Eq. (2.43), v∗f and ρf , are calculated by using
linear interpolation of the adjacent cell values, Eq. (2.19).
To avoid pressure-velocity decoupling when the pressure projection is made on
collocated meshes [14, 37], a cell face volume flux, Uvf , is defined so that fluxes con-
serve mass exactly:
(Uvf )
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where, {






















q , where v
∗
q was replaced by Eq. (2.42). Following the work
of [14] there are two sources of kinetic energy error when the Navier-Stokes equa-
tions are discretized on collocated curvilinear grids: interpolation error and pres-
sure error. The interpolation error will be present if second-order, mesh dependent
weighting factors are used. It can be eliminated by choosing first-order fixedweights
of wq = 0.5. Pressure error can not be eliminated and it scales likeO(∆2P ) andO(∆t).
Thus, mesh refinement and small time steps or high order temporal schemes are nec-
essary to decrease the kinetic energy error on collocatedmeshes. In the present work,
mesh-independent weights (wq = 0.5) are used for interpolation in Eqs. (2.43-2.45),
with the aim of reduce kinetic energy error linked to interpolation.
Time step restrictions
The magnitude of the allowable time step for stable calculations is determined from
the gravity, surface tension, convective and viscous terms. The convection time step















The stability restriction due to the gravity can be expressed in the form of a CFL-like
condition vg(∆t)g(∆P )−1 < 1; where vg = (∆t)gg is the gravity induced velocity.









According to the study by [3], the time step restriction because of the explicit treat-












Finally, the global stability constraint is given by:
∆t 6 min ((∆t)conv, (∆t)visc, (∆t)cap, (∆t)g) (2.50)
Thus, Eq. (50) enforces that the discrete information can evolve no more than one
grid cell since the discrete equations consider only fluxes between adjacent cells.
2.4.3 Solution algorithm
It is assumed that when the solution is initialized not only are the physical states
(v,p,ρ,µ,ε) known for all cells, but also the level-set field (φ(x, 0)). For each time
update from tn to tn+1 the numerical scheme can then be summarized as follows:
1. Choose an appropriate time step ∆t satisfying Eq. (2.50).
2. Advance the conservative level set function φ, by solving Eq. (2.35).
3. Solve re-initialization Eq. (2.37), for steady state.
4. Curvature, density and viscosity fields are updated from the level set field.
5. The Navier-Stokes equations are solved by using the fractional step method:
Calculate the predictor velocity by solving Eq. (5.12).
Solve pressure Eq. (2.43) by using a PCG method.
Calculate the corrected velocity by solving Eq. (2.42).
6. Update the mass conservative volume flux, Uvf , by solving Eq. (5.15).
7. Repeat step 1 to step 9 until the desired time-level is reached.
2.5 Numerical experiments
2.5.1 Single vortex deformation of a circle
In order to validate the CLS solver, a variant of the problem of [38] is investigated in
a square domain Ω = [0, 1]× [0, 1] (see Fig. 2.5). A circle of radius r = 0.15, initially
centered at (0.5, 0.75) is deformed under a solenoidal velocity field:{
u(x, y) = − sin2(pix) sin(2piy),
v(x, y) = sin2(piy) sin(2pix).
(2.51)
At t = 0.5T the flow field is reversed so that the exact solution at t = T should
theoretically coincide with the initial condition. This problemwill be solved on three
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meshes (see Fig. 2.5) at ∆t = 10−4, with an interface thickness parameter of εP =
0.5∆P .
Figure 2.7 shows the initial and final shapes of the circles advected to periods
T = 2 and T = 8. It is noted that for the period T = 2 the circle returns to its original
shape with greater accuracy than for a period T = 8. For the case with T = 8, the
predicted results are plotted in Fig. 2.6. The resulting vortex field stretching the cir-
cular interface into a very long filament that spirals around the center of the domain,
which compares very well with those results obtained using other state-of-the-art
methods for structured meshes, for example [34, 13, 40]. Clearly at t = 4, the width
of the ligament should fall bellow the resolution of the meshM3. However, because
the conservative re-initialization step, the CLS method attempts to maintain the area
on the mesh, which leads to the formation of drops of the size of one or two grid
cells. This behavior can be delayed by refining the grid. But, because the filament
asymptotes to infinitesimal thickness, any grid will provide inadequate resolution.
For the sake of comparison, the relative global mass errors are defined as:
E0(t) =
∫















, for 0.5 ≤ φ ≤ 1 (2.53)
where V is the volume of the whole domain Ω. Since ∆t ≪ min{∆P /vP }, the pre-
dicted errors (E0 and E1) come mainly from the approximation of the spatial deriva-
tives. The computed mass losses are plotted in Fig. 2.8 and Fig. 2.9, which indicates
that CLS method is mass conservative and remarkably resilient for interface captur-
ing, even when large complex topological changes have occurred.
2.5.2 Two-dimensional rising bubble
This complex benchmark test case has been thoroughly studied by three indepen-
dent research groupswhomanaged to determine accurate and quantitative reference
solutions for the circularity, rise velocity, and center of mass of a bubble rising in an-
other fluid [23, 22]. The computational domain and initial configuration are shown
in Fig. 2.10a, where a circular bubble of diameter d = 0.5 is positioned in a rectangu-
lar domain Ω = [0, 2d]× [0, 4d]. The bubble and the surrounding fluid are initially at
rest. Non-slip boundary condition is applied at the top and bottom boundaries, and
free slip boundary condition on the vertical walls.
The physical parameters of the two fluids defining the test case are given in Table
2.2. The subscript 1 refers to the heavier fluid in Ω1, and the subscript 2 refers to
the bubble in Ω2. Computations were performed on three meshes, which divide
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Figure 2.5: Single vortex deformation of a circle: Initial condition and mesh con-
figuration (M1 = 2.3× 104cv, M2 = 9.1× 104cv, M3 = 2.1× 105cv).
Figure 2.6: Single vortex deformation of a circle: period T = 8.0, mesh M3.
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Figure 2.7: Single vortex deformation of a circle: interface location for the circle
at t = T = {2.0, 8.0} for the mesh M3 (2.1× 10
5cv). Computed interface (black
line) and exact solution (red line).
Figure 2.8: Temporal evolution of the normalized mass errors E0 and E1 for the
circle in a deformation field test for different meshes, and period T = 2.
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Figure 2.9: Temporal evolution of the normalized mass errors E0 and E1 for the
circle in a deformation field test for the mesh M3, and period T = 8.
Figure 2.10: Two dimensional rising bubble. (a) Computational domain and (b)
mesh configuration (M1 = 1.6 × 104 cv, M2 = 4.6 × 104 cv, M3 = 4.2 × 105
cv).
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Figure 2.11: Two dimensional rising bubble. Comparison between numerical pre-




ρ1 ρ2 µ1 µ2 g σ ρ1/ρ2 µ1/µ2
1000 100 10 1 0.98 24.5 10 10
Table 2.2: Physical parameters defining the two dimensional rising bubble test
case.
the domain in control volumes (cv) of triangular element type (see Fig. 2.10b). A
summary of numerical parameters used in time and spatial discretization is given in
Table 2.3.
For code validation, rise velocity, centroid and circularity of the bubble are taken
as benchmark quantities. Rise velocity is defined as the vertical component (vc) of
the mean velocity vc:







The center of mass of the bubble is defined by







The bubble circularity ζ2D is defined as
ζ2D =







whereΩ = Ω1∪Ω2. For a perfect circular bubble the circularity will be equal to unity
and decrease as the bubble is deformed.
Fig. 2.11 depicts the time evolution of the benchmark quantities: center of mass
(Y ∗c = yc/d), terminal Reynolds number (Re = ρ1vcd/µ1) and circularity. All quanti-
ties are in excellent agreement with the data published by [23].
Snapshots of the predicted bubble shapes, using the meshM3, are shown in Fig.
2.11. The bubble, being initially circular, first stretches horizontally and develops a
slight dimple at the bottom. This bubble deformation causes a change in the interface
curvature and surface tension force, which tends to keep bubble to a circular form.
Finally, the bubble reaches a more stable ellipsoidal shape.
2.5.3 Three-dimensional buoyant bubbles
Dynamic behavior of a rising bubble has been a subject of experimental and numeri-
cal studies for many years. Experimental studies and correlations were reviewed by
[8], and by [2]. For bubbles rising freely in infinite domains, a generalized graphical
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Figure 2.12: Three-dimensional buoyant bubble: (a) schematic diagram of the
solution domain and initial condition. (b) The mesh configuration is adapted to
densify the grid at the center of the domain, covering a cylindrical zone of diameter
2d around the symmetry axis with an approximately constant grid size (cv/d). In
external zone, the grid size grows linearly until it reaches the boundary wall.
correlation is given by [17]. This diagram shows the shape regimes and terminal ve-
locities in terms of Eötvös number (Eo), Morton number (M ), and Reynolds number


















dV is the terminal velocity of the bubble, defined as the
steady velocity that the bubble reaches when there is a balance between buoyancy
and drag forces, ∆ρ = ρ1 − ρ2 specifies the density difference between the fluid
phases, the subscript 1 refers to the heavier fluid and the subscript 2 to the lighter
fluid.
Computational domain and mesh configuration are described in Fig. 2.12a. Ac-
cording to numerical simulations of [33], when Dcyl ≥ 6d the effect of sidewalls on
the shape and terminal velocity of the bubble is minimal. In addition, following
the empirical studies of [19] the terminal rise velocity can be estimated through the
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Figure 2.13: Bubble diagram of Grace for the shape and terminal velocities of gas
bubbles in quiescent viscous liquids, reproduced from [8]. The simulated cases are
indicated with capitals.
Mesh name Mesh size cv/d ∆t εP
M1 1.6× 104cv 50 1.0× 10−5 0.5(∆P )
0.9
M2 4.6× 104cv 100 1.0× 10−5 0.5(∆P )
0.9
M3 4.2× 105cv 200 1.0× 10−5 0.5(∆P )
0.9
Table 2.3: Simulation parameters for the meshes used in two dimensional rising
bubble test case, cv/d denotes the number of control volumes (cv) used per bubble
diameter (d).
51
Chapter 2. A finite-volume/level-set method for simulating two-phase flows on
unstructured grids
Figure 2.14: Three-dimensional buoyant bubble (case E): Eo = 97.1,M = 0.971,
ρ1/ρ2 = 100, µ1/µ2 = 100. Mesh configuration is specified in Fig. 2.12, where
M1 ≡ 15cv/d, M2 ≡ 20cv/d, M3 ≡ 25cv/d, M4 ≡ 30cv/d.
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Figure 2.15: Three-dimensional buoyant bubble (case D): Eo = 10.0, M =
9.71× 10−4, ρ1/ρ2 = 100, µ1/µ2 = 100. Mesh configuration is specified in Fig.
2.12, where M1 ≡ 15cv/d, M2 ≡ 20cv/d,M3 ≡ 25cv/d.
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Figure 2.16: Three-dimensional buoyant bubble (case C): Eo = 97.1, M =
1.0 × 103, ρ1/ρ2 = 100, µ1/µ2 = 100. Mesh configuration is specified in Fig.
2.12, where M1 ≡ 15cv/d, M2 ≡ 20cv/d,M3 ≡ 25cv/d.
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Figure 2.17: Three-dimensional buoyant bubble (case B): Eo = 10.0, M = 1.0,
ρ1/ρ2 = 100, µ1/µ2 = 100. Mesh configuration is specified in Fig. 2.12, where
M1 ≡ 15cv/d, M2 ≡ 20cv/d, M3 ≡ 25cv/d.
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Figure 2.18: Three-dimensional buoyant bubble (case A): Eo = 1.0,M = 1.26×
10−3, ρ1/ρ2 = 100, µ1/µ2 = 100. Mesh configuration is specified in Fig. 2.12,












where Dcyl denotes the domain extend in a plane perpendicular to the gravity di-
rection, and U∞T represents the terminal rise velocity in a domain of infinite exten-
sion. Studies of [24] and [52] reported numerical results that confirm the empirical
findings of [19]. From previously mentioned studies and with the intend of saving
computational resources such as computational time and occupation memory, our
simulations were computed by selecting a diameterDcyl = 6d for the computational
domain (see Fig. 2.12a). Thus, it is expected that the effect of confinement on the
terminal velocity of the bubble will be given by UT /U∞T ≈ 0.9722. Height of the
cylindrical domain is taken as H = 8d, so that the top wall is sufficiently far from
point of release of bubble to allow the bubble to reach terminal velocity. From Fig.
2.12b, control volumes are distributed in such way that the grid is densified around
the symmetry axis of the cylinder by using an approximately constant grid size (∆P ).
This zone corresponds to the region crossed by the bubble. In the outer region, the
grid size increases in radial direction following a linear distribution (See Figure 2.12b
for more details).
Initially the spherical bubble of diameter d is located on the symmetry axis at the
distance d from the bottom wall. No-slip boundary condition is imposed on top,
bottom and lateral walls. Both liquid and bubble are assumed initially quiescent and
computations are stopped before the bubble comes close to the upper boundary, to
avoid contamination of the results by confinement effects.
The density and viscosity ratios are specified respectively as ρ1/ρ2 = 100 and
µ1/µ2 = 100. Numerical studies have been performed in the past using these param-
eters by [52] and [5]. The time step size is fixed to∆t∗ = 1.98×10−4 (t∗ = tg1/2d−1/2)
except for cases A, B and C (See Table 2.13) where the time step is reduced to
∆t∗ = 4.95 × 10−5. All computations were made using an interface thickness pa-
rameter of εP = 0.5(∆P )0.9.
Numerical simulations were performed by varying the physical properties of the
dispersed phase and the continuous phase, in order to capture the various shapes
of the moving bubble. Numerical results for various values of Eo number and M
number are shown in Fig. 2.13. The dimensionless numbers reported here are evalu-
ated at the initial stage using the droplet diameter d. In the regimes of low Reynolds
and Eötvös numbers characterized by the high surface tension (Fig. 2.13, point A),
the bubbles maintain spherical shape while they are rising in the continuous phase
(see Fig. 2.18). For intermediate Eötvös number (Fig. 2.13, points B,D), bubble shape
and motion are also a function of the Morton number. Bubbles with largeM become
ellipsoidal before a spherical cap shape is adopted (Fig. 2.13, point B) but continue to
have a well defined steady state motion. As the Eötvös number increases, the bub-
57
Chapter 2. A finite-volume/level-set method for simulating two-phase flows on
unstructured grids
Bubble regime Case M Eo ReG ReC Mesh
Spherical A 1.26× 10−3 1.0 1.7 1.68 M3
Ellipsoidal B 1.00× 100 10.0 1.7 1.76 M3
Ellipsoidal Cap. C 1.00× 103 97.1 1.5 1.58 M3
Ellipsoidal D 9.71× 10−4 10.0 22.0 22.95 M3
Skirted E 9.71× 10−1 97.1 20.0 18.74 M4
Table 2.4: Simulation of three-dimensional buoyant bubbles for different regimes
according to the bubble diagram of [17]. ReG represents the experimental Reynolds
number in a domain of infinite extension obtained from the Grace diagram, and
ReC represents the numerical prediction of the Reynolds number in a finite domain
Dcyl ×H = 6d× 8d.
ble bottom becomes flat or slightly dimpled (Fig. 2.13, point C), and skirt bubble is
formed at higher Reynolds numbers (Fig. 2.13, point E). From the simulations pre-
sented here, it can be concluded the current numerical method is robust enough to
predict the various bubble shapes under a wide range of flow regimes.
The center of mass (xc), sphericity (ζ3D) and the rise velocity (vc) are measured
and plotted for different meshes in Figs. 2.14, 2.15, 2.16, 2.17, 2.18. These quantities
are defined as: 


















area of volume-equivalent sphere






In Figs. 2.14-2.18 the center of mass (yc) is scaled with the bubble diameter d and the
time with tref = d1/2g−1/2. Furthermore, a comparison of the Reynolds numbers for
the experiment and simulation cases is listed in Table 2.4. Results from simulations
agree with those of experiments fairly well.
2.5.4 Bubble merging
With the confidence from validating the CLS method for a single bubble rising in
a viscous liquid, the model is used to explore the complex interaction between two
bubbles rising in a liquid. The bubble coalescence process is simplified and based
purely on geometric criteria rather than criteria related to the complex interface
physics. This means that coalescence happens automatically whenever two inter-
faces come within one grid cell of one other.
This test case consists in co-axial and oblique coalescence of two bubbles rising
in a liquid. The simulation domain and initial bubble arrangement are shown in Fig.
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Figure 2.19: Bubble merging. (a) schematic diagram of the solution domain and
initial arrangement of bubbles (b) The domain is covered by hexahedral elements.
2.19a. As can be seen from Fig. 2.19b, the domain is divided in hexahedral control
volumes uniformly distributed in the whole space. Three mesh resolutions have
been selected to carry out the numerical simulations, which are denoted as M1 ≡
15cv/d,M2 ≡ 20cv/d andM3 ≡ 25cv/d (see Figure 2.19b). The fluid properties and
initial arrangement of bubbles are the same as in the volume-of-fluid computations
of [52]. The Morton and Eötvös numbers are set toM = 2×10−4 andEo = 16 falling
between the skirted and spherical cap regimes in Fig. 2.13. The density and viscosity
ratios are specified as ρ1/ρ2 = 100 and µ1/µ2 = 100, where subscripts 1 and 2 refer to
the outer-liquid phase and bubble phase respectively. Free-slip boundary condition
is used at lateral side of the domain and no-slip boundary condition at the top and
bottom boundaries. Numerical simulations are performed using εP = 0.5(∆P )0.9
and ∆t∗ = 1.98 × 10−4 (t∗ = tg1/2d−1/2). The temporal evolution of the Reynolds
number, defined as Re = ρ1vcd/µ1, is shown in Figure (2.26) for both co-axial and
oblique coalescence. We can notice how the Reynolds number converges as the mesh
resolution increases.
Snapshots of topological changes in the coalescence process of two coaxial bub-
bles are shown in Figs. 2.20-2.21. When they start to rise, bubbles become ellipsoids
due to a pressure difference between the top and bottom surfaces of the bubbles.
As the bubbles rise, a liquid jet is formed behind the leading bubble, which induces
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Figure 2.20: Coaxial bubble coalescence of two initially spherical bubbles: M =
0.0002, Eo = 16, ρ1/ρ2 = 100, µ1/µ2 = 100.
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Figure 2.21: Coaxial coalescence of two initially spherical bubbles: velocity field.
a severe deformation in vertical direction of the following bubble. Once two bub-
bles are approaching, the trailing bubble accelerates because the suction by the top
bubble. As time progresses, the two bubbles start to touch, leaving a mushroom-like
structure. Finally, the thin liquid film between bubbles is squeezed out and ruptured,
completing the coalescence process.
Snapshots of topological changes for oblique coalescence of two bubbles are pre-
sented in Fig. 2.22. Although this coalescence process is in general similar to previ-
ous case, the pattern of bubbles evolution is different. The most significant feature
is that the trailing bubble experiences a considerable asymmetrical deformation in
the wake region of the leading bubble. This is because a horizontal component of
velocity is generated, which produces an alignment effect of bubbles. Additionally,
it is observed a deformation of the trailing bubble into a prolate shape inclined with
respect to the vertical direction. On the other hand, the shape evolution in the lead-
ing bubble is similar to the case of a single bubble rising although its major axis tilts
a small angle with the y − axis when the trailing bubble enters its wake region.
In both cases, numerical predictions match fairly well in terms of bubble shapes
with experimental results reported by [4] (see Fig. 2.24). Similar observations have
been found by [52] using volume-of-fluid method (VOF).
2.5.5 Collapse of a liquid column.
The collapse of a liquid column is a classical experiment used in the validation of
numerical methods for simulating two-phase flows. Experimental data about the
reduction of the column height and position of the wave front have been provided
by [31]. A fluid column, initially at rest on a horizontal plane collapses under the
effect of the gravity. The fluid spreads out and the height of the column falls. The
computational domain and the initial configuration are shown in Fig. 2.27. Water
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Figure 2.22: Oblique bubble coalescence of two initially spherical bubbles. Here
M = 0.0002, Eo = 16, ρ1/ρ2 = 100, µ1/µ2 = 100.
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Figure 2.23: Oblique coalescence of two initially spherical bubbles: velocity field.
Figure 2.24: Experiments reported by [4] for the coalescence of two bubbles. (a)
Coaxial coalescence (b) Oblique coalescence
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Figure 2.25: Time-history of the Reynolds number for coaxial coalescence of two
bubbles, M = 2 × 10−4 and Eo = 16. The mesh resolution is given by M1 ≡
15cv/d,M2 ≡ 20cv/d and M3 ≡ 25cv/d.
is used as liquid in Ω1 and air is present as outer medium in Ω2. This problem is
initialized with a water column of width a and height a in a rectangular domain
Ω = [0, 5a]× [0, 1.25a]where a = 0.05715m.
The properties of the water are set to ρ1 = 1000kg/m3 and µ1 = 1 × 10−3kg/ms,
the water-air density ratio and viscosity ratio are 1000 and 100 respectively. The
surface tension coefficient is set to σ = 0.0755N/m, and the acceleration of grav-
ity is taken to be g = (0,−9.81, 0)m/s2. Free-slip boundary condition is applied
at all boundaries except at the top, where Neumann boundary condition is used.
This test case is computed on two different mesh configurations (see Fig. (2.27)) at
∆t = 1.0× 10−5s, with an interface thickness parameter of εP = 0.5(∆P )0.9. Because
a conservative form of the Navier-Stokes equations is discretized, momentum con-
servation is guaranteed, however, the momentum (ρv) in the convective term of Eq.
5.1 presents a jump discontinuity at the interface. This may lead to numerical issues
when high density ratio and high Reynolds number are simultaneously present, as
in the current test case. In this context, when a central difference limiter was used
to solve the present test case, unphysical large velocities around the interface were
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Figure 2.26: Time-history of the Reynolds number for oblique coalescence of two
bubbles, M = 2 × 10−4 and Eo = 16. The mesh resolution is given by M1 ≡
15cv/d,M2 ≡ 20cv/d and M3 ≡ 25cv/d.
observed. Thus, to overcome the aforementioned issue, an upwind limiter was used
on the discretization of the convective term in Eq. 5.1, for this particular test case.
Snapshots of the predicted free surfaces at different times are given in Fig. 2.27.
Gravity causes the liquid in the left to seek the lowest level of potential energy. Thus,
the water front advances to occupy the bottom of the domain Ω. At time t = 0.2s
about 80% of the base is coveredwith water. At time t = 0.25s the wave front touches
the right wall. At time t = 0.4s the horizontal water-air interface is almost parallel
to the base of the container, and the liquid in the right starts to fall back due to the
effect of the gravity. At time t = 0.5s a backward moving wave advances to the left
wall, whereas a large air bubble is trapped.
The non-dimensional height of the water column H∗ = y/(2a) at the left wall
versus the non-dimensional time t∗ = t (g/a)1/2 is shown in Fig. 2.28a. Results cal-
culated correspond very well with the experimental data presented by [31]. In addi-
tion, the non-dimensional position of the leading edge Z∗ = x/a is plotted against
non-dimensional time t∗ = t(2g/a)1/2 in Fig. 2.28b. The numerical results present
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Figure 2.27: (a) Initial condition and mesh configuration (M1,M2). (b) Snap-
shots of the numerical solution using mesh M1 for collapse of a liquid column.
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Figure 2.28: (a) Remaining water column H∗ and (b) predicted surge front posi-
tion Z∗ for collapse of a liquid column.
a slight difference respect to experimental data of [31] which predict slower front
propagation speed. This difference may be because in experiment is used a gate
to retain the water column, which produces a dead time before propagation of the
liquid. Results presented by other researchers [9, 40, 50] show the same tendency.
2.6 Parallel scalability
The parallelization performance of the presented numerical methods and computer
code was investigated using a three-dimensional buoyant bubble test case (section
2.5.3) with a mesh resolution of 3.6 × 106 elements. The numerical methods used
in this chapter were implemented in a C++ computer code called TermoFluids [27],
wich utilises the Message Passing Interface (MPI) for parallel communications. A
standard domain decomposition method is used for the parallelization of the mul-
tiphase solver, where each subdomain is assigned to a separate process of the par-
allelization and has approximately the same number of grid cells to optimize load
balancing, while minimizing the amount of communication between partitions. The
parallel performance tests were carried out on the IBMMareNostrum-III supercom-
puter at the Barcelona Supercomputing Center (BSC).
The time required for one time-iteration of the multiphase solver scheme on 128
processors was used as a reference time to normalize the CPU results of the numer-
ical simulations. To investigate the parallel scalability of the computer code, tests
were performed for a number of processors varying from 128 (or 28125CV/CPUs)
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to 512 (or 7031CV/CPUs), as shown in Fig. 2.29. The parallel performance of the




















Figure 2.29: Parallel scalability of the multiphase solver for the case of a three
dimensional buoyant bubble (section 2.5.3) using a mesh of 3.6×106 elements (See
Fig. 2.12).
2.7 Concluding remarks
A conservative level set method is presented which is integrated in a finite-volume
method for solving incompressible two-phase flows on collocated unstructured grids
of arbitrary element type. Special care is taken to develop an accurate TVD flux lim-
iter formulation to discretize the convective term on unstructured meshes, avoiding
unphysical oscillations in the level set function. In order to improve accuracy and
robustness, gradients and normals are computed by the least-squares method. Sur-
face tension is introduced through the CSF model. Such combination of numerical
techniques, results in a robust algorithm that allows to simulate virtually all kinds of
two-phase flows with inter-phase boundaries (bubbles, waves, films etc.).
The proposed approach is mass conservative and demonstrates a good accuracy,
which has been studied in 2D and 3D computations. Predicted results have been
shown to compare fairly well with the experimental and numerical results in the
literature. It is found that the present method is a viable tool for accurate modeling
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grids: simulations of bubbles rising through viscous liquids. Advances
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Abstract. This chapter presents a numerical study of gravity-driven bubbly flow using a
conservative level-set method. First, the shape and terminal velocity of a single bubble which
rises in a quiescent liquid are calculated and contrasted against experimental and numerical
results reported in the literature. Then, different initial arrangements of bubble pairs were
considered to study its hydrodynamic interaction. Finally, the gravity-driven bubbly flow
is explored in a vertical duct with periodic boundary conditions. The results show that the
conservative level-set approach is able to accurately capture the deformation of the interface
on simulations of bubbly flows, and can remain numerically stable for a wide range of Morton
and Reynolds numbers. Moreover, conservation properties are shown to be excellent, while
accuracy remains satisfactory even for the most complex flows.
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3.1 Introduction
Bubbles play an important role in many natural and industrial processes. Steam
generators in nuclear plants, rocket engines, unit operations in chemical engineer-
ing such as distillation, absorption, extraction, heterogeneous catalysis and bioreac-
tors are only a few among a multitude of applications that involve the motion of
dispersed bubbles or drops in liquids. In industrial applications, such as bubble
columns and the gas lift reactor [37], the flow usually involves swarms of bubbles
created by a large number of nozzles or by a perforated plate, with moderate to
large bubble concentration, which offer large interfacial areas enhancing efficiency of
heat andmass transfer. The current understanding of such flows and their predictive
models are far from satisfactory because of the difficulty in describing hydrodynamic
interactions of bubbles. Therefore, understanding fundamental behaviour of bubble
dynamics appearsmandatory before a complete knowledge of bubble swarms can be
achieved. Bubble interactions have significant consequences on bubble-size distribu-
tion, their breakup and coalescence behaviour, and their understanding can help us
to improve Euler-Lagrange or Euler-Euler modelling of bubbly flows. Recognition
of this has motivated a large number of numerical and experimental investigations
of bubble dynamics. Despite those efforts many challenging problems still remain
as pointed out in recent reviews (see [37], [58]).
The experiments of [4], [15], [27] and others provide a fairly detailed picture of
the motion of bubbles rising through a quiescent viscous liquid for a wide range of
Morton and Reynolds numbers. However, experimental studies of the interaction
of two fluid particles are very limited. For instance, coalescence and bouncing of
bubble pairs of O(1mm) in both pure water and aqueous surfactant solutions was
studied experimentally by [17]. He showed that there is a critical Weber number for
the criteria of coalescence. [51] experimentally studied the motion and wake of a
pair of slightly deformed bubbles rising side by side in silicone oil and water. They
showed that the patterns of the trajectories of rising bubbles are strongly dependent
on the Reynolds number, furthermore, bubbles can collide each other above a criti-
cal Reynolds number. [56] studied the transverse migration of both clean and fully
contaminated spherical bubbles rising near a plane vertical wall in a quiescent vis-
cous liquid for Reynolds number less than 100 using an optical technique. They
found that the lift force of clean spherical bubbles is directed away from the wall for
Re < 35 and toward it for higher Re > 35. In the context of bubbly flow, experi-
ments were performed by [35] in order to measure the velocities of both phases in
a monodispersed bubbly flow in a vertical column, using water and water-glycerin
mixtures, for a range of Reynolds numbers from 10 to 500. [64] presented experi-
mental results concerning the averaged behaviour of bubble suspensions for large
Reynolds number and moderately small Weber. [54] investigated how freely ris-
ing ellipsoidal bubbles approach each other, make contact, coalesce or break, using
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swarms of 10-20 bubbles of low Morton number.
On the other hand, due the rapid development in computational power, the Com-
putational Multi-Fluid Dynamics (CMFD) has emerged as a powerful tool to study
the bubble interaction mechanisms. Thus, some numerical studies have been per-
formed about bubble dynamics in recent years. For instance, [61] studied terminal
Reynolds numbers and shapes of isolated gas bubbles rising in quiescent liquids by
using a Volume-of-Fluid method. Both [28] and [44] presented extensive simulations
on a single bubble rising in a quiescent liquid by using the front-tracking method.
[42] studied the effect of the density and viscosity ratio on the motion of single drops
rising in immiscible liquids using a coupled level-set and volume-of-fluidmethod to-
gether with a sharp interface treatment for the interfacial jump conditions. The same
methodology was employed by [43] to investigate the buoyancy-driven motion of a
single skirted bubble rising through a viscous liquid. [3] tested different surface ten-
sion models for the Volume-of-Fluid method in order to study single bubbles rising
in a quiescent liquid. [49] used a boundary-fitted method on orthogonal coordinates
to perform a numerical study of buoyancy-driven motion of single gas bubbles. [11]
performed a two-dimensional numerical simulation of the motion and coalescence
of bubble pairs rising in a stationary liquid, using the moving particle semi-implicit
method. [52] carried out two-dimensional simulations of the dynamics of single bub-
bles and a small group of bubbles using the level-set method. The Lattice-Boltzmann
method was used by [33], [21] and [13] to investigate the bubble motion and bubble
coalescence in liquids. [62] presented a numerical study of bubble interactions using
an adaptive Lattice-Boltzmann method. [12] and [25] employed the Volume-of-fluid
method to study the effects of liquid viscosity and surface tension on coalescence of
two co-axial bubbles. [45] studied the effect of Reynolds number and viscosity on liq-
uid film drainage mechanism formed during the interaction of two drops driven by
buoyancy. A body fitted mesh has been applied by [32] to investigate the interaction
of two bubbles rising side by side. [26] extend previous work to study the interaction
between two bubbles as a function of Reynolds number, distance between the bub-
ble centroids and the configuration angle between them. Drag and transverse forces
were described using some simple models based on a physical description of the in-
teraction. [8, 9] and [18] characterized the rise velocity, microstructure and velocity
fluctuations on swarms of spherical and ellipsoidal bubbles using the Front-Tracking
method.
These are some relevant studies on the hydrodynamics of single and multiple
bubbles. To the best of the author’s knowledge, there are not detailed computa-
tions of bubbly flow using the conservative level-set method [39, 40, 1], which is a
promising technique for simulating two-phase flows with interfaces. Moreover, the
experimental and numerical studies cited above demonstrate that numerical inves-
tigations of bubble interactions and bubbly flows considering their coalescence are
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very limited in the scientific literature. Therefore, in the present paper we survey
our results from 3D direct numerical simulations of buoyant bubbles by using the
conservative level-set (CLS) method. Thus, the objectives of this research are as fol-
lows: first to demonstrate the accuracy of the CLS method to predict bubble shapes
and drag coefficients of single bubbles for various flow regimes; second, to investi-
gate hydrodynamic interaction mechanisms for bubble pairs with different relative
initial positions; and, the third objective is to apply the CLS method to simulate the
dynamic evolution of a suspension of many bubbles rising in a cylindrical wall con-
fined domain, considering coalescence of bubbles when they collide.
The present paper is organized as follows: The governing equations employed
in this study are given in section 3.2. Section 3.3 is devoted to the description of the
numerical method, while the simulation results for bubble interactions are presented
in section 3.4. Finally, concluding remarks are given in section 5.5.
3.2 Governing equations
For incompressible two-phase flows with uniform surface tension and no phase
change, the Navier-Stokes equations, valid for the whole domain Ω and incorpo-
rating the jump conditions at the interface Γ, are:
∂
∂t




+ (ρ− ρ0)g+ σκnδΓ (3.1)
∇ · v = 0 (3.2)
where v is the velocity vector, p is the pressure, g is the gravity acceleration, δΓ is the
Dirac delta function concentrated at the interface, σ is the constant surface tension
coefficient, κ is the curvature of the interface, and n denotes the unit normal vector
on the interface. Since ρ and µ are constant in each fluid with a jump at the interface,
they can be defined as:
ρ = ρ1H1 + ρ2(1−H1) µ = µ1H1 + µ2(1−H1) (3.3)
Here the subscripts 1 and 2 denote fluid 1 and fluid 2, respectively, and H1 is the
Heaviside step function that is one at fluid 1 and zero elsewhere. For gravity-driven
bubbly flows in periodic domains, it is necessary to ensure that the net resultant force
in the direction of gravity is zero. Hence, a force equal to the space-averaged density
times the gravitational acceleration, ρ0g where ρ0 =
∫
Ω
(H1ρ1 + (1 −H1)ρ2) dV , is
subtracted from the right hand side of the Navier-Stokes equations.
















where ε is a tunable parameter that sets the thickness of the profile. With this profile
the interface Γ is defined by the location of the φ = 0.5 iso-surface, Γ = {x | φ(x, t) =
0.5}.
The conservative level-set function φ is advected by a vector field v that is the
fluid velocity given by the solution of the Navier-Stokes equations. The interface
transport equation can be written in conservative form provided the velocity field is
solenoidal, ∇ · v = 0, namely,
∂φ
∂t
+∇ · φv = 0 (3.5)
Furthermore, an additional re-initialization equation is introduced to keep the profile
and thickness of the interface constant,
∂φ
∂τ
+∇ · φ(1 − φ)n = ∇ · ε∇φ (3.6)
This equation is advanced in pseudo-time τ , it consists of a compressive term, φ(1−
φ)n|τ=0, which forces the level-set function to be compressed onto the interface along
the normal vector n, and of a diffusion term∇·ε∇φ that ensure the profile remains of
characteristic thickness ε. Geometrical information on the interface, such as normal





κ(φ) = −∇ · n (3.8)
Implementing surface tension in a numerical scheme involves two issues: the cur-
vature κ needs to be determined and the resulting pressure jump must be applied
appropriately to the fluids. The aforementioned problems can be conveniently ad-
dressed through the CSF method [6]. Thus, the singular term, σκnδΓ, is converted to
a volume force as follows,
σκnδΓ = σκ(φ)∇φ (3.9)
where κ(φ) is given by Eq. (5.8). In addition, the fluid properties are regularized by
employing the level-set function,
ρ = ρ1φ+ ρ2(1− φ) µ = µ1φ+ µ2(1− φ) (3.10)
3.3 Numerical method
Following the work of [1], the Navier-Stokes/level-set equations have been dis-
cretized on a collocated unstructured grid arrangement bymeans of the finite-volume
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method. In order to avoid unphysical oscillations in the level-set function, a TVD
Superbee limiter, is used to discretize the convective term in advection Eq. (3.5).
Central difference scheme, is used to discretize both the convective and compressive
terms of momentum Eq. (3.1) and re-initialization Eq. (3.6), respectively. A distance-
weighted linear interpolation is used to find the face values of physical properties
and interface normals, while gradients are computed at cell centroids by using the
least-squares method.
The velocity-pressure coupling has been solved by means of a classical fractional












n) + ρg+ σκ∇h(φ) (3.11)
and












the diffusion operator, and Ah(ρv) = ∇h · (ρvv) is the advection operator. The re-
sulting velocity v∗ from Eq. (5.12), which does not satisfy the continuity Eq. (5.2), is
corrected by Eq. (5.13). Substituting Eq. (5.12) into the continuity Eq. (5.2) yields a













Poisson Eq. (3.13) discretization, leads to a linear system, which is solved by using
a preconditioned conjugate gradient method. In order to avoid pressure-velocity
decoupling when the pressure projection is made on collocated meshes [46, 19], a
cell face velocity vf is defined so that∇h · v = 0 (see Eq. 3.2) in each control volume.


















where P and F are denoting the adjacent cell nodes to the face f . Please, the reader
is referred to [1] for technical detail of Eq. 3.14. This velocity is used to advect the
level-set function and momentum in Eq. 3.5 and Eq. 3.11 respectively.
For the temporal discretization, explicit Adams-Bashforth scheme is used for the
momentum Eq. (3.11), while for the corrector Eq. (3.12) an explicit first-order scheme
has been used. Advection Eq. (3.5) and Re-initialization Eq. (3.6) are integrated in
time with a 3-step third-order accurate TVD Runge-Kutta method. Solving Eq. (3.6)
to steady-state results in a smooth transition of φ at the interface that depends of
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the diffusion coefficient ε. In this paper, all numerical simulations were performed
by setting ε = 0.5h where h = (Vcell)1/3 is the characteristic size of the grid cell.
Therefore, ε is chosen to be as small as possible in order to limit mass conservation
errors, while maintaining reasonable resolution of the conservative level-set function
to avoid numerical issues. In our simulations one iteration per physical time step of
re-initialization Eq. (3.6) was sufficient to keep the profile of the level-set function.
In the level-set method, coalescence happens automatically whenever two interfaces
come within one grid cell of one other. Hence, in the present simulations we allowed
for possible coalescence and breakup of the bubbles.
The time increment ∆t, which is limited by the CFL conditions and the stability



















The global algorithm for solving the equations can be summarized as follows:
1. Calculate∆t by Eq. 3.15.
2. Solve level-set advection Eq. 3.5.
3. Solve re-initialization Eq. 3.6 for steady state.
4. Calculate v and p by the fractional-stepmethod, Eq. 3.11, Eq. 3.13 and Eq. 3.12.
5. Calculate vf by Eq. 3.14.
6. Repeat step 2 to 7 until the desired time-level.
The described two-phase flow solver was implemented in an in-house code called
TermoFluids [31], which is a C++ code designed for direct numerical simulation and
large eddy simulation of turbulent flows [57, 48]. The reader is referred to [1] for
technical details of the spatial and temporal discretizations of the Navier-Stokes and
level-set equations on collocated unstructured grids.
3.4 Results and discussion
3.4.1 Single bubble rise
In order to test the ability of the CLSmethod for simulating different bubble regimes,
this section is devoted to investigate the dynamics of buoyancy bubbles. The bubble
shape and its rise velocity, which is correlated to the drag coefficient, is a complex
function of the hydrodynamics, viscous and interfacial forces. The experiments of
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[15, 4], and others provide a fairly detailed picture of the motion of bubbles and
drops through a quiescent viscous liquid. The relevant physical quantities in their
experiments are: ρg, ρl, µg, µl, σ, d, g, UT , where d = (6V/pi)1/3 is the spherical vol-
ume equivalent diameter of the bubble, and UT is the rise velocity. Nondimension-


















where, ηρ and ηµ are respectively the density and viscosity ratio; M is the Morton
number, ∆ρ = ρl − ρg , specifies the density difference between the fluid phases; Eo
is the Eötvös number, and Re is the Reynolds number. For given fluids, the Eötvös
number is a characteristic of the bubble size and the Morton number is a parameter
representing the viscosity of the liquid. For the sake of simplicity, we also introduce
the following non-dimensional time, t∗ = t
√
g/d.
The computational setup is schematically indicated in Fig. 3.1. In the initial state,
the spherical bubble is located on the symmetry axis of the cylinder. The numerical
simulations were performed on a cylindrical domain of (DΩ, HΩ) = (8d, 12d) where
DΩ is the cylinder diameter and HΩ is the cylinder height (see Fig. 3.1), under pe-
riodic boundary conditions between the top and bottom boundaries, and Neumann
boundary condition at the side wall. Moreover, with the intend of saving compu-
tational resources such as computational time and occupation of memory, our sim-
ulations were computed on a non uniform hexahedral mesh, as show in Fig. 3.1b.
The mesh was generated by a constant step extrusion of a two-dimensional unstruc-
tured grid along the symmetry axis of the cylinder, being the step size HΩ/Nplanes,
where Nplanes is the number of planes in which the vertical axis is divided (see Fig.
3.1b-c). The mesh was concentrated around the symmetry axis of the domain, where
a uniform grid size (hmin) was fixed, to maximize resolution of the bubble. The
mesh size grows exponentially to the border, where it reaches a maximum size of
hmax ≈ 10hmin (see Fig. 3.1b). Grid refinement and domain size studies were per-
formed, for the condition Eo = 116, M = 41.1, ηρ = 100 and ηµ = 100. Fig. 3.2a
shows the variation inRe as a function of dimensionless time t∗ and Table 3.1 shows
the value of the computed terminal Reynolds number and the relative error. As the
grid size is reduced, the relative difference of Re between successive meshes be-
comes small.
Fig. 3.2b and Table 3.2 display results obtained on different domain sizes. A de-
crease in cylinder diameter reduces the bubble rise velocity (Re), while the shape
of the bubble remains almost unchanged. These observations are confirmed by em-
pirical and numerical findings reported by [24, 38, 28, 61]. Therefore, a domain size
(DΩ, HΩ) = (8d, 12d) and cell size h = d/30 were chosen as the standard conditions
for numerical tests in this section (see Fig. 3.1 for a detailed description). Another
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Figure 3.1: Computational system for single bubble simulations. (a) Sketch of
initial condition and boundary conditions. (b) Mesh structure. (c) Mesh configu-
ration.
Mesh Cell size (DΩ, HΩ) Re Relative error (εr)
M1 h = d/20 (8d, 12d) 6.75 5.71%
M2 h = d/25 (8d, 12d) 6.84 4.47%
M3 h = d/30 (8d, 12d) 6.94 3.03%
Table 3.1: Influence of the grid size (h) on the Reynolds number, Eo = 116,
M = 41.1, ηρ = 100 and ηµ = 100. Experimental reference Re = 7.16 ([4]).
Mesh configuration and domain are shown in Fig. 3.1.
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Figure 3.2: Grid and domain convergence for condition Eo = 116, M = 41.1,
ηρ = 100 and ηµ = 100. (a) Grid refinement convergence, DΩ = 8d and HΩ =
12d. (b) Domain size convergence, h = d/30 and HΩ = 8d.
Mesh Cell size (DΩ, HΩ) Re Relative error (εr)
M4 h = d/30 (4d, 12d) 6.44 10.01%
M5 h = d/30 (6d, 12d) 6.78 5.30%
M3 h = d/30 (8d, 12d) 6.94 3.03%
Table 3.2: Influence of the domain size (DΩ) on the Reynolds number, Eo = 116,
M = 41.1, ηρ = 100 and ηµ = 100. Experimental reference Re = 7.16 ([4]).
Mesh configuration and domain are shown in Fig. 3.1.
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important aspect to get accurate simulations is the mass conservation of the bubble
phase. The mass gain or loss may affect the shape of the interface and also the dy-
namics of the problem. Fig. 3.4b shows the satisfaction of this requirement by an
illustrative simulation for Eo = 116, M = 266, ηρ = 100, ηµ = 100 and h = d/30.
As the bubble is rising in the liquid, the instantaneous mass is calculated and com-
pared with the initial mass. The mass error is then calculated by the expression
∆m = (m(t) −m(0))/m(0) where m(t) =
∫
φdV . From Fig. 3.4b, the instantaneous
mass of the bubble is conserved fairly well. This is one of the most interesting ad-
vantages of the CLS method.
Fig. 3.3 shows some representative examples of bubble regimes, in which we
compare numerical results against previous experiments reported by [4]. Generally,
small bubbles, which have low Eötvös number (Eo < 1) tend to maintain the spher-
ical shape, no matter how large the Reynolds number. Similarly, for low Reynolds
number (Re < 1), the bubbles will also tend to be spherical, no matter how large the
Eötvös number [4]. On the other hand, beyond the previously described regimes, the
final bubble shape is given by the relative strength of the flow forces and the surface
tension force, which are given by Re and Eo, respectively. Thus, for intermediate
Reynolds and Eötvös numbers (1 < Re < 100 and 1 < Eo < 100), various bubble
shapes have been found in experimental investigations: oblate ellipsoid, disk-like,
oblate ellipsoidal cap, skirt bubble, and spherical-cap [15, 4]. In spite of the differ-
ence in shapes, the bubbles rise steadily in a viscous liquid (high M ) along a recti-
linear path. Indeed, the present numerical predictions compare fairly well with the
experimental findings of [4], as shown in Fig. 3.3. Regarding the terminal Reynolds
number (see Table 3.3 and Fig. 3.3), the maximum error occurred at creeping flow
regime with the lowest terminal Reynolds. Similar observations were reported by
[28] using the front-tracking method (see Table 3.3). Fig. 3.4a demonstrates the in-
fluence of Morton number on the bubble motion at a fixed Eo = 116. The Morton
number varies from 5.51 to 848. It is observed that the instantaneous Reynolds num-
ber evolves to steady state for all Morton numbers, however, theMorton number has
different effects on the time evolution of the bubble velocity. At largeM the Reynolds
number quickly increases to a constant value, whereas at lowM the Reynolds num-
ber first increases to a maximum value and then decreases until steady state value.
Moreover, as theMorton number increases the overshoot onRe is more pronounced,
indicating that the bubble motion has a tendency to reduce their stability.
Now, the accuracy of the CLS method is examined by comparison of the drag
coefficient with experimental correlations and theoretical predictions. The drag co-
efficient (CD) can be obtained from a simulation where a bubble is released in an
initially quiescent liquid. Thus, from a steady state balance in the vertical direction,
85
Chapter 3. Numerical investigation of gravity-driven bubbly flow using a conservative
level-set method
Figure 3.3: Comparison of terminal bubble shape and Reynolds number ob-
served in experiments reported by [4], and the CLS method with mesh resolution
h = d/30. The error in the Reynolds number is calculated by εr =|Reexp −
Renum|Re
−1
exp. All numerical experiments were carried out using ηρ = 100,
ηµ = 100.
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Re
Eo M [4] [28] Present Mesh
116 848 2.47 2.317 2.29 M3
116 266 3.57 3.621 3.54 M3
116 41.1 7.16 7.0 6.94 M3
116 5.51 13.3 13.17 12.86 M3
116 131 20.4 19.88 19.38 M3
32.3 8.2× 10−4 55.3 52.96 51.57 M3
243 266 7.77 8.397 7.68 M3
339 43.1 18.3 17.91 17.46 M7
Table 3.3: A comparison of our computational results against experimental results
of [4] and numerical results reported by [28] using the front-tracking method. Mesh
configuration is shown in Fig. 3.1.
Figure 3.4: (a) Influence of Morton number (M ) on terminal Reynolds number
(Re). Re is plotted against non-dimensional time (t∗), h = d/30, Eo = 116,
ηρ = 100, ηµ = 100. (b) Mass conservation of bubble phase, Eo = 116,M = 266,
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Figure 3.5: (a) Comparison of numerical prediction of drag coefficient CD as
a function of the Reynolds number Re, against Eq. (3.18) and Eq. (3.20) (b)
Instantaneous Reynolds number as a function of the dimensionless time t∗. Physical
conditions are given by Eo = 10, ηρ = 100, ηµ = 100, 10








Rodrigue (2001), Eq. 22
Rodrigue (2001), Eq. 23
Eo=10
Eo=116
Figure 3.6: Velocity number (V ) as a function of the flow number (F ). Correla-
tions are taken from [47].
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[4] proposed an experimental correlation between CD andRe for fluids with Morton





M > 4× 10−3 (3.18)
The numerical results are also compared against theoretical predictions of [29], which









[23] and [50] generalize the Stokes result for the viscous drag force on a solid sphere,
to fluid particles of arbitrary and finite internal viscosity. From integration of pres-








For the sake of comparison, a set of numerical simulations were carried out to cal-
culate CD from Eq. (3.17). Figure 3.5b shows the terminal Reynolds number as a
function of dimensionless time, with Eo = 10, 10−3 ≤ M ≤ 102, ηρ = 100 and
ηµ = 100; whereas, Fig. 3.5a shows the drag coefficient as a function of the Reynolds
number. AsM decreases, the bubble deformation increases and the spherical bubble
approximation (see Eq. 3.20) is valid for only highM , as one would indeed expect;
moreover, numerical predictions of CD are in good agreement with Eq. 3.18 and Eq.













are evaluated from the numerical results given in Fig. 3.5 and Table 3.3 for Eo = 10






1 + 0.049F 3/4
) (3.23)
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Figure 3.7: The effect of density ratio (ηρ) on bubble dynamics at Eo = 39.4,
M = 0.065, ηµ = 6.67 × 10
3 and ηρ = {10, 100, 714}. (a) Terminal shapes
and dimensionless rise velocity (v · eyg




|∇φ|dV ) versus dimensionless time.
V =
F
12 (1 + 0.0185F )
3/4
(3.24)
From Fig. 3.6 it is observed that numerical predictions are in good agreement with
the correlations given by Eq. 3.23 and Eq. 3.24.
To further investigate the effect of density ratio on the terminal velocity (Ut) and
bubble shape, we simulate a bubble rising under buoyancy for Eo = 39.4, M =
0.065, ηµ = 6.37×103 and ηρ = {10, 100, 714}. Physical propertieswere chosen so that
experimental data reported by [27] are equivalent to dimensionless parameters used
in this section. Since the experiment was done in a large container with negligible
wall effects, we use a very large computational domain with (DΩ, HΩ) = (8d, 16d),
which corresponds to the meshM6 in Fig. 3.1c. Fig. 3.7a shows the rise velocity and
terminal bubble shapes as a function of the density ratio, whereas Fig. 3.7b shows
the time evolution of bubble sphericity. It can be seen that the bubble shapes are
not affected by density ratio, as shown in Fig. 3.7a and Fig. 3.7b. The rise velocity
is sensitive to ηρ, indeed, a lower density ratio provides a lower value of terminal
velocity UT , such that the bubble will reach smaller distances in the same period
of time. In addition, the sensitivity of rise velocity to density ratio is drastically
reduced if ηρ ≥ 100 (see Fig. 3.7a). Table 3.4 shows the relative error on the terminal
rise velocity. It can be observed that as the density ratio increases, the relative error
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ηρ ηµ Eo M U
∗
T (CLS method) εr Mesh
10 6.67× 103 39.4 0.065 0.5833 6.31% M6
100 6.67× 103 39.4 0.065 0.6098 2.06% M6
714 6.67× 103 39.4 0.065 0.6118 1.73% M6
Table 3.4: Effect of density ratio on terminal velocity. Here, U∗T = UTd
−1/2g−1/2
and εr = |UT − UT,exp|U
−1
T,exp. The reference solution UT,exp = 0.215m/s
(U∗T,exp = 0.6226) was obtained experimentally by [27] at Eo = 39.4,M = 0.065,
ηρ = 714 and ηµ = 6.67× 10
3.
ηρ ηµ Eo M U
∗
T (CLS method) εr Mesh
100 10 39.4 0.065 0.5699 8.46% M6
100 100 39.4 0.065 0.6038 3.02% M6
100 6.67× 103 39.4 0.065 0.6118 2.06% M6
Table 3.5: Effect of viscosity ratio on terminal velocity. Here, U∗T =
UTd
−1/2g−1/2 and εr = |UT − UT,exp|U
−1
T,exp. The reference solution UT,exp =
0.215m/s (U∗T,exp = 0.6226) was obtained experimentally by [27] at Eo = 39.4,
M = 0.065, ηρ = 714 and ηµ = 6.67× 10
3.
is reduced.
The effect of viscosity ratio is evaluated by comparing the terminal velocity and
shape for Eo = 39.4, M = 0.065, ηµ = {10, 100, 6.37 × 103} and ηρ = 100. As in
the above test cases, the mesh M6 is used to perform the present simulations (see
Fig. 3.1c). From Fig. 3.8a, it is noted that as the value of viscosity ratio is increased,
terminal velocity tends to collapse into a single curve. Effect of ηµ on terminal shape
is presented in Fig. 3.8b. In addition, it is found that the the effect of viscosity ratio
on bubble shape is stronger than on bubble velocity, however, the variation of bubble
rising velocity is less than 1%when the viscosity ratio changes from 100 to 6.67×103.
The aforementioned results are in agreement with numerical findings of [28].
Regarding the flow patternwe have investigated the influence of bubble shape on
the wake behind the bubble. In the experiment of [4] hydrogen bubble tracers were
used to get the flow visualization, whereas shadowgraph and Schlieren techniques
were employed by [27] to study the wake structure of spherical cap bubbles. Fig.
3.9a shows the terminal bubble wake for the case Eo = 39.4, M = 0.065, ηρ = 714,
ηµ = 6670. The closed toroidal wake and bubble shape predicted by the CLS method
are in close agreement with the experimental findings of [27], furthermore, a com-
parison of the present results with numerical simulations reported by [49, 63, 22]
are presented in Fig. 3.9a, which confirm the accuracy of the present simulations.
Figs. 3.9b-c show results obtained in the present work and also numerical and ex-
91
Chapter 3. Numerical investigation of gravity-driven bubbly flow using a conservative
level-set method
Figure 3.8: The effect of viscosity ratio (ηρ) on bubble dynamics at Eo = 39.4,
M = 0.065, ηµ = {10, 100, 6.67 × 10
3} and ηρ = 100. (a) Terminal shapes
and dimensionless rise velocity (v · eyg




|∇φ|dV ) versus dimensionless time.
perimental wakes reported on [28] and [4] respectively. These cases correspond to
dimensionless parameters Eo = 116,M = 0.065, ηρ = 100, ηµ = 100 (Fig. 3.9b), and
Eo = 292,M = 26.7, ηρ = 100, ηµ = 100 (Fig. 3.9b-c). Secondary wake recirculations
were observed for the aforementioned cases (see Fig. 3.9b-c) , which could explain
the bright zones (caused by refraction effects [4]) just behind the bubble rim at the
experimental images reported by [4]; moreover, the present results performed by the
CLS method are confirmed by numerical predictions reported by [28, 44] using the
front-tracking method.
Fig. 3.10 shows the effect of the convective scheme used to discretize the mo-
mentum equation (Eq. 3.1) on the rising velocity and bubble shape, for Eo = 39.4,
M = 0.065, ηρ = 714, ηµ = 6.67 × 103. This case has been solved using the mesh
M6 (see Fig. 3.1c) which corresponds to 30 control volumes per bubble diameter
(h = d/30 around the symmetry axis). Following the work of [1], the finite-volume
discretization of the convective term on momentum equation is based on the use of
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Figure 3.9: Comparisons of experimental and numerical results previously pub-
lished against present results (CLS method) for the wake pattern. (a) Eo = 39.4,
M = 0.065, ηρ = 714, ηµ = 6.67 × 10
3. Reference results are reported in
[27, 49, 63, 22]. (b) Eo = 116, M = 0.962, ηρ = 100, ηµ = 100. Reference
results are reported in [4, 28]. (c) Eo = 292, M = 26.7, ηρ = 100, ηµ = 100.
Reference results are reported in [4, 28]. The meshes used in present simulations
are M6 (a), M3 (b) and M7 (c). See Fig. 3.1c for mesh description.
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Figure 3.10: Effect of the convective scheme used to discretize the momentum
equation (see Eq. 3.1). Here, Eo = 39.4,M = 0.065, ηρ = 714, ηµ = 6.67×10
3.
(a) Effect on the rise velocity. (b) Effect on the sphericity (bubble shape). (c)
Qualitative comparison of terminal bubble shape.




1 Central difference limiter (CD),
max{0,min{2θ, 1},min{2, θ}} TVD Superbee limiter,
θ+|θ|
1+|θ| TVD Van-Leer limiter,
0 First-order upwind limiter.
(3.25)
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Flux limiter UT (gd)−1/2 εr sphericity Mesh
CD 0.6109 1.88% 0.7818 M6
Superbee 0.6105 1.94% 0.7802 M6
Van-Leer 0.6104 1.96% 0.7805 M6
Upwind 0.6105 1.94% 0.7890 M6
Table 3.6: Effect of flux limiters used to discretize the momentum equation on
terminal rising velocity. Here, UT is the terminal rise velocity (vc · ey at t
∗ =
20) and εr = |UT − UT,exp|U
−1
T,exp is the error in the computed velovity. The
reference solution UT,exp = 0.215m/s (UT,exp(gd)
−1/2 = 0.6226) was obtained
experimentally by [27] for Eo = 39.4,M = 0.065, ηρ = 714 and ηµ = 6.67×10
3.
where θ is a monitor variable defined as the upwind ratio of consecutive gradients
of the velocity components. Please, the reader is referred to [1] or Chapter 2 for
technical details on the application of flux limiters to discretize the convective term
of momentum equation on unstructured grids. Regarding the numerical results, Fig.
3.10a illustrates the effect of flux limiters on the rising velocity. A close-up on the
time t ≈ 0.8 shows that the upwind limiter underestimates the overshoot on the
rising velocity, while the other flux limiters lead to similar results. Figs. 1 y 2 show
that the sphericity and shape of the bubbles are in close agreement, independently of
the flux limiter used, however it is noted a slight deviation of the sphericity when an
upwind limiter is used in comparison with the other ones (see Table 3.6). In addition,
regarding the rising velocity, the deviation of numerical results from experimental
results, εr, was found to be minor by using a CD limiter, as shown in Table 3.6.
Thus, the calculated drag coefficients, bubble shapes, Reynolds number andwake
structure are consistent with the existing correlations and experimental data reported
in the literature. These various comparisons serve to validate the accuracy and ver-
satility of the CLS method.
3.4.2 Hydrodynamic interaction of bubble pairs
Following the previous validation cases, the CLS method is used to explore the com-
plex interaction between two spherical or ellipsoidal bubbles.
Fig. 3.11 shows the computational system and mesh configuration used for sim-
ulating the interaction of a pair of bubbles. The bubble simulations in the current
section are performed in a cuboid domain with periodic boundary conditions in the
vertical direction and Neumann boundary conditions at the lateral boundaries. The
distance between the bubble centroids and the lateralwalls was set to be larger than 4
bubble diameters to minimize the confinement effect (see Table 3.2). From Fig. 3.11b
the domain is divided in 2.9 × 106 hexahedral volumes, which is equivalent to 30
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Figure 3.11: Computational framework for simulating the interaction of a pair
of bubbles. (a) Sketch of the initial configuration. (b) Mesh configuration. The
domain is divided in 2.9× 106 hexahedral volumes, which is equivalent to 30 cv/d.
control volumes per bubble diameter (cv/d). Numerical experiments were carried
out under conditions of different Eo and M numbers. In addition, the interaction
between a pair of bubbles is influenced by their center-to-center separation distance,
s, and their configuration angle, θ, as shown in Fig. 3.11a. Moreover, as initial con-
dition, the bubbles are at rest and a spherical shape is assumed.
Spherical bubbles
A first experiment is carried out to capture the coalescence of two spherical bub-
bles. According to the experiment results of [17], two bubbles in pure water coalesce
if their Weber number based on the approach velocity is less than a critical value.
[51] experimentally studied the motion and coalescence of a pair of bubbles rising
side by side in a quiescent silicone oil and water. His results demonstrated that
the bubbles bounce or coalesce after collision, which is strongly dependent on the
critical Reynolds and Weber number. Fig. 3.12 shows the coalescence of two iden-
tical bubbles predicted from numerical simulation (CLS method) and that observed
in experiment by [17]. The geometrical parameters were fixed to s = 1.11d and
θ = 0, and physical properties correspond to dimensionless parameters Eo = 1.53,
M = 1.107× 10−9, ηρ = 1149 and ηµ = 1000 (see Eq. 5.17). It can be seen from Fig.
3.12 that the bubbles approach each other until the film between the bubbles was
about one cell size , and then finally coalesced to form a single bubble. After coales-
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Figure 3.12: Bubble coalescence of two identical bubbles θ = 0, s = 1.11d,
Eo = 1.53, M = 1.107× 10−9, ρ1/ρ2 = 1149, µ1/µ2 = 1000 (a) Experimental
observations reported by [17]. (b) Numerical results by using the conservative level-
set method (t∗ ≡ t
√
g/d).
cence the shape of the bubble is not stable. Surface oscillations are observed, due to
the difference in pressure and surface energy, between the single larger bubble and
the two small bubbles [17]. It can be seen from Fig. 3.12 that the bubble shapes of
both before and after coalescence predicted by CLS method are in qualitative agree-
ment with the experiment findings reported by [17]. Similar results were reported
by [11] using a moving particle semi-implicit method.
According to empirical findings of [56] and [51], and numerical studies of [32],
when two spherical bubbles rise side by side, a horizontal force is induced and it
causes either repellence or attraction between the bubbles, as result of the competi-
tion between vortical and irrotational interaction mechanisms. Thus, the lateral force
changes sign for a certain critical Reynolds number (Rec). For instance, [32] numer-
ically studied the motion of a pair of spherical rising bubbles aligned horizontally
by using DNS and predicted that Rec ≈ 30 if the horizontal distance between the
bubbles is s = 1.5d and θ = 0, a value confirmed by the experimental results of
[56]. Following previous results, a set of numerical experiments were performed
for Eo = 0.34, 4.8 × 10−6 6 M 6 1 × 10−8, ηρ = 100, ηµ = 100, s = 1.5d and
θ = 0. From Fig. 3.13a, in simulations where Re . 32 the bubbles separate from
each other. On the other hand, for cases with Re & 32 the bubbles approach each
other. Such behaviour has been explained by [32] in terms of the vorticity: when Re
is large enough for the vorticity to remain confined in a boundary layer whose thick-
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Figure 3.13: Interaction of a pair of bubbles rising side-by-side, Eo = 0.36, ηρ =
100, ηµ = 100, 4.8× 10
−6 < M < 1× 10−8, s|t=0 = 1.5d, θ = 0. (a) Evolution
of the nondimensional distance s∗ = 2s/d between the centers of the bubbles at
different vertical positions. (b) Terminal Reynolds number of a single spherical
bubble for the corresponding cases in (a).
ness is small compared to the distance between the two bubbles, the interaction is
dominated by the irrotational mechanism, consequently, the transverse force is then
attractive. However, when viscous effects are dominant, the vorticity spreads out
about each bubble until it is canceled in the gap by the vorticity existing around the
other bubble, resulting in a repulsive transverse force for small values ofRe. Indeed,
the numerical prediction of the transitional Reynolds number (Rec ≈ 32) given by
the CLS method, is consistent with numerical and experimental results previously
published [32, 62, 5, 51, 56].
The effect of the initial configuration angle on the hydrodynamic interaction be-
tween two spherical bubbles is studied for s = 1.5d, 0◦ 6 θ 6 90◦, Eo = 0.34,
M = 1 × 10−8 (or Re = 61.1 for the corresponding single bubble). The evolution of
s∗ = 2s/d and θ are reported in Fig. 3.14 versus dimensionless time t∗ for different
initial orientation angles θ0. Fig. 3.14b shows a decrease of the configuration angle as
it evolves in time, which indicates a torque action on the bubbles that tends to align
them side-by-side. The plot of the dimensionless distance (see Fig. 3.14a) indicates
that the two bubbles being attracted for 0◦ 6 θ 6 θc but repelled for θc 6 θ 6 90◦,
where θc is the angle of transition. From Fig. 3.14a, θc is between 30◦and 45◦, which
is in good agreement with the value θc ≈ 37◦reported by [26].
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Figure 3.14: Evolution of the dimensionless distance between the centroids of
the bubbles versus dimensionless vertical position. Bubbles rise in spherical shape
regime, Eo = 0.34,M = 1× 10−8, ηρ = 100, ηµ = 100.
Figure 3.15: Evolution of the dimensionless distance between the centroids of the
bubbles versus dimensionless vertical position. Bubbles rise in ellipsoidal shape
regime, Eo = 4.0, M = 1× 10−9, ηρ = 100, ηµ = 100.
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Figure 3.16: Snapshots of the bubble position released in staggered configuration
with Eo = 0.34 (spherical regime), ηρ = 100, ηµ = 100. The ∆t
∗ between shots
is 1.25. The indicated Re number is defined based on the rise velocity of an isolated
bubble under the same conditions.
Ellipsoidal bubbles
In this section we study the interaction of two bubbles on ellipsoidal regime with
Eo = 4, M = 1 × 10−9, ηρ = 100, ηµ = 100, s = 1.5d, 0◦< θ|t=0 < 90◦. Fig.
3.17 shows the variation of shape and position for different initial configuration an-
gles. For θ|t=0 = 0◦, the trajectory and shape of bubbles are symmetric about y − z
plane. For cases with θ|t=0 = 0◦and θ|t=0 = 15◦, the bubbles separate each other
until t∗ ≈ 0.8, where s starts to decrease up to t∗ ≈ 1.7. From this time a repul-
sion force acts between the bubbles and s continues to increase faster, as shown in
Fig. 3.15a. For θ|t=0 & 30◦, the dynamic evolution of s is the opposite than previ-
ous cases (see Fig. 3.15a), it was observed an attractive force between bubbles, which
concludes with coalescence of small bubbles to form a larger one (see Fig. 3.17c). The
shape of the larger bubble is different comparedwith spherical regime (see Fig. 3.16),
thereby indicating that the coalescence dynamics is a function of the Eötvös number.
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Figure 3.17: Snapshots of the bubble position released in a staggered configuration
with Eo = 4 (ellipsoidal regime), M = 1× 10−9, ηρ = 100, ηµ = 100. The ∆t
∗
between shots is 1.25. According to the Grace diagram [15], the Reynolds number
corresponds to Re ≈ 700, based on the rise velocity of an isolated bubble under
the conditions mentioned above.
In this regime, the wake behind the upper bubble creates an artificial lift force for
the downstream bubble, which gradually moves in the wake of the leading bubble.
When the two bubbles are close to collide, a considerable asymmetrical deforma-
tion was observed. Then, the larger bubble continues rising in wobbling regime.
Fig. 3.15b shows the time evolution of θ for different initial orientation angles, for
θ|t=0 & 30
◦bubbles tend to align with vertical axis before to start the coalescence
process. Indeed, the impact angle increases as θ|t=0 is larger. For θ|t=0 = 15◦, the
orientation angle tends to align with the side-by-side configuration (see Fig. 3.15b).
From previous findings, it is argued that deformation of bubbles has a strong ef-
fect on its interaction. In fact, the vorticity is larger for ellipsoidal bubbles than for
spherical bubbles, since the vorticity generated at the interface is proportional to the
curvature [2, 9].
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3.4.3 Multiple bubble interaction
The bubbly flow is not a fully developed flow regime because given enough time,
the bubbles may collide each other, and their agglomeration could lead to form large
bubbles or the so-called slug flow. Moreover, in most industrial applications, the
bubble flow rate is high and the flow is often referred to as churn flow, where the
coalescence and break-up is strong. In general, the hydrodynamic of bubbly flow
is still far to be understood. One major problem is the lack of proper experimen-
tal techniques to probe the bubbles [37]. However, for relatively simple systems,
DNS can help us to understand the complex bubble interactions on bubbly flows.
For instance, [58] have employed a front-tracking/finite-volume method to conduct
DNS of bubbly flows with nearly spherical and ellipsoidal bubbles rising in a verti-
cal channel with upward and downward flows and characterized the void fraction
distribution and the velocity profile. Following previous motivation, this section is
devoted to test the capabilities of the CLS method to simulate the hydrodynamic
interaction of multiple bubbles rising freely in an initially quiescent liquid. In ex-
perimental studies, the coalescence is prevented by the addition of salt to the liquid
[35, 64]. On the other hand, numerical methods such as Front-Tracking [59] avoids
the merging and break-up of interfaces by using a separate mesh for each bubble. In
present simulations there is no such restriction and the bubble coalescence will be
permitted.
The computational domain is specified as a circular channel bounded by rigid
wall, as shown Fig. 3.18a. The size of the domain is DΩ ×HΩ = 6.6d× 13.3d, and it
is discretized by 13× 106 hexahedral volumes (see Fig. 3.18b). Thus, the equivalent
bubble diameter, d, is resolved by 30 mesh cells. Imposed boundary conditions are
non-slip at the rigid wall and periodic on the streamwise (y-direction). In this way
bubbles go out of the domain on the top side, and they come back in the domain
again from the opposite side. A free bubble array of thirty bubbles is initially placed
in the periodic column following a random pattern. This corresponds to a dilute
bubbly flow, with an overall volumetric fraction of α = 3.45%.
Fig. 3.19 shows the evolution of bubbly flow for Eo = 2.5, M = 5.9 × 10−4,
ηρ = 10, ηµ = 10 (nearly spherical shape regime). At the early stage, bubbles move
upward through a basically stagnant liquid, and the rise trajectory of the bubbles
hardly deviates from a straight line. Bubbles rise due the buoyancy force and each
bubble forms its own wake, which affects the motion of the nearby bubbles. As the
time advances, trailing bubbles are attracted by the wake of the leading bubbles and
coalescence processes are observed. This in turn, influences the bubble size distribu-
tion, interfacial area and bubble induced liquid flow, as shown in Fig. 3.21 and Fig.
3.20. The strong wake interaction promotes bubble agglomeration and the collision
between them increases the coalescence of small bubbles to form larger ones. From
Fig. 3.19, it can be seen a major bubble concentration around the symmetry axis of
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Figure 3.18: Computational setup for simulation of multiple bubbles rising in a
periodic vertical duct. (a) Initial condition and Boundary conditions. (b) Mesh
configuration.
Figure 3.19: Bubble swarm in nearly spherical shape regime; Eo = 2.25, M =
5.9× 10−4, ηρ = 10, ηµ = 10.
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Figure 3.20: Bubble swarm in nearly spherical shape regime; Eo = 2.25, M =
5.9× 10−4, ηρ = 10, ηµ = 10. Velocity field.
Figure 3.21: Figure (a) shows results of Reynolds number (Re) plotted versus
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the circular duct, moreover the bubbles do not collide with the wall. Hydrodynam-
ics and gravity start to interact on global scales, and specific patterns are identified
in the liquid circulation: the liquid flows up in the center of the circular duct and
down close to the wall, as shown in Fig. 3.20. In present simulations, the cluster of
bubbles form a chimney, which can be clearly seen in Fig. 3.20. This type of cluster
formation is known to be the basic foundation for the transition from bubbly to slug
flow. The trend for the bubbles to move to the center of the domain is consistent with
simulation results reported by [13] and [62].
3.5 Conclusions
In the present chapter, a conservative level-setmethod has been used to study the dy-
namics of single andmultiple bubbles on a one-directional periodic domain. The nu-
merical method offers a high degree of accuracy in prediction of terminal Reynolds
numbers, drag coefficient and the bubble shape for a wide range of Eo andM num-
bers. The methodology described is also capable of predicting the hydrodynamic
interaction of bubble pairs and bubble swarms. The numerical results showed that
bubble shapes, Reynolds numbers and wake patterns predicted by the CLS method
agree well with experimental and numerical findings reported in the literature. In
addition, numerical results of bubble pair interactions are in good agreement with
numerical results previously published by using other methodologies. For the con-
ditions selected in this paper (s = 1.5d, 0◦ 6 θ 6 90◦), both repulsive and attractive
interactions were observed for spherical and ellipsoidal bubbles, which are a func-
tion of the Reynolds number and the initial configuration angle. The performed
simulation with multiple bubbles demonstrates that CLS method can be employed
to deliver useful information on the dynamics of bubbly flow. To the best of the
author’s knowledge, the aforementioned 3D simulations of single and multiple bub-
bles using the CLS method are presented for the first time.
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method for simulation of
surface-tension driven
interfacial flows
Abstract. This chapter presents a methodology for interface capturing in two-phase flows
by combining volume-of-fluid with level-set methods. While the volume-of-fluid transport
relies on a robust and accurate polyhedral library for interface capturing, geometrical proper-
ties of interface (curvature) are calculated by using a level-set function, which is reconstructed
through an iterative geometrical procedure. The method is validated on 2D and 3D test cases.
Conservation properties are shown to be excellent, while geometrical accuracy remains satis-
factory even for the most complex flows.
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4.1 Introduction
The accurate modelling of two-phase flows is vital for many engineering and scien-
tific applications, such as combustion process, boilers, bubbly flow, fuel cells, unit
operations in chemical engineering, cooling of nuclear reactors among others. Ac-
curately modeling of interfacial flows is challenging because of the discontinuity in
material properties such as density and viscosity, and because of the interface bound-
ary conditions. For this kind of flows it is vital to accurately compute interfacial
quantities such as curvature and normal vectors because they are used to evaluate
the surface tension. Errors in the calculated surface tension force will induce non-
physical velocities, commonly known as spurious or parasitic currents [26]. These
velocities can grow with time and so significantly degrade simulation results. In
particular, it is important that the predicted interface topologies are not numerical
artifacts arising from errors in modelling interface evolution [26].
Due the complexity of two-phase flows from a numerical and physical point
view, a lot of numerical methods have been developed for interface capturing in
the past decades. For instance: the front tracking (FT) method [43, 42], level set
(LS) methods [24, 39, 23, 1], volume-of-fluid (VOF) methods [12, 17, 18], and hybrid
methods such as CLSVOF [40] and VOSET [38]. In these methods, two-phase flow is
treated as a single flow with the density and viscosity varying smoothly across the
moving interface which is captured in an Eulerian framework (VOF, LS, CLSVOF,
VOSET) or in a Lagrangian framework (FT). Although the idea behind these meth-
ods is similar, their numerical implementation may differ greatly. A review of ad-
vantage and disadvantages of the aforementioned techniques, in the context of simu-
lation of multiphase flows with sharp interfaces is given in [17]. In the front-tracking
method [43, 42], a stationary Eulerian grid is used for the fluid flow and the interface
is tracked explicitly by a separate Lagrangian grid. his method is extremely accu-
rate but also rather complex to implement due to the fact that dynamic re-meshing
of the Lagrangian interface mesh is required [8]. Contrary to LS and VOF method,
automatic merging of interfaces does not occur, and difficulties arise when multi-
ple interfaces interact with each other as in coalescence and break-up. In the VOF
method [12, 17, 18], the interface is given implicitly by a color function, defined to
be the fraction of volume within each cell of one of the fluids. In order to advect the
VOF function, the interface needs to be reconstructed using a geometric technique.
An advantage of VOF method is the fact that accurate algorithms [18] can be used
to advect the interface, so that the mass is conserving while still maintaining a sharp
representation of the interfaces [40]. However a disadvantage of the VOF method
is the fact that it is difficult to compute accurate curvatures from the volume frac-
tion function used to represent the interface, which presents a step discontinuity. In
level-set methods [24, 39] the interface is represented by the zero-contour of a signed
distance function. The evolution of this function in space and time is governed by
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an advection equation, combined with a special re-distancing algorithm. One of the
advantage of the level-set approach is the fact that the interface curvature can be
computed accurately. A disadvantage of this method, is that the discrete solution of
transport equations is prone to numerical error and leads to loss or gain of mass.
On the basis of the aforementioned analysis of VOF and LS methods, it can be
found that they have complementary advantages and disadvantages, so it is an in-
evitable trend to develop new methods combining VOF and LS approaches [40, 38].
In the present coupled VOF/LS method an accurate VOF method introduced by [18]
is used to advect the interface, while the interface curvature used to evaluate the sur-
face tension force is computed from a reconstructed level-set function. A signed dis-
tance function is reconstructed from the geometrical information (planes) provided
by the VOF method, using an iterative geometrical procedure. A classical fractional
step method [5] is used to solve incompressible Navier-Stokes equations that are
coupled to a transport equation for the marker function (e.g. level-set or color func-
tion); whereas the effect of surface tension is modeled according to the continuum
surface force approach (CSF) introduced by [3]. The Navier-Stokes equations have
been discretized using a finite-volume approach on a collocated unstructured grid,
according to the work of [1].
The outline of this chapter is as follows: A summary of the governing equations
and numerical methods is given in Section 4.2. In Section 4.3 numerical experiments
are presented in order to validate the surface tension methods here proposed. The
experiments are simulation of two-dimensional drop test case introduced by [13,
14], three-dimensional buoyant bubble, deformation of a drop under shear flow and
coalescence of two bubbles. The conclusions are given in Section 5.5.
4.2 Governing equations and discretization
4.2.1 Incompressible two-phase flow
The Navier-Stokes equations for incompressible, Newtonian and two-phase flows
can be combined into a set of equations in a spatial domain Ω [1], with a singular
source term for the surface tension force at the interface Γ [25, 3, 6]:
∂
∂t




+ ρg+ σκnδΓ (4.1)
where v and p denote the fluid velocity field and pressure, ρ is the fluid density, µ
is the dynamic viscosity, g is the gravitational acceleration and the super-index T
represents the transpose operator. δΓ is a Dirac delta function concentrated at the
interface Γ, σ is the surface tension coefficient, κ is the curvature of the interface and
n denotes the unit normal vector on the interface. Because of incompressibility, the
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velocity field is divergence-free:
∇ · v = 0 (4.2)
Physical properties change discontinuously across the interface:
ρ = ρ1H1 + ρ2(1−H1) (4.3)
µ = µ1H1 + µ2(1−H1)
with ρ1, ρ2 and µ1, µ2 the densities and viscosities of the first and second fluids, re-
spectively. H1 is the Heaviside step function that is one at fluid 1 and zero elsewhere.
4.2.2 Volume-of-fluid method
In the volume-of-fluid method an indicator function f is used to track the interface,
f(x, t) =
{
0 if x ∈ Ω1
1 if x ∈ Ω2
(4.4)
with Ω1 and Ω2 the sub-domains occupied by the fluid 1 and 2 respectively. Dis-
cretely, the information effectively stored at the cell ΩP is the volume-averaged indi-








where V is the volume of the cell ΩP . The advection equation for f is given by:
∂f
∂t
+ v · ∇f = 0 (4.6)
where v is the fluid velocity.
Following the work of [18], Eq. (4.6) is solved in two steps: first a geometric in-
terface reconstruction is used to calculate the volumetric fluxes of one of the fluids
across mesh cell faces, and second an advection step based on the reconstructed in-
terface is performed bymeans of a first order Euler explicit scheme. Themethod here
used reconstructs interfaces using piecewise planar approximations (PLIC). There-
fore, a plane Π is defined for each cell
eΠ · xΠ − dΠ = 0 (4.7)
Here xΠ is any position vector on the plane Π, dΠ is determined such that the trunca-
tion between cell and plane satisfies a restriction for volume conservation [18], and
eΠ is the plane normal computed according to the Youngs interface reconstruction
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method [36, 18], hence, eΠ = −∇f/||∇f || for each cell, with the gradient ∇f evalu-
ated by means of the least-squares approach [11, 18, 1]. Volumes are advected in a
single unsplit Lagrangian-Eulerian (LE) geometrical algorithm based on construct-
ing flux polyhedrons by tracing back the Lagrangian trajectories of the cell-vertex ve-
locities [18]. The reader is referred to [18] for technical details of the abovementioned
technique. The volume-of-fluid method used in this work has been implemented by
[18] in the framework of a parallel C++ code called TermoFluids [21], which is used
for programming the new algorithms deployed in the present VOF/LS method.
4.2.3 Combined VOF-LS method
The main idea is to benefit from the advantage of each strategy, which is to minimize
mass loss through the accurate VOF method introduced in [18] and to keep a fine
description of the interface curvature using a level-set function. With the geometrical
information of the interface given by the VOF method, a signed distance function is
reconstructed following an iterative geometric algorithm presented in Section 4.2.4.
4.2.4 Signed distance function construction
The algorithm to compute the signed distance function can be summarized as fol-
lows:
1. The signed distance function, d(xP , t), is initialized at each mesh cell P as fol-
lows:
d(xP , t) =
{
dmax if f(xP , t) ≥ 0.5
−dmax otherwise
(4.8)
where f(xP , t) is the VOF function defined in Eq. 4.5, and dmax is themaximum
geometrical size of the space domain.
2. In order to save computational time, only a set of cells near the interface are
flagged to compute the distance function. This flagged zone is formed by the
cells in a region of∆Γ = 3hwidth from the interface, as shown in Fig. 4.1. Here
h = V
1/3
cell represents the cell size and Vcell is the cell volume.
3. The shortest distance |d(x, t)| is computed in the flagged region created in step
4, following the algorithm explained in section 4.2.5. For the sake of clarity, a
two-dimensional example is illustrated in Fig. 4.2.
4. The signed distance function is computed as follows:
d(xP , 0) =
{
|d(xP , t)| if f(xP , t) 6 0.5
−|d(xP , t)| otherwise
(4.9)
115
Chapter 4. A coupled volume-of-fluid/level-set method for simulation of surface-tension
driven interfacial flows
4.2.5 Minimum distance from a cell-centroid to an interface-plane
Π
This procedure is applicable to compute the minimum distance from a cell-centroid
xP to an interface-plane Π limited by a convex polygon which contains the coplanar
points x1, ..., xi, xi+1, ..., xn, as shown in Fig. 4.4 where n = 5. Following the example
illustrated in Fig. 4.4, the algorithm is summarized as follows:
1. A set of planesΠi−j is defined, such thatΠi−j is perpendicular to the interface-
plane Π. In addition, Πi,j contains a pair of coplanar points (xi, xj) for (i, j) =
(1, 2), ..., (n − 1, n), (n, 1), as shown in Fig. 4.4a, where n = 5. If the next
inequality is true for all the subindex (i, j)
((xn − xP )× (x1 − xP )) · ((xi − xP )× (xj − xP )) > 0 (4.10)
then xP is contained inside the region enclosed by the planes Π1−2, ..,Πn−1
(see Fig. 4.4a). Thus, the shortest distance from xP to the interface-plane Π is
calculated as follows:
|d(xP , t)| = |(xP − xΠ) · eΠ| (4.11)
and the algorithm finished, otherwise it continues to the step 3. Here, eΠ is a
unit vector perpendicular to the plane Π, while xΠ = (1/n)
∑n
i=1 xi is a point
contained in the plane Π.
2. A new set of planes Λi−j,k is defined, such that Λi−j,k is perpendicular to the
interface-plane Π, Λi−j,k is perpendicular to the vector ∆xi,j = xi − xj with
(i, j) = {(1, 2), (2, 3), ..., (n, 1)}, and Λi−j,k contains a point xk for k = {i, j}, as
shown in Fig. 4.4b. If the next constraint is true
0 ≤
(xP − xi) · (xj − xi)
||xj − xi||
≤ 1 (4.12)
then xP is contained in the region enclosed by the planesΠi,j , Λi−j,i andΛi−j,j ,
as shown in Fig. 4.4b. In this case the minimum distance is given by
|d(xP , t)| =
∣∣∣∣
∣∣∣∣(xP − xi)− xj − xi||xj − xi||
(






and the algorithm finished, otherwise it continues to the step 4.
3. In this case the minimum distance is given by
|d(xP , t)| = min{||xP − x1||, ..., ||xP − xn||} (4.14)
as shown in Fig. 4.4c, where n = 5.
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Figure 4.1: Examples of two-dimensional flagged region near the interface. (a)
Cartesian mesh (b) Triangular mesh
Figure 4.2: In this figure, d(xP , t) = min{d
min
P→Π1




dminP→Πi is the minimum distance from xP to the plane Πi and xP is the centroid of
the cell P . The red line indicates the shortest line segment from xP to {Π1, ...,Πn}
contained in the stencil of three layers around the cell P .
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Figure 4.3: Minimum distance from xP to the plane Πi, in a three-dimensional
framework.
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4.2.6 Assessment of the distance function construction
In this section the accuracy of the distance function constructed by the algorithm













where ncells is the number of cells contained in a flagged zone of 3h width around
the interface. Two test cases have been carried out to perform the construction of
the signed distance function around a cylindrical bubble and a spherical bubble of
diameters db = 0.5. The bubbles are centered in a square domain 2db × 2db and a
cubic domain 2db × 2db × 2db, respectively. Fig. 4.4 shows a convergence of first
order for the algorithm given in section 4.2.4, in both cases. Fig. 4.5 illustrates the
signed distance function for a single cylindrical bubble and multiple bubbles, which
is calculated by the aforementioned geometrical algorithm. In Fig. 4.5 the black lines
denotes the interfaces and the colour lines the signed distance function. Thus, from
Fig. 4.5 it is demonstrated that the presented algorithm is robust enough to compute
d(x, t) even in presence of multiple interfaces.
4.2.7 Evaluation of the surface tension force
Surface tension force is computed through the level-set function given by the geo-
metric algorithm presented in Section 4.2.4. Implementing surface tension in a nu-
merical scheme leads to two problems: first the curvature κ has to be accurately
computed, and second the pressure jump has to be appropriately applied on the in-
terface through the delta function δΓ. Because a finite-volume discretization of the
governing equations will be employed [1], the surface tension force in Eq. 4.1 can be
conveniently calculated according to the continuum surface force model (CSF) intro-
duced by [3]. In the CSF algorithm, surface tension forces are computed as a body
force,
σκnδΓ = σκ∇φ (4.16)





with ε = Ch a parameter that controls the number of cells over which the delta
function is regularized. The aforementioned function φ has been employed in con-
servative level-set formulations [23, 44, 1]. In standard level-set methods [39] as the
presented in Section A.1, the CSF model takes the form
σκnδΓ = σκδε∇d (4.18)
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Figure 4.4: Error in distance function computation. (a) Circle of diameter db =
0.5 centered in a unit square domain (isometric cartesian mesh). (b) Sphere of
diameter db = 0.5 centered in a unit cubic domain (isometric cartesian mesh).
Figure 4.5: Examples of signed distance function construction. The black line
indicates the interface position while the colour lines represents the contours of the
signed distance function. (a) Cylindrical bubble of diameter db = 0.5 centered in
a unit square domain, with h = db/25 (isometric cartesian mesh). (b) Multiple
cylindrical bubbles of diameter db = 0.25 in a unit square domain, with h = db/25
(isometric cartesian mesh).
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where the delta function δε is given by










if |d(xP , t)| 6 ε
0 otherwise
(4.19)
with ε = 1.5h [39]. In this work, surface tension force will be computed by using Eq.
4.16 with ε = 0.5h, unless otherwise stated. From the level-set function, d(x, t), the
curvature κ is obtained by the following equation
κ = ∇ · n (4.20)







Here ∇d is calculated by using the least-squares method [19, 1]. The reader is re-
ferred to [1] (or Chapter 2) for details on the finite-volume discretization of Eq. 4.20,
and the application of the least squares method for gradient evaluation.
4.2.8 Regularization of the physical properties
Physical properties in Eqs. 4.3 can be regularized by taking H1 = ψ,
ρ = ρ1ψ + ρ2(1− ψ) (4.22)
µ = µ1ψ + µ2(1− ψ)
where ψ = {f, φ,Hε}, f is the VOF function presented in Eq. 4.5, φ is the Fermi-Dirac
function defined in Eq. 4.17 [23, 44, 1], and Hε is a smoothed Heaviside function















if |d(xP , t)| 6 ε
1 if d(x, t) > ε
(4.23)
For the present VOF/LS formulation, physical properties will be regularized by us-
ing ψ = f , unless otherwise stated.
4.2.9 Solution procedure for the coupled VOF/LS method
The Navier-Stokes equations (Eqs. 4.1) have been discretized by using the finite-
volume approach on a collocated unstructured grid, according to [1] (or Chapter 2).
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In the aforementioned work the velocity-pressure coupling is solved by means of a
classical fractional step projection method [5, 35]. The reader is referred to [1] (or
Chapter 2) for technical details on the spatial discretization and temporal discretiza-
tion of the Navier-Stokes equations on collocated unstructured grids. The solution
procedure used in this work is summarized as follows:
1. Initialize v(xP , 0), f(xP , 0), d(xP , 0), physical properties and interface geomet-
ric properties.
2. The time increment∆t, which is limited by the CFL conditions and the stability



















where C∆t = 0.005 for the current VOF/LS method.
3. The interface is advected by using the volume-of fluid method introduced by
[18] (see Section 4.2.2).
4. The signed distance function d(x, t) is calculated by the geometric algorithm
given in Section 4.2.4.
5. The curvature is computed by using the Eq. 4.20.
6. Physical properties (ρ, µ) are updated by using the Eq. 4.22.












n) + ρg+ σκ∇h(φ) (4.25)







sents the diffusion operator, andAh(ρv) = ∇h ·(ρvv) is the convective operator.













Discretization of Eq. 4.26 leads to a linear system, which is solved by using a
preconditioned conjugate gradient method.
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9. The resulting velocity v∗ from Eq. (4.25), does not satisfy the continuity Eq.
(4.2). Therefore it is corrected by





10. In order to avoid pressure-velocity decoupling when the pressure projection is
made on collocated meshes [37, 33], a cell face velocity vf is calculated so that


















where P and F are denoting the adjacent cell nodes to the face f .
11. Repeat steps 2-10 until time step required.
As in previous chapters, the described numerical methods were implemented in
the in-house C++ code TermoFluids [21].
4.3 Results and discussion
4.3.1 Static drop
The first test case is the verification of the stationary Laplace solution for a circu-
lar droplet with diameter ddrop. In the absence of viscous, gravitational or external
forces, the circular interface with surface tension should remain at rest with the pres-
sure jump at the interface exactly balancing the surface tension force (Laplace’s law):
∆Pexact = σκexact (4.29)
where, the exact curvature is given by κexact = 2/ddrop for a circular drop. The
correct solution is a zero velocity field and a pressure field that rises from a constant
value of pout = p0 outside the drop to a value pin = p0 + 2σ/ddrop inside the droplet.
However, at a discretized level, the accurate calculation of the curvature and the
balance between the surface tension and pressure jump are not trivial problems, and,
as a result spurious currents arise.
The computational domain considered is a square having side lengths of 2ddrop
units, where ddrop = 0.5 is the diameter of a bubble positioned at the center of the
domain. The coefficient of surface tension, and the viscosity inside and also outside
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Figure 4.6: Pressure profiles at the cross section of y = 0.5 for t = 50. The solid
line indicates the exact Young-Laplace pressure ∆p = 2σ/d.
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time
L 1


























Figure 4.7: (a) The convergence of errors with time in velocity (L2) for the flows
in a circular drop by using VOF/LS method. (b) The convergence rate for the
velocity and pressure jump in terms of mesh refinement by using VOF/LS method
at t = 50.
the bubble were all set unity while the densities were given a magnitude of 104. This
corresponds to a Laplace number La = ddropσρµ−2 = 5000.
In the computational results that follow, the error in the pressure jump and in the
velocity is investigated. The numerical jump in pressure is evaluated as follows:
E(∆p) =
|pin − pout − 2σ/ddrop|
2σ/ddrop
(4.30)
where pin is the pressure inside the drop measured as the average of the pressure on
a circle of diameter 0.2ddrop centered at the symmetric axis of the drop, while pout is
the outside pressure measured as the average of the pressure from a disc of diameter
2ddrop centered at the symmetry axis of the drop to the boundary of the domain, ∂Ω.










which is computed on the whole of the space domain Ω.
In Table 4.1 the aforementioned errors E(∆p) and L1(v) are given for different
cell sizes (h). As with all Eulerian interface tracking methods there are spurious cur-
rents present, however, L1(v) quickly decreased and converged with second order
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Figure 4.8: Static drop solved with a cell size h = 1/50. Effect of the parameter ε
defined in Eq. 4.17, φ = 1
1+ed(x,t)/ε
, on the pressure jump computed by Eq. 4.16,
σκnδΓ = σκ∇φ. (a) ε = 0.50h (b) ε = 0.25h (c) ε = 0.10h
Cell size (1/h) L1 =
∑all cells
k (vk · vk)
1/2 µ/σ E(∆p) =
|pin−pout−2σ/ddrop|
2σ/ddrop
25 9.91× 10−5 0.0510
50 2.90× 10−5 0.0099
100 8.86× 10−6 0.0019
200 2.46× 10−6 0.0011
Table 4.1: Errors for the non-dimensional velocity and pressure by using the
present coupled VOF/LS method.
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Figure 4.9: Static drop solved with a cell size h = 1/50. Effect of the ε parameter
of Eq. 4.17, φ = 1
1+ed(x,t)/ε
, on the pressure jump.
Figure 4.10: Static drop solved with a cell size h = 1/50. Effect of the ε parameter
of Eq. 4.17, φ = 1
1+ed(x,t)/ε
, on the normalized magnitude of the spurious velocities
(v · vµ/σ)
1/2
. (a) ε = 0.50h (b) ε = 0.25h (c) ε = 0.10h
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Figure 4.11: An assessment of the bubble shape for different interface capturing
techniques at time = 3. CLS (black line), VOF/LS with ψ = φ (red line),
VOF/LS with ψ = f (blue line). Here, ψ is a smoothed Heaviside function used
in regularization of physical properties (see Eq. 4.22).
accuracy (see Fig. 4.7). Regarding the pressure jump, Fig. 4.6 illustrates how well
the computed pressure fulfilled the Young-Laplace law (see Eq. 4.29) with the mesh
refinement. In addition, E(∆p) decreased very rapidly with the mesh refinement as
is illustrated in Fig. 4.7b. Figs. 4.8 and 4.9 illustrate the effect of ε (see Eqs. 4.16 and
4.17) on the pressure jump, keeping the mesh size to h = 1/50. It can be seen that
oscillations appear in the pressure profile near the interface when ε < 0.5h, however,
for ε = 0.5h pressure approximation is sharp and non oscillating. In addition, Fig.
4.10 shows that the magnitude of the spurious velocities increases as the regulariza-
tion parameter ε decreases. Thus, parasitic currents generated by VOF/LS method
are quite small in magnitude compared with other methods reported in the litera-
ture [44, 14]. The above mentioned results confirms that surface tension model was
implemented correctly and it produces accurate results.
4.3.2 Two-dimensional rising bubble
This complex test case has been used to determine quantitative reference solutions
for the circularity (ζ), rise velocity (vc), and center of mass (yc) of a bubble rising
in an initially quiescent liquid by [13, 14]. In addition, the aforementioned problem
was selected for code validation in the conservative level-set method introduced by
[1]. Therefore, the reader is referred to [1] or Chapter 2 of this thesis for a detailed
description of the computational setup, initial conditions and boundary conditions.
The test case begins with a cylindrical bubble with diameter dbubble = 0.5 centered
in the lower half of a Ω = 1 × 2 rectangular domain. The bubble rises due to buoy-
ancy force while its shape is deformed. In order to have quantitative references, the
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Figure 4.12: Two-dimensional rising bubble. Physical properties in Eq. 4.22
are regularized by ψ = φ, where φ is defined by Eq. 4.17. (a) rise velocity (b)
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Figure 4.13: Two-dimensional rising bubble. Physical properties in Eq. 4.22 are
regularized by ψ = f , where f is the VOF function defined in Eq. 4.5. (a) rise
velocity (b) circularity (c) bubble centroid (d) error in mass conservation ∆M =
M(t)−M(0)
M(0) where M(t) =
∫
Ω f(x, t)dV .
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Figure 4.14: Two-dimensional rising bubble solved with a conservative level-set
method (CLS) introduced by [1] (Chapter 2). (a) rise velocity (b) circularity (c)
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Figure 4.15: An assessment of interface capturing techniques, h = 1/160. Here,
ψ is a smoothed Heaviside function used in regularization of physical properties
(see Eq. 4.22). (a) rise velocity (b) circularity (c) bubble centroid (d) error in mass
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perimeter of area-equivalent circle






where Ω2 denotes the region inside the bubble and ey is a unit vector parallel to the
y − axis.
The physical parameters of the two fluid phases defining the test case are given
in Table 4.2. The subscript 1 is used for the continuous fluid phase and the subscript
2 is assigned to the lighter fluid of the bubble. Numerical simulations were carried
ρ1 ρ2 µ1 µ2 g σ ρ1/ρ2 µ1/µ2
1000 100 10 1 0.98 24.5 10 10
Table 4.2: Physical parameters defining the two dimensional rising bubble test
case.
out on uniform cartesian meshes with cell size h = 1/40, 1/80, 1/160. In Fig. 4.11
the bubbles shapes on various grids at the time t = 3 are compared for different
interface capturing methods. There is an excellent qualitative agreement between
the bubble shapes computed by the present VOF/LS method with ψ = {f, φ} and
the conservative level-set method (CLS) introduced by [1] (see Chapter 2), moreover,
the bubble shapes are indistinguishable when they are visualized on the cartesian
grids with h = 1/80 and h = 1/160.
Figs. 4.13, 4.12 and 4.14 show the time evolution of the benchmark quantities de-
fined in Eq. 4.32 for different grids. It can be observed that the bubble rise velocity,
circularity, and bubble centroid, tracked by the present VOF/LSmethod (ψ = {f, φ})
and CLS method introduced by [1], converge with mesh refinement to the reference
data reported by [13]. Fig 4.13c, 4.12c and 4.14c show that all numerical methods
present a very low error in mass conservation property. Fig. 4.15 shows a compar-
ison of the numerical results obtained by using the above mentioned methods for
h = 1/160. Fig. 4.11a and 4.15b illustrate that the time evolution of the rise veloc-
ity and circularity present slight oscillations for the VOF/LS method with ψ = f ,
however, this oscillations are smoothed when a VOF/LS method with ψ = φ is used.
On the other hand, the time evolutions of the benchmark quantities obtained by the
CLS method are free of oscillations. Regarding the mass conservation property, Fig.
4.15d demonstrates a better performance of the CLS method where the error is of
order O(10−11), in comparison with the present VOF/LS methods which present an
error of order O(10−5).
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Table 4.3 shows that the inflection point of minimum circularity and center of
mass yc(t = 3) and maximum rise velocity (vmaxc ) are in very close agreement with
numerical data reported by [14]. Thus, through the performed simulations and by
comparing present results against those given by [14, 13] and numerical results given
by the CLS method introduced by [1], it is demonstrated that the present VOF/LS
method can perform two-phase flow simulations with high accuracy.
4.3.3 Three-dimensional buoyant bubbles
As a validation of the implemented VOF/LS method in three dimensions, the buoy-
ant motion of a bubble in an initially quiescent fluid is simulated. The dimensions
of the domain are [DΩ, HΩ] = [8d, 8d], where d is the initial bubble diameter, HΩ is
the cylinder height and DΩ is the cylinder diameter, as shown in Fig. 4.16a. Thus,
wall effect is minimized, while the bubble has enough approach distance to reach
terminal velocity before impact. No-slip boundary conditions are imposed at the top
(y = HΩ) and bottom (y = 0) walls, and Neumann boundary condition is used at
the lateral boundary, r = 0.5DΩ (see Fig. 4.16a). The 3D bubble motion is computed
on an non-uniform hexahedral mesh. as shown in Fig. 4.16b and 4.16c. The mesh
was generated by a constant step extrusion of a two-dimensional unstructured grid
along the symmetry axis of the cylindrical domain, being the step size HΩ/Nplanes,
where Nplanes is the number of planes in which the vertical axis is divided (see Fig.
4.16b and 4.16c). The mesh was concentrated around the symmetry axis of the do-
main, where a uniform grid size (h) was fixed, to maximize resolution of the bubble.
The mesh size grows exponentially to the border, where it reaches a maximum size
(see Fig. 4.16b and 4.16c). Following the work of [7], the relevant physical quantities
for the present test case are determined by the Eötvös number (Eo), Morton number


















dV is the terminal velocity of the bubble, ∆ρ = ρ1 − ρ2
specifies the density difference between the fluid phases, the subscript 1 refers to the
heavier fluid and the subscript 2 to the lighter fluid.
For the sake of comparison, the experimental results found in [2, 15] and numer-
ical results presented in Chapter 2 using the CLS method are used. Fig. 4.17 shows
a study of the grid convergence for the case Eo = 116, M = 41.1, ηρ = 100 and
ηµ = 100. It can be observed that the dynamics of the bubble can be accurately cap-
tured by using themeshM3, which is equivalent to h = d/25. Regarding the terminal
Reynolds number, there is not a big difference using the grid resolutions 20cv/d and
15cv/d, as shown in Fig. 4.17a. However, the bubble shape is better represented if a
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1/h = 40 Method
[14] CLS [1] VOF/LS (ψ = f ) VOF/LS (ψ = φ)
ζmin 0.9016 0.9070 0.9068 0.9084
t|ζ=ζmin 1.9234 1.8917 1.8210 1.9182
vmaxc 0.2418 0.2389 0.2433 0.2473
t|vc=vmaxc 0.9141 0.9521 0.9870 0.9960
yc(t = 3) 1.0818 1.0873 1.0902 1.0902
1/h = 80 Method
[14] CLS [1] VOF/LS (ψ = f ) VOF/LS (ψ = φ)
ζmin 0.9014 0.9013 0.9030 0.9032
t|ζ=ζmin 1.8734 1.8956 1.8947 1.8989
vmaxc 0.2418 0.2413 0.2419 0.2416
t|vc=vmaxc 0.9375 0.9286 0.9448 0.9340
yc(t = 3) 1.0810 1.0817 1.0834 1.0818
1/h = 160 Method
[14] CLS [1] VOF/LS (ψ = f ) VOF/LS (ψ = φ)
ζmin 0.9014 0.9008 0.9025 0.9020
t|ζ=ζmin 1.9070 0.9027 1.9255 1.9281
vmaxc 0.2419 0.2417 0.2418 0.2417
t|vc=vmaxc 0.9281 0.9241 0.9285 0.9287
yc(t = 3) 1.0812 1.0808 1.0821 1.0812
Table 4.3: Minimum circularity (ζmin) and maximum rise velocity (v
max
c ), with
corresponding incident times, and the final position of the center of mass. Present
computations (VOF/LS method) are compared against numerical results reported
by Hysing et al. [14] and computations performed by the conservative level-set
method introduced in [1] (Chapter 2).
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Figure 4.16: Full 3D rising bubble. (a) Computational setup and initial conditions.
(b) Mesh configuration. (c) Mesh parameters and domain size
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Figure 4.17: Mesh convergence forEo = 116,M = 41.1, ηµ = 100 and ηρ = 100.
Computations were performed by using the VOF/LS method.
Figure 4.18: Time evolution of the Reynolds number for Eo = 116, ηµ = 100
and ηρ = 100, and bubble shapes computed by using the VOF/LS method.
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Figure 4.19: Time evolution of the mass error (∆M = (M(t) −M(0))/M(0))
using the VOF/LS method. HereM(t) =
∫
Ω f(x, t)dV . As reference the maximun
mass conservation error is O(10−5).
mesh resolution h = d/25 is used, hence, to discuss the numerical results this mesh
resolution is selected in all simulations, unless otherwise stated.
A set of numerical experiments has been performed for Eo = 100, 1 < M < 103,
ηρ = 100 and ηµ = 100. Fig. 4.18 shows the time evolution of the Reynolds num-
ber and bubble shapes calculated by using the VOF/LS method implemented in this
work. Particularly, the characteristic overshoot of the instantaneous Reynolds num-
ber after the bubbles start to ascend is well represented in the cases withM > 5.51.
A comparison of the computed terminal Reynolds number against experiments of
[2] and numerical simulations of [16] is given in Table 4.4. There is a close agree-
ment between present results and reference data of the literature. Fig. 4.20 shows
a comparison of the droplet shape between experiments of [2] and numerical re-
sults using the CLS method introduced in [1] against present results using the im-




, is also illustrated in the above mentioned figure.
As further validation, Fig. 4.21 and Fig. 4.22 show numerical results for a single
bubble rising in a viscous fluid, using dimensionless parameters that correspond to
experimental conditions given in one of the cases reported by [15], namelyEo = 39.4
andM = 0.065, while density and viscosity ratios are fixed to ηρ = 100 and ηµ = 100,
respectively. The bubble deforms and it rises with time, and the shape is deformed
into a spherical cap shape in the steady state, as shown in Fig. 4.21. Regarding to
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Figure 4.20: Comparison of bubbles shapes and terminal Reynolds numbers re-
ported in experiments of [2] and numerical results obtained by the CLS method
introduced in [1], against computations using the present VOF/LS method.
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Figure 4.21: Buoyant bubble for Eo = 39.4,M = 0.065, ηρ = 100 and ηµ = 100.
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Figure 4.22: Comparison of wake structure reported in experiment of [15] and nu-
merical results of the literature [31, 32, 34], against computations using the present
VOF/LS method. Eo = 39.4,M = 0.065, ηρ = 100 and ηµ = 100.
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Re
Eo M [2] [16] Present VOF/LS Mesh
116 848 2.47 2.317 2.33 M3
116 266 3.57 3.621 3.64 M3
116 41.1 7.16 7.0 6.95 M3
116 5.51 13.3 13.17 12.83 M3
116 131 20.4 19.88 19.30 M3
Table 4.4: A comparison of present computational results using the VOF/LS
method against experimental data of [2] and numerical data reported by [16] using
the front-tracking method. Mesh configuration is shown in Fig. 4.16c. For present
computations, ηρ = 100 and ηµ = 100.
the Reynols number, [15] reported a terminal velocity of UT = 0.215m/swhich cor-
responds to Re = 19.6. As is illustrated in Fig. 4.21, the terminal Reynols number
calculated using the present VOF/LS method is Re = 19.37, hence, there is a close
agreement with the value reported in [2]. In Fig. 4.22, the bubble shape and wake
structure based on the present VOF/LS method is compared with the experiment
of [2], and other well validated simulation results including the body-fitted method
[31], ALE approach [32] and VOF approach [34]. Present results reproduce the ex-
periments of [2], however, there are slight differences with other numerical results
due to the variation in numerical methodology. Despite the above mentioned differ-
ences, the present results are also in good agreement with other numerical studies
reported in the literature.
4.3.4 Bubble merging
This test case consists in co-axial coalescence of two bubbles rising in a liquid. The
simulation domain is the same that the previous test case, whereas the initial bubble
arrangement is in agreement with the computational set-up reported in [1]. The
fluid properties and initial arrangement of bubbles are the same as in the volume-of-
fluid computations of [17] and level-set calculations of [1]. Namely, the Morton and
Eötvös numbers are set toM = 2×10−4 andEo = 16 falling between the skirted and
spherical cap regimes in Fig. 2.13. The density and viscosity ratios are specified as
ηρ = ρc/ρd = 100 and ηµ = µd/µd = 100, where subscripts c and d refer to the outer-
liquid phase and bubble fluid respectively. Free-slip boundary condition is used at
lateral side of the domain and no-slip boundary condition at the top and bottom
boundaries.
Snapshots of topological changes in the coalescence process of are shown in Figs.
4.3.4 and 4.3.4. As the bubbles rise, a liquid jet is formed behind the leading bubble,
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Figure 4.23: Coaxial coalescence of two bubbles using the coupled VOF/LS method
Figure 4.24: Velocity field in coaxial coalescence of two bubbles using the coupled
VOF/LS method
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Figure 4.25: Deformation os a droplet in a shear flow. (a) Computational setup
and initial condition. (b) Definition of the droplet deformation parameter D.
which induces a severe deformation in vertical direction of the following bubble.
Once two bubbles are approaching, the trailing bubble accelerates because the suc-
tion by the top bubble. As time progresses, the two bubbles start to touch, leaving a
mushroom-like structure. Finally, the thin liquid film between bubbles is squeezed
out and ruptured, completing the coalescence process. Numerical predictions match
fairly well in terms of bubble shapes with experimental results reported by [4]. Simi-
lar results have been found by [17] using a volume-of-fluid method and by [1] using
a conservative level-set method.
4.3.5 Deformation of a droplet in a shear flow
The computational setup is given in Fig. 4.25a. A spherical drop of diameter d is
located at the center of a computational domain x ∈ [0, 8], y ∈ [0, 4], z =∈ [0, 8], with-
out effect of gravity force. The opposite velocities ±U are imposed on the top and
bottom walls, periodic boundary condition is applied in x direction and Neumann
boundary condition in y direction. The initial condition at time t = 0 is a drop with
spherical form and the initial velocity field is null inside the computational domain.
All the computations have been done using a uniform cartesianmesh of 120×60×120
(or 8.64× 105 control volumes), hence, the cell size is h = d/30.
The deformation behaviour of the droplet is determined by the Reynolds number
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Figure 4.26: Stationary results of the deformed surfaces subjected to a linear shear
flow of different capillary numbers Ca. The velocity vectors are also shown in a
z − y cross section passing through x = 0.
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Figure 4.27: Stationary results of the droplet shapes. The velocity vectors are
shown in a z − y cross section passing through x = 0.
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Case ηρ ηµ Re Ca
A 1.0 1.0 0.1 0.05
B 1.0 1.0 0.1 0.1
C 1.0 1.0 0.1 0.2
D 1.0 1.0 0.1 0.3
Table 4.5: Dimensionless parameters for the droplet deformation.











This dimensionless parameter is a measure of the relative effect of the shear stress
versus the surface tension across the fluid-fluid interface. The same viscosity and
density are specified for both drop fluid and continuous fluid, thus ηρ = ρc/ρd = 1
and ηµ = µc/µd = 1, where the sub-index c is used for the continuous fluid and d the
droplet fluid. The dimensionless numbers used in these test cases are summarized
in Table 4.5.
The droplet shapes at steady state are shown in Fig. 4.26, whereas the veloc-
ity fields are illustrated in Fig. 4.27. The interface becomes ellipsoidal and its de-
formation and rotation are larger as the capillary number increases. A theoretical
solution was derived by [41] to predict small distortions of the droplets from the
spherical form at slow speeds, on the hypothesis of Stokes flow. This result show
that the droplet is distorted into an ellipse where the deformation parameter given
byD = L−BL+B (see Fig. 4.25b) is linearly changedwith the capillary number (Eq. 4.35).
Here L and B denote the semi-major and semi-minor axes of the ellipse, as shown
in Fig. 4.25b. The correlation between the capillary number Ca versus the steady
droplet deformation parameter D is plotted in Fig. 4.28. There is a close agreement
between present results using the VOF/LS method and the numerical findings of
[29]. Moreover, for small capillary numbers, the shape in steady state is close to the
theoretical predictions of [41], while the theory underestimates the droplet deforma-
tion parameter for large capillary numbers (see Fig. 4.28).
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Figure 4.28: Correlation between capillary number Ca and Taylor deformation
parameter D.
4.4 Conclusions
A coupled VOF and LS method, which combines the advantages and overcomes the
disadvantages of both techniques, has been proposed for computing incompressible
two-phase flows with surface tension effects. From the comparison of the numerical
tests performed, it is possible to conclude that this method can be used to perform
numerical simulations of surface-tension flows with high accuracy. The advantages
of the proposed technique can be summarized as follows:
• The mass can be conserved because VOF method is used to advect the inter-
face.
• The signed distance function, obtained by the iterative geometric operation,
is used to calculate the curvature. By using this level-set function the surface
tension force can be accurately computed.
The parasitic currents caused by the numerical errors have been effectively reduced
using a reconstructed distance function to evaluate the curvature, while the surface
tension force is approximated by using the gradient of a regularized indicator func-
tion. Further simulations of buoyant bubbles and droplet deformation have proven
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that the present VOF/LS method is enough robust and accurate for practical appli-
cations.
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A multiple marker level-set
method for simulation of
deformable fluid particles
Most of the contents of this chapter have been published as:
Balcázar, N., Lehmkhul, O., Rigola, J., Oliva, A., A multiple marker level-
set method for simulation of deformable fluid particles. International Jour-
nal of Multiphase Flows (Submitted on 1 August 2014).
Balcázar, N., Jofre, L., Lehmkuhl, O., Rigola, J., Castro, J., Oliva, A., A
multiple marker level-set method for simulation of bubbly flows. In pro-
ceedings of 6th European Conference on Computational Fluid Dynamics
(ECFD VI) (July 2014).
Abstract. A novel multiple marker level-set method is introduced for Direct Numerical
Simulation of deformable fluid particles (bubbles and droplets), which is integrated in a finite-
volume framework on collocated unstructured grids. Each fluid particle is described by a
separate level-set function, thus, different interfaces can be solved in the same control volume,
avoiding artificial and potentially unphysical coalescence of fluid particles. Therefore, bubbles
or droplets are able to approach each other closely, within the size of one grid cell, and can
even collide. The proposed algorithm is developed in the context of the conservative level-set
method, whereas, surface tension is modeled by the continuous surface force approach. The
pressure-velocity coupling is solved by the fractional-step projection method. For validation
of the proposed numerical method, the gravity-driven impact of a droplet on a liquid-liquid
interface is studied; then, the binary droplet collision with bouncing outcome is examined,
and finally, it is applied on simulation of gravity-driven bubbly flow in a vertical column.
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5.1 Introduction
Bubbles and droplets are ubiquitous and they play an important role inmany natural
and industrial processes. Among them one can mention steam generators in nuclear
plants, rocket engines, boiling heat transfer, microfluidic applications, unit opera-
tions in chemical engineering such as distillation, absorption, liquid-liquid extrac-
tion, heterogeneous catalysis and bio-reactors [32]. Thus, the practical implications
of a better understanding and predictive capabilities of droplet and bubble flows
is enormous. Furthermore, all these applications have stimulated basic research on
bubble and droplet dynamics, however, although numerous experimental and nu-
merical investigations have provided considerable insight into the mechanisms gov-
erning droplet and bubble flows, many challenging problems still remain as pointed
out in recent publications [32, 20, 56, 54].
The development of computers has promotedDirectNumerical Simulation (DNS)
of the Navier-Stokes equations as another means of performing controlled experi-
ments [56, 54], providing a good way to non-invasive measure of droplet and bubble
flows, although computationally demanding. Thus, DNS allows us to control the
size distribution of bubbles or droplets, their deformability, whether they coalesce
or not, and modify the flow conditions [54]. For DNS of multiphase flow problems
with two immiscible fluid phases, standard Eulerian descriptions are often adopted
together with interface-tracking methods such as volume-of-fluid [45] and level-set
[37, 47] methods, or front-tracking methods [57, 55]. A review of advantage and dis-
advantages of the aforementioned techniques, in the context of simulation of mul-
tiphase flows with sharp interfaces is given in [59]. The main advantage of using a
front-tracking method is that bubbles or droplets do not coalesce unless a specific
merge condition is implemented. Especially for bubble swarm simulations this is
an important aspect. On the other hand, in conventional level-set and volume-of-
fluid methods, two fluid particles will automatically coalesce when their interfaces
are enough close from each other. Indeed, up to now, most research on systems with
multiple droplets or bubbles have been performed using the front-tracking method
[42, 54].
In spite of the rapid progress in DNS of complex multiphase flows, capturing the
dynamics of deformable fluid-fluid interfaces in close hydrodynamic interaction is
extremely difficult challenge for any numerical method because of the critical role
played by the very thin near contact lubrication zone between the interfaces, where
large pressures develop and resist coalescence sometimes preventing it altogether. In
this regard, the front tracking method introduced by [57] and [55] has been used to
perform simulations where the aforementioned issues have an important impact on
the numerical results. For instance, [34] and [33] have employed the front tracking
method to perform numerical simulations of binary drop collisions. [52] examine the
collision of a fluid drop with a wall and develop a multiscale approach to compute
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the flow in the film between the drop and the wall. In addition, the front tracking
method has been extensively used in simulation of homogeneous bubbly flows, for
instance in [54] and [42]. [38] carried out numerical simulations and experiments of
the dynamics of head-on collision between two identical droplets. Using this empir-
ical information as an input, the simulated collision images obtained by using a front
tracking method were found to agree well with the experimental observations.
Regarding interface capturing methods (e.g. level-set and volume-of-fluid), [11]
have extended the level-set/volume-of-fluid method of [46] to a multiple marker
approach in order to avoid the numerical merging of interfaces. This method was
extended by [23] to include a coalescence criterion based on a film drainage model
to predict if and when two colliding droplets will coalesce. In the same line, [17]
adapted a multiple marker approach to a volume-of-fluid method in order to deploy
an algorithm for the temporal suppression of the coalescence in binary droplet col-
lisions, where one droplet is composed of a high viscous liquid and the other one
is of lower viscosity. In some special cases, such as the head-on collision between
two equal sized droplets, the numerical coalescence which is inherent to interface-
tracking methods can be controlled by manipulating the boundary conditions at the
symmetry plane in between the two droplets [21, 26]. [63] and [9] have explore adap-
tive mesh refinement algorithms in order to capture thin films formed when two
masses collide. However, this films can become very thin and it get down to just
about few nanometers before it ruptures, as consequence this approach would lead
to huge computational effort due to a large number of grid cells or levels of adap-
tive grid refinement which is currently not feasible in a Direct Numerical Simulation
even with high performance computing techniques.
The method here proposed overcome the previous stated issues in a computa-
tionally efficient and robust manner. The concept of multiple marker is coupled with
a conservative level-setmethod introduced in [2] to deploy a numerical algorithm ca-
pable to simulate the dynamics of multiple bubbles and droplets on complex spatial
domains without numerical merging of fluid particles. Thus, using the conservative
level-set method [35], mass conservation problem that is known to affect standard
level-set formulations [46] is circumvented. Moreover, the unstructured formulation
of the multiphase solver allow us an efficient distribution of the mesh on complex
domains [2]. The extended algorithm is based on the idea of describing separate
interfaces with different level-set functions to prevent numerical and potentially un-
physical coalescence of bubbles and droplets, without excessive mesh refinement.
Therefore, bubbles or drops are able to approach each other closely, within the size
of one grid cell, and can even collide. Another important aspect is that the volume
of the fluid particles remain constant throughout the simulation, this is an important
aspect on numerical simulation of homogeneous bubble swarms. The surface ten-
sion force and the interfacial geometrical properties are computed from the tracked
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interface, by using the continuum surface force model (CSF) introduced by [5], fur-
thermore, the aforementioned approach has been adapted to be applicable in the
context of the multiple marker level-set method.
This paper is organized in the following order: The governing equations em-
ployed in this study are given in section 5.2. Section 5.3 is devoted to a description
of the numerical method, while the simulation results are presented in section 5.4.
Finally, concluding remarks are presented in section 5.5.
5.2 Governing equations
5.2.1 Incompressible two-phase flow
The Navier-Stokes equations for the dispersed fluid in Ωd and continuous fluid in
Ωc can be combined into a set of equations in an entire domain Ω = Ωd ∪ Ωc, with a
singular source term for the surface tension force at the interface Γ:
∂
∂t




+ ρg+ fσ (5.1)
where v and p denote the fluid velocity and pressure field respectively, ρ is the fluid
density, µ is the dynamic viscosity, g is the gravitational acceleration, and fσ is the
surface tension force. Because of incompressibility, the velocity field is divergence-
free:
∇ · v = 0 (5.2)
Moreover, physical properties change discontinuously across the interface:
ρ = ρdHd + ρc(1−Hd) (5.3)
µ = µdHd + µc(1−Hd)
with ρd, ρc and µd, µc the densities and viscosities of the disperse and continuous
fluids, respectively, while Hd is the Heaviside step function that is one in Ωd and
zero elsewhere.
5.2.2 Multiple marker level-set method
In level-set methods [37, 47], merging of interfaces happens automatically whenever
two interfaces come within one grid cell of each other. To circumvent this issue, mul-
tiple markers, φi, are introduced to represent each subdomain, Ωi, in the dispersed
phase Ωd = {Ω1, ...,Ωnd}, where nd is the number of separate regions included in
Ωd (see Fig. 5.1). Thus, the inclusion of separate markers will permit to solve two
or more interfaces, Γi, at the same grid cell. In the present work, a multiple tracking
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Figure 5.1: Schematic representation of the continuous fluid phase Ωc and dis-
persed fluid phase Ωd. Interfaces are represented by Γi.
methodology is introduced in the context of the conservative level-set method [35, 2],
hence, mass conservation issue that is known to affect classical level-set formulations
is circumvented. Following the work of [35], a regularized indicator function, φi, is












with i = 1, .., nd (5.4)
where di(x, t) is a signed distance function [37, 47] and ε is a tunable parameter that
sets the thickness of the level-set profile. With this profile the interface, Γi, is defined
by the location of the φi = 0.5 iso-surface, Γi = {x | φi(x, t) = 0.5}.
The conservative level-set function φi is advected by a vector field v that is, in
case of two-phase flows, the solution of the Navier-Stokes equations (Eqs. 5.1 and
5.2). The interface transport equation can be written in conservative form provided
the velocity field is solenoidal, ∇ · v = 0, namely,
∂φi
∂t
+∇ · φiv = 0 (5.5)
Furthermore, an additional re-initialization equation is introduced to keep the profile
and thickness of the interface constant,
∂φi
∂τ
+∇ · φi(1− φi)ni = ∇ · ε∇φi (5.6)
157
Chapter 5. A multiple marker level-set method for simulation of deformable fluid particles
This equation is advanced in pseudo-time τ , it consists of a compressive term, φi(1−
φi)ni|τ=0, wich forces the level-set function to be compressed onto the interface along
the normal vector ni, and of a diffusion term∇· ε∇φi that ensure the profile remains
of characteristic thickness ε. Geometrical information on the interface Γi, such as





κi(φi) = −∇ · ni (5.8)
The accurate computation of the surface tension (fσ in Eq. 5.1) is one of the most
critical elements of any method designed to follow the motion of the interface be-
tween immiscible fluids. In this regard, implementing surface tension in a numer-
ical scheme involves two issues: the curvature κi needs to be determined, and the
resulting pressure jump must be applied appropriately to the fluids. Because finite-
volume method is used for discretization of governing equations, the aforemen-
tioned problems can be conveniently addressed through the continuous surface force
(CSF) method proposed by [5]; which has been adapted to include multiple markers
in the same grid cell. Thus, the surface tension term, fσ in Eq. 5.1, is converted to a





where κi is given by Eq. (5.8) and σ is the surface tension coefficient. In addition, the
fluid properties are regularized by employing a global level-set function, φd, for the
disperse phase:
ρ = ρdφd + ρc(1 − φd) µ = µdφd + µc(1− φd) (5.10)
where
φd(x, t) = max{φ1(x, t), ..., φnd−1(x, t), φnd(x, t)} (5.11)
5.3 Numerical method
In this section, the numerical method is presented for the sake of completeness.The
governing equations have been discretized on a collocated unstructured grid ar-
rangement by means of the finite-volume method, according to [2]. In order to avoid
unphysical oscillations in the level-set function, a TVD Superbee limiter [50, 2], is
used to discretize the convective term in advection Eq. (5.5). is used to discretize
the convective term in advection Eq. (5.5), while the compressive term of the re-
initialization Eq. (5.6) is discretized by using a central difference (CD) scheme. A
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CD scheme is used to discretize the convective term of momentum Eq. (5.1) unless
otherwise stated. A distance-weighted linear interpolation is used to find the cell-
face values, while gradients are computed at cell centroids by using the least-squares
method (see [2]).
The velocity-pressure coupling has been solved by means of a classical fractional






























the diffusion operator, and Ah(ρv) = ∇h · (ρvv) is the advection operator.
The resulting velocity v∗ from Eq. (5.12), which does not satisfy the continuity
Eq. (5.2), is corrected by Eq. (5.13). Substituting Eq. (5.12) into the continuity Eq.













Poisson Eq. (5.14) discretization, leads to a linear system, which is solved by using
a preconditioned conjugate gradient method. In order to avoid pressure-velocity
decoupling when the pressure projection is made on collocated meshes [40, 16], a
cell face velocity vf is defined so that∇h · v = 0 (see Eq. 5.2) at each control volume.


















where P and F are denoting the adjacent cell nodes to the face f . This velocity is
used to advect the markers and momentum in Eq. 5.5 and Eq. 5.12 respectively. For
the temporal discretization, explicit Adams-Bashforth scheme is used to solve the
momentum Eq. (5.12), while for the corrector Eq. (5.13) an explicit first-order scheme
has been used. Advection Eq. (5.5) and re-initialization Eq. (5.6) are integrated in
time with a 3-step third-order accurate TVD Runge-Kutta method [18]. Solving Eq.
(5.6) to steady-state results in a smooth transition of φ at the interface that depends of
the diffusion coefficient ε. In this paper, all numerical simulations were performed
by setting ε = 0.5h where h = (Vcell)1/3 is the characteristic size of the grid cell
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and Vcell is the cell volume. Therefore ε is chosen to be as small as possible in order
to reduce the smearing of: density, viscosity and surface tension force, while the
transition in the CLS function, φ, is enough smooth to avoid numerical issues. In
present simulations two iterations per physical time-step of re-initialization Eq. (5.6)
are sufficient to keep the profile of the level-set function.
The time increment ∆t, which is limited by the CFL conditions and the stability



















Thus, the computational approach for simulating bubbles and drops without nu-
merical coalescence can be summarized as follows:
1. Initialize vP (P ≡ cell centroid), vf (f ≡ face centroid), and φi for i = 1, .., nd.
2. Calculate the time step (∆t) according to Eq. A.15.
3. Advection (using vf ) and re-initialization of φi for i = 1, .., nd
4. Computation of ni, κi for i = 1, .., nd, and φd, ρd, µd
5. Computation of vP and p by solving Eq. 5.12, Eq. 5.14 and Eq. 5.13.
6. Computation of vf by Eq. 5.15.
7. Repeat steps 2-6 until time step required.
The described numerical methods were implemented in an in-house solver called
TermoFluids [24], which is a C++ code designed for Direct Numerical Simulation
and Large Eddy Simulation of turbulent flows [53, 41]. The reader is referred to [2]
for technical details on the discretization of the Navier-Stokes/level-set equations on
collocated unstructured grids, that are beyond the scope of this paper.
5.4 Numerical experiments
5.4.1 Drop impact on a liquid-liquid interface
The gravity-driven impact of a single drop onto a liquid-liquid interface is studied
in order to validate the accuracy of the implemented multi-marker/level-set method
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Case ρc[kg/m3] ρd[kg/m3] µc[mPas] µd[mPas] σ[mN/m]
A 949 1128 19.0 6.3 29.1
B 960 1131 48.0 6.7 29.5
Table 5.1: Material properties in experiments of [30]. The subscript c is used for
silicon oil. The subscript c is used for water/glycerin.
against experimental and numerical data reported by [30] and [11], respectively. Fol-
lowing the work of [10], bubbles and droplets rising or falling freely in infinite media















where, ηρ and ηµ are respectively the density and viscosity ratio; M is the Morton
number; Eo is the Eötvös number; ∆ρ = |ρc − ρd|, specifies the density difference
between the continuous and dispersed fluid phases, and d is the spherical volume
equivalent diameter of the droplet. Here, the subscript d denotes the dispersed fluid
phase and c the continuous fluid phase. For given fluids, the Eötvös number is a
characteristic of the droplet size andM is a parameter representing the viscosity of
the continuous fluid phase.
In this section, numerical simulations were performed for a set of dimensionless
parameters corresponding to conditions of experiments in [30] which are listed in Ta-
ble 5.2. Material properties used in experiments of [30] are listed in Table 5.1, namely,
water as dispersed phase (d) and silicon oil as continuous phase (c). For the sake of
comparison, we also introduce the following dimensionless time, t∗ = t/ti, where
ti = d/Ui and Ui is equivalent to the drop terminal velocity. The dimensional values
of d, Ui, ti and the corresponding dimensionless parameters used in experiments of















whereRe is the Reynolds number defined based on the impact velocity Ui,We is the
Weber number and Fr is the Froude number. The key difference between the two
cases is the value of the continuous fluid viscosity, µc, in Table 5.1.
The computational set-up is schematically indicated in Fig. 5.2a. The size of the
cylindrical domain is fixed to (DΩ, HΩ) = (8d, 10d), where d is the initial diameter of
the spherical drop,DΩ is the cylinder diameter andHΩ is the cylinder height. Thus,
confinement effect is minimized, while the drop has enough approach distance to
reach terminal velocity before impact. No-slip boundary conditions are imposed at
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Case Eo M ηρ ηµ
A 6.4 8.82× 10−8 1.19 0.33
B 6.0 1.03× 10−7 1.18 0.14
Table 5.2: Dimensionless parameters used in present numerical simulations and
experiments of [30].
Units Case A Case B
Diameter, d cm 1.03 1.03
Drop impact velocity, Ui cm/s 13.2 9.8
Drop impact time scale, ti ms 78.0 105.0
Reynold number, Rei 68.0 20.0
Reynold number,Wei 7.0 3.8
Froude number, Fri 1.0 0.6
Table 5.3: Experimental parameters in experiments of [30].
the top (y = HΩ) and bottom (y = 0) walls, and free-slip boundary condition is used
at the lateral boundary, r = 0.5DΩ (see Fig. 5.2a). Moreover, with the intend of sav-
ing computational resources such as computational time and occupation of memory,
our simulations were performed on a non uniform hexahedral mesh, as shown in
Fig. 5.2b. Themesh was generated by a constant step extrusion of a two-dimensional
unstructured grid along the symmetry axis of the cylindrical domain, being the step
size HΩ/Nplanes, where Nplanes is the number of planes in which the vertical axis is
divided (see Fig. 5.2b). The mesh was concentrated around the symmetry axis of the
domain, where a uniform grid size (hmin) was fixed, to maximize resolution of the
drop. The mesh size grows exponentially to the border, where it reaches a maximum
size (see Fig. 5.2b).
In Figs. 5.3 and 5.4, the time history of the Reynolds number is displayed for dif-
ferent mesh resolutions. The results show regular convergence and essentially the
same behavior during the impact event for all resolutions. In what follows, the mesh
resolution h = d/30 is selected for discussion of the results. The computed impact
Reynolds number are Re = 65.8 for the case A with ηµ = 0.33, and Re = 22.2 for
the case B with ηµ = 0.14, which are in close agreement with the experimental val-
ues given in Table 5.3. In Figs. 5.5a and 5.5b, the time history of the instantaneous
Reynolds number is displayed for different initial approach distances between the
droplet centroid and the liquid-liquid interface, ∆H (see Fig. 5.2a). These simula-
tions were carried out using a mesh resolution h = d/30 (mesh M3). It is found
that the choice ∆H = 6.5d is enough to reach convergence of the drop velocity, as
shown Fig 5.5a and 5.5b. Thus∆H = 6.5d is selected for discussion of the numerical
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Figure 5.2: (a) Computational setup with initial configuration of the droplet and
liquid-liquid interface. (b) Mesh configuration. (c) Description of the meshes.
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Figure 5.3: Case ηµ = 0.33. Grid convergence study for the dimensionless droplet
velocity, Re = ρddvdroplet · ez/µd. Description of the meshes (M1,M2 and M3)
is given in Fig. 5.2c.
experiments.
Figs. 5.6-5.7 show a sequence of snapshots of the drop collision for both cases
ηµ = 0.14 and ηµ = 0.33; whereas Figs. 5.8-5.9 illustrate a comparison of the calcu-
lated shape profiles of the drops and the interface ( z = 0) against experimental im-
ages reported by [30]. Following the work of [30], the impact time t/ti = 0 is defined
as the time when the lower drop surface crosses the quiescent liquid-liquid interface
level. Thus, prior to the impact, t/ti < 0 (see Fig. 5.10), both drops have reached
steady spheroidal shapes, furthermore, the approach is nearly linear in time until
the collision between the drop and liquid-liquid interface is achieved at t/ti = 0.
Additionally, just before the collision, the droplets decelerate and their shapes are
flattened, moreover, the trapped fluid near the free surface is drained radially out-
ward, while the gap between the drop and the interface is reduced until a thin fluid
layer remains. Indeed, coalescence is inhibited by the thin film of continuous fluid
trapped between the droplet and the liquid-liquid interface. In experiments reported
by [30] a direct analysis of the flow images showed that the film thickness is of order
400µmwhen the macroscopic steady state is achieved, which is far smaller than the
minimum cell size used in this work. After collision (t/ti > 0), the droplet surfaces
are stretched horizontally as they touch the liquid-liquid interface. With time, the
remaining inertia inside the drop deflects the interface to a maximumwhile the drop
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Figure 5.4: Case ηµ = 0.14. Grid convergence study for the dimensionless droplet
velocity, Re = ρddvdroplet · ez/µd. Description of the meshes (M1,M2 and M3)
is given in Fig. 5.2c.
extends vertically at the same time. This large deformation is followed by a rebound
occurring at the time t/ti = 1.4 and t/ti = 1.8 for cases ηµ = 0.14 and ηµ = 0.33,
respectively. The drop interfaces continue to deform until they reach a steady state,
as can be seen in Figs. 5.8-5.9. In Fig. 5.10, normalized centerline locations of the
lower drop surface, upper drop surface, and the underlying liquid-liquid interface
(aligned with the vertical axis through the drop center) are shown for both viscosity
ratios. Numerical results obtained using the present method match fairly well with
experimental data reported by [30]., Similar results were also reported by [11].
Fig. 5.12 and Fig. 5.13 present contour plots of the normalized vertical velocity,
|v · ey|/Ui, for ηµ = 0.33 and ηµ = 0.14 respectively. A comparison of the present
results against experimental findings reported by [30] is performed in the aforemen-
tioned figures. It can be observed that prior to impact (t/ti = 0) a wake is generated
behind each drop, whereas a toroidal shaped region is formed inside them. The dark
circles inside the drops in Figs 5.12-5.13 (t/ti = 0) represent regions where the fluid
is moving faster, with a maximum downward velocity of approximately 1.2Ui. The
circles mentioned above suggest the existence of a circulation zone, which is clearly
confirmed in Fig. 5.11. Both wakes have similar structure and their width approxi-
mates the drop size, however, there is a slower upward velocity in the ambient fluid
near the side of the drop for the case ηµ = 0.33 (see Figs. 5.6-5.7 at t/ti = 0). Further-
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Figure 5.5: Time evolution of the dimensionless droplet velocity, Re(t) =
ρcd(vdroplet(t) · ez)/µc, as a function of the initial distance between the droplet
centroid and the liquid-liquid interface (∆H). All cases were carried out using the
mesh M3 (see Fig. 5.2c). (a) Case A: ηµ = 0.33 (b) case B: ηµ = 0.14
more, the presence of the interface bellow, causes an upwardmovement of the ambi-
ent fluid around the drops (see Fig. 5.11). At the time t/ti = 0.9, although the general
structure of the wake is conserved the downward velocities have decreased, more-
over a thin film is formed between the drop and the liquid-liquid interface while the
drop surface is forced to move radially outward. From Figs. 5.12-5.13, it is observed
that the aforementioned tendency is maintained as the time advances, and it is more
evident for the case where the viscosity ratio is ηµ = 0.14. During the rebound, at
t/ti > 1.4, the surface tension force is dominant [30], moreover, a sudden change
of the upper drop flow structure produces an increase in drop height, which is more
pronounced in the case with ηµ = 0.33. Finally, at t/ti > 3, the upward velocity of the
drop fluid is higher away from the center than at the center. Thus, the time evolution
of wake structure is in close agreement, both qualitatively and quantitatively in com-
parisonwith experimental findings reported by [31] and numerical results presented
in [11]. The small discrepancies observed between numerical and experimental data
at Fig. 5.10 can be explained in terms of the viscosity approximation used to solve the
momentum equations when two interfaces are at the same control volume. Indeed,
a better performance of the numerical method is observed for the case ηµ = 0.33,
which is closer to ηµ = 1, where the simulation does not depend on the continuum
approach used to represent the jump conditions. Previous observations are also in
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Figure 5.6: Snapshots of the drop impact onto a liquid-liquid interface, Eo = 6.4,
M = 8.82× 10−8, ηρ = 1.189 and ηµ = 0.33.
close agreement with numerical results reported by [11].
In Figs. 5.14-5.15, the normalized vortical contour plots (ωz/(Ui/d)) obtained by
the present numerical method are contrasted against experimental data reported by
[30]. At the time of impact, t/ti = 0, two vortices can be observed in the lower half of
each drop, which are concentrated near the interface at opposite sides regarding the
vertical symmetry axis. At t/ti = 0.9 the magnitude of the vorticity have decreased,
moreover, a new pair of vortices can be identified for both cases, which are localized
between the drop interfaces and their wakes. The interaction between the above
mentioned vortices reduces the drop internal circulation as the time advances, to fi-
nally achieve a rest state (see Figs. 5.14-5.15). Thus, regarding the vorticity, present
results are also in close agreement with experiments of [30] and numerical simula-
tions reported by [11].
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Figure 5.7: Snapshots of the drop impact onto a liquid-liquid interface, Eo = 6.03,
M = 1.029× 10−7, ηρ = 1.18 and ηµ = 0.14.
5.4.2 Binary droplet collision with bouncing outcome
Following experimental studies on binary droplet collision performed by [39], there
are four regimes of distinctively different outcomes for hydrocarbon droplets: (I)
permanent coalescence after minor droplet deformation, (II) bouncing, (III) perma-
nent coalescence after major droplet deformation, and (IV) coalescence followed by
separation and the concomitant production of satellite droplets, as shown in Fig.
5.16. The physical criterion that determines the outcome of the collision (coalescence
or bouncing) is the gap size or the trapped gas layer thickness between the droplets,
therefore, coalescence may happen when the gas layer thickness reaches a critical
valuewhich is within the range of the molecular interaction, where the attractive van
der Waals force gradually dominates over other forces and eventually pulls the two
interfaces together, otherwise the droplets will bounce. Bouncing regime is difficult
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Figure 5.8: Time evolution of the drop shape for ηµ = 0.33, t/ti =
{0.0, 0.5, 1.8, 3.0, 5.0, 7.0} (a) Present computation (b) Experimental findings of
[30]
to handle with classical interface tracking methods (e.g. level-set, volume-of-fluid),
because two interfaces will merge automatically whenever they move into adjacent
cells. [21] and [26] have studied the droplet collision using a volume-of-fluidmethod
by setting a zero volume-fraction boundary condition on the symmetry plane. In
their work, only one droplet, moving toward the symmetry plane, was tracked and
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Figure 5.9: Time evolution of the drop shape for ηµ = 0.14, t/ti =
{0.0, 0.9, 1.4, 2.2, 3.9, 6.0} (a) Present computation (b) Experimental findings of
[30]
the zero volume-fraction boundary condition was applied using the ghost cells out-
side the physical boundaries, avoiding the merge of the droplet with their image. On
the other hand [34] and [33] used an interface tracking/finite difference technique
to simulate the head-on collision of drops with bouncing outcome. Recently [38]
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Figure 5.10: Normalized locations of interface, present results −, lower drop sur-
face , upper drop surface ◦, liquid-liquid surface ♦, (a) ηµ = 0.33 (b) ηµ = 0.14
Figure 5.11: Present results of the normalized velocity vector field relative to the
drop frame of reference at t/ti = 0
studied the dynamics of head-on collision (I = 0) between two identical droplets.
They performed experiments and numerical simulations based on the front tracking
method, with emphasis on the transitions frommerging to bouncing and to merging
again, as the Weber number was increased. [23] have also performed numerical sim-
ulations of droplet-laden flows using a coupled volume-of-fluid/level-set method
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Figure 5.12: Normalized vertical velocity contour for case ηµ = 0.33. (a) Numer-
ical results using present MLS method. (b) Experimental results given by [30].
Figure 5.13: Normalized vertical velocity contour for case ηµ = 0.14. (a) Numer-
ical results using present MLS method. (b) Experimental results given by [30].
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Figure 5.14: Normalized vorticity (ωz) contour for case ηµ = 0.14. (a) Numerical
results using present MLS method. (b) Experimental results given by [30].
Figure 5.15: Normalized vorticity (ωz) contour for case ηµ = 0.33. (a) Numerical
results using present MLS method. (b) Experimental results given by [30].
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Figure 5.16: Schematic of various collision regimes of hydrocarbon droplets in 1
atm. air, where I is the dimensionless impact parameter (Eq. 5.21) and We is the
Weber number (Eq. 5.19). This figure is reproduced from [39]. Simulated cases are
indicated with capitals.




Figure 5.18: Comparison of bouncing collision sequence between present numerical
simulation using multi-marker/level-set method and experimental results reported
by [38]. Conditions for case A in Table 5.4: Tetradecane in 1 atm. air, d/2 =
170.6µm, We = 2.27, Re = 122.2.
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Figure 5.19: Comparison of bouncing collision sequence between present numerical
simulation using multi-marker/level-set method and experimental results reported
by [38]. Conditions for case B in Table 5.4: Tetradecane in 1 atm. air, d/2 =
167.6µm, We = 9.33, Re = 116.2.
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Figure 5.20: Velocity field and pressure evolution for case B (see Table 5.4 and
Fig. 5.16). Here ψ ∈ {||v||, p}. Pressure field is represented on the droplet surface.
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with a coalescence/breakup model. Their numerical experiments reproduced ex-
perimental results reported by [39] and [38]. Thus, with the aim of validating the
present multi-marker/level-set method, this section is devoted to perform numer-
ical simulations of head-on collisions between equal sized droplets, with bouncing
outcome. Furthermore, numerical results are compared with experimental and nu-
merical data reported by [38] and [23].
The kinetic and geometric parameters determining the binary droplet collision
are shown in Fig. 5.17. The physical parameters of the disperse liquid phase are ρd,
µd and σ. The size of the colliding droplets is d, the relative velocity 2U0, and the

















where b is the perpendicular distance between the lines that the droplets move along
before collision (see Fig. 5.17). In addition, the density ratio ηρ and the viscosity
ratio ηµ must be specified. Here, the subscript d denotes the fluid in the drop (see
Fig. 5.17).
The computational domain is a rectangular box with size 3d× 6d× 3dwhere the
largest dimension is along the direction of the collision (y−axis). Free slip boundary
conditions are used on all six sides of the domain. Initially the distance between
the droplet centers is 1.4d (see Fig. 5.17). An initial velocity field is used, which
imposes a uniform velocity of U0 only on the droplets in opposite directions without
any driving force. These conditions were also used by [38] and [23]. A uniform
cartesian grid 150 × 300 × 150 is used, therefore, the droplet diameter d is resolved
by 50 grid points of dimension h. The dimensionless properties and geometrical
parameters used to perform the numerical experiments are summarized in Table
5.5. Such selection of dimensionless parameters corresponds to physical properties
of tetradecane droplets in atmospheric air, as shown in Table 5.5. For the sake of





where 2pi(ρd(d/2)3/8σ)1/2 is the droplet oscillation period, based on inviscid droplet
oscillation with small amplitude [25].
178
5.4. Numerical experiments
Case We Re I ηρ ηµ
A 2.27 122.2 0.0 622 116.5
B 9.33 116.2 0.0 622 116.5
Table 5.4: Dimensionless parameters for the collision of tetradecane droplets in
atmospheric air.
Air density ρc 1.225kgm−3
Air viscosity µc 1.827× 10−5Nsm−2
Tetradecane density ρd 762kgm−3
Tetradecane viscosity µd 2.128× 10−3Nsm−2
Surface tension σ 2.65× 10−2Nm−1
Table 5.5: Physical properties for the collision of tetradecane droplets in atmo-
spheric air.
Fig. 5.18 and 5.19 show a comparison of the present results against experiments
reported by [38]. For the parameters here selected the droplets bounce off with-
out coalescence. The droplet sequences illustrate the bouncing collision with in-
creasing Weber number, moreover, the numerical simulations performed by multi-
marker/level-setmethod compare fairlywell in terms of the droplet shape and phase.
Similar results were reported by [23] using a coupled volume-of-fluid/level-set method.
Figure 5.20 shows the pressure and the velocity field as they advance in time. As the
drops approach each other the pressure between them builds up, leading to the for-
mation of a dimple (see Fig. 5.20, t∗ = 0.79). As consequence, the droplets become
flatter and the ambient fluid between them is pushed away leaving a thin film of
fluid between the droplets, and conversion of the droplet kinetic energy into surface
tension energy. The kinetic energy is also partly dissipated through the internal mo-
tion within the droplet and, to a much smaller extent, the gas flow inside the gap.
Due to the large pressure build up, the drops rebound (see Fig. 5.20, t∗ = 1.11) and
the film resumes its dimpled shape until the drops are almost round (see Fig. 5.20,
t∗ = 1.59). The above results therefore support the adequacy and accuracy of the
computational simulation of binary collision with bouncing outcome.
5.4.3 Gravity-driven bubbly flow in a vertical pipe
With the confidence that multi-marker/level-set method has been validated, this sec-
tion is devoted to explore the gravity-driven bubbly flow in a vertical pipe. The
objective of this test-case is to demonstrate the capability of the presented numer-
ical method to perform long-time simulation of bubbly flow in a confined domain
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without numerical coalescence. Despite simulations of homogeneous bubbly flows
have been reported in the past using the front tracking method or Lattice-Boltzmann
method (e.g. [6],[7], [15], [61]), this is the first time that amultiple marker approach is
used in the context of the conservative level-set method to perform such simulations.
Figure 5.21: Monodisperse gravity-driven bubbly flow. (a) Computational setup
and initial condition. Free bubble array. (b) Mesh configuration (hexahedral cells)
and boundary conditions. (c) Superimposed mesh (red) used in space-averaging
In this work, the computational set-up is specified as a vertical cylinder bounded
by a rigidwall, with gravity in the−y direction. The size of the domain is (DΩ, HΩ) =
(5d, 4d), where d is the initial bubble diameter, DΩ is the cylinder diameter and HΩ
is the cylinder height, as shown in Fig. 5.21a. Imposed boundary conditions are
non-slip at the rigid wall and periodic on the streamwise (y-direction). In this way
bubbles go out of the domain on the top side, and they come back in the domain
again from the opposite side. The mesh was generated by a constant step extrusion
of a two-dimensional unstructured grid of quadrilateral cells along the symmetry
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Figure 5.22: Homogeneous bubbly flow at Eo = 3, M = 1 × 10−3, ηρ = 10
and ηµ = 10. (a) Time evolution of Reynols number given by Eq. 5.25 and
5.26. (b) Time evolution of the dimensionless radial distance for each bubble,
(r∗ = 2(x2i +z
2
i )
1/2D−1Ω ), hence, r
∗ = 0 is on the symmetry axis of the cylindrical
domain and r∗ = 1 is on the cylinder wall. (c) Instantaneous bubble distribution
and velocity field.
axis of the cylindrical domain, being the step size HΩ/Nplanes, where Nplanes is the
number of planes in which the vertical axis is divided; therefore, the tridimensional
mesh is conformed by hexahedral volumes as shown in Fig. 5.21b and Table 5.6.
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Figure 5.23: Two bubbles from the Eo = 3,M = 1×10−3, ηρ = 10 and ηµ = 10.
The gravity-driven bubbly flow is simulated in a vertical column with a station-
ary free surface, hence, an additional body forcewas imposed on both fluids to adjust
the pressure gradient such that the flow rate of the fluid phase is exactly zero [61].
Following the work of [6] and [61], this force is equivalent to the pressure gradient
generated by the base of a flow container which prevents the gravitational force to
cause the acceleration of the entire flow field in the downward vertical direction.
Indeed, a constant force equal to the space-averaged density times the gravitational
acceleration, ρ0gwhere ρ0 =
∫
Ω
(φd(x, 0)ρd + (1− φd(x, 0))ρc) dV , is subtracted from
the right hand side of the Navier-Stokes Eq. 5.1 (see [6]). As a consequence, the ve-
locity field of the bubbles in the whole domain will be oriented upwards. Since both
fluids are assumed to be incompressible, the overall volumetric fraction of dispersed
fluid phase, 〈αd〉 = 2ndpid3/(3piD2ΩHΩ), is constant throughout the simulation. A free
bubble array of bubbles are initially placed in a quiescent liquid following a random
pattern, as shown in Fig. 5.21a. According to the work of [10], the gravity-driven
bubble motion in an infinite domain can be characterized by the Eötvos number,
the Morton number and the ratios of viscosity and density, which are defined in Eq.
(5.17). Physical and geometrical parameters used in this section are summarized in
Table 5.6. The accuracy of the present level-set method with respect to simulation of
single buoyant bubbles has been shown in [2] and it has been found that about 25
grid points per bubble diameter are sufficient for accurate capturing of bubble dy-
namics. However, in order to improve the resolution of films formed when bubbles
collide, 40 grid points per bubble diameter are used.






for i = 1, .., nd (5.23)









Figure 5.24: Homogeneous bubbly flow at Eo = 3, M = 1× 10−3, ηρ = 10 and
ηµ = 10. Bubbles trajectories.





where ey is a unit vector parallel to +y direction. Finally, the average Reynolds
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Figure 5.25: Homogeneous bubbly flow at Eo = 0.5, M = 1 × 10−8, ηρ = 10
and ηµ = 10. (a) Time evolution of Reynols number given by Eq. 5.25 and
5.26. (b) Time evolution of the dimensionless radial distance for each bubble,
(r∗ = 2(x2i +z
2
i )
1/2D−1Ω ), hence, r
∗ = 0 is on the symmetry axis of the cylindrical
domain and r∗ = 1 is on the cylinder wall. (c) Instantaneous bubble distribution
and velocity field.
Once the velocity of each bubble has been calculated by Eq. 5.23, the trajectory of the
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Figure 5.26: Homogeneous bubbly flow at Eo = 0.5, M = 1 × 10−8, ηρ = 10
and ηµ = 10. Bubble trajectories are integrated from Eq. 5.27 from t
∗ = [0, 15].







where 〈x0i 〉 is the initial position of the i
th bubble centroid.
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Case A B
Domain size (DΩ, HΩ) (5d, 4d) (5d, 4d)
Mesh: cells per plane 31518 31518
Mesh: number of planes 160 160
Mesh: number of cells 5.042× 106 5.042× 106
Mesh: cell size (h) ≈ d/40 ≈ d/25
Density ratio 10 10
Viscosity ratio 10 10
Number of bubbles 12 8
Average void fraction (< αd >) 0.032 0.021
Eötvos number 3.0 0.5
Morton number 1× 10−3 1× 10−8
Table 5.6: Physical and geometrical parameters for gravity-driven bubbly flow in
a vertical pipe.
Examining the velocity of each bubble in Fig. 5.22a and Fig. 5.25a, it is clear
that the velocity of the center of mass of the bubble swarm reaches a steady state,
while each individual bubble does not, furthermore they present oscillating rise ve-
locities. This transient behaviour is produced by the wake interaction of bubbles,
moreover, a nonuniform bubble concentration will induce a gradient velocity, which
will, in turn generate a lift force on the bubbles that influences the distribution of
bubbles. Also, the bubbles near the symmetry axis of the cylinder move faster than
the bubbles near the wall. This observation can be confirmed by the bubble trajecto-
ries plotted in Fig. 5.24 and Fig. 5.26. It can be seen that the bubbles move, not only
in streamwise direction, but also in radial direction, as shown in Fig. 5.22b. These
radial movements tend to align bubbles at approximately constant distance from the
wall (see Fig. 5.22b and Fig. 5.25b).A typical interaction event of a bubble-pair is
illustrated in Fig. 5.23, where one bubble accelerates in the wake of a leading bubble
until they collide, after which the trailing bubble pushes the leading bubble aside. A
similar sequence of images has been reported in [7], to illustrate the so-called “draft-
ing, kissing and tumbling ”process. Therefore, the long-time simulation presented
in this section demonstrates the feasibility of using the multiple marker level-set ap-





In this chapter we have presented a novel numerical method for interface advection
which has the additional ability to handle the interaction of multiple fluid particles
without numerical coalescence. The multiple marker level-set method, combines a
conservative level-set method on unstructured grids introduced in [2] with a multi-
ple marker approach, where separated fluid regions of the dispersed phase are rep-
resented by different level-set functions. Therefore, multiple interfaces can be solved
at the same control volume avoiding their numerical merging.
The results of drop impact on a liquid-liquid interface confirm that the multi-
marker/level-set method can be used effectively for the simulation of droplets in
a liquid, accurately representing the surface tension on the dynamics of the flow.
While the multiple marker approach prevents numerical coalescence of interfaces, a
better performance of the numerical method was obtained when the viscosity ratio
of the fluids is close to unity. A close agreement was found between present numer-
ical results and experiments reported by [30]. Then, numerical predictions of fully
three-dimensional collisions of two drops with bouncing outcome were performed.
Detailed comparisons with the time-resolved images obtained from the experiments
of [38] were used to validate the numerical method. Both qualitative and quanti-
tative agreements were obtained in terms of droplet shape and phase. Finally, the
unstructured multiphase solver has been used to perform numerical simulations of
gravity-driven bubbly flow in a vertical pipe of monodisperse and noncoalescing
bubbles. To the best of the author’s knowledge, this is the first time that an interface
multi-tracking approach is used in the context of the conservative level-set method,
moreover, numerical investigations of bubble swarms on vertical pipes has not been
previously reported. Thus, it is demonstrated that the present numerical method
is able to capture the dynamics of multiple deformable fluid particles, avoiding the
numerical coalescence inherent to standard formulations of level-set methods. One
possible extension of this work would be to vary the number of bubbles and flow
conditions to obtain bubble concentration and fluid velocity profiles. These profiles
can be used for the determination of the wall force and lift force closures as well as
appropriate boundary conditions for the averaged two-fuid equations.
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Chapter 6
Conclusions and further work
In this thesis a set of numerical methods based on level-set techniques have been
developed for the simulation of multiphase flows with surface tension effects. The
focus of this work has been on the simulation of interfacial flows, such as bubble and
droplet flows, where interfaces are clearly identified. The numerical methods have
been incorporated in an in-house C++ program called TermoFluids [2].
In Chapter 2, a finite-volume/level-set method for simulating incompressible
two-phase flows on collocated unstructured grids is presented. Special care is taken
to develop an accurate TVD flux limiter formulation to discretize the convective term
on unstructured meshes, avoiding unphysical oscillations in the level set function.
In order to improve accuracy and robustness, gradients and normals are computed
by the least-squares method. Surface tension is introduced through the CSF model.
The pressure-velocity decoupling has been solved by using a classical fractional-step
method. Such combination of numerical techniques, results in a robust algorithm
that allows to simulate virtually all kinds of two-phase flows with moving inter-
phase boundaries (e.g. bubbles, waves, liquid films, etc.).
In chapter 3, the conservative level-setmethod has been used to study the gravity-
driven flow of single and multiple bubbles. The numerical method offers a high de-
gree of accuracy in prediction of terminal Reynolds numbers, drag coefficient and
the bubble shape for a wide range of Eo and M numbers. The methodology de-
scribed is also capable of predicting the hydrodynamic interaction of bubble pairs
and bubble swarms. The numerical results showed that bubble shapes, Reynolds
numbers and wake patterns predicted by the CLS method agree well with experi-
mental and numerical findings reported in the literature. Numerical results of bub-
ble pair interactions are in good agreement with results reported in the literature.
For the conditions selected in this work (s = 1.5d, 0◦ 6 θ 6 90◦), both repulsive
and attractive interactions were observed for spherical and ellipsoidal bubbles, de-
pending of the Reynolds number and the initial configuration angle. The present
study exhibits some fundamental characteristics of the hydrodynamics of multiple
bubbles in a periodic vertical pipe. The performed simulations demonstrates that
the CLS method can be employed to deliver useful information on the dynamics of
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bubbly flow.
In Chapter 4, a coupled volume-of-fluid/level-set method is presented for sim-
ulation of surface-tension-driven interfacial flows. While the volume-of-fluid trans-
port relies on a robust and accurate polyhedral library for interface capturing, ge-
ometrical properties of interface (e.g. curvature) are calculated by using a level-
set function, which is reconstructed through a geometrical procedure. The method
has been validated on 2D and 3D test cases. The simulations reveal that numerical
schemes afford accurate results, moreover, conservation properties are shown to be
excellent while geometrical accuracy remains even for the most complex flows.
In Chapter 5, we have presented a novel numerical method for interface advec-
tion which has the additional ability to handle the interaction of multiple fluid parti-
cles without numerical coalescence. The multi-marker/level-set method, combines
a conservative level-set method on unstructured grids introduced in [1] with a mul-
tiple marker approach to represent separated fluid regions in the dispersed phase.
Therefore, multiple interfaces can be solved at the same control volume avoiding
their numerical merging. The results of drop impact on a liquid-liquid interface con-
firm that the multi-marker/level-set method can be used effectively for the simula-
tion of droplets in a liquid, accurately representing the surface tension on the dynam-
ics of the flow. While the multiple marker approach prevents numerical coalescence
of interfaces, a better performance of the numerical method was obtained when the
viscosity ratio of the fluids is close to unity. A close agreement was found between
present numerical results and experiments reported by [4]. Then, numerical predic-
tions of fully three-dimensional collisions of two drops with bouncing outcome were
performed. Detailed comparisons with the time-resolved images obtained from the
experiments of [5] were used to validate the numerical method. Both qualitative and
quantitative agreements were obtained in terms of droplet shape and phase. Finally,
the unstructured multiphase solver has been used to perform numerical simulations
of gravity-driven bubbly flow in a vertical pipe of monodisperse and noncoalescing
bubbles. To the best of the author’s knowledge, this is the first time that an interface
multi-tracking approach is used in the context of the conservative level-set method,
moreover, numerical investigations of bubble swarms on vertical pipes has not been
previously reported. Thus, it is demonstrated that the present numerical method
is able to capture the dynamics of multiple deformable fluid particles, avoiding the
numerical coalescence inherent to standard formulations of level-set methods. One
possible extension of this work would be to vary the number of bubbles and flow
conditions to obtain bubble concentration and fluid velocity profiles. These profiles
can be used for the determination of the wall force and lift force closures as well as
appropriate boundary conditions for the averaged two-fluid equations.
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Regarding the numerical methods and code developed in this work, the main result
of the present Ph.D. thesis is an efficient and robust unstructured multiphase solver
for simulation of free surface and interfacial flows with surface tension effects, which
is based on the conservative level-set method for interface capturing [1]. In addition,
a level-set methodology has been coupled with a volume-of-fluid method developed
by [3] in order to design an accurate solver for simulating surface-tension-driven in-
terfacial flows. Finally, a novel multiple marker level-set approach has been intro-
duced for simulation of deformable fluid particles without numerical coalescence,
which is an artifact inherent to standard formulations of interface capturingmethods
(e.g. level-set and volume-of-fluid). Therefore, using the aforementioned methodol-
ogy, now it is possible to perform Direct Numerical Simulations of bubble swarms,
which in the past could be simulated only by using the front tracking method [6].
The methodologies developed in this thesis have been tested in several multiphase
flows going from more canonical DNS cases to industrial complex configurations
using the same CFD code.
Now the numerical methods and code developed in this thesis can be extended
to include complex interfacial physics. Additional physics includes heat and mass
transfer, phase change such as solidification, boiling, evaporation and condensation,
adsorption and desorption, and chemical reactions. In general, additional interfacial
physics introduces a wide range of scales and resolving everything becomes a very
challenging task. In some cases the only viable approach may be the use of adaptive
mesh refinement methodology, with a fine resolution near to the interface where the
smaller scales have to be resolved, but allowing to use a coarser mesh size inside
each phase to reduce the computational cost[9].
Boiling flows are central to many industrial and natural processes. The high heat
transfer rate and the ability of fluids to store large amount of energy in the form of
latent heat make boiling particularly important in large-scale energy generation and
thermal energy storage. However, although their multiple applications, the evalua-
tion of boiling heat transfer is based mainly on empirical correlations, because DNS
methods are not sufficiently well established [8]. Thus, in future research, the DNS
techniques proposed in this work can be extended to incorporate an energy equa-
tion including phase change phenomena, in order to perform detailed simulations
of film boiling and nucleate boiling flows. Moreover, the unstructured formulation
of the conservative level-set method could open the possibility to explore new cases
including complex geometries.
The presence of surfactants can critically alter the dynamics of interfacial flows by
changing the surface tension. Surfactant physics is extremely complicated and com-
putational modeling of surfactants in multiphase flows is a challenging task [7]. The
interfacial and bulk surfactant concentration evolution equations have to be solved
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fully coupled with the incompressible Navier-Stokes equations, while a non-linear
equation of state is used to relate interfacial surface tension to surfactant concentra-
tion at the interface. An extension of the conservative level-set method can be used
to develop new numerical methods and to examine the effects of surfactants on the
migration of bubbles in buoyancy-driven and pressure-driven flows.
Another interesting phenomena is the thermocapillary migration of drops. A
non-uniform temperature field in the ambient fluid produces interfacial tension gra-
dients at the fluid interface that, in turn, induces shear stresses acting on the outer
fluid by viscous forces, and thus inducing a motion of the drops in the direction of
the temperature gradient [10]. This phenomena can play an important role under
the microgravity condition in the space as well as in many other scientific and engi-
neering applications. The multiple marker level-set method developed in this thesis
can be extended to incorporate the aforementioned thermocapillary effects in order
to perform numerical investigations of this kind of flows.
In many problems the interface between the fluid phases can be considered as
a free-boundary, which allows for the computation of the flow on the more dense
fluid only. Examples of this class of problems are the wave impact on offshore plat-
forms, the water flow on submerged bodies (e.g. submerged hydrofoil) and ship
hydrodynamics. In this regard, the conservative level-set method has been adapted
to develop a single-phase level set approach, where only the heaviest fluid phase
is solved [11]. These results are very promising, and further steps can include the
development of new methodologies for the simulation of waves (e.g. [12]).
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A standard level-set method for
simulation of incompressible
two-phase flows
A.1 Standard Level-set method
In this appendix, a standard formulation of the level-set method [7, 8] is presented.
Level-set methods (LS) are based on the representation of the interface by an isosur-
face of a smooth function, defined as the signed distance function,
d(x, t) =
{
−|x− xΓ| if x ∈ Ω1
+|x− xΓ| if x ∈ Ω2
(A.1)
where xΓ is the closest position vector on the interface to x, Ω1 is the subdomain
occupied by fluid 1, while Ω2 is occupied by the fluid 2. The evolution of the level-
set function is given by,
∂d
∂t
+ v · ∇d = 0 (A.2)
If∇ · v = 0 the last equation can be written as follows
∂d
∂t
+∇ · dv = 0 (A.3)
Since d is the signed normal distance from the interface, it should satisfy the con-
straint
||∇d|| = 1 (A.4)
This is achieved by solving for steady state the re-initialization equation:
∂d
∂τ
+ sign(d)(1−||∇d||) = 0 (A.5)
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Here ε = 1.5h, while h is the local cell size. For incompressible flows, the mass of
each phase is conserved in time, however, the numerical discretization of the level-
set formulation does not preserve this property. To overcome this issue, a global




M |t=0 −M |τ¯
M |t=0
(A.7)
where M |τ¯=0 is the initial total mass of the reference phase, while Mτ¯ is the total




















if |d(xP , t)| 6 ε
1 if d(x, t) > ε
(A.9)
where ε = 1.5h and h is the cell size. From the level-set function, d(x, t), the curvature
κ is obtained by the following equation
κ = ∇ · n (A.10)







Here ∇d is calculated by using the least-squares method [1]. The reader is referred
to [1] (or Chapter 2) for details on the finite-volume discretization of Eq. A.10, and
the application of the least squares method for gradient evaluation.
The level-set Eqs. A.3 and A.5 are discretized using the finite-volume method
according to [1]. Gradients are computed by the least-squares method [1]. The con-
vective term of Eq. A.3 is solved by using a TVD Superbee limiter as proposed in [1],
while time integration is performed by a first order Euler method.
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The standard level-set method has been coupled with an unstructured collocated
Navier-Stokes solver introduced by [1] (or Chapter 2). In the aforementioned work
the velocity-pressure coupling is solved by means of a classical fractional step pro-
jection method [3], while the surface tension force in momentum equations (see [1])
is calculated according to the continuum surface force model (CSF) introduced by
[2]. In standard level-set methods [8] the CSF model takes the form
σκnδΓ = σκδε∇d (A.12)
where∇d is computed by the least-squaresmethod [1]. The delta function δε is given
by










if |d(xP , t)| 6 ε
0 otherwise
(A.13)
with ε = 1.5h [8]. Physical properties in standard level-set methods [8] are regular-
ized by
ρ = ρ1Hε + ρ2(1−Hε) (A.14)
µ = µ1Hε + µ2(1−Hε)
The reader is referred to [1] (Chapter 2) for technical details on the spatial dis-
cretization and temporal discretization of the Navier-Stokes equations on collocated
unstructured grids. The solution procedure used in this appendix is summarized as
follows:
1. Initialize v(xP , 0), d(xP , 0), physical properties and interface geometric proper-
ties (κ and n).
2. The time increment∆t, which is limited by the CFL conditions and the stability



















where C∆t = 0.1 for the current LS method, and h is the cell size.
3. The interface is advected by solving Eq. A.3.
4. The signed distance function d(x, t) is re-initialized by solving Eq. A.5 for
steady state.
5. The signed distance function is re-initialized by solving Eq. A.7 for steady
state. Thus, the mass conservation error is limited.
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6. The curvature is computed by using the Eq. A.10.
7. Physical properties (ρ, µ) are updated by using the Eq. A.14.












n)+ ρg+σκδcosε ∇h(d) (A.16)







sents the diffusion operator, andAh(ρv) = ∇h ·(ρvv) is the convective operator.













Discretization of Eq. A.17 leads to a linear system, which is solved by using a
preconditioned conjugate gradient method.
10. The resulting velocity v∗ from Eq. (A.16), does not satisfy the constraint∇·v =
0. Therefore it is corrected by





11. In order to avoid pressure-velocity decoupling when the pressure projection is
made on collocated meshes [11, 12], a cell face velocity vf is calculated so that


















where P and F are denoting the adjacent cell nodes to the face f .
12. Repeat steps 2-11 until time step required.
A.2 Two-dimensional rising bubble
This benchmark problemwas selected for code validation in previous chapters. There-
fore, the reader is referred to [1] or Chapter 2 of this thesis for a detailed description
of the computational setup, initial conditions and boundary conditions. The numer-
ical results are summarized in Figs. A.2 and A.2 for uniform cartesian meshes of
different cell size (h). Numerical results are in close agreement with reference data
reported by [5, 6].
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Figure A.1: Comparison of signed distance functions for (h, t) = (1/160, 3). (a)
Eq. A.7 is not solved. (b) Eq. A.7 is solved for steady state.
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Figure A.2: Two-dimensional rising bubble on uniform cartesian meshes. Here,
Eq. A.7 is not solved. (a) rise velocity (b) circularity (c) bubble centroid (d) error





Figure A.3: Two-dimensional rising bubble on uniform cartesian meshes. Here,
Eq. A.7 is solved for steady state. (a) rise velocity (b) circularity (c) bubble centroid
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An industrial application of the
CLS method: Oscillating water
column
An oscillating water column (OWC) is a wave energy converting system which
is partially submerged, open below the water free surface. The device consists of
a wave capture chamber, a platform for an air turbine and an air chamber. When
waves approach the device, they enter under the partially submerged lip that traps
air in a piston type system, forcing the air upwards through the air turbine. This
pressure forces the turbine to spin, which is directly coupled to an electrical gener-
ator. As the waves retreat, air enters back into the air chamber from the other side
of the turbine keeping it spinning. Numerical simulation of the free surface flow in
a OWC system, in order to calculate the energy power produced by the turbines, re-
quires the solution andmodelling of threemain aspects. First, solution of the discrete
Navier-Stokes equations to obtain velocity and pressure fields. Second, evaluation
of an interface tracking method to follow the free surface as it moves. Third, imple-
mentation of a wave generation model to reproduce the typical waves found in open
seas.
Themain objective of this work is to simulate the free surface flow in an industrial
OWC system, hence, numerical methods to be used need to present good accuracy
versus computational cost ratio. In this way, the conservative Level-Set method suit-
able for 3D unstructuredmeshes introduced in [1] has been chosen, which is fast and
accurate enough to deal with problems related to these type of industrial multiphase
flows.
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Figure B.1: Schematic diagram of the numerical wave flume. Subdomain Ωw is
filled with water and the outer medium Ωa is occupied with air.
B.1 Numerical wave generation
Wave maker is implemented by relaxation of analytical [2, 3, 4] and numerical solu-
tions,
ψrelaxed = ξ(x)ψanalytical + (1− ξ(x))ψnumerical (B.1)













if x1 < x 6 x2
0 if x > x2
(B.2)
The analytical solution of the two layer potential flow [2, 4, 3] is used for relaxation
of ψ in the wave maker zone. The surface elevation, y, of the wave traveling in the
x-direction is
y = Asin(κx− ωt) (B.3)
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where κ = 2pi/λ, ω = 2pi/T . The velocity components, pressure and level set func-
tion in the air are given by

ux = U −BaκcAsin(κx− ωt)cosh(κ(y − ha)),




2Bacosh(κ(y − ha))sin(κx− ωt) +
1
2
(v · v) + g · eyx · ey) (B.5)
φ = 0 (B.6)
where, U is the wind speed, c is the wave speed, A is the wave amplitude, λ is the
wave length, T is the period, hw is the water depth and ha is the air depth. In water,
they are given by

ux = BwκcAsin(κx− ωt)cosh(κ(y + hw)),




2Bwcosh(κ(y + hw))sin(κx− ωt) +
1
2
(v · v) + g · eyx · ey) (B.8)









The dispersion equation takes the following form
ρwω
2coth(κhw) + ρa(ω − κU)
2coth(κha) = (ρw − ρa)gκ (B.11)
B.2 Numerical simulation of Anortec’s OWC system
This appendix is based on a technical report [6] developed as a first approach to
assess TermoFluids [5] multiphase capabilities in simulating a oscillating water col-
umn (OWC) system proposed by Electric Waves-Anortec. Following the work of [1],
the Navier-Stokes equations are solved in a finite-volume basis using a collocated
mesh arrangement. The air-water interface is tracked by the conservative Level-Set
method [1] and waves are generated by the wave maker introduced in Section B.1.
The free surface flow in Anortec’s OWC system is solved using a computational
domain of dimensions [0, 40]× [0, 25.5]× [0, 40]meters in the x, y and z directions re-
spectively, with vertical symmetry axis of the OWC structure centered at position(20, 0, 20),
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Figure B.2: Computational setup.
as shown in Fig. B.2. The OWC system is composed of three turbines; indicated
as T 1,T 2 and T 3, oriented to the incoming wave as shown in Fig. B.2. Neumann
boundary condition is imposed at x and z planes, no-slip boundary conditions are
prescribed at sea ground (y = 0) and surface of the OWC device, a pressure-based
condition accounting for atmospheric pressure is used at the air boundary (y = 25.5)
and a similar one to represent the pressure decay at turbines outlet.
As a first test, a wave of period T = 3.58s seconds, wave length L = 20m and
amplitude a = 1.5m is generated by the wave maker. It has been also considered to
create waves with period T = 10s seconds but it is not feasible yet, since the relation
between period and length for monochromatic waves determines that a wave of
length 120m is needed. The pressure drop through the turbine and its power are








2 + cT |Q| (B.13)
where Q stands for air volume flux inm3/2, CT is a flux coefficient, RT corresponds
to the turbine radius in meters, turbine pressure PT is calculated in Pa and turbine
power PwT is given in kW . Please the reader is referred to [6] for the parameters
{CT , aT , bT , cT } selected in the present simulations.
The problem is solved up to t = 100s by using an unstructuredmesh of 1.2MCV s
with tetrahedral volumes, partitioned in 128CPUs. Details of the three-dimensional
grid, which has been cutted by different y planes, are shown in Figure B.3. Addition-
ally, the domain decomposition parallelisation utilized is represented by different
colors. The cluster JFF of the CTTC was used to carry out these simulations. It is
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composed of nodes with 2 AMD Opteron (16 cores per CPU) linked with an infini-
band QDR 4X with latencies of 1.07µs and a 40Gbit/s bandwidth.
Wave propagation at different time instants are depicted in Figures B.4 and B.5.
The waves are created at the wave maker (inlet) and transported through the do-
main, moreover, they are broken due to the OWC structure. Figure B.6 shows the
time evolution of the power for each turbine. As future work three main aspects will
be considered. First, validation of the multiphase model will be carried out by com-
paring numerical results to experimental data provided by Electric Waves- Anortec,
and second themaximum theoretical power extracted from the turbines can be calcu-
lated by simulating their naked chambers instead of placing them inside. Regarding
the first point, a validation work has been performed in [7].
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Figure B.3: Mesh configuration: The computationa domain has been divided in
2× 106 tetrahedral volumes.
212
References
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Figure B.6: OWC turbines wave power extraction from time simulation 0 to 30
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