The paper reviews the hurdles while trying to implement the OLAC extension for Dravidian / Indian languages. The paper further explores the possibilities which could minimise or solve these problems. In this context, the Chinese system of text processing and the anusaaraka system are scrutinised.
Introduction
Though the OLAC extension for Dravidian languages (can be extended to all Indian languages) was proposed (B Prabhulla Chandran Pillai, 2009) , it is may not be effective if we don't address the issues with regard to the Machine Translation (MT) process and the processing of Indian languages. For example the current architecture won't support the multiplatform multilingual system, in the context of Indian languages. This can be comprehended well if we look at it from a Computational Linguistic point of view.
Anusaaraka system implementations simplify the problems associated with the MT process. Also by supporting a commonsense based approach, the system can be improvised further ((B Prabhulla Chandran Pillai, 2009) . The issues associated with the inefficiency in text processing can be solved to a considerable extend by following the Chinese text processing systems (Maruf Hasan, 1995) which use Double Byte Coding. Since Indian Languages (especially the Sanskrit based ones) have been using Single Byte coding for text processing, the processing capabilities (of current method) are low.
Review
The non-availability of lexical resources is a potential challenge for any researcher whose works are pivoted around the field of NLP on Indian languages. Many proposals like the developing of a bilingual electronic dictionary (mostly done as a collaborative effort) helped the researches to fix the issue to a good extend. Later, with the proposal (and implementation) of anusaaraka system this problem was addressed properly.
Building a fully-automatic general purpose high quality machine translation system (FGHMT) is not a practically viable solution. So the only option is to improvise the proposal of anusaaraka-like systems.
Further, Sanskrit based Indian Languages are relatively difficult for a computer to process owing to their two dimensional features. But a simple analysis of the Chinese Information Processing Technique shows that their method is quite efficient. This force us to model a system for Sanskrit based Indian Languages, which is akin to the Chinese Information Processing Technique. This can be done on a Multilingual System Architecture (Maruf Hasan, 1995) as illustrated below.
Indian languages are not processed effectively by computers, except for word processing purpose. This situation will change if we follow Double Byte Coding just like the case where a double byte code (called as the Internal Code) is used for every Chinese ideographic character. 'Software System Architecture figure' allows us to comprehend the architectural changes demanded by the system.
Analysis and Suggestions
A 16x16 bitmapped font (primarily for display) is made and saved as a binary file for representing a given Chinese ideographic character. And for printing 24x24, 48x48 bitmapped fonts are used. And for receiving the input various schemas are used, out of which the PinYin-HanZi conversion input method is very popular. This method gives a keyboard layout to the user using the phonetic alphabet. A figure' (between Devanagari and Bengali), one can understand how closely the languages are related (even though the scripts are different). This is true for all the above mentioned languages.
The complexity of the languages arises due to multiple reasons. For example; consonants and vowels, consonants and consonants may combine Figure: Software System Architecture together and that form may look differently. In some cases, vowels wrap its host consonant. Glyphs of the letters (and their variations) are employed by most of the systems for making their font set as shown below:
Thus the user will have to use a keyboard layout which is based on glyphs, to provide the input. Even if we succeed in effectively processing this, the OLAC extension is not completely feasible unless we figure out a way by which the text in one Indian language accessible in another Indian language. As we said, this can be done using anusaaraka system. This system also employs the methodology wherein we incorporate the common sense knowledge in processing the language. Here the load is shared between man and computer; in such a way that the language load is taken care of by the machine and the interpretation of the text is done by man.
The free-order of words is a feature of any Indian language and 'information that relates an action (verb) If the 'reader' (processing part) is human, then he knows that Ram is the name of the individual and 'bread' is for eating. But as far as the computer is concerned both these nouns are same. Still we can process the language to a great extend by morphological processing and using bilingual dictionary. But a human being may also perform a language related analysis or generation, which will make the translation untruthful to the original text. This can be solved by employing the anusaaraka system, as shown above.
Here is another example that shows a similar action: In this way, inter-conversion between Indian languages can be done effectively.
There are even many algorithms in Artificial Neural Network (ANN) that can help the machine to learn ideas. We can also employ Agent based systems (ABS) for assisting in machine learning.
Conclusion and Remarks
Though processing of the languages and MT are two difficult tasks that makes OLAC extension difficult, those issues can be solved by adopting a Double Byte Coding for the language and using anusaaraka system. Further this can be improvised by employing the ANN and ABS algorithms.
Thus a researcher can easily extend OLAC so as to enable processing and preservation (using MT) of Indian languages; rather than just being an index for finding data, tools and resources. And OLAC can use its present index structure to do (and organize) this must-do task effectively.
