In this paper, we provide a rigorous derivation of asymptotic formula for the largest eigenvalues using the convergence estimation of the eigenvalues of a sequence of self-adjoint compact operators of perturbations resulting from the presence of small inhomogeneities.
Introduction
In the past decades, the Laplacian spectrum has received much more and more attention, since it has been applied to several fields, such a randomized algorithms, combinational optimization problem and machine learning. One of this attention, the so-called largest eigenvalue [8] , [9] plays an important role in many techniques of multivariate statistics, including the principal Component Analysis, and possibility of their using in statical tests as test statistics [18] . For example, the study of sample covariance matrices in fundamental multivariate analysis. In this setting, relatively little is known about the distribution of the largest eigenvalue [10] , [7] , [17] . The present paper give an asymptotic expansion for the largest eigenvalues using the convergence estimation of the eigenvalues of a sequence of self-adjoint compact operators in perforated domain which are deeply based on the Osborn ′ s formula in [15] . Let Ω be a bounded domain in IR 2 , with lipchitz boundary ∂Ω. Let ν denote the out unit normal to ∂Ω and assume it has a smooth background conductivity 1. We suppose that Ω contains a finite number of small inhomogeneities each of the form z l + ǫB l , where 
The eigenvalues problem in the presence of imperfections consists of finding {λ
such that there exists a nontrivial eigenfunctions {u
that is solution to
in Ω,
It is well known that all eigenvalues of (1) are real, of finite multiplicity, have no finite accumulation points and there corresponding eigenfunctions which make up an orthonormal basis of L 2 (Ω). This paper is organized as follows. In section 2, we give some preliminaries results. In section 3, we derive the asymptotic expansion for the Largest eigenvalue using the convergence estimate of the eigenvalues of a sequence of self-adjoint compact operators and applying the Osborn ′ s formula.
Some preliminaries results
To derive the asymptotic formula for the eigenvalues we will use a convergence estimate of the eigenvalues of a sequence of self-adjoint compact operators. Let X be a (real) Hilbert space and suppose we have a compact, self-adjoint linear operator T : X → X along with a sequence of compact, self-adjoint linear operators T ǫ : X → X such that T ǫ → T pointwise as ǫ → 0 and the sequence {T ǫ } is collectively compact. Let µ be a nonzero eigenvalue of T of multiplicity m. Then we know that for small ǫ, each T ǫ has a set of eigenvalues counted according to multiplicity, {µ 
If φ 1 , . . . , φ m is an orthonormal basis of eigenfunctions associated with the eigenvalue µ, then there exists a constant C such that for j = 1, . . . , m the following Osborn ′ s formula holds
where (T −T ǫ )| span{φ j } 1≤j≤m denotes the restriction of (T −T ǫ ) to the m-dimensional vector space spanned by φ j 1≤j≤m .
In our case, let X be L 2 (Ω) with the standard inner product. For any g ∈ L 2 (Ω), we define T ǫ g = u ǫ and T g = u, where u ǫ is the solution to
and u is the solution of
∂u ∂ν
The function g → (−∆)
. From the standard H 1 estimates we get the following lemma:
Moreover, the family of operators {T ǫ } is collectively compact. 
in the other word,
for any j = 1, 2, . . . , m, such that θ(1) independent of i.
Proof. From [4] , the proof is based in the following asymptotic expansion
then ω ǫ is the characteristic eigenvalue and D Ω is the double layer potential. We obtain from this asymptotic expansion the following leading-order term of λ i − λ ij ǫ in two dimensions as follows
this formula is exactly the one derived by Ozawa in [16] , see also Besson [6] , so as ǫ tends to 0 we get our desired result.
Asymptotic expansion of the largest eigenvalues
In this part, we assume that the domains D l ǫ , l = 1, 2, . . . ,m, satisfy
which the following theorem holds 
where C is independent of ǫ and λ i .
2)
3)
To prove the Theorem 3.1, we need this following lemma
where 
2 is the associated eigenvalue.
Proof. For a round disk of radius R, the Helmholtz equation (∆ + λ i s )u ij = 0 can be expressed in the polar coordinate system in the following form (we can see [14] )
One can seek a solution of the last equation as Fourrier expansion over 0 ≤ θ ≤ 2π, that
Then, for each U si (r), due to linear independence of trigonometric functions, we arrives at to ordinary differential equation
whose only solution regular inside the disk is the Bessel function of the first kind and order m (see Abramowitz and Stegum, 1965) . Therefore a complete system of linearly independent solutions for our equation, can be chosen as {J s ×e (±Isφ) }, with the boundary Neumann condition J ′ s = 0. By a separation of the variables we can write u ij s (r, φ) = c si U si (r)e ±Isφ , where c si is a constant and U si (r) satisfies
Using the definition of the Bessel function [1] we can deduce that,
we get,
Now, we give an important result about the eigenvalue λ i , which will be described by this lemma Lemma 3.3. As i tends to ∞, we have:
Proof. We proof our lemma firstly in the case of a disk and after we study the general case.
• The case of a disk:
Our proof are based of this relation λ i s = (
From, [19] , if we fix s thus β si have the following asymptotic expansion
Then, we have
• The general case:
Here we use the Weyl ′ s Asymptotic Formula in [20] to get the asymptotic expansion for the eigenvalues. Let X be a Riemannian manifold and ∆ be the Laplace operator on X. It is well-known that if X is compact then the spectrum of −∆ is discrete and consists of an increasing sequence
of the eigenvalues (counted according their multiplicities) where λ 1 = 0 and
where µ is the Reimannian measure on X and c n > 0 is a constant depending only on n.
According the last theory in our case when, i is large, λ 1 = 0 corresponding to
= Ω and µ(Ω) = |Ω| we can prove the above lemma. Now, we prove Theorem 3.1
Proof of Theorem 3.1. We derive this theorem firstly in the simple case when Ω is a disk and after we study the general case;
The eigenvalue {λ i s } i,s=0,1,2,... of −∆ in a disk Ω of radius R in IR 2 have two multiplicity and they are the solutions of the following system:
From the Lemma 3.1, we have the following result
Then, we study the eigenfunction
).
3. If we fixe s and we choose i = E( 1 ǫ α ), we find
Using, this three assertions we can deduce that |
| is uniform bound for s and
where C is independent of ǫ and λ i , where satisfied for the case of a disk. Now, let's turn to the general case;
From [4] , u ij can be represented as
where S √ λ i D ϕ(x) the single layer potential of the density function ϕ on ∂D, which can be defined as S
On the other hand, we have the following result, let ϕ ∈ L 2 (∂D),φ(x) = ǫϕ(ǫx + z), x ∈ ∂B. Then, for x ∈ ∂B, we have
Then, using the Lemma 3.2 we can get the assertion (1) deduced easily such that,
Finally, the last two assertions may be deduced easily after we calculate ∇u ij √ λ i and
Estimation energy
In this section, when the inclusions are not degenerate (i.e. their conductivity k l > 0, k l = 1) the first term the expansion of u ǫ solution to (5) is the background potential u solution to (6) . In fact, u ǫ converges strongly in H 1 (Ω). This is the consequence of the following estimate of the H 1 (Ω) norm of u ǫ − u.
Lemma 3.4. Let u ǫ be the solution to (5) and u solution to (6) for a given g ∈ L 2 (Ω). Then there exists a constant C, independent of ǫ, u and the set of points (z l ) N l=1 such that the following estimate holds:
Proof. The proof of the above lemma is based in the following estimate
. (16) where υ is the unique solution of the following transmission problem:
andΩ = 1 ǫ Ω. Then, from [12] we put
Using the unperturbed problem and setting λ = λ j (ǫ), we see that ω(ǫ) solves:
For z ∈ IR, we define the function θ by
then trivially remark,
and consequently, |θ(ω(z))| ≤ |θ(0)| + λ|z|.
Now, it turns out from the definition of ω that ω(ǫ) → 0 as ǫ → 0 and so by u(ǫy
> 0, we get,
, for x ∈ D ǫ .
Moreover, we recall that λ(ǫ) → λ 0 . Now it is useful to introduce the following functioñ θ(ω(ǫ)) = λω + (λ − λ 0 )(u(ǫy) + ǫυ(y)), and the second term is bounded by
.
These estimate give
Next, we can write in Ω, −∆ω(ǫ) =θ(ω(ǫ)).
By integrating by parts, we find that the function ω(ǫ) is a solution to the following problem
If we take v = ω(ǫ) we can deduce that:
Then, by Poincare's inequality, there exist some positive constant C(Ω) such that
Since ω and ∇ω are uniformly bounded in Ω. There exist some constant independent of ǫ such that C(Ω) ≤ C 0 , which give
which concludes the proof. Now, we have this remark 
where for p = 1, 2, φ
p is the unique function which satisfies
with φ 
Derivation of the asymptotic expansion for the largest eigenvalues
In (4), we obtain
where
If we take i = ( 1 ǫ α ) with 0 ≤ α ≤ 1, we deduce from Lemma 3.5,
Then according to Theorem 3.1 and Lemma 3.7 with u = u ij
This gives
We integrate by parts and use the transmission conditions satisfies by υ ij ǫ across ∂D ǫ , we get
where υ is defined in (17) (with 1 λ i u ij in place of u), inserting this into the above formula we get
Note that
From (12) we also have
this gives that
Using the Lemmas 3.5 and Theorem 3.1, we deduce that
where C(k, B) independent of i.
We conclude that
In the same time we have
From Theorem 3.1, the Taylor expansion of u ij is
where θ(x 2 ) independent of i. This gives that:
where, θ(ǫ 3 ) independent of i.
At the same time, by a Taylor expansion of u ij in (33) about x = 0, we obtain
where θ(ǫ 3 ) independent of i. We choose 0 ≤ α ≤ 1 and inserting the above identity, (29), (28) in (27), we get
We now use the fact
where φ p is defined in (23). Putting v ij = u ij √ λ i we obtain the following expansion
where M is the polarisation tensor which is defined in (22) and θ(ǫ Proof. We easily see that far all j = 1, . . . , m (see [12] for more details) 
The fact that
where C is independent of λ i and ǫ which complete the proof.
So, the following theorem holds. 
where M l is the polarisation tensor associated to B l and λ E( 
