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1. Introduction
For an operator T on a Hilbert space H, the first antieigenvalue of T , μ(T), is defined by Gustafson
to be
μ(T) = inf
Tf =0
‖f‖=1
Re(Tf , f )
‖Tf‖ (1)
(see [3–7,9]). The quantityμ(T) is also denotedby cos T and is called the cosine of T . The quantityμ(T)
has applications in the study of the numerical range of operators, numerical methods, and statistics
(see [8,10,11,21]). It is proved in Gustafson [11] that for an accretive operator T we have sin T =√
1 − cos2 T where sin T is defined by sin T = inf>0 ‖T − I‖ . A vector f for which the inf in (1) is
attained is called an antieigenvector of T .
E-mail address:mseddigh@indiana.edu
0024-3795/$ - see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2010.11.020
1396 M. Seddighin / Linear Algebra and its Applications 434 (2011) 1395–1408
In [13] a more general notion called slant antieigenvalue was introduced, where Re(Tf , f ) in the
original antieigenvalue theory was replaced by a linear combination a Re(Tf , f )+ b Im(Tf , f ). In other
words, we considered antieigenvalue functionals with numerators ((a Re T + b Im T) f , f )where Re T
andIm T are weighted in any angular way desired.
Definition 1. For a pair of real numbers a and b, at least one of them nonzero, we define the weighted
or slant antieigenvalue of T to be
μw(T) = inf
Tf =0
a Re(Tf , f ) + b Im(Tf , f )√
a2 + b2 ‖Tf‖ ‖f‖ (2)
A vector f for which the inf in (2) attained is called a slant antieigenvector for T . (2) can also be
expressed as μw(T) = μ(e−iθT) where a+ib√
a2+b2 = eiθ .
In another paper by Hossein et al. [16] the notion of symmetric antieigenvalue of an operator T was
defined by
μs(T) = inf
Tf =0
Re(Tf , f ) + Im(Tf , f )√
2 ‖Tf‖ ‖f‖ (3)
Note that (3) is a special case of (2) with a = b = 1.
In two back to back papers published in 2004 and 2005, Gustafson [9] and Seddighin [20] studied
the joint antieigenvalue or interaction antieigenvalue between two operators from two completely
different perspectives. The quantity
μ(T, S) = inf
Tf =0,Sf =0
Re(Tf , Sf )
‖Tf‖ ‖Sf‖ (4)
is called the joint or interactive antieigenvalue between operators T and S. A vector f for which the
infimum in (4) is attained is called a joint antieigenvector of T and S.
In this paper, we introduce the general notion of slant joint antieigenvalue, where Re(Tf , Sf ) in
the original theory is replaced by a linear combination a Re(Tf , Sf ) + b Im(Tf , Sf ). In other words, we
consider antieigenvalue functionals with numerators a Re(Tf , Sf )+ b Im(Tf , Sf )where Re(Tf , Sf ) and
Im(Tf , Sf ) are weighted in any angular way desired.
The author andGustafsonhave studiedμ(T) for normal operators onfinite and infinite dimensional
spaces in [12,14,19,22]. See also Davis [1] andMirman [17]. The slant antieigenvalueμw(T) for normal
operators on finite and infinite dimensional spaces was studied by Gustafson and Seddighin in [13].
The following theorem summarizes what we know about μw(T) for general normal operators T . See
[13] for its proof.
Theorem 1. Let T be a compact normal operator on a separable complex Hilbert space H. Suppose
λj = βj + iδj
are theeigenvaluesof T with respect toanorthogonalbasis, thenμw(T) is obtained for slantantieigenvectors
associated with a particular index i or index pair (i, j) as follows. For a given pair of real numbers a and
b, define γj = aβj + bδj . Let E(λi) be the eigenspace corresponding to λi and P(λi) be the orthogonal
projection on E(λi). For each vector f let zi = P(λi)f . If f is a slant antieigenvector and ‖f‖ = 1, then we
have one of the following cases:
(I) Only one of the vectors zi, is nonzero, i.e., ‖zi‖ = 1, for some i, and ∥∥zj∥∥ = 0 for j = i. In this
case we have:
μw(T) = γi√
a2 + b2 |λi|
(5)
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(II) Only two of the vectors zi and zj are nonzero and the rest of the components of f are zero, i.e.,‖zi‖ = 0, ‖zi‖ = 0 and ‖zk‖ = 0 if k = i and k = j. In this case we have:
‖zi‖2 = γj
∣∣λj∣∣2 − 2γi ∣∣λj∣∣2 + γj |λi|2(
|λi|2 − ∣∣λj∣∣2) (γi − γj) (6)
and
∥∥zj∥∥2 = γj
∣∣λj∣∣2 − 2γi ∣∣λj∣∣2 + γj |λi|2(
|λi|2 − ∣∣λj∣∣2) (γi − γj) (7)
Furthermore
μw(T) =
2
√(
γj − γi) (γi ∣∣λj∣∣2 − γj |λi|2)
√
a2 + b2
(∣∣γj∣∣2 − |γi|2) (8)
If T is an accretive normal operator on a finite dimensional Hilbert space, we can identify the pair
of complex numbers in the spectrum of T (among all possible pairs) which express (6), (7), and (8)
above. See [13] for details.
In [20] we computed μ(T, S) and μ(ST) for operators T and S belonging to the same normal
subalgebra of B(H). Let B(H) be the algebra of all bounded operators on a Hilbert space H. Recall
that a commutative subalgebra A(H) of B(H) is called a normal subalgebra of B(H) if T ∈ A(H)
implies T∗ ∈ A(H) (see [18]). In other words, a normal subalgebra of B(H) is a commutative C∗
subalgebra of B(H). In this paper, we are concerned with normal subalgebras on B(H) which are
closed with respect to the norm topology of B(H) and contain the identity operator I. Recall that
the weak operator topology on B(H) is the weak topology generated by all functions of the form
T → (Tx, y). A subalgebra V(H) of B(H) is called a Von Neumann subalgebra of B(H) if it is a C∗
subalgebra which is closed with respect to the weak topology. Such Von Neumann subalgebras are
also called W∗ subalgebras or rings of operators. Since the weak topology is weaker than the norm
topology, every weakly closed subset of B(H) is also closed with respect to the norm topology (see
[15]). Therefore, every commutative Von Neumann subalgebra of B(H) is a normal subalgebra of B(H).
Among normal subalgebras of B(H) are certain classes of functions of a single normal operator N.
For example, if σ(N) denotes the spectrum of N and L∞ (σ (N)) denotes the set of all measurable
functions on σ(N), then the set {f (N) : f ∈ L∞ (σ (N))} is a normal subalgebra of B(H) (see [18]). Let
	 be the set of all complex homomorphisms on a closed normal subalgebra K of B(H). The formula
T̂(h) = h(T), for T ∈ K , assigns to each T ∈ K a function T̂ from	 to the set of complex numbers. T̂ is
called the Gelfand transformof T . The Gelfand topology on	 is theweakest topology thatmakes every
T̂ continuous. Since there is a one-to-one correspondence between maximal ideals of K and elements
of 	 (see Theorem 11.5 of [18]), 	, equipped with its Gelfand topology, is called the maximal ideal
space of K .
In the following, we present two theorems which are equivalent to Theorems 3 and 4 in Ref. [20].
The statements of the theorems are somewhat modified to be comparable with that of Theorem 1
above. In particular, we provide explicit information about the components of joint antieigenvectors.
This information is embedded in the proofs of Theorems 3 and 4 in Ref. [20].
Theorem2. Let K be a closed normal subalgebra of B(H)which contains the identity operator I. Assume	,
themaximal ideal space of K, is countable, i.e.,	 = {h1, h2,...}. Suppose T and S are two compact operators
in K and T̂ , Ŝ are Gelfand transforms of T and S, respectively. Let λj ∈ σ(T) and ηj ∈ σ(S) be such that
T̂(hj) = λj = βj + iδj
Ŝ(hj) = ηj = αj + iγj
(9)
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Let q(i, j) and r(i, j) be defined by q(i, j) = −2(βiαi+δiγi) ∣∣λj∣∣2 ∣∣ηj∣∣2+(βjαj+δjγj) |λi|2 ∣∣ηj∣∣2+(βjαj+
δjγj)
∣∣λj∣∣2 |ηi|2 and r(i, j) = (βiαi+δiγi) |λi|2 ∣∣ηj∣∣2+(βiαi+δiγi) ∣∣λj∣∣2 |ηi|2−2(βjαj+δjγj) |λi|2 ∣∣∣η2i
∣∣∣,
then μ(T, S) is obtained for joint antieigenvectors associated with a particular index i or index pair (i, j)
as follows: for each vector f let zi = E ({hi}) f , where zi is the orthogonal projection of f on E ({hi}). Then
if f is a joint antieigenvector with ‖f‖ = 1, we have one of the following cases:
(I) Only one of the vectors zi, is nonzero, i.e., ‖zi‖ = 1, for some i, and ∥∥zj∥∥ = 0 for j = i. In this
case we have:
μ(T, S) = Re(λiηi)|λiηi| (10)
(II) Only two of the vectors zi and zj are nonzero and the rest of the components of f are zero, i.e.,‖zi‖ = 0, ‖zi‖ = 0 and ‖zk‖ = 0 if k = i and k = j. In this case we have:
‖zi‖2 = q(i, j)
q(i, j) + r(i, j) (11)
and
∥∥zj∥∥2 = r(i, j)
q(i, j) + r(i, j) (12)
Furthermore
μ(T, S) = 2
√
A(i, j)B(i, j)
C(i, j)
(13)
where
A(i, j) = (βiαi + δiγi) ∣∣λj∣∣2 − (βjαj + δjγj) |λi|2 (14)
B(i, j) = (βjαj + δjγj) |ηi|2 − (βiαi + δiγi) ∣∣ηj∣∣2 (15)
and
C(i, j) = ∣∣λj∣∣2 |ηi|2 − |λi|2 ∣∣ηj∣∣2 (16)
Theorem 3. Let K be a closed normal subalgebra of B(H) which contains the identity operator I. Assume
	, the maximal ideal space of K, is countable, i.e., 	 = {h1, h2,...}. Suppose T and S are two compact
operators in K and T̂ , Ŝ are Gelfand transforms of T and S, respectively. Let λj ∈ σ(T) and ηj ∈ σ(S) be
such that
T̂(hj) = λj = βj + iδj
Ŝ(hj) = ηj = αj + iγj
(17)
thenμ(TS) is obtained for antieigenvectors associatedwith a particular index i or index pair (i, j) as follows:
for each vector f let zi = E ({hi}) f , where zi is the projection of f on E ({hi}). If f is an antieigenvector with‖f‖ = 1, we have one of the following cases:
(I) Only one of the vectors zi, is nonzero, i.e., ‖zi‖ = 1, for some i, and ∥∥zj∥∥ = 0 for j = i. In this
case we have:
μ(TS) = Re(λiηi)|λiηi| (18)
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(II) Only two of the vectors zi and zj are nonzero and the rest of the components of f are zero, i.e.,‖zi‖ = 0, ‖zi‖ = 0 and ‖zk‖ = 0 if k = i and k = j. In this case we have:
‖zi‖2 = Re λjηj
∣∣λjηj∣∣2 − 2 Re λiηi ∣∣λjηj∣∣2 + Re λjηj |λiηi|2(
|λiηi|2 − ∣∣λjηj∣∣2) (Re λiηi − Re λjηj) (19)
and
∥∥zj∥∥2 = Re λiηi |λiηi|2 − 2 Re λjηj |λiηi|2 + Re λiηi
∣∣λjηj∣∣2(
|λiηi|2 − ∣∣λjηj∣∣2) (Re λiηi − Re λjηj) (20)
Furthermore
μ(TS) =
2
√(
Re λjηj − Re λiηi) (Re λiηi ∣∣λjηj∣∣2 − Re λjηj |λiηi|2)∣∣λjηj∣∣2 − |λiηi|2 (21)
2. µw(T, S) for elements of closed normal subalgebras
Definition 2. For a pair of real numbers a and b, at least one of them nonzero, we define the weighted
or slant joint antieigenvalue of two operators T and S to be
μw(T, S) = inf
Tf =0,Sf =0
a Re(Tf , Sf ) + b Im(Tf , Sf )√
a2 + b2 ‖Tf‖ ‖Sf‖ (22)
A vector f for which the inf in (22) is attained is called a slant joint antieigenvector for T and S. (22)
can also be expressed as μw(T, S) = μ(e−iθT, S) where a+ib√
a2+b2 = eiθ .
Althoughone coulduse thenotationμθ(T, S) insteadofμw(T, S),wewill use thenotationμw(T, S)
to be consistent with the notation μw(T) used for weighted antieigenvalue in [13].
Theorems 4 and 5 below are generalizations of Theorems 3 and 4 in [20], respectively. As it was the
case in Theorems 3 and 4 of [20] for determination of joint antieigenvectors, the proofs of Theorems 4
and 5 are based on showing that the slant joint antieigenvectors f cannot havemore than two nonzero
projections zi = E ({hi}) f , where	 = {h1, h2,...} is themaximal ideal space corresponding to a given
closed normal subalgebraK of B(H), and E is the unique resolution of identity on the Borel subsets of	.
Theorem 4. Let K be a closed normal subalgebra of B(H) which contains the identity operator I. Assume
	, the maximal ideal space of K, is countable, i.e., 	 = {h1, h2,...}. Suppose T and S are two compact
operators in K and T̂ , Ŝ are Gelfand transforms of T and S, respectively. Let λj ∈ σ(T) and ηj ∈ σ(S) be
such that
T̂(hj) = λj = βj + iδj
Ŝ(hj) = ηj = αj + iγj (23)
ci = (a − ib)(βj + iδj) = (aβj + bδj)+ (aδj − bβj) i = bj + idj
Let u(i, j) and v(i, j) be defined by u(i, j) = −2(biαi + diγi) ∣∣cj∣∣2 ∣∣ηj∣∣2 + (bjαj + djγj) |ci|2 ∣∣ηj∣∣2 +
(bjαj + djγj) ∣∣cj∣∣2 |ηi|2 and v(i, j) = (biαi + diγi) |ci|2 ∣∣ηj∣∣2 + (biαi + diγi) ∣∣cj∣∣2 |ηi|2 − 2(bjαj +
djγj) |ci|2
∣∣∣η2i
∣∣∣, thenμw(T, S) is obtained for slant joint antieigenvectors associatedwith a particular index
i or index pair (i, j) as follows: for each vector f let zi = E ({hi}) f , where zi is the projection of f on E ({hi}).
Then if f is a slant joint antieigenvector with ‖f‖ = 1, we have one of the following cases:
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(I) Only one of the vectors zi, is nonzero, i.e., ‖zi‖ = 1, for some i, and ∥∥zj∥∥ = 0 for j = i. In this
case we have:
μw(T, S) = Re(ciηi)|ciηi| (24)
(II) Only two of the vectors zi and zj are nonzero and the rest of the components of f are zero, i.e.,‖zi‖ = 0, ‖zi‖ = 0 and ‖zk‖ = 0 if k = i and k = j. In this case we have:
‖zi‖2 = v(i, j)
u(i, j) + v(i, j) (25)
and ∥∥zj∥∥2 = u(i, j)
u(i, j) + vr(i, j) (26)
Furthermore
μw(T, S) = 2
√
D(i, j)E(i, j)
F(i, j)
(27)
where
D(i, j) = (biαi + diγi) ∣∣cj∣∣2 − (bjαj + djγj) |ci|2 , (28)
E(i, j) = (bjαj + djγj) |ηi|2 − (biαi + diγi) ∣∣ηj∣∣2 (29)
and
F(i, j) = ∣∣cj∣∣2 |ηi|2 − |di|2 ∣∣ηj∣∣2
Proof. Replace theoperator T in Theorem3of [20] (Theorem2above)with theoperatorW = (a−bi)T
and notice that if T̂(hj) = λj = βj + iδj then
Ŵ(hj) = cj = (a − ib)(βj + iδj) = (aβj + bδj)+ i (aδj − bβj) = bj + idj (30)
where Ŵ is the Gelfand transform of W . Furthermore, we have
∣∣cj∣∣ = √a2 + b2 ∣∣λj∣∣ for each j. We
also have
a Re(Tf , Sf ) + b Im(Tf , Sf )√
a2 + b2 ‖Tf‖ ‖Sf‖ =
Re(Wf , Sf )
‖Wf‖ ‖Sf‖ (31)
There is a unique resolution of identity E on the Borel subsets of 	 that satisfies
(Tf , f ) = ∫	 T̂dEf ,f
(f ∈ H, T ∈ K) (32)
where T̂ is the Gelfand transform of T . So, by Gelfand–Naimark Theorem (see [18]) we have (Wf , Sf ) =
(S∗Wf , f ) = ∫	̂S∗WdEf ,f = ∫	 ŜŴdEf ,f . Also we have
‖Wf‖2 = (Wf ,Wf ) = (W∗Wf , f ) = ∫	 ∣∣Ŵ ∣∣2 dEf ,f
‖Sf‖2 = (Sf , Sf ) = (S∗Sf , f ) = ∫	 ∣∣̂S∣∣2 dEf ,f (33)
Therefore,
Re (Wf , Sf )
‖Wf‖ ‖Sf‖ =
Re
∫
	 ŜŴdEf ,f√∫
	
∣∣Ŵ ∣∣2 dEf ,f√∫	 ∣∣̂S∣∣2 dEf ,f
(34)
M. Seddighin / Linear Algebra and its Applications 434 (2011) 1395–1408 1401
If 	 = {h1, h2, h3, . . .}, then the above integrals become summations. To see this, let zi = E ({hi}) f ,
then we have
f =
∞∑
i=1
zi (35)
and
(Wf , Sf )
‖WTf‖ ‖Sf‖ =
∑∞
i=1 Re Ŝ (hi)Ŵ (hi) ‖zi‖2√∑∞
i=1
∣∣Ŵ (hi)∣∣2 ‖zi‖2√∑∞i=1 ∣∣̂S (hi)∣∣2 ‖zi‖2
(36)
Recall that the range of the Gelfand transforms Ŵ and Ŝ are σ (W) and σ (S), respectively. Hence we
have
(Wf ,Sf )
‖Wf‖‖Sf‖ =
∑∞
i=1 Re ciηi‖zi‖2√∑∞
i=1|ci|2‖zi‖2
√∑∞
i=1|ηi|2‖zi‖2
λi ∈ σ(W), ηi ∈ σ(S)
(37)
Therefore, the problem of finding μ(W, S) is the same as the problem of finding the infimum of the
expression
B(f ) =
∑∞
i=1 Re ciηi ‖zi‖2√∑∞
i=1 |ci|2 ‖zi‖2
√∑∞
i=1 |ηi|2 ‖zi‖2
(38)
on the set
∞∑
i=1
‖zi‖2 = 1 (39)
The analysis of (38) is divided into three steps. First, we assume that a joint antieigenvector f which
has beennormalized tohavenorm1, has only onenonzero component andwecomputeμ(W, S)based
on this assumption. Next, we assume f has only two nonzero components and computeμ(W, S) based
on it. Finally, based on a convexity argument similar to those that we made in [12,19] it can be shown
that the number of nonzero components of a joint antieigenvector is at most two. To avoid repetitions
in our papers, we will omit the proof of the final step and refer the reader to the just cited references.
The proofs of the first two steps are as follows:
1. Assume for a joint antieigenvector f , expressed by (35), we have zi = 1 for some i and zj = 0
for i = j. This implies B(f ) = Re(ciηi)|ciηi| , directly from (38).
2. Assume for a joint antieigenvector f , expressed by (35), we have zi = 0, zj = 0 for some i and
j but zk = 0 if k = i and k = j. In this (38) becomes
B(f ) = Re ciηi ‖zi‖
2 + Re cjηj ∥∥zj∥∥2√
|ci|2 ‖zi‖2 + ∣∣cj∣∣2 ‖zj‖2√|ηi|2 ‖zi‖2 + ∣∣ηj∣∣2 ‖zj‖2 (40)
To find the infimum of B(f ) on the set
‖zi‖2 + ∥∥zj∥∥2 = 1
let
a = Re ciηi, b = Re cjηj, c = |ci|2 , d = ∣∣cj∣∣2 , f = |ηi|2 , h = ∣∣ηj∣∣2 (41)
1402 M. Seddighin / Linear Algebra and its Applications 434 (2011) 1395–1408
and x = ‖zi‖2. The infimumof the B(f ) on the convex set‖zi‖2+∥∥zj∥∥2 = 1 is therefore the same as the
infimum of the function g(x) = (a−b)x+b√
(c−d)x+d√(f−h)x+h on the open interval (0, 1). Direct computations
show that
g′(x) = a − b√
(cx − dx + d)√(fx − hx + h) −
1
2
(c − d) (a − b) x + b(√
(cx − dx + d)
)3 √
(fx − hx + h)
− 1
2
(f − h) (a − b) x + b√
(cx − dx + d)
(√
(fx − hx + h)
)3 (42)
and
x∗ = −2adh + bch + bdf
ach + adf − 2adh + bch + bdf − 2bcf (43)
is the only root of g′(x) = 0. If we substitute the x∗ in g(x) and simplify we get
g(x∗) = 2
√
(ad − bc) (bf − ah)
df − ch (44)
Substituting the values of a, b, c, d, f , and h defined by (41) in expression (44) above yields
2
√
D(i, j)E(i, j)
F(i, j)
(45)
Also substituting the values of a, b, c, d, f , and h defined by (41) in the expression
x∗ = −2adh + bch + bdf
ach + adf − 2adh + bch + bdf − 2bcf (46)
yields
v(i, j)
u(i, j) + v(i, j) (47)
where
u(i, j) = −2(biαi + diγi) ∣∣cj∣∣2 ∣∣ηj∣∣2 + (bjαj + djγj) |ci|2 ∣∣ηj∣∣2 + (bjαj + djγj) ∣∣cj∣∣2 |ηi|2
v(i, j) = (biαi + diγi) |ci|2 ∣∣ηj∣∣2 + (biαi + diγi) ∣∣cj∣∣2 |ηi|2 − 2(bjαj + djγj) |ci|2 ∣∣∣η2i
∣∣∣ (48)
Hence we have
‖zi‖2 = v(i, j)
u(i, j) + v(i, j) (49)
and
∥∥zj∥∥2 = 1 − v(i, j)
r(i, j) + v(i, j) =
u(i, j)
u(i, j) + v(i, j)  (50)
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We showed in [13] that, for an accretive normal matrix, the expressions on the right hand sides of
(6), ( 7), and (8) in Theorem 1 above are all well defined for the specific pair of i and j for which
μw(T) =
2
√(
γj − γi) (γi ∣∣λj∣∣2 − γj |λi|2)
√
a2 + b2
(∣∣γj∣∣2 − |γi|2) (51)
Furthermore, we showed that for that specific pair of i and j the right sides of (6) and (7) are between
0 and 1. There may be expressions of the form
2
√
D(i, j)E(i, j)
F(i, j)
(52)
in Theorem 4 above which are undefined (either because the radicand in the numerator is negative or
the denominator is zero). However, since we know that μ(W, S) = inf
Tf =0,Sf =0
Re(Wf ,Sf )
‖Wf‖‖Sf‖ exists, it must
be equal to a quantity which is defined. In other words, either μw(T, S) = μ(W, S) is of the form
Re(ciηi)|ciηi| or else μw(T, S) = μ(W, S) is equal to an expression of the form (52). In the latter case the
expression describing μ(W, S) is well defined.
Let us illustrate this situation. If both S and W are unitary operators, then an expression of the
form (52) is not defined (due to zeros in the denominator) and cannot express μ(W, S). In this case
μ(W, S) is expressed by an expression of the form
Re(ciηi)|ciηi| . To see this, note that the product of any
pair of unitary operators is a unitary operator. Hence S∗W is a unitary operator. Furthermore, sinceW ,
S, and S∗ are unitary we have ‖S∗Wf‖ = ‖Wf‖ and ‖Wf‖ = ‖f‖ and hence
μ(W, S) = inf
Tf =0,Sf =0
Re(Wf , Sf )
‖Wf‖ ‖Sf‖ = infS∗Tf =0
Re(S∗Wf , f )
‖S∗Wf‖ ‖f‖ = μ(S
∗W) (53)
In [22] we have shown that for a unitary operator, μ is Re λi|λi| for an eigenvalue λi. In this way, the
μ(W, S) entities coming out of Theorem 4 are always well-defined.
Theorem 5. Let K be a closed normal subalgebra of B(H) which contains the identity operator I. Assume
	, the maximal ideal space of K, is countable, i.e., 	 = {h1, h2,...}. Suppose T and S are two compact
operators in K and T̂ , Ŝ are Gelfand transforms of T and S, respectively. Let λj ∈ σ(T) and ηj ∈ σ(S) be
such that
T̂(hj) = λj = βj + iδj
Ŝ(hj) = ηj = αj + iγj (54)
ci = (a − ib)(βj + iδj) = (aβj + bδj)+ (aδj − bβj) i = bj + idj
then μw(TS) is obtained for slant joint antieigenvectors associated with a particular index i or index pair
(i, j) as follows: for each vector f let zi = E ({hi}) f , where zi is the projection of f on E ({hi}). Then if f is a
slant antieigenvector for μw(TS) with ‖f‖ = 1, we have one of the following cases:
(I) Only one of the vectors zi, is nonzero, i.e., ‖zi‖ = 1, for some i, and ∥∥zj∥∥ = 0 for j = i. In this
case we have:
μw(TS) = Re(ciηi)|ciηi| (55)
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(II) Only two of the vectors zi and zj are nonzero and the rest of the components of f are zero, i.e.,‖zi‖ = 0, ‖zi‖ = 0 and ‖zk‖ = 0 if k = i and k = j. In this case we have:
‖zi‖2 = Re cjηj
∣∣cjηj∣∣2 − 2 Re ciηi ∣∣cjηj∣∣2 + Re cjηj |ciηi|2(
|ciηi|2 − ∣∣cjηj∣∣2) (Re ciηi − Re cjηj) (56)
and
∥∥zj∥∥2 = Re ciηi |ciηi|2 − 2 Re cjηj |ciηi|2 + Re ciηi
∣∣cjηj∣∣2(
|ciηi|2 − ∣∣cjηj∣∣2) (Re ciηi − Re cjηj) (57)
Furthermore
μw(TS) =
2
√(
Re cjηj − Re ciηi) (Re ciηi ∣∣cjηj∣∣2 − Re cjηj |ciηi|2)∣∣cjηj∣∣2 − |ciηi|2 (58)
Proof. Replace theoperator T in Theorem3of [20] (Theorem3above)with theoperatorW = (a−bi)T
and notice that if T̂(hj) = λj = βj + iδj then
Ŵ(hj) = cj = (a − ib)(βj + iδj) = (aβj + bδj)+ i (aδj − bβj) = bj + idj
where Ŵ is the Gelfand transform ofW . Furthermore,
∣∣cj∣∣ = √a2 + b2 ∣∣λj∣∣ for each j. Also we have
a Re(TSf , f ) + b Im(TSf , f )√
a2 + b2 ‖TSf‖ ‖f‖ =
Re(Wf , Sf )
‖Wf‖ ‖f‖ (59)
Using the notations of the previous Theorem we have
Re (WSf , f )
‖WSf‖ =
Re
∫
	 ŴSdEf ,f√∫
	
∣∣ŴS∣∣2 dEf ,f (60)
If 	 = {h1, h2, h3, . . .}, then the above integrals become summations. Let ‖f‖ = 1 and define
zi = E ({hi}) f , where E is the resolution of identity on the Borel subsets of 	. We have
f =
∞∑
i=1
zi
and
(WSf , f )
‖WSf‖ =
∑∞
i=1 Re Ŵ(hi)̂S (hi) ‖zi‖2√∑∞
i=1
∣∣Ŵ(hi)ŜT (hi)∣∣2 ‖zi‖2 (61)
Hence
μw(TS) = inf∑
i‖zi‖2=1
∑
Re ciηi ‖zi‖2√∑
i |ciηi|2 ‖zi‖2
(62)
A convexity argument similar to one that we presented in [12,19] can be made to show that at most
two components of a slant antieigenvector f are nonzero. If only one component, say zi, is nonzero the
result is immediate. If two components, sat zi and zj , of f are nonzero then
μw(TS) = inf Re ciηi ‖zi‖
2 + Re cjηj ∥∥zj∥∥2√∑
i |ciηi|2 ‖zi‖2 +∑i ∣∣cjηj∣∣2 ∥∥zj∥∥2 (63)
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on the set
‖zi‖2 + ∥∥zj∥∥2 = 1
Straightforward computations similar to those in Theorem 6 shows that
‖zi‖2 = Re cjηj
∣∣cjηj∣∣2 − 2 Re ciηi ∣∣cjηj∣∣2 + Re cjηj |ciηi|2(
|ciηi|2 − ∣∣cjηj∣∣2) (Re ciηi − Re cjηj) (64)
and
∥∥zj∥∥2 = Re ciηi |ciηi|2 − 2 Re cjηj |ciηi|2 + Re ciηi
∣∣cjηj∣∣2(
|ciηi|2 − ∣∣cjηj∣∣2) (Re ciηi − Re cjηj) (65)
and
μw(TS) =
2
√(
Re cjηj − Re ciηi) (Re ciηi ∣∣cjηj∣∣2 − Re cjηj |ciηi|2)∣∣cjηj∣∣2 − |ciηi|2  (66)
Theorems 4 and 5 are somewhat simplified if the trigonometric forms of Ŝ(hj) = ηj = αj + iγj
and Ŵ(hj) = bj + idj are used. The results are stated in the following two corollaries. The proofs are
straightforward and omitted.
Corollary 1. Let K be a closed normal subalgebra of B(H) which contains the identity operator I. Assume
	, the maximal ideal space of K, is countable, i.e., 	 = {h1, h2,...}. Suppose T and S are two compact
operators in K and T̂ , Ŝ are Gelfand transforms of T and S, respectively. Let λj ∈ σ(T) and ηj ∈ σ(S) be
such that
Ŵ(hi) = ri (cosβi + sinβii)
Ŝ(hi) = si (cosαi + sinαii)
(67)
where Ŵ is the Gelfand transform of the operator W = (a − bi)T. Let q(i, j) and r(i, j) be the following
numbers:
v(i, j) = −2 cos(βi − αi)risjr2j s2j + cos(βj − αj)rjr2i s3j + cos(βj − αj)r3j sjs2i
u(i, j) = −2 cos(βj − αj)rjsjr2i s2j + cos(βi − αi)r3i sis2j + cos(βi − αi)rir2j s3i
(68)
thenμw(T, S) is obtained for slant joint antieigenvectors associated with a particular index i or index pair
(i, j) as follows: for each vector f let zi = E ({hi}) f , where zi is the projection of f on E ({hi}). Then if f is a
slant joint antieigenvector with ‖f‖ = 1, we have one of the following cases:
(I) Only one of the vectors zi, is nonzero, i.e., ‖zi‖ = 1, for some i, and ∥∥zj∥∥ = 0 for j = i. In this
case we have:
μw(T, S) = cos(βi − αi) (69)
(II) Only two of the vectors zi and zj are nonzero and the rest of the components of f are zero, i.e.,‖zi‖ = 0, ‖zi‖ = 0 and ‖zk‖ = 0 if k = i and k = j. In this case we have:
‖zi‖2 = v(i, j)
u(i, j) + v(i, j) (70)
and
∥∥zj∥∥2 = u(i, j)
u(i, j) + vr(i, j) (71)
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Furthermore
μw(T, S) = 2
√
G(i, j)H(i, j)
K(i, j)
(72)
where
G(i, j) = rirjsisj [rjsi cos(βi − αi) − risj cos(βj − αj)] , (73)
H(i, j) = sirj cos(βj − αj) − sjri cos(βi − αi) (74)
and
K(i, j) = r2j s2i − r2i s2j (75)
Corollary 2. Let K be a closed normal subalgebra of B(H) which contains the identity operator I. Assume
	, themaximal ideal space of K, is countable, i.e.,	 = {h1, h2,...}. Suppose TK , SK and T̂ , Ŝ are Gelfand
transforms of T and S, respectively. Let λi ∈ σ(T) and ηi ∈ σ(S) be such that
Ŵ(hi) = λi = ri (cosβi + sinβii)
Ŝ(hi) = ηi = si (cosαi + sinαii)
(76)
where Ŵ is the Gelfand transform of the operator W = (a − bi)T, then μw(T, S) is obtained for slant
antieigenvectors associated with a particular index i or index pair (i, j) as follows: for each vector f let
zi = E ({hi}) f , where zi is the projection of f on E ({hi}). Then if f is an antieigenvector with ‖f‖ = 1, we
have one of the following cases:
(I) Only one of the vectors zi, is nonzero, i.e., ‖zi‖ = 1, for some i, and ∥∥zj∥∥ = 0 for j = i. In this
case we have:
μw(TS) = cos (βi + αi) (77)
(II) Only two of the vectors zi and zj are nonzero and the rest of the components of f are zero, i.e.,‖zi‖ = 0, ‖zi‖ = 0 and ‖zk‖ = 0 if k = i and k = j. In this case we have:
‖zi‖2 =
rjsj cos
(
βj + αj) r2j s2j − 2rjsj cos (βi + αi) risirjsj + rjsj cos (βj + αj) r2i s2i(
2
j s
2
j − rr2i s2i
) (
cos
(
βj + αj) rjsj − cos (βi + αi) risi) (78)
and
∥∥zj∥∥2 = risi cos (βi + αi) r
2
i s
2
i − 2risi cos
(
βj + αj) rjsjrisi + risi cos (βi + αi) r2j s2j(
2
j s
2
j − rr2i s2i
) (
cos
(
βj + αj) rjsj − cos (βi + αi) risi) (79)
Furthermore
μw(T, S) = 2
√
L(i, j)M(i, j)
N(i, j)
(80)
where
L(i, j) = rirjsisj (cos(βj + αj)rjsj − cos(βi + αi)risi) , (81)
M(i, j) = cos(βi + αi)rjsj − cos(βj + αj)risi (82)
and
N(i, j) = cos(βi + αi)rjsj − cos(βj + αj)risi (83)
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Corollary 3. Let T and S be two commuting SPD operators with eigenvalues {βi}∞i=1 and {αi}∞i=1, respec-
tively, then
μw(T, S) = μ(T, S) = 2
√
m1m2M1M2
m1m2 + M1M2
where m1 = min {βi}∞i=1, M1 = max {βi}∞i=1, m2 = min {αi}∞i=1 ,and M1 = max {αi}∞i=1.
Proof. LetA(H) be the closed subalgebra ofB(H) generated by T and S. Since T and S are two elements
of A(H) with eigenvalues {βi}∞i=1 and {αi}∞i=1, respectively, the expression
2
√
D(i, j)E(i, j)
F(i, j)
will be reduced to
2
√
αiαjβiβj
αiαj+βiβj . Hence
μw(T, S) = μ(T, S) = inf
⎧⎨
⎩
2
√
αiαjβiβj
αiαj + βiβj
⎫⎬
⎭ (84)
for any pair of numbers a and b. Now we show that the infimum of the set on the right side of
(84) is
2
√
m1m2M1M2
m1m2+M1M2 , where m1 = min {βi}∞i=1, M1 = max {βi}∞i=1, m2 = min {αi}∞i=1 ,and M1 =
max {αi}∞i=1. To see this, note that in this casewehaveμ(T, S) = inf
x =0
Re(TS−1x,x)‖TS−1x‖‖x‖ = μ(TS−1) = 2
√
mM
m+M ,
where m and M are the smallest and the largest eigenvalues of TS−1, respectively. By the spectral
mapping theorem
{
α−1i
}∞
i=1 is the set of eigenvalues of S
−1. Also
ˆ
TS−1(hi) =
ˆ
T(hi)
ˆ
S−1(hi), for each i,
where
ˆ
T ,
ˆ
S−1 and
ˆ
TS−1 areGelfand transformsofT , S−1, andTS−1, respectively.Hencem = m1M−12 and
M = M1m−12 and therefore
μ(T, S) = μ(TS−1) = 2
√
m1M
−1
2 M1m
−1
2
m1M
−1
2 + M1m−12
= 2
√
m1m2M1M2
m1m2 + M1M2  (85)
(85) shows that our results in this paper and in [20] may be viewed as extensions of the Greub–
Rheinboldt inequality (stated in Corollary 4 below) which follows easily from Corollary 3 above.
Corollary 4. Let T and S be two commuting SPD operators with eigenvalues {βi}∞i=1 and {αi}∞i=1, re-
spectively, where m1 = min {βi}∞i=1, M1 = max {βi}∞i=1, m2 = min {αi}∞i=1 ,and M1 = max {αi}∞i=1,
then
(Tx, Tx)(Sx, Sx)  (M1M2 + m1m2)
2
4m1m2M1M2
 (Tx, Sx)2 (86)
for every vector x.
Proof. Note that (86) is equivalent to
‖Tx‖2 ‖Sx‖2
(Tx, Sx)2
 (M1M2 + m1m2)
2
4m1m2M1M2
(87)
for every vector x, which is equivalent to
(Tx, Sx)2
‖Tx‖2 ‖Sx‖2 
4m1m2M1M2
(M1M2 + m1m2)2 (88)
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The last inequality is equivalent to
(Tx, Tx)(Sx, Sx)  (M1M2 + m1m2)
2
4m1m2M1M2
 (Tx, Sx)2  (89)
In [9] Gustafson has generalized Greub–Rheinboldt inequality to two SPD operators A and Bwhich
may not commute. Also in [2] Fujii et al. have generalized Greub–Rheinboldt inequality to two SPD
operators A and B which may not , commute. However, the approaches and the results in Refs. [9,2]
are completely different. In [9] the smallest and the largest eigenvalues of AB−1 are used, whereas in
[2] the geometric mean of A and B are used.
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