ABSTRACT Explosive growth of applications in hyperspectral image (HSI) has made HSI classification a hot topic in the remote sensing community. The key to improve classification accuracy is how to make full use of the spectral and spatial information. We combine k-nearest neighbor (KNN) algorithm with guided filter which can extract spatial context information and denoise the classification results by edge-preserving filtering. To solve the problem of dimension disaster, we also take dimensionality reduction into account for HSI classification. To verify the feasibility of our proposed methods, we evaluate the performance over four widely used hyperspectral data sets. The experimental results show that with only 5% of samples, our method obtained better performance than improved support vector machine and KNN methods.
I. INTRODUCTION
With the development of hyperspectral sensors, hyperspectral images(HSI) are easy to obtain. So, HSI have been widely used in many fields, such as land cover [1] , [2] , environmental protection [3] , agriculture [4] , [5] , and so on, due to the abundance in spectral and spatial information. HSI classification, as a critical problem for HSI application, has attracted more and more attention.
The goal of HSI classification is to categorize the pixels into one of several classes based on their spectral characteristics. During the last decade, a large number of pixelwise classifiers were applied, including random forests [6] , k-Nearest Neighbor [7] , support vector machine(SVM) [8] , and sparse representation [9] . However, these traditional methods only focused on the spectral information, ignoring the spatial contextual information which also affected the classification performance. After all, that is a universal phenomenon that remote sensing images exist ''different body with same spectrum'' or ''same body with different spectrum''.
To improve the classification performance further, many researchers proposed spectral-spatial HSI classification which combines spatial context with spectral information, under the assumption that pixels from a local region should have similar spectral information and belong to the same materials. One manner of spectral-spatial classification is based on the kernel combination or fusion, e.g., composite [10] , morphological [11] , and graphic [12] kernels. The kernel-based methods, especially, in the combination with SVM, have been proved to have good performance in the HSI classification [10] - [12] .
In addition, the joint representation model is an effective manner to use spectral and spatial information, drawing on the progress of sparse representation [13] and collaborative representation [14] . The paper [15] exploited a joint sparse model to incorporate the spatial information. The main idea of [15] was that neighboring pixels of a pixel are represented by the sparse samples of training set. Since then, a great deal of literature on sparse models and joint representation has emerged, such as kernel-based joint sparse model [16] , structured joint sparse model [17] , dictionary learning [15] , [18] and so on. Inspired by the joint representation model, Bo et al. [19] develop a novel classification framework based on the Spectral-Spatial K-Nearest Neighbor approach. They exploited the neighbor window of a pixel to represent the spatial information, which effectively applied the abundant spectral-spatial information.
Image filtering has been widely used to suppress or extract content in computer vision, including image restoration, blurring, edge detection, feature extraction, etc. HSI, as a kind of special images, applies edge-preserving filtering(EPF) for hyperspectral image visualization [20] . Early, the joint bilateral filter [21] and the weighted least-squares filter [22] were proposed. Later, the domain transform filter [23] and the guided filter [24] were presented. Among them, the two most widely used are the joint bilateral filter and the guided filter. Motivated by EPF, Kang et al. [25] introduced EPFs to spectral-spatial HSI classification. First, they adopted a pixel-wise classifier (support vector machine) to classify each pixel. And then, they applied a EPF to the result classification map, which improved the classification accuracy significantly. The paper [26] also applied guided filter to obtain the spatial feature of HSI. Then, an autoencoder was adopted to extract the feature which combined the spatial information with the spectral information.
Furthermore, deep neural networks have been successfully applied to image classification tasks. Recently, they also have been shown in HSI classification [27] . The papers [28] , [29] used an autoencoder to extract spectral features, and followed by a classifier. End-to-end classification based on Convolutional Neural Networks(CNN) [30] , [31] was also applied for HSI classification. Since a large number of samples are needed as training set in deep learning(DL) methods, this article does not involve the aforementioned DL methods.
The paper [19] proposed a simple and effective method using KNN with joint model. Although the proposed method has achieved very good results, the classification of the edges is still inaccurate as a result of representing a pixel with its neighbors in a local window. This is mainly because the representation using neighbors makes the edges more obscure. To overcome this problem, we are motivated by the paper [25] , which exploited edge-preserving filtering to reserve edge. This paper presents a novel spectral-spatial HSI classification approach with KNN and guided filter, which can solve the above problem.
The remaining parts of this paper are organized as follows. Section II introduces the related methodologies, including K-nearest neighbor, joint representation, and guided filter. Section III proposes two spectral-spatial HSI classification methods, which we called FGF-JKNN and PGF-JKNN. The experiments are given in Section IV. Finally, Section V concludes this paper.
II. RELATED METHODOLOGIES
In this section, we first introduce the principle of KNN. Then, a joint representation model was described for HSI classification. Finally, we give a detailed description of guided filter.
A. K-NEAREST NEIGHBOR (KNN)
KNN algorithm is a non-parametric method widely used for classification in pattern recognition. The main principle of KNN is that category of a data point is determined according to the classification of the nearest K neighbors. Take T = {(x 1 , y 1 ) , (x 2 , y 2 ) , · · · , (x N , y N )} as a training set, and N is the number of training entities. Here x i ∈ R d denotes the feature vectors, and y i ∈ Y = {c 1 , c 2 , · · · , c m } denotes the labels of classification, i = 1, 2, · · · , N . Given an input x, we can obtain the k-nearest neighbors N k (x) by computing the distance with training entities. The voting process is as follows:
where I denotes an indicator function,
B. JOINT REPRESENTATION MODEL FOR HSI CLASSIFICATION
In the joint representation model, a basic assumption is that all samples can be represented by the product of the training set and a coefficient matrix. And the coefficient matrix must be sparse. For the HSI data, a local neighbor window of the pixel l tends to share similar characteristic. So, it can be depicted as Y l = AX l . Where Y l is a neighbor set, A denotes training set, and X l is the coefficient matrix. We can compute the coefficient matrix X l by the following formula.
After obtaining the coefficient matrix, we can define the distance from Y l to a special class m as the following.
Where the A m denotes the data set of the class m. Finally, the pixel l is classified the same label with the smallest distance. In this paper, we draw lessons from the joint representation model to obtain a set-to-point distance like the paper [19] .
C. GUIDED FILTER
Guided filter was first proposed by He et al. [24] . Given a guidance I and an input image p, we can obtain an output image q by guided filter. Generally, q is a linear transform of I in a window ω k centered at the pixel k. If the radius of k is r, the size of local window ω k is (2r + 1) × (2r + 1).
where a k is linear coefficient and b k is a bias. From the model, it is obvious that ∇q = a∇I , which means that the filtering output q will have similar edge with guidance image I.
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To obtain the coefficient and bias, a minimum cost function in the window ω k is applied as follows:
Here, is a regularization parameter which could affect the blurring for the guided filter. According to the literal [32] , formula (5) leads to a solution as follows.
Where µ k and σ 2 k are the mean and variance of I in ω k , |ω| is the number of pixels in the local window, and p k is the mean of p in the window. After obtaining the coefficient a k , b k , we can compute the filtering output q i . Through the above process, we can get a linear transform image q.
III. SPECTRAL-SPATIAL HSI CLASSIFICATION WITH KNN AND GUIDED FILTER
The spectral-spatial classification is to classify HSI by the aid of spatial features. Inspired by the paper [26] , we firstly extract spatial contextual information of a pixel by guided filter. Then, we exploit KNN proposed by [19] to classify the pixels. Motivated by [25] again, we take spectral-spatial classification as a probability optimization process. The above two methods utilize the idea that the central point can be represented by the surrounding neighbors using guided filter.
A. PROBLEM FORMULATION
Generally, to describe the HSI problem clearly, we define M = {x 1 , x 2 , · · · , x N } as the hyperspectral data set, where x n = {x n1 , x n2 , · · · , x nS } is the nth pixel with S bands, and N denotes the number of HSI pixels. For obtaining a classification, we need to construct a training set T = {(x 1 , y 1 ) , (x 2 , y 2 ) , · · · , (x M , y M )}, where y m ∈ {c 1 , c 2 , · · · , c K } denotes the one of K labels, and M < N is the number of samples. The aim of HSI classification is to output a y m for a given x ∈M.
B. PROPOSED FGF-WKNN
Due to only taking the spectral information into account, the traditional HSI classification methods perform poorly. How to integrate spatial information and spectral information is the key to improve classification accuracy. Stemming from papers [25] , [26] , we also employ the guided filter to extract the spatial feature. Our first thought is that the feature embodying the spatial information by guided filter is more suitable for classification. Then, we use KNN to classify the combined feature. The approach we proposed is called as joint representation KNN with front guided filter (FGF-JKNN for short). Concrete scheme is as follows.
First, Principal Component Analysis (PCA) is used to obtain the guidance image G. We take the first principal component as gray-scale guidance image, and take the first three principal components as color guidance image. Given a data set D = {d 1 , d 2 , · · · , d S } which is equal to M, we adopt PCA to obtain the following result. Here d i is the spatial information of the ith band, and S denotes the number of bands.
So, the gray-scale guidance image is G = [p 1 ], first principal component, and the color-scale guidance image is G = [p 1 , p 2 , p 3 ] .
Then, based on formula (3,4) using input image d 1 and guidance image G, we can obtain all the parameters {a k , b k } in the formula (6, 7), and get the filtering output u 1 . By the same way, we can yield all the d i , and construct a new hyperspectral image U = {u 1 , u 2 , · · · , u S } which has combined the spatial feature with the spectral feature.
Finally, we use a joint representation KNN (JKNN) approach originally presented in [19] to classify the hyperspectral image U. The main idea of JKNN is to represent a pixel with neighbors in a local window of it. Hence, we replace a point-to-point distance with a set-to-point distance, which is expressed by the following:
where N l is theneighbor set of pixel l, a i denotes an element of training set, and |N l | denotes the number of the neighbor set.
C. PROPOSED PGF-JKNN
Different from the above method, motivated by the paper [25] , we propose an approach called joint representation KNN with posterior guided filter (PGF-JKNN for short), which takes guided filter as an optimization process after classifying the HSI using JKNN. The specific process is as follows.
First, we adopt JKNN to classify the HSI, and obtain a classification map c. The map c is converted to probability maps
] is a map having the same size of c, and M denotes the number of the category. And p in = 1ifc n = i 0else is the initial probability that a pixel n belongs to the i-th class. Then, guided filter is used to filter the probability maps p. Also, we employed PCA to decompose the initial hyperspectral image D, and obtain the first principal component as guidance image G. The process of yielding guidance image is the same as described in the aforementioned FGF-WKNN.
Finally, we choose the maximum probability of each pixel as the classification result. Then, a obtained new classification mapc is the final result.
IV. EXPERIMENTS AND RESULTS
In this section, we selected four popular hyperspectral data sets toverify the effectiveness of our proposed methods. And three widely used quality indexes are adopted to evaluate the performance of our methods. Besides, we analyzed the influence factors of this experiments. 
A. EXPERIMENTAL SETUP 1) DATA SETS
There are four hyperspectral data sets used in our experiment, i.e., the Indian Pines, the University of Pavia. The Indian Pines image was recorded by AVIRIS sensor over the Indian Pines test site in North-western Indiana. This image consists of 145×145 pixels with 220 spectral bands in the wavelength range from 0.4 to 2.5 µm. In this scene, there are 16 categories to be classified, including woods, grass-pasture, and so on.
The University of Pavia image capturing an urban area surrounding the University of Pavia was gathered by the ROSIS03 satellite sensor. The image is composed by 610 × 340 pixels with 103 spectral bands and a spectral coverage ranging from 0.43 to 0.86µm. In this scene, nine classes of interest are considered, such as asphalt, meadows, etc.
Kennedy Space Center(KSC) data set was acquired by AVIRIS, in a range of 224 bands with wavelengths ranging from 0.4 to 2.5µm. Given water absorption bands, 176 spectral bands are used for classification. There are 13 different land-cover classes available in this data set, as listed in Table 1 . Salinas data set was also collected by the AVIRIS sensor, capturing an area over Salinas Valley, California, with a spatial resolution of 3.7m. The image comprises 512×217 pixels with 220 bands. There are 16 different classes which listed in Table 1 . We also selected 200 bands for our experiment by removing water absorption bands.
2) EVALUATION METRICS
To evaluate different HSI classification algorithms, we apply three widely used quality indexes, i.e., the overall accuracy (OA), the average accuracy (AA), and the kappa coefficient. OA is the percentage of correctly classified samples to all test samples, AA is the mean of the percentage of correctly classified pixels for each class, and the kappa coefficient is calculated based on the confusion matrix of different classes. Because the samples of training set are randomly selected, we take the average of 10 times experiments as the final result. 
3) PARAMETER SETTINGS
In our experiment, there are several parameters to be set. The radius r of guided filer and regularization parameter are the two key factors to affect the result of guided filtering. Radius r is used to express the range of smooth. And is used to control the ambiguity, in which, the bigger the value, the more blurred the output image is. We set = 0.001 in this work. Meanwhile, a local window is need to be set for joint representation KNN. We also set the r of the local window to 3. For the above four datasets, we take 5% of the data as the training set and the remaining 95% to test the proposed approach.
B. INFLUENCE FACTORS OF EXPERIMENTS 1) ANALYSIS ON PARAMETERS OF KNN
Motivated by the joint representation model, we adopt a set-to-point distance instead of point-to-point distance in the KNN. The set consists of pixels in a local window of a pixel. The radius of the window is a factor to influnence the classification accuracy. We set a radius of 1, 3, 5, 7, respectively, for all the data sets. The average accuracy in ten times was shown in Figuire 1. We can see that, except for KSC, the accuracy of data sets is the highest when the radius is 3. So, we choose a radius of 3 as an experimental parameter.
2) INFLUENCE OF GUIDED FILTER PARAMETER
The radius of guided filter which means the scale of spatial information also is a key factor to affect HSI classification accuracy. We set a radius of 3, 5, 7, and 9 for all the four data sets, respectively. Figure 2 shows the average classification results of the four data sets. The radius of guided filter in our experiments are 3, 7, 9, 7 for Indian Pines, University of Pavia, KSC, and Salinas, respectively.
3) INFLUENCE OF DIMENSIONALITY REDUCTION
Considerable literature shows that high dimension will causethe Hughes phenomenon. Many researchers adpoted principal component analysis (PCA) and independent component analysis (ICA) to reduce the dimension. So, in this paper, we take Indian Pines data set as an example, and discuss the effect of dimensionality reduction on the HSI classification accuracy. We reduced the dimension of Indian to 150, 100, 50 by PCA, respectively. And corresponding results are 96.81%, 96.80%, and 96.69%, respectively. TABLE 2. Classification accuracy on the indian pines data set (5% samples for training).
TABLE 3.
Classification accuracy on university of pavia data set (5% samples for training).
All of them are inferior to the result of 200. Hence, we do not use dimensionality reduction in our experiments.
C. EXPERIMENTAL RESULTS
In this section, we compare our proposed methods (FGF-JKNN-g, FGF-JKNN-c, PGF-JKNN-g, PGF-JKNN-c) with several widely used HSI classification methods, including the method based on SVM [8] , EPF [25] , and SSKNN [19] . The abbreviations g or c denote gray guidance filter and color guidance filter, which are obtained by the first principal component or the first three components, respectively.
1) EXPERIMENT ON INDIAN PINES DATA SET
To evaluate our methods, we compared the performance of the methods using the quantitative index of OA, AA and KA. The experimental results are shown in Figure 3 and Table 2 . We can see from Figure 3 , that the last two pictures are similar to ground truth, and SSKNN performs poorly on edge pixels.
From the detailed results in Table 2 , we also see that there is a vast gap between the pixel-wise classifier (SVM, which is an outstanding classifier) and spectral-spatial classifier. Our proposed FGF-JKNN-c and PGF-JKNN outperform EPF and SSKNN methods. Especially, PGF-JKNN increased 4% and 8%, compared to SSKNN and EPF, respectively.
From this experiment, we can draw the following conclusion. a) Guided filter can overcome the classification inaccuracy of edge pixels in SSKNN. b) KNN with posterior guided filter is more usefull than that with front guided filter. c) Color guided filter is more effective than gray guided filter.
2) EXPERIMENT ON UNIVERSITY OF PAVIA DATA SET
The second experiment is performed on the University of Pavia. Figure 4 shows the classification maps obtained by VOLUME 6, 2018 different methods. From this figure, it can be seen that the classification obtained by the SVM and SSKNN is not very satisfactory since some noisy are still visible. The classification accuracy of EPF-c, FGF-JKNN-g, PGF-JKNN-g is roughly the same. From the result in Table 3 , we can observe that the performance of SVM has improved greatly in all quality indexes, compared with the classification in the Indian Pines data set. Maybe the reason is that SVM classifier is not suitable for multiclass problem. Due to the small number of classes in the University of Pavia, the EPF-g and EPF-c are slightly better than our proposed methods. However, compared to the primary reference approach SSKNN, all our methods have increased by nearly 3%, in the OA, AA, and KA.
3) EXPERIMENT ON KSC DATA SET
In the KSC data set, the vast majority of pixels are in the background, and only 5000 pixels are used to train and test. That is, it has the characteristic of small sample and high dimension. The following Figure 5 shows the classification results of KSC data set. In Figure 5 , we can see that only the result of SVM has some noises compared with ground truth.
The detailed classification results are shown in Table 4 . From the Table 6 , we can see that the top three accuracy are PGF-JKNN-c, EPF-c, and FGF-JKNN-c, all of which adopt color guided filter to extract spatial information. That is, color guided filter is more effective than gray guided filter, which coincides with the conclusion of the previous experiment. SSKNN is the worst one of spectral-spatial HSI classification 18588 VOLUME 6, 2018 methods. That means that SSKNN is not suitable for data set with small samples.
4) EXPERIMENT ON SALINAS DATA SET
There are more than 50,000 samples in Salinas data set, which is the biggest one we have chosen. The category of Salinas has regular shape, which is helpful to classify. The classification results are shown in Figure 6 and Table 5 .
From the figure 6 , we can see that the result map of SVM has many noise points which were set wrong labels. All of our proposed methods outperform other metods (EPF, SSKNN), and obtain the accuracy beyond 99%. Table 5 illustrates the detailed classification accuracy. Compared with SVM and EPF, our proposed methods (FGF-JKNN, GFG-JKNN) increase by 1% and 3%, respectively. Especially, PGF-JKNN-c got a dramatic 99.9%, which outperforms state-of-the-art methods.
Comparing the methods on the four data sets, we can observe that our proposed methods are better than other methods in three data sets (Indian Pines, KSC, and Salinas) except for University of Pavia data set. University of Pavia data set has the characteristics of few categories and low dimension, which are more suitable for SVM classifier. SSKNN method performs poorly on KSC data set. That is because SSKNN is more fitable for regular shapes and large scale shapes. Our proposed FPF-JKNN and GPF-JKNN are more robust to solve complex problems.
V. CONCLUSION
In this paper, we proposed two novel spectral-spatial HSI classification methods which combines joint representation KNN with guided filter. A front guided filter method is used to extract spatial information. A posterior guided filter take advantage of denoising to optimize the classification result.
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The proposed two methods perform well and succeeded in classifying hyperspectral images with highest accuracies, especially compared to our primary reference object SSKNN.
From this work, we can draw the following conclusions. a) Dimension reduction is not necessary for HSI classification. b) Guided filter can extract the spatial information of HSI effectively, and classify the edge pixels of HSI more accurately. c) For different data sets, the radius of guided filter should be different, to get a better classification result. d) Color guided filter is more effective than gray guided filter. 1 SIMING HAN received the B.S. degree from the National Pilot School of Software, Yunnan University, Kunming, China, in 2014. He is currently pursuing the M.S. degree with the School of Computer Science, Shaanxi Normal University, Xi'an, China.
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