Introduction
There exists a vast literature concerning with the optimal control of nonlinear evolution systems, even with state constraints. By using dierent approaches (weak solutions, mild solutions,...) and methods (penalization, linearization, relaxation,...) dierent kind of rst order necessary optimality conditions (of integral type or maximum principle type) are obtained: in the semilinear case, see for instance [2] , [6] , [9] , [18] , [19] and the bibliography cited in these works; with regard to the quasilinear case, there are various studies about the existence of optimal controls (among others [11] , [13] and [14] ) and a few others related with the derivation of the optimality system as [1] , [17] and more recently [16] ; see [15] for retarded systems. Nevertheless, the assumptions in these studies are so restrictive that make the results inapplicable to classical quasilinear parabolic equations. For instance, the operator y t (x; t) div x (k + jr x y(x; t)j) 2 r x y(x; t) (1:1) neither satises the condition ii) of Lemma 3.3 nor (C2) in [1] (and consequently the condition H(A) 4 (6) imposed in [16] , which coincides with the rst one).
On the other hand, the work [17] contains a non well claried point (the uniqueness of solution asserted in Theorem 6.2 may be not true), although the argumentation can be modied in such a w a y that most of the nal consequences remain valid for the operator under consideration, which h a s a v ery particular structure that does not include (1.1) .
This paper deals with optimal control problems of systems governed by quasilinear parabolic equations in divergence form, whose prototype is (1.1). Our aim is to prove existence of solution and derive some optimality conditions in a rigorous way.
Optimal control of systems governed by quasilinear elliptic equations has been studied in some previous authors' works (see for instance [3] , [4] , [5] and the bibliography cited therein), where even state constraints were considered.
The rest of the paper is organized as follows: in Section 2 we study the state equation; in Section 3 we present the control problem under consideration and derive the existence of optimal controls; in Section 4, we study the conditions under which the functional control-state is dierentiable. Finally, in Section 5, we derive the optimality systems for dierent t ypes of operators.
2 The state equation
Let be a bounded open subset of l R n with Lipschitz continuous boundary and 0 < T < + 1 . Consider the parabolic initial-boundary value problem 8 > < > :
y t (x; t) + Ay(x; t) = u ( x; t) in Q T = (0; T ) y ( x; t) = 0 o n = (0; T ) y ( x; 0) = y 0 (x) in (2:1) where A is the quasilinear dierential operator Ay(x; t) = div x (a(x; t; r x y(x; t)) + a 0 (x; t; y(x; t)) = = n X j=1 @ @x j a j (x; t; @y @x 1 (x; t); : : : ; @y @x n (x; t)) + a 0 (x; t; y(x; t)):
On the coecients we will assume the following conditions:
( a j (; ; ) is a measurable function in Q T 8 2 l R n a j (x; t; ) belongs to C 1 (l R n ) a.e. (x; t) 2 Q T j = 1 ; : : : ; n a 0 (x; t; 0) = a j (x; t; 0) = 0 j = 1 ; : : : ; n (2:7)
for some > max f2n=(n + 2 ) ; 1 g , k 0, 1 ; 2 > 0, some positive increasing function ' 0 , and all (x; t) 2 Q T , y 2 l R and ;2l R n . Linear and semilinear parabolic equations are included in the case = 2 .
Some spaces appear in the study of the parabolic initial-boundary value problems like (2.1) in a natural way b By (2.9), the initial condition y(x; 0) = y 0 (x) makes sense.
c The requirement of being strictly greater than 2n=(n+ 2 )is necessary in order to guarantee the boundedness of the solution.
Proof. Firstly, let us suppose that instead of (2.6) it holds (a 0 (x; t; y) a 0 (x; t; y 0 ))(y y 0 ) 0 and ja 0 (x; t; y)j 3 (2:14) for some 3 > 0 and all (x; t) 2 Q T and y;y 0 2l R.
In this case, we are in the standard setting and the existence of a unique solution of (2.1) in W (0; T ) is a consequence of [12, Theorem 1.2 bis, Chapter 2], Remark 2.1-a) and the hypothesis > 2 n=(n + 2 ) : F urthermore, taking into account the assumption (2.12), that > 2 n=(n + 2) and the monotonicity o f a 0 with respect to y, w e can apply the classical de Giorgi-Moser techniques (see [10] ) to deduce the boundedness of the absolute value of the solution in Q T by a positive constant independent o f 3 .
In the general case, for each M > 0 w e i n troduce the following truncation a M 0 (x; t; y) = Because of the uniqueness of the limit, the whole sequence fy m g m2l N converges to y u . Finally, the convergence in L q (Q T ) for all q 2 [1; +1) is again a consequence of (2.10) and (2.15).
For < 2 the argumentation is similar, using that With the aid of Theorem 2.1 and Corollary 2.1, the existence of solutions of (P) can be established in a standard way: a the function L(x; t; y; ) is convex for each (x; t; y) 2 Q T l R and b there exists u 0 2 l K; such that the set fu 2 l K : J ( u ) J ( u 0 ) g is bounded i n L r ( Q T ) :
Then, there exists at least one optimal control for problem (P):
Proof. Thanks to the hypotheses and Theorem 2.1, it is easy to verify that J(u) is nite for each u 2 L r (Q T ):
Let fu m g m2l N l K be a minimizing sequence and fy m g m2l N be the corresponding states, i.e. the solutions of (2. 
That means u is an optimal control for (P):
Remark 3.1 a In the existence theory of optimal controls, convexity conditions are usually assumed. Condition a) is one such condition. We should point out here that if one only discusses the existence of optimal controls the dierentiability conditions on L can be r emoved. Consequently, (3.2){(3.3) can be r eplaced by some weaker conditions. Here, we do not intend to get into this generality since our main objective is to derive the optimality conditions, for which we need the dierentiability of the function L with respect to y and u. 
Sensitivity analysis
As mentioned in x1, in order to derive some optimality conditions satised by an optimal control u, w e i n v estigate the dierentiability of the relation between the control and the state: u ! y u . In this study some diculties arise by the (possible) non-uniqueness of solution for the linearized problem that is (in general) of degenerate type. Nevertheless, there are some special situations in which this diculty does not appear. These can be summarized as follows: At the end, we will point out the dierences in the case < 2 :
It will be convenient to divide the argumentation into several steps.
Step 1. The sequence fz g >0 is bounded i n L 2 (0; T ; H 1 0 ()). Combining (4.12) and the conclusion of previous step with the hypothesis (2. Step 3. 
Optimality conditions
In the sequel, we will assume that u 2 l K is an optimal control for (P) and y its associated state. With the aid of Theorem 4.1 we can easily obtain the rst order optimality system when = 2 ; which includes the semilinear case. We h a v e c hosen a particular type of operator to simplify the technicalities of the proof. A concrete example of an operator satisfying all the hypotheses imposed in Theorem 5.2 was given in Introduction (see (1.1) ). At the end of the section, we will indicate a more general class of operators to which the previous result can be extended.
The next two subsections are devoted to the proof of Theorem 5.2.
Approximating problems
Let us begin by describing briey the classical regularization procedure. For that purpose, for all i; j; l 2 f 1 ; : : : ; n g ,y 2l Rand all ;2l R n :
Next, let us introduce the following problem: Proof. Thanks to the following classical estimates If < 2, we obtain the same conclusion arguing once again as in (2.18).
Let us dene the set
28) where u is a xed optimal control for (P):
Next, we i n troduce the following family of approximating problems:
where the cost functional is given by
L ( x; t; y u (x; t); u ( x; t))dxdt:
The family of problems (P ) approximates to (P) in the following sense:
Proposition 5. Remark 5.1 In the proof of the previous proposition, we do not claim either that the problems (P ) have solutions or that the sequence fu g converges to u in any sense. Actually, this might not be the case in general. 
Proof of
Last relation means that u is an optimal control for the following problem
By virtue of the boundedness of the spatial gradient o f y u in Q T and the convexity o f t h e norm, it is possible to obtain the rst order optimality system corresponding to (P 0 ) for each 2 (0; k = 2) as in Theorem 5.1, taking now i n to account that the necessary condition is J 0 (u )(v u ) + k v u k L r ( Q T ) 08 v 2 l K 1 : Consequently, w e obtain the following result for each 2 (0; k = 2): In order to pass to the limit in these optimality systems as ! 0 it is necessary to distinguish the cases > 2 and < 2 : As usual, we will describe in detail the rst case and indicate the dierences in the second one. The proof uses essentially the same arguments as before, the main dierence being the denition of the coecients a 0 and a j . In order to make possible the convolution products with the approximation of the identity f g, w e m ust extend the domain of denition of the coecients a 0 and a j to R n+2 and R 2n+1 respectively. These extensions (that we denote bỹ a j ) can be constructed in a standard way (see, for instance, [10] ). Moreover, this construction preserves the conditions satised by each function, i.e. each a j v eries the same conditions than the corresponding a j ; for all 0 j n in a domainQ T R n ; whereQ T is an open subset of l R n+1 such that Q T Q T :
With these notations, we dene a j (x; t; ) = ( 2 n +1
?ã j )(x; t; ) ( 2n+1 ?ã j )(x; t; 0) 8 1 j n; and a 0 (x; t; y) = ( n +2 ?ã 0 )(x; t; y) ( n+2 ?ã 0 )(x; t; 0); that still satisfy the same conditions than a j and a 0 for all 2 (0; 0 ) ;with 0 = min fk=2; d ( Q T ; l R n +1 nQ T )g: does not enter into the framework of this paper, because of hypothesis (2.4). However the same type of results can be obtained for optimal control problems governed by this equation, by changing slightly the argumentation of the proofs; see also [17] .
