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Abstract
This paper presents a new numerical method for the solution of exterior Helmholtz scattering problems, which is applicable to
inhomogeneous exterior domains and a wide class of geometries. The algorithm is based on the pole condition, which is a general
radiation condition and allows a treatment of exterior Helmholtz problems without an explicit knowledge of Green’s functions or a
series representation. Our algorithm is based on a numerical approximation of the singularities of a Laplace transform of the exterior
solution. Numerical examples illustrate the performance of the method.
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1. Introduction
TheHelmholtz equation on unbounded domains plays amajor role in themathematicalmodeling ofwave propagation
phenomena. It describes an important class of scattering problems in nuclear physics, acoustics and electromagnetic
scattering.
Present numerical methods for the solution of these problems are mainly the boundary integral method [1], and
the ﬁnite element method in combination with inﬁnite elements [2]. An alternative approach is based on the the-
ory of the pole condition by Schmidt [5]. It characterizes outgoing waves by the location of the singularities of the
Laplace transform of the exterior ﬁeld. In [4] it is shown, that the pole condition is equivalent to the Sommerfeld ra-
diation condition for homogeneous exterior domains. For inhomogeneous exterior domains the Sommerfeld radiation
condition does not always hold true in contrary to the pole condition approach which covers certain types of inhomo-
geneous exterior domains. The class of inhomogeneities that can be treated by our approachwill be detailed in Section 4.
∗ Corresponding author.
E-mail addresses: schmidt@zib.de (F. Schmidt), hohage@math.uni-goettingen.de (T. Hohage), klose@zib.de (R. Klose), schaedle@zib.de
(A. Schädle), zschiedrich@zib.de (L. Zschiedrich).
1 Supported by the DFG Research Center MATHEON “Mathematics for key technologies” in Berlin.
0377-0427/$ - see front matter © 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2007.04.046
62 F. Schmidt et al. / Journal of Computational and Applied Mathematics 218 (2008) 61–69
We present an algorithmic realization of the pole condition method in a ﬁnite element setting. This leads to a system of
integro-differential equations for the Laplace transform of the exterior ﬁeld. The method ﬁts ﬁnite element type space
discretizations in a natural way and provides a stable back-transformation both in the discrete and continuous setting,
which yields a stable representation formula for the exterior ﬁeld. In its ﬁrst variant, this method was described in [3].
We generalize this algorithm to the case of nonspherical scatterers and inhomogeneous exterior domains. A coupling
to ﬁnite elements in an interior domain is possible.
The outline of the paper is as follows. In Section 2 we brieﬂy review basic ideas of the pole condition approach, which
originate from [5]. Section 3 describes the ﬁnite-element-based part of the method. The underlying concepts were also
the basis for a new version of the Perfectly Matched-Layer method [6]. Section 4 details the implementation of the
pole condition and Section 5 speciﬁes a new algorithmic realization of the pole condition. Section 6 gives numerical
examples which experimentally indicate the convergence of the method.
2. Basic ideas
Consider the exterior Helmholtz equation on an unbounded domain  = R2\int with int bounded and a position
dependent wave number k(x),
u(x) + k2(x)u(x) = 0 in ,
u(x) = uD(x) on . (1)
In addition a radiation condition at inﬁnity is required. If k(x) ≡ k is constant for |x|>R for some R a suitable radiation
condition is the Sommerfeld radiation condition:
lim|x|→∞ |x|
1/2(u − iku) = 0 uniformly for all directions where =
x
|x| .
In the general setting of a position dependent wave number the radiation condition is provided by the pole condition.
The basis of the pole condition is a generalized radial–angular (, ) coordinate system. For a polygonal int the most
elementary (, ) coordinate system is obtained from a decomposition of the exterior domain into a ﬁnite number of
segments Qj . Each segment Qj is the image of a reference element under a bilinear mapping B locj :Q
(,)
j → Q(x,y)j
with Q(,)j := [0,∞] × [j , j+1]. The local coordinate transformations have to be constructed such that they can be
combined to a globally continuous mapping B, cf. Fig. 1.
We denote the straight nonintersecting rays connecting each vertex pj , j = 1, . . . , NV of the polygonal boundary
int with inﬁnity by gj . Additionally we choose B locj such that the images of two parallel lines 1 × [j , j+1] ⊂
Q
(,)
j and 2 × [j , j+1] ⊂ Q(,)j remain parallel under B locj . The existence of such a homeomorphism B and
Fig. 1. Prismatoidal coordinate system. Each segment Qj is the image of a reference element under a bilinear mapping Blocj . These local mappings
are combined to a global mapping B which is continuous in .
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Fig. 2. Generalized normal rays for a strictly convex domain. The dashed line denotes the = 1 parallel polygon.
various construction methods are discussed in [5,6]. A simple construction is obtained using generalized normal rays,
cf. Fig. 2.
Example 1 (Generalized normal rays). Given a nonempty strictly convex polygonal domain, with vertices pj , j =
1, . . . , NV numbered counter clockwise and setting p0 = pNV and pNV +1 = p1 the generalized normal rays gj are
given by
gj () = pj + 
nj
‖nj‖ where nj =
pj − pj−1
‖pj − pj−1‖
+ pj − pj+1‖pj − pj+1‖
.
Here nj is a vector bisecting the angle formed by the two adjacent edges to pj . These rays are now parameterized as
follows to obtain the uniform distance variable . With v⊥ denoting the outward pointing normal to v,
gj () = pj +

cos(j )
nj
‖nj‖ where cos(j ) =
〈(pj − pj+1)⊥,nj 〉
‖pj − pj+1‖ ‖nj‖
for j = 1, . . . , NV .
Hence j is the angle between nj and the perpendicular vector to an adjacent edge. In a more general setting the j
on either side of nj may be different.
The homeomorphism B yields a generalized radial coordinate . The Helmholtz equation is formulated in the pris-
matoidal coordinate system and provided with a radiation condition in the variable . The pole condition distinguishes
outgoing from incoming waves by the Laplace transform of (u◦B)(, x)with respect to . A function which satisﬁes
the pole condition is an outgoing wave.
Deﬁnition 2 (Pole condition). A function u(x) satisﬁes the pole condition if the Laplace transform of (u ◦B)(, x)
with respect to  has a holomorphic extension to the lower half-plane {s ∈ C : I(s)< 0} for all x ∈ .
3. Semi-discretization based on local prismatoidal coordinate systems
The semi-discretization of the Helmholtz equation in the angular like variable  is based on a local prismatoidal
coordinate system. This is our general framework for different realizations of transparent boundary conditions such as
the pole condition or the PML method [6].
We derive the transformation B locq : Q(,)q → Q(x,y)q . A segment (cf. Fig. 3) is bounded by two rays g1() and g2().
The local transformation between the (, ) and the (x, y) coordinate system is(
x
y
)
= g1() +
− 1
2 − 1
(g2() − g1()). (2)
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Fig. 3. Segment Q(x,y)1 .
Taking into account that the Helmholtz equation is invariant under rotations we may assume without loss of generality
that g1(0) = p1 = (0, 0), g2(0) = p2 = (0, h), 1 = 0 and 2 = 1. The local transformation is given by(
x
y
)
=
(
1 − 
h
)

(
1
− tan 1
)
+ 
h
((
0
h
)
+ 
(
1
tan 2
))
:= B loc(, ). (3)
We formulate the exterior problem in a weak form in the () coordinate system in analogy to evolution problems,
where  plays the role of the time variable. The solution (with a slight abuse of notation again denoted by u) will be
considered as an element of the space C2([0,∞);H 1 ([min, max])) where H 1 ([min, max]) is the space of periodic
functions in H 1([min, max]). With the Jacobian J of the global transformation B, F := J−1J−T |J |, 	 = int, and
a2(v,w, ) =
∫
	
vF 11w d,
a1(v,w, ) =
∫
	
vF11w d−
∫
	
((vF 12) + (v)F21)w d,
a0(v,w, ) =
∫
	
vF12w d−
∫
	
vF 22w d+
∫
	
v|J |k2w d,
the exterior problem reads: ﬁnd u ∈ C2([0,∞);H 1 ([min, max])) such that for all v ∈ H 1 ([min, max]) and all
 ∈ R+,
a0(v, u, ) + a1(v, u, ) + a2(v, 2u, ) = 0, (4)
u(0, ) = uD(B(0, )), (5)
u(, ) satisﬁes the pole condition w.r.t . (6)
With the basis {
1, . . . ,
NB } of the linear ﬁnite element space Sh ⊂ H 1 , the ﬁeld u is approximated by
uh(, ) =
NB∑
j=1
uhj ()
j (). (7)
The coefﬁcient-vector of uh(, ) is denoted by uh(). Inserting (7) into (4) for u yields the system
A0()u
h() + A1()uh() + A2()2uh() = 0. (8)
All local quantities get as an additional subscript the segment number q, and we introduce aq,1= tan q,1, aq,2= tan q,2
and aq = tan q,1 + tan q,2. The wave number may depend on the number of the segment and on  in each segment,
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in the way that
k2q() = k20,q
(
1 + p
(
1
+ 0
))
where pq(t) =
∞∑
m=1
pq,mt
m
. (9)
If uhq() is the coefﬁcient-vector with degrees of freedom corresponding to segment Qq , with cq = hq/aq , a local
contribution to the left-hand side of (8) is
2∑
j=0
A
(q)
j 
j
u
h
q() =
2∑
j=0
1∑
i=−1
(cq + )iM(q)i,j juhq() + (cq + )p
(
1
+ 0
)
M
(q)
1,0u
h
q() (10)
with
M
(q)
−1,0 =
a2q − 3a1,qa2,q + 3
3aq
(−1 1
1 −1
)
, M
(q)
1,0 =
aqk
2
0,q
3
(
1 12
1
2 1
)
,
M
(q)
0,1 =
1
3
(
aq 2a2,q − a1,q
2a1,q − a2,q aq
)
, M
(q)
1,2 =
aq
3
(
1 12
1
2 1
)
, (11)
and all other matrices M(q)i,j = 0.
4. Cut-function realization of the pole condition
In order to implement the pole condition ((Deﬁnition 2)), we take the Laplace transform of (10) with respect to ,
and denote the Laplace transform of uhq() by uˆhq(s) := L(uhq)(s). It is assumed that the inhomogeneous part of the
wave number is described by
wq(+ 0) =
∞∑
m=1
wq,m
(
1
+ 0
)m
with wq,m = (aq − 0)pq,m + pq,m+1. (12)
Using [4, Lemma 4.1] it can be shown that wq has an inverse Laplace transform, and a local contribution to the
Laplace-transformed system reads:
(−M(q)1,0 − M(q)1,2 s2)
d
ds
uˆhq(s) + (cq(M(q)1,0 + M(q)1,2 s2) − 2sM(q)1,2 + M(q)0,1s)uˆhq(s)
+ M(q)−1,0
∫ ∞
s
e(s−s1)cq uˆhq(s1) ds1 + M(q)1,0
∫ ∞
s
e(s−s1)0(L−1wq)(s1 − s)uˆhq(s1) ds1 + pq,1M(q)1,0 uˆhq(s)
= cqM(q)1,2
(
− d
d
uhq(0) − suhq(0)
)
+ M(q)1,2uhq(0). (13)
Here, the involved integrations are carried out along an arbitrary path, from s to s˜ withR(s˜)=∞. In [4] it is shown for
the special case of spherical scatterers and inhomogeneities satisfying wq,1 = 0 and wq() = w() that the Laplace-
transformed solution has only one pole with a branch cut at sp. By the pole condition we have I(sp)> 0. (For standard
polar coordinates sp = ik.) The branch cut is chosen as a ray parallel to the negative real axis. Moreover, uˆh has the
decay property
|uˆh(s)| = O(|s|−1) for |s| → ∞, (14)
and the cut-function
[uˆhq ]() = lim→0 uˆ
h
q(sp − + i) − uˆhq(sp − − i), > 0 (15)
is well deﬁned. Moreover, close to the singularity uˆh has the behavior
uˆh(s) · (s − sp)
1
2 = q + o(1), s → sp. (16)
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Fig. 4. Integration paths occurring in the transformation of the solution from Laplace-domain to the space domain.
(Note that in [4] u(, ) is scaled by −1/2 before taking the Laplace transform.)
Wewill assume (without proof) that the same properties hold true for themore general case considered here. Inserting
(16) into (13) yields
(M
(q)
1,0 + s2p,iM(q)1,2 )q = 0. (17)
This relation can be used to determine the discrete poles sp,i by solving an eigenvalue equation. Since the pole condition
excludes singularities of uˆh in the lower complex half-plane, sp,i is chosen as the square root of eigenvalue s2p,i with
positive imaginary part.
The pole condition method provides a stable back-transformation of the solution from the Laplace-domain to the
space-domain (cf. Fig. 4 for deﬁnitions of integration paths). The -dependent solution is given by the inverse Laplace-
transform,
uh() = 1
2i
∫
1
uˆh(s)es ds. (18)
The numerical evaluation of this integral, however, is not stable since for large distances  the integrand is highly
oscillating. With Cauchy’s integral theorem and the pole condition, which states that uˆh(s) has no pole in the lower
complex half-plane, the back-transformation can alternatively be stated as
uh(s) = − 1
2i
∫
2+···+9
uˆ(s)es ds. (19)
With the deﬁnition of the cut-function (15) and the asymptotic properties (14) and (16) a stable back-transformation is
given by
uh() = 1
2i
∫
6
[uˆh](s)es ds. (20)
With the goal in mind to evaluate the back transformation (20), the Laplace-transformed local system is expressed
in terms of the cut-function at s = sp − , > 0, as
(M
(q)
1,0 + M(q)1,2 (sp − )2)
d
d
[uˆhq ]()
+ (cq(M(q)1,0 + M(q)1,2 (sp − )2) − 2(sp − )M(q)1,2 + M(q)0,1 (sp − ))[uˆhq ]()
+ M(q)−1,0
∫ 
0
e(−+1)cq [uˆhq ](1) d1
+ M(q)1,0
∫ 
0
e(−+1)0(L−1wq)(1 − )[uˆhq ](1) d1 + p1M(q)1,0 [uˆhq ]() = 0. (21)
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5. Numerical solution of the exterior scattering problem
This section describes the numerical solution of (21) subject to a Dirichlet boundary condition. The main idea
is to use the transform f : [−, ) → [0,∞), f () := exp(3 tan(/2)), and to formulate (21) as an integro-
differential equation on [−, ) for the function [vˆh]() := f ()−[uˆh](f ()), with  ∈ (−1,−0.5). The transformed
function [vˆh]() is smooth and periodic due to the deﬁnition of f () and the exponential decay of the cut-function uˆh
(see [4, Lemma 6.3]). Now the transformed equation (21) reads:
(M
(q)
1,0 + M(q)1,2 (sp − f ())2)
d
d
(f ()[vˆhq ]()) (22)
+ (cq(M(q)1,0 + M(q)1,2 (sp − f ())2) − 2(sp − f ())M(q)1,2 + M(q)0,1 (sp − f ()))f ()[vˆhq ]()
+ M(q)−1,0
∫ 
−
e(−f ()+f (1))cq [vˆhq ](1)f (1)f ′(1) d1
+ M(q)1,0
∫ 
−
e(−f ()+f (1))0(L−1wq)(f (1) − f ())f ()[vˆhq ](1)f ′(1) d1
+ p1M(q)1,0f ()[vˆhq ]() = 0. (23)
The ﬁeld at = 0 is obtained by the back-transformation (20),
uh(0) = 1
2i
∫ ∞
0
[vˆh]()f ()f ′() d. (24)
The cut-equation (22) subject to the boundary condition (24) is solved by a spectral collocation method with equidis-
tant collocation points on [−, ]. The ﬁeld on the jth ray is approximated by
[vˆh,h]j () =
N∑
=1
Xj,ei(−N/2+−1) for j = 1, . . . , NB . (25)
The discretized problem (22), (24) leads to a system of equations
CX = 0 (with X = (X1,1, . . . ,X1,N , . . . ,XNB,1, . . . ,XNB,N)),
uh,hsc (0) =
1
2i
N∑
=1
J(0)X, (26)
where C is the resulting system matrix, J a matrix arising from the discretization of the integral in the back-
transformation (24) and X the vector of Fourier coefﬁcients. Involved integrals in C andJ() are themselves evaluated
by a spectral collocation method. The discrete solution in the exterior domain is obtained by the discretization of the
back-transformation formula (20) in terms of the cut-function,
uh,hsc () =
1
2i
N∑
=1
J()X. (27)
6. Numerical examples
The proposed algorithm involves two different discretization errors: the ﬁnite element error due to the discretization in
the generalized angular variable , and the discretization error of the spectral method. For certain symmetric problems,
it is possible to determine the solution uh() of the semi-discrete system (8) exactly. This section shows numerical
studies of the error due to the discretization of the spectral method, eh = |uh1() − uh,h1 ()|/|uh1()|, and the error
e = ‖u() − uh,h()‖0/‖u()‖0, where u() is the exact solution of the exterior Helmholtz problem.
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Fig. 5. Left: geometry of example 1. right: geometry of example 2.
20 40 60 80 100 120 140
10-8
10-6
10-4
10-2
100
number of modes
e
rr
o
r 
(e
)
ξ=1
ξ=10
ξ=100
ξ=1000
ξ=10000
ξ=100000
Fig. 6. Inhomogeneous exterior domain. Point-wise relative error |uh() − uh,h()|/|uh()| in dependance of the number of Fourier modes for
different distances  from the scatterer.
The ﬁrst example is scattering off a two-dimensional sphere with radius r = 2, cf. Fig. 5. The inhomogeneous
exterior domain is described by a wavenumber, which depends on the generalized distance variable  through
k2() = k20(1 + 1/(c0 + c1)2), (k0 = 1). Dirichlet boundary conditions according to the exact semi-discrete solu-
tion uh(0) are prescribed on the boundary of the sphere. We determine the relative error eh of the Fourier method, in
dependance of the number of Fourier modes at different distances from the scatterer. The error plot in Fig. 6 shows the
typical behavior eh ∼ O(1/N)N (N: number of modes) of a pseudo-spectral method. The experiment shows that the
method provides the solution for a wide range of distances from the scatterer with sufﬁcient accuracy. The investigated
distances range from = 1 to 105, where a wavelength is = 2.
The second example is scattering off an obstacle domain with homogeneous exterior, cf. Fig. 5. On the boundary
of the ellipse Dirichlet values are prescribed according to the exact solution uj (r,) = Hankel(1)(, r) exp(i). In
order to investigate the inﬂuence of the -discretization, we determine the relative error e of the fully discrete solution
measured against the exact solution for a series of reﬁnement steps in the -discretization. The result is shown in Fig. 7
(left), for NB =20, 40, 80, 120, 160, 200 (number of rays). An increase of NB results in a smaller error, but an increase
of the number of Fourier modes yields an error reduction only for the ﬁrst few reﬁnement steps. Then, the error in the
-discretization dominates.
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Fig. 7. Scattering off an elliptic domain. Left: relative error ‖u() − uh,h()‖0/‖u()‖0 in dependance of number of Fourier modes for different
numbers of NB ﬁnite element degrees of freedom. Right: relative error ‖u() − uh,h()‖0/‖u()‖0 in dependance of ﬁnite element degrees of
freedom.
The right of Fig. 7 shows the relative error e between the exact solution and the fully discrete solution for 80 Fourier
modes at a distance  from the origin in dependance of the degrees of freedom of the linear ﬁnite element method in
the -variable. The graphic shows a slope of 2. This is the L2-ﬁnite element error.
7. Conclusion
Starting from the pole condition as a radiation condition we have derived a new numerical algorithm for the solution
of Helmholtz-type scattering problems. The characteristic features of this cut-function method are a ﬂexible adaption
to polygonal boundaries of the scatterer and the possibility to include inhomogeneous exterior domains. The algorithm
solves exterior scattering problems and is suitable for a coupling of a ﬁnite-element method which solves an interior
problem. In comparison to [3] no knowledge about the singularities of the cut-function is exploited which makes the
algorithm more generally applicable, but on the other hand more costly.
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