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Abstract 
A model is considered which allows the coefficient of the covariable to be a 
sum of two coefficients, one due to row and one due to column. 
The familia.r model for an observation y ijk in the i th row and jt h column of 
a 2-way cross-classification with interaction is 
(o) 
where ~ is a general mean, a1 is the effect due to the ith row, ~j is the effect 
due to the jth column, yij is the corresponding interaction effect, and eijk is 
the random error term. The number of rows and columns is denoted by a and b, 
respectively, so that i = 1, 2, •••, a and j = 1, 2, ••• 1 b, with n .. observations ~J . 
in the (i,j) cell, so that k = 1, 2, ···, nij' 
may be zero is not excluded. 
The covariance model considered here is 
The possibility that some n .. 's lJ 
(1) 
where zijk is the observed value of the covariate corresponding to yijk" 
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Notation 
~
The model (1) is suggested by Searle [1971, p. 360], hereafter referred to 
simp-ly as IM. There, however, b. is used instead of b~ of (1), a notation that ~ ~ 
fails to distinguish for example between b i for i = 1 and b j for j = 1, a dis-
tinction tha.t is imperative and that is achieved through using b~!'. furthermore, 
~ 
the model (1) also requires having the z-term, the covariable corresponding to 
y. 'k' to be z. 'k and. not zij as erroneously shown in IM. ~J . ~J 
The model 
~
Model (1) is a special case of the general covariance model considered in LM, 
namely 
l = ~ + Zb + ~~ (2) 
where ¥. is the vector of observations, a is the vector of effects for the design 
part of the model (in this case~' the a's, ~'sand y's)~and ~is the corresponding 
design matrix. Z is the matrix of observed cova.riables and ~ is the corresponding 
vector of coefficients of those covariables. For (1), ~of (2) is the familiar 
design matrix fo:r a 2-way classification with interaction; ~' however, turns out to 
be singular, as has been pointed out by Zinger [1974]. For example, consider the 
case of a= 3, b = 2 and nij = 2 for all i and j. Then ~ of (2) is, for (1), 
2 111 2 111 
2 112 zll2. 
2 121 2121 
2 122 2 122 
b·)~ l 1 2 211 2 211 bf.· 
2212 
2 
Zb z212 b* = 
2221 2 221 3 ' 
(3) 
2 222 2 222 bl 
2 311 2 311 b2 
• 2 312 2 312 
2 321 z321 
2 322 2 322 
L 
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where the dots represent zeros. The matrix ~ is clearly of rank one less than its 
nurriber of columns, since columns corresponding to all the b . 's sum to the same 
J 
column vector as do the columns corresponding to all the b~'s. This is also true 
~ 
in the general case of k = 1, 2, •••, n .. , for unequal n .. including maybe empty 
~J ~J 
cells. The model as it stands therefore violates the assumption made 3 lines 
below (6) on page 341 of LM, that ~ should have full column rank. Non-singularity 
of ~~~ can, however, b~ assured, by deleting a column of ~ as implied in Zinger 
(op. cit). This is tantamount to putting the corresponding b! or bj equal to zero. 
Suppose we put b~ = 0. Then in the example the coefficients of the covariable 
become a.s follows: 
Column 1 Column 2 
Row 1 bl b2 
Row 2 b* 2 + bl b* 2 + b2 
Row 3 b* 3 + bl 
b"* 
3 + b2 
This is certainly reasonable; and generalization is clear. 
Estimation 
~
Estimation of b in (2) depends (LM p. 343) on calculating R 1 the matrix of 
- -z 
deviations of the z's obtained by fitting E(~) =~+~for each column z of z. 
Recall that for (0) a solution of the normal equations is (LM p. 291) 
o' 
a = o o' @ = 0 (4) 
Applying this in turn to each column of ~' after deleting its first column, we get, 
for Z of (3), 
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-
zlll- zll• 
-
• z112 - ZU· 
-
zl21 - zl2· 
-
zl22 - zl2• 
- -
z211 - z21· z211 - z21• 
- -
R 
z212 - z21• z212 - z21• (5) = 
-z - -
z221 - z22• z221 -:- z22• .. 
- -
z222 - z22• z222 .- z22· 
- -
z311- z31• z311 - z31· 
- -
z312 - z31• z312 • z31· 
- -
• z321- z32• z321 - z32· 
- -
• z322 - z32· z322 - z32• 
.J 
Then 
8 21 + 8 22 0 8 21 822 
0 8 31 + 832 831 8 32 R'R = (6) 
-z-z 
812 813 
+ + . 0 8 11 821 8 31 
8 22 8 23 0 6 12 + 622 + 8 32 
where 
(7) 
And in general 
l-~{si.J [sij} l R'R = 
-z-z {sij]' D{s .} 
- • J -
fori= 2, ···,a 
j = 1, 2, ••• , b (8) 
"" 
6 
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r n c l d~ l ~~ - (9) ~2 
where ~{ai} fori= 1, 2, ···,tis a diagonal matrix of order t, its diagonal 
elements beirig a1, a2, •••, at; and, in the usual manner of summation notation, 
b a 
\' 
and I sij (10) s. = L sij s = 
' ~· ·j j=l i=l 
for ni/'O for ni/O 
where these sums are over only those cells containing data, i.e., for which nij F o. 
FUrthermore 
R'y = [ (pi.} for i = 2, and j 1, 2, b ... a = ... 
-z- {p.j} 
(11) 
where 
nij 
pij = \ (z. "k - z. · )(yijk - y. · ) ~ 1J ~J· ~J· (12) 
k=l 
and p. and p . of (11) are sums of sums of products of y's and z's analogous to ~. • J 
the diagonal elements of R'R in (8). From (9) the two alternative forms of the 
-z-z 
r 
inverse of R'R are 
-z-z 
(R'R r 1 = f 
-z-z 
a.nd 
= 
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but neither of them appear to lead to any further simplification of the estimation 
procedure, which then proceeds in the usual manner (LM PP• 340-361). 
~ 
The model (o) contains interaction terms yij' When these are not included, 
the general solution vector of the normal equations·is not as simple as it is for (0). 
But, when fitting the z-vectors that are columns of~' e.g., of (3), the solutions 
will be simple because each z-vector has non-zero elements corresponding only to a 
single row or a single column of the design. As a result, the solution vector is 
null except for zi. corresponding to the non-zero elements in z, Hence R is the J• -z 
same as previously, e.g., as in (5). Thus for the no-interaction form of (1), the 
R matrix is the same a.s for the with-interaction form. 
-z 
Omitting the effects due to columns and interactions from a 2-way classifi-
cation, e.g., equation (0), reduces it to a 1-way classification. The same is 
true of (1), where we would also omit the b.'s. However, this procedure cannot 
J 
necessarily be satisfactorily extended to the estimation process. Deleting from 
R'R, the b columns and rows corresponding to the b.'s of the model (1) does not 
-z-z J 
yield the estimation.process for the 1-way classification of rows, with covariate. 
This is because in R'R of (6) the first column of Z has been deleted to overcome 
. -z-z 
the otherwise singularity of R'R , i.e., to overcome the fact that z_ of, for 
-z-z 
example, (3) does not have full column rank. On the other hand, deleting from 
R'R the (a- 1) columns and rows corresponding to the a.'s i = 2, ···, a of model 
-z-z 1 
(1) does lead to the correct estimation process of the 1-way classification of 
columns, with covariate. 
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