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Kurzdarstellung
Diese Dissertation bescha¨ftigt sich im ersten Teil mit der Dynamik von Teilchen in einer
Scherstro¨mung und den durch die hydrodynamische Wechselwirkung zwischen Teilchen
induzierten Effekten. Andererseits unterliegen kleine suspendierte Teilchen der Brownschen
Bewegung, die durch hydrodynamische Fluktuationen des Lo¨sungsmittels verursacht wird.
Der Frage, wie sich diese hydrodynamischen Fluktuationen als Funktion der Scherrate
von denjenigen in einer ruhenden Flu¨ssigkeit unterscheiden, ist der Hauptteil der Arbeit
gewidmet.
Im ersten Teil werden als einfaches Modell fu¨r drei festgehaltene Polymere drei Kugeln
in einer Scherstro¨mung betrachtet, wobei jede Kugel in einem harmonischen Potential
gefangen ist. Die Kugeln werden durch die Stro¨mung aus ihren Ruhelagen ausgelenkt und
oberhalb einer kritischen Scherrate und einer mittleren Geschwindigkeit gehen die u¨ber
das Lo¨sungsmittel wechselwirkenden Kugeln in eine oszillatorische Bewegung u¨ber. Die
Ergebnisse hierzu wurden in Referenz [11] publiziert.
Im zweiten Teil der Arbeit werden die Fluktuationen des Geschwindigkeitsfeldes in einer
Scherstro¨mung mit Hilfe der um das Scherfeld linearisierten Navier-Stokes Gleichungen
und der hydrodynamischen Fluktuationstheorie berechnet. Fu¨r die Korrelation unter den
Geschwindigkeitsfluktuationen entlang der beiden zueinander orthogonalen Richtungen
innerhalb der Scherebene ergeben sich gegenu¨ber der ruhenden Flu¨ssigkeit zusa¨tzliche,
von der Scherrate abha¨ngige Beitra¨ge. Diese Korrelation der Geschwindigkeiten an zwei
unterschiedlichen Punkten r1 und r2, ha¨ngt auf komplexe Weise von der Orientierung des
Verbindungsvektors r = r1 − r2 ab und nimmt invers proportional mit dem Abstand ab:
|r|−1.
Die Geschwindigkeitsfluktuationen der Flu¨ssigkeit induzieren stochastische Kra¨fte auf ein
suspendiertes Teilchen. Es sind diejenigen stochastischen Kra¨fte, die in der Langevin-
Gleichung fu¨r das Teilchen Eingang finden. In einer ruhenden Flu¨ssigkeit sind diese Kra¨fte
in zwei zueinander orthogonalen Richtungen unkorreliert. In der vorliegenden Arbeit wird
gezeigt, dass diese Kreuzkorrelation in einem Scherfluss endlich und in fu¨hrender Ordnung
proportional zur Scherrate ist.
Die Korrelationen der Geschwindigkeitsfluktuationen wurden in einer Na¨herungsrechnung
analytisch und unter Einbezug der Wa¨nde in einer ebenen Couette-Stro¨mung numerisch
berechnet. Die Ergebnisse aus diesen beiden Zuga¨ngen stimmen qualitativ u¨berein. Fu¨r
letzteren Fall konnte bereits in einer ruhenden Flu¨ssigkeit eine Anisotropie der Verteilung
der stochastischen Kra¨fte gefunden werden, wonach in engeren Kana¨len die Kra¨fte parallel
zu den Wa¨nden versta¨rkt und diejenigen senkrecht dazu abgeschwa¨cht werden.
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The influence of a shear flow
on the thermal fluctuations in a fluid
Abstract
The first part of this thesis is devoted to the dynamics of particles in a shear-flow and to
the effects induced by the hydrodynamic interaction between these particles. Furthermore
small suspended particles undergo a Brownian motion that is caused by the hydrodynamic
fluctuations of the solvent. The question, how these hydrodynamic fluctuations are influ-
enced by the shear-flow, as a function of the shear-rate and in comparison to a fluid at
rest, is covered by the second and main part of the work.
In the first part, a simple model for tethered polymers in a shear-flow, namely the motion
of three particles held by three harmonic potentials in a shear flow is examined. The beads
are deflected out of its equilibrium positions by the finite flow-velocity and above a critical
shear-rate and mean velocity the hydrodynamically interacting beads start to oscillate.
These results have already been published in reference [11].
In the second part, the velocity fluctuations in a shear-flow are calculated from the
linearized Navier-Stokes Equation using the hydrodynamic fluctuation theory. For the
correlation between the velocity fluctuations along two orthogonal directions inside the
shear plane additional shear dependent contributions in comparison to the fluid at rest
have been found. The correlation of the velocity fluctuations at two different points, r1
and r2, depends in a complex way on the orientation of r = r1 − r2 and of their distance
proportional to |r|−1.
The velocity fluctuations of the solvent induce stochastic forces to a suspended bead. These
stochastic forces are used in a Langevin-equation of motion for the spheres. While in a
fluid at rest pairwise different components of these forces are uncorrelated, in this work
it is shown that a cross-correlation exists that is, in leading order, proportional to the
shear-rate.
The correlation of the velocity-fluctuations has been evaluated both analytically in the case
without walls and numerically by taking the walls of a Couette-apparatus into account.
The solutions of these two variants are qualitatively similar. For the latter case, already
in a fluid at rest an anisotropy in the partition-function of the stochastic forces has been
found. Here the forces parallel to the wall are amplified and those perpendicular to the
wall diminished.
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Einleitung
Schergradienten treten in vielen unterschiedlichen Stro¨mungstypen auf, wovon das wohl
bekannteste Beispiel die stationa¨re, ebene Couette-Stro¨mung zwischen zwei planparallelen
Platten ist, die sich in entgegengesetzten Richtungen bewegen. Teilchensuspensionen zeigen
in Scherstro¨mungen eine reichhaltige Dynamik [1–3], die oft auch von hoher praktischer
Relevanz ist. Dabei ist auf der La¨ngenskala der Teilchendurchmesser und Teilchenabsta¨nde
bei einem Kugel-Feder-Modell fu¨r Polymere die Reynoldszahl klein. Trotzdem kann es
bereits zu einer komplexen Dynamik dieser Nano- und Mikroteilchen ohne Turbulenz des
Lo¨sungsmittels kommen, die dann durch die hydrodynamische Wechselwirkung zwischen
den suspendierten Teilchen, ihrer Brownschen Bewegung oder einem Wechselspiel dieser
beiden Effekte verursacht wird [4, 5]. Ein bekanntes Beispiel fu¨r komplexe Flu¨ssigkeits-
bewegung bei kleiner Reynoldszahl ist die elastische Turbulenz [6, 7].
Die hydrodynamische Wechselwirkung weniger Teilchen kann bereits zu einer Vielzahl
von interessanten dynamischen Effekten fu¨hren, auch ohne dass die stochastischen Brown-
schen Bewegungen beru¨cksichtigt werden. Ein Beispiel sind drei sich in einer Flu¨ssigkeit
befindlichen und im Gravitationsfeld sinkende Kugeln. Dort fu¨hrt die hydrodynamische
Wechselwirkung zu periodischer Bewegung [8, 9]. Ein weiteres Beispiel ist die dynamische
Teilchenbewegung in optisch induzierten Vortizita¨ten [10]. Im ersten Kapitel dieser Arbeit
werden, a¨hnlich dem zuerst genannten Beispiel, drei Kugeln betrachtet, die jetzt aber durch
drei lineare harmonische Federn festgehalten und einer Scherstro¨mung ausgesetzt werden.
Die Minima der zu den Federn korrespondierenden harmonischen Potentiale liegen dabei
in einer zur Stro¨mungsrichtung senkrechten Ebene, wodurch die Kugeln an Positionen
mit unterschiedlichen Stro¨mungsgeschwindigkeiten festgehalten werden. Durch die Balance
zwischen der Stokes-Reibungskraft und der Federkraft werden die Kugeln somit verschie-
den weit in Stro¨mungsrichtung ausgelenkt. Die zusa¨tzlich wirkende nichtlineare hydro-
dynamische Wechselwirkung zwischen den drei Kugeln fu¨hrt oberhalb einer kritischen
Scherrate und einer endlichen Stro¨mungsgeschwindigkeit an den Kugelpositionen zu einer
Hopf-Verzweigung. Die Kugeln oszillieren in diesem Bereich anharmonisch in der Flu¨ssig-
keit und vera¨ndern dadurch das Stro¨mungsfeld, ohne dass weitere aktive Kra¨fte auftreten.
Dies wird in Kapitel 1 und in der Referenz [11] genauer beschrieben.
Motiviert wurden diese Untersuchungen durch aktuelle Experimente, bei denen Polymere
oder Teilchen auf Sta¨bchen befestigt werden, die an Wa¨nden aufgebracht als Stro¨mungs-
sensoren Einsatz finden [12, 13]. Die Polymere sind in der Grenzschicht der Wa¨nde einer
Scherstro¨mung ausgesetzt und beeinflussen sich gegenseitig durch die hydrodynamische
Wechselwirkung. Wird auf diese Weise ein ganzer Polymerteppich an der Wand eines
Mikrokanals aufgebracht, so ko¨nnte die kollektive Dynamik der Polymere dazu dienen, die
Flu¨ssigkeit zu mischen, was fu¨r so genannte
”
Lab-on-a-Chip“-Systeme, also mikroskopische
Chemielabore, von großem Interesse ist [14, 15].
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Wa¨hrend fu¨r das genannte einfache Modell der drei gebundenen Kugeln bereits stark
anharmonische, oszillatorische Bewegungen gefunden wurden, ist die Untersuchung der Dy-
namik von vielen an Wa¨nden befestigten Polymeren in einer Scherstro¨mung das Fernziel.
Hierzu ist der na¨chste Schritt, die einzelnen Kugeln durch aus vielen Kugeln bestehenden
Kugel-Feder-Modelle fu¨r Polymere zu ersetzen. Die Dynamik von einzelnen Polymeren,
die in einer homogenen oder in anderen Potentialstro¨mungen festgehalten werden, wurde
bereits eingehend sowohl experimentell [16–19] als auch theoretisch durch die Simulation
von Polymermodellen untersucht [20–26]. Hier wird die mittlere Auslenkung durch eine
Balance zwischen den deterministischen Stro¨mungseffekten und den thermischen Kra¨f-
ten bestimmt. Erstere mo¨chten das Polymer einfach wie eine gerade Kette in Stro¨mungs-
richtung auslenken. Letztere sind bestrebt, das Polymer zu einem kugelfo¨rmigen Kna¨uel zu
formen. Durch die hydrodynamische Wechselwirkung zwischen Polymersegmenten werden
beispielsweise die Fluktuationen der Auslenkung eines festgehaltenen Polymers versta¨rkt,
da die einzelnen Polymersegmente durch die hydrodynamische Abschirmung unterschied-
lichen, zeitlich vera¨nderlichen Stro¨mungsgeschwindigkeiten ausgesetzt sind. Diese Effekte
sind in Scherstro¨mungen noch sta¨rker vorhanden, wodurch, wie im Falle der drei Kugeln,
vielseitige dynamische Effekte entstehen.
Zur Bestimmung der Rauschsta¨rke der Brownschen Kra¨fte kann, falls die Stro¨mung aus
einem Potential ableitbar ist, das im thermischen Gleichgewicht gu¨ltige Fluktuations-
Dissipations Theorem verwendet werden. Diese so genannten stochastischen Kra¨fte gehen
dann in die Langevin-Bewegungsgleichung fu¨r das durch die Kugel repra¨sentierte Polymer-
segment ein. Wa¨hrend fu¨r eine homogene Stro¨mung ein Potential existiert, hat die Scher-
stro¨mung Rotationsanteile und la¨sst sich nicht aus einem Potential ableiten, so dass auch
das Fluktuations-Dissipations Theorem nicht mehr gelten muss. Mo¨chte man also Polymer-
simulationen in Scherstro¨mungen durchfu¨hren, muss man sich zuna¨chst die Frage stellen,
wie die stochastischen Kra¨fte fu¨r die Brownsche Bewegung in einer solchen Scherstro¨mung
aussehen.
Dass das Fluktuations-Dissipations Theorem in Scherstro¨mungen von demjenigen in einer
Potentialstro¨mung abweicht, wurde bereits mehrfach beschrieben und die Auswirkungen
auf verschiedene Systeme untersucht. Auch unterschiedlich motivierte Korrekturansa¨tze
wurden vorgeschlagen. So wurde der Einfluss eines Schergradienten auf Teilchensuspen-
sionen durch angepasste Fokker-Planck Gleichungen, mesoskopische Nichtgleichgewichts-
thermodynamik oder mit Langevin-Gleichungen untersucht [27–32]. Die Teilchendiffussion
wurde dabei vorwiegend unter der Vorraussetzung des lokalen Gleichgewichts der Teilchen
abgeleitet und Korrekturen mit zum Teil unterschiedlichen Ergebnissen gefunden. Die ver-
a¨nderte Brownsche Bewegung eines einzelnen frei schwimmenden Teilchens wurde hingegen
in der Referenz [33] untersucht. Hierbei wurde die Brownsche Bewegung, nicht wie es in
den meisten anderen Arbeiten der Fall ist, entkoppelt von den thermischen Bewegungen
des Lo¨sungsmittels betrachtet, sondern es wurde ausgenutzt, dass die stochastischen Kra¨f-
te ihren Ursprung in den Geschwindigkeitsfluktuationen der Flu¨ssigkeit haben und somit
auch aus diesen abgeleitet werden ko¨nnen [34]. Wenngleich die dort gefundenen Ergeb-
nisse nicht zur Verwendung in einer Brownschen-Dynamik Simulation geeignet sind, soll
die grundlegende Idee, das Brownsche Rauschen in Beziehung zu den Geschwindigkeits-
fluktuationen der Flu¨ssigkeit zu setzen, die Basis des gro¨ßten Teils der vorliegenden Arbeit
bilden und zusammen mit den in den Referenzen [35–38] gefundenen Beziehungen spa¨ter
in Polymersimulationen Verwendung finden.
Die Voraussetzung fu¨r eine Beschreibung des Verhaltens von Polymeren oder Teilchen
im Scherfluss ist also die Kenntnis der thermischen Geschwindigkeitsfluktuationen einer
gescherten Flu¨ssigkeit in Abwesenheit von suspendierten Teilchen. Diese thermischen Be-
wegungen einer gescherten, inkompressiblen Flu¨ssigkeit wurden zum Beispiel mit Hilfe
einer direkten Simulation der Bewegungsgleichungen fu¨r einen festen Parametersatz un-
tersucht [39]. Der Schwerpunkt in Referenz [39] und anderen Arbeiten [40, 41] gilt vornehm-
lich der durch den Scherfluss vera¨nderten thermischen Energie, welche proportional der
Summe u¨ber die Autokorrelationen der Geschwindigkeitsfluktuationen ist und welche fu¨r
verschiedene Simulationsmethoden wichtige Aspekte liefert. Insbesondere konnte ku¨rzlich
in der Referenz [40] fu¨r die Autokorrelation zwischen den Geschwindigkeitsfluktuationen
an zwei verschiedenen Punkten eine komplexe Richtungsabha¨ngigkeit von deren Verbin-
dungsvektor gefunden werden. Es wird sich in der Dissertation zeigen, dass die Energie
versta¨rkenden Korrekturen erst in ho¨herer Ordnung der Scherrate auftauchen. In fu¨hren-
der Ordnung der Scherrate ergeben sich stattdessen die Kreuzkorrelationen von Geschwin-
digkeitsfluktuationen in zwei zueinander senkrechten Richtungen. Wie in dieser Arbeit
explizit gezeigt wird, ha¨ngen diese Kreuzkorrelationen ebenfalls vom Betrag und von der
Orientierung des Abstandsvektors zwischen den beiden Messpunkten ab. Im Fokus der
vorliegenden Arbeit liegt die Kreuzkorrelation der beiden Geschwindigkeitskomponenten,
welche die Scherebene aufspannen, da diese zusa¨tzliche scherratenabha¨ngige Beitra¨ge zu
den stochastischen Kra¨ften, die auf eine suspendierte Kugel wirken, liefern. Da auch der
U¨bergang einer Scherstro¨mung zur Turbulenz durch die Nicht-Normale Kopplung und Ver-
sta¨rkung von Sto¨rungen in zwei zueinander senkrechte Richtungen innerhalb der Scher-
ebene erkla¨rt werden kann [42, 43], steht die gefundene Kreuzkorrelation auch hiermit im
Zusammenhang.
Das Ziel des Hauptteils dieser Arbeit ist es, die thermischen Fluktuationen in einer Flu¨s-
sigkeit zu bestimmen, deren Grundstro¨mung eine ebene Couette-Stro¨mung ist, wobei auch
der Einfluss der Gefa¨ßwa¨nde beru¨cksichtigt werden soll. Es soll weiterhin ein Maß fu¨r den
Einfluss dieser Geschwindigkeitsfluktuationen des Lo¨sungsmittels auf die Korrelation der
stochastischen Kra¨fte, die auf ein suspendiertes Teilchen wirken, bestimmt werden. Fu¨r Si-
mulationen von Kugel-Feder-Modellen unter verschiedenen Bedingungen ist es wu¨nschens-
wert, dass die gefundenen Ergebnisse als Funktionen der Scherrate, der Teilchenabmessung
sowie des Wandabstandes vorliegen.
Hierzu werden die in den Fluktuationen linearisierten Navier-Stokes Gleichungen mit der
Methodik der hydrodynamischen Fluktuationen in einer Na¨herungsrechnung fu¨r ein unbe-
grenztes Gefa¨ß analytisch und fu¨r eine ebene Couette Stro¨mung, unter Beru¨cksichtigung
der Wa¨nde, numerisch gelo¨st. Es werden sowohl die frequenz-, als auch die zeitabha¨ngigen
Korrelationen der Geschwindigkeitsfluktuationen bis zur quadratischen Ordnung in der
Scherrate im Wellenzahlraum bestimmt. Da der Schwerpunkt der Betrachtungen in den
Korrekturen niedrigster Ordnung in der Scherrate liegt, werden die stationa¨ren Korrela-
tionsbeitra¨ge hiervon außerdem im Ortsraum betrachtet und in Anlehnung an Referenz
[34] u¨ber ein Teilchenvolumen gemittelt, um ihren Einfluss auf die stochastischen Kra¨fte
zu bestimmen.
Die Dissertation ist wie folgt gegliedert:
Im ersten Kapitel wird die deterministische Dynamik von drei durch Federn festgehaltenen
Kugeln, die sich in einer Scherstro¨mung befinden, berechnet und die lineare Stabilita¨t der
gefunden stationa¨ren Positionen untersucht. Es folgt die Betrachtung der nichtlinearen
Dynamik der oszillatorisch instabilen Parameterbereiche.
Beginnend mit dem zweiten Kapitel werden die thermischen Fluktuationen in einer ge-
scherten Flu¨ssigkeit abgeleitet und diskutiert. Zu Beginn von Kapitel 2 wird auf die Be-
sonderheit der Flu¨ssigkeitsfluktuationen im Scherfluss eingegangen, insbesondere in Bezug
auf deren Einfluss auf die Brownsche Bewegung einer suspendierten Kugel. Anschließend
werden die grundlegenden Bewegungsgleichungen abgeleitet. In Kapitel 3 werden am Bei-
spiel einer ruhenden Flu¨ssigkeit zuna¨chst die wichtigsten Gro¨ßen eingefu¨hrt, die die Fluk-
tuationen charakterisieren. Es werden Herleitungswege und Zusammenha¨nge zwischen den
verschiedenen Gro¨ßen erkla¨rt, die in den folgenden Rechnungen als Referenz dienen.
In Kapitel 4 werden zuna¨chst die grundlegenden durch die Scherstro¨mung bedingten A¨nde-
rungen der Bewegungsgleichungen fu¨r die Flu¨ssigkeit abgeleitet und besprochen. Eine Na¨-
herung in den Ausgangsgleichungen macht es mo¨glich, einen Teil der durch den Scherfluss
verursachten Korrekturen fu¨r die transversalen Anteile der Geschwindigkeitsfluktuationen,
die eine inkompressible Flu¨ssigkeit beschreiben, analytisch zu berechnen. Die gefundenen
Ergebnisse werden ausfu¨hrlich besprochen.
In Kapitel 5 wird schließlich - sowohl fu¨r eine ruhende Flu¨ssigkeit, als auch fu¨r eine ebene
Couette-Stro¨mung - der Einfluss von Wa¨nden auf die Fluktuationen analysiert. Die Ergeb-
nisse werden mit denjenigen aus der analytischen Rechnung verglichen und Abweichungen
hiervon diskutiert.
1 Oszillationen von festgehaltenen Kugeln
im Scherfluss
Die hydrodynamische Wechselwirkung zwischen Blutzellen oder schwimmenden Bakterien,
unterschiedlichen Segmenten eines Polymeres oder auch zwischen verschiedenen Polyme-
ren ist auch in Stro¨mungen mit kleinen Reynoldszahlen von nichtlinearer Natur [44]. Diese
nichtlineare Wechselwirkung kann dynamische Effekte induzieren, wie zum Beispiel die pe-
riodische Bewegung von Kugeln, die in einer Flu¨ssigkeit im Gravitationsfeld sinken [8, 9],
die Synchronisation von rotierenden Ketten und Zilien [45, 46] oder die hydrodynamische
Kopplung in optischen Vortizita¨ten [10]. Durch die hydrodynamische Wechselwirkung ent-
steht im Scherfluss eine komplexe Dynamik frei schwimmender Polymere [17, 19] und
sie ist auch verantwortlich dafu¨r, dass viele gelo¨ste Polymere auch u¨berraschende Effekte
erzeugen, wie zum Beispiel die elastische Turbulenz [6, 7].
Die Bewegungen von an einem Ende festgehaltenen Polymerketten, die einer homogenen
Stro¨mung ausgesetzt sind, wurden ebenfalls bereits experimentell untersucht [16, 18]. Hier
finden sich sowohl fu¨r die statischen, als auch fu¨r die dynamischen Eigenschaften signifi-
kante hydrodynamische Wechselwirkungseffekte [18, 20–22, 26, 47]. Im Scherfluss wurden
bisher nur einzelne, an einer Wand festgehaltene Polymere betrachtet [23–25, 48]. Seit
kurzem ist es mo¨glich, auch das Verhalten vieler festgehaltener Polymere experimentell zu
untersuchen, indem diese auf so genannten
”
Micropillars“ befestigt einer Scherstro¨mung
ausgesetzt werden. Hierbei stellen sich folgende Fragen. Welche Dynamik ist fu¨r mehrere
benachbarte und festgehaltene Polymere in einem Scherfluss zu erwarten? Welche Rolle
spielt dabei die hydrodynamische Wechselwirkung?.
Abb. 1.1: In der linken Bildha¨lfte sind an einer Wand verankerte semiflexible Polymere skiz-
ziert, wa¨hrend in der rechten Skizze auf kleinen Sta¨bchen befestigte flexible Polymere
dargestellt sind. In beiden Szenarien sind die Polymere einer linearen Scherstro¨mung
ausgesetzt.
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Das in diesem Abschnitt untersuchte Modell ist durch die in Abbildung 1.1 skizzier-
ten Szenarien motiviert. An einer Wand befinden sich entweder nebeneinander befestigte
semiflexible Polymere (Abbildung 1.1 links) oder Sta¨bchen, an deren oberen Enden flexible
Polymere angebracht sind. In beiden Fa¨llen werden die Polymere durch das Scherfeld in
der Wandna¨he deformiert. Wesentliche Aspekte dieser beiden Situationen sollen anhand
eines einfachen Modells untersucht werden:
1. Die Polymere werden durch Kugeln ersetzt und jede Kugel befindet sich in einem
harmonischen Potential.
2. Die hydrodynamische Wechselwirkung zwischen den Kugeln im Scherfluss wird be-
ru¨cksichtigt, aber die hydrodynamische Wechselwirkung mit der Wand wird vernach-
la¨ssigt.
Es bleiben als Modell schließlich drei in einem Scherfluss an unterschiedlichen Positionen
durch lineare Federn festgehaltene Kugeln, deren durch die hydrodynamische Wechselwir-
kung verursachte deterministische Dynamik untersucht wird.
Das Kapitel gliedert sich wie folgt: In Abschnitt 1.1 werden die Modellparameter ein-
gefu¨hrt und die Bewegungsgleichungen fu¨r die Kugeln aufgestellt und erla¨utert. Im Ab-
schnitt 1.2 werden die stationa¨ren Lo¨sungen ermittelt und analysiert. Eine lineare Stabili-
ta¨tsanalyse liefert im Abschnitt 1.3 die Parameterbereiche, in denen die stationa¨re Lage der
Kugeln linear instabil wird und hin zu einer oszillatorischen Bewegung anwa¨chst (“Hopf-
Verzweigung”). Es folgt eine Untersuchung der nichtlinearen Bewegung im Abschnitt 1.4.
Die Ergebnisse dieses Kapitels wurden in Referenz [11] publiziert.
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1.1 Modell
y
z
x
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ux(y) = u0 + γ˙y
12
3
Abb. 1.2: Die Lage der drei durch lineare Federn festgehaltenen Kugeln im Scherfluss. Die Ecken
des in der yz-Ebene liegenden Dreiecks entsprechen den Positionen der Minima der har-
monischen Potentiale, in welchen je eine Kugel gefangen ist. Die gestrichelten Linien
sind stellvertretend fu¨r die Federn eingezeichnet, die dem harmonischen Potential ent-
sprechen, und zeigen hier eine mo¨gliche Auslenkung der Kugeln durch das Stro¨mungs-
feld u(r) = (ux(y), 0, 0). Der homogene Anteil u0eˆx entspricht der Geschwindigkeit an
der Unterseite des Dreiecks.
Es soll die Dynamik von drei, durch lineare Federn mit der Federkonstanten k in einer
Scherstro¨mung festgehaltenen Kugeln mit dem Radius a betrachtet werden. Die Minima
Ri (i = 1, 2, 3) der harmonischen Federpotentiale liegen, wenn keine weiteren Einschra¨n-
kungen gemacht werden, an den Ecken eines gleichseitigen Dreiecks mit der Seitenla¨nge
b und der Ho¨he H = 12
√
3 b, wie es in der Abbildung 1.2 skizziert ist. Die obere Ecke
befindet sich somit an der Position R1 = (0,H, 0) und die beiden unteren Ecken des Drei-
ecks liegen an den Positionen R2,3 = (0, 0,±b/2). Fu¨r die Ergebnisse der numerischen
Berechnungen in diesem Kapitel wurde der Abstand b = 5 a gewa¨hlt. Die Kugeln an den
Federn werden aufgrund ihres Reibungswiderstandes durch die Stro¨mung ausgelenkt. Die
Stro¨mungsgeschwindigkeit u(r) soll sich aus einer homogenen Stro¨mung u0 und einem
linearen Scherfluss,
u(r) = (u0 + γ˙y, 0, 0) , (1.1)
mit der Scherrate γ˙ zusammensetzen. Dabei kann der homogene Anteil dadurch entstehen,
dass das Dreieck, in Anspielung an die in Abbildung 1.1 dargestellten Szenarien, mit
den unteren beiden Potentialminima in einem Abstand h = u0γ˙ in y-Richtung von der
Stelle entfernt ist, an der die Gesamtstro¨mung verschwindet, beziehungsweise an der sie
ihr Vorzeichen wechselt. Die aktuellen Kugelpositionen ri = (xi, yi, zi) fu¨r die i-te Kugel
erha¨lt man aus der Bewegungsgleichung
r˙i = u(ri)− k
ζ
rd;i +
∑
j 6=i
(
uγ˙(rij)−ΩRP (rij)kr˜d;j
)
, (1.2)
worin die Feder- und Stokeskra¨fte, sowie die hydrodynamische Wechselwirkung zwischen
den drei Kugeln eingehen. Es ist ζ = 6πηa die Stokes Reibungskonstante, die proportional
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Abb. 1.3: Die qualitative Wirkung der hydrodynamischen Wechselwirkung: Die gru¨ne Kugel wer-
de durch eine externe Kraft in einer homogenen Stro¨mung festgehalten, wodurch das
Stro¨mungsfeld gesto¨rt wird. Die rote Kugel spu¨rt hierdurch eine nach rechts unten und
die blaue Kugel eine nach rechts oben gerichtete Kraft, die um so sta¨rker ist, je ku¨rzer
ihr Abstand zur gru¨nen Kugel ist.
zur Viskosita¨t η der Flu¨ssigkeit ist. rd;i = ri −Ri ist der Vektor fu¨r die Auslenkung aus
dem Potential und rij = rj− ri der Abstandsvektor zwischen den Kugelmittelpunkten der
beiden Kugeln i und j.
Der erste Term auf der rechten Seite von Gleichung (1.2) beschreibt die ungesto¨rte Stro¨-
mung aus Gleichung (1.1) und der zweite Beitrag den Einfluss der harmonischen Feder-
kra¨fte. Jede der drei festgehaltenen Kugeln sto¨rt das sie umgebende Stro¨mungsfeld und
spu¨rt ihrerseits die von den anderen Kugeln gesto¨rte Stro¨mung. Diese Wechselwirkung der
Kugeln u¨ber die Flu¨ssigkeit wird als hydrodynamische Wechselwirkung bezeichnet und
durch den Rotne-Prager Tensor [44] beschrieben:1
ΩRP (r) =
1
8πηr
[(
1 +
2
3
a2
r2
)
I +
(
1− 2a
2
r2
)
rr
r2
]
. (1.3)
Hierbei ist Iij = δij die Einheitsmatrix und r = |r| die La¨nge von r. Die qualitative
Wirkung der hydrodynamischen Wechselwirkung ist in der Abbildung 1.3 skizziert.
Neben der Translationsgeschwindigkeit wird das Stro¨mungsfeld außerdem durch die Rota-
tion jeder Kugel im Scherfeld beeinflusst. Die damit verbundene zusa¨tzliche Sto¨rung der
Stro¨mung an den Positionen der anderen Kugeln ist im dritten Term der Gleichung (1.2)
beru¨cksichtigt. Seine explizite Darstellung ist gegeben durch [49]
uγ˙(r) =
(
−5
2
(a
r
)3
+
20
3
(a
r
)5) r ·E · r
r2
r− 8
3
(a
r
)5
E · r , (1.4)
wobei Eij =
γ˙
2 (δixδjy + δiyδjx) ist, falls die Kugel im Abstand r frei rotieren kann und
Eij = γ˙δiyδjx, falls ein externes Drehmoment die Rotation der Kugel verhindert. Es soll
hier der Fall mit frei rotierenden Kugeln betrachtet werden.
1 Im Grenzfall großer Absta¨nde geht der Rotne-Prager Tensor in den Oseen-Tensor u¨ber, der sich auch
in anderem Zusammenhang in Gleichung (3.63) wiederfindet.
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Zusammen mit der Relaxationszeit τ := ζ/k und dem Kugelradius a lassen sich die Zeit t→
τt′, der Ort r → ar′, die Scherrate γ˙ → 1τ γ˙′ und die homogene Geschwindigkeit durch u0 =
a
τ u
′
0 reskalieren und die Gleichungen im Folgenden durch die dimensionslosen Gro¨ßen t
′, r′,
γ˙′ und u′0 beschreiben, so auch die Auslenkung der Kugel aus dem Potentialminimum,
r′d;i =
rd;i
a
= r′i −R′i =
(
x′d;i, y
′
d;i, z
′
d;i
)
. (1.5)
1.2 Stationa¨re Kugelpositionen
Die nichtlinearen Gleichungen (1.2) besitzen fu¨r zeitunabha¨ngige Stro¨mungsfelder u′0(r)
stationa¨re Lo¨sungen r′0i , mit r˙
′0
i = 0. Die Kugelauslenkung soll in diesem Fall durch die
Vektoren r′0d;i := r
′0
i −R′i =
(
x′0d;i, y
′0
d;i, z
′0
d;i
)
beschrieben werden.
Keine hydrodynamische Wechselwirkung
Wenn die Kugeln nicht u¨ber die Flu¨ssigkeit wechselwirken, die Summe in Gleichung (1.2)
also verschwindet, so wird die Auslenkung jeder Kugel durch die Stokes Reibungskraft
F = 6πηau(r) mit der Stro¨mungsgeschwindigkeit u(r) aus Gleichung (1.1) bestimmt.
Mit r˙′i = 0 erha¨lt man dann fu¨r die Komponenten senkrecht zur Stro¨mungsrichtung die
stationa¨ren Auslenkungen y′0d;i = z
′0
d;i = 0, so dass die Kugeln in dieser Richtung in ihren
Potentialminima y′0i = R
′
y;i und z
′0
i = R
′
z;i verharren. Setzt man diese Positionen in die
Stro¨mung (1.1) ein, erha¨lt man fu¨r die x-Komponente aus der Balance zwischen der Feder-
und der Reibungskraft die stationa¨ren Auslenkungen der Kugeln in x-Richtung,
x′0d;i = (u
′
0 + γ˙
′R′y;i) . (1.6)
Fu¨r unterschiedliche y-Positionen R′y;i der Potentialminima wird demnach jede Kugel ver-
schieden weit in x-Richtung ausgelenkt. Im Falle des Dreiecks mit der Ho¨he H ′ = H/a
ergeben sich dann die jeweiligen Positionen wie folgt:
r′0d;1 =
(
u′0 + γ˙
′H ′
)
eˆx ,
r′0d;2 = r
′0
d;3 = u
′
0eˆx . (1.7)
Auswirkung der hydrodynamischen Wechselwirkung
Wegen der hydrodynamischenWechselwirkung zwischen den Kugeln, a¨ndert sich die durch
die Stro¨mung verursachte Federauslenkung im Vergleich zum Grenzfall ohne Wechselwir-
kung, wie es durch die Gleichungen (1.7) beschrieben wird.
Die Berechnung der stationa¨ren Lagen wurde fu¨r diesen Fall numerisch mit einem selbst
erstellten Fortran-Programm fu¨r ein Newton-Verfahren durchgefu¨hrt, wobei auch auf die
NAG-Bibliothek [50] zuru¨ckgegriffen wurde. Mit diesem Newton-Verfahren wurden meh-
rere Lo¨sungen fu¨r die stationa¨ren Lagen gefunden, von denen die meisten aber instabil
gegenu¨ber kleinen Sto¨rungen waren. Um die stabilen stationa¨ren Lo¨sungen aufzufinden,
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Abb. 1.4: Die Abbildung zeigt die stationa¨ren vertikalen Auslenkungen y′0d;3 = y
′0
d;2 der beiden
unteren Kugeln (gestrichelte Linie) und der oberen Kugel y′0d;1 (gestrichpunktete Linie),
sowie die Verschiebung z′0d;3 = −z′0d;2 in Richtung der z-Achse (durchgezogene Linie) als
Funktion von u′0/γ˙
′ und fu¨r die dimensionslose Scherrate γ˙′ = 2.6.
mussten die Startwerte hinreichend nahe an der Endlo¨sung gewa¨hlt werden. Hierzu wur-
den zuna¨chst die im vorhergehenden Absatz besprochenen Gleichgewichtslagen (1.7) ohne
Beru¨cksichtigung der hydrodynamischen Wechselwirkung und fu¨r wachsende u′0 jeweils die
zuvor gefundenen stationa¨re Lagen als Ausgangsposition benutzt.
Die Auslenkung r′0d;i der Kugeln bei Variation der dimensionslosen homogenen Stro¨mung
u′0 fu¨r eine feste Scherrate γ˙
′ = 2.6 ist in Abbildung 1.4 als Funktion von u′0/γ˙
′ dargestellt.
Es sollen nun verschiedene Bereiche fu¨r u′0 in der Abbildung 1.4 genauer beschrieben
werden. Fu¨r u′0 = 0 verschwindet die Geschwindigkeit an den Potentialminima der Kugeln
2 und 3, so dass mit einem endlichen Schergradienten γ˙′ zuna¨chst nur die obere Kugel 1
verschoben wird. Die Kugel 1 erzeugt jetzt aber eine Sto¨rung des Geschwindigkeitsfeldes
der Flu¨ssigkeit, welche die Kugeln 2 und 3 nach unten und in z-Richtung nach außen
bewegt, wie es in der Kurve in Abbildung 1.4 zu erkennen ist. Dabei sind die vertikalen
Auslenkungen gleich groß, y′0d;3 = y
′0
d;2, und die horizontalen Auslenkungen z
′0
d;3 = −z′0d;2
besitzen unterschiedliche Vorzeichen.
Erho¨ht man jetzt u′0, so wird auch das Stro¨mungsfeld in der Umgebung der unteren Kugeln
2 und 3 endlich, so dass auch diese zu Sto¨rungen des Feldes an der Positon der Kugel 1
fu¨hren. Diese Sto¨rungen sind dort nach unten, also hin zu kleineren y-Werten, gerichtet.
Somit wird y′0d;1 ebenfalls negativ, bleibt fu¨r kleine u
′
0 aber weiterhin gro¨ßer als y
′0
d;3. In
Richtung der z-Achse kompensieren sich die von den Kugeln 2 und 3 ausgelo¨sten Sto¨rungen
an der Stelle der Kugel 1, so dass z′0d;1 = 0 unvera¨ndert bleibt. Da sich die Sto¨rungen der
beiden anderen Kugeln addieren, wird die Kugel 1 fu¨r wachsende u′0 vom Betrag sta¨rker in
y-Richtung abgelenkt, als die Kugeln 2 und 3. Dadurch wird die relative Distanz zwischen
den Kugeln aber kleiner, wodurch sich der Einfluss der Kugel 1 auf die anderen beiden
Kugeln versta¨rkt. Somit vergro¨ßern sich auch die Werte fu¨r |y′0d;3| und z′0d;3 als Funktion
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von u′0.
Dieses qualitative Bild beschreibt den Trend der stationa¨ren Lage bis u′0 ≃ 20γ˙′. Oberhalb
dieses Wertes erreichen u¨berraschenderweise die Auslenkungen ein Extremum und nehmen
fu¨r wachsende u′0 wieder kleinere Werte an. Eine Erkla¨rung hierfu¨r findet man, wenn man
die Kugelpositionen bei großen Stro¨mungsgeschwindigkeiten u′0 betrachtet, wenn na¨mlich
die Kugeln wieder nahezu parallel zur yz-Ebene angeordnet sind. Die Wechselwirkungs-
kra¨fte zwischen den Kugeln werden fu¨r große u′0 im Vergleich zu den Stokes-Kra¨ften klein.
In diesem Grenzfall ist die Ho¨he des Dreiecks jedoch kleiner und die Distanz der Kugeln
2 und 3 in z-Richtung gro¨ßer als es ohne Stro¨mung der Fall ist. Dieser Zusammenhang
ist eine Konsequenz des komplexen Kra¨ftegleichgewichts zwischen der Federkraft und der
nichtlinearen hydrodynamischen Wechselwirkungskraft, so dass es kein einfaches qualita-
tives Bild, weder fu¨r die Deformation des Dreiecks, noch fu¨r die schwa¨cher werdenden
Auslenkungen der Kugeln oberhalb der Extrema gibt.
1.3 Hopf-Verzweigung
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Abb. 1.5: In a.) sind die Wachstumsraten σ(u′0/γ˙
′) fu¨r verschiedene Scherraten γ˙′ als eine Funk-
tion der durch die jeweilige Scherrate geteilten dimensionslosen homogenen Stro¨mung
u′0 und in b.) die zugeho¨rigen Imagina¨rteile ω dargestellt.
Unmittelbar hinter den in Abbildung 1.4 gezeigten Extrema werden die stationa¨ren Ku-
gellagen instabil und durch eine numerische Lo¨sung der dynamischen Bewegungsgleichun-
gen (1.2) erkennt man, dass sich die Kugeln oszillatorisch bewegen.
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Abb. 1.6: Im grau hinterlegten Gebiet sind die stationa¨ren Auslenkungen linear instabil. An der
durchgezogenen Linie am Rande des grau hinterlegten Gebietes findet sich eine superkri-
tische Hopf-Verzweigung und an der gestrichelten Linie ist die Verzweigung subkritisch.
Entlang der durchgezogenen Linie am Rande des schraffierten Bereiches, in dem sich
die Hopf-Verzweigung hysteretisch verha¨lt, liegt der so genannte saddle-node.
Der U¨bergang zu oszillatorischer Dynamik kann jetzt mit Hilfe einer linearen Stabilita¨ts-
analyse der stationa¨ren Auslenkungen r′0i gegen kleine Sto¨rungen δr
′
i(t) gefunden werden.
Mit Hilfe des Ansatzes r′i = r
′0
i + δr
′
i(t) fu¨hrt eine Linearisierung der Ausgangsgleichun-
gen (1.2) zu einem Satz von neun linearen Differentialgleichungen mit konstanten Koeffi-
zienten,
Y˙ = L(r′0i )Y mit Y(t) =
(
δr′1, δr
′
2, δr
′
3
)
, (1.8)
welche die lineare Dynamik einer kleinen Sto¨rung δr′i(t) beschreiben. Die Gleichung (1.8)
wird durch den Ansatz Y = exp(σt′ ± iωt′)Y0 gelo¨st, womit sie in ein Eigenwertproblem
u¨berfu¨hrt wird.
Die resultierende Wachstumsrate σ besitzt einen endlichem Imagina¨rteil ω innerhalb eines
begrenzten Bereichs von u′0, wie es in der Abbildung 1.5 fu¨r drei verschiedenen Werte
der dimensionslosen Scherrate γ˙′ dargestellt ist. Der gesamte Bereich fu¨r die Parameter
γ˙′ und u′0, der gleichzeitig eine positive Wachstumsrate σ(u
′
0) und eine endliche Frequenz
ω aufzeigt, ist durch den schattiert gezeichneten Bereich in Abbildung 1.6 dargestellt und
mit “Hopf-Verzweigung” bezeichnet.
Zum Test der Robustheit des Hopf-U¨bergangs wurden die Aufha¨ngepunkte fu¨r die Ku-
geln 1 und 2 in allen drei Raumrichtungen gea¨ndert, so dass die Potentialminima zum
einen kein gleichschenkliges Dreieck mehr bildeten und zum anderen das gleichschenklige
Dreieck nicht mehr senkrecht zur Stro¨mungsrichtung lag. Die Hopf-Verzweigung blieb er-
halten und es ergaben sich die folgenden wesentlichen Trends: Bringt man die Haltepunkte
na¨her zusammen, so wird die hydrodynamische Wechselwirkung versta¨rkt und die Hopf-
Verzweigung tritt in einem gro¨ßeren Parameterbereich und auch fu¨r kleinere Werte von
u′0 auf. Wurde das Dreieck umgedreht, so dass die Kugel 1 bei der kleineren Stro¨mungs-
geschwindigkeit lag, so war der Bereich der Hopf-Verzweigung kleiner und nach ho¨heren
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u′0 verschoben. Insbesondere ergaben sich durch eine Positionierung der drei Kugeln in
einem Poiseuille-Fluss keine neuen qualitativen Trends. Das Verhalten gehorcht weitge-
hend demjenigen, welches im Rahmen der U¨berlegungen hier, fu¨r ein lineares Scherprofil
zu erwarten war.
1.4 Nichtlineare Bewegung
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Abb. 1.7: Die Zeitabha¨ngigkeit der Abweichung xe;i vom stationa¨ren Schwerpunkt des Dreikugel-
systems fu¨r Kugel 1 (durchgezogene Linie), 2 (gestrichelte Linie) und 3 (gestrichpunk-
tete Linie) fu¨r γ˙′ = 2.6 und u′0/γ˙
′ = 35.5 .
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Abb. 1.8: Die zu Abbildung 1.7 geho¨rigen Trajektorien der Kugeloszillationen in der xz-Ebene.
Ein typisches Beispiel fu¨r die dreidimensionalen Oszillationsbewegungen der Kugeln pro-
jiziert auf die x-Achse ist in Abbildung 1.7 dargestellt. Hier sind die Abweichungen
der Kugelpositionen r′e,i = (x
′
e;i, y
′
e;i, z
′
e;i) relativ zu ihrem gemeinsamen Schwerpunkt
r′s =
∑
i=1,2,3 r
′0
i /3 gezeigt.
Zwei charakteristische Verhaltensweisen ko¨nnen in der Abbildung erkannt werden: Die
Kugeln 2 und 3 oszillieren mit einer Phasenverschiebung von π und die Kugel 1 oszilliert
in x-Richtung mit der doppelten Frequenz der beiden anderen Kugeln.
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Abb. 1.9: Die Oszillationsamplitude der Kugel 1 in x-Richtung als Funktion von u′0/γ˙
′ fu¨r γ˙′ =
2.6. Die gepunktete Linie zeigt den oberen U¨bergang der Hopf-Verzweigung.
Diese doppelte Frequenz der Kugel 1 ist ein Effekt der Projektion auf die x-Achse, wie
im Phasenplot in Abbildung 1.8 zu erkennen ist. Die Kugel 1 fu¨hrt simultane periodische
Bewegungen in der x- und z-Richtung durch, so dass die Kugeln 2 und 3 abwechselnd
weggestoßen werden. Die Phasendarstellungen in der xy- und der yz-Ebene sind a¨hnlich.
Entlang der durchgezogenen Linie, die den grau schattierten Bereich in Abbildung 1.6 um-
gibt, ist die Hopf-Verzweigung superkritisch. Auf der gestrichelten Linie ist sie subkritisch
und der Hysteresebereich ist durch die schra¨ge Schraffur gekennzeichnet. Die Oszillati-
onsamplitude von einer Kugel ist in der Abbildung 1.9 als Funktion von u′0/γ˙
′ fu¨r die
Scherrate γ˙′ = 2.6 gezeigt. Es ist das superkritische Verhalten am unteren U¨bergang und
die Hysterese am oberen U¨bergang zu erkennen.
In der Na¨he der superkritischen Hopf-Verzweigung sind die Oszillationen harmonisch. Im
Gegensatz dazu werden sie weiter weg von diesem U¨bergang, fu¨r gro¨ßere u′0 bis in den
Hysteresebereich hinein, stark anharmonisch.
1.5 Zusammenfassung und Ausblick
In diesem Teil der Dissertation wurde die Hopf-Verzweigung von drei gebundenen, punkt-
artigen Kugeln in einem linearen Scherfluss bei kleinen Reynoldszahlen untersucht. Die
Verzweigung wird durch das Zusammenspiel der nichtlinearen hydrodynamischenWechsel-
wirkung zwischen den Kugeln und dem Schergradienten induziert. Die Ergebnisse wurden
fu¨r drei Kugeln gewonnen, die durch lineare Federn in einem senkrecht zur Stro¨mungsrich-
tung orientierten gleichschenkligen Dreieck festgehalten wurden. Die gefundenen Effekte
sind sehr robust gegen verschiedene A¨nderung der Verankerungspunkte.
Die Ergebnisse ko¨nnen als Anregung fu¨r Experimente dienen, in denen mehrere hydrody-
namisch wechselwirkende Polymere in einem Scherfluss festgehalten werden. Neben den
in der Einleitung bereits genannten Szenarien, in denen die Polymere in der Na¨he einer
Wand auf kleinen Sta¨ben befestigt werden, bietet es sich auch an, die Polymere an kleinen
Ku¨gelchen zu befestigen, die durch Laserfallen in einer Stro¨mung gehalten werden ko¨n-
nen. Ein weiterer interessanter Aspekt ist, ob die ku¨rzlich diskutierte Drehbewegung von
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festgehaltenen Polymeren [23, 25, 48] in Bezug zu der hier gefundenen Hopf-Verzweigung
steht.
Da die Hopf-Verzweigung wesentlich durch die Nichtlinearita¨t der hydrodynamischen
Wechselwirkung induziert wird, ist zu erwarten, dass ein verbessertes Polymermodell und
die Beru¨cksichtigung von vielen anstatt von drei Polymeren den Parameterbereich der
Oszillationen erweitert und mo¨glicherweise zu chaotischem Verhalten fu¨hrt. Ein solches
Modell kann nichtlineare Federn, unterschiedliche Federkonstanten oder im Falle der se-
miflexiblen Polymere die Biegeelastizita¨t beru¨cksichtigen und ist in großen Teilen bereits
in der Simulationssoftware implementiert.
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Wenn man vom Modell der einzelnen Kugeln aus dem vorherigen Kapitel 1 zu der eigentli-
chen Idee zuru¨ckkehrt, die Dynamik von in Scherstro¨mungen festgehaltenen Polymerketten
zu untersuchen, so ist zu beachten, dass auf ein Polymer, neben der durch die Stro¨mung
induzierten deterministischen Kraft, noch weitere Kra¨fte wirken, die durch die thermischen
Bewegungen der Flu¨ssigkeit entstehen. Entsprechend sind bei Kugel-Feder-Modellen fu¨r
Polymere neben deterministischen Kra¨ften auch die stochastischen Kra¨fte zu beru¨cksich-
tigen. In einer ruhenden Flu¨ssigkeit oder auch in Potentialstro¨mungen lassen sich diese
Kra¨fte, wie unten gezeigt wird, leicht aus der Gleichgewichtsthermodynamik ableiten. In
einer Scherstro¨mung befindet sich die Flu¨ssigkeit allerdings im Nichtgleichgewicht und die
auf ein suspendiertes Teilchen wirkenden thermischen Kra¨fte ko¨nnen sich von denen un-
terscheiden, welche man fu¨r eine Flu¨ssigkeit im Gleichgewicht erha¨lt. Es stellt sich bei
der Untersuchung der Brownschen Bewegung also die Frage, welche thermischen Kra¨fte
auf ein einzelnes Teilchens (Kugel) in diesem Fall wirken und wie diese von der Scherrate
abha¨ngen.
Die Beschreibung der Brownschen Bewegung eines einzelnen, in einer Flu¨ssigkeit suspen-
dierten Teilchens am Ort rK , welches sich zusa¨tzlich in einem harmonischen Potential
V = 12k|rK |2 befindet, wird durch die bekannte Bewegungsgleichung fu¨r die Teilchenge-
schwindigkeit uK =
d
dtrK beschrieben [51],
m
duK
dt
= −ζuK − krK + f s(t) . (2.1)
Hierbei ist ζ = 6πηa die Stokessche Reibungskonstante fu¨r eine Kugel mit Radius a, die sich
in einer Flu¨ssigkeit mit der Viskosita¨t η bewegt. In einer isotropen Newtonschen Flu¨ssigkeit
werden die thermischen Sto¨ße gleichwahrscheinlich aus allen Richtungen kommen, so dass
auf die Kugel im zeitlichen Mittel die thermischen Kra¨fte verschwinden und somit 〈fS(t)〉 =
0 gilt. Weiterhin kann man annehmen, dass die Sto¨ße zu verschiedenen Zeiten statistisch
unabha¨ngig voneinander stattfinden, so dass sich der folgende Ansatz fu¨r die Korrelationen
der stochastischen Kra¨fte anbietet:
〈fSi (t)fSj (t′)〉 = fijδ(t− t′) . (2.2)
Fasst man Ort und Geschwindigkeit in einem Vektor X = (rK ,uK) zusammen, so la¨sst
sich die Bewegungsgleichung (2.1) durch ein gekoppeltes Differentialgleichungssystem ers-
ter Ordnung beschreiben. Die Lo¨sung X (t) dieser Gleichungen kann man fu¨r große Zeiten
t mit Hilfe der Matrix
L =
(
0 1
− km − ζm
)
(2.3)
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und dem Null-Vektor 0 := (0, 0, 0) formal durch das Integral
X (t) =
∫ t
−∞
dτ eL (t−τ)
(
0
fs(t)
)
(2.4)
angeben. Mit der Korrelation fu¨r die stochastischen Kra¨fte aus Gleichung (2.2) kann man
somit die Korrelationsmatrix fu¨r die Kugelgeschwindigkeiten bestimmen und erha¨lt fu¨r die
zeitgleiche Korrelation
〈uK;i(t)uK;j(t)〉 = fij
2mζ
. (2.5)
Um die gesuchten Amplituden der Korrelation der stochastischen Kra¨fte, fij, zu bestim-
men, nimmt man jetzt an, dass sich die Flu¨ssigkeit im thermischen Gleichgewicht befindet
und die Kugelgeschwindigkeiten einer Maxwellverteilung genu¨gen. Die Geschwindigkeits-
korrelation zu gleichen Zeiten folgt damit aus dem Equipartitionstheorem und es gilt
m
2
〈uK;i(0)uK;j(0)〉 = kBT
2
δij . (2.6)
Ein Vergleich der beiden Ausdru¨cke (2.5) und (2.6) fu¨r die Geschwindigkeitskorrelation
liefert fij = 2kBTζδij und damit das Fluktuations-Dissipations Theorem in der Form
〈fSi (t)fSj (t)〉 = 2kBTζδijδ(t − t′) . (2.7)
Fu¨r eine Kugel, die sich in einer Scherstro¨mung, u0 = γ˙yeˆx, mit der Scherrate γ˙ befindet
und ebenfalls durch ein harmonisches Potential am Ursprung festgehalten wird, muss die
Bewegungsgleichung (2.1) um den Scherfluss erga¨nzt werden:
m
duK
dt
= −ζuK + ζγ˙yeˆx − kr+ fs(t) . (2.8)
Lo¨st man diese Gleichung nach der Geschwindigkeit auf, so ergibt sich fu¨r ihre Korrelati-
onsmatrix die statische Lo¨sung
〈uK(t)uK(t)〉 = 1
2mζ


fxx +
m
2k γ˙
2fyy fxy fxz
fxy fyy fyz
fxz fyz fzz

 , (2.9)
wie es im Detail in [36] beschrieben ist. Nimmt man an, dass die stochastischen Kra¨fte
gegenu¨ber dem Fall der ruhenden Flu¨ssigkeit unvera¨ndert bleiben und durch (2.2) gegeben
sind, so folgt hieraus fu¨r die Korrelation
〈uK(t)uK(t)〉 = kBT
m


1 + γ˙2 m2k 0 0
0 1 0
0 0 1

 . (2.10)
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Fu¨r die Autokorrelation in Stro¨mungsrichtung, 〈uK;x(t)uK;x(t)〉, gilt dann nicht mehr das
aus der Maxwellverteilung gewonnene Equipartitionstheorem (2.6). Durch die Scherstro¨-
mung befindet sich das System nicht im Gleichgewicht, so dass das Equipartitionstheorem
nicht mehr erfu¨llt sein muss und damit auch das Fluktuations-Dissipations Theorem in
der bekannten Form (2.7) nicht mehr vollsta¨ndig ist. Wie genau die stochastischen Kra¨fte
zu wa¨hlen sind, ist eine offene Frage, fu¨r die hier na¨herungsweise eine Antwort gegeben
wird. Fu¨r frei schwimmende kugelfo¨rmige Teilchen gibt es verschiedene Ansa¨tze, die sto-
chastischen Kra¨fte in einem Scherfluss zu bestimmen, die zum Teil zu unterschiedlichen
Ergebnissen fu¨hren [27, 28, 30, 31]. An dieser Stelle macht es Sinn, eine Stufe tiefer anzu-
setzen und die Ursache der stochastischen Kra¨fte und damit der Brownschen Bewegung
zu ergru¨nden. Die Wechselwirkung einer Kugel mit einer sie umgebenen Flu¨ssigkeit ist
durch das Gesetz von Faxe´n gegeben [52]. Es liefert die Kraft auf eine Kugel als Funktion
der Geschwindigkeit der Flu¨ssigkeit. Kennt man also die Geschwindigkeitsfluktuationen in
einer Flu¨ssigkeit, sollte es mo¨glich sein, daraus durch eine a¨hnliche Beziehung die stochasti-
schen Kra¨fte zu bestimmen. Auf diese Art wurden in der Referenz [34] die fu¨r eine ruhende
Flu¨ssigkeit bekannten Korrelationen der stochastischen Kra¨fte aus den hydrodynamischen
Gleichungen bestimmt und auch fu¨r ein im Scherfluss mitschwimmendes Teilchen wur-
den bereits Lo¨sungen gefunden [33]. Insbesondere ist zu erwarten, dass im Scherfluss die
Geschwindigkeiten in x- und y-Richtung korreliert sind, also die Kraftkorrelation fxy in
Gleichung (2.9) einen endlichen Wert besitzt.
Die Fluktuationen einer Flu¨ssigkeit werden, ganz a¨hnlich wie die Brownsche Bewegung
einer einzelnen Kugel, selbst durch den Scherfluss vera¨ndert. Ziel der folgenden Kapitel ist
es daher, die Korrelationen der Geschwindigkeitsfluktuationen einer Flu¨ssigkeit mit Hilfe
der Theorie der hydrodynamischen Fluktuationen herzuleiten. Es wird zum einen eine
analytische Na¨herungslo¨sung fu¨r eine unbegrenzte Flu¨ssigkeit berechnet und anschließend
der Fall einer Couette-Stro¨mung zwischen zwei begrenzenden Wa¨nden analysiert und zwar
fu¨r den Fall, dass die Bewegungen am Rand ohne Schlupf sind.
2.1 Hydrodynamische Gleichungen
Die makroskopische Dynamik einfacher Flu¨ssigkeiten wird durch Kontinuumsgleichungen
beschrieben. Dabei folgt die Kontinuita¨tsgleichung [53]
∂tρ+ ∂k(ρuk) = 0 , (2.11)
aus dem Erhaltungsgesetz fu¨r die Masse1 und die Navier-Stokes-Gleichung
ρ∂tui + ρ(uk∂k)ui = −∂ip+ F ei + ∂kσik + ∂kξik , (2.12)
beschreibt die Impulserhaltung sowie die Dissipation durch die viskose Reibung in der
Flu¨ssigkeit. ui(r, t) sind die Komponenten des Geschwindigkeitsfeldes, mit i ∈ {1, 2, 3},
p ist das Druckfeld, ρ ist die Dichte, σ ist der deterministische und ξ der stochastische,
1 Es gilt durchweg die Einsteinsche Summenkonvention, das heißt, es wird u¨ber doppelt auftretende
Indizes summiert und es gilt zum Beispiel fu¨r die Divergenz ∂kuk = ∇·u.
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durch thermische Fluktuationen induzierte Anteil des Spannungstensors. F ei entha¨lt alle
weiteren externen Kraftdichten, wie sie zum Beispiel durch die Scherspannung bei der
Scherstro¨mung erzeugt werden oder durch die Bewegung einer suspendierten Kugel in der
Flu¨ssigkeit entstehen.
Schließlich erha¨lt man aus der Energieerhaltung eine Gleichung fu¨r die Variation der spe-
zifischen Entropie s, also der Entropie pro Masseneinheit,
ρT
(
∂t + uk∂k
)
s =
1
2
σik
(
∂kui + ∂iuk
)− ∂lql − ∂lgl , (2.13)
welche in eine Gleichung fu¨r die Temperatur T umgeschrieben werden kann. Es sind ql
die Komponenten des deterministischen und gl die des stochastischen Anteils des Wa¨rme-
stroms. Die Gleichungen (2.11) - (2.13) beschreiben die makroskopische Flu¨ssigkeitsdyna-
mik, einschließlich der Fluktuationen [54].
Fu¨r Newtonsche Flu¨ssigkeiten sind obige Gleichungen noch um die linearen, isotropen
Materialgesetze fu¨r den Spannungstensor2
σik = η
(
∂kui + ∂iuk − 2
3
∂lulδik
)
+ ζδik∂lul , (2.14)
und fu¨r den Wa¨rmestrom
q = −κ∇T (2.15)
zu erga¨nzen. Die Konstanten η und ζ sind die Scher- und Volumenviskosita¨t und κ ist die
Wa¨rmeleitfa¨higkeit.
Der stochastische Spannungstensor fu¨r eine Newtonsche Flu¨ssigkeit, deren makroskopische
Geschwindigkeit verschwindet, hat einen verschwindenden Mittelwert
〈ξik(t1, r1)〉 = 0 (2.16a)
und die Korrelation3 ha¨ngt von der Temperatur und der Viskosita¨t wie folgt ab [54],
〈ξik(t1, r1)ξlm(t2, r2)〉 (2.16b)
= 2kBT
[
η(δilδkm + δimδkl) +
(
ζ − 2
3
η
)
δikδlm
]
δ(r1 − r2)δ(t1 − t2) .
2 Die allgemeine Form des Materialgesetzes fu¨r den Spannungstensor lautet σik = ηiklm ǫ˙ml mit dem
Tensor der Dehnungsrate (strain-rate) ǫ˙ml =
1
2
(∂mul + ∂lum).
Fu¨r isotrope Newtonsche Flu¨ssigkeiten sind nur noch zwei Koeffizienten von ηiklm unabha¨ngig von-
einander und es gilt die Darstellung [55]
ηiklm = η(δilδkm + δimδkl) +
“
ζ −
2
3
η
”
δikδlm ,
mit der Scherviskosita¨t η und der Volumenviskosita¨t ζ.
3 Wie in Gleichung (B.53) im Anhang B gezeigt wird, folgt mit dem allgemeinen Viskosita¨tstensor ηiklm
die Korrelation
〈ξik(t1, r1)ξlm(t2, r2)〉 = 2kBTηiklmδ(r1 − r2)δ(t1 − t2)
fu¨r den stochastischen Spannungstensor.
20
2.2 Fluktuationen um lokales Gleichgewicht
Der mit g bezeichnete stochastische Wa¨rmestromanteil besitzt fu¨r ein System im Gleich-
gewicht ebenfalls einen verschwindenden Mittelwert
〈gi(t, r)〉 = 0 , (2.17a)
und fu¨r seine Korrelation gilt
〈gi(t1, r1)gk(t2, r2)〉 = 2κT 2δikδ(r1 − r2)δ(t1 − t2) . (2.17b)
Geht man von einer konstanten Temperatur T (r, t) = T0 aus, so gelten zusammenfassend
die Gleichungen
∂tρ+ ∂l(ρvl) = 0 , (2.18a)
ρ∂tui + ρ(uk∂k)ui = −∂ip+ η△ui +
(
ζ +
η
3
)
∂i∂lul + F
e
i + ∂kξik , (2.18b)
ρT0
(
∂ts+ uk∂ks
)
=
1
2
σik
(
∂kui + ∂iuk
)− ∂lgl . (2.18c)
Hierbei kann der Druck noch durch eine Zustandsgleichung p(ρ, T ) ausgedru¨ckt werden.
Zur Lo¨sung der Gleichungen mu¨ssen außerdem noch die Randbedingungen fu¨r die Felder
spezifiziert werden. Fu¨r so genannte schlupffreie (no-slip) oder haftende Randbedingun-
gen verschwindet das Geschwindigkeitsfeld an einer festen Oberfla¨che, wie zum Beispiel
diejenige einer suspendierten harten Kugel oder der Gefa¨ßwa¨nde, vollsta¨ndig und somit
auch die Gradienten entlang dieser Fla¨chen. Fu¨r eine Wand an der Position y = d, die sich
parallel der xz-Ebene erstreckt, gilt damit
ux(x, y = d, z) = uy(x, y = d, z) = uz(x, y = d, z) = 0 ,
∂xu(x, y = d, z) = ∂zu(x, y = d, z) = 0 . (2.19)
Ist die Flu¨ssigkeit außerdem inkompressibel, das heißt ρ ist konstant, gilt wegen der Glei-
chung (2.18a) ∇·u = 0 und man erha¨lt fu¨r den Gradienten der y-Komponente der Ge-
schwindigkeit in y-Richtung, also senkrecht zur Wand, die Bedingung
∂yuy(x, y = d, z) = −∂xux(x, y = d, z)− ∂zuz(x, y = d, z) = 0 . (2.20)
2.2 Fluktuationen um lokales Gleichgewicht
Durch a¨ußere Kra¨fte erzeugte Geschwindigkeitsfelder lassen sich nur in wenigen Fa¨llen
durch ein Potential darstellen, so wie zum Beispiel bei der Dehnstro¨mung. In derartigen
Fa¨llen kann das Geschwindigkeitspotential wie andere Potentiale und mit Methoden der
statistischen Thermodynamik des Gleichgewichts bei der theoretischen Beschreibung von
Fluktuationen beru¨cksichtigt werden [55, 56]. Insbesondere beim Fluktuations-Dissipations
Theorem kann in diesem Fall der Gleichverteilungssatz verwendet werden, wie es im 3. Ka-
pitel am Beispiel einer ruhenden Flu¨ssigkeit gezeigt wird.
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Die Scherstro¨mung entha¨lt Rotationsanteile und la¨sst sich daher nicht durch ein Potential
darstellen. Zur Analyse der Dichte- und Geschwindigkeitsfluktuationen sind daher andere
Methoden als fu¨r Potentialstro¨mungen einzusetzen. Sind die Abweichungen vom thermi-
schen Gleichgewicht aber klein, was bedeutet, dass sich kleine Teilvolumina der Flu¨ssigkeit
in einem mit der Stro¨mung mitbewegten System im thermischen Gleichgewicht befinden,
so kann man von einem lokalen thermischen Gleichgewicht ausgehen. Die thermischen
Fluktuationen des Geschwindigkeitsfelds werden im mitbewegten System vom stochas-
tischen Anteil im Spannungstensor, wie er fu¨r eine sich ansonsten in Ruhe befindliche
Flu¨ssigkeit gilt und in Gleichung (2.16b) eingefu¨hrt wurde, lokal erzeugt. Es wird also
angenommen, dass die stochastischen Kra¨fte unabha¨ngig von der lokalen Geschwindigkeit
und der Vorgeschichte des betrachteten Teilvolumens sind.
Die Gesamtgeschwindigkeit der Flu¨ssigkeit u(r, t) = u0(r, t) + v(r, t) setzt sich aus der
deterministischen Hauptstro¨mung u0(r, t) und den Fluktuationen v(r, t) zusammen. Der
Gleichgewichtsmittelwert der Geschwindigkeitsfluktuationen 〈v(r, t)〉 = 0 verschwindet
und somit ist das mittlere Stro¨mungsfeld gerade gleich der deterministischen Stro¨mung,
〈u(r, t)〉 = u0(r, t). Analog kann die Gesamtdichte durch die Summe ρ0(r, t) + ρ(r, t), mit
der mittleren Dichte ρ0(r, t) und den imMittel verschwindendenDichtefluktuationen ρ(r, t)
beschrieben werden. Die Gesamtgeschwindigkeit und die Gesamtdichte erfu¨llen weiterhin
die Gleichungen fu¨r Masse-, Impuls- und Energieerhaltung (2.18):
∂t(ρ0 + ρ) + ∂k
(
(ρ0 + ρ)(u0;k + vk)
)
= 0 , (2.21)
(ρ0 + ρ)∂t(u0;i + vi) + (ρ0 + ρ)(u0;k + vk)∂k(u0;i + vi)
= −∂ip+ F ei + ∂kσik + ∂kξik ,
(ρ0 + ρ)T
(
∂ts+ (u0;k + vk)∂ks
)
=
1
2
σik
(
∂k(u0;i + vi) + ∂i(u0;k + vk)
) − ∂lql − ∂lgl .
Fu¨r die stochastischen Beitra¨ge ξ und g gelten weiterhin die Eigenschaften (2.16)
und (2.17). In den Gleichungen (2.21) wurde die explizite Nennung der Abha¨ngigkeiten
von Ort und Zeit wegen der besseren U¨bersichtlichkeit vernachla¨ssigt. Auch die Randbe-
dingungen mu¨ssen vom gesamten Geschwindigkeitsfeld u(r, t) = u0(r, t) + v(r, t) erfu¨llt
werden. Da das deterministische Stro¨mungsfeld diese bereits getrennt von den Fluktuatio-
nen erfu¨llt, bedeutet dies, dass die Geschwindigkeitsfluktuationen unabha¨ngig vom deter-
ministischen Stro¨mungsfeld die Bedingungen (2.19) und im inkompressiblen Fall (2.20) an
den Wa¨nden erfu¨llen mu¨ssen.
2.3 Lo¨sung fu¨r ein deterministisches Stro¨mungsfeld
Mittelt man die Gleichungen (2.21) u¨ber die Fluktuationen und stochastischen Spannungen
und verwendet die Gleichungen (2.16)-(2.17), so ergeben sich Bewegungsgleichungen fu¨r
die mittlere Geschwindigkeit u0(r, t) und damit fu¨r das deterministische Stro¨mungsfeld,
ebenso wie fu¨r die mittlere Dichte ρ0(r, t). Es sollen hier nur zeitunabha¨ngige externe
Kra¨fte betrachtet werden, weshalb nur der Fall einer konstanten Dichte ρ0(r, t) = ρ0 und
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eines stationa¨ren Geschwindigkeitsfelds u0(r, t) = u0(r) eintritt:
∇·u0 = 0 ,
ρ0(u0 ·∇)u0 = −∂ip0 + η△u0 + Fe . (2.22)
Das mittlere Geschwindigkeitsfeld wird somit durch die externen Kra¨fte Fe zusammen mit
den schlupffreien Randbedingungen (2.19) und fu¨r inkompressible Flu¨ssigkeiten zusa¨tzlich
durch die Bedingung (2.20) an den begrenzenden Fla¨chen bestimmt.
2.4 Linearisieren und Entdimensionalisieren
Die lokalen Geschwindigkeitsfluktuationen v(t) werden im Vergleich zur mittleren Ge-
schwindigkeit als so klein angenommen, dass die Gleichungen bezu¨glich der Fluktuationen
linearisiert werden ko¨nnen. Vor der Berechnung dieser Fluktuationen sollen zur besseren
Unterscheidbarkeit von dimensionsbehafteten und dimensionslosen Gro¨ßen noch einige De-
finitionen eingefu¨hrt werden.
Die dimensionsbehaftete Gesamtgeschwindigkeit wird mit u¯, die Gesamtdichte mit ρ¯ und
der Gesamtdruck mit p¯ bezeichnet. Die restlichen Gro¨ßen werden, sofern sie eine Dimension
haben, mit einem hochgestellten ∨ markiert. Zusammen mit den Fluktuationen ρˇ, vˇ und
pˇ kann man die folgenden Ansa¨tze machen:
u¯(r, t) = uˇ0(r, t) + vˇ(r, t) ,
ρ¯(r, t) = ρˇ0(r, t) + ρˇ(r, t) ,
p¯(r, t) = pˇ0(r, t) + pˇ(r, t) . (2.23)
Unter der Annahme einer homogenen Temperaturverteilung kann die A¨nderung der Druck-
fluktuation auch durch
dpˇ =
cˇ2
γ
dρˇ
ausgedru¨ckt werden. Hierbei ist cˇ die adiabatische Schallgeschwindigkeit und γ = Cp/Cv
der Quotient aus den spezifischen Wa¨rmen4 (nicht zu verwechseln mit der spa¨ter einge-
fu¨hrten Scherrate γ˙).
Da die Mittelwerte uˇ0, ρˇ0 und pˇ0 die hydrodynamischen Gleichungen (2.22) erfu¨llen, erha¨lt
man aus (2.21) die in den Fluktuationen linearisierten Gleichungen
∂tρˇ+ ρˇ0(∂kvˇk) + uˇ0;k∂kρˇ = 0 , (2.24)
ρˇ0∂tvˇi + ρˇ0(uˇ0,k∂k)vˇi + ρˇ0(vˇk∂k)uˇ0,i
= − cˇ
2
γ
∂iρˇ+ ηˇ△vˇi +
(
ζˇ +
ηˇ
3
)
∂i(∂kvˇk) + Fˇ
S
i .
4 Wegen der Adiabatengleichung pV γ = const gilt dp/p = −γ dV/V . Mit dV = −V dρ/ρ erha¨lt man hieraus
dp/p = γ dρ/ρ und mit der Definition der Schallgeschwindigkeit c2 = dp/dρ = pγ/ρ schließlich die
Beziehung dp = c2/γ dρ.
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Die Divergenz des stochastischen Spannungstensors ξˇ wurde hierin zu der stochastischen
Kraftdichte FˇS zusammengefasst:
FˇSi := ∂k ξˇik . (2.25)
Es werden die Grundgro¨ßen reskaliert und entdimensionalisiert, wobei im Folgenden die
dimensionslosen Gro¨ßen wieder ohne Markierung geschrieben werden.
rˇi = Lri , tˇ = τt ,
vˇi =
L
τ
vi , ρˇ = ρˇ0ρ , (2.26)
uˇ0,i =
L
τ
u0,i =: Uu0,i , Fˇ
S
i =
ρˇ0L
τ2
FSi .
Die reskalierten Gleichungen haben mit der Abku¨rzung
α :=
ζˇ
ηˇ
+
4
3
(2.27)
schließlich die Form
∂tρ+ ∂kvk + u0;k∂kρ = 0 , (2.28)
∂tvi + (u0,k∂k)vi + (vk∂k)u0,i = −c2∂iρ+ ν△vi + ν(α− 1)∂i(∂kvk) + FSi ,
mit der skalierten kinematischen Viskosita¨t, gegeben durch das Inverse der Reynoldszahl
Re des Systems,
ν = Re−1 :=
ηˇτ
ρˇ0L2
(2.29)
und der dimensionslosen Schallgeschwindigkeit
c2 =
cˇ2
γ
1
U2
. (2.30)
Durch die Wahl der Skalierung fu¨r FS ergibt sich aus (2.25) fu¨r die entdimensionalisierte
Divergenz des stochastischen Spannungstensors die Beziehung
∂kξik = F
S
i =
τ2
ρˇ0L
FˇSi =
τ2
ρˇ0L2
∂ˇk ξˇik ,
womit seine Korrelation nach Gleichung (2.16b) durch
〈ξik(t1, r1)ξlm(t2, r2)〉 = 2Q2ν
[
(δilδkm + δimδkl) + (α− 2)δikδlm
]
×
δ(r1 − r2)δ(t1 − t2) , (2.31)
gegeben ist. Hierbei wurde die folgende Gro¨ße eingefu¨hrt:
Q2 :=
kBT
ρˇ0L3
1
U2
. (2.32)
Die tatsa¨chliche Festlegung auf eine charakteristische La¨nge L geschieht spa¨ter und kann
zum einen die endliche La¨nge des Systems oder aber der Radius eines Testteilchens sein.
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2.5 Kraft auf ein Testteilchen
Wie in der Einleitung bereits erwa¨hnt wurde, entstehen durch die Fluktuationen in der
Flu¨ssigkeit Kra¨fte auf eine suspendierte Kugel. Der Zusammenhang soll in diesem Ab-
schnitt dargestellt werden. Da auf der Oberfla¨che einer in der Flu¨ssigkeit gelo¨sten Kugel
schlupffreie Randbedingungen gelten und außerdem stochastische Kra¨fte auf die Kugel
wirken, treten in der Flu¨ssigkeit zusa¨tzliche Spannungen auf. Der Effekt einer determinis-
tischen Stro¨mung auf eine Kugel la¨sst sich im Rahmen des Gesetzes von Faxe´n [52, 57]
ermitteln, indem man die auf die Kugel wirkende hydrodynamische Kraft Fˇh berechnet.
Befindet sich die Kugel am Ort rˇ0 und bewegt sich mit der Geschwindigkeit uˇK in einem
Stro¨mungsfeld uˇ0(rˇ), so erha¨lt man hiernach diese, auf sie wirkende Kraft, durch Mittelung
des Geschwindigkeitsfeldes u¨ber die ganze Kugeloberfla¨che:
Fˇh0 = −ζˇ0
(
uˇK − 1
OˇK
∫
OˇK
drˇ2 uˇ0(rˇ0 + rˇ)
)
. (2.33)
Hierbei ist ζˇ0 = 6πηˇaˇ die Stokessche Reibungskonstante und OˇK = 4πaˇ
2 die Oberfla¨che
der Kugel mit Radius aˇ. Die Bewegungsgleichung fu¨r eine Kugel der Masse mˇ, die sich in
einer Flu¨ssigkeit bewegt, ist dann gegeben durch
mˇ
d
dtˇ
uˇK = Fˇ
h
0 . (2.34)
Um im Formalismus des vorangegangenen Abschnitts zu bleiben, sollen auch hier alle Gro¨-
ßen durch eine dimensionslose Darstellung beschrieben werden. Benutzt man die selben
charakteristischen Gro¨ßen aus den Gleichungen (2.26)-(2.32), so kann man die hydrody-
namische Kraft Fˇh aus Gleichung (2.33) wie folgt durch die dimensionslose Kraft Fh
ausdru¨cken:
Fˇh = ρˇ0L
3U
τ
Fh . (2.35)
Das Gesetz von Faxe´n nimmt somit die folgende, entdimensionalisierte Form an:
Fh0 = −ζ0
(
uK − 1
OK
∫
OK
dr2 u0(r0 + r)
)
. (2.36)
Analog zu der Gleichung (2.33) wurde hierbei die jetzt entdimensionalisierte Reibungs-
konstante
ζ0 = 6πνa (2.37)
und die Kugeloberfla¨che OK = 4πa
2 eingefu¨hrt.
Fu¨r das makroskopische zeitunabha¨ngige Geschwindigkeitsfeld u0(r) ergibt sich also nach
Gleichung (2.36) die Kraft
Fh0 = −ζ0
(
uK − [u0(r0)]OK
)
, (2.38)
wobei das u¨ber die Kugeloberfla¨che OK gemittelte deterministische Stro¨mungsfeld durch
[u0(r0)]OK :=
1
OK
∫
OK
dr2 u0(r0 + r) (2.39)
gegeben ist.
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2.5.1 Zeitabha¨ngiges Stro¨mungsfeld und stochastische Kraft
Es wa¨re naheliegend, das Gesetz von Faxe´n auch dazu zu benutzen, die auf eine Kugel
wirkenden stochastischen Kra¨fte fˇ s(tˇ), die Ursache fu¨r die Brownschen Bewegungen sind,
aus den Geschwindigkeitsfluktuationen der Flu¨ssigkeit abzuleiten. Tatsa¨chlich la¨sst sich
damit die bekannte zeitabha¨ngige Korrelation in einer deterministisch ruhenden Flu¨ssig-
keit 〈fˇ s(tˇ)fˇ s(tˇ′)〉 = 2kBT ζˇ0δ(tˇ− tˇ′) nicht bestimmen.5 Der Grund ist, dass das Gesetz von
Faxe´n nur fu¨r stationa¨re Stro¨mungen gu¨ltig ist, die Gleichungen fu¨r die Geschwindigkeitsf-
luktuationen (2.24) aber ausdru¨cklich zeitabha¨ngig sind. Eine Erga¨nzung fu¨r zeitabha¨ngige
Felder findet sich zum Beispiel in [57] und es gilt mit dem zeitabha¨ngigen Gesamtgeschwin-
digkeitsfeld u(r, t) der Flu¨ssigkeit fu¨r die dimensionslose hydrodynamische Kraft auf eine
Kugel
Fh(ω) = −ζ(ω)uK(r0, ω) + ζ0
(
(1 + αa) [u(r0, ω)]OK +
1
3
α2a2 [u(r0, ω)]VK
)
,
mit α =
√
ω
2ν (1− i), ζ(ω) = ζ0
(
1 + αa+ 19α
2a2
)
und der Definition
[u(r0, ω)]VK :=
1
V
∫
V (a)
dr3 u(r0 + r, ω) . (2.40)
Dru¨ckt man die Gesamtgeschwindigkeit durch u(r, ω) = u0(r) +v(r, ω) aus, so kann man
die Fluktuationsanteile als stochastische Kra¨fte zusammenfassen:
f s(r0, ω) := ζ0
(
(1 + αa) [v(r0, ω)]OK +
1
3
α2a2 [v(r0, ω)]VK
)
. (2.41)
Mit α′ =
√
ω′
2ν (1−i) erha¨lt man nach dyadischer Multiplikation fu¨r die Korrelationsmatrix
der stochastischen Kra¨fte schließlich
〈f s(r0, ω)f s(r0, ω′)〉 := ζ20
(
(1 + αa)(1 + α′a)〈[v(r0, ω)]OK
[
v(r0, ω
′)
]
OK
〉
+
a2
3
α′2(1 + αa)〈[v(r0, ω)]OK
[
v(r0, ω
′)
]
VK
〉
+
a2
3
α2(1 + α′a)〈[v(r0, ω)]VK
[
v(r0, ω
′)
]
OK
〉
+
1
9
α2α′2a4〈[v(r0, ω)]VK
[
v(r0, ω
′)
]
VK
〉
)
. (2.42)
Aus dieser Gleichung folgt die bekannte δ(t − t′)-Abha¨ngigkeit fu¨r die Korrelationen der
stochastischen Kra¨fte in einer makroskopisch ruhenden Flu¨ssigkeit, erga¨nzt um weitere
zeitabha¨ngige Terme [34]. Wie außerdem in der Referenz [34] gezeigt wird, spielt der letz-
te Summand in (2.42), die Korrelation der u¨ber das Volumen gemittelten Fluktuations-
geschwindigkeiten, die tragende Rolle, um das klassische und in der Zeit δ-korrelierte
Ergebnis zu erhalten.
5 In entdimensionalisierter Form geht dieser Ausdruck in 〈f s(t)fs(t′)〉 = 2Q2ζ0δ(t− t′) u¨ber.
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Erga¨nzt man die Bewegungsgleichung (2.34) fu¨r die Kugel mit der Masse mˇ um die sto-
chastische Kraft, so erha¨lt man die Langevin-Gleichung
mˇ
d
dtˇ
uˇK = Fˇ
h
0 + fˇ
s(t) . (2.43)
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Flu¨ssigkeit
Als Vorbereitung zur Berechnung der thermischen Geschwindigkeitsfluktuationen in einer
Scherstro¨mung werden diese im vorliegenden Abschnitt fu¨r ein ruhendes und unendlich
ausgedehntes Flu¨ssigkeitsvolumen bestimmt. Dieser Fall dient als Referenz, bezu¨glich der
die durch den Scherfluss und der Wa¨nde bewirkten A¨nderungen der Fluktuationen disku-
tiert werden.
3.1 Gleichungen fu¨r die Fluktuationen
Fu¨r die Berechnung der Geschwindigkeitsfluktuationen hat es sich bewa¨hrt, das Geschwin-
digkeitsfeld in zwei zueinander senkrechte Komponenten zu zerlegen: v = vl + vt. Mit
dieser Aufspaltung wird die Divergenz des Geschwindigkeitsfeldes alleine durch den Anteil
vl bestimmt, mit ∇·v = ∇·vl und die Rotation durch den transversalen Anteil vt, mit
∇×v = ∇×vt = ω und der Vortizita¨t ω.
Somit erha¨lt man aus den linearisierten Gleichungen (2.28) entkoppelte Gleichungen fu¨r
vl und ω, indem man auf die gesamte Gleichung entweder die Divergenz oder die Rotation
anwendet. Eine weitere Anwendung der Rotation liefert dann Bewegungsgleichungen fu¨r
die transversale Geschwindigkeit vt. Dies wurde im Anhang A fu¨r ein allgemeines, durch
externe Kra¨fte erzeugtes Geschwindigkeitsfeld berechnet, so dass (A.4) und (A.5) fu¨r eine
im Mittel ruhende Flu¨ssigkeit mit u0 = 0 die Gleichungen
∂tρ+∇·vl = 0 ,
(∂t − να△)∇·vl + c2△ρ = ∇·FS =: H ,
(∂t − ν△)△vt = −∇×∇×FS := −G , (3.1)
liefern. Die transversale Geschwindigkeit vt liegt hierbei in einer Ebene senkrecht zur
Richtung der longitudinalen Geschwindigkeit vl.
Wa¨hrend die Dichtefluktuationen an die longitudinalen Geschwindigkeitsfluktuationen
koppeln, sind die transversalen Komponenten davon vo¨llig unabha¨ngig. In einer inkom-
pressiblen Flu¨ssigkeit, in der die Dichte konstant ist, gilt ∇·v = ∇·vl = 0.
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3.2 Korrelation, Spektrale Dichte und Relaxationsfunktion
Durch die Berechnung des Mittelwertes der Gleichung (3.1) fallen die Fluktuationsanteile
des Spannungstensors H und G aus der Gleichung heraus und es ergibt sich eine lineare,
homogene Differentialgleichung fu¨r die Geschwindigkeitsfluktuationen [58, Kapitel 5E].
Ist das Flu¨ssigkeitsvolumen sehr groß, so dass es als unendlich ausgedehnt aufgefasst wer-
den kann, so liegt eine Fourierzerlegung bezu¨glich des Ortes fu¨r die Geschwindigkeitsfluk-
tuation
v(k, t) =
∫
dr e−ikrv(r, t) , v(r, t) =
∫
dk
(2π)3
eikrv(k, t) ,
als auch fu¨r die Dichtefluktuation nahe. Man erha¨lt fu¨r die linearen Differentialgleichungen
im reziproken Raum:
∂tρ+ ik·vl = 0 , (3.2a)
(∂t + ναk
2)ik·vl − c2k2ρ = 0 , (3.2b)
(∂t + νk
2)k2vt = 0 . (3.2c)
3.2.1 Longitudinale Fluktuationen
Nach Konstruktion bietet sich fu¨r den longitudinalen Geschwindigkeitsbeitrag der Ansatz
vl = vlkˆ mit kˆ = kk an. Dadurch nehmen die Gleichungen (3.2a) und (3.2b) die folgende
Form an
∂tρ(k, t) + ikv
l(k, t) = 0 ,
(∂t + ναk
2)vl(k, t) + ikc2ρ(k, t) = 0 .
Mit den Anfangsbedingungen vl(k, t = 0) und ρ(k, t = 0) zum Zeitpunkt t = 0 ko¨nnen
diese mit Hilfe einer Laplace-Transformation
vl(k, s) =
∫ ∞
0
dt eistvl(k, t) ,
und der Beziehung (C.13) in das lineare Gleichungssystem
− isρ(k, s) + ikvl(k, s) = ρ(k, t = 0) ,
(−is+ ναk2)vl(k, s) + ikc2ρ(k, s) = vl(k, t = 0) (3.3)
u¨bergefu¨hrt werden. Hieraus folgen die Amplituden fu¨r die Dichtefluktuationen
ρ(k, s) =
ikvl(k, t = 0) + (is − ναk2)ρ(k, t = 0)
s2 + iναk2s− k2c2
=: Rρvl(k, s)v
l(k, t = 0) +Rρρ(k, s)ρ(k, t = 0) ,
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und die longitudinalen Geschwindigkeitsfluktuationen
vl(k, s) =
isvl(k, t = 0) + ikc2ρ(k, t = 0)
s2 + iναk2s− k2c2
=: Rvlvl(k, s)v
l(k, t = 0) +Rvlρ(k, s)ρ(k, t = 0) .
Diese Lo¨sungen besitzen die folgenden komplexen Polstellen
s∗1,2 = −i
k2
2
να± k
2
√
4c2 − ν2α2k2 ,
und durch Laplace-Ru¨cktransformation ergeben sich daraus nach der Berechnung des
Bromwich-Integrals (C.12) schließlich die zugeho¨rigen zeitabha¨ngigen Fourieramplitu-
den
ρ(k, t) = e−
ν
2
αk2t
(
cos
(kt
2
√
4c2 − ν2α2k2
)
+
ναk sin(kt2
√
4c2 − ν2α2k2)√
4c2 − ν2α2k2
)
ρ(k, t = 0)
− 2ie− να2 k2t sin(
kt
2
√
4c2 − ν2α2k2)√
4c2 − ν2α2k2 v
l(k, t = 0)
= Rρ ρ(k, t)ρ(k, t = 0) +Rρ vl(k, t)v
l(k, t = 0) ,
vl(k, t) = e−
να
2
k2t
(
cos
(kt
2
√
4c2 − ν2α2k2
)
− ναk sin(
kt
2
√
4c2 − ν2α2k2)√
4c2 − ν2α2k2
)
vl(k, t = 0)
− 2ic2e− να2 k2t sin(
kt
2
√
4c2 − ν2α2k2)√
4c2 − ν2α2k2 ρ(k, t = 0)
= Rvl vl(k, t)v
l(k, t = 0) +Rvl ρ(k, t)ρ(k, t = 0) .
3.2.2 Transversale Fluktuationen
Die Gleichung fu¨r den Vektor der transversalen Geschwindigkeitsfluktuationen (3.2c) be-
sitzt die exponentiell geda¨mpfte Lo¨sung
vt(k, t) = vt(k, t = 0)e−k
2νt fu¨r t ≥ 0 , (3.4)
welche oft als
”
hydrodynamische Mode“ bezeichnet wird [59]. Es handelt sich um harmo-
nische, kollektive Fluktuationen mit der Wellenla¨nge λ = 2πk , welche exponentiell mit der
Zeitkonstanten τ(k) = 1
νk2
geda¨mpft werden.
Die Laplace-Transformation
vt(k, s) =
∫ ∞
0
dt eistvt(k, t) (3.5)
wird mit s = ω+ iǫ und dem Konvergenzfaktor ǫ > 0 in der oberen Halbebene ausgefu¨hrt
und man erha¨lt
vt(k, s) =
i
s+ iνk2
vt(k, t = 0) = R vtvt(k, s)v(k, t = 0) . (3.6)
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Die hydrodynamische Mode besitzt demnach die Polstelle bei s = −iνk2 auf der imagi-
na¨ren Achse und R vtvt(k, s) =
i
s+iνk2
I ist die dynamische Relaxationsfunktion des inkom-
pressiblen Geschwindigkeitsfeldes, die die Relaxation einer Nichtgleichgewichtsauslenkung
ins Gleichgewicht beschreibt.
3.2.3 Symmetrien der Korrelationsmatrix
Die Korrelationsmatrix S (r, r′, t, t′) der Geschwindigkeit ist gegeben durch den thermi-
schen Gleichgewichtserwartungswert des dyadischen Produkts der Geschwindigkeiten an
den Orten r und r′ sowie zu den Zeitpunkten t und t′:
S (r, r′, t, t′) = 〈v(r, t)v(r′, t′)〉 . (3.7)
Neben der Translationsinvarianz in der Zeit gilt in einem unendlich ausgedehnten isotropen
System auch die ra¨umliche Translationsinvarianz:
S (r, r′, t, t′) = S (r+△r, r′ +△r, t+△t, t′ +△t) .
Setzt man hier schließlich △r = −r′ und △t = −t′, so kann die Korrelation auch in die
Form
S (r, t) = 〈v(r, t)v(0, 0)〉
gebracht werden.
Fu¨r die spa¨teren Betrachtungen wird die ra¨umliche Fouriertransformation
S (k,k′, t, t′) =
∫
dr′
∫
dr e−ik·r−ik
′
r′S (r, r′, t, t′)
=
∫
dr′
∫
d(r− r′) e−ik(r−r′)−i(k′+k)r′S (r− r′, 0, t, t′)
=
∫
d(r− r′) e−ik(r−r′)S (r− r′, 0, t, t′)
∫
dr′e−i(k
′+k)r′
= (2π)3 S (k, t, t′)δ(k + k′) (3.8)
beno¨tigt, wobei in der zweiten Zeile die ra¨umliche Translationsinvarianz genutzt und in
der letzten Zeile S (k, t, t′) durch den Ausdruck
S (k, t, t′) :=
∫ ∞
−∞
dr e−ikrS (r, 0, t, t′)
definiert wurde. Die zeitliche Fouriertransformation davon ergibt unter Ausnutzung der
zeitlichen Translationsinvarianz
S (k, ω, ω′) =
∫ ∞
−∞
dt
∫ ∞
−∞
dt′ eiωt+iωt
′
S (k, t, t′)
=
∫ ∞
−∞
d(t− t′) eiω(t−t′)S (k, t− t′)
∫ ∞
−∞
dt′ ei(ω+ω
′)t′
= 2π S (k, ω)δ(ω + ω′) , (3.9)
32
3.2 Korrelation, Spektrale Dichte und Relaxationsfunktion
wobei
S (k, ω) =
∫ ∞
−∞
dt
∫
dr eiωt−ikrS (r, 0, t, 0) (3.10)
die spektrale Dichte der Geschwindigkeitsfluktuationen genannt wird. Die entsprechenden
Ru¨cktransformationen sind
S (k, t) =
∫ ∞
−∞
dω
2π
e−iωtS (k, ω) ,
S (r, t) =
∫
dk
(2π)3
eikrS (k, t) . (3.11)
Zur Berechnung dieser spektralen Dichte aus der Relaxationsfunktion beno¨tigt man die
Laplace-Transformierte der Korrelationsfunktion
S˜ (k, s) =
∫ ∞
0
dt eistS (k, t) fu¨r Im s > 0 . (3.12)
Setzt man an dieser Stelle fu¨r S (k, t) das Fourier-Integral aus (3.11) ein, so erha¨lt man
zwischen der Laplace-Transformation der Korrelationsmatrix und der spektralen Dichte
die Beziehung
S˜ (k, s) =
∫ ∞
0
dt eist
∫ ∞
−∞
dω
2π
e−iωtS (k, ω)
=
∫ ∞
−∞
dω
2π
S (k, ω)
∫ ∞
0
dt ei(s−ω)t
=
∫ ∞
−∞
dω
2πi
S (k, ω)
ω − s .
Umgekehrt kann die spektrale Dichte wie folgt umgeformt werden:
S (k, ω) =
∫ ∞
−∞
dt
∫
dr eiωt−ikrS (r, t)
=
∫ ∞
0
dt
∫
dr eiωt−ikrS (r, t) +
∫ 0
−∞
dt
∫
dr eiωt−ikrS (r, t)
=
∫ ∞
0
dt
∫
dr eiωt−ikrS (r, t)−
∫ 0
∞
dt
∫
dr e−iωt+ikrS (−r,−t) .
Zusammen mit der aus der Orts- und Zeittranslationsinvarianz ableitbaren Beziehung
S (−r,−t) = 〈v(−r,−t)v(0, 0)〉 = 〈v(0, 0)v(r, t)〉 = S T (r, t) , (3.13)
wird fu¨r die spektrale Dichte somit auch die folgende Darstellung mo¨glich
S (k, ω) = lim
ǫ→0
[ ∫ ∞
0
dt
∫
dr ei(ω+iǫ)t−ikrS (r, t)−
∫ 0
∞
dt
∫
dr ei(−ω+iǫ)t+ikrS T (r, t)
]
= lim
ǫ→0
(
S˜ (k, ω + iǫ) + S˜ T (−k,−ω + iǫ)
)
, (3.14)
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was auch einfach durch
S (k, ω) =
(
S˜ (k, ω) + S˜ T (−k,−ω)
)
=
(
S˜ (k, ω) + S˜ †(k, ω)
)
. (3.15)
ausgedru¨ckt werden kann. Hierbei bedeutet das hochgestellte †
”
komplex adjungiert“.
3.2.4 Lo¨sungen fu¨r die Geschwindigkeitskorrelationen
Ausgehend von der stochastischen Differentialgleichung fu¨r das Geschwindigkeitsfeld (2.28)
soll nun die spektrale Dichtematrix fu¨r die transversalen Geschwindigkeitsfluktuationen be-
rechnet werden. Dazu multipliziert man von rechts dyadisch die transversale Geschwindig-
keit vt(0, 0) am Ort r = 0 und zum Zeitpunkt t = 0 und bestimmt den Gleichgewichtsmit-
telwert. Dann ergibt sich die folgende Differentialgleichung fu¨r die Korrelationsfunktion:
∂t△Svtivtj (r, t) = ν△
2Svtivtj (r, t) fu¨r t > 0 . (3.16)
Diese Gleichung ist identisch mit derjenigen fu¨r die Geschwindigkeitsfluktuationen (3.2c)
und es kann daher mit (3.6) unmittelbar die Lo¨sung angegeben werden:
S˜vtivtj (k, s) =
i
s+ iνk2
Svtivtj (k, t = 0) = Rvtvt(k, s)Svtivtj (k, t = 0) . (3.17)
Entsprechend erha¨lt man fu¨r die longitudinalen Komponenten
S˜vlvl(k, s) = Rvlvl(k, s)Svlvl(k, t = 0) . (3.18)
Die statische Korrelation S vv(k, t = 0) der Geschwindigkeitsfluktuationen kann zu-
mindest im Grenzfall k → 0 durch die entdimensionalisierte statische Suszeptibilita¨t
χ vivj = ρ0V χˇ vivj
ausgedru¨ckt werden,
lim
k→0
Svivj (k, t = 0) =
kBT
ρ0V
1
U2
ρ0V χˇvivj = Q
2χvivj , (3.19)
welche die statische A¨nderung einer Gro¨ße aufgrund einer im ganzen Volumen homogen
wirkenden konjugierten Kraft F beschreibt1, wie es in Anhang B ausfu¨hrlich aus thermo-
dynamischen U¨berlegungen heraus abgeleitet wird. Insgesamt ergibt sich aus (B.28) als
Na¨herung fu¨r kleine k der Ausdruck
S˜ vv(k, s) = Q
2R vv(k, s)χ vv , (3.20)
1 Da die statische Suszeptibilita¨t nur fu¨r im ganzen Volumen gleich große Kra¨fte bekannt ist, kann man sie
auch hier nur mit der homogenen statischen Korrelation in Verbindung bringen, welche man einfach aus
dem Integral u¨ber das ganze Volumen, welches nach (C.5), durch den Grenzu¨bergang limk→0 S (k, t = 0)
bestimmt werden kann, berechnet.
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wodurch sich am Beispiel der transversalen Komponente der Geschwindigkeitsfluktuatio-
nen mit Hilfe von (3.15) die spektrale Dichte
S vtvt(k, ω) = Q
2
(
R vtvt(k, s = ω) +R
∗
vtvt(k, s = ω)
)
χ vtvt
= Q2
( i
ω + iνk2
+
(−i)
ω − iνk2
)
χ vtvt
= 2Q2
νk2
ω2 + ν2k4
χ vtvt , (3.21)
mit der zeitabha¨ngigen Lo¨sung
S vtvt(k, t) = Q
2e−νk
2t χ vtvt (3.22)
ergibt.
3.3 Statische Suszeptibilita¨t
Zur Bestimmung der vollsta¨ndigen Lo¨sung fu¨r die spektrale Dichte fehlt noch die statische
Suszeptibilita¨t. Im Rahmen der Einsteinschen Fluktuationstheorie erha¨lt man diese fu¨r ei-
ne ruhende, isotrope Flu¨ssigkeit aus der Maxwell-Boltzmann Geschwindigkeitsverteilung,
wie es zum Beispiel in den Referenzen [58, 60] ausgefu¨hrt und im Anhang B zusammen-
gefasst wurde.
Alternativ kann man diese bei Kenntnis der Korrelation der stochastischen Kraftdichten
auch direkt durch Lo¨sen der Gleichungen (3.1) fu¨r die Geschwindigkeitsfelder berechnen.
Bildet man die zeitabha¨ngige Korrelationsmatrix der Geschwindigkeitfluktuationen, so
muss diese im Grenzfall t → 0 mit dem Ergebnis aus der Maxwell-Boltzmann Verteilung
u¨bereinstimmen.
Wa¨hrend fu¨r eine ruhende, unendlich ausgedehnte Flu¨ssigkeit die statische Suszeptibilita¨t
u¨ber das Equipartitionstheorem aus der Maxwell-Boltzmann Verteilung bestimmt werden
kann, ist dies bei Beru¨cksichtigung der Randbedingungen an den Wa¨nden eines endlichen
Gefa¨ßes und fu¨r Nicht-Potentialstro¨mungen nicht mo¨glich. In diesen Fa¨llen liefert demnach
nur der alternative zweite Weg unter bestimmten Voraussetzungen eine Lo¨sung fu¨r die
Korrelation der Geschwindigkeitsfluktuationen. Um daraus Ru¨ckschlu¨sse auf die statische
Suszeptibilita¨t zu erhalten, kann dort der erste Weg jedoch formal durchgefu¨hrt werden.
Es sollen daher an dieser Stelle beide Varianten vorgestellt werden.
3.3.1 Maxwell-Boltzmann Verteilung
Die statische Suszeptibilita¨t der Geschwindigkeitsfluktuationen v = vl + vt in entdimen-
sionalisierter Form χvivj = ρ0V χˇvivj ist gegeben durch
χvivj = δij , (3.23)
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wie im einzelnen im Anhang durch Gleichung (B.28) gezeigt wird.
Werden die transversalen Komponenten des Geschwindigkeitsfelds (v⊥k) betrachtet, so
mu¨ssen die longitudinalen Anteile von der statischen Suszeptibilita¨t subtrahiert werden.
Weiterhin kann in einem unendlich ausgedehnten und isotropen System der Vektor k mit
Hilfe einer orthonormalen Rotationsmatrix D so gedreht werden, dass k′ = D k = keˆx in
Richtung der x-Achse zeigt. Die statische Suszeptibilita¨t der transversalen Geschwindigkeit
fu¨r das gedrehte Feld v′ = D v ist dann gegeben durch
χ′vtivtj = (δij − δixδjx) = (δij − (eˆxeˆx)ij)
= (δij − kˆ′ikˆ′j) , (3.24)
mit dem Einheitsvektor kˆ′ = k
′
|k′| . Dreht man das Koordinatensystem zuru¨ck, so ergibt
sich allgemein
χvtivtj (kˆ) = (δij − kˆikˆj) (3.25)
und der dynamische Strukturfaktor der transversalen Geschwindigkeitsfluktuationen
nimmt die Form
Svtivtj (k, ω) = 2Q
2 νk
2
ω2 + ν2k4
(δij − kˆikˆj) (3.26)
an. Fu¨r die longitudinale Komponente gilt dann mit χvlvl(kˆ) = 1 entsprechend
Svlvl(k, ω) = Q
2
(
Rvlvl(s = ω,k) +R
∗
vlvl(s = ω,k)
)
χvlvl(kˆ)
= 2Q2
ναk2ω2
(ω2 − k2c2)2 + ν2α2k4ω2 . (3.27)
3.3.2 Stochastischer Spannungstensor
Die stochastischen Differentialgleichungen (3.1) im Fourierraum
− iωρ(k, ω) + ikvl(k, ω) = 0 ,
(−iω + ναk2)ikvl(k, ω)− k2c2ρ(k, ω) = H(k, ω) ,
(−iω + νk2)k2vt(k, ω) = −G(k, ω) , (3.28)
besitzen die Lo¨sungen
ρ(k, ω) = (ω2 + iναk2ω − k2c2)−1H(k, ω) ,
vl(k, ω) =
ω
k
(ω2 + iναk2ω − k2c2)−1H(k, ω) ,
vt(k, ω) = −(−iω + νk2)G(k, ω)
k2
. (3.29)
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Damit ko¨nnen die Korrelationsfunktionen fu¨r die Dichte- und Geschwindigkeitsfluktuatio-
nen durch die Korrelation der Fluktuationen des Spannungstensors ausgedru¨ckt werden:
〈vl(k, ω)vl(k′, ω′)〉 = ωω
′
kk′
(ω2 + iναk2ω − k2c2)−1
(ω′2 + iναk′2ω − k′2c2)−1〈H(k, ω)H(k′, ω′)〉 ,
〈ρ(k, ω)ρ(k′, ω′)〉 = kk
′
ωω′
〈vl(k, ω)vl(k, ω)〉 ,
〈vt(k, ω)vt(k′, ω′)〉 = (−iω + νk2)−1(−iω′ + νk′2)−1 〈G(k, ω)G(k
′, ω′)〉
k2k′2
. (3.30)
Mit den im Anhang D explizit berechneten Korrelationen fu¨r H(k, ω) und G(k, ω), Glei-
chungen (D.4) und (D.8), folgen aus Gleichung (3.30) die Ausdru¨cke
〈vl(k, ω)vl(k′, ω′)〉 = 2Q2(2π)4 ναk
2ω2
(ω2 − k2c2)2 + ν2α2k4ω2 δ(k+ k
′)δ(ω + ω′)〉 ,
〈ρ(k, ω)ρ(k′, ω′)〉 = k
2
ω2
〈vl(k, ω)vl(k′, ω′)〉 ,
〈vt(k, ω)vt(k′, ω′)〉 = 2Q2(2π)4 νk
2
ω2 + ν2k4
(
I − kˆkˆ)δ(k+ k′)δ(ω + ω′)〉 , (3.31)
und daraus ergeben sich nach einer Fouriertransformation u¨ber die gestrichenen Gro¨ßen
die spektralen Dichten
Svlvl(k, ω) = 2Q
2 ναk
2ω2
(ω2 − k2c2)2 + ν2α2k4ω2 ,
Sρρ(k, ω) =
k2
ω2
Svlvl(ω,k) ,
Svtivtj (k, ω) = 2Q
2 νk
2
ω2 + ν2k4
(
δij − kˆikˆj
)
. (3.32)
Die homogene, statische Lo¨sung davon erha¨lt man dann nach Ru¨cktransformation in die
Zeit fu¨r t = 0 im Grenzu¨bergang k → 0:
S vlvl(kˆ, t = 0) = Q
2 ,
S vtivtj (kˆ, t = 0) = Q
2
(
δij − kˆikˆj
)
. (3.33)
Wie gewu¨nscht ergeben sich daraus wiederum die statischen Suszeptibilita¨ten
χvlvl(k, t = 0) = 1 ,
χvtivtj (k, t = 0) =
(
δij − kˆikˆj
)
. (3.34)
Der stochastische Spannungstensor gibt also die korrekten, aus der Thermodynamik fol-
genden Korrelationen wieder.
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3.4 Einfluss auf ein Testteilchen
Wie sich aus den Geschwindigkeitsfluktuationen die stochastischen Kra¨fte ergeben, welche
die Brownsche Bewegung einer suspendierten Kugel induzieren, wurde im Abschnitt 2.5
erla¨utert. Es kann gezeigt werden [34], dass die Korrelationen der Geschwindigkeitsfluk-
tuationen (3.32) als Hauptbeitrag tatsa¨chlich die bekannte Korrelation der auf eine Kugel
im Rahmen der Langevingleichung wirkenden stochastischen Kra¨fte (hier in entdimansio-
nalisierter Form)
〈f si (t)f sj (t′)〉 = 2Q2ζ0δ(t − t′)δij (3.35)
erzeugt, wobei ζ0 = 6πνa die dimensionslose Stokessche Reibungskonstante fu¨r die Kugel
aus Gleichung (2.37) beschreibt.
Bei der numerischen Berechnung der Geschwindigkeitskorrelationen mit Scherfluss und
Wa¨nden ist die zeitabha¨ngige Ru¨cktransformation schwer durchzufu¨hren. Es wird daher
in den folgenden Schritten angenommen, dass die statischen Geschwindigkeitskorrelationen
bereits die wesentlichen Informationen enthalten, um in Gleichung (3.35) die δ-korrelierten
Kra¨fte zu bestimmen. Einen endlichen Wert fu¨r die statische Korrelation erha¨lt man nach
zweifacher Mittelung u¨ber eine Kugel mit dem Volumen2 VK =
4
3πa
3 und es gilt:[[
Svtivtj (t = 0)
]]
VK
:=
1
V 2K
∫
VK
dr
∫
VK
dr′Svtivtj (r− r
′, t = 0) =
2
3
Q2
VK
δij . (3.37)
Das Verha¨ltnis der bekannten Korrelation der stochastischen Kra¨fte in x-Richtung
aus (3.35) und dieser u¨ber das Volumen gemittelten Korrelation der Fluktuationen ist
dann
ε :=
〈f sx(t)f sx(t′)〉[[
Svtxvtx(t = 0)
]]
VK
= 3ζ0VKδ(t− t′) . (3.38)
Damit kann die bekannte Korrelation der auf eine Kugel wirkenden stochastischen Kra¨fte
in einer ansonsten ruhenden Flu¨ssigkeit wie folgt ausgedru¨ckt werden:
〈f si (t)f sj (t′)〉 = ε
[[
Svtivtj (t = 0)
]]
VK
. (3.39)
Energiedichte
Die entdimensionalisierte spezifische Energie der transversalen Moden ist im Fourierraum
gegeben durch et(k) = 12
∑3
i=1 Svtivti (k, t = 0) = Q
2. Eine Ru¨cktransformation in den
2Fu¨r ein festes k gilt mit k·r = kr cos(ϑ)Z a
0
Z 2pi
0
Z pi
0
drdϑdφr2 sin(ϑ)e±ikr cos(ϑ) = 2π
Z a
0
dr
∓r2
ikr
Z pi
0
dϑ∂ϑe
±ikr cos(ϑ)
= 2π
Z a
0
dr
r
ik
`
eikr − e−ikr
´
= 4π
Z a
0
dr
r
k
sin(kr)
= 4πa3
„
sin(ka)
(ka)3
−
cos(ka)
(ka)2
«
. (3.36)
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Ortsraum liefert dann et(r) = Q2δ(r). Die mittlere Energiedichte in einem beliebigen
Volumen V ist nach (3.37) somit
[[
et(r)
]]
V
=
Q2
V
. (3.40)
Verschwinden der Kreuzkorrelationen
Man erkennt, dass die urspru¨nglich in der vollen Lo¨sung (3.33) auftretenden Kreuzkor-
relationen in den Geschwindigkeitsfluktuationen keinen Effekt auf die suspendierte Kugel
haben. Da diese Beitra¨ge antisymmetrisch im Ort sind, fallen sie der Mittelung u¨ber die
symmetrische Kugel zum Opfer.
3.5 Zusammenhang mit Responsefunktion
Kurze Herleitung der allgemeinen Beziehungen
Die lineare Antwort eines Systems auf eine externe Kraft h(r, t) wird durch die so genannte
Response- oder Dissipationsfunktion χ ′′(r, t) beschrieben. Die Nichtgleichgewichtsauslen-
kung der Geschwindigkeit durch eine externe Kraft kann damit wie folgt ausgedru¨ckt
werden:
v(r, t) = 2i
∫ t
−∞
dt′
∫
dr′ χ ′′(r− r′, t− t′)h(r′, t′) . (3.41)
Aus Kausalita¨tsgru¨nden kann eine Kraft nur dann einen Einfluss auf die aktuelle Ge-
schwindigkeit haben, wenn sie vor dem betrachteten Zeitpunkt t gewirkt hat, weshalb die
obere Integralgrenze nur bis t reicht. Mit der Definition der dynamischen Suszeptibilita¨t,
χ (r− r′, t− t′) = 2iΘ(t− t′)χ ′′(r− r′, t− t′) , (3.42)
la¨sst sich der obige Ausdruck (3.41) mit der Heaviside Stufenfunktion Θ(t) auch durch das
Faltungsintegral
v(r, t) =
∫ ∞
−∞
dt′
∫
dr′ χ (r− r′, t− t′)h(r′, t′) (3.43)
beschreiben.
Im Rahmen des klassischen Fluktuations-Dissipations Theorems besteht nun der folgende
Zusammenhang zwischen der spektralen Dichte S (k, ω) und der fouriertransformierten
Response-Funktion χ ′′(k, ω) in entdimensionalisierter Form:
χ ′′(k, ω) =
ω
2Q2
S (k, ω) . (3.44)
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Es soll hier gezeigt werden, dass diese Beziehung im Falle der Geschwindigkeitsfluktua-
tionen in einer im Mittel ruhenden Flu¨ssigkeit gu¨ltig ist. Um die Response-Funktion zu
berechnen, muss daher zuna¨chst eine Beziehung zwischen dieser und den im Abschnitt 3.2.1
und 3.2.2 abgeleiteten Relaxationsfunktionen hergestellt werden.
Hierzu nimmt man an, dass eine Nichtgleichgewichtsauslenkung der Geschwindigkeit, de-
ren Relaxation ins Gleichgewicht zum Beispiel durch die Gleichungen (3.2) beschrieben
wird, adiabatisch durch eine externe Kraft erzeugt wird. Wird diese zum Zeitpunkt t = 0
abgeschaltet,
h(r, t) = h(r′)eǫtΘ(−t) fu¨r ǫ→ 0 (3.45)
dann gilt fu¨r die Geschwindigkeitsa¨nderung aus Gleichung (3.41),
v(k, t) = 2i
∫ 0
−∞
dt′ χ ′′(k, t− t′)h(k′)eǫt′ , (3.46)
wobei das Faltungsintegral im Ort durch ein Produkt im Wellenzahlraum ausgedru¨ckt
wurde. Setzt man hier die Fourier-Darstellung von χ ′′(k, t− t′) im Frequenzraum ein, so
la¨sst sich dies weiter umformen,
v(k, t) = 2i
∫ 0
−∞
dt′
∫
dω
2π
χ ′′(k, ω)e−iω(t−t
′)h(k′)eǫt
′
= 2i
∫
dω
2π
χ ′′(k, ω)e−iωt
∫ 0
−∞
dt′ h(k′)e(ǫ+iω)t
′
=
∫
dω
π
χ ′′(k, ω)
ω − iǫ h(k
′)e−iωt . (3.47)
Die Laplacetransformation von v(k, t) liefert dann fu¨r ǫ→ 0 den Ausdruck
v(k, s) =
∫
dω
π
χ ′′(k, ω)
ω
h(k′)
∫ ∞
0
dt ei(s−ω)t
=
∫
dω
π
χ ′′(k, ω)
ω(ω − s)h(k
′) (3.48)
und mit Hilfe einer Partialbruchzerlegung bezu¨glich ω kann man hierfu¨r auch die folgende
Darstellung wa¨hlen:
v(k, s) =
∫
dω
π
1
is
( 1
ω − s −
1
ω
)
χ ′′(k, ω)h(k) . (3.49)
Da in den Gleichungen (3.3) und (3.5) aber nicht die die Nichtgleichgewichtsauslenkungen
verursachenden Kra¨fte auftreten, sondern die dadurch entstandene Auslenkung zum Zeit-
punkt t = 0 selbst, muss man eine Beziehung zwischen Kraft und Auslenkung finden. Wie
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im Anhang B beschrieben, kann man hierzu die Definition der statischen Suszeptibilita¨t
aus Gleichung (3.25) benutzen, womit sich
v(k, t = 0) = χ (k)h(k) (3.50)
ergibt. Aufgelo¨st nach h(k) ergibt sich mit h(k) = χ (k)−1v(k, t = 0) aus der Glei-
chung (3.49):
v(k, s) =
∫
dω
π
1
is
(
χ ′′(k, ω)
ω − s −
χ ′′(k, ω)
ω
)
χ (k)−1v(k, t = 0) . (3.51)
Der so gewonnene Ausdruck la¨sst sich weiter vereinfachen, wenn man die folgenden Bezie-
hungen ausnutzt. Eine Laplace-Transformation von Gleichung (3.42) liefert den Zusam-
menhang
χ (k, s) =
∫
dω
π
χ ′′(k, ω)
ω − s , (3.52)
woraus die statische Suszeptibilita¨t mit Hilfe des Grenzu¨bergangs
χ (k) = lim
ǫ→0
χ (k, s = iǫ) =
∫
dω
π
χ ′′(k, ω)
ω
. (3.53)
folgt. Somit lassen sich die beiden Integrale in Gleichung (3.51) als die Darstellungen (3.52)
und (3.53) der dynamischen und statischen Suszeptibilita¨t identifizieren. Vergleicht man
das Resultat mit den Gleichungen (3.3) und (3.5), findet man den allgemeinen Zusammen-
hang
v(k, s) =
1
is
(
χ (k, s)χ (k)−1 − I
)
v(k, t = 0)
=: R (k, s)v(k, t = 0) . (3.54)
Die Relaxationsfunktion R (k, s), die die Relaxation einer Nichtgleichgewichtsauslenkung
ins Gleichgewicht beschreibt, la¨sst sich durch die dynamische Suszeptibilita¨t also wie folgt
darstellen,
R (k, s) =
1
is
(
χ (k, s)χ (k)−1 − I
)
, (3.55)
wobei χ (k, s) mit Hilfe von (3.52) durch das Fluktuations-Dissipations Theorem (3.44) in
Bezug zur spektralen Dichte steht.
Spezialfall einer ruhenden Flu¨ssigkeit
Im Falle einer ruhenden Flu¨ssigkeit ist dies aber genau der Relaxationsprozess, der fu¨r
kleine k durch Gleichung (3.6) gegeben ist, so dass man durch Vergleich die folgende
41
3 Formalismus am Beispiel einer ruhenden Flu¨ssigkeit
Relation erha¨lt
R(k, s) =
1
is
(
χ (k, s)χ (k)−1 − 1
)
≈ i
s+ iνk2
. (3.56)
Lo¨st man diesen Ausdruck nach der Laplacetransformierten der Suszeptibilita¨t auf, ergibt
sich
χ (k, s) =
iνk2
s+ iνk2
χ (k) . (3.57)
Mit s = ω+ iǫ und dem Grenzu¨bergang ǫ→ 0 (man na¨hert sich also im oberen Halbraum
der reellen Achse) erha¨lt man
χ (k, ω) = lim
ǫ→0
iνk2
ω + i(ǫ+ νk2)
χ (k)
= lim
ǫ→0
iνk2ω + νk2(ǫ+ νk2)
ω2 + (ǫ+ νk2)2
χ (k) . (3.58)
Spaltet man die dynamische Suszeptibilita¨t in ihren Real- und Imagina¨rteil auf, so findet
man, dass der Imagina¨rteil gerade gleich der Fouriertransformierten der Response-Funktion
ist [61], das heißt, es gilt
χ (k, ω) = χ ′(k, ω) + iχ ′′(k, ω) , (3.59)
wobei die beiden Funktionen χ ′(k, ω) und χ ′′(k, ω) u¨ber Kramers-Kronig Relationen mit-
einander verknu¨pft sind [61]. Mit der Aufspaltung der Gleichung (3.58),
χ (k, ω) =
(νk2)2
ω2 + (νk2)2
χ (k) + i
νk2ω
ω2 + (νk2)2
χ (k) , (3.60)
erha¨lt man die Responsefunktion χ ′′(k, ω),
χ ′′(k, ω) = Imχ (k, ω) =
νk2ω
ω2 + (νk2)2
χ (k) . (3.61)
Ein Vergleich mit der Gleichung fu¨r die spektrale Dichte (3.21) zeigt, dass das in Gleichung
(3.44) genannte Fluktuations-Dissipations Theorem fu¨r den Fall der ruhenden Flu¨ssigkeit
erfu¨llt ist:
S (k, ω) =
2Q2
ω
χ ′′(k, ω) . (3.62)
Oseen-Tensor
Der Oseen-Tensor Ω (k) ist die stationa¨re Lo¨sung der Gleichung (3.4) fu¨r inkompressible
Flu¨ssigkeiten und hat im Wellenzahlraum die Darstellung
Ω (k) =
1
νk2
(I − kk) . (3.63)
Ein Vergleich mit der Responsefunktion (3.61) liefert den Zusammenhang
Ω (k) = lim
ω→0
χ ′′(k, ω)
ω
. (3.64)
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3.6 Zusammenfassung
In diesem Kapitel wurden in Abschnitt 3.1 die Bewegungsgleichungen fu¨r die Fluktuationen
in einer makroskopisch ruhenden Flu¨ssigkeit betrachtet und deren Korrelationsfunktionen
auf zwei verschiedene Arten ermittelt. Zum einen wurde in Abschnitt 3.3.1 die Kenntnis
der statischen Suszeptibilita¨t vorrausgesetzt und zum anderen wurde im Abschnitt 3.3.2
die Korrelation des stochastischen Spannungstensors benutzt. Bei diesen Berechnungen
wurden die Begriffe spektrale Dichte, Relaxationsfunktion und Suszeptibilita¨t eingefu¨hrt
und wichtige Symmetriebeziehungen abgeleitet. Zum Schluss wurde die Gu¨ltigkeit des
Fluktuations-Dissipations Theorems fu¨r eine makroskopisch ruhende Flu¨ssigkeit besta¨-
tigt.
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4 Fluktuationen in inkompressibler
Scherstro¨mung
Nachdem im vorangegangenen Kapitel die thermischen Fluktuationen einer im Mittel
ruhenden Flu¨ssigkeit beschrieben wurden, soll beginnend mit diesem Kapitel der Einfluss
einer deterministischen Scherstro¨mung u0(y) = gyeˆx auf die Geschwindigkeitsfluktuatio-
nen untersucht werden.
Aufgrund der Scherstro¨mung befindet sich die Flu¨ssigkeit fern vom (globalen) thermischen
Gleichgewicht und es ko¨nnen daher nicht die gleichen Techniken wie im Kapitel 3 eingesetzt
werden, um die statischen Korrelationen der Geschwindigkeitsfluktuationen zu berech-
nen. Es wird aber angenommen, dass die Flu¨ssigkeit sich weiterhin lokal im thermischen
Gleichgewicht befindet und dadurch die Fluktuationen des Spannungstensors durch die
Scherstro¨mung unvera¨ndert bleiben [54].
Das Hauptinteresse des vorliegenden Kapitels liegt in denjenigen Fluktuationsbeitra¨gen,
die sich auch auf die Brownsche Bewegung eines in der Flu¨ssigkeit gelo¨sten Teilchens aus-
wirken. Es wird sich zeigen, dass in einem Scherfluss die Kreuzkorrelation 〈vx(r, t)vy(0, 0)〉,
neben den schon in Abschnitt 3.4 besprochenen Beitra¨gen fu¨r die ruhende Flu¨ssigkeit, einen
zusa¨tzlichen Beitrag fu¨r die auf eine Testkugel wirkenden stochastischen Kra¨fte liefert. Da-
her soll diese Komponente der Korrelationsmatrix im Fokus der folgenden Betrachtungen
stehen.
Im Abschnitt 4.1 werden hierzu die Bewegungsgleichungen abgeleitet und deren A¨nderung
in Bezug auf die Gleichungen (3.1) fu¨r eine makroskopisch in Ruhe befindlichen Flu¨s-
sigkeit besprochen. In den folgenden Abschnitten 4.2 - 4.8 werden die Korrelationen der
transversalen Geschwindigkeitsfluktuationen fu¨r den Fall einer unendlich ausgedehnten,
inkompressiblen Flu¨ssigkeit durch Approximation analytisch gelo¨st. Die gewa¨hlte Na¨he-
rungslo¨sung beschreibt aber bereits wesentliche Trends der Geschwindigkeitskorrelationen.
Effekte, die durch den endlichen Abstand d der beiden Beha¨lterwa¨nde induziert werden
(Wandeffekte), werden bei der numerischen Berechnung der Geschwindigkeitskorrelationen
im Kapitel 5 beru¨cksichtigt. Die analytische Lo¨sung liefert demnach die Korrelationen der
Geschwindigkeitsfluktuationen an zwei Raumpunkten, als Funktion von deren Abstands-
vektors r, der Scherrate und der Reynoldszahl fu¨r unendlich ausgedehnte Gefa¨ße.
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4.1 Bewegungsgleichungen
Die Gesamtgeschwindigkeit u(r, t) = u0(r) + v(r, t) kann in die stationa¨re Scherstro¨mung
u0(r) = gyeˆx und die Fluktuationen v(r, t) zerlegt werden, wobei wiederum 〈u(r, t)〉 =
u(r) gilt. Die entdimensionalisierten und linearisierten Gleichungen fu¨r v(r, t) ergeben sich
dann nach Gleichung (2.28) wie folgt:
∂tρ+ ∂kvk + gy∂xρ = 0 ,
∂tvi + gy∂xvi︸ ︷︷ ︸
(1)
+ gvyδix︸ ︷︷ ︸
(2)
= −c2∂iρ+ ν△vi + ν(α− 1)∂i(∂kvk) + FSi . (4.1)
Aufgrund des konvektiven Anteils der Navier-Stokes Gleichung fu¨r die Gesamtgeschwin-
digkeit u(r, t) tauchen hier in der linearen Gleichung 4.1 fu¨r v(r, t) die beiden mit (1) und
(2) bezeichneten und von der Scherrate abha¨ngenden Beitra¨ge auf. Deren Ursprung soll
nochmals kurz erla¨utert werden.
Im Euler-Bild eines ortsfesten Geschwindigkeitsfeldes kann sich die Geschwindigkeit an
einem Ort r zwischen den Zeitpunkten t′ = t−∆t und t aufgrund von zwei Einflu¨ssen a¨n-
dern. Zum einen wird im Zeitraum ∆t ein Flu¨ssigkeitselement von der Position r(t−∆t)
an den Ort r transportiert, welches von dem Flu¨ssigkeitsvolumen, das sich zuvor am be-
trachteten Ort befunden hat, einen verschiedenen Impuls hat. Zum anderen wirken zum
Zeitpunkt t (stochastische) Kra¨fte auf das Flu¨ssigkeitsvolumen, und verursachen eine wei-
tere A¨nderung der Geschwindigkeit. Der letzte Beitrag ergibt sich also aus der Differenz
der aktuellen Geschwindigkeit u(r, t) und der Geschwindigkeit u(r(t−∆t), t−∆t) am Ort
r(t−∆t) zum Zeitpunkt t−∆t:
lim
∆t→0
1
∆t
(
u(r, t)− u(r(t−∆t), t−∆t)
)
= ∂tu(r, t) +
d
dt
r(t)·∇u(r, t) = ∂tu(r, t) +
(
u(t)·∇)u(r, t) , (4.2)
wobei dies die bekannte konvektive Ableitung beschreibt.
Da in einem fluktuationsfreien Scherfluss die Flu¨ssigkeitsvolumina ihre Position in Rich-
tung des Schergradienten (y-Richtung) nicht a¨ndern und sich die Geschwindigkeiten aller
Flu¨ssigkeitsvolumina mit gleicher y-Position nicht unterscheiden, verschwindet der kon-
vektive Anteil (u0 ·∇)u0 vollsta¨ndig.
Die stochastischen Kra¨fte rufen hingegen zu verschiedenen Zeiten und an verschiedenen
Orten unterschiedliche Fluktuationen der Geschwindigkeit hervor.
• So unterscheidet sich die Fluktuation, die sich zur Zeit t − ∆t am Ort x′ =
x− u0;x∆t = x − gy∆t befunden hat und im Zeitraum ∆t an den Ort x transpor-
tiert wurde, von derjenigen Fluktuation am Ort x zum Zeitpunkt t, da die Fluktua-
tionen, wie in Abbildung 4.1 (oben) skizziert, von unterschiedlichen stochastischen
Kraftdichten erzeugt werden. Die A¨nderung der Geschwindigkeit ist also gerade die
Differenz der beiden Fluktuationen und ist in den Gleichungen (4.1) als Beitrag (1)
beru¨cksichtigt.
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t−∆t t
u0 = gy
u0 = gy
u0 = g(y −∆y)
(1)
(2)
Abb. 4.1: Oben: Es tritt eine Geschwindigkeitsa¨nderung ∆u am betrachteten, gru¨n hinterlegten
Ort dadurch auf, dass das rote Flu¨ssigkeitselement, das zum Zeitpunkt t − ∆t durch
eine Fluktuation im Spannungstensor eine Abweichung von der mittleren Stro¨mung
erfahren hat, durch diese mittlere deterministische Stro¨mung (rot gepunkteter Pfeil)
an diesen gru¨n hinterlegten Ort transportiert wird, und eine vom gru¨nen Flu¨ssigkeits-
volumen verschiedene Fluktuationsgeschwindigkeit hat. Die A¨nderung der Geschwin-
digkeit ∆u im Zeitraum ∆t ist also die durch den blauen Pfeil gekennzeichnete Diffe-
renz der beiden Fluktuationsgeschwindigkeiten. Gleiches gilt fu¨r die dazu senkrechten
Fluktuationskomponenten. Unten: Hier a¨ndert das rote Flu¨ssigkeitselement durch eine
Geschwindigkeitsfluktuation in y-Richtung seine y-Position. Dort herrscht eine andere
deterministische Stro¨mungsgeschwindigkeit, so dass im betrachteten gru¨n hinterlegten
Ort eine A¨nderung der Geschwindigkeit im Zeitraum ∆t, gegeben durch die Differenz
der beiden deterministischen Geschwindigkeiten auftritt. Diese A¨nderung ist durch den
blau gepunkteten Pfeil angedeutet.
• Wegen einer A¨nderung der y-Position ∆y = vy∆t in Abha¨ngigkeit von der Fluktua-
tionsgeschwindigkeit vy gelangt ein Flu¨ssigkeitsvolumen aus der Flu¨ssigkeitsschicht
mit Geschwindigkeit u0(y−∆y) an die Position y, wo im Mittel die davon verschiede-
ne Geschwindigkeit u0(y) vorherrscht. Dieses Fluidvolumen fu¨hrt demnach zu einer
A¨nderung der lokalen Geschwindigkeit und ist in dem Beitrag (2) in Gleichung (4.1)
beru¨cksichtigt und in Abbildung 4.1 (unten) dargestellt.
Der im ersten Punkt besprochene und im Beitrag (1) in der Gleichung (4.1) beru¨cksichtig-
te Term ist also durch die Wirkung der stochastische Kraft an einem anderen Ort und zu
einer fru¨heren Zeit entstanden. Da die stochastischen Kra¨fte nach (2.16b) zu verschiede-
nene Zeiten an verschiedenen Orten unabha¨ngig voneinander sind, ko¨nnte man vermuten,
dass die Korrelation des Ausdrucks (1) mit der Geschwindigkeit zum aktuellen Zeitpunkt
t, unabha¨ngig von der lokalen Sta¨rke der deterministischen Geschwindigkeit, im Ensem-
blemittel verschwindet.
Neben den hier hervorgehobenen A¨nderungen, die direkt aufgrund der stochastischen Kra¨f-
te auftreten, wechselwirken die bewegten Flu¨ssigkeitsvolumina mit den benachbarten Teil-
volumen, wodurch auch diese in unterschiedlichste Richtungen bewegt werden und zu lo-
kalen A¨nderungen der Geschwindigkeit fu¨hren. Diese ergeben insbesondere im Zusammen-
hang mit der Inkompressibilita¨t weitere komplizierte Kopplungen der Geschwindigkeiten
verschiedener Richtungen und somit auch der hervorgehobenen Beitra¨ge (1) und (2).
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Fu¨r die weitere Rechnung ist es hilfreich, die Geschwindigkeitsfluktuationen nach ihrem
longitudinalen Anteil vl, mit ∇×vl = 0, und ihrem transversalen Anteil vt, mit ∇·vt = 0,
aufzuspalten: v = vl + vt.
Wie im Anhang A genau vorgerechnet, lauten die Gleichungen fu¨r die beiden Anteile und
die Dichtefluktuationen wie folgt:
(∂t + gy∂x)∇ρ+∇(∇·vl) = 0 , (4.3a)
(∂t − να△+ gy∂x)△vl + c2△∇ρ+ 2g∂x∇(vly + vty) + g∂x(∇·vl)eˆy = ∇H , (4.3b)
(
∂t − ν△+ gy∂x
)
△vt + g


△(vty + vly)− 2∂x(∂xvty − ∂yvtx)
−△vlx
2∂x(∂yv
t
z − ∂zvty)

 = −G . (4.3c)
Hierbei gilt wieder G = ∇×∇×FS und H = ∇·FS mit FSi = ∂kξik. Die Geschwindigkei-
ten mu¨ssen, sofern Wa¨nde vorhanden sind, noch die Randbedingungen in (2.19) und fu¨r
inkompressible Flu¨ssigkeiten außerdem die in (2.20) genannte Bedingung erfu¨llen.
Diese Gleichungen fu¨r die transversalen und longitudinalen Fluktuationsanteile sind im
Gegensatz zur ruhenden Flu¨ssigkeit nun gekoppelt.
4.2 Inkompressible Flu¨ssigkeiten
Im Falle inkompressibler Flu¨ssigkeiten ist wegen ∇·v = 0 die longitudinale Geschwindig-
keitskomponente vl ra¨umlich homogen und es bleiben insgesamt die Gleichungen fu¨r die
transversalen Komponenten vt zu lo¨sen. Mit v = vt reduzieren sich dann die Gleichun-
gen (4.3) zu (
∂t − ν△+ gy∂x
)
△vx + 2g∂x∂yvx + g(∂2y + ∂2z − ∂2x)vy = −Gx ,(
∂t − ν△+ gy∂x
)
△vy = −Gy ,(
∂t − ν△+ gy∂x
)
△vz − g∂x∂zvy + g∂x(2∂yvz − ∂zvy) = −Gy . (4.4)
Durch die Inkompressibilita¨tsbedingung ∇·v = 0 sind die verbleibenden drei transver-
salen Geschwindigkeitskomponenten gekoppelt und das System (4.4) ist u¨berbestimmt.1
Da aber die ersten beiden Gleichungen in (4.4) unabha¨ngig von vz sind, kann man zum
Beispiel die letzte Gleichung in (4.4) vernachla¨ssigen, und stattdessen vz auch aus der In-
kompressibilta¨tsbedingung ermitteln. Um sicherzustellen, dass beide Varianten zum selben
Ergebnis fu¨hren, soll durch die folgende Konsistenzu¨berlegung untersucht werden, ob die
Gleichungen (4.4) die Inkompressibilita¨tsbedingung erfu¨llen.
1 Formuliert man die dynamischen Gleichungen jeweils in zwei gekoppelten Gleichungen fu¨r die Ge-
schwindigkeiten vi und deren Zeitableitung ∂tvi (fu¨r i ∈ {1, 2, 3}), so ergeben sich zusammen mit der
Inkompressibilita¨t 7 Gleichungen fu¨r die 6 unbekannten Gro¨ßen.
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Konsistenzu¨berlegungen
Hierzu wendet man die Divergenz auf die Gleichungen (4.4) an und erha¨lt nach wenigen
Umformungen eine Gleichung fu¨r die Divergenz von v:((
∂t − ν△+ gy∂x
)△+ 2g∂x∂y)∇·v = −∇·G . (4.5)
Nach Konstruktion gilt ∇·G = ∇·(∇×∇×FS) = 0. Ist die Inkompressibilita¨tsbedingung
∇·v = 0 also zu irgendeinem Zeitpunkt erfu¨llt, so bleibt sie es nach Gleichung (4.5) auch.
Matrixgleichung
Man kann das gekoppelte Differentialgleichungssystem (4.3) in Form einer Matrixglei-
chung (J ∂t +M )v = −G (4.6)
mitM =M 0+ gM g formulieren, indem man die Matrixoperatoren mit der Einheitsma-
trix I wie folgt einfu¨hrt
J := I△ ,
M 0 := −νI△2 ,
M g :=


(y△+ 2∂y)∂x (△− 2∂2x) 0
0 y△∂x 0
0 −2∂x∂z (y△+ 2∂y)∂x

 . (4.7)
Na¨herungslo¨sung
Wie im Falle der ruhenden Flu¨ssigkeit wa¨re es naheliegend, die Gleichungen (4.6) im Fou-
rierraum zu lo¨sen. Die Ausdru¨cke ∼ y∂x auf der Diagonalen der Matrix M g in (4.7)
verhindern aber eine einfache Transformation. Da diese Beitra¨ge alle auf der Diagonalen
der Matrix zu finden sind, treten sie in der homogenen Lo¨sung der Gleichung (4.6) auf und
rufen dort eine A¨nderung der Zeitabha¨ngigkeit gegenu¨ber dem Fall einer ruhenden Flu¨s-
sigkeit hervor.2 Unter der Annahme, dass die Diagonalterme keinen großen Einfluss auf die
statische Lo¨sung haben, werden sie in der folgenden Rechnung vernachla¨ssigt, Mg;ii = 0.
Bei der numerischen Berechnung in Kapitel 5 werden wieder sa¨mtliche Terme beru¨cksich-
tigt und es zeigt sich, dass die hier durchgefu¨hrte Na¨herung im betrachteten Grenzfall
r/d≪ 1, mit dem Wandabstand d, wenig Einfluss auf die hauptsa¨chlich analysierte stati-
sche Kreuzkorrelation 〈vx(r, t = 0)vy(0, 0)〉 hat.
2 Diese Beitra¨ge treten ebenso mit dem Ansatz einer homogenen Stro¨mung auf. Dort hat man jedoch einen
mittleren Teilchenstrom, so dass die Terme nach einer Transformation ins mitbewegte System wegfallen.
Im Scherfluss fließen so viele Flu¨ssigkeitselemente in die positive, wie in die negative x-Richtung, so
dass der mittlere Teilchenfluss verschwindet und das Koordinatensystem festgehalten wird.
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Unter Vernachla¨ssigung der Diagonalterme ergibt sich nach einer Fouriertransformation
der Gleichung (4.6) und mit der Abku¨rzung L = A (k) + gB (k) die Matrixgleichung
(− iωI +A (k) + gB (k))v(k, ω) =: (− iωI + L (k))v(k, ω) = G(k, ω)
k2
. (4.8)
Die hier auftretenden Matrizen A (k) und B (k) ergeben sich aus J (k), M 0(k) und
M g(k) nach deren Fouriertransformation zu
A (k) := J −1(k)M (k) = νk2I , (4.9)
und
B (k) = := J −1(k)M g(k) =


0 (1− 2kˆ2x) 0
0 0 0
0 −2kˆxkˆz 0

 . (4.10)
4.3 Lo¨sung fu¨r das Geschwindigkeitsfeld
Die allgemeine Lo¨sung der Gleichung (4.8) im ω-k Raum ergibt sich einfach durch Multi-
plikation mit dem Inversen von
(− iωI + L (k)) zu
v(k, ω) =
(− iωI + L (k))−1G(k, ω)
k2
=
(− iωI +A (k) + gB (k))−1G(k, ω)
k2
. (4.11)
Das Inverse der Matrix
( − iωI + L (k)) la¨sst sich mit Hilfe einer Dyson-Zerlegung wie
folgt darstellen3(− iωI +A (k) + gB (k))−1
=
(− iωI +A (k))−1 − g( − iωI +A (k))−1B (k)(− iωI +A (k) + gB (k))−1 .
Wendet man die gleiche Zerlegung wiederum auf die letzte Klammer an, so ergibt sich das
Inverse des Operators bis zur linearen Ordnung in g mit der expliziten Darstellung der
Matrix A (k) = νk2I zu(− iωI +A (k) + gB (k))−1 = (− iω + νk2)−1I − g(− iω + νk2)−2B (k) +O(g2) .
Aus Gleichung (4.11) erha¨lt man somit das Feld der Geschwindigkeitsfluktuationen bis zur
linearen Ordnung in g:
v(k, ω) =
((− iω + νk2)−1I − g(− iω + νk2)−2B (k)
)
G(k, ω)
k2
. (4.12)
3 Diese Darstellung ist exakt, was man leicht u¨berpru¨fen kann, indem man die Dyson-Zerlegung mit`
− iωI + L (k)
´
multipliziert und die Einheitsmatrix erha¨lt.
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Ru¨cktransformation in der Zeit
Das Produkt zweier Funktionen im Frequenzraum fu¨hrt auf Faltungsintegrale in der Zeit.
Da der Ausdruck
( − iω + νk2)−1 nach einer Ru¨cktransformation in die Zeit mit der
Heaviside-Stufenfunktionen Θ(t) die Form Θ(t)e−νk2t annimmt, wie im Anhang (C.16)
beschrieben, ergeben sich fu¨r die zeitabha¨ngigen Lo¨sungen der Geschwindigkeitsfluktua-
tionen aus (4.12) die folgenden Faltungsintegrale
v(k, t) =
∫ ∞
−∞
dτ Θ(t− τ)e−νk2(t−τ)G(τ)
k2
− gB (k)
∫ ∞
−∞
dτ Θ(t− τ)e−νk2(t−τ)
∫ ∞
−∞
dτ ′ Θ(τ − τ ′)e−νk2(τ−τ ′)G(τ
′)
k2
.
Durch die Auswertung der Θ-Funktionen und das Anpassen der Integrationsgrenzen erha¨lt
man
v(k, t) =
∫ t
−∞
dτ e−νk
2(t−τ)G(τ)
k2
− gB (k)
∫ t
−∞
dτ
∫ τ
−∞
dτ ′ e−νk
2(t−τ ′)G(τ
′)
k2
. (4.13)
Unter Ausnutzung der Inkompressibilita¨t kann schließlich die Lo¨sung fu¨r die einzelnen
Komponenten wie folgt angegeben werden
vx(k, t) =
∫ t
−∞
dτ e−νk
2(t−τ)Gx(k, τ)
k2
− g
∫ t
−∞
dτ
∫ τ
−∞
dτ ′ e−νk
2(t−τ ′)(1− 2kˆ2x)
Gy(k, τ)
k2
,
vy(k, t) =
∫ t
−∞
dτ e−νk
2(t−τ)Gy(k, τ)
k2
,
vz(k, t) = −kx
kz
vx(k, t)− ky
kz
vy(k, t) .
4.4 Geschwindigkeitskorrelationen bis zur linearen Ordnung in
der Scherrate
Die Korrelationsmatrix der Geschwindigkeitsfluktuationen, 〈v(k, t)v(k′, t′)〉, la¨sst sich we-
gen Gleichung (4.13) bis zur linearen Ordnung in g wie folgt aufspalten:
S (k,k′, t, t′) = 〈v(k, t)v(k′, t′)〉 =: S 0(k,k′, t, t′) + gS 1(k,k′, t, t′) +O(g2) . (4.14)
Hierin ist der Summand S 0(k,k
′, t, t′) die Korrelationsmatrix fu¨r eine ruhende Flu¨ssigkeit
(g = 0) mit der folgenden Integraldarstellung:
S 0(k,k
′, t, t′) =
∫ t
−∞
dτ
∫ t′
−∞
dτ ′ e−νk
2(t+t′−τ−τ ′) 〈G(k, τ)G(k′, τ ′)〉
k2k′2
. (4.15)
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Mit Hilfe der Korrelationsmatrix fu¨r G aus Anhang D.8 ko¨nnen die Integrale explizit
berechnet werden:
S 0(k,k
′, t− t′) = (2π)32Q2
∫ min(t,t′)
−∞
dτ e−νk
2(t+t′−2τ)νk2
(
I − kˆkˆ)δ(k+ k′)
= (2π)3Q2e−νk
2(t+t′−min(t,t′)(I − kˆkˆ)δ(k + k′)
= (2π)3Q2e−νk
2|t−t′|(I − kˆkˆ)δ(k+ k′) . (4.16)
Im statischen Fall, t = t′, stimmt das Ergebnis mit der schon im vorangegangenen Kapitel
bestimmten Lo¨sung (3.33) u¨berein:
S 0(k,k
′, 0) = (2π)3Q2
(
I − kˆkˆ)δ(k + k′) . (4.17)
Fu¨r den in g linearen Anteil ergibt sich die folgende Integraldarstellung des Summanden
S 1(k,k
′, t, t′) aus Gleichung (4.14),
S 1(k,k
′, t, t′) = −
∫ t
−∞
dτ
∫ t′
−∞
dτ ′
∫ τ ′
−∞
dτ ′′ e−νk
2(t+t′−τ−τ ′′) 〈G(k, τ)G(k′, τ ′′)〉
k2k′2
B T
−
∫ t′
−∞
dτ
∫ t
−∞
dτ ′
∫ τ ′
−∞
dτ ′′ e−νk
2(t+t′−τ−τ ′′)B
〈G(k, τ ′′)G(k′, τ)〉
k2k′2
, (4.18)
wobei mit der δ(t − t′)-abha¨ngigen Korrelationsmatrix fu¨r 〈G(t)G(t′)〉 aus Anhang D.8
die Integration u¨ber die a¨ußeren Integrale unmittelbar durchgefu¨hrt werden kann, so dass
nur noch
S 1(k,k
′, t, t′) = −(2π)32Q2νk2δ(k+ k′)(∫ t′
−∞
dτ ′
∫ min(t,τ ′)
−∞
dτ ′′ e−νk
2(t+t′−2τ ′′)(I − kˆkˆ)B T (k′)
+
∫ t
−∞
dτ ′
∫ min(t′,τ ′)
−∞
dτ ′′ e−νk
2(t+t′−2τ ′′)B (k)
(
I − kˆkˆ)
)
zu berechnen bleibt. Je nach Vorzeichen von t¯ = t− t′ erha¨lt man den Beitrag
S 1(k,k
′, t¯) = −(2π)3 Q
2
2νk2
δ(k + k′)e−νk
2|t¯| (4.19)((
1 + 2νk2t¯Θ(t¯)
)
B (k)
(
I − kˆkˆ)+ (1 + 2νk2t¯Θ(−t¯))(I − kˆkˆ)B T (k′)) .
Die besondere Struktur der hier auftretenden Zeitabha¨ngigkeit wird auf Seite 60 diskutiert.
Im statischen Grenzfall t¯ = 0 ergibt sich
S 1(k,k
′, t¯ = 0) = −(2π)3 Q
2
2νk2
δ(k + k′)
(
B (k)
(
I − kˆkˆ)+ (I − kˆkˆ)B T (−k)
)
,
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mit den beiden Matrizen
B (k)
(
I − kˆkˆ) =


−(1− 2kˆ2x)kˆxkˆy (1− 2kˆ2x)(1− kˆ2y) −(1− 2kˆ2x)kˆz kˆy
0 0 0
2kˆ2xkˆz kˆy −2kˆ2xkˆz(1− kˆ2y) 2kˆxkˆ2z kˆy

 ,
(
I − kˆkˆ)B T (−k) = (B (k)(I − kˆkˆ))T . (4.20)
Wie im Vorspann dieses Kapitels bereits beschrieben, liegt das wesentliche Interesse an
denjenigen Geschwindigkeitskorrelationen, die Kra¨fte auf eine symmetrische Kugel erzeu-
gen ko¨nnen, sich also bei der Integration u¨ber alle Richtungen nicht wegheben und somit
symmetrisch in r sind. Da ungerade k in den Ausdru¨cken auch ungerade Ortsabha¨ngigkei-
ten ergeben,4 soll im Folgenden der einzige Ausdruck betrachtet werden, der einer solchen
Ortsintegration standha¨lt, na¨mlich S1;xy(0,k,k
′) = S1;yx(0,k,k′) :
S1;xy(0,k,k
′) = −(2π)3 Q
2
2νk2
δ(k+ k′)(1− 2kˆ2x)(1− kˆ2y) . (4.22)
Die Ru¨cktransformation in den Ortsraum ist dann formal durch das Fourierintegral
S1;xy(0, r = r1 − r2) = −gQ
2
2ν
∫
dk
(2π)3
1
k2
(1− 2kˆ2x)(1− kˆ2y)e−ik·r (4.23)
gegeben.
Zur Ausfu¨hrung des Integrals benutzt man gu¨nstigerweise Kugelkoordinaten, womit der
Vektor r = r1 − r2 die Darstellung r = r(sinΘ cosΦ, sinΘ sinΦ, cosΘ) hat. Wie in Ab-
bildung 4.2 links skizziert, wird durch eine Rotation zuna¨chst um die z-Achse mit dem
Winkel −Φ (Weg (1)) und dann um die y-Achse mit dem Winkel −Θ (Weg (2)) das Koor-
dinatensystem derart gedreht, dass der Ortsvektor im neuen System, wie im rechten Teil
der Abbildung 4.2 dargestellt, die Komponente r′ = (0, 0, r) hat. Die Drehungen werden
durch die Drehmatrizen
D Φ =


cos Φ sinΦ 0
− sinΦ cos Φ 0
0 0 1

 , D Θ =


cosΘ 0 − sinΘ
0 1 0
sinΘ 0 cosΘ

 (4.24)
erzeugt und es gilt r′ = D ΘD Φ r.
4 Fu¨r eine Funktion f(r) =
R∞
−∞
dk
2pi
f(k)e−ikr, deren Fouriertransformierte f(k) ist, gilt nach einer Sub-
stitution k → −k die Beziehung
f(−r) =
Z ∞
−∞
dk
2π
f(−k)e−ikr . (4.21)
Fu¨r im Fourierraum symmetrische Funktionen fs(k) = fs(−k) ist dann auch fs(r) = fs(−r) sym-
metrisch, wohingegen fu¨r antisymmetrische Funktionen fa(k) = −fa(−k) auch die Ortsabha¨ngigkeit
fa(r) = −fa(−r) antisymmetrisch ist. Im letzten Fall verschwindet demnach das Integral
R r0
−r0 fa(r) = 0.
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(1)
(2)
Φ
Θ ϑ
r
k
x
y
z
u(y)
ϑ
ϕ
r
′, z′
k
′
x′
y′
Abb. 4.2: Die linke Skizze zeigt die urspru¨ngliche Lage des Koordinatensystems. Rechts ist die
Lage nach der Rotation des Koordinatensystems dargestellt. Die blauen Pfeile in der
xy- Ebene der linken Abbildung stellen das deterministische Scherfeld dar.
Wenn also der Vektor k im gedrehten System, wie im rechten Teil der Abbildung 4.2
gezeigt, die Komponenten k′ = (sinϑ cosϕ, sinϑ sinϕ, cos ϑ) hat, ergibt sich nach einer
Ru¨cktransformation in das Ursprungssystem der Wellenzahlvektor k = D TΦD
T
Θ k
′. Fu¨r das
Argument der Exponentialfunktion in Gleichung (4.23) gilt in beiden Fa¨llen k·r = kr cos ϑ.
Die kartesischen Komponenten von k im Ursprungssystem lassen sich somit durch die
Winkel Θ und Φ, welche die Richtung von r im Ursprungssystem beschreiben, und die
Winkel ϑ und ϕ, die die Orientierung von k relativ zu r angeben, ausdru¨cken:
k = k


cosΘ cos Φ sinϑ cosϕ− sinΦ sinϑ sinϕ+ sinΘ cos Φ cos ϑ
cosΘ sinΦ sinϑ cosϕ+ cosΦ sinϑ sinϕ+ sinΘ sinΦ cos ϑ
− sinΘ sinϑ cosϕ+ cosΘ cos ϑ

 . (4.25)
Setzt man diese Komponenten von k in die Gleichung (4.23) ein, so la¨sst sich das Integral
S1;xy(0, r = r1 − r2) = −gQ
2
2ν
∫ ∞
0
dk
2π
∫ 2π
0
dϕ
2π
∫ π
0
dϑ
2π
sinϑ(kˆ2y + kˆ
2
z − kˆ2x)(1 − kˆ2y)e−ik·r
ausfu¨hren und man erha¨lt die Kreuzkorrelation in Abha¨ngigkeit vom Abstand r = |r| und
seiner Orientierung rˆ = rr :
〈vx(0, r)vy(0, 0)〉 = −g Q
2
32πν
1
r
(
2 + 3 sin4Θ cos2Φ sin2Φ− 2 sin2Θ sin2Φ)
= −g Q
2
16πν
1
r
(
1− rˆ2y +
3
2
(rˆ2xrˆ
2
y − rˆ2z)
)
. (4.26)
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U¨berlegungen im Rahmen der Approximation aus dem vorangegangenen Abschnitt die-
nen dazu, eine qualitative Einsicht u¨ber das Verhalten der Geschwindigkeitskorrelation
〈vx(r, t)vy(0, 0)〉 zu gewinnen. Durch eine Geschwindigkeitsfluktuation vy > 0 wird in
der Scherstro¨mung ein kleines Flu¨ssigkeitsvolumen mit der Koordinate (0, 0, 0) in positive
y-Richtung befo¨rdert. Dort hat das Fluid aber eine endliche deterministische Geschwin-
digkeit in x-Richtung. Das in die y-Richtung befo¨rderte Fluidelement hinkt der dortigen
Grundstro¨mung hinterher, was einer kleinen negativen Geschwindigkeitsfluktuation vx < 0
in Bezug auf die Geschwindigkeit der Scherstro¨mung gleichkommt. Dies deutet ein nega-
tives Vorzeichen von 〈vx(r, t)vy(0, 0)〉 < 0 in Abbildung 4.3 (durchgezogene Linie) an. Die
gleiche U¨berlegung gilt fu¨r eine Geschwindigkeitsfluktuation (−vy), die zu einer positiven
Fluktuation vx und damit ebenfalls zu einer negativen Korrelation 〈vx(r, t)vy(0, 0)〉 < 0
fu¨hrt.
Mit Hilfe der Ausgangsgleichung (4.1) kann dies noch etwas na¨her illustriert werden. Be-
trachtet man ausschließlich den Beitrag (2) in Gleichung (4.1) und vernachla¨ssigt den Ein-
fluss des Druckgradienten und denjenigen der longitudinalen Fluktuationen, so la¨sst sich
die Gleichung fu¨r die Geschwindigkeitskomponente in Stro¨mungsrichtung in vereinfachter
Form auch wie folgt darstellen:
∂tvx − ν△vx = FSx − gvy . (4.27)
Fu¨r positive Werte von vy wird die effektive Kraft in x-Richtung dadurch um den scher-
ratenabha¨ngigen Beitrag gvy reduziert.
Multipliziert man an die Gleichung (4.27) die Fluktuation von vy(0, 0) zum Zeitpunkt
t = 0 am Ort r = 0 und mittelt u¨ber die stochastischen Beitra¨ge, so ergibt sich eine
Differentialgleichung fu¨r die Kreuzkorrelation 〈vx(r, t)vy(0, 0)〉,
∂t〈vx(r, t)vy(0, 0)〉 − ν△〈vx(r, t)vy(0, 0)〉 = 〈FSi vy(0)〉︸ ︷︷ ︸
=0
−g〈vy(r, t)vy(0, 0)〉 , (4.28)
welche im Wellenzahlraum durch
〈vx(k, t)vy(k′, 0)〉 = −g
∫ t
−∞
dτ e−νk
2(t−τ)〈vy(k, τ)vy(k′, 0)〉 (4.29)
gelo¨st wird. Da die von der Scherstro¨mung unbeeinflusste Korrelation 〈vy(k, τ)vy(k′, 0)〉
nach (4.16) positiv ist, besta¨tigt sich auf diesem Weg, dass 〈vx(k, t)vy(k′, 0)〉 < 0 gilt.
In dieser vereinfachten Darstellung wurden jedoch nicht die durch den Druckgradienten
entstandenen Bewegungen beru¨cksichtigt, die schließlich zur Abha¨ngigkeit der Fluktua-
tionen von r fu¨hren, wie sie in den Abbildungen 4.3 - 4.6 fu¨r verschiedene Richtungen
dargestellt sind.
Die durchgezogene Kurve in Abbildung 4.3 zeigt die Abha¨ngigkeit der Kreuzkorrelation
〈vx(r, 0)vy(0, 0)〉 vom azimutalen Winkel Φ, der die Orientierung von r relativ zur x-
Achse beschreibt, wobei sich der Vektor r innerhalb der Scherebene befindet (Θ = π/2).
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Abb. 4.3: Die Geschwindigkeitskorrelation 〈vx(r, t = 0)vy(r = 0, t = 0)〉 (durchgezogene Linie)
ist als Funktion des Winkels Φ fu¨r konstantes r = 1.0 und Θ = π/2 geplottet. Diese
Korrelationsfunktion setzt sich aus den beiden Beitra¨gen“a”(gestrichelte Linie) und“b”
(gestrichpunktete Linie) aus Gleichung (4.33) zusammen, die sich gerade bei Φ = ±π/2
wegheben.
Es ist zu erkennen, dass die Geschwindigkeitsfluktuation in Stro¨mungsrichtung vx(reˆy)
mit derjenigen in Richtung des Schergradienten vy(r = 0), falls die beiden Punkte im
Abstand r = 1 genau senkrecht u¨bereinander liegen (Φ = ±π2 ), gar nicht korrelieren,
〈vx(eˆy, 0)vy(0, 0)〉 = 0. Nach der Abscha¨tzung (4.29) und der vorangegangenen Diskussion
wu¨rde man hierfu¨r jedoch einen endlichen Wert erwarten.
Zum Versta¨ndnis der Richtungsabha¨ngigkeit mu¨ssen die Einflu¨sse aus der Inkompressibi-
lita¨t mit beru¨cksichtigt werden, wozu man die Gleichungen (4.4) heranziehen muss. Ver-
nachla¨ssigt man in Gleichung (4.4) die homogenen Beitra¨ge bis auf den ν△2vx-Term, so
erha¨lt man fu¨r die vx-Komponente nach einer Fouriertransformation die inhomogene Be-
wegungsgleichung (
∂t + νk
2
)
vx = −g(kˆ2y + kˆ2z)vy + gkˆ2xvy −
Gx
k2
, (4.30)
mit den Komponenten kˆx, kˆy und kˆz des Einheitsvektors kˆ =
k
k in Richtung des Wellenzahl-
vektors. Der erste Beitrag auf der rechten Seite ist hierbei aus dem mit “(2)” bezeichneten
Summanden in der Ausgangsgleichung (4.1) fu¨r die Komponente i = x hervorgegangen.
Es handelt sich um den zu Beginn dieses Abschnitts diskutierten Beitrag. Der zweite Term
auf der rechten Seite hat seinen Ursprung in dem mit “(1)” bezeichneten Summanden in
der Ausgangsgleichung (4.1) fu¨r die Geschwindigkeitskomponente i = y.
Lo¨st man die Gleichung (4.30) wieder formal in der Zeit, multipliziert vy(k
′, t = 0) von
rechts und mittelt, so erha¨lt man fu¨r die Kreuzkorrelation den Ausdruck
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Abb. 4.4: Die Geschwindigkeitskorrelation 〈vx(r, t = 0) vy(r = 0, t = 0)〉 (durchgezogene Linie)
ist als Funktion des Winkels Θ fu¨r konstantes r = 1.0 und Φ = 0 geplottet. Diese
Korrelationsfunktion setzt sich aus den beiden Beitra¨gen “a” (gestrichelte Linie) und
“b” (gestrichpunktete Linie) aus Gleichung (4.33) zusammen.
〈vx(k, t = 0)vy(k′, 0)〉 = −g
∫ t
−∞
dτ e−νk
2(t−τ)(kˆ2y + kˆ
2
z)〈vy(k, τ)vy(k′, 0)〉 (4.31a)
+ g
∫ t
−∞
dτ e−νk
2(t−τ)kˆ2x〈vy(k, τ)vy(k′, 0)〉 . (4.31b)
Die beiden Integrale sollen nun getrennt besprochen werden, so dass der Beitrag (4.31a)
in einer Funktion 〈vx(k, t = 0)vy(k′, 0)〉a und der Beitrag (4.31b) in einer Funktion
〈vx(k, t)vy(k′, 0)〉b zusammengefasst wird und folgende Zerlegung gilt
〈vx(k, t = 0)vy(k′, 0)〉 = 〈vx(k, t = 0)vy(k′, 0)〉a + 〈vx(k, t)vy(k′, 0)〉b . (4.32)
Somit ist der Beitrag (a) aus dem mit (2) und der Beitrag (b) aus dem mit (1) bezeichneten
Summanden in der Ausgangsgleichung (4.1) entstanden. Die statischen Lo¨sungen hiervon
haben nach einer Ru¨cktransformation in den Ortsraum die folgenden richtungsabha¨ngigen
Darstellungen:
〈vx(r, t = 0)vy(0, 0)〉a = − 1
64πr
(
4− 3rˆ2z + 3rˆ2xrˆ2y
)
, (4.33a)
〈vx(r, t = 0)vy(0, 0)〉b = 1
64πr
(
3 + rˆ2y − 3rˆ2x − 3rˆ2xrˆ2y
)
. (4.33b)
Die Summe ergibt nach ein paar Umformungen die bereits genannte Lo¨sung (4.26). Die
Richtungsabha¨ngigkeit der einzelnen Beitra¨ge ist in den Abbildung 4.3 und 4.4 darge-
stellt.
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Abb. 4.5: Die Geschwindigkeitskorrelation 〈vx(r, t = 0) vy(r = 0, t = 0)〉 aus der Gleichung
(4.26) ist als Funktion des Winkels Φ fu¨r konstante Vektorla¨nge r = |r| = 1.0 und fu¨r
verschiedene Winkel Θ gezeigt - siehe auch Abbildung 4.7.
Abb. 4.6: Die Geschwindigkeitskorrelation 〈vx(r, t = 0) vy(r = 0, t = 0)〉 aus der Gleichung
(4.26) ist als Funktion des Winkels Θ fu¨r konstante Vektorla¨nge r = |r| = 1.0 und fu¨r
verschiedene Winkel Φ gezeigt - siehe auch Abbildung 4.7.
58
4.5 Parameterabha¨ngigkeit der Kreuzkorrelation
Untersucht man hier zuna¨chst wiederum die Winkelabha¨ngigkeit des Ausdrucks (4.33) in
der dargestellten Scherebene Θ = π2 ,〈
vx
(
r,Θ =
π
2
,Φ, t = 0
)
vy(0, 0)
〉
a
=
1
64πr
(− 4− 3 sin(Φ)2 + 3 sin(Φ)4) ,〈
vx
(
r,Θ =
π
2
,Φ, t = 0
)
vy(0, 0)
〉
b
=
1
64πr
(
3 + 3 sin(Φ)4 − 2 sin(Φ)2) ,
so erkennt man, dass der in Abbildung 4.3 gestrichelt dargestellte Beitrag “a”, wie schon
vermutet, immer negativ ist. Sein Wert ist an den Stellen Φ = ±π2 minimal, und sein
Verlauf ist π-periodisch. Der Beitrag “b” ist hingegen immer positiv und fu¨r Φ = 0, also
fu¨r rˆ = eˆx, verschwindet er. Sein Maximum liegt bei Φ = ±π2 , also bei rˆ = eˆy. Sein
Verlauf ist 2π-periodisch. Da |〈vx(Φ, t)vy(0, 0)〉a| > 〈vx(Φ, t)vy(0, 0)〉b gilt, ist die Summe
der beiden immer negativ und fu¨r rˆ = eˆy gilt 〈vx(Φ = 0, t)vy(0, 0)〉 = 0.
Innerhalb der senkrecht hierzu liegenden und in Abbildung 4.4 dargestellten xz-Ebene
(Φ = 0) zeigt sich bezu¨glich der Vorzeichen ein a¨hnliches Bild:
〈vx(r,Θ,Φ = 0)vy(0, 0)〉a = 1
64πr
(− 1− 3 sin(Θ)2) ,
〈vx(r,Θ,Φ = 0)vy(0, 0)〉b = 1
64πr
(
3− 3 sin(Θ)2) = 1
16πr
+ 〈vx(r,Θ,Φ = 0)vy(0, 0)〉a .
Die beiden Funktionen haben dieselbe Φ-Abha¨ngigkeit. Auch hier ist der Beitrag “a” im-
mer negativ und der Beitrag “b” immer positiv. Jedoch hat die Summe der beiden eine
Nullstelle, wobei fu¨r Θ = π2 also r ∼ eˆx die Korrelation negativ und fu¨r Θ = 0 also r ∼ eˆz
die Korrelation positiv wird. Die Funktionen sind beide 2π-periodisch.
Abb. 4.7: Die Geschwindigkeitskorrelation 〈vx(r, t = 0) vy(r = 0, t = 0)〉 aus Gleichung (4.26) ist
als Funktion der Orientierung von r, also als Funktion der Winkel Θ und Φ geplottet.
Die Winkelabha¨ngigkeiten der vollen Lo¨sung (4.31), sind in Abbildung 4.7 in Form eines
Contourplots als Funktion der beiden Winkel Θ und Φ dargestellt. Einige horizontale
Querschnitte hiervon finden sich fu¨r verschiedene konstante Θ in der Abbildung 4.5. Die
vertikalen Querschnitte fu¨r verschiedene Werte von Φ sind in der Abbildung 4.6 dargestellt.
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Abb. 4.8: Die Zeitabha¨ngigkeit der verschiedenen Korrelationsbeitra¨ge ist gezeigt. Die Zeiteinheit
ist gleich der hydrodynamischen Relaxationszeit νk2 und die Korrelationen wurden fu¨r
t = 0 auf 1 normiert. Zum besseren Vergleich wurde von der Kreuzkorrelation der
Betrag geplottet, es gilt nach Gleichung (4.19): 〈vx(t)vy(0)〉 = -|〈vx(t)vy(0)〉|
Zeitabha¨ngigkeit
Wa¨hrend die Korrelation in einer ruhenden Flu¨ssigkeit, wie in Abbildung 4.8 zu erkennen
ist, symmetrisch bezu¨glich Zeitspiegelungen ist, hat man fu¨r die linear von der Scherrate
abha¨ngende Kreuzkorrelation 〈vx(r, t)vy(0, 0)〉, wie in der selben Abbildung gezeigt, ein
unsymmetrisches Zeitverhalten. Die Ursache hierfu¨r liegt, wie in [43] beschrieben wird,
darin begru¨ndet, dass als Quelle der Fluktuationen fu¨r die Kreuzkorrelation nicht etwa
eine δ-korrelierte Kraft auftritt, sondern stattdessen vy, dessen Korrelation wie e
−k2|t|
abfa¨llt. Die Kreuzkorrelation hat ihr Maximum nicht fu¨r t = 0, sondern bei t = 1
2νk2
und hat dort den Wert 2
νk2e2
. Die Ho¨he des Maximums wa¨chst also mit der Reynoldszahl
ν−1, was nach [42] ein mo¨glicher Grund fu¨r den U¨bergang zur Turbulenz ist. Insbesondere
bedeutet dies, dass die spa¨ter ausfu¨hrlich besprochene statische Kreuzkorrelation nicht den
ho¨chsten Wert darstellt, sondern der Maximalwert fu¨r endliche Zeiten erreicht wird und
umgekehrt proportional zu ν wa¨chst. Wie in der selben Abbildung 4.8 zu erkennen, ist die
in der Scherrate quadratische Korrektur zur Autokorrelation 〈vx(r, t)vx(0, 0)〉 symmetrisch
in der Zeit.
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4.6 Geschwindigkeitskorrelation in beliebiger Ordnung der
Scherrate
Bei Vernachla¨ssigung der Wandeffekte ko¨nnen neben der Kreuzkorrelation 〈vx(t, r)vy(0, 0)〉
auch die restlichen Korrelationen der Korrelationsmatrix S (k, ω) insbesondere auch fu¨r
ho¨here Ordnungen in g berechnet werden. Die Korrelationen werden vorwiegend im Fou-
rierraum berechnet und die Herleitung orientiert sich hierbei an derjenigen fu¨r die ruhenden
Flu¨ssigkeit.
Betrachtet man wieder die Ausgangsgleichung (4.8) und fu¨hrt jetzt neben einer Fourier-
transformation im Ortsraum eine Laplace-Transformation in der Zeit durch und mittelt
anschließend u¨ber den stochastischen Spannungstensor, so erha¨lt man eine Gleichung, die
mit der Relaxationsfunktion R g(k, s) die Relaxation einer Nichtgleichgewichtsauslenkung
ins Gleichgewicht beschreibt:
v(k, s) =
(− is+ L (k))−1v(k, t = 0) =: R g(k, s)v(k, t = 0) . (4.34)
Man kann an diesen Ausdruck von rechts dyadisch den Geschwindigkeitsvektor zum Zeit-
punkt t = 0 multiplizieren und den Erwartungswert bilden. Die daraus resultierende Glei-
chung setzt die Laplace-Transformierte der dynamischen Korrelation mit der statischen in
Beziehung:
S˜ (k, s) = R g(k, s)S (k, t = 0) . (4.35)
Eine Ru¨cktransformation in die Zeit liefert dann, wie im Anhang C.3 gezeigt, die Lo¨sung
S (k, t) = e−L tS (k, t = 0) =: R g(k, t)S (k, t = 0) (4.36)
und die spektrale Dichte ergibt sich mit Hilfe von
S (k, ω) = R g(k, s = ω)S (k, t = 0) +
(
R g(k, s = ω)S (k, t = 0)
)†
. (4.37)
Wie oben schon erwa¨hnt und anhand der Sxy-Komponente im vorherigen Abschnitt ge-
zeigt, ist die statische Korrelation von der Scherrate abha¨ngig, und kann, wie in (4.11)
geschehen, nur unter der Voraussetzung des lokalen Gleichgewichts berechnet werden.
Mit L = νk2I + gB kann man in (4.11) die Entwicklung bis zur beliebigen Ordnung in
gl durchfu¨hren und erha¨lt allgemein
R g(k, s = ω) =
(
(−iω + νk2)I + gB (k))−1
=
l∑
q=0
(−g)ν
[(− iω + νk2)−1B (k)]q(− iω + νk2)−1 . (4.38)
Die gena¨herte Darstellung der Matrix B in (4.10) hat aber gerade die Eigenschaft B 2 = 0
und man erha¨lt aus Gleichung (4.38) fu¨r l > 2
R g(k, s = ω) =
(
I − g( − iω + νk2)−1B (k))(− iω + νk2)−1 . (4.39)
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Mit der bekannten Korrelation fu¨r eine ruhende Flu¨ssigkeit aus Gleichung (3.32),
S 0(k,k
′, ω, ω′) = 2Q2(2π)4
νk2
ω2 + ν2k4
(
I − kˆkˆ)δ(k + k′)δ(ω + ω′)
=: (2π)4S 0(k, ω)δ(k + k
′)δ(ω + ω′) , (4.40)
ergibt sich also die spektrale Dichte im Scherfluss:
S (k, ω) =
(
I − g( − iω + νk2)−1B (k)
)
S 0(k, ω)
(
I − g(iω + νk2)−1B (k)†
)
.
Der besseren U¨bersichtlichkeit wegen werden die Beitra¨ge der verschiedenen Ordnungen
in g zusammengefasst, so dass man insgesamt die folgende Darstellung erha¨lt
S (k, ω) = S 0(k, ω) + gS 1(k, ω) + g
2S 2(k, ω) . (4.41)
Hierbei sind die einzelnen Summanden wie folgt definiert, wobei sie in zwei zueinander
adjungierte Matrizen aufgespalten wurden, und der Index h fu¨r “halb” steht:
S 0(k, ω) = 2Q
2 νk
2
ω2 + ν2k4
(
I − kˆkˆ) , (4.42)
S 1(k, ω) = −
(− iω + νk2)−1B (k)S 0(k, ω)− (iω + νk2)−1S 0(k, ω)B (k)†
=: S h1(k, ω) +
(
S h1(k, ω)
)†
, (4.43)
S 2(k, ω) =
(
ω2 + ν2k4
)−1
B (k)S 0(k, ω)B (k)
† =
1
2
S 2(k, ω) +
1
2
S 2(k, ω)
†
=: S h2(k, ω) +
(
S h2(k, ω)
)†
. (4.44)
4.6.1 Ru¨cktransformation in die Zeit
Fu¨r die ruhende Flu¨ssigkeit wurde bereits in Gleichung (3.22) zusammen mit der statischen
Suszeptibilita¨t aus (3.34) die folgende zeitabha¨ngige Lo¨sung gefunden:
S 0(k, t) = Q
2e−νk
2|t|(I − kˆkˆ) . (4.45)
Fu¨r den linearen Beitrag in der Scherrate ergibt sich nach Partialbruchzerlegung5 des
Ausdruckes fu¨r S 0 aus (4.42) die Darstellung
S h1(k, ω) = −Q2
(− iω + νk2)−1
((− iω + νk2)−1 + (iω + νk2)−1
)
B (k)
(
I − kˆkˆ) ,
5 Es gilt
(ω2 + ν2k4)−1 =
1
2νk2
“
(−iω + νk2)−1 + (iω + νk2)−1
”
(4.46)
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was nach einer Ru¨cktransformation in die Zeit den im Abschnitt zuvor bereits auf andere
Art hergeleiteten Ausdruck
S h1(k, t) = −Q2B (k)
(
I − kˆkˆ) ∫ ∞
−∞
dτ Θ(t− τ)e−νk2(t−τ)
(
Θ(τ)e−νk
2τ +Θ(−τ)eνk2τ
)
= − Q
2
2νk2
B (k)
(
I − kˆkˆ)(Θ(t)e−νk2t(1 + 2νk2t)+Θ(−t)eνk2t) (4.47)
ergibt. Die statische Lo¨sung S h1(k, t) ist dann gegeben durch
S h1(k, t = 0) = −
Q2
2νk2
B (k)S 0(k, t = 0) , (4.48)
woraus sich die vollsta¨ndig in den Ort transformierte statische Lo¨sung fu¨r S 1(r, t = 0)
ergibt:
S 1(r, 0) =
− Q
2
ν
1
32πr


−2(−1 + 3rˆ2x)rˆxrˆy rˆ2z + 3rˆ2z rˆ2x − 5rˆ2x + 3rˆ4x −6rˆz rˆy rˆ2x
rˆ2z + 3rˆ
2
z rˆ
2
x − 5rˆ2x + 3rˆ4x 0 3(rˆ2z − 2 + rˆ2x)rˆz rˆx
−6rˆz rˆy rˆ2x 3(rˆ2z − 2 + rˆ2x)rˆz rˆx −2(3rˆ2z − 1)rˆxrˆy

 .
Fu¨r den in der Scherrate quadratischen Beitrag
S 2(k, ω) =
Q2
2νk2
((− iω + νk2)−1 + (iω + νk2)−1
)2
B (k)
(
I − kˆkˆ)B (k)† (4.49)
erha¨lt man nach einer Partialbruchzerlegung und anschließender Ru¨cktransformation in
die Zeit den Ausdruck
S 2(k, t) =
Q2
2νk2
B (k)
(
I − kˆkˆ)B (k)†∫ ∞
−∞
dτ Θ(t− τ)Θ(τ)e−νk2(t−τ)e−νk2τ +Θ(t− τ)Θ(−τ)e−νk2(t−τ)eνk2τ
+Θ(−t+ τ)Θ(τ)eνk2(t−τ)e−νk2τ +Θ(−t+ τ)Θ(−τ)eνk2(t−τ)eνk2τ
=
Q2
2ν2k4
B (k)
(
I − kˆkˆ)B (k)†(1 + νk2|t|)e−νk2|t| .
Der zeitliche Verlauf ist symmetrisch und ist in Abbildung 4.8 dargestellt. Fu¨r die statische
Lo¨sung von S 2(k, t = 0) gilt:
S 2(k, t = 0) =
Q2
2ν2k4
B (k)S 0(k, t = 0)B (k)
† (4.50)
=
Q2
ν2
1
2k4


(1− 2kˆ2x)2(1− kˆ2y) 0 −2kˆxkˆz(1− 2kˆ2x)(1− kˆ2y)
0 0 0
−2kˆxkˆz(1− 2kˆ2x)(1− kˆ2y) 0 4kˆ2xkˆ2z(1− kˆ2y)

 .
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Wie auch schon in [40] fu¨r ein einziges Element dieser Korrelationsmatrix gezeigt, gehen
die Terme zweiter Ordnung mit k−4. Auch hier haben nur solche Beitra¨ge einen Einfluss
auf eine suspendierte Kugel, die auch nach einer Mittelung verbleiben. Es sind dies gerade
die Autokorrelationen, die im Gegensatz zu den Kreuzkorrelationen außerdem zu einer
A¨nderung der Energiedichte fu¨hren. Da diese in g quadratischen Beitra¨ge positiv sind,
fu¨hren Sie zu einer Energieerho¨hung im Vergleich zur ruhenden Flu¨ssigkeit.
Erho¨hung der Gesamtenergie
Die dimensionslose spezifische Energie, gegeben durch [[e]]VK :=
1
2
∑
i [[Sii]]VK =
Q2
V , bleibt
bis zur linearen Ordnung in der Scherrate g durch den Scherfluss unvera¨ndert,6 entspricht
also weiterhin derjenigen einer ruhenden Flu¨ssigkeit aus Abschnitt 3.40. Betrachtet man
jedoch die Korrelationsbeitra¨ge in der Ordnung g2 aus Gleichung (4.50), so erkennt man,
dass hier positive, in k-symmetrische Erga¨nzungen zu den Diagonaltermen auftreten, die
schließlich zu einer Erho¨hung der thermischen Energiedichte fu¨hren. [41]
4.7 Einfluss auf Testteilchen
Im Falle der ruhenden Flu¨ssigkeit wurde im Abschnitt 3.4 eine Beziehung zwischen dem
Mittelwert der Korrelationen der Geschwindigkeitsfluktuationen u¨ber ein Kugelvolumen
und denjenigen der stochastischen Kra¨fte, die auf eine suspendierte Kugel desselben Vo-
lumens wirken, hergestellt. An dieser Stelle soll jetzt untersucht werden, inwiefern der
Scherfluss einen Beitrag zu den stochastischen Kra¨ften, die auf eine einzelne Kugel wir-
ken, liefern kann. Dazu wird jetzt der in g lineare Anteil der Korrelationsmatrix, S 1, u¨ber
ein Kugelvolumen mit dem Radius a gemittelt. Es zeigt sich, dass gerade die Kreuzkor-
relation Sxy nach der Mittelung erhalten bleibt, die im Falle der ruhenden Flu¨ssigkeit
verschwindet. Es gilt daher
[[Sxy]]VK (a) :=
1
V 2K
∫
VK(a)
dr
∫
VK(a)
dr′〈vx(0, r)vy(0, r′)〉
= −gQ
2
2ν
1
V 2K
∫
dk
2π
1
k2
(
(1− 2kˆ2x)(1− 2kˆ2y)
) ∫
K(a)
dr
∫
K(a)
dr′e−ik(r−r
′)
= −gQ
2
2ν
16π2
V 2K
∫
dk
2π
1
k2
(1− 2kˆ2x)(1 − 2kˆ2y)
(
sin(ka)
k3
− acos(ka)
k2
)2
= −g 8π
255
Q2
ν
a5
V 2K
= − 2
75
Q2
VK
Reγ˙,a (4.51)
mit dem Kugelvolumen VK =
4
3πa
3. Mit der charakteristischen La¨nge L = aˇ erha¨lt man
die auf den Kugelradius bezogene Reynoldszahl Reγ˙,a := ga
2
ν =
ˇ˙γaˇ2
νˇ .
7
6 Die Diagonalterme von [[S ]]VK ha¨ngen erst in der Ordnung g
2 von der Scherrate ab.
7 Fu¨r Wasser ergibt sich mit einer Viskosita¨t von νˇ = 10−6 m
2
s
fu¨r eine Kugel vom Radius aˇ = 1 mm und
einer Scherrate von ˇ˙γ = 1/s gerade eine Reynoldszahl von Reγ˙,a = 1.
64
4.7 Einfluss auf Testteilchen
Bildet man das Verha¨ltnis der gemittelten Korrelation (4.51) mit der in (3.37) fu¨r die
ruhende Flu¨ssigkeit erhaltenen Komponente [[Sxx]]VK , so ergibt sich
λ := − [[Sxy]]VK (a)
[[Sxx]]VK
=
Reγ˙,a
25
= 0.04Reγ˙,a . (4.52)
Damit ist die gesamte u¨ber das Kugelvolumen gemittelte Korrelationsmatrix wie folgt
darstellbar:
[[S ]]VK = 〈[v]VK [v]VK 〉 =
2
3
Q2
VK


1 −λ 0
−λ 1 0
0 0 1

 . (4.53)
Im Grenzwert kleiner Scherraten, λ → 0, folgen die Geschwindigkeitsfluktuationen einer
Maxwell-Boltzmann Verteilung. Wir nehmen fu¨r die folgende qualitative Diskussion an,
dass dies fu¨r kleine λ noch na¨herungsweise der Fall ist. Die Verteilung ist also gleich
P([v]VK ) ∼ exp
(− [v]TVK [[S ]]−1VK [v]VK ) . (4.54)
Die wesentliche A¨nderung von (4.53) durch den Scherfluss ist das Auftreten der Nichtdia-
gonalelemente und entsprechend wird mit λ 6= 0 die Verteilung (4.54) nicht mehr isotrop
sein. Mit Hilfe einer Hauptachsentransformation von [[S ]]VK aus Gleichung (4.53) findet
man die Drehmatrix
R =


cos π4 sin
π
4 0
− sin π4 cos π4 0
0 0 1

 =


1√
2
1√
2
0
− 1√
2
1√
2
0
0 0 1

 , (4.55)
mit der die Matrix [[S ]]−1VK diagonalisiert werden kann:
R [[S ]]−1VK R
T =
[[
S˜
]]−1
VK
=
(
2Q2
3VK
)−1( 1
1−λ 0
0 11+λ
)
. (4.56)
Umgekehrt kann man somit [[S ]]−1VK = R
T
[[
S˜
]]−1
VK
R in der Verteilungsfunktion (4.54)
ersetzen,
P([v]VK ) ∼ exp
(− [v]TVK R T [[S˜ ]]−1VK R [v]VK) , (4.57)
und erha¨lt mit den transformierten Geschwindigkeitsvektoren [v′]VK = R [v]VK fu¨r das
Argument der Exponentialfunktion die Gleichung
−
(
[v′x]
2
VK
(1− λ) +
[
v′y
]2
VK
(1 + λ)
+
[
v′z
]2
VK
)
= −Z2 . (4.58)
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Dies entspricht einer Ellipsoidengleichung, ist also auf einem Ellipsoid mit den Halbach-
sen
√
1− λ, √1 + λ und 1 konstant gleich −Z2 und zwar fu¨r beliebige Z. Das bedeutet
gleichzeitig, dass fu¨r alle v′, die sich auf dem selben so definierten Ellipsoiden befinden, die
Wahrscheinlichkeit P([v]′VK ) gleich groß ist. Insbesondere ergibt sich fu¨r Z =
√
2
3VK
ln 2
die Halbwertsbreite der Verteilung. In x-Richtung liegt fu¨r positive λ die kleinste und in
y-Richtung die gro¨ßte der Halbachsen. Die Ru¨cktransformation mit R T entspricht einer
Drehung der Geschwindigkeiten zu [v]VK = R
T [v′]VK um den Winkel
π
4 relativ zur x-
Achse.8 Die Ellipse hat somit fu¨r positive Scherraten und damit positiven Werten fu¨r λ
die in Abbildung 4.9 dargestellte Form.
x
y
x′y
′
P([vx]VK )
x
P([vy]VK )
y
P([v′x]VK )
x′
P([v′y]VK )
y′
Abb. 4.9: Links ist die Ellipse mit der durchgezogenen Linie die Geschwindigkeitsverteilung fu¨r
positive Scherraten in der xy-Ebene. Die gestrichelte Linie zeigt den Fall ohne Scherung.
Die beiden Kurven in der Mitte zeigen die Projektion der Verteilung auf die x- bezie-
hungsweise y-Achse des Ursprungssystems, welches im linken Bild durch die gru¨nen
Achsen angedeutet ist. Die Kurven sind gleichartig und entsprechen derjenigen einer
kreisfo¨rmigen Verteilung. Betrachtet man die Verteilung aber entlang der links mit rot
gezeichneten Achsen, so erkennt man in den rechten Graphen, dass die Verteilung in
x′-Richtung schmaler, und in y′-Richtung breiter ist (durchgezogene Linien). Die kreis-
fo¨rmige Verteilung (gestrichelte Linie) a¨ndert sich bei Drehung der Achsen nicht. In
den beiden rechten Bildern wurden jeweils durch die gepunkteten Linien gleich große
Werte der Verteilung markiert. Dies kann zum Beispiel fu¨r die Wahl von Z =
√
3
2Q2 ln 2
in Gleichung (4.58) bei der halben Ho¨he der Verteilung sein.
Im Abschnitt 3.4 wurde eine Relation zwischen den Elementen der Matrix (4.53) fu¨r λ = 0
und der Korrelation der in Abschnitt 2.5 eingefu¨hrten, auf eine Kugel wirkenden stochas-
tischen Kra¨fte fS(t) motiviert. Nimmt man an, dass diese Beziehung auch weiterhin fu¨r
kleine λ gilt, so la¨sst sich die Korrelation der stochastischen Kra¨fte mit Hilfe der in Glei-
chung (3.38) definierten Konstanten ε = 3ζ0VKδ(t− t′) wie folgt abscha¨tzen:
〈f s(t)f s(t′)〉 = 2
3VK
Q2ε


1 −λ 0
−λ 1 0
0 0 1

 . (4.59)
8 Es gilt R T eˆx =
1√
2
(1, 1) und R T eˆy =
1√
2
(1,−1), so dass es sich um eine Drehung entgegen dem
Uhrzeigersinn handelt.
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Die stochastischen Kra¨fte gehen in die Bewegungsgleichung (2.43) fu¨r eine Kugel der Masse
mˇ ein, die sich an der Position yˇ0 befindet. Mit dimensionsbehafteten Gro¨ßen ergibt sich
dann die Bewegungsgleichung fu¨r eine Kugel, die sich mit der Geschwindigkeit uˇK in der
Flu¨ssigkeit bewegt,
mˇ
d
dtˇ
uˇK(t) = −ζˇ0uˇK(t) + ζˇ0 ˇ˙γyˇeˆx + fˇs(tˇ) . (4.60)
Die Abscha¨tzung (4.59) fu¨r die Korrelation der stochastischen Kra¨fte lautet unter Beru¨ck-
sichtigung der Dimensionen
〈fˇ s(tˇ)fˇ s(tˇ′)〉 = 2kBT ζˇ0


1 −λ 0
−λ 1 0
0 0 1

 δ(tˇ− tˇ′) . (4.61)
Es ist ζˇ0 = 6πηa die Stokessche Reibungskonstante. Die Korrelation der Kugelposition
und -geschwindigkeit, die durch die Gleichungen (4.60) und (4.61) beschrieben werden,
wurden in Referenz [36, 37] berechnet.
Die Gleichungen dienen hierbei nur als Abscha¨tzung. Da die Zeitabha¨ngigkeit des Fluk-
tuationsfeldes der Flu¨ssigkeit unsymmetrisch in der Zeit ist, ist davon auszugehen, dass
auch die stochastischen Kra¨fte nicht einer δ(t − t′)-Korrelation gehorchen. Zur exakten
Bestimmung der Korrelationen der stochastischen Kra¨fte f s(t) mu¨ssen die Gleichungen
(2.42) gelo¨st werden. Dies sollte mit der analytischen Darstellung der spektralen Dich-
te aus Gleichung (4.41) zusammen mit den Gleichungen (4.43) und (4.44) eine lo¨sbare
Aufgabe darstellen.
4.8 Lineare Response
Im Abschnitt 3.5 wurde in Gleichung (3.55) ein Zusammenhang zwischen der Laplace-
transformation der Suszeptibilita¨t und der Relaxationsfunktion abgeleitet, wonach fu¨r die
Suszeptibilita¨t gilt:
χ (k, s) =
(
isR g(k, s) + I
)
χ (k) . (4.62)
Setzt man hier die Relaxationsfunktion
R g(k, s) =
(
I − g(−is+ νk2)−1B (k))(−is + νk2)−1 (4.63)
fu¨r den Scherfluss aus Gleichung (4.39) ein, ergibt sich fu¨r die Laplace-Transformierte der
dynamischen Suszeptibilita¨t
χ (k, s) =
(
is
(
I − g(−is + νk2)−1B (k))(−is+ νk2)−1 + I )χ (k)
=
(
νk2I − isg(−is+ νk2)−1B (k)
)
(−is + νk2)−1χ (k)
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und mit s = ω + iǫ ergibt sich fu¨r ǫ→ 0 entsprechend
χ (k, ω) =
(
νk2
(−iω + νk2)I − g
iω
(−iω + νk2)2B (k)
)
χ (k)
=
(
νk2(iω + νk2)
(ω2 + ν2k4)
I + g
iω(ω2 − ν2k4) + 2ω2νk2)
(ω2 + ν2k4)2
B (k)
)
χ (k) . (4.64)
Es soll weiterhin die Aufspaltung
χ (k, ω) = χ ′(k, ω) + iχ ′′(k, ω) (4.65)
gelten. Da die Gesamtlo¨sung jedoch auch in der Zeit antisymmetrische Beitra¨ge entha¨lt,
gilt die einfache Form des Fluktuations-Dissipations Theorems (3.44) nicht mehr und muss
angepasst werden.
Symmetrie bei Zeitspiegelungen
Fu¨r den mit s indizierten und in der Zeit symmetrischen Anteil der Korrelation gilt
Ssij(t) = S
s
ij(−t) = Ssji(t) , (4.66)
und somit im Frequenzraum die Beziehung
S s(ω) = [S s]T (ω) . (4.67)
Fu¨r den mit dem Index a versehenen, in der Zeit antisymmetrischen Beitrag zur Korrela-
tion erha¨lt man hingegen
Saij(t) = −Saij(−t) = −Saji(t) , (4.68)
wodurch sich im Frequenzraum die Beziehung
S a(ω) = −[S a]T (ω) , (4.69)
ergibt. Aus der Gesamtkorrelation S (ω) erha¨lt man somit die in der Zeit symmetrischen
und antisymmetrischen Anteile mit Hilfe von
S s(ω) =
1
2
(
S (ω) + S T (ω)
)
,
S a(ω) =
1
2
(
S (ω)− S T (ω)) . (4.70)
Im konkreten Fall des Scherflusses erha¨lt man aus den Gleichungen (4.42) bis (4.44) fu¨r
die symmetrische spektrale Dichte
Q−2S s(ω) =
2νk2
ω2 + ν2k4
S (0) − g 2ν
2k4
(ω2 + ν2k4)2
(
B S 0(0) + S 0(0)B
T
)
+ g2
2νk2
(ω2 + ν2k4)2
B S 0(0)B
T (4.71)
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und fu¨r die antisymmetrische
Q−2S a(ω) = −iωg 2νk
2
(ω2 + ν2k4)2
(
B S 0(0) − S 0(0)B T
)
. (4.72)
Es wurden zugunsten der besseren Lesbarkeit die Abha¨ngigkeiten von k nicht angegeben
und die statische Korrelation der ruhenden Flu¨ssigkeit mit S 0(0) = S 0(t = 0) abge-
ku¨rzt.
Die gleiche Aufspaltung kann man jetzt fu¨r die dynamische Suszeptibilita¨t (4.64) durch-
fu¨hren und erha¨lt mit der Zerlegung (4.65) fu¨r die in der Zeit symmetrischen Anteile
χ
′s(ω) =
1
2
ν2k4
(ω2 + ν2k4)
(
χ (0) + χ T (0)
)
+ ω2g
νk2
(ω2 + ν2k4)2
(
B χ (0) + χ (0)B T
)
,
χ
′′s(ω) =
1
2
ωνk2
(ω2 + ν2k4)
(
χ (0) + χ T (0)
)
+
g
2
ω
(ω2 − ν2k4)
(ω2 + ν2k4)2
(
B χ (0) + χ (0)B T
)
(4.73)
und fu¨r die antisymmetrischen
χ
′a(ω) =
1
2
ν2k4
(ω2 + ν2k4)
(
χ (0) − χ T (0)
)
+ ω2g
νk2
(ω2 + ν2k4)2
(
B χ (0) − χ (0)B T
)
,
χ
′′a(ω) =
1
2
ωνk2
(ω2 + ν2k4)
(
χ (0) − χ T (0)
)
+
g
2
ω
(ω2 − ν2k4)
(ω2 + ν2k4)2
(
B χ (0)− χ (0)B T
)
.
(4.74)
Die statische Suszeptibilita¨t χ (0) erha¨lt man jetzt aus der statischen Korrelation u¨ber die
Gleichungen (4.48) und (4.50) zu
χ (0) = Q−2S (t = 0) = S 0(0) − g
2νk2
(B S 0(0) + S 0(0)B
T ) +
g2
2ν2k4
B S 0(0)B
T
und mit Hilfe der Eigenschaften BB = 0 gilt weiter
χ (0) + χ T (0) = 2S 0(0)− g
νk2
(B S 0(0) + S 0(0)B
T ) +
g2
ν2k4
B S 0(0)B
T ,
χ (0) − χ T (0) = 0 ,
B χ (0) + χ T (0)B T = B S 0(0) + S 0(0)B
T − g
νk2
B S 0(0)B
T ,
B χ (0) − χ T (0)B T = B S 0(0)− S 0(0)B T . (4.75)
Aus den obigen Gleichungen (4.73) und (4.74) folgen dann
χ
′a(ω) = ω2g
νk2
(ω2 + ν2k4)2
(
B S 0(0) − S 0(0)B T
)
(4.76)
und
χ
′′s(ω) = ω
νk2
(ω2 + ν2k4)
S 0(0)− gω ν
2k4
(ω2 + ν2k4)2
(
B S 0(0) + S 0(0)B
T
)
+ g2ω
νk2
(ω2 + ν2k4)2
B S 0(0)B
T , (4.77)
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die nach einem Vergleich mit den Anteilen der spektralen Dichte (4.71) und (4.72) zu dem
Fluktuations-Dissipations Theorem in der Form
S s(ω) =
2Q2
ω
χ
′′s(ω) ,
S a(ω) = −i2Q
2
ω
χ
′a(ω) (4.78)
fu¨hren, wie es auch mit anderen Bezeichungen in [62] zu finden ist.
Oseen-Tensor
Da die statische Suszeptibilita¨t durch den Scherfluss gegenu¨ber der ruhenden Flu¨ssigkeit
vera¨ndert wird, ist zu erwarten, dass sich auch der Oseen-Tensor a¨ndert. Mit der Beziehung
aus Gleichung (3.64) erha¨lt man fu¨r den scherratenabha¨ngigen Oseen-Tensor
Ω g(k) =
χ
′′s(ω)
ω
= (νk2)−1
(
χ 0(0) − g
νk2
(B χ 0(0) + χ 0(0)B
T ) +
g2
ν2k4
B χ 0(0)B
T
)
, (4.79)
der die stationa¨re A¨nderung der Flu¨ssigkeit aufgrund einer Punktkraft beschreibt.
Eine Ru¨cktransformation dieses Ausdrucks fu¨r den Oseen-Tensor in den Ortsraum wa¨re fu¨r
Simulationen mehrerer Brownscher Teilchen im Scherfluss von sehr praktischer Bedeutung.
Der Beitrag in fu¨hrender Ordnung der Scherratenkorrektur ist proportional zu k−4.
4.9 Zusammenfassung
Nachdem in Abschnitt 4.1 gezeigt wurde, wie sich die Bewegungsgleichungen fu¨r die ther-
mischen Fluktuationen in einer Flu¨ssigkeit bei einer Scherstro¨mung im Vergleich zur ru-
henden Flu¨ssigkeit a¨ndern, wurde in den folgenden Abschnitten eine Na¨herungslo¨sung fu¨r
den Fall einer Scherstro¨mung erarbeitet, falls die Wa¨nde weit entfernt vom Beobachtungs-
punkt sind. Dazu wurden die Bewegungsgleichungen im Abschnitt 4.3 im Frequenz- und
Wellenzahlraum gelo¨st und formal in die Zeit zuru¨cktransformiert. Im Abschnitt 4.4 wur-
de die statische Kreuzkorrelation 〈vx(rvy(0)〉 berechnet und deren Parameterabha¨ngigkeit
im Abschnitt 4.5 eingehend diskutiert. Wie das Vorzeichen dieser Kreuzkorrelation vom
Differenzortsvektor r abha¨ngt wurde als Funktion verschiedener Parameter diskutiert. Im
Abschnitt 4.6 wurde gezeigt, dass bei einer Entwicklung der Geschwindigkeitskorrelati-
on nach der Scherrate g alle Terme ho¨herer Ordnung als g2 verschwinden. Wie sich diese
Kreuzkorrelation der Fluidgeschwindigkeiten auf ein suspendiertes Testteilchen auswirken,
wurde im Abschnitt 4.7 berechnet und es wurde auch die asymmetrische Verteilungsfunk-
tion eines Testteilchen berechnet. Im Abschnitt 4.8 wurden auch die fu¨hrenden scherra-
tenabha¨ngigen Korrekturen zum Oseen-Tensor im Fourierraum berechnet.
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Couette-Stro¨mung
Ein linearer Schergradient wird typischerweise in einer ebenen Couette-Stro¨mung wie in
Abbildung 5.1 realisiert, also durch zwei sich gegeneinander bewegendeWa¨nde erzeugt. Um
in einem ersten Schritt charakteristische Auswirkungen des Scherfeldes auf das Spektrum
der hydrodynamischen Fluktuationen zu untersuchen, wurde im letzten Abschnitt der
Einfluss der Wa¨nde vernachla¨ssigt. Demgegenu¨ber soll in diesem Abschnitt die Haftung
der Flu¨ssigkeit an den Wa¨nden einbezogen und die entsprechenden Auswirkungen auf die
Korrelation der Geschwindigkeitsfluktuationen beru¨cksichtigt werden.
d
u0(y)
x
y
z
Abb. 5.1: Skizze einer ebenen Couette-Stro¨mung u0 = gyeˆx. Die beiden Wa¨nde liegen senkrecht
zur y-Achse und bewegen sich mit betragsgleicher Geschwindigkeit in entgegengesetzten
Richtungen entlang der x-Achse. Die Stro¨mungsrichtung ist parallel zur x-Achse und
der Schergradient entlang der y-Achse. Beide Richtungen spannen die orthogonal zur
z-Achse liegende Scherebene auf.
Die im vorangegangenen Kapitel 4 verwendete Na¨herung wird nicht weiter benutzt, so dass
die hier gefundenen Ergebnisse im Grenzfall großer Plattenabsta¨nde auch als Test fu¨r die
zuvor bestimmten analytischen Lo¨sungen in einem unendlichen System dienen ko¨nnen.
Das Kapitel ist wie folgt gegliedert: In Abschnitt 5.1 werden die Grundgleichungen in ein
allgemeines Funktionensystem entwickelt, wobei die in Betracht kommenden Funktionen
die Randbedingungen entweder exakt oder na¨herungsweise erfu¨llen. Dabei werden die Be-
wegungsgleichungen in Gleichungen fu¨r die Entwicklungskoeffizienten u¨bergefu¨hrt, womit
sich die Korrelation der Fluktuationen auch durch die Korrelation dieser Entwicklungs-
koeffizienten darstellen la¨sst. Entsprechend erben letztere die Symmetrieeigenschaften der
Fluktuationen, wie sie in Abschnitt 5.2 erla¨utert werden. Wie im vorhergehenden Kapi-
tel werden die Korrelationen anschließend im Abschnitt 5.3 in eine Taylorreihe bis zur
quadratischen Ordnung in der Scherrate um die ruhende Flu¨ssigkeit entwickelt und die
allgemeinen Lo¨sungen fu¨r die spektrale Dichte angegeben.
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In Abschnitt 5.4 wird schließlich ein konkretes Funktionensystem benutzt, welches ga-
rantiert, dass die Geschwindigkeitsfluktuationen die Haftbedingungen an den Wa¨nden
erfu¨llen und damit verschwinden. Die Lo¨sungen fu¨r die Korrelationen der transversalen
Geschwindigkeitsfluktuationen werden ausfu¨hrlich analysiert und mit der Na¨herungslo¨sung
aus dem vorangegangenen Kapitel 4 verglichen. Zum Abschluss wird in Abschnitt 5.5 be-
schrieben, wie sich die Beru¨cksichtigung der longitudinalen Anteile der Geschwindigkeits-
fluktuationen und der Dichtefluktuationen auf die Berechnung auswirkt und es werden
hierfu¨r formal zeitabha¨ngige und stationa¨re Lo¨sungen angegeben.
5.1 Allgemeiner Formalismus
Ausgangspunkt fu¨r die weitere Berechnung sind abermals die im Anhang A hergeleiteten
Bewegungsgleichungen fu¨r die Geschwindigkeitsfluktuationen in einer Scherstro¨mung:
(∂t + gy∂x)∇ρ+∇(∇·vl) = 0 , (5.1a)
(∂t − να△+ gy∂x)△vl + c2△∇ρ+ 2g∂x∇(vly + vty) + g∂x(∇·vl)eˆy = ∇H , (5.1b)
(
∂t − ν△+ gy∂x
)
△vt + g


△(vty + vly)− 2∂x(∂xvty − ∂yvtx)
−△vlx
2∂x(∂yv
t
z − ∂zvty)

 = −G . (5.1c)
5.1.1 Planare Fouriertransformation
Das betrachtete System wird in x- und z-Richtung weiterhin als unendlich ausgedehnt an-
genommen, weshalb in beide Richtungen eine Fouriertransformation der linearen Gleichun-
gen (5.1) mo¨glich ist. Der Wellenzahlvektor in der davon aufgespannten, parallel zu den
Wa¨nden liegenden Ebene wird durch κ = (κx, 0, κz) und der Ortsvektor durch r = (x, 0, y)
beschrieben. Mit der Fouriertransformation in zwei Raumdimensionen
v(l,t)(κ, y, t) =
∫
dx dz v(l,t)(r, t) e−iκ·r ,
v(l,t)(r, y, t) =
∫
dκx dκz
(2π)2
v(l,t)(κ, y, t) eiκ·r (5.2)
und der verschwindenden Rotation, ∇×vl = 0, erha¨lt man drei nu¨tzliche Beziehungen
zwischen den longitudinalen Geschwindigkeitskomponenten
∂yv
l
z(κ, y) = iκzv
l
y(κ, y),
κzv
l
x(κ, y) = κxv
l
z(κ, y),
∂yv
l
x(κ, y) = iκxv
l
y(κ, y) . (5.3)
72
5.1 Allgemeiner Formalismus
Demzufolge sind vlx(κ, y) und v
l
z(κ, y) zueinander proportional und man kann die Darstel-
lung
vl,‖(κ, y, t) =


vlx(κ, y, t)
0
vlz(κ, y, t)

 =:


κx
κ v
l,‖(κ, y, t)
0
κz
κ v
l,‖(κ, y, t)

 = κκ vl,‖(κ, y, t) (5.4)
wa¨hlen, worin κ = |κ| =
√
κ2x + κ
2
z den Betrag des zweidimensionalen Wellenzahl-
vektors beschreibt. Ganz offensichtlich ist vl,⊥ die y-Komponente und man erha¨lt mit
vl,⊥(κ, y, t) := vly(κ, y, t) die Beziehung
vl,⊥(κ, y, t) = − i
κ
∂yv
l,‖(κ, y, t) . (5.5)
Auf Grund dieser direkten Zusammenha¨nge zwischen den Komponenten der longitudinalen
Geschwindigkeitsfluktuationen genu¨gt es hiervon in der weiteren Rechnung ausschließlich
die Komponente vl,‖ zu betrachten, indem man in der Bewegungsgleichung (5.1) zwei
longitudinale Beitra¨ge mit Hilfe von (5.4) und (5.5) ersetzt. Mit den gleichen Beziehungen
kann man am Ende aus der Lo¨sung fu¨r vl,‖ die ersetzten Komponenten bestimmen.1
Die ra¨umlichen Fouriertransformationen der verbleibenden fu¨nf Gleichungen (5.1) fu¨r die
Dichte ρ, die longitudinale Geschwindigkeitsfluktuation vl,‖, und die drei transversalen
Geschwindigkeitsfluktuationen vtx, v
t
y und v
t
z sind a¨quivalent mit den Substitutionen
∂x → iκx , ∂z → iκz , △→ −(κ2 − ∂2y) =: △κy . (5.6)
5.1.2 Matrixoperatoren
Die nach longitudinalen sowie transversalen Komponenten aufgespaltenen
Geschwindigkeits- und Dichtefluktuationen und die stochastischen Kra¨fte bilden die
folgenden beiden Vektoren
X := (ρ, vl‖, vtx, v
t
y, v
t
z) und P := (0, iκH,−Gx,−Gy,−Gz) . (5.7)
1 In der unendlich ausgedehnten Flu¨ssigkeit gilt immer, dass die longitudinale Geschwindigkeitskompo-
nente entlang dem dreidimensionalen Wellenzahlvektor k zeigt. Aufgrund der Beziehung (5.4) gilt dies
bei der Couette-Stro¨mung fu¨r den in der xz-Ebene liegenden Anteil vˆl,‖ = κˆ.
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Weiterhin werden die Operatoren aus den Gleichungen (5.1) in folgenden Matrixoperatoren
zusammengefasst:
J :=


1 0 0 0 0
0 △κy 0 0 0
0 0 △κy 0 0
0 0 0 △κy 0
0 0 0 0 △κy


, (5.8)
M 0 :=


0 − iκ△κ,y 0 0 0
iκc2△κ,y −να△2κ,y 0 0 0
0 0 −ν△2κ,y 0 0
0 0 0 −ν△2κ,y 0
0 0 0 0 −ν△2κ,y


, (5.9)
M g :=


iκxy 0 0 0 0
0 iκx(y△κ,y + 2∂y) 0 −2κκx 0
0 − iκ△κ,y∂y iκx(y△κ,y + 2∂y) △κ,y + 2κ2x 0
0 −κxκ △κ,y 0 iκxy△κ,y 0
0 0 0 2κxκz iκx(y△κ,y + 2∂y)


.
(5.10)
Definiert man die Summe der letzten beiden Matrizen als
M :=M 0 + gM g , (5.11)
so kann man die Bewegungsgleichungen (5.1) im Fourierraum auch in Form einer Matrix-
gleichung schreiben:
∑
j
(Jij∂t +Mij)Xj = Pi . (5.12)
5.1.3 Funktionenentwicklung senkrecht zu den Wa¨nden
Die betrachtete Flu¨ssigkeit ist bei der Couette-Stro¨mung (Abbildung 5.1) in y-Richtung
durch Wa¨nde begrenzt, an denen die Geschwindigkeit der Flu¨ssigkeit spezielle Randbedin-
gungen erfu¨llen muss. In diese Richtung kann daher keine Fouriertransformation durch-
gefu¨hrt werden. Stattdessen werden die Felder bezu¨glich ihrer y-Abha¨ngigkeit in ein Sys-
tem von Funktionen entwickelt. Mit Hilfe der Chandrasekhar-Funktionen2 [63] ko¨nnen die
2 Siehe hierzu auch Abschnitt 5.4.
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Randbedingungen in einer inkompressiblen Flu¨ssigkeit (2.19) zum Beispiel exakt erfu¨llt
werden. Um die folgende Rechnung u¨bersichtlicher zu halten, soll die y-Abha¨ngigkeit der
Felder hier durch diejenige Untermenge der harmonischen Funktionen dargestellt werden,
welche an den Wa¨nden bei y = ±d2 verschwinden, aber die vollsta¨ndigen Randbedingun-
gen nur na¨herungsweise erfu¨llen. Bevor im Abschnitt 5.4 dieses spezielle Funktionensystem
Verwendung findet, wird die weitere Rechnung vorerst mo¨glichst allgemein gehalten. So-
mit bleibt ohne großen Aufwand weiter die Mo¨glichkeit, bei Bedarf das Funktionensystem
zu wechseln und einem anderen Zweck anzupassen.
Die Lo¨sungsvektoren ko¨nnen in ihre bezu¨glich y = 0 symmetrischen X−(y) und an-
tisymmetrischen Anteile X∼(y) aufgespalten werden, wobei im Folgenden Xα(y), mit
α ∈ {“ − ” = 1,“ ∼ ” = 2}, geschrieben wird. Ebenso sollen auch die Basisfunktionen
des Funktionensystems gleichartig in Funktionen ϕαn(y) unterteilt werden. Es bietet sich
somit folgender Produktansatz fu¨r die Felder im Ortsraum an
Xi(r, y, t) =
∑
α
∞∑
l=1
ϕαl(y)X(αli)(x, z, t) , (5.13)
oder analog nach einer planaren Fouriertransformation
Xi(κ, y, t) =
∑
α
∞∑
l=1
ϕαl(y)X(αli)(κ, t) . (5.14)
5.1.4 Entwicklung nach der Galerkin Methode
Um aus den Bewegungsgleichungen (5.12) fu¨r die unendlich dimensionale Darstellung
(5.13) der Geschwindigkeits- und Dichtefluktuationen eine Approximation mit endlich vie-
len Komponenten zu erhalten, projiziert man im Rahmen der Galerkin-Methode die Glei-
chungen auf eine endliche Anzahl von orthogonalen Basisfunktionen ϕαn(y) (n = 1 . . . N)
des selben Funktionensystems.
Mit dem Skalarprodukt
〈a(y), b(y)〉d :=
∫ d/2
−d/2
dy a(y)b(y) , (5.15)
gilt also fu¨r diese orthogonalen Basisfunktionen
〈ϕαn(y), ϕβl(y)〉d = δαβδnl , (5.16)
wobei d = dˇL der entdimensionalisierte Plattenabstand ist. Damit erha¨lt man mit dem
Funktionenansatz aus der Gleichung (5.13) zusammen mit Gleichung (5.12) die Entwick-
lungskoeffizienten X(βlj)(κ, t) aus (5.13):
∑
β
N∑
l=1
∑
j
[(Jij∂t +Mij)ϕβl(y)]X(βlj)(κ, t) = Pi(κ, y, t) . (5.17)
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Mit der Festlegung auf ein orthogonales Funktionensystem ϕβl(y) kann durch Projektion
das System partieller Differentialgleichungen (5.17) auf ein System gewo¨hnlicher Differen-
tialgleichungen erster Ordnung in der Zeit u¨berfu¨hrt werden:
∑
β
N∑
l
∑
j
(
J(αni)(βlj)∂t +M(αni)(βlj)
)
X(βlj)(κ, t) = P(αni) . (5.18)
Die Tensorfelder hierin ergeben sich aus der Projektion auf die Basisfunktionen ϕαn(y)
und werden mittels folgender Relationen definiert:
J(αni)(βlj) = 〈ϕαn(y),
[
Jijϕβl(y)
]
〉d ,
M(αni)(βlj) = 〈ϕαn(y),
[
Mijϕβl(y)
]
〉d ,
P(αni) = 〈ϕαn(y), Pi(y)〉d . (5.19)
Aus der Bewegungsgleichung fu¨r die Entwicklungskoeffizienten (5.18) wird im Folgenden
die Dynamik der Geschwindigkeitsfluktuationen bestimmt.
5.1.5 Kompaktschreibweise mit Vektoren und Matrizen
Fu¨r eine Reihe der weiteren U¨berlegungen bietet eine Zusammenfassung der Entwicklungs-
koeffizienten X(αni) zu Vektoren eine bessere U¨bersichtlichkeit. Wir fassen in Anlehnung
an die Vektoren aus (5.7) die Entwicklungskoeffizienten X(αni) im Orts- und Fourierraum
zu einem Vektor X(αn) zusammen:
X(αn) := (X(αnρ), . . . ,X(αnvtz)) . (5.20)
Diese bilden wiederum Vektoren
X(α) := (X(α1), . . . ,X(αN)) , (5.21)
die schließlich den Gesamtvektor
X := (X(−),X(∼)) (5.22)
ergeben. X(αni) entspricht dann Xν , wobei man den absoluten Index ν mit α ∈ {“ − ” =
1,“ ∼ ”= 2} bei insgesamt N Moden je α und den 5 betrachteten Fluktuationsvariablen
durch die folgende Formel ermitteln kann:
ν = N(α− 1) + 5 (n − 1) + i . (5.23)
Umgekehrt erha¨lt man mit X(x, z, t) und den Basisfunktionen ϕαn(y) den Vektor fu¨r die
Fluktuationen X(r, t) in (5.7) durch die Summe
X(r, y, t) =
∑
α
∑
n
X(αn)(r, t)ϕαn(y) . (5.24)
76
5.1 Allgemeiner Formalismus
Eine Matrix M ist in a¨hnlicher Weise aus den Elementen von M(αni)(βlj) aufgebaut:
M :=
(
M (−)(−) M (−)(∼)
M (∼)(−) M (∼)(∼)
)
. (5.25)
Die Untermatrizen haben die Darstellungen
M (α)(β) :=


. . .
M (αn)(βm)
. . .

 , (5.26)
welche wiederum aus den Untermatrizen
M (αn)(βm) :=


. . .
M(αni)(βmj)
. . .

 (5.27)
zusammengesetzt sind. Auch hier lassen sich die Elemente der 10N × 10N -Matrix M zum
einen durch zwei Triple als M(αni)(βmj) und zum anderen durch ihre absoluten Indizes
als Mνµ dargestellen. Die Bestimmung dieser absoluten Indizes erfolgt analog zur Glei-
chung (5.23).
Lineares Gleichungssystem fu¨r die Entwicklungskoeffizienten
Auf dieselbe Art lassen sich jetzt auch die Matrix J und der Vektor P aus den in (5.19)
beschriebenen Komponenten definieren, wodurch das Gleichungssystem (5.18) folgende
kompakte Form erha¨lt (
J ∂t +M
)
X = P . (5.28)
Multipliziert man diese Gleichung mit der zu J inversen Matrix, so erha¨lt man schließlich
die fu¨r die weiteren U¨berlegungen zentrale Gleichung:
(
I ∂t + L (κ)
)
X(κ, t) = F(κ, t) , (5.29)
mit
L (κ) = J−1(κ)M (κ) und
F(κ) = J−1(κ)P(κ) , (5.30)
sowie der 10N × 10N -dimensionalen Einheitsmatrix I .
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Korrelationsmatrix der Fluktuationen
Die Korrelationsmatrix der Fluktuationen hat mit der Darstellung (5.24) die Gestalt
Sij(r, r
′, y, y′, t, t′) = 〈Xi(x, y, z, t)Xj(x′, y′, z′, t′)〉
=
∑
α,β
∑
n,m
〈X(αni)(x, z, t)X(βmj)(x′, z′, t′)〉 ϕαn(y)ϕβm(y′)
=:
∑
α,β
∑
n,m
S(αni)(βmj)(x, x
′, z, z′, t, t′) ϕαn(y)ϕβm(y′) , (5.31)
wobei die Korrelationen der unterschiedlichen Entwicklungskoeffizienten in den Funktionen
S(αni)(βmj)(x, x
′, z, z′, t, t′) zusammengefasst wurden. Schließlich lassen sich diese Elemente,
wie zuvor in der Gleichung (5.25) fu¨r die Matrix M beschrieben, in der Form einer Matrix
S (x, x′, z, z′, t, t′) darstellen und aus dem dyadischen Produkt
S (x, x′, z, z′, t, t′) = 〈X(x, z, t)X(x′, z′, t′)〉 (5.32)
ermitteln. Insgesamt erha¨lt man damit die Darstellung der Korrelationsmatrix:
S (r, r′, t, t′) =
∑
α,β
∑
n,m
〈X(αn)(x, z, t)X(βm)(x′, z′, t′)〉ϕαn(y)ϕβm(y′)
=
∑
α,β
∑
n,m
S (αn)(βm)(x, x
′, z, z′, t, t′)ϕαn(y)ϕβm(y′) . (5.33)
Analoge Summendarstellungen ergeben sich fu¨r die von der Frequenz und der Wellenzahl
abha¨ngenden Korrelationsmatrizen.
Korrelation der Kra¨fte
Die Korrelation zweier Entwicklungskoeffizienten der nach Gleichung (5.7) im Vektor P
zusammengefassten Kra¨fte ergibt sich analog mit Hilfe von (5.19) aus
〈P(κ, ω)P(κ′, ω′)〉(αni)(βmj) =
〈∫ d/2
−d/2
dy ϕαn(y)Pi(κ, y, ω)
∫ d/2
−d/2
dy′ ϕβm(y)Pj(κ′, y′, ω′)
〉
,
woraus nach Vertauschen der Ensemble-Mittelung mit der y-Integration folgt:
〈P(κ, ω)P(κ′, ω′)〉(αni)(βmj) =
∫ d/2
−d/2
dy ϕαn(y)
∫ d/2
−d/2
dy′ ϕβm(y)〈Pi(κ, y, ω)Pj(κ′, y′, ω)〉 .
Die Kra¨fte Pi(r, t) sind lineare Funktionen des stochastischen Spannungstensors. Somit
gilt fu¨r ihre Korrelation nach einer Fouriertransformation in x- und z-Richtung, ebenso
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wie in der Zeit, nach Anhang (D.2) die Beziehung
〈P(κ, ω)P(κ′, ω′)〉(αni)(βmj) = (5.34)
2Q2ν(2π)3δ(κ + κ′)δ(ω + ω′)
∫ d/2
−d/2
dy ϕαn(y)
∫ d/2
−d/2
dy′ ϕβm(y)Pij(κ, y, y′, ω)δ(y − y′) .
Die Operatoren Pij(κ, y, y′, ω) lassen sich hierbei unmittelbar als Produkte der in den
Gleichungen (5.1) auftretenden Funktionen G und H und unter Beru¨cksichtigung der spe-
ziellen Symmetrie des stochastischen Spannungstensors ermitteln. Die Berechnung wurde,
ebenso wie die eigentliche Projektion, detailliert im Anhang D beschrieben.
Die Koeffizienten (5.34) der Kraftkorrelationen lassen sich wieder in einer Matrix zusam-
menfassen und nach beidseitiger Multiplikation dieser Matrix mit der Inversen Matrix von
J(κ) folgt fu¨r die Korrelationsmatrix der Koeffizienten des Vektors F(κ) aus (5.30) die
folgende Struktur.
〈Fi(κ, ω)Fj(κ′, ω′)〉 =: (2π)3Kijδ(κ + κ′)δ(ω + ω′) (5.35)
Die Berechnung der Elemente der hierdurch definierten Matrix K erfolgt fu¨r eine spezielle
Wahl der Entwicklungsfunktionen in Kapitel 5.4.
5.2 Symmetrie
In diesem Abschnitt wird untersucht, wie sich die Randbedingungen an denWa¨nden auf die
Symmetrie der Korrelationsmatrix Sij(r, r
′, t, t′) und insbesondere auf die Korrelationen
unter den verschiedenen Entwicklungskoeffizienten, also auf die in (5.32) definierte Matrix
S auswirkt.
Da die stationa¨re Scherstro¨mung an einem bestimmten Ort zu unterschiedlichen Zeiten
vollkommen gleich ist, bleibt die Translationsinvarianz in der Zeit unberu¨hrt. Gleichzeitig
wird das System homogen und unendlich ausgedehnt in x- und z-Richtung angenom-
men, wodurch eine ra¨umliche Translationsinvarianz und Reflexionssymmetrie entlang die-
ser beiden Koordinatenrichtungen vorliegt. Senkrecht zu den begrenzenden Wa¨nden in
y-Richtung gilt dies jedoch nicht mehr.
Die Korrelation zweier kommutierender Gro¨ßen, wie es die skalaren Geschwindigkeiten
sind, a¨ndert sich nach Vertauschung dieser nicht, so dass
Sij(r, r
′, y, y′, t, t′) = 〈Xj(x′, y′, z′, t′)Xi(x, y, z, t)〉 = Sji(r′, r, y, y′, t′, t) (5.36)
gelten muss. Aufgrund der Translationsinvarianz in x- und z-Richtung sowie in der Zeit,
kann man sie durch die Verschiebungen −x′, −z′ und −t′ außerdem als Funktion des
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jeweiligen Abstandes x¯ = x− x′, z¯ = z − z′ und t¯ = t− t′ umschreiben
Sij(r, r
′, y, y′, t, t′) = 〈Xi(x− x′, y, z − z′, t− t′)Xj(0, y′, 0, 0)〉
= Sij(x¯, y, y
′, z¯, t¯) . (5.37)
Kombiniert man die beiden Eigenschaften (5.36) und (5.37), so ergibt sich die folgende
Symmetriebeziehung
Sij(x¯, y, y
′, z¯, t¯) = 〈Xj(x′ − x, y′, z′ − z, t′ − t)Xi(0, y, 0, 0)〉 = Sji(−x¯, y′, y,−z¯,−t¯) .
(5.38)
Setzt man in diesen Ausdruck die Entwicklung (5.31) ein, so erha¨lt man
Sij(x¯, y, y
′, z¯, t¯) =
∑
α,β
∑
n,m
S(αni)(βmj)(x¯, z¯, t¯)ϕαn(y)ϕβm(y
′)
=
∑
α,β
∑
n,m
S(αnj)(βmi)(−x¯,−z¯,−t¯)ϕαn(y′)ϕβm(y)
=
∑
α,β
∑
n,m
S(αnj)(βmi)(−x¯,−z¯,−t¯)ϕβm(y)ϕαn(y′)
=
∑
β,α
∑
m,n
S(βmj)(αni)(−x¯,−z¯,−t¯)ϕαn(y)ϕβm(y′) ,
wobei in der letzten Zeile die Indizes n↔ m und α↔ β vertauscht wurden. Dies ist deshalb
mo¨glich, da u¨ber beide Indizes summiert wird. Vergleicht man hier die Summanden in der
ersten mit denen in der letzten Zeile, so ergibt sich die Symmetriebeziehung
S(αni)(βmj)(x¯, z¯, t¯) = S(βmj)(αni)(−x¯,−z¯,−t¯) (5.39)
fu¨r die Elemente der Korrelationsmatrix. Eine Orts- und Zeitumkehr hat also ein paarwei-
ses Vertauschen aller Indizes der Koeffizienten S(αni)(βmj) zur Folge.
Fasst man diese Korrelationskoeffizienten mit Hilfe der Darstellung (5.25) - (5.27) in einer
Koeffizientenmatrix
S(x, x′, z, z′, t, t′) = S(x¯, z¯, t¯) = 〈X(x¯, z¯, t¯)X(0, 0, 0)〉 (5.40)
zusammen, so folgt aus (5.39) die Beziehung
S (x, z, t) = S T (−x,−z,−t) . (5.41)
Unter Verwendung der Translationssymmetrie kann man die Fouriertransformierte
S(κ,κ′, ω, ω′) der Korrelationsmatrix S(x, x′, z, z′, t, t′) durch die Relation
S(κ,κ′, ω, ω′) = (2π)3S(κ, ω)δ(κ + κ′)δ(ω + ω′) (5.42)
ausdru¨cken, womit die spektrale Dichte
S(κ, ω) =
∫
dx¯ dz¯ dt¯ S(x¯, z¯, t¯)eiωt¯−iκx x¯−iκz z¯ (5.43)
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eingefu¨hrt wurde. Diese hat wegen der Beziehung (5.41) die Eigenschaft
S (κ, ω) =
∫
dx dz dt S (x, z, t)eiωt−iκxx−iκzz
=
∫ ∞
−∞
dx dz dt S T (−x,−z,−t)eiωt−iκxx−iκzz
=
∫ −∞
∞
(−dx) (−dz) (−dt) S T (x, z, t)e−iωt+iκxx+iκzz
=
∫ ∞
−∞
dx dz dt S T (x, z, t)e−iωt+iκxx+iκzz
= S T (−κ,−ω) ,
das heißt die Korrelationsmatrix ist selbstadjungiert:
S (κ, ω) = S †(κ, ω) . (5.44)
Durch diese zentrale Beziehung wird die Symmetrie des Systems ausgedru¨ckt.
5.3 Spektrale Dichte
In diesem Abschnitt werden die spektrale Dichte und die zeitabha¨ngige Korrelationsma-
trix formal aus den Bewegungsgleichungen (5.1) bestimmt. Wie zuvor im Abschnitt 3.2
am Beispiel eines unendlich ausgedehnten Gefa¨ßes gezeigt, beno¨tigt man fu¨r die dynami-
sche Korrelation die statische, also zeitgleiche Korrelationsmatrix, die im Allgemeinen im
Rahmen der Fluktuations-Dissipation Theorie aus der statischen Suszeptibilita¨t abgeleitet
werden kann, wie es im Anhang B ausgefu¨hrt ist.
Auch hier soll in Abschnitt 5.3.1 zuna¨chst der gleiche Formalismus wie in den Abschnitten
3.2 und 4.6 angewendet und die dynamische Suszeptibilita¨t bis auf die Kenntnis der stati-
schen Korrelation zuru¨ckgefu¨hrt werden. Letztere ko¨nnen aufgrund des durch die externe
Stro¨mung verursachten Nichtgleichgewichts jedoch nicht unter der Annahme globalen ther-
mischen Gleichgewichts durch das Fluktuations-Dissipations Theorem berechnet werden.
Stattdessen benutzt man unter der Vorraussetzung eines lokalen thermischen Gleichge-
wichtes den aus der ruhenden, unendlich ausgedehnten Flu¨ssigkeit bekannten stochasti-
schen Spannungstensor.
5.3.1 Spektrale Dichte aus der statischen Korrelation
An dieser Stelle soll in gleicher Weise wie in Abschnitt 3.2 fu¨r den Fall einer unendlich
ausgedehnten Flu¨ssigkeit verfahren und der Mittelwert der Gleichungen (5.29) u¨ber die sto-
chastischen Kraftdichten [58] berechnet werden. Da letztere bei der Mittelung verschwin-
den, 〈F〉 = 0, erha¨lt man eine Gleichung, die die Relaxation einer Nichtgleichgewichtsaus-
lenkung X(t = 0) zuru¨ck ins Gleichgewicht beschreibt. Eine Laplace-Transformation der
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resultierenden Differentialgleichung liefert daher das Gleichungssystem(− isI + L (κ))X(κ, s) = X(κ, t = 0) (5.45)
mit der formalen Lo¨sung
X(κ, s) =
(− isI + L (κ))−1X(κ, t = 0) =: R (κ, s)X(κ, t = 0) . (5.46)
Dies entspricht aber gerade der Laplace-Transformierten eines Propagators in der Zeit,
so dass mit Hilfe von (C.15) die ru¨cktransformierten Gleichungen in der Zeitdarstellung
formal
X(κ, t) = e−L (κ)tX(κ, t = 0) =: R (κ, t)X(κ, t = 0) (5.47)
lauten. Die Matrix L (κ) kann man auf die Form L (κ) = A (κ)+gB (κ) bringen, wobei die
Matrix A (κ) den Fall ohne externen Fluss (g = 0) beschreibt. Mo¨chte man diesen Fall von
der Relaxationsfunktion R (κ, s) abspalten, kann man mit Hilfe der Dyson-Zerlegung
R (κ, s) =
(− izI + A (κ))−1 (5.48)
− g(− izI + A (κ))−1B (κ)(− izI +A (κ) + gB (κ))−1
die Lo¨sung auch in der Form
X(κ, t) =
(
e−A (κ)t − g
∫ t
0
dt′ e−A (κ)t
′
B (κ)e−(A (κ)+gB (κ))(t−t
′)
)
X(κ, t = 0) (5.49)
exakt darstellen. Ist man insbesondere nur an der linearen Ordnung in g interessiert, ergibt
sich als Approximation von (5.49) die Gleichung
X(κ, t) =
(
e−A (κ)t − g
∫ t
0
dt′ e−A (κ)t
′
B (κ)e−A (κ)(t−t
′)
)
X(κ, t = 0) . (5.50)
Multipliziert man aber die Gleichung (5.46) dyadisch mit dem Zustand X(κ, t = 0) zum
Zeitpunkt t = 0 und fu¨hrt eine Gleichgewichtsmittelung durch [58, 59], so erha¨lt man
die Lo¨sung fu¨r die Laplace-Transformierte Korrelationsmatrix S˜ (κ, s), sofern man die
Anfangskorrelation S (κ, t = 0) kennt:
S˜ (κ, s) = R (κ, s)S (κ, t = 0) . (5.51)
R (κ, s) ist weiterhin gegeben durch (5.47). Die spektrale Dichte ergibt sich dann, wie in
(3.15) gezeigt, aus
S (κ, ω) = S˜ (κ, ω) + S˜ †(κ, ω)
= R (κ, ω)S (κ, t = 0) + S T (−κ, t = 0)R T (−κ,−ω) , (5.52)
und eine Ru¨cktransformation in der Zeit liefert
S (κ, t) = R (κ, t)S (κ, t = 0) + S T (−κ, t = 0)R T (−κ,−t) . (5.53)
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5.3.2 Spektrale Dichte aus dem hydrodynamischen Spannungstensor
Im Gegensatz zur unendlich ausgedehnten und ruhenden Flu¨ssigkeit kann man im vorlie-
genden Fall die Anfangskorrelation S (κ, t = 0) aus Gleichung (5.33) nicht aus thermody-
namischen U¨berlegungen ableiten, da weder der Einfluss der Wa¨nde, noch derjenige des
Scherflusses auf die statische Suszeptibilita¨t bekannt sind. Mit der Annahme, dass auch
im Scherfluss lokales thermodynamisches Gleichgewicht herrscht, fordert man die Gu¨ltig-
keit des Fluktuations-Dissipations Theorems fu¨r die Fluktuationen des Spannungstensors,
womit die Fluktuationssta¨rke bekannt ist.3
Da vom stochastischen Spannungstensor nur die Korrelationen selbst bekannt sind, wird
die Projektion auf die Entwicklungsfunktionen ϕαn(y) vorerst auch nur formal durchge-
fu¨hrt. Die eigentliche Berechnung wird erst zur Ermittlung der Korrelation der Kra¨fte, also
nach Wahl der speziellen Entwicklungsfunktionen, wie zuvor in Kapitel 5.1.5 beschrieben,
ausgefu¨hrt.
Nach der zeitlichen Fouriertransformation der Gleichungen (5.29) werden die Fluktuatio-
nen der Felder durch die Gleichung
X(κ, ω) =
(− iωI + L (κ))−1F(κ, ω) (5.54)
bestimmt. Die daraus berechnete Korrelationsfunktion ergibt
〈X(κ, ω)XT (κ′, ω′)〉 = 〈( − iωI + L (κ))−1F(κ, ω)FT (ω′,κ′)(− iω′I + L (κ′))−T
= (2π)3
(− iωI + L (κ))−1K (κ)(iωI + L (−κ))−T δ(ω + ω′)δ(κ + κ′) ,
wobei die Eigenschaft 〈F(κ, ω)FT (ω′,κ′)〉 = (2π)3K (κ)δ(ω + ω′)δ(κ + κ′) aus Gleichung
(5.35) benutzt wurde. Ein Vergleich mit (5.42) liefert die spektralen Dichte
S (κ, ω) =
(− iωI + L (κ))−1K (κ)( − iωI + L (κ))−† . (5.55)
Symmetrisieren
Aus der in (5.44) abgeleiteten Eigenschaft von S (κ, ω) folgt, dass auch K (κ) selbstadjun-
giert sein muss:
K (κ) = K †(κ) (5.56)
3 Die Fluktuationen des Spannungstensors bestimmen die fluktuierende Kraft F und somit die Sta¨rke der
Dichte- und Geschwindigkeitsfluktuationen X. Es erweist sich wieder als praktisch F in seine longitudi-
nalen und transversalen Anteile zu zerlegen.
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Durch die spa¨ter im Abschnitt 5.4 durchgefu¨hrte Entwicklung nach einem speziellen Funk-
tionensystem geht diese Eigenschaft jedoch verloren, so dass hier eine symmetrisierte Fas-
sung der Kraft (wie es auch Beispielsweise in der Quantenstatistik [62, Kap. 4] u¨blich ist)
eingefu¨hrt wird, die eine korrekte Symmetrie garantiert:
K S(κ) =
1
2
(
K (κ) + K †(κ)
)
. (5.57)
Zeitdarstellung
Eine Ru¨cktransformation der spektralen Dichte (5.55) in der Zeit ergibt die Darstellung
durch folgendes Faltungsintegral
S (κ, t) =
∫ ∞
−∞
dτ e−L (κ)τΘ(τ)K S(κ)eL
†(κ)(t−τ)Θ(−(t− τ))
=
∫ ∞
max(0,t)
dτ e−L (κ)τK S(κ)eL
†(κ)(t−τ) .
Die Lo¨sung dieses Integrals wird im Anhang C.3 beschrieben, und ist gegeben durch
S (κ, t) = e−L (κ)tS (κ, t = 0)Θ(t) + S (κ, t = 0)eL
†(κ)tΘ(−t) . (5.58)
Zur exakten Berechnung der Zeitabha¨ngigkeit von S (κ, t) werden die Eigenwerte von L (κ)
beno¨tigt. Diese Matrix L (κ) kann, auch wenn nur wenige Entwicklungskoeffizienten be-
ru¨cksichtigt werden, sehr groß werden und besitzt außerdem viele nichtdiagonale Beitra¨ge.
Die Berechnung von Eigenwerten und Vektoren ist daher im Allgemeinen nicht analytisch
mo¨glich, wie es fu¨r eine exakte Lo¨sung bezu¨glich der Scherratenabha¨ngigkeit no¨tig wa¨re.
Das gleiche gilt fu¨r die Ru¨cktransformation in den Ortsraum.
Daher soll im Folgenden eine Entwicklung bis zur quadratischen Ordnung in g durchgefu¨hrt
werden. Hierzu wird der Opertor L (κ) in einen Anteil fu¨r die ruhende Flu¨ssigkeit A (κ)
und den durch die Stro¨mung verursachten und somit von der Scherrate g abha¨ngigen
Anteil gB (κ) zerlegt:
L (κ) = A (κ) + gB (κ) . (5.59)
Um die spektrale Dichte nach Gleichung (5.55) darzustellen, beno¨tigt man jetzt die zu(− iωI + L (κ)) inverse Matrix, welche mit Hilfe einer Dyson-Zerlegung wie folgt bis zur
zweiten Ordnung in g dargestellt werden kann:4(
− iωI + L (κ)
)−1
=
(− iωI + A (κ) + gB (κ))−1 (5.60)
=
[
I − g( − iωI + A (κ))−1)−1B (κ)
+ g2
((− iωI + A )−1B (κ))2 +O(g3)](− iωI + A (κ))−1 .
4 Die Zerlegung (5.63) kann man auch bis zu beliebiger Ordnung ν in g schreiben als:
`
− iωI + A (κ) + gB (κ)
´−1
=
∞X
ν=0
(−g)ν
h
B (κ, ω)
iν`
− iωI + A (κ)
´−1
.
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Die spektrale Dichte in einer deterministisch ruhenden Flu¨ssigkeit, S 0(κ), ergibt sich fu¨r
g = 0 und es gilt in diesem Fall nach (5.59) die Identita¨t L (κ) = A (κ). In Gleichung
(5.55) eingesetzt erha¨lt man
S 0(κ, ω) :=
(− iωI + A (κ))−1K S(κ)(− iωI + A (κ))−† . (5.61)
Fu¨hrt man außerdem den frequenzabha¨ngigen Operator
B (κ, ω) := (− iωI + A (κ))−1 B (κ) (5.62)
ein, so kann man (5.60) vereinfacht schreiben als(
− iωI + L (κ)
)−1
(5.63)
=
[
I − gB (κ, ω) + g2
(
B (κ, ω)
)2
+O(g3)
](− iωI + A (κ))−1
und nach Einsetzen in Gleichung (5.55) ist die stro¨mungsabha¨ngige spektrale Dichte ge-
geben durch5
S (κ, ω) =
[
I − gB (κ, ω) + g2
(
B (κ, ω)
)2
+O(g3)
]
S 0(κ, ω)×[
I − gB †(κ, ω) + g2
(
B †(κ, ω)
)2
+O(g3)
]
.
Mit S 0(κ) aus (5.61) und den Abku¨rzungen
S 1(κ, ω) = −
[
B (κ, ω)S 0(κ, ω) + S 0(κ, ω)B †(κ, ω)
]
, (5.64a)
S 2(κ, ω) =
[
B (κ, ω)S 0(κ, ω)B †(κ, ω)
+
(
B (κ, ω)
)2
S 0(κ, ω) + S 0(κ, ω)
(
B †(κ, ω)
)2]
(5.64b)
erha¨lt man schließlich die zu (4.41) analoge Darstellung
S (κ, ω) = S 0(κ, ω) + gS 1(κ, ω) + g
2 S 2(κ, ω) +O(g3) . (5.65)
5Im Fall beliebiger Ordnung in g ergibt sich fu¨r die spektrale Dichte
S (κ, ω) =
∞X
ν=0
∞X
µ=0
(−g)ν+µ
h
B (κ, ω)
iν
S 0(κ, ω)
h
B †(κ, ω)
iµ
.
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5.4 Haftende Randbedingungen und Inkompressibilita¨t
Das bisher allgemein gehaltene Schema wird in diesem Abschnitt fu¨r eine inkompressible
Flu¨ssigkeit mit einem System harmonischer Funktionen, welche die schlupffreien Randbe-
dingungen erfu¨llen, numerisch ausgewertet [64]. Im darauf folgenden Abschnitt 5.5 wird
kurz skizziert, wie die kompressiblen Beitra¨ge eingehen.
Liegt Inkompressibilita¨t vor, so reduzieren sich die relevanten Bewegungsgleichungen (4.3)
auf die drei Gleichungen fu¨r die transversalen Geschwindigkeitsfluktuationen und entspre-
chend muss von den Matrixoperatoren (5.8) - (5.10) nur die rechte untere 3 × 3-Matrix
beru¨cksichtigt werden.
Da die Funktionen bezu¨glich y nach Funktionensystemen entwickelt werden, liegt in die-
sem Abschnitt der Vektor r stets in der xz-Ebene, es gilt also r = (rx, 0, rz). Bei der
Geschwindigkeit v handelt es sich, falls nicht explizit angegeben, um den zuvor mit vt
gekennzeichneten transversalen Geschwindigkeitsbeitrag.
5.4.1 Funktionensystem
Schlupffreie Randbedingungen
Es wird nun ein einfaches System mit harmonischen Funktionen ϕαn(y) gewa¨hlt, das die
schlupffreien Randbedingungen v
(± d2) = 0 erfu¨llt und die folgende Rechnung u¨berschau-
bar ha¨lt:
ϕ−k(y) =
√
2
d
cos(K−k y) mit K−k =
(2k − 1)π
d
, (5.66a)
ϕ∼k(y) =
√
2
d
sin(K∼k y) mit K∼k =
2kπ
d
. (5.66b)
Bezu¨glich des Skalarproduktes in Gleichung (5.15) sind diese harmonischen Basisfunktio-
nen zueinander orthogonal:
〈ϕαn(y), ϕβl(y)〉d = δnlδαβ . (5.67)
Die Geschwindigkeiten haben in dem so gewa¨hlten System die Darstellung
v(r, y, t) =
√
2
d
∑
n
v−n(r, t) cos(K−ny) + v∼n(r, t) sin(K∼ny) (5.68)
und erfu¨llen nach Konstruktion immer die Randbedingung v
(
r, y = ±d2 , t
)
= 0. Die erste
und dritte symmetrische und die erste antisymmetrische Entwicklungsfunktionen sind in
der Abbildung 5.2 dargestellt und werden dort mit den Chandrasekhar-Funktionen [63]
im Falle inkompressibler Flu¨ssigkeiten verglichen.
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Abb. 5.2: In der linken Abbildung ist je die erste symmetrische und antisymmetrische Entwick-
lungsfunktion ϕ−1(y) (schwarze, durchgezogenen Linie) beziehungsweise ϕ∼1(y) (rote,
durchgezogenen Linie) im Vergleich zu den entsprechenden Chandrasekhar-Funktionen
[63] (gestrichelte Linien) dargestellt. Es ist zu erkennen, dass die Chandrasekhar-
Funktionen fu¨r die niedrigste Modenzahl im Zentrum (absolut) gro¨ßere Werte und
am Rand kleinere Werte annehmen. Im rechten Bild handelt es sich um die dritte
symmetrische Mode ϕ−3(y) (durchgezogenen Linie) im Vergleich zur entsprechenden
Chandrasekhar-Funktion (gestrichelte Linien). Hier ist zu erkennen, dass schon mit
der dritten Mode zwischen den Entwicklungsfunktionen ϕ(y) und den Chandrasekhar-
Funktionen im Zentrum kaum mehr ein Unterschied besteht [65].
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Inkompressibilita¨t
Da die Geschwindigkeitskomponenten parallel zu denWa¨nden, vx und vz, fu¨r feste Randbe-
dingungen an der Oberfla¨che verschwinden, fu¨hrt die angenommene Translationsinvarianz
in x und z Richtung dazu, dass deren partiellen Ableitungen ∂xvx = ∂zvz = 0 ebenfalls
an den Wa¨nden bei y = ±d2 verschwinden. In diesem Fall liefert die Inkompressibilita¨tsbe-
dingungen ∇·v = 0 noch folgende zusa¨tzliche Randbedingung: ∂yvy = 0. Diese letzte Be-
dingung wird durch den hier verwendeten Funktionensatz (5.66) nicht mehr exakt erfu¨llt.
Mit der Entwicklung der vy-Komponenente nach sogenannten Chandrasekhar-Funktionen
6
[63] wa¨re diese Randbedingung ebenfalls erfu¨llbar, aber die komplexen Rechnungen wa¨ren
auch mit Computeralgebra noch wesentlich schwieriger.
Die Darstellung der Ableitung ∂yvy(r, y, t) ist zusammen mit (5.68) gerade gleich
∂yvy(r, y, t) =
√
2
d
∑
n
−vy,−n(r, y, t)K−n sin(K−ny) + vy,∼n(r, y, t)K∼n cos(K∼ny) ,
und mit den Randwerten sin
( ± d2K−n) = ∓(−1)n und cos ( ± d2K∼n) = (−1)n folgt
damit
∂yvy(r, y = ±d
2
) =
√
2
d
∑
n
(−1)n
(
± vy,−n(r, y, t)K−n + vy,∼n(r, y, t)K∼n
)
.
Die Wahl vy,∼n(r, y, t) =
K−n
K∼n vy,−n(r, y, t) wu¨rde also die Rand- und Inkompressibilita¨ts-
bedingung an der Wand bei y = −d2 erfu¨llen, jedoch gerade nicht jene an der gegen-
u¨berliegenden Wand, bei y = +d2 . Das durch die Gleichungen (5.66) gewa¨hlte Funktio-
nensystems verhindert also, dass die Inkompressibilita¨tsbedingung gleichzeitig an beiden
Wa¨nden erfu¨llt werden kann und lo¨st das Randwertproblem somit nur na¨herungsweise.
Fu¨r die qualitativen Trends der Resultate in dieser Arbeit ist dies nicht entscheidend,
die Kopplungseffekte von symmetrischen und antisymmetrischen Funktionen sind hierbei
zentraler.
6Wa¨hlt man die Chadrasekhar-Funktionen fu¨r die Entwicklung der y-Komponente der Geschwindigkeit,
vy(y), so verschwindet auch die erste Ableitung von vy nach y am Rand, und die Inkompressibilita¨t
kann u¨berall erfu¨llt werden. Die Chandrasekhar-Funktionen lauten, falls sich die Wa¨nde an den Stellen
± 1
2
befinden:
c−n(y) = cosh(λny)/ cosh
„
λn
2
«
− cos(λny)/ cos
„
λn
2
«
,
c∼n(y) = sinh(λny)/ sinh
„
λn
2
«
− sin(λny)/ sin
„
λn
2
«
,
wobei sich die λn aus der Bedingung c−n(y = ±1/2) = c∼n(y = ±1/2) = 0 und ddy c−n(y = ±1/2) =
d
dy
c∼n(y = ±1/2) = 0 bestimmen lassen.
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5.4.2 Bewegungsgleichungen fu¨r die transversalen Geschwindigkeiten
Die Bewegungsgleichungen fu¨r die transversalen Geschwindigkeitsfluktuationen in Glei-
chung (5.12), zusammen mit den rechten, unteren 3 × 3-Untermatrizen der Matrixopera-
toren in den Gleichungen (5.8)-(5.10), werden jetzt, wie in Abschnitt 5.1.4 beschrieben,
durch das Funktionensystem (5.66) in ein System gewo¨hnlicher Differentialgleichungen
erster Ordnung in der Zeit fu¨r die Entwicklungskoeffizienten transformiert.
Mit Hilfe der im Anhang E.2 eingefu¨hrten Koeffizienten und den Definitionen in den
Gleichungen (5.30) erha¨lt man fu¨r das jetzt gewa¨hlte Funktionensystem eine Darstellung
der Matrix L (κ) = A (κ) + gB (κ). Fu¨r die Matrix A (κ), welche die Fluktuationen in
einer im Mittel ruhenden Flu¨ssigkeit beschreibt, gilt
A (αn)(βl) = νM
2
αnδαβδnlI (5.69)
mit der 3 × 3 Einheitsmatrix I und dem Quadrat der Wellenzahl M2αn = κ2 + K2αn. Sie
ist die diskrete Variante der in der analytischen Rechnung im Abschnitt 4.2 unter (4.9)
eingefu¨hrten Matrix A (k) und besitzt die gleiche Struktur. Die Matrix B (κ), welche die
Stro¨mungsabha¨ngigkeit des Operators L (κ) und damit der Bewegungsgleichungen fu¨r die
Fluktuationen (5.29) beschreibt, ist gegeben durch die drei Untermatrizen
B (αn)(αl) = δnl


0
(
1− 2 κ2x
M2αn
)
0
0 0 0
0 −2κxκz
M2αn
0

 , (5.70a)
B (−n)(∼l) =
8
d
(−1)n+liκx K−nK∼l
(K2−n −K2∼l)2


1 0 0
0
M2∼l
M2−n
0
0 0 1

 , (5.70b)
B (∼n)(−l) =
8
d
(−1)n+liκx K∼nK−l
(K2∼n −K2−l)2


1 0 0
0
M2−l
M2∼n
0
0 0 1

 , (5.70c)
die, wie in Abschnitt 5.1.5 beschrieben, zu einer Matrix B zusammengesetzt werden. Ein
Vergleich mit der Matrix B , die in der analytischen Rechung durch Gleichung (4.10)
definiert wurde, zeigt, dass die Untermatrizen (5.70a) strukturell mit B u¨bereinstimmen.
Die in den Koordinaten diagonalen Anteile (5.70b) und (5.70c) wurden hingegen in der
analytischen Rechnung in Abschnitt 4.2 im Rahmen einer Na¨herung vernachla¨ssigt. Sie
koppeln die symmetrischen und antisymmetrischen Entwicklungskoeffizienten.
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Darstellung der Korrelationsmatrix
Die Korrelationsmatrix S (y, y′) der Geschwindigkeitsfluktuationen la¨sst sich mit Hilfe der
allgemeinen Gleichung (5.33) durch die Matrix der Entwicklungskoeffizienten S (y, y′) aus-
dru¨cken. Mit dem speziellen Funktionensystem aus den Gleichungen (5.66) gilt
S (y, y′) =
2
d
∑
n,m
(
S (−n)(−m) cos(K−n y) cos(K−m y′) + S (∼n)(∼m) sin(K∼n y) sin(K∼m y′)
+ S (−n)(∼m) cos(K−n y) sin(K∼m y′) + S (∼n)(−m) sin(K∼n y) cos(K−m y′)
)
. (5.71)
Fu¨r den Spezialfall y = y′ = 0 verschwindet der Sinus und es bleibt von Gleichung (5.71)
einzig die Summe u¨ber alle symmetrischen Moden,
S (y = 0, y′ = 0) =
2
d
∑
n,m
S (−n)(−m) . (5.72)
Da die Darstellungen (5.71) und (5.72) unabha¨ngig von den weiteren Funktionsparametern
sind, wurden diese hier vernachla¨ssigt
Korrelation der Kra¨fte
Die Berechnung der Kraftkorrelationen ist im Anhang D zu finden. Die symmetrisierte Ver-
sion der Kraftkorrelation K S(κ) erha¨lt man aus den Komponenten der in Abschnitt E.2.1
angegebenen Matrizen K (κ) mit Hilfe der Gleichung (5.57):
KS,(αni)(βmj)(κ) =
1
2
(
K(αni)(βmj)(κ) + K
∗
(βmj)(αni)(κ)
)
. (5.73)
Die einzelnen Untermatrizen fu¨r den inkompressiblen Fall sind im Folgenden aufgelistet:
KS,(αn)(αm)(κ) = 2Q
2νδnm


(M2−n − κ2x) 0 −κxκz
0 κ2 0
−κxκz 0 (M2−n − κ2z)

 ,
KS,(−n)(∼m)(κ) = −
4
d
Q2ν(−1)n+mK−nK∼m
(M2−n +M2∼m)
M2−nM2∼m


0 iκx 0
iκx 0 iκz
0 iκz 0

 ,
KS,(∼n)(−m)(κ) =
4
d
Q2ν(−1)n+mK∼nK−m
(M2∼n +M2−m)
M2∼nM2−m


0 iκx 0
iκx 0 iκz
0 iκz 0

 . (5.74)
Hiermit ko¨nnen die Korrelationen der Entwicklungskoeffizienten der Geschwindigkeitsf-
luktuationen aus den Beziehungen (5.61) - (5.65) im Wellenzahlraum bis zur gewu¨nschten
Ordnung in der Scherrate g ermittelt werden.
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5.4.3 Mittelwert u¨ber ein Zylindervolumen
Um ein Maß fu¨r die stochastischen Kra¨fte, die auf ein suspendiertes Teilchen wirken, zu
erhalten, soll jetzt analog zu der analytischen Rechnung die Mittelung der Fluktuationen
u¨ber ein kleines Volumen betrachtet werden. Da die numerischen Berechnungen in Zylin-
derkoordinaten durchgefu¨hrt werden, bietet es sich an, den Mittelwert in einem Zylinder-
volumen anstatt in einem Kugelvolumen zu berechnen. Man betrachte einen Zylinder mit
dem Mittelpunkt r0 an der y-Position y0, der sich mit der Ho¨he h zwischen y0± h2 erstreckt
und den Radius a hat. Die kreisfo¨rmige Grundfla¨che des Zylinders ist demnach Az = πa
2
und sein Volumen VZ = VZ(a, h) = πa
2h. Die mittlere Fluktuation [X(r0, y0, t)]VZ(a,h) in
diesem Zylindervolumen ergibt sich aus der Darstellung fu¨r die Fluktuation X(r0, y0, t)
aus Gleichung (5.24) zum Zeitpunkt t wie folgt:
[X(r0, y0, t)]VZ(a,h) :=
1
VZ
∫
VZ
dydrX(r0 + r, y0 + y, t)
=
1
Azh
∫
AZ
dr
∫ h
2
−h
2
dy
∑
α,n
ϕαn(y0 + y)X(αn)(r0 + r, t)
=
∑
α,n
1
h
∫ h
2
−h
2
dy ϕαn(y0 + y)
1
AZ
∫
AZ
dr X(αn)(r0 + r, t) .
Separiert man die Mittelung u¨ber die Entwicklungsfunktionen ϕαn(y),
7
[ϕαn(y0)]h =
1
h
∫ h/2
−h/2
dy ϕαn(y + y0) , (5.75)
von derjenigen u¨ber die Grundfla¨che des Zylinders,[
X(αn)(r0)
]
AZ
=
1
AZ
∫
AZ
drX(αn)(r0 + r, t) , (5.76)
so la¨sst sich die gesamte Mittelung auch wie folgt darstellen:
[X(r0, y0, t)]VZ =
∑
α,n
[ϕαn(y0)]h
[
X(αn)(r0)
]
AZ
. (5.77)
Zur Berechnung des Fla¨chenmittels [Xαn(r0)]AZ kann man die Fourierdarstellung von
Xαn(r0 + r, t) einsetzen:[
X(αn)(r0, t)
]
AZ
=
1
AZ
∫
AZ
drX(αn)(r0 + r, t)
=
1
AZ
∫
AZ
dr
∫
dκ
(2π)2
X(αn)(κ, t)e
iκ(r0+r) . (5.78)
7 Explizit gilt:
[ϕ−n(y0)]h =
2
h
sin(K−n h2 )
K−n
ϕ−n(y0) , [ϕ∼n(y0)]h =
2
h
sin(K∼n h2 )
K∼n
ϕ∼n(y0) .
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Verschiebt man die Integration u¨ber den ebenen Ortsvektor r unter das Integral u¨ber den
Wellenzahlvektor κ, so ergibt sich mit∫ 2π
0
dθ
∫ a
0
drreiκr cos(θ) = 2A
J1(aκ)
aκ
(5.79)
fu¨r die u¨ber die Fla¨che AZ gemittelten Entwicklungskoeffizienten Xαn(r0, t) die Darstel-
lung
[
X(αn)(r0, t)
]
AZ
= 2
∫
dκ
(2π)2
X(αn)(κ, t)
J1(aκ)
aκ
eiκr0 , (5.80)
wobei Jn(r) die Besselfunktionen erster Gattung beschreiben [66] und κ = |κ| gilt.
Die Korrelation der u¨ber das Volumen gemittelten und damit im Volumen kollektiv statt-
findenden Fluktuationen X(r0, y0, t) am selben Ort r0 folgt dann aus
[[S (y0, t)]]VZ := 〈[X(r0, y0, t)]VZ [X(r0, y0, 0)]VZ 〉
=
∑
α,n
∑
β,m
[ϕαn(y0)]h [ϕβm(y0)]h 〈
[
X(αn)(r0, t)
]
AZ
[
X(βm)(r0, 0)
]
AZ
〉
=
∑
α,n
∑
β,m
[ϕαn(y0)]h [ϕβm(y0)]h
[[
S (αn)(βm)(t)
]]
AZ
, (5.81)
wobei sich die Mittelwerte der Korrelationskoeffizienten u¨ber die Kreisfla¨che AZ , unter
Ausnutzung von (5.80), wie folgt durch ihre Fouriertransformationen darstellen lassen:[[
S (αn)(βm)(t)
]]
AZ
:= 〈[X(αn)(r0, t)]AZ [X(βm)(r0, 0)]AZ 〉
= 4
∫
dκ
(2π)2
∫
dκ′
(2π)2
〈X(αn)(κ, t)X(βm)(κ′, 0)〉
J1(aκ)J1(aκ
′)
a2κκ′
ei(κ+κ
′)r0
= 4
∫
dκ
(2π)2
∫
dκ′ S (αn)(βm)(κ, t)δ(κ + κ′)
J1(aκ)J1(aκ
′)
a2κκ′
ei(κ+κ
′)r0
= 4
∫
dκ
(2π)2
S (αn)(βm)(κ, t)
J21 (aκ)
(aκ)2
. (5.82)
In Zylinderkoordinaten mit dem Aziumutalwinkel ϑ nimmt der letzte Ausdruck die Form
[[
S (αn)(βm)(t)
]]
AZ
=
4
a2
∫ ∞
0
d(aκ)
2π
(aκ)
∫ 2π
0
dϑ
2π
S (αn)(βm)(κ, ϑ, t)
J21 (aκ)
(aκ)2
(5.83)
an und man erha¨lt nach der Substitution κ = qa insgesamt die Darstellung
[[
S (αn)(βm)(t)
]]
AZ
=
2
AZ
∫ ∞
0
dq
∫ 2π
0
dϑ
2π
S (αn)(βm)
(
q
a
, ϑ, t
)
J21 (q)
q
. (5.84)
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5.4.4 Ruhende Flu¨ssigkeit
Der stro¨mungsfreie Anteil der spektralen Dichte aus Gleichung (5.65) ergibt sich fu¨r g = 0.
Aus Gleichung (5.61) erha¨lt man damit
S 0(κ, ω) =
(− iωI + A (κ))−1K S(κ)(− iωI + A (κ))−† . (5.85)
Eine Ru¨cktransformation in der Zeit liefert mit Hilfe von (C.16) das Faltungsintegral
S 0(κ, t) =
∫ ∞
max(0,t)
dτ e−A (κ)τK S(κ)eA
†(κ)(t−τ) . (5.86)
Da die Matrix A (κ) Diagonalgestalt mit positiven Elementen hat und außerdem rein reell
ist, la¨sst sich die Integration der einzelnen Matrixelemente wie folgt durchfu¨hren:8
S0,νµ(κ, t) =
∫ ∞
max(0,t)
dτ e−Aνν(κ)τKS,νµ(κ)eAµµ(κ)(t−τ)
=
∫ ∞
max(0,t)
dτ e−(Aνν(κ)+Aµµ(κ))τKS,νµ(κ)eAµµ(κ)t
= −e−Aνν(κ)max(0,t) KS,νµ(κ)−(Aνν(κ) + Aµµ(κ))e
Aµµ(κ)(t−max(0,t))
= Θ(t)
e−Aνν(κ)tKS,νµ(κ)
(Aνν(κ) + Aµµ(κ))
+ Θ(−t) KS,νµ(κ)e
Aµµ(κ)t
(Aνν(κ) + Aµµ(κ))
. (5.87)
Fu¨r die statische Korrelation (t = 0) folgt:9
S 0,νµ(κ, t = 0) =
KS,νµ(κ)
(Aνν(κ) + Aµµ(κ))
, (5.89)
womit sich die zeitabha¨ngige Lo¨sung auch auf die folgende Form bringen la¨sst:
S 0(κ, t) = Θ(t)e
−A(κ)tS 0(κ, t = 0) +Θ(−t)S 0(κ, t = 0)eA(κ)t . (5.90)
Dieser Ausdruck stimmt formal mit demjenigen aus (5.53) u¨berein, wobei die Relaxations-
funktion durch R (κ, t) = Θ(t)e−A(κ)t gegeben ist.
8 Die Matrixelemente ν und µ lassen sich wie in der Gleichung (5.23) gezeigt aus der Triple-Darstellung
(αni) bestimmen.
9 Wenn die Kompressibilita¨t der Flu¨ssigkeit im Abschnitt 5.5 mit beru¨cksichtigt wird, ist A weder diagonal
noch rein reell und dieser Ausdruck wird mit einem im Anhang C.3 hergeleiteten vierstufigen Tensor
T AA
†
wie folgt dargestellt:
S 0(κ, t = 0) = −T
AA†
e KS(κ) . (5.88)
Da auch dort die Korrelationen der transversalen Komponenten untereinander nicht von den longitudi-
nalen beeinflusst werden, stimmen hierfu¨r die Ergebnisse in diesem Kapitel mit denjenigen dort u¨berein,
und die Darstellung durch den Tensor T ist fu¨r die transversalen Fluktuationen nur eine Abku¨rzung
fu¨r den Ausdruck (5.89).
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Abb. 5.3: Die Elemente S0;(11x)(11x)(κ, t) und S0,(11y)(11y)(κ, t) der Matrix der Entwicklungs-
koeffizienten S 0(κ, t) aus Gleichung (5.90) sind als Funktion der Zeit fu¨r ein festes
κ = π/d gezeigt. In die Gleichung (5.72) eingesetzt entspricht dies den Autokorrelatio-
nen S0;xx(κ, y = y
′ = 0, t) und S0;yy(κ, y = y
′ = 0, t), falls in der Entwicklung nur eine
einzige Mode (N = 1) beru¨cksichtigt wird.
Zeitabha¨ngigkeit der Korrelationsfunktion
Die Korrelation fa¨llt demnach, wie in Abbildung 5.3 dargestellt, exponentiell mit der Zeit
ab. Die Relaxationszeit τ = 1ν(κ2+K2αn)
, wa¨chst also mit zunehmender Wellenla¨nge an.
Dies entspricht den Betrachtungen aus Abschnitt 3.2.2 fu¨r eine hydrodynamische Mode.
Da im Gegensatz zur unendlich ausgedehnten Flu¨ssigkeit das Betragsquadrat der Gesamt-
wellenzahl wegen K2αn > 0 nie gleich Null werden kann, M
2
αn = κ
2
x +K
2
αn + κ
2
z > 0, gibt
es keinen Korrelationsbeitrag, der, vergleichbar mit dem Fall k → 0 im unendlich aus-
gedehnten Gefa¨ß, unendlich lange existiert. Den kleinst mo¨glichen Wert fu¨r M2αn erha¨lt
man fu¨r κ = 0 und K−1 = π/d, so dass S 0,(−1)(−1)(κ = 0, t = 0) mit der Relaxations-
zeit τmax =
1
νK2−1
= d
2
νπ2 am la¨ngsten besteht. Die endliche Relaxationszeit ist also eine
Eigenschaft der endlichen Systemgro¨ße.
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Statische Korrelation
Die statische Korrelationsmatrix S 0(κ, t = 0) fu¨r die Entwicklungskoeffizienten hat die
folgende schematische Struktur:


· · · · · ·
...
. . .
...
· · · · · ·
...
...
. . .


. (5.91)
Die einzelnen durch die farbigen Ka¨stchen repra¨sentierten Untermatrizen sind im Folgen-
den aufgelistet:
=


0 0 0
0 0 0
0 0 0

 , (5.92)
= S 0;(−n)(−m)(t = 0)
=
Q2
M2−n
δnm


(M2−n − κ2x) 0 −κxκz
0 (M2−n −K2−n) 0
−κxκz 0 (M2−n − κ2z)

 , (5.93)
= S 0;(∼n)(∼m)(t = 0)
=
Q2
M2∼n
δnm


(M2∼n − κ2x) 0 −κxκz
0 (M2∼n −K2∼n) 0
−κxκz 0 (M2∼n − κ2z)

 , (5.94)
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= S 0;(−n)(∼m)(t = 0)
= −4
d
Q2i(−1)n+m K−nK∼m
M2−nM2∼m


0 κx 0
κx 0 κz
0 κz 0

 , (5.95)
= S 0;(∼n)(−m)(t = 0)
=
4
d
Q2i(−1)n+m K−mK∼n
M2−mM2∼n


0 κx 0
κx 0 κz
0 κz 0

 . (5.96)
Die Diagonalblo¨cke von S 0(κ, t = 0) sind symmetrisch in den Komponenten des Wellen-
zahlvektors κ und der Entwicklungsmode Kαn, wa¨hrend die nichtdiagonalen Blockmatri-
zen antisymmetisch sind. Die Struktur gleicht insgesamt derjenigen fu¨r die Korrelations-
matrix einer unendlich ausgedehnten Flu¨ssigkeit (3.33). Die imagina¨ren Beitra¨ge in (5.95)
und (5.96) treten auf, weil in der zu den Platten senkrechten y-Richtung die Darstellung
durch Sinus und Cosinus gewa¨hlt wurde, wa¨hrend in den beiden anderen Richtungen die
Fourierdarstellung durch die e-Funktion benutzt wurde. Ersetzt man hingegen die Sinus-
Funktion durch sin(x) = 12i
(
eix − e−ix), so ku¨rzt sich die imagina¨re Einheit i weg.
Energiedichte
Neben den Korrelationen der verschiedenen Geschwindigkeiten untereinander ist es inter-
essant, die Summe
∑
i〈v2i 〉 zu betrachten, da sie proportional zur spezifischen Energie ist,
wie es auch schon in Abschnitt 3.40 besprochen wurde. Definiert man die Entwicklungs-
koeffizienten der spezifischen Energie als
e(αn)(βm)(κ) :=
1
2
∑
i
S0,(αni)(βmi)(κ, t = 0) = Q
2δαβδnm , (5.97)
so erha¨lt man nach einer Ru¨cktransformation in x- und z-Richtung
e(αn)(βm)(r) = Q
2δ(r)δαβδnm . (5.98)
Da dieser Ausdruck fu¨r beliebige n und α konstant ist, entspricht die hierraus resultierende
Funktion, nachdem man sie u¨ber die Basisfunktionen aufsummiert hat, einer Darstellung
von δ(y − y′) im Raum eben dieser Basisfunktionen.10 Man kann somit die entdimensio-
10 Es gilt fu¨r die Projektion von δ(y − y′) auf die Basisfunktionen ϕαn(y) und ϕβm(y′):
Z d/2
−d/2
dy ϕαn(y)
Z d/2
−d/2
dy′ ϕβm(y
′)δ(y − y′) =
Z d/2
−d/2
dy ϕαn(y)ϕβm(y) = δαβδnm
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nalisierte, lokale spezifische Energie der Fluktuationen insgesamt in der Form
e(r, y, y0) = Q
2δ(r)
2
d
∑
n
cos(K−ny) cos(K−ny0) + sin(K∼ny) sin(K∼ny0)
= Q2δ(r)δϕ(y − y0) (5.99)
schreiben, wobei δϕ(y − y0) stellvertretend fu¨r die Darstellung von δ(y − y0) im Funktio-
nenraum steht:
δϕ(y − y0) :=
∑
n
ϕ−n(y)ϕ−n(y0) + ϕ∼n(y)ϕ∼n(y0) . (5.100)
Abb. 5.4: Das Integral
∫ h/2
−h/2 dyδϕ(y − y0) von der Darstellung δϕ(y − y0) aus Gleichung (5.100),
aufgetragen als Funktion von y0 u¨ber den gesamten Kanalquerschnitt h = d = 2.0
(durchgezogenen Linie), fu¨r h = 0.2 (gepunktete Linie) mit N = 1000 und fu¨r h = d =
2.0 mit Hilfe von Chadrasekhar-Polynomen [65] (gestrichpunktete Linie) mit N = 400
Moden. Die einzelnen Kurven wurden so normiert, dass das Integral hieru¨ber gerade
gleich dem Plattenabstand d = 2.0 wird.
Wie δϕ(y − y0) tatsa¨chlich durch das Funktionensystem dargestellt wird, ist in der Ab-
bildung 5.4 anhand des Integrals
∫ d
2
− d
2
dyδϕ(y − y0) als Funktion von y0 gezeigt. In der
Na¨he der Wa¨nde fa¨llt das Integral wie gewu¨nscht gegen Null ab. Im Kanalzentrum ist der
Wert entsprechend gro¨ßer als Eins, so dass eine weitere Integration u¨ber y0 von −d2 bis
d
2 gerade gleich d wird.
11 Die zweifache Mittelung der spezifischen Energie e(r, y, y0) u¨ber
den ganzen Raum vom Volumen V liefert also Q
2
V und entspricht damit dem Wert, den
man fu¨r ein unendlich ausgedehntes Gefa¨ß in Abschnitt 3.40 erhalten hat.
11Integriert man die Gleichung (5.100) sowohl u¨ber y als auch u¨ber y0 u¨ber den gesamten Kanalquerschnitt
d, so erha¨lt man eine unendliche Reihe mit der Lo¨sung
d
8
π2
∞X
n=1
1
(2n− 1)2
= d . (5.101)
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Direkte Ortsabha¨ngigkeit
Die statische Korrelationsmatrix S 0(r, t = 0) in Abha¨ngigkeit des in der xz-Ebene gelege-
nen Abstandsvektors r erha¨lt man nach einer Ru¨cktransformation der Matrix S 0(κ, t = 0)
aus Gleichung (5.91):
S 0(r, t = 0) =
∫ ∞
−∞
dκ
(2π)2
S 0(κ, t = 0)e
iκ·r . (5.102)
Wie im Anhang F gezeigt, fu¨hrt die Ru¨cktransformation in den zwei Dimensionen auf
verschiedene Besselfunktionen. Die Berechnung der Transformation wurde durch das
Software-Paket Waterloo Maple [67] unterstu¨tzt durchgefu¨hrt. Hierzu wurde in (5.102)
das Integral u¨ber κ durch ein Integral in ebenen Polarkoordinaten ersetzt und die Kompo-
nenten von κ, wie im Anhang F gezeigt, durch den Einheitsvektor rˆ = r|r| in Richtungen
des Ortsvektors ausgedru¨ckt. Nach einer Integration u¨ber die Richtungen von κ ergeben
sich die Besselfunktionen. Eine anschließende Partialbruchzerlegung des Integranden be-
zu¨glich des Betrages κ = |κ| fu¨hrt auf eine Summe aus Integralen, die durch die in (F.18)
definierten Funktionen fν,n(K, r) und gν,n(K, r) abgeku¨rzt werden und deren Lo¨sungen in
den Tabellen F.2 und F.3 aufgelistet sind.
Es macht hier Sinn, als charakteristische La¨nge den halben Wandabstand L = dˇ2 zu wa¨hlen,
so dass fu¨r den entdimensionalisierten Wandabstand d = 2 gilt. Fu¨r die ruhende Flu¨ssigkeit
ergibt sich zusammen mit der in (F.15) definierten Funktion δ˜(r) fu¨r die Korrelation der
Entwicklungskoeffizienten insgesamt
S 0;(αn)(αm)(r) = Q
2δnm
{(
I − rˆrˆ)δ˜(r) + (rˆrˆ− eˆyeˆy)K2αn g01(Kαn, r)) (5.103a)
− 1
r
(
I − eˆy eˆy − 2rˆrˆ
)(
f10(Kαn, r)−K2αn f11(Kαn, r)
)}
und
S 0;(−n)(∼m)(r) = Q2(−1)(n+m)
K−nK∼m
(K2−n −K2∼m)
× (5.103b)
(
K2−n f11(K−n, r)−K2∼m f11(K∼m, r)
)
0 rˆx 0
rˆx 0 rˆz
0 rˆz 0

 ,
S 0;(∼n)(−m)(r) = −Q2(−1)(n+m)
K∼nK−m
(K2∼n −K2−m)
× (5.103c)
(
K2∼n f11(K∼n, r)−K2−m f11(K−m, r)
)
0 rˆx 0
rˆx 0 rˆz
0 rˆz 0

 .
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Hierbei ist rˆ = r|r| der sich in der xz-Ebene befindliche Einheitsvektor in Richtung
des Ortsvektors r und die Funktionen fij sind in der Tabelle F.2 aufgelistet. Die Ent-
wicklungskoeffizienten (5.103) haben offensichtlich die Eigenschaft, dass S 0;(−n)(∼m)(r) =
S
†
0;(∼m)(−n)(−r) = −S 0;(∼m)(−n)(r) gilt. Die vollsta¨ndige Lo¨sung fu¨r die Korrelation der
Geschwindigkeitsfluktuationen im Ortsraum erha¨lt man mit Hilfe der Gleichung (5.71) wie
folgt:
S 0;ij(r, y, y
′, t = 0) =
2
d
∑
n
(
S 0;(−n)(−n)(r) cos(K−ny) cos(K−ny′) + S 0;(∼n)(∼n)(r) sin(K∼ny) sin(K∼ny′)
)
+
2
d
∑
n,m
S 0;(−n)(∼m)(r)
(
cos(K−ny) sin(K∼ny′)− cos(K−ny′) sin(K∼ny)
)
. (5.104)
An der gleichen y-Position, y = y′, verschwindet die hintere Summe. Die Lo¨sung divergiert
fu¨r r → 0, beha¨lt jedoch weiterhin ihre Richtungsabha¨ngigkeit.
Unter der Annahme einer δ(r)-korrelierten Lo¨sung wa¨re die Fluktuationssta¨rke durch den
Vorfaktor der δ-Funktion gegeben. Diesen Vorfaktor erha¨lt man durch Integration u¨ber
den gesamten Raum. Die Ortsabha¨ngigkeit ist hier aber komplizierter, so dass zur Cha-
rakterisierung der Fluktuationssta¨rke der zuvor in Abschnitt 5.4.3 eingefu¨hrte Mittelwert
u¨ber ein Zylindervolumen benutzt wird. Diesen erha¨lt man durch zweifache Integration
des Ortsvektors, sowohl u¨ber r als auch u¨ber r′. Die Herleitung lehnt sich an diejenige der
statischen Korrelation in der Referenz [59] an.
Einfluss auf ein Testteilchen
Im Folgenden wird die Korrelation der u¨ber ein Zylindervolumen gemittelten Geschwin-
digkeitsfluktuationen, wie es in Abschnitt 5.4.3 mit der Gleichung (5.84) eingefu¨hrt wurde,
bestimmt. Als charakteristische La¨nge bietet sich jetzt der Zylinderradius L = aˇ an, wo-
durch die dimensionslosen La¨ngen a = 1 und d = dˇaˇ sind. In den Berechungen wird, wenn
nicht explizit angegeben, die Zylinderho¨he gleich seinem Durchmesser gewa¨hlt, h = 2. Die
u¨ber die Fla¨che gemittelten und von Null verschiedenen Koeffizienten der Korrelations-
matrix sind dann gegeben durch[[
S0;(αnx)(βmx)(t = 0)
]]
AZ
=
[[
S0;(αnz)(βmz)(t = 0)
]]
AZ
=
Q2
AZ
δαβδnm
(
1−K1(Kαn)I1(Kαn)
)
, (5.105a)
[[
S0;(αny)(βmy)(t = 0)
]]
AZ
= 2
Q2
AZ
δαβδnmK1(Kαn)I1(Kαn) . (5.105b)
Hierbei sind Kn(x) und In(x) die“Modifizierten Besselfunktionen” [66]. Diese sind nicht zu
verwechseln mit denKαn, die weiterhin den in (5.66) definierten Wellenzahlen entsprechen.
Da das System bezu¨glich der zu den Wa¨nden parallelen xz-Ebene rotationssymmetrisch
ist, liegt in dieser Ebene Isotropie vor und die beiden Beitra¨ge (5.105a) sind gleich groß.
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Die Korrelation in y-Richtung (5.105b) ist davon hingegen verschieden. Wie zu erwarten,
bleibt die der spezifischen Energie proportionale Summe u¨ber alle Beitra¨ge aus (5.105)
unabha¨ngig von d und konstant.
Mit (5.105) ergibt sich nach Gleichung (5.81) die Gesamtlo¨sung fu¨r die statische Korrela-
tion zu
[[S 0(y0, t)]]VZ :=
∑
α
∞∑
n=1
[ϕαn(y0)]h [ϕβm(y0)]h
[[
S 0;(αn)(αn)(t)
]]
AZ
. (5.106)
Setzt man alle Funktionen ein, so kann man den Vorfaktor
Q2
VZ
=
kBT
ρˇ02πaˇ3
1
U2
(5.107)
abspalten, der fu¨r ein festes aˇ und mit der Wahl h = 2 fu¨r die Zylinderho¨he eine Konstante
ist. Die Gleichung (5.106) ha¨ngt somit u¨ber die Wellenzahlen K−n und K∼n aus (5.66)
nur noch vom relativen Abstand d = dˇaˇ ab.
La¨sst man die Systemgro¨ße d jetzt gegen Unendlich gehen, so wu¨rde man erwarten, dass
man ungefa¨hr zu dem Ergebnis aus der analytischen Rechnung 3.37 gelangt und fu¨r jede
Richtung den gleich großen Wert 23
Q2
VK
erha¨lt. In den einzelnen durch (5.105) gegebenen
Summanden von (5.106) verschwindet im Grenzfall d → ∞ jedoch das Argument der
Besselfunktion, welches am Beispiel der symmetrischen Mode durch Ka−n = (2n − 1)π/d
gegeben ist, und mit ihm die Besselfunktionen selbst. Fu¨r eine endliche Summe wa¨re im
betrachteten Grenzfall die Autokorrelation der Geschwindigkeiten in y-Richtung gleich
Null und fu¨r jene in die beiden anderen Richtungen erga¨be sich jeweils der Beitrag Q
2
AK
.
Dies widerspricht den tatsa¨chlich gefundenen numerischen Werten fu¨r große, aber endliche
Plattenabsta¨nde d, wie sie in der Abbildung 5.5 fu¨r 1d → 0 geplottet sind. Die gemittelte
Korrelation scheint mit wachsendem d demnach gegen einen endlichen Wert zu konvergie-
ren. Die Erkla¨rung hierfu¨r ist, dass in Gleichung (5.106) eine unendliche Summe steht, so
dass sich fu¨r einen beliebig großen Wert fu¨r d mehrere n in dessen Umgebung finden, so
dass n ≃ d gilt und damit die Argumente der Besselfunktionen in (5.105), wie auch die
Funktion selbst, endlich sind.
Diskussion
Die Abbildung 5.5 zeigt die u¨ber ein Zylindervolumen gemittelte Autokorrelationen der
transversalen Geschwindigkeitsfluktuationen in x- und y-Richtung, wie sie sich aus den
Gleichungen (5.106), als Funktion des inversen Plattenabstand d−1 ergeben. Die Funktion
wurde an der Stelle y0 = 0 fu¨r einen Zylinder vom Radius a = 1 und der Ho¨he h = 2
ausgewertet und durch die in (5.107) bestimmte Konstante Q2/VZ geteilt.
Der Grenzfall d → ∞ fu¨r die unendlich ausgedehnte Flu¨ssigkeit findet sich in der Ab-
bildung an der Stelle 1d = 0. Im Gegensatz zu dem nach (4.53) erwarteten und fu¨r alle
Richtungen gleich großen Wert von 2/3 finden sich hier die davon verschiedenen Werte
≃ 0.65 fu¨r die Autokorrelation in x-Richtung und ≃ 0.69 fu¨r diejenige in y-Richtung. Es
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Abb. 5.5: Die u¨ber ein Zylindervolumen vom Radius a = 1 und der Ho¨he h = 2 gemittel-
ten Korrelationen [[S0;xx]]VZ /(Q
2/VZ) (schwarze Kreise) und [[S0;yy]]VZ /(Q
2/VZ) (ro-
te Quadrate) aus Gleichung (5.106) als Funktion des inversen Plattenabstandes 1/d.
Fu¨r 1/d = 0.5, also d = 2, entspricht der Plattenabstand gerade der Ho¨he des Zylinders.
liegt also, obwohl das Verha¨ltnis von der Zylinderausdehnung zumWandabstand sehr klein
ist, nicht die erwartete Isotropie vor. Diese unterschiedlichen Absolutwerte der Autokorre-
lationen [[S0;xx]]VZ und [[S0;yy]]VZ , insbesondere im Grenzfall d→∞, sind darauf zuru¨ck-
zufu¨hren, dass u¨ber ein Zylindervolumen anstelle eines Kugelvolumens gemittelt wurde.12
Fu¨r die Korrelation [[S0;yy]]VZ erha¨lt man aus der analytischen Lo¨sung (3.33) nach zwei-
facher numerischer Integration u¨ber ein Zylindervolumen den Wert 0.688Q
2
Vz
und fu¨r die
Komponenten [[S0;xx]]VZ = [[S0;zz]]VZ = 0.656
Q2
Vz
, die mit den oben genannten sehr gut
u¨bereinstimmen. Der Trend aber, dass mit abnehmendem d die Autokorrelation [[S0;yy]]VZ
abnimmt und [[S0;xx]]VZ zunimmt, ist unabha¨ngig von der Wahl der Volumenform und be-
schreibt den generellen Einfluss der beiden Wa¨nde auf die Geschwindigkeitsfluktuationen
in der Flu¨ssigkeit. Diese Anisotropie in der Autokorrelationsfunktion hat mo¨glicherweise
Auswirkungen auf die Brownsche Dynamik von Teilchen in Kapillaren.
Nimmt man also, wie im Abschnitt 4.7 beschrieben, als Na¨herung wieder eine Gaußvertei-
lung der Fluktuationsgeschwindigkeiten an, so kann man die Verteilungungsfunktion wie
in (4.57) darstellen:
P([v]VZ ) ∼ e
−[v]TVZ [[S ]]
−1
VZ
[v]VZ . (5.108)
Die Geschwindigkeitsvektoren, die sich auf einem Ellipsoid mit den Halbachsen√
[[S0;xx]]VZ =
√
[[S0;zz]]VZ und
√
[[S0;yy]]VZ befinden, treten dann mit gleicher Wahr-
12 Bei der Integration u¨ber einen Zylinder werden die Integralbeitra¨ge mit einem Winkel von ∼ pi
2
relativ
der Plattenebene sta¨rker gewichtet als im Falle der Kugel.
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scheinlichkeit auf. In Richtung der gro¨ßeren Halbachse treten also vermehrt Fluktuationen
mit gro¨ßerem Geschwindigkeitsbetrag auf, als senkrecht dazu. Fu¨r schrumpfendeWandab-
sta¨nde wachsen die beiden Halbachsen, die parallel zu den Wa¨nden liegen, an und diejenige
senkrecht zu den Wa¨nden verringert sich. Es treten also ha¨ufiger große Geschwindigkeits-
betra¨ge parallel als senkrecht zu den Wa¨nden auf, beziehungsweise die Wa¨nde schra¨nken
die Geschwindigkeitsfluktuationen in Wandrichtung ein.
Betrachtet man ein Objekt, welches sich in der Flu¨ssigkeit befindet, so spu¨rt es vorwiegend
solche Fluktuationen deren Wellenla¨nge ungefa¨hr gleich groß oder gro¨ßer ist als die eigene
Abmessung. Das gleiche passiert bei der Mittelung u¨ber das Volumen. Beides a¨hnelt dem
Abschneiden bei einer maximalen Wellenzahl. In Anlehnung an Abschnitt 3.4 bedeutet
dies also, dass fu¨r eine kleine Kugel, fu¨r welche der Wandabstand sehr groß gegenu¨ber dem
Kugeldurchmesser ist, eine nahezu isotrope Verteilung der Geschwindigkeitsfluktuationen
vorliegt, wa¨hrend fu¨r ein kleines Verha¨ltnis von Wandabstand zu Kugelradius die gro¨ßeren
Fluktuationen parallel zu den Wa¨nden stattfinden.
Abb. 5.6: Die u¨ber ein Zylindervolumen vom Radius a = 1 und der Ho¨he h = 2 gemittelte Korre-
lationen [[S0;xx]]VZ /(Q
2/VZ) (schwarze Linien) und [[S0;yy]]VZ /(Q
2/VZ) (rote Linien)
aus Gleichung (5.106) als Funktion von y0/(d/2) fu¨r die Radien d = 100 (durchgezogene
Linie) und d = 10 (gestrichelte Linie) geplottet. Die Randwerte y0 > |d− a| sind nicht
aufgetragen, da das entsprechende Volumen u¨ber die Wa¨nde hinausgehen wu¨rde.
In Abbildung 5.6 wurden die u¨ber ein Zylindervolumen gemittelten Autokorrelationen
ebenfalls fu¨r h = 2 fu¨r zwei verschiedenen Absta¨nde d als Funktion von y0/(d/2) auf-
getragen. Fu¨r große d muss sich das Teilchen sehr dicht an der Wand befinden, damit
dieses einen Wandeinfluss auf seine Brownsche Bewegung erfa¨hrt. Fu¨r kleine Wandabsta¨n-
de setzt der Effekt durch die Wa¨nde bereits unweit des Kanalzentrums ein. Anhand der in
Abbildung 5.2 verglichenen Entwicklungsmoden fu¨r verschiedene Funktionensysteme ist
zu erwarten, dass gerade die Autokorrelation in y-Richtung im Kanalzentrum tatsa¨chlich
sta¨rker ausgepra¨gt ist als hier und am Rand schneller abfa¨llt, falls solche Entwicklungs-
funktionen gewa¨hlt werden, die die Randbedingungen vollsta¨ndig erfu¨llen.
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5.4.5 Lineare Scherratenabha¨ngigkeit der Korrelation
An dieser Stelle soll der Einfluss der Scherstro¨mung auf die Korrelation der transversa-
len Geschwindigkeitsfluktuationen betrachtet werden. Der in der entdimensionalisierten
Scherrate lineare Anteil der spektralen Dichte der Entwicklungskoeffizienten (5.65) ist ge-
geben durch die in (5.64a) definierte Matrix S 1(κ, ω). Es ist zweckma¨ßig, letztere in zwei
zueinander adjungierte Matrizen wie folgt zu zerlegen,
S 1(κ, ω) = S
h
1(κ, ω) +
(
S h1(κ, ω)
)†
, (5.109)
wobei das hochgestellt h fu¨r “halb” steht und es gilt
S h1(κ, ω) = −B (κ, ω)S 0(κ, ω) . (5.110)
Nutzt man die Eigenschaft (C.9) der Fouriertransformation aus, ergibt sich aus (5.109)
die zeitabha¨ngige Korrelation
S 1(κ, t) = S
h
1(κ, t) +
(
S h1(κ,−t)
)†
. (5.111)
Es genu¨gt also die Ru¨cktransformation fu¨r den Anteil S h1(κ, ω) durchzufu¨hren. Das Ma-
trixprodukt (5.110) im Frequenzraum wird nach einer Ru¨cktransformation in die Zeit zum
Faltungsintegral
S h1(κ, t) = −
∫ ∞
−∞
dτ B (τ,κ)S 0(t− τ,κ) . (5.112)
Mit Hilfe der Lo¨sung fu¨r S 0(κ, t) aus (5.90) und der in die Zeit zuru¨cktransformierten
Matrixfunktion B (κ, ω) aus Gleichung (5.62),
B (κ, t) = Θ(t)e−A (κ)t B (κ) , (5.113)
la¨sst sich das Faltungsintegral (5.112) nach Anpassen der Integralgrenzen wie folgt Dar-
stellen
S h1(κ, t) = −
∫ ∞
0
dτ
(
Θ(t− τ)e−A (κ)τ B (κ)e−A(κ)(t−τ)S 0(κ, t = 0)
+Θ(τ − t)e−A (κ)τ B (κ)S 0(κ, t = 0)eA(κ)(t−τ)
)
. (5.114)
Fu¨hrt man eine Fallunterscheidung bezu¨glich der Zeitrichtung durch, kann man das In-
tegral aufspalten und mit Hilfe der Heaviside Θ- Funktion als Summe der Lo¨sungen fu¨r
positive und negative Zeiten schreiben,
S h1(t) = Θ(t)
[ ∫ ∞
t
dτe−A τ
(− B S 0(t = 0))eA (t−τ)
+
∫ t
0
dτe−A τ
(− B )e−A (t−τ)S 0(t = 0)
]
+Θ(−t)
[∫ ∞
0
dτe−A τ
(− B S 0(t = 0))eA (t−τ)
]
,
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wobei die Abha¨ngigkeit von κ der besseren U¨bersichtlichkeit wegen nicht angegeben wurde.
Die Lo¨sung fu¨r die Komponente νµ der Matrix, mit ν = (αni) und µ = (βmj), hat dann
die folgende Gestalt:
Sh1;νµ(t) = Θ(t)
[
−e−Aννt
(Aνν + Aµµ)
(
B S 0
)
νµ
+
∑
k
Akk 6=Aνν
1
(Aνν − Akk)
(
e−Aνν tBνkS0;kµ − Bνke−AkktS0;kµ
)
−
∑
k
Akk=Aνν
tBνke
−AkktS0;kµ
]
+Θ(−t)
(
B S 0
)
νµ
−eAµµt
(Aνν + Aµµ)
. (5.115)
Wa¨hrend im unendlich ausgedehnten Fall die verschiedenen k-Moden unabha¨ngig vonein-
ander sind, besteht hier eine Kopplung, da das Matrixprodukt B S 0 keine Diagonalmatrix
bezu¨glich der Indexpaare n,m und α, β darstellt und sich nach (5.69) die Eintra¨ge der
Matrix A fu¨r n 6= m und α 6= β unterscheiden. Es sind hier gerade diejenigen Anteile des
Matrixproduktes B S 0 fu¨r die Kopplung verantwortlich, die der Na¨herung in der analyti-
schen Rechnung in Kapitel 4.2 zum Opfer gefallen sind und die in der statischen Lo¨sung,
wie sich spa¨ter bei der Diskussion auf Seite 111 herausstellen soll, zumindest fu¨r kleine
La¨ngen, nur geringen Einfluss auf die Lo¨sung haben. Fu¨r die Eintra¨ge ν = µ gleicht die
zeitabha¨ngige Lo¨sung (5.115) jedoch derjenigen fu¨r die unendlich ausgedehnte Flu¨ssigkeit
in Gleichung (4.47).
Zeitabha¨ngigkeit
Die Zeitabha¨ngigkeit der xy-Komponente der Geschwindigkeitskorrelation ist in der Ab-
bildungen 5.7 dargestellt. Im oberen Teil der Abbildung 5.7 wurde der Wellenzahlvektor κ
in Richtung der z-Achse gelegt. Falls der Ortsvektor r in x-Richtung orientiert ist, liefert
dieser Anteil wa¨hrend der Ru¨cktransformation in den Ortsraum den gro¨ßten Beitrag.13
Man erkennt, wie zuvor bei der analytischen Abscha¨tzung schon beschrieben, dass die
Korrelation unsymmetrisch bezu¨glich einer Zeitspiegelung t→ −t ist und der vom Betrag
maximale Wert nicht bei t = 0, sondern zu positiven t verschoben liegt. Es sei hier erinnert,
dass Syx(t) = Sxy(−t) gilt, die Kurve also fu¨r negative Zeiten die Korrelation von vy(t)
mit vx(t = 0) wiederspiegelt.
Im unteren Teil der Abbildung 5.7 wurde der Wellenzahlvektor in Richtung der x-Achse
gewa¨hlt. Dies liefert den Hauptbeitrag im Ortsraum, falls der Ortsvektor in z-Richtung
13 Wenn r und κ senkrecht zueinander stehen gilt ir·κ = 0 fu¨r das Argument der Exponentialfunktion im
Fourierintegral, so dass die Exponentialfunktion mit dem Wert 1, unabha¨ngig vom Betrag |κ|, ihren
gro¨ßt mo¨glichen Wert annimmt. Der Beitrag hat im Fourierintegral also das gro¨ßte Gewicht.
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orientiert ist. Wie bei der analytischen Rechnung schon gesehen, ist die statische
Kreuzkorrelation hierfu¨r positiv. Im Gegensatz zum unendlich ausgedehnten Fall, bei
welchem die zeitliche Abha¨ngigkeit unabha¨ngig von der Richtung war, wechselt jetzt die
Korrelation bei einer endlichen positiven Zeit das Vorzeichen und hat neben dem nach
negativen Zeiten verschobenen Maximum ein Minimum auf der positiven Zeitachse. Das
Zeitverhalten ist auch hier nicht symmetrisch.
Abb. 5.7: Die Zeitabha¨ngigkeit des Elementes S1,(11x)(11y)(κ, t) der Matrix (5.111) der Entwick-
lungskoeffizienten, welches der Korrelationskomponente S1,xy(κ, y = 0, t) entspricht,
falls in der Entwicklung aus Gleichung (5.72) nur ein einziger Koeffizient (N = 1) be-
ru¨cksichtigt wird. In der oberen Abbildung zeigt der Wellenzahlvektor in Richtung der
z-Achse, κˆ = eˆz und in der unteren Abbildung in Richtung der x-Achse, κˆ = eˆx. Die
Funktionen sind jeweils fu¨r drei verschiedene Betra¨ge der Wellenzahl, κ = pid ,
pi
2d ,
pi
4d und
fu¨r d = 2, dargestellt.
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Statische Korrelation
Fu¨r t = 0 ergibt sich aus (5.115) die statische Korrelation
Sh1;νµ(κ, t = 0) = −
(
B (κ)S 0(κ)
)
νµ(
Aνν(κ) + Aµµ(κ)
) . (5.116)
Die Struktur der Lo¨sung S 1 ist


· · · · · ·
...
. . .
...
· · · · · ·
...
...
. . .


(5.117)
mit den einzelnen Komponenten
= S h1;(−n)(−m)(κ, t = 0) +
(
S h1;(−m)(−n)(κ, t = 0))
)†
(5.118a)
sind die Elemente gegeben durch
S h1;(−n)(−m)(κ, t = 0) = −
Q2
2ν
κ2
M6−n
δnm


0 M2−n − 2κ2x 0
0 0 0
0 −2κxκz 0


+ 32
Q2
νd2
(−1)(n+m) K−nK−m
M2−nM2−m(M2−n +M2−m)
∑
k
K2∼k
(K2∼k −K2−n)2


0 κ2x
M2−n
M2∼k
0
κ2x 0 κxκz
0 κxκz
M2−n
M2∼k
0

 ,
fu¨r die Untermatrix
= S h1;(∼n)(∼m)(κ, t = 0) +
(
S h1;(∼m)(∼n)(κ, t = 0))
)†
(5.118b)
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durch
S h1;(∼n)(∼m)(κ, t = 0) = −
Q2
2ν
κ2
M4∼n
δnm


0 M2∼n − 2κ2x 0
0 0 0
0 −2κxκz 0


− 32 Q
2
νd2
(−1)(n+m) K∼nK∼m
M2∼nM2∼m(M2∼n +M2∼m)
∑
k
K2−k
(K2−k −K2∼n)2


0 κ2x
M2∼n
M2−k
0
κ2x 0 κxκz
0 κxκz
M2∼n
M2−k
0

 ,
und die dritte Untermatrix
= S h1;(−n)(∼m)(κ, t = 0) +
(
S h1;(∼m)(−n)(κ, t = 0))
)†
(5.118c)
setzt sich aus den Elementen
S h1;(−n)(∼m)(κ, t = 0) =
4
νd
Q2i(−1)n+m K−nK∼m
M2∼m(M2−n +M2∼m)
(
− 1
M4−n


κx(M
2−n − 2κ2x) 0 κz(M2−n − 2κ2x)
0 0 0
−2κ2xκz 0 −2κxκ2z


+ 2
κx
(K2∼m −K2−n)2


(M2∼m − κ2x) 0 −κxκz
0 M
2∼m
M2−n
κ2 0
−κxκz 0 (M2∼m − κ2z)


)
,
sowie
= S h1;(∼n)(−m)(κ, t = 0) +
(
S h1;(−m)(∼n)(κ, t = 0))
)†
(5.118d)
mit
S h1;(∼n)(−m)(κ, t = 0) =
4
νd
Q2i(−1)n+m K−mK∼n
M2−m(M2−m +M2∼n)
(
1
M4∼n


κx(M
2∼n − 2κ2x) 0 κz(M2∼n − 2κ2x)
0 0 0
−2κ2xκz 0 −2κxκ2z


+ 2
κx
(K2−m −K2∼n)2


(M2−m − κ2x) 0 −κxκz
0
M2−m
M2∼n
κ2 0
−κxκz 0 (M2−m − κ2z)


)
.
zusammen.
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Medium Plattenabstand dˇ kinem. Viskosita¨t νˇ Scherrate ˇ˙γ Reγ˙,d
Wasser: 1 cm 1.0 mm
2
s 1
1
s 25.0
Wasser: 1 mm 1.0 mm
2
s 4
1
s 1.0
Ethanol: 1 cm 1.52 mm
2
s 1
1
s 16.44
Ethanol: 1 mm 1.52 mm
2
s 4
1
s 0.65
Tabelle 5.1: Beispiele fu¨r die Gro¨ßenordnung der Reynoldszahl.
Homogene Fluktuationen
Beim U¨bergang κ→ 0 verschwinden die Kreuzkorrelationen vollsta¨ndig. Es existiert dem-
nach keine Korrelation zwischen den Fluktuationen in zwei verschiedene Richtungen, die
sich u¨ber die ganze Ebene ausdehnen. Der Mittelwert u¨ber eine unendlich große Fla¨che,
und somit auch u¨ber das Gesamtvolumen im Sinne von Abschnitt 5.4.3, sollte demnach
ebenso verschwinden.
Reynoldszahl
Die statischen Lo¨sungen (5.118) enthalten den Vorfaktor ν−1. Um die vollsta¨ndige Lo¨sung
fu¨r die Korrelation zu erhalten, muss man nach (5.65) noch die dimensionslose Scherrate
g an die Matrix S 1 aus (5.118) multiplizieren. Damit ist der in der Scherrate lineare
Anteil der Korrelationsmatrix proportional zum Quotienten gν =
ˇ˙γτ
νˇτL
2. Die einzige endliche
La¨nge im hier betrachteten Couette-System ist der Plattenabstand d. Wie oftmals auch
in der Literatur zu finden ist, wird auch hier fu¨r die charakteristische La¨nge der halbe
Plattenabstand L = dˇ2 gewa¨hlt, wodurch der oben genannte, dimensionslose Quotient die
Form einer Reynoldszahl erha¨lt:
g
ν
=
ˇ˙γ
νˇ
( dˇ
2
)2
=: Reγ˙d . (5.119)
Die Reynoldszahl Reγ˙d bezieht sich somit auf die maximal auftretende absolute Geschwin-
digkeit des Lo¨sungsmittels, u0
(
d
2
)
= 12 γ˙dˇ. In der Tabelle 5.1 wurden beispielhaft Reynolds-
zahlen fu¨r verschiedene Systeme angegeben.
Ortsdarstellung
Die direkte Abha¨ngigkeit vom Ort kann fu¨r den linearen Scherbeitrag explizit ausgerechnet
werden. Da, wie im Falle der unendlich ausgedehnten Flu¨ssigkeit, nur die xy- Komponente
der Korrelation einer Mittelung u¨ber ein symmetrisches Testvolumen standha¨lt, soll sich
die folgende Betrachtung auf diese Komponente beschra¨nken. Die zuvor gewa¨hlte charak-
teristischen La¨nge L = dˇ2 impliziert d = 2 fu¨r den dimensionslosen Wandabstand.
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Mit der Darstellung des zweidimensionalen Ortsvektors in ebenen Polarkoordinaten, r =
r(sinΘ, 0, cosΘ) und der zur kompakteren Darstellung definierten Funktion
R(X) =
2
r
(
2K1(X)−K1(X)I0(X)− I1(X)K0(X)
)
, (5.120)
ergeben sich die im Folgenden genannten Korrelationen der Entwicklungskoeffizienten.
Fu¨r die symmetrischen Korrelationen erha¨lt man mit n = m fu¨r den Anteil der Korrelation
bezu¨glich der symmetrischen Funktionen
S1;(−nx)(−ny)(r, t = 0) =
Q2Reγ˙,d
16π
[(
r2K2−nK0(rK−n)− 3rK−nK1(rK−n)
)
(5.121a)
− rˆ2z
(
r2K2−nK0(rK−n)− 4rK−nK1(rK−n)
)
+4rˆ2z
∞∑
l=1
K−nK2∼l
(K2−n −K2∼l)4
(
2K−nK∼lR(rK∼l)− 2K2−nR(rK−n)
+ (K2−n −K2∼l)
(
r(K2−n −K2∼l)K1(rK−n)− 4K−nK0(rK−n)
))]
und fu¨r die entsprechenden antisymmetrischen Korrelationen
S1;(∼nx)(∼ny)(r, t = 0) =
Q2Reγ˙,d
16π
[(
r2K2∼nK0(rK∼n)− 3rK∼nK1(rK∼n)
)
(5.121b)
− rˆ2z
(
r2K2∼nK0(rK∼n)− 4rK∼nK1(rK∼n)
)
−4rˆ2z
∞∑
l=1
K∼nK2−l
(K2∼n −K2−l)4
(
2K∼nK−lR(rK−l)− 2K2∼nR(rK∼n)
+ (K2∼n −K2−l)
(
r(K2∼n −K2−l)K1(rK∼n)− 4K∼nK0(rK∼n)
))]
.
Formal sind sich die beiden Koeffizienten a¨hnlich. Neben dem Vertauschen von symme-
trischer und antisymmetrischer Wellenzahl a¨ndert sich aber auch das rot hervorgehobene
Vorzeichen beim dritten Ausdruck auf der rechten Seite.
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Die Nicht-Diagonaleintra¨ge mit n 6= m haben dagegen fu¨r den symmetrischen Fall die
Lo¨sung
S1;(−nx)(−my)(r, t = 0) = Q2Reγ˙,drˆ2z
(−1)(n+m)
π
∞∑
l=1
K−nK−mK2∼l
(
(5.121c)
K−n
(K2−m −K2∼l)2(K2−n −K2−m)2
R(rK−n)
+
K−m
(K2−n −K2∼l)2(K2−m −K2∼l)2
(
1 +
(K2−m −K2∼l)(K2−n −K2∼l)
(K2−m −K2−n)2
)
R(rK−m)
+
1
2
K∼l
(K2−n −K2∼l)2(K2−m −K2∼l)(K¯2−nm −K2∼l)
R(rK∼l)
− 2 K¯−nm
(K2−m −K2∼l)2(K2−n −K2−m)2(
1 +
(K2−m −K2∼l)2
(K2−n −K2∼l)2
− (K
2−m −K2∼l)2
(K2−n −K2∼l)(K¯2−nm −K2∼l)
)
R(rK¯−nm)
)
und im antisymmetrischen Fall ergibt sich
S1;(∼nx)(∼my)(r = d rd, t = 0) = −Q2Reγ˙,drˆ2z
(−1)(n+m)
π
∞∑
l=1
K∼nK∼mK2−l
(
(5.121d)
K∼n
(K2∼m −K2−l)2(K2∼n −K2∼m)2
R(rK∼n)
+
K∼m
(K2∼n −K2−l)2(K2∼m −K2−l)2
(
1 +
(K2∼m −K2−l)(K2∼n −K2−l)
(K2∼m −K2∼n)2
)
R(rK∼m)
+
1
2
K−l
(K2∼n −K2−l)2(K2∼m −K2−l)(K¯2∼nm −K2−l)
R(rK−l)
− 2 K¯∼nm
(K2∼m −K2−l)2(K2∼n −K2∼m)2(
1 +
(K2∼m −K2−l)2
(K2∼n −K2−l)2
− (K
2∼m −K2−l)2
(K2∼n −K2−l)(K¯2∼nm −K2−l)
)
R(rK¯∼nm)
)
.
Hier ist neben dem Vertauschen der Wellenzahl der gesamte Ausdruck mit −1 zu mul-
tiplizieren, um aus den nichtdiagonalen symmetrischen Anteilen die antisymmetrischen
Koeffizienten zu erhalten. In den Koeffizientengleichungen sind Kν(X) und Iν(X) wieder
die in [66] beschriebenen “Modifizierten Besselfunktionen”.
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Diskussion
Die einzelnen durch die Elemente der Matrix S 0(r) in Gleichung (5.103) gegebenen Ent-
wicklungskoeffizienten S0;(αnx)(βmx)(r) der Autokorrelation S0;xx(r, y) divergieren jeweils
am gleichen Ort, wie es bereits im Abschnitt 5.4.4 diskutiert wurde. Die Entwicklungs-
koeffizienten S1;(αnx)(βny)(r) aus Gleichung (5.121), welche mit (5.71) die zur Scherrate
g proportionalen Anteile der Kreuzkorrelation S1;xy(r, y) beschreiben, sind dagegen je-
weils endlich. Fu¨r die gleiche y-Position, y = y′, deutet sich auch fu¨r die Kreuzkorrelation
S1;xy(r, y = y
′ = 0), nach aufsummieren der Reihenglieder in Gleichung (5.71), eine Di-
vergenz an.
Abb. 5.8: Der log-log-Plot besta¨tigt die 1/r-Abha¨ngigkeit der Korrelation S1;xy(r, y = y
′ = 0)
fu¨r kleine r aus der analytischen Rechnung fu¨r den unendlich ausgedehnten Fall,
Gleichung (4.26) (durchgezogene Linien). Die Datenpunkte wurden durch die Glei-
chung (5.71) zusammen mit den Koeffizienten aus den Gleichungen (5.121) fu¨r zwei
verschiedene Richtungen des Ortsvektors r ∼ eˆx (rot) und r ∼ eˆz (schwarz) bestimmt.
Die analytische Rechnung im vorherigen Kapitel, Gleichung (4.26), hat gezeigt, dass die
Kreuzkorrelation im unendlich ausgedehnten Gefa¨ß umgekehrt proportional zum Abstand
r = |r| abfa¨llt. Es ist also zu erwarten, dass man auch mit Wa¨nden zum gleichen Resultat
kommt, sofern die Absta¨nde |r| klein im Vergleich zur Wanddistanz sind. In Abbildung 5.8
wurde daher der Logarithmus des Betrages der Korrelation S1;xy(r, y = y
′ = 0) fu¨r ver-
schiedene Absta¨nde r gegen den Logarithmus von r fu¨r y = y′ = 0 aufgetragen und mit
dem analytischen Ergebnis aus (4.26) verglichen. S1;xy(r, y = y
′ = 0) wurde mit Hilfe
der Summendarstellung aus Gleichung (5.71) und den Entwicklungskoeffizienten aus den
Gleichungen (5.121) berechnet. Fu¨r kleine Absta¨nde r stimmt die numerische- mit der
analytischen Lo¨sung bezu¨glich der Abstandsabha¨ngigkeit sehr gut u¨berein. Fu¨r große Ab-
sta¨nde, beginnend mit dem halben Plattenabstand r ∼ 1, fa¨llt die Kreuzkorrelation nach
Abbildung 5.8 vom Betrag her schneller als 1r ab.
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y
y0
Φ
r′
r
u0(y)
y
x
xy-Ebene
y
y0
Θ r
′
r
u0(y)
y
z
yz-Ebene
Abb. 5.9: Skizze des Kanals.
Multipliziert man die Kreuzkorrelation S1;xy(r, y = y
′ = 0) also mit dem Abstandsbetrag,
wie im oberen Teil der Abbildung 5.10 dargestellt, so sollte das Resultat fu¨r kleine Absta¨n-
de unabha¨ngig von r sein. Dies ist in der inneren Abbildung im oberen Plot von 5.10 auch
sehr gut zu erkennen. Die fu¨r kleinen r negative Korrelation, falls r ∼ eˆx (•) ist, wa¨chst fu¨r
r ∼ 1 zu gro¨ßeren Werten an und wechselt schließlich in der Gro¨ßenordnung des Platten-
abstandes r ∼ 2 das Vorzeichen. Die Korrelation ist fu¨r r ∼ eˆz () und kleinen r positiv
und hat beim halben Plattenabstand r ∼ 1 ein Maximum. Die in der Na¨herungsrechnung
ermittelte Abha¨ngigkeit vom Abstandsbetrag stimmt demnach innerhalb der Ebene senk-
recht zu den Wa¨nden sehr gut mit der analytischen Rechnung in Abschnitt 4.4 u¨berein,
so lange der Abstand r ein Achtel des Wandabstandes nicht u¨berschreitet, r/d . 18 .
Um die Richtungsabha¨ngigkeit der Ergebnisse mit der analytischen Na¨herungslo¨sung
(4.26) besser vergleichen zu ko¨nnen, muss die Abha¨ngigkeit von y in eine Winkelabha¨n-
gigkeit umgeschrieben werden. Liegt der ebene Abstandsvektor r in der xy-Ebene, wie in
Abbildung 5.9 links dargestellt, zeigt also in x-Richtung, dann erha¨lt man den azimutalen
Winkel durch Φ = arctan
(y−y0
r
)
. Auf dieselbe Art und Weise erha¨lt man den Polaren
Winkel Θ, sofern der Ortsvektor in z-Richtung zeigt, wie es in der rechten Skizze von
Abbildung 5.9 dargestellt ist. Aufgrund des endlichen Plattenabstandes d tritt somit in
Abha¨ngigkeit von r nur ein begrenzter Bereich von Φ ∈
[
arctan
(d−2y0
2r
)
, arctan
(−d−y0
2r
)]
und analog fu¨r Θ auf, der fu¨r gro¨ßer werdende r kleinere Ausschnitte fu¨r Φ und Θ ab-
deckt.
Neben der Winkelabha¨ngigkeit haben die verschiedenen numerisch bestimmbaren Punkte
(gru¨ner Kreis auf der gestrichelten Linie in Abbildung 5.9) unterschiedliche ra¨umliche
Absta¨nde r′ zum Bezugspunkt (roter Kreis). Wegen der zuvor diskutierten reziproken
Abstandsabha¨ngigkeit fu¨r kleine Absta¨nde wurden die numerischen Werte innerhalb der
xy-Ebene mit dem Betrag r′ = rcos(Φ) und diejenige in der yz-Ebene mit r
′ = rcos(Θ) ,
in Abha¨ngigkeit von der betrachteten Position, multipliziert. Die Ergebnisse sind in der
Abbildung 5.10 (unten) aufgetragen und stimmen fu¨r kleine r′ innerhalb der xy-Ebene sehr
gut und in der dazu senkrechten yz-Ebene bis auf Randeffekte gut mit der analytischen
Na¨herungsrechnung (4.26) u¨berein. Fu¨r gro¨ßere r′ ist das Minimum bei Φ = 0 nicht mehr
erkennbar.
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Abb. 5.10: Oben: Die mit r multiplizierte Kreuzkorrelation S1;xy(r) aus den Gleichungen (5.71)
und (5.121) als Funktion des Abstandes r fu¨r den Fall r = reˆx (schwarze Kreise) und
r = reˆz (rote Quadrate) mit y = y0 = 0 aufgetragen. Die Unterabbildung zeigt die
Daten vergro¨ßert fu¨r kleine Absta¨nde r. Unten: Die Kreuzkorrelation S1;xy(r) wurde
hier mit dem auf Seite 112 definierten Abstand r′ multipliziert, der dem ra¨umlichen
Ortsvektor in der analytischen Rechnung entspricht. Dargestellt ist die Abha¨ngigkeit
vom Winkel Φ, falls Θ = π/2 (Kreise) und als Funktion des Winkels Θ, falls Φ = π/2
(Quadrate), fu¨r die Absta¨nde r = 0.02 (rot), r = 0.2 (schwarz) und r = 2.0 (gru¨n).
Die schwarzen Linien entsprechen den analytischen Resultaten aus (4.26).
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Wa¨hlt man den Bezugspunkt y0 6= 0 in der Na¨he einer Wand, so fa¨llt die Kreuzkorrelation
schneller ab, falls der Abstandsvektor r′ in Richtung dieser nahe gelegenen Wand zeigt, als
es in die entgegengesetzte Richtung der Fall ist. Dies kann man anhand der Abbildung 5.11
erkennen. Liegt der Abstandsvektor r′ in der xy-Scherebene, so kann man bezu¨glich der
Winkelabha¨ngigkeit in dieser, der Wand entgegengesetzten Richtung nur wenig Unter-
schied zu dem Fall mit y0 = 0 feststellen. Anders sieht es jedoch fu¨r den Abstandsvektor
in der xz-Ebene aus. Dort findet sich eine stark ausgepra¨gte Korrelation mit Punkten in
der Na¨he der entfernten Wand.
Diese Korrelationsabha¨ngigkeit ist noch besser in Abbildung 5.12 zu erkennen, in der die
nicht mit r′ multiplizierte Korrelation, als Funktion des Abstandes y, fu¨r drei verschie-
dene y0 dargestellt wurde. Man befindet sich also auf den in den Skizzen 5.9 gestrichelt
eingezeichneten Linien.
Fu¨r diese Randeffekte habe ich bisher keine einleuchtende Erkla¨rung gefunden. Mo¨glicher-
weise entstehen sie durch numerischen Fehler in der Berechnung oder dadurch, dass gerade
die Randergebnisse wegen der zuvor beschriebenen Inkonsistenz der Entwicklungsfunktio-
nen im Zusammenhang mit der Inkompressibilita¨tsbedingung, wie sie in Abschnitt 5.4.1
beschrieben wurde, zu falschen Ergebnissen fu¨hren ko¨nnen. Die reale Existenz dieser Ef-
fekte sollte daher zum einen durch eine andere, fu¨r Randeffekte geeigneterer Wahl fu¨r die
Basisfunktionen und durch experimentelle Beobachtungen u¨berpru¨ft werden.
Einfluss auf ein Testteilchen
Es soll an dieser Stelle wieder die zuvor in Abschnitt 5.4.3 eingefu¨hrte Korrelation der
u¨ber ein Volumen gemittelten Geschwindigkeitsfluktuationen betrachtet werden. Durch die
Mittelung u¨ber κˆ verschwinden sowohl der Mittelwert der“− ∼”- und“∼ −”-Komponenten
als auch die xz-Korrelation. Es genu¨gt somit die xy-Komponente zu betrachten.
Reynoldszahl
Wenn die kollektiven Fluktuationen in einem Zylindervolumen betrachtet werden, kann
man, wie schon bei der analytischen Rechnung in Abschnitt 4.2 fu¨r eine Kugel eingefu¨hrt,
die Ergebnisse in Abha¨ngigkeit einer anderen, als der zum Plattenabstand d bezogenen
Reynoldszahl, die sich stattdessen auf den Zylinderradius aˇ bezieht, darstellen. Mit der
Wahl L = aˇ fu¨r die charakteristische La¨nge gilt dann
g
ν
= Reγ˙a =
ˇ˙γaˇ2
νˇ
. (5.122)
Zwischen den beiden Reynoldszahlen aus (5.122) und (5.119) besteht somit der folgende
Zusammenhang:
Reγ˙a = 4
aˇ2
dˇ2
Reγ˙d . (5.123)
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Abb. 5.11: Die mit dem Abstand r′ (siehe Bechreibung auf Seite 112) multiplizierte Kreuzkorrela-
tion S1;xy(r,Θ,Φ, y0) fu¨r verschiedene y0 als Funktion des Winkels Φ in der xy-Ebene,
Θ = π/2, (negative Werte) und als Funktion des Winkels Θ in der yz-Ebene, Φ = 0,
(positive Werte) fu¨r den festen Abstand r = 0.1 geplottet. Die Korrelation wurde mit
Hilfe der Gleichung (5.71) und den Koeffizienten (5.121) berechnet.
Abb. 5.12: Die Kreuzkorrelation S1;xy(r, y, y0) fu¨r den festen Abstand r = 0.1 als Funktion
von y fu¨r verschiedene y0 in der xy-Ebene, Θ = π/2, (negative Werte) und in der
yz-Ebene, Φ = 0, (positive Werte) geplottet. Die Korrelation wurde mit Hilfe der
Gleichung (5.71) und den Koeffizienten (5.121) berechnet.
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Koeffizientenmatrix
Die Lo¨sung fu¨r die Entwicklungskoeffizienten sind im Folgenden aufgelistet.
[[
S1;(−nx)(−ny)(t = 0)
]]
AZ
=
Q2
AZ
Reγ˙,a
4
(
I0(K−n)K0(K−n) (5.124a)
+
2
K−n
(
I0(K−n)K1(K−n)−K0(K−n)I1(K−n)
)
−
(
1 +
4
K2−n
)
K1(K−n)I1(K−n)
)
+
Q2
AZ
4Reγ˙,a
d2
∞∑
l=1
[
K2∼l
(K2−n −K2∼l)2
(
I1(K−n)K1(K−n)− I0(K−n)K0(K−n)
)
− 2
(K−n)
K4∼l
(−K2−n +K2∼l)3
(
I0(K−n)K1(K−n)− I1(K−n)K0(K−n)
)
+
4π2
d2
K2∼lK
2−n
(−K2−n +K2∼l)4
(
I1(K∼l)K1(K∼l)−
(K2∼l
K2−n
− K
4
∼l
K4−n
+ 1
)
I1(K−n)K1(K−n)
)]
,
[[
S1;(∼nx)(∼ny)(t = 0)
]]
AZ
=
Q2
AZ
Reγ˙,a
4
(
I0(K∼n)K0(K∼n) (5.124b)
+
2
K∼n
(
I0(K∼n)K1(K∼n)−K0(K∼n)I1(K∼n)
)
−
(
1 +
4
K2∼n
)
K1(K∼n)I1(K∼n)
)
−Q
2
AZ
4Reγ˙,a
d2
∞∑
l=1
[
K2−l
(K2∼n −K2−l)2
(
I1(K∼n)K1(K∼n)− I0(K∼n)K0(K∼n)
)
− 2
(K∼n)
K4−l
(−K2∼n +K2−l)3
(
I0(K∼n)K1(K∼n)− I1(K∼n)K0(K∼n)
)
+
4π2
d2
K2−lK
2∼n
(−K2∼n +K2−l)4
(
I1(K−l)K1(K−l)−
(K2−l
K2∼n
− K
4
−l
K4∼n
+ 1
)
I1(K∼n)K1(K∼n)
)]
,
[[
S1;(−nx)(−my)(t = 0)
]]
AZ
= 8
Q2
AZ
Reγ˙,a
d2
(−1)(n+m)
∞∑
l=1
K2∼lK−mK−n
[
(5.124c)
− I1(K¯−nm)K1(K¯−nm)
(K2−m −K2∼l)2(K2−n −K2−m)2
(
2− (K
2−m −K2∼l)2(K2−n −K2−m)
(K2−n −K2∼l)2(K¯2−nm −K2∼l)
)
+
I1(K−m)K1(K−m)
(K2−m −K2∼l)2(K2−n −K2−m)2
(
1− (K
2−m −K2∼l)(K2−n −K2−m)
(K2−n −K2∼l)2
)
+
I1(K−nπ)K1(K−nπ)
(K2−m −K2∼l)2(K2−n −K2−m)2
+
1
2
I1(K∼l)K1(K∼l)
(K2−n −K2∼l)2(K2−m −K2∼l)(K¯2−nm −K2∼l)
]
,
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[[
S1;(∼nx)(∼my)(t = 0)
]]
AZ
= −8Q
2
AZ
Reγ˙,a
d2
(−1)(n+m)
∞∑
l=1
K2−lK∼mK∼n
[
(5.124d)
− I1(K¯∼nm)K1(K¯∼nm)
(K2∼m −K2−l)2(K2∼n −K2∼m)2
(
2− (K
2∼m −K2−l)2(K2∼n −K2∼m)
(K2∼n −K2−l)2(K¯2∼nm −K2−l)
)
+
I1(K∼m)K1(K∼m)
(K2∼m −K2−l)2(K2∼n −K2∼m)2
(
1− (K
2∼m −K2−l)(K2∼n −K2∼m)
(K2∼n −K2−l)2
)
+
I1(K∼n)K1(K∼n)
(K2∼m −K2−l)2(K2∼n −K2∼m)2
+
1
2
I1(K−l)K1(K−l)
(K2∼n −K2−l)2(K2∼m −K2−l)(K¯2∼nm −K2−l)
]
.
Diskussion
Abb. 5.13: Die u¨ber ein Zylindervolumen vom Radius a = 1 und der Ho¨he h = 2 gemittelte
Korrelation [[S1;xy]]VZ an der Stelle y0 = 0, als Funktion des reziproken Abstandes
1
d und geteilt durch die in Abschnitt 5.4.5 definierte Reynoldszahl Re
γ˙,a und Q2/VZ ,
aufgetragen (rote Rechtecke). Die Korrelation wurde durch Einsetzen der Koeffizien-
ten (5.124) in die Gleichung (5.81) bestimmt. Die selbe Korrelation, jetzt jedoch relativ
zu dem vom Plattenabstand abha¨ngigen Wert fu¨r die Autokorrelation in x-Richtung
[[S0;xx]]VZ aus Gleichung (5.106) dargestellt (schwarze Kreise). Die durchgezogenen
Linien entsprechen einem linearen Fit fu¨r große Wandabsta¨nde und die Position der
Nullstelle wurde durch die gepunktete Linie markiert.
Die numerisch berechnete Abha¨ngigkeit der Kreuzkorrelation [[S1;xy(y0 = 0)]]VZ , der u¨ber
ein Zylindervolumen gemittelten Geschwindigkeitsfluktuationen, wurde in der Abbil-
dung 5.13 durch rote Quadrate als Funktion des reziprokenWandabstandes dargestellt. Die
Korrelation wurde mit Hilfe der im letzten Abschnitt angegebenen Koeffizienten (5.124)
und der Gleichung (5.81) bestimmt. Der Zylinder hat hierbei den Radius a = 1 und die
Ho¨he h = 2, so dass fu¨r 1/d = 0.5 der Zylinder genau zwischen die Wa¨nde passt.
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Fu¨r große Plattenabsta¨nde, beziehungsweise kleine 1d < 0.2, ist der Verlauf der Kurve linear
und ist somit proportional zum reziproken Plattenabstand d−1, was durch die Fitgerade
besta¨tigt wird. Die fu¨r kleine 1d negative Funktion hat bei
1
d ≃ 0.26 eine Nullstelle. Im
Grenzfall unendlicher Plattenabsta¨nde 1d → 0 wu¨rde man den bei der analytischen Rech-
nung in Abschnitt 4.2 aus der Gleichung (4.51) gewonnen Wert von 0.0267 erwarten. Durch
den Schnittpunkt der roten Linie mit der Funktionsachse findet man in Abbildung 5.13
aber den davon verschiedenen Wert ≃ 0.035. Der Unterschied liegt wieder darin begru¨ndet,
dass hier u¨ber ein Zylindervolumen und im Abschnitt 4.2 u¨ber ein Kugelvolumen integriert
wurde. Zum Test kann die Integration in der Gleichung (4.51) auch numerisch u¨ber ein
Zylindervolumen durchgefu¨hrt werden, wodurch sich ein Wert von 0.0354 ergibt, der mit
der hier gefundenen Lo¨sung fu¨r große Plattenabsta¨nde sehr gut u¨bereinstimmt.
Die als schwarze Kreise gezeichneten Punkte in der Abbildung 5.13 zeigen das in (4.52) mit
(−λ) bezeichnete Verha¨ltnis zwischen der u¨ber das Volumen gemittelten Kreuzkorrelation
und der in einer ruhenden Flu¨ssigkeit auftretenden Autokorrelation der Geschwindigkeits-
fluktuation in x-Richtung,
λ := −
[[S1;xy]]VZ (a)
[[S0;xx]]VZ
, (5.125)
relativ zur Reynoldszahl Reγ˙,a und als Funktion des inversen Plattenabstandes. Der Wert
von ≃ 0.051 fu¨r unendlich große Plattenabsta¨nde, gegeben durch den Schnittpunkt der
schwarzen Linie mit der Funktionenachse in Abbildung 5.13, unterscheidet sich nur wenig
von dem in [39] dargestellte Wert von ≃ 0.65 im Zentrum des Kanals. Dies ist u¨berra-
schend, da der Wert dort durch direkte numerische Simulation der Gleichungen, also ohne
Entwicklung nach der Scherrate, fu¨r den Fall g = 1 ermittelt wurde. Hinzu kommt, dass
die Simulation in [39] auf einem Gitter durchgefu¨hrt wurde und dadurch das betrachtete
Volumen ein Quader ist, so dass wie durch den Wechsel von Kugel- zu Zylindervolumen
ohnehin eine Abweichung zu erwarten ist. Dies zeigt, dass die hier gefundenen Lo¨sungen
in linearer Ordnung der Scherrate auch in der analytischen Rechnung bereits sehr gute
Ergebnisse liefern.
In Abbildung 5.14 wurde fu¨r feste Wanddistanzen d die Abha¨ngigkeit der Kreuzkorrelation
[[S1;xy]]VZ von der Position y0/(d/2) dargestellt. Es ist zu erkennen, dass die Korrelationen
Minima in der Na¨he der Wa¨nde aufzeigen, an denen sie vom Betrag her gro¨ßer sind, als
es im Zentrum der Fall ist. Der Abstand dieser Minima von der Wand wa¨chst mit abneh-
mendem Plattenabstand d, wa¨hrend der Betrag der Kreuzkorrelation, wie im Abschnitt
zuvor besprochen, abklingt und zwar im Zentrum schneller als an den Minimalpositio-
nen. Das Verha¨ltnis der Werte an den Minima zu denen im Zentrum wa¨chst demnach mit
wachsenden 1d , beziehungsweise kleiner werdenden Absta¨nden. Wa¨hrend im Kanalzen-
trum a¨hnliche Werte wie in [39] gefunden wurden, unterscheiden sich die Profile u¨ber den
Kanalquerschnitt hiervon. Ursache kann abermals die durch die gewa¨hlten Entwicklungs-
funktionen unerfu¨llte Randbedingung (2.20) sein. (siehe hierzu auch die Erla¨uterungen auf
Seite 88).
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Abb. 5.14: Die u¨ber ein Zylindervolumen vom Radius a = 1 und der Ho¨he h = 2 gemittelte Kor-
relation [[S1;xy]]VZ als Funktion von y0/(d/2) und geteilt durch die in Abschnitt 5.4.5
definierte Reynoldszahl Reγ˙,a und die Konstante Q2/VZ . Die Korrelation wurde durch
Einsetzen der Koeffizienten (5.124) in die Gleichung (5.81) berechnet und fu¨r die Ab-
sta¨nde d = 100 (durchgezogenen Linie), d = 33.3 (gestrichelte Linie), d = 20 (ge-
strichpunktete Linie) und d = 10 (gepunktete Linie) aufgetragen.
5.4.6 Quadratische Scherratenabha¨ngigkeit
Der Anteil der spektralen Dichte in der 2. Ordnung in g, S 2(κ, ω), ist gegeben durch
Gleichung (5.64b). Die Berechnung vereinfacht sich, wenn die Matrix wieder durch zwei
zueinander adjungierte Matrizen wie folgt dargestellt wird:
S 2(κ, ω) = S
h
2(κ, ω) +
(
S h2(κ, ω)
)†
, (5.126)
mit
S h2(κ, ω) = −B (κ, ω)
(
S h1(κ, ω) +
1
2
(
S h1(κ, ω)
)†)
. (5.127)
Fu¨r die in der Zeit zuru¨cktransformierte Lo¨sung gilt dann nach (C.9)
S 2(κ, t) = S
h
2(κ, t) +
(
S h2(κ,−t)
)†
. (5.128)
Es genu¨gt somit die Ru¨cktransformierte S h2(κ, t) zu bestimmen, die durch das folgende
Faltungsintegral gegeben ist:
S h2(κ, t) = −
∫ ∞
−∞
dτ B (t− τ,κ)
(
S h1(τ,κ) +
1
2
(
S h1(−τ),κ)
)†)
. (5.129)
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Die semianalytische Berechnung der Lo¨sung fu¨r den Fall mit Wa¨nden ist bereits fu¨r den
statischen Fall sehr umfangreich und soll hier nicht weiter durchgefu¨hrt werden. Ihre allge-
meine Form, unter Einbezug der Kompressibilita¨t ist jedoch in Abschnitt 5.5.3 angegeben
und eine Diskussion der gena¨herten Ergebnisse fu¨r große Wandabsta¨nde findet sich in der
analytischen Rechnung in Kapitel 4.
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5.5 Verallgemeinerung fu¨r kompressible Flu¨ssigkeiten
Fu¨r kompressible Flu¨ssigkeiten werden die Beitra¨ge fu¨r die transversalen Geschwindig-
keitsfluktuationen aus dem Abschnitt zuvor wieder um die longitudinale Geschwindigkeit-
und die Dichtefluktuationen erga¨nzt. Wie in den Ausgangsgleichungen (5.1c) oder der da-
zu a¨quivalenten Matrixgleichung (5.12) in Abschnitt 5.1.2 zu erkennen ist, treten neben
der Kopplung zwischen der Dichte und der longitudinalen Geschwindigkeit im Scherfluss
außerdem Kopplungen zwischen longitudinalen- und transversalen Geschwindigkeiten auf.
Insbesondere ist der MatrixoperatorM 0 aus (5.9), welcher die Fluktuationen einer im Mit-
tel ruhenden Flu¨ssigkeit beschreibt, nicht mehr diagonal, was den Aufwand der weiteren
Rechnung erheblich erho¨ht. Es sollen daher an dieser Stelle nur formal die zeitabha¨ngigen
und statischen Lo¨sungen genannt werden. Diese lassen sich in der dargestellten Form aber
problemlos in einer Mathematiksoftware, wie zum Beispiel Maple [67], implementieren,
wobei die Bestimmung einer einzelnen Mode bereits sehr viel Zeit in Anspruch nehmen
kann.
Fu¨hrt man wiederum eine Fouriertransformation in der xz-Ebene durch und entwickelt
anschließend die Fluktuationen in dem Funktionensystem, wie es im Abschnitt 5.4.1 be-
sprochen wurde, so ergeben sich die im Anhang E.1 aufgefu¨hrten Matrizen, mit denen
die Bewegungsgleichung fu¨r die Fluktuationen im Scherfluss die Form (5.28) annimmt.
Nach einer Multiplikation mit J −1 erha¨lt man dann die folgenden Matrixgleichung fu¨r
die Entwicklungskoeffizienten X(κ, t) der Fluktuationen(
I ∂t + L (κ)
)
X(κ, t) = F(κ, t) ,
mit L (κ) = A (κ) + gB (κ) und den in Abschnitt E.2 aufgelisteten Matrizen A (κ) und
B (κ). Die allgemeine Lo¨sung dieser Gleichungen fu¨r die spektrale Dichtematrix S (κ, ω)
ist in Gleichung (5.65) mit den Beitra¨gen (5.64) gegeben.
Da die Matrix A (κ) im Gegensatz zum Fall der Inkompressibilita¨t hier keine Diagonal-
gestalt hat und somit die Eigenwerte nicht unmittelbar gegeben sind, verkompliziert sich
die Berechnung der Faltungsintegrale, die sich bei der Ru¨cktransformation der Beitra¨ge
S 0(κ, ω), S 1(κ, ω) und S 2(κ, ω) aus (5.64) ergeben. Hierzu wurde im Anhang C.2.1 eine
allgemeine Betrachtung der Lo¨sung von speziellen Faltungsintegralen durchgefu¨hrt und es
wurden verschiedene Tensoren eingefu¨hrt, die eine geschlossene Darstellung ihrer Lo¨sung
ermo¨glichen.
5.5.1 Diagonalisieren der Lo¨sungsmatrizen
Mit Hilfe der folgenden Definitionen,
βl,−N :=
1
2
ναM2−N , βl,∼N :=
1
2
ναM2∼N ,
βt,−N :=
1
2
νM2−N , βt,∼N :=
1
2
νM2∼N ,
Ω−N :=
√
c2M2−N − β2l,−N , Ω∼N :=
√
c2M2∼N − β2l,∼N , (5.130)
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lassen sich die Untermatrizen von A aus (E.18) wie folgt schreiben:
A(αN)(γL) = δαγδNL


0 iκM
2
αN 0 0 0
iκ
M2αN
(β2l,αN +Ω
2
αN ) 2βl,αN 0 0 0
0 0 2βt,αN 0 0
0 0 0 2βt,αN 0
0 0 0 0 2βt,αN


, (5.131)
Eigenwerte. Die symmetrischen und antisymmetrischen Eigenwerte a(−Ni) und a(∼Ni)
von A sind dann gegeben durch
a(−N1) = βl,−N + iΩ−N , a(−N2) = βl,−N − iΩ−N , a(−N3) = 2βt,−N ,
a(∼N1) = βl,∼N + iΩ∼N , a(∼N2) = βl,∼N − iΩ∼N , a(∼N3) = 2βt,∼N , (5.132)
wobei die zu den transversalen Komponenten geho¨rigen Eigenwerte a(−N3) und a(∼N3)
jeweils dreifach entartet sind (a(νN4) = a(νN5) = a(νN3)).
Eigenvektoren und Transformationsmatrix. Mit Hilfe einer Hauptachsentransformati-
on findet man die Transformationsmatrix Q , mit deren Hilfe sich die Matrix A in die
Diagonalmatrix A d, mit den Eigenwerten ak aus (5.132) auf der Diagonalen, u¨berfu¨hren
la¨sst:
A d = Q
−1A Q . (5.133)
Unter Verwendung der Definitionen (5.130) haben die einzelnen Untermatrizen von Q die
folgende Gestalt:
Q (αN)(γM) = δαγδNM


i
κM
2
αN
i
κM
2
αN 0 0 0
βl,αN + iΩαN βl,αN − iΩαN 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1


. (5.134)
Die zu Q inverse Matrix la¨sst sich aus den folgenden Untermatrizen zusammensetzen:
(
Q−1
)
(αN)(γM)
= δαγδNM


(βl,αN − iΩαN ) κ2ΩαNM2αN −
i
2ΩαN
0 0 0
−(βαN + iΩαN ) κ2ΩαNM2αN
i
2ΩαN
0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1


.
(5.135)
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5.5.2 Darstellung durch Faltungstensoren
Die in C.3 allgemein hergeleiteten Tensoren, die Lo¨sungen von speziellen Faltungsinte-
gralen beschreiben, tauchen bei der Berechnung der Korrelationen auf zwei verschiedenen
Arten auf, zum einen als T AA
†
und zum anderen als T A(−A). Es soll nun die speziel-
le Struktur davon, unter Beru¨cksichtigung der bekannten Form der Matrizen A und Q
berechnet werden.
Mit V = A und W = A † gilt fu¨r die in C.3 eingefu¨hrte Transformationsmatrix P =
Q−†, so dass A † = (Q A dQ−1)† = Q−†A dQ † ist. Die Komponenten Q(νNn)(ρRr) und
Q−1(νNn)(ρRr) besitzen die Eigenschaft, dass sie nur Eintra¨ge ungleich Null besitzen, falls
ν = ρ und N = R gilt:
Q(νNn)(ρRr) = δνρδNRQ(νNn)(νNr) , (5.136)
so dass die Faltungstensoren, falls a(νNr) + a
∗
(µMb) 6= 0 gilt, die folgende Form haben
TAA
†
e;(νNn)(µMm)(κKk)(λLl) := (5.137)
−Q(νNn)(ρRr)Q−1(ρRr)(λLl)
Q−†(κKk)(βBb)Q
†
(βBb)(µMm)(a(ρRr) + a
∗
(βBb))
−1
= −δναδNAδαλδALQ(νNn)(ρRr)Q−1(ρRr)(λLl)
δκβδKBδβµδBMQ
−†
(κKk)(βBb)Q
†
(βBb)(µMm)(a(ρRr) + a
∗
(βBb))
−1
= −δνλδNLδµκδMK(a(νNr) + a∗(µMb))−1
Q(νNn)(νNr)Q
−1
(νNr)(νNl)Q
−†
(µMk)(µMb)Q
†
(µMb)(µMm)
und fu¨r a(νNr) 6= a(µMb) ergibt sich
T
A(−A)
e;(νNn)(µMm)(κKk)(λLl) := (5.138)
−Q(νNn)(ρRr)Q−1(ρRr)(λLl)
Q(κKk)(βBb)Q
−1
(βBb)(µMm)(a(ρRr) − a(βBb))−1
= −δναδNAδαλδALQ(νNn)(ρRr)Q−1(ρRr)(λLl)
δκβδKBδβµδBMQ(κKk)(βBb)Q
−1
(βBb)(µMm)(a(ρRr) − a(βBb))−1
= −δνλδNLδµκδMK(a(νNr) − a(µMb))−1
Q(νNn)(νNr)Q
−1
(νNr)(νNl)Q(µMk)(µMb)Q
−1
(µMb)(µMm) .
Analog findet man nach Gleichung (C.30) fu¨r a(νNr) + a
∗
(µMb) 6= 0 die Darstellung
TAA
†
e2;(νNn)(µMm)(κKk)(λLl) := −δνλδNLδµκδMK(a(νNr) + a∗(µMb))−2
Q(νNn)(νNr)Q
−1
(νNr)(νNl)Q
−†
(µMk)(µMb)Q
†
(µMb)(µMm) (5.139)
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und fu¨r a(νNr) 6= a(µMb) entsprechend
T
A(−A)
e;(νNn)(µMm)(κKk)(λLl) := −δνλδNLδµκδMK(a(νNr) − a(µMb))−2
Q(νNn)(νNr)Q
−1
(νNr)(νNl)Q(µMk)(µMb)Q
−1
(µMb)(µMm) . (5.140)
In allen anderen Fa¨llen verschwinden die Elemente.
Gilt hingegen a(νNr) + a
∗
(µMb) = 0, so erha¨lt man die von Null verschiedenen Elemente
TAA
†
t;(νNn)(µMm)(κKk)(λLl) := −δνλδNLδµκδMK
Q(νNn)(νNr)Q
−1
(νNr)(νNl)Q
−†
(µMk)(µMb)Q
†
(µMb)(µMm) (5.141)
und mit a(νNr) = a(µMb) gilt
T
A(−A)
t;(νNn)(µMm)(κKk)(λLl) := −δνλδNLδµκδMK
Q(νNn)(νNr)Q
−1
(νNr)(νNl)Q(µMk)(µMb)Q
−1
(µMb)(µMm) . (5.142)
Transversale Beitra¨ge. Die verschiedenen Unterblo¨cke der Faltungstensoren, die die rein
longitudinalen, rein transversalen und die Zeitentwicklung der gemischten Koeffizienten
beschreiben, mu¨ssen fu¨r jede Mode aus den Gleichungen (5.137) und (5.138) bestimmt
werden. Fu¨r die Zeitentwicklung der rein transversalen Komponenten lassen sich wie im
Folgenden gezeigt noch einige Vereinfachungen durchfu¨hren. Beschra¨nkt man sich also auf
den inkompressiblen Fall mit n,m ∈ {vtx, vty, vtz}, so ergibt sich
TAA
†
e;(νNvtn)(µMv
t
m)(κKk)(λLl)
= −δνλδNLδµκδMKδnlδmk
a(νN3) + a
∗
(µM3)
(5.143)
und da a(νN3) = 2βt,νN und a
∗
(µM3) = 2βt,µM sind, erha¨lt man schließlich den vereinfachten
Ausdruck
TAA
†
e;(νNvtn)(µMv
t
m)(κKk)(λ,L,l)
= −1
2
δνλδNLδnlδµκδMKδmk
βt,νN + βt,µM
(5.144)
und analog
TAA
†
e2;(νNvtn)(µMv
t
m)(κKk)(λLl)
= −1
4
δνλδNLδnlδµκδMKδmk(
βt,νN + βt,µM
)2 . (5.145)
Da die Eigenwerte nicht rein imagina¨r sind, gilt außerdem
TAA
†
t;(νNvtn)(µMv
t
m)(κKk)(λLl)
= 0 . (5.146)
Handelt es sich um die gleiche Mode, das heißt ν = µ und N = M , dann stimmen die
Eigenwerte fu¨r alle transversalen Komponenten u¨berein, und man erha¨lt
T
A(−A†)
e;(νNvtn)(νNv
t
m)(κKk)(λLl)
= T
A(−A†)
e2;(νNvtn)(νNv
t
m)(κKk)(λLl)
= 0 , (5.147)
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aber
T
A(−A†)
t;(νNvtn)(νNv
t
m)(λLv
t
l )(κKv
t
k)
= δνλδNLδnlδνκδNKδmk . (5.148)
Fu¨r verschiedene Moden ν 6= µ oder N 6=M gilt entsprechend
T
A(−A†)
e;(νNvtn)(µMv
t
m)(κKk)(λLl)
= −1
2
δνλδNLδnlδµκδMKδmk
βt,ν,N − βt,µ,M
T
A(−A†)
e2;(νNvtn)(µMv
t
m)(κKk)(λLl)
= −1
4
δνλδNLδnlδµκδMKδmk(
βt,νN − βt,µM
)2 (5.149)
und
T
A(−A†)
t;(νNvtn)(µMv
t
m)(λLv
t
l )(κKv
t
k)
= 0 (5.150)
5.5.3 Zeitdarstellung
Die explizite Zeitdarstellung und deren statischer Grenzfall t = 0 soll im Folgenden for-
mal fu¨r die Beitra¨ge der verschiedenen Ordnungen in g aufgelistet werden. Der besseren
Lesbarkeit wegen, werden die Matrizen A als A beschrieben, die nicht zu verwechseln
sind mit den in Kapitel 4.2 eingefu¨hrten, gleichnamigen Matrizen. Ausserdem wird die
Abha¨ngigkeit der Matrizen vom ebenen Wellenzahlvektor κ nicht angegeben.
g0-Beitrag
Nach einer Ru¨cktransformation der Gleichung (5.61) ergibt sich das folgende Integral fu¨r
die Fluktuationen in einer makroskopisch ruhende Flu¨ssigkeit,
S 0(t) =
∫ ∞
max(0,t)
dτ e−AτK SeA
†(t−τ) , (5.151)
mit der in der Zeit symmetrischen Lo¨sung
S 0(t, κ) = Θ(t)
[
− e−AtT AA†e K S
]
+Θ(−t)
[
− T AA†e K SeA
†t
]
, (5.152)
womit im statischen Grenzfall (t→ 0) die Korrelation wie folgt gegeben ist:
S 0(t = 0, κ) = −T AA†e K S . (5.153)
g1-Beitrag
Die Matrix S 1(κ, ω), welche die lineare Ordnung in der Scherrate g beschreibt la¨sst sich
in zwei zueinander adjungierte Anteile aufspalten,
S 1(κ, ω) = S
h
1(κ, ω) + [S
h
1(κ, ω)]
† ,
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mit
S h1(κ, ω) = −B (κ, ω)S 0(κ, ω) . (5.154)
Nach einer Ru¨cktransformation in die Zeit ergibt sich hierfu¨r die Integraldarstellung
S h1(t) = −Θ(t)
[∫ t
0
dτ e−Aτ B e−A (t−τ)S 0(t = 0)
+
∫ ∞
t
dτ e−Aτ B S 0(t = 0)eA †(t−τ)
]
−Θ(−t)
∫ ∞
0
dτ e−Aτ B S 0(t = 0)eA †(t−τ) . (5.155)
Fu¨hrt man die Integrale mit Hilfe der Regel (C.27) aus, erha¨lt man die in der Zeit unsym-
metrische Lo¨sung
S h1(t) = Θ(t)
[
e−A t
(
T AA
†
e
(B S 0(t = 0)) − (T A(−A)e B )S 0(t = 0)
)
+
(
T A(−A)e B
)
e−A tS 0(t = 0)− t
(
T
A(−A)
t B
)
e−A tS 0(t = 0)
]
+Θ(−t)[T AA†e (B S 0(t = 0))eA †t] . (5.156)
Nutzt man des weiteren die Eigenschaften der Faltungstensoren aus Abschnitt (C.3.1),
vereinfacht sich dies zu
[S h1(−t)]† = Θ(−t)
[(
T AA
†
e
(
S 0(t = 0)B †
)
+ S 0(t = 0)
(
T A
†(−A†)
e B †
))
eA
†t
− S 0(t = 0)eA †t
(
T A
†(−A†)
e B †
)
+ t S 0(t = 0)e
A †t(T A†(−A†)t B †)]
+Θ(t)
[
e−A tT AA
†
e
(
S 0(t = 0)B †
)]
. (5.157)
Die Gesamtlo¨sung ergibt sich schließlich aus der Summe
S 1(t) = S
h
1(t) + [S
h
1(−t)]† , (5.158)
womit die gleichzeitige Korrelation (t = 0) durch
S 1(t = 0) = T
AA†
e
(B S 0(t = 0) + S 0(t = 0)B †) (5.159)
gegeben ist.
g2-Beitrag
Auch die Beitra¨ge der zweiten Ordnung in g lassen sich durch zwei zueinander adjungierte
Matrizen,
S 2(κ, ω) = S
h
2(κ, ω) + [S
h
2(κ, ω)]
† ,
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darstellen, wobei mit Hilfe der Definition (5.154) die Beziehung
S h2(κ, ω) = B (κ, ω)
(
S h1(κ, ω) +
1
2
[
S h1(κ, ω)]
†
)
(5.160)
gilt. Eine Ru¨cktransformation in die Zeit liefert dann die Faltungsintegrale
S h2(t) = −
∫ ∞
−∞
dτ B (t− τ)
(
S h1(τ) +
1
2
(
S h1(−τ))
)†)
= −
∫ ∞
0
dτ Θ(t− τ)e−A (t−τ) B
(
S h1(τ) +
1
2
(
S h1(−τ))
)†)
−
∫ 0
−∞
dτ Θ(t− τ)e−A (t−τ) B
(
S h1(τ) +
1
2
(
S h1(−τ))
)†)
= −Θ(t)
[ ∫ t
0
dτ e−A (t−τ) B
(
S h1(τ) +
1
2
(
S h1(−τ))
)†)
+
∫ 0
−∞
dτ e−A (t−τ) B
(
S h1(τ) +
1
2
(
S h1(−τ))
)†)]
−Θ(−t)
∫ t
−∞
dτ e−A (t−τ) B
(
S h1(τ) +
1
2
(
S h1(−τ))
)†)
, (5.161)
mit der gleichzeitigen Lo¨sung
S h2(t = 0) = −
∫ ∞
0
dτ e−Aτ B
(
T AA
†
e
(
B S 0 + 1
2
S 0B †
)
+
1
2
S 0
(
T A
†(−A†)
e B †
))
− 1
2
e−Aτ B S 0e−A †τ
(
T A
†(−A†)
e B †
)
− τ
2
e−Aτ B S 0e−A †τ
(
T
A†(−A†)
t B †
)
= T AA
†
e
(
B T AA†e
(
B S 0 + 1
2
S 0B † + 1
2
S 0
(
T A
†(−A†)
e B †
)))
− 1
2
(
T AA
†
e
(B S 0))(T A†(−A†)e B †)− 12
(
T AA
†
e2
(B S 0))(T A†(−A†)t B †) .
Somit erha¨lt man fu¨r den in g quadratischen Beitrag zur Korrelation der Fluktuationen
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insgesamt die statische Lo¨sung
S 2(t = 0) =
1
2
T AA
†
e
(
B
(
T AA
†
e
(
S 0B †
)))
+
1
2
T AA
†
e
(
B S 0
(
T A
†(−A†)
e B †
))
+ T AA
†
e
(
B
(
T AA
†
e
(B S 0)))
− 1
2
(
T AA
†
e
(B S 0))(T A†(−A†)e B †)− 12
(
T AA
†
e2
(B S 0))(T A†(−A†)t B †)
+
1
2
T AA
†
e
((
T AA
†
e
(B S 0))B †)− 1
2
T AA
†
e
((
T A(−A)e B
)
S 0B †
)
+
T AA
†
e
((
T AA
†
e
(
S 0B †
))B †)
+
1
2
(
T A(−A)e B
)(
T AA
†
e
(
S 0B †
))− 1
2
(
T
A(−A)
t B
)(
T AA
†
e2
(
S 0B †
))
. (5.162)
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Zusammenfassung und Ausblick
Die Arbeit befasst sich mit der Dynamik einzelner und mehrerer Polymere, welche in ei-
ner Scherstro¨mung festgehalten werden. Einer Streckung der Polymere durch die externe
Stro¨mung wirken thermische stochastische Kra¨fte entgegen. Diese werden fu¨r eine Poten-
tialstro¨mung wie fu¨r ein Polymer im thermischen Gleichgewicht u¨ber das Fluktuations-
Dissipations Theorem aus der Temperatur des Lo¨sungsmittels und der von der Viskosita¨t
des Lo¨sungsmittels abha¨ngenden Mobilita¨tsmatrix bestimmt. Letztere beschreibt neben
der Mobilita¨t einzelner Polymere auch ihre Wechselwirkung untereinander u¨ber das Lo¨-
sungsmittel, die sogenannte hydrodynamische Wechselwirkung. Der Hauptteil der Arbeit
befasst sich mit der A¨nderung dieser stochastischen Kra¨fte als Funktion der Scherrate und
im Vergleich zum Fall des Lo¨sungsmittels im thermischen Gleichgewicht. Werden mehrere
Polymere in einer Scherstro¨mung festgehalten, so sind diese gewo¨hnlich unterschiedlichen
Stro¨mungsgeschwindigkeiten ausgesetzt. Welche Auswirkung dies auf die Auslenkung der
Polymere und deren Dynamik haben kann, wurde anhand eines einfachen Modells, in dem
ein Polymer durch eine an einer harmonischen Feder festgehaltene Kugel ersetzt wird,
untersucht.
Der erste Teil der Arbeit bescha¨ftigt sich daher mit rein deterministischen Effekten von ein-
fachen, u¨ber das Lo¨sungsmittel durch den sogenannten Rotne-Prager Tensor wechselwir-
kenden Punktteilchen mit effektiven Reibungskoeffizienten in einer Scherstro¨mung. Dabei
wurde ein aus drei Kugeln bestehendes Modell benutzt, bei dem jede Kugel durch eine har-
monische Feder an verschiedenen Positionen festgehalten wird. Die Haltepositionen liegen
dabei in einer Ebene senkrecht zu den Stro¨mungslinien der linearen Scherstro¨mung. Auf-
grund der hydrodynamischenWechselwirkung zwischen den Kugeln werden diese nicht nur
in Stro¨mungrichtung aus den Haltepositionen ausgelenkt, sondern als Funktion der mittle-
ren Stro¨mungsgeschwindigkeit und der Scherrate auch senkrecht dazu. Diese mit der Stro¨-
mungsgeschwindigkeit zunehmende, senkrechte und stationa¨re Auslenkung fu¨hrt in einem
breiten Parameterbereich u¨ber eine Hopf-Verzweigung zu einer oszillatorischen Bewegung
der Kugeln, die eine vielfa¨ltige, anharmonische Dynamik aufzeigt. Die Hopf-Verzweigung
ist entweder super- oder subkritisch mit einem Hysteresebereich, dessen Breite von der
Scherrate abha¨ngt. Als eine mo¨gliche Realisierung dieser Effekte bieten sich Polymere an,
die auf Sta¨bchen verschiedener La¨nge an Wa¨nden befestigt sind und durch die unter-
schiedlichen Absta¨nde von der Wand auch unterschiedlichen Stro¨mungsgeschwindigkeiten,
a¨hnlich wie in einer Scherstro¨mung, ausgesetzt sind. In einem Experiment sind mehr als
drei an einer Wand befestigte Polymere zu erwarten. Daher liegt eine Erweiterung des
vorliegenden Modells, bestehend aus drei Kugeln, auf eine gro¨ßere Zahl festgehaltener Po-
lymere nahe. Der Ersatz eines Polymers durch eine einzelne Kugel ist ebenfalls eine starke
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Na¨herung, weshalb es sich fu¨r zuku¨nftige Untersuchungen ebenso anbietet, die festgehalte-
nen Kugeln durch festgehaltene und u¨ber das Lo¨sungsmittel wechselwirkende Kugel-Feder
Modelle fu¨r Polymere zu ersetzen, die wiederum aus mehreren Kugeln bestehen. Die inter-
essante Frage, die sich fu¨r beide Erweiterungen stellt, ist, ob diese zu einer komplexeren
und damit chaotischen Dynamik fu¨hren. Wie bereits einleitend erwa¨hnt, spielt auch die
hier noch nicht beru¨cksichtigte Brownsche Bewegung der verschiedenen Polymerbestand-
teile eine wichtige Rolle. Im Zusammenspiel mit dem Scherfluss kann diese entscheidend
zu einer interessanten Dynamik beitragen.
Im Hauptteil der Arbeit wurden die thermisch angeregten Geschwindigkeitsfluktuationen
in einer Scherstro¨mung des Lo¨sungsmittels na¨herungsweise berechnet und deren Einfluss
auf suspendierte Kugeln, die in Polymer-Modellen u¨blicherweise Segmente eines Polymers
repra¨sentieren, abgescha¨tzt. Ausgangspunkt zur Beschreibung der Geschwindigkeitsfluk-
tuationen sind die um den Scherfluss linearisierten Navier-Stokes Gleichungen, mit einem
stochastischen Anteil im Spannungstensor als Quelle der Fluktuationen. In großer Entfer-
nung von Wa¨nden konnten analytische Ausdru¨cke fu¨r die Geschwindigkeitsfluktuationen
und deren Korrelationsfunktion abgeleitet werden. Im weiteren Verlauf der Arbeit wurde
auch der Einfluss der Wa¨nde auf die Geschwindigkeitsfluktuationen in einem Couette-
System durch die Entwicklung der Felder nach einem Funktionensystem untersucht.
Im mehr analytisch ausgerichteten Kapitel 4 wurde die Korrelationsmatrix der Geschwin-
digkeitsfluktuationen im Wellenzahlraum als Funktion der Zeit und der Frequenz ange-
geben und analysiert. Fu¨r bestimmte statische Korrelationsbeitra¨ge wurde außerdem die
Ortsabha¨ngigkeit berechnet. Fu¨r kleine Scherraten wurden die Korrelationen hiernach in
einer Taylorreihe bis zur zweiten Ordnung entwickelt. Die Terme linearer Ordnung in der
Scherrate zeigen im Raum der Wellenzahlen k ein unsymmetrisches Verhalten bezu¨glich
Zeitspiegelungen, wodurch unter anderem 〈vx(t)vy(0)〉 6= 〈vy(t)vx(0)〉 folgt. Die Abha¨n-
gigkeit der statischen Korrelationen vom Betrag des Wellenzahlvektors ist proportional zu
|k|−2 und wa¨chst linear mit der Reynoldszahl des Systems. In quadratischer Ordnung der
Scherrate ist das Zeitverhalten symmetrisch und alle statischen Elemente der Korrelations-
matrix sind proportional zu |k|−4 und quadratisch in der Reynoldszahl, wie es an anderer
Stelle fu¨r ein einzelnes Element der Korrelationsmatrix bereits beschrieben wurde [40].
Wa¨hrend diese Proportionalita¨ten fu¨r alle Matrixelemente gleich sind, gilt dies nicht fu¨r
die komplexe Abha¨ngigkeit von der Orientierung der Wellenzahl. Diese fu¨hrt schließlich
nach einer Ru¨cktransformation in den Ortsraum dazu, dass die im Fokus stehende statische
Korrelation der beiden Geschwindigkeitskomponenten vx(r, t = 0) und vy(0, 0) eine kom-
plizierte Funktion der Orientierung des Verbindungsvektors r ist. Die Korrelation ha¨ngt
von dessen Betrag in fu¨hrender Ordnung wie |r|−1 ab.
Aus den Geschwindigkeitsfluktuationen wurde anschließend die Korrelation der auf eine
suspendierte Kugel wirkenden stochastischen Kra¨fte abgescha¨tzt. Insbesondere lieferte die
oben bereits mehrfach genannte Kreuzkorrelation der Geschwindigkeitsfluktuationen eine
endliche Korrelation dieser stochastischen Kra¨fte in x- und y-Richtung, die zu einer um
den Winkel −π/2 geneigten elliptischen Verteilung der Kra¨fte fu¨hrt. Auch eine Erho¨hung
der thermischen Energie durch den Scherfluss wurde gefunden [39–41]. Die analytische Be-
trachtung wird durch die Ableitung der von der Scherrate abha¨ngenden Responsefunktion
abgerundet.
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Die Berechung der Geschwindigkeitsfluktuationen in einer ebenen Couette-Stro¨mung
zwischen zwei bewegten Wa¨nden wurde zuna¨chst fu¨r ein allgemeines System von
Entwicklungsfunktionen formuliert. Die numerische Berechnung der transversalen Ge-
schwindigkeitskorrelationen wurde dann fu¨r einen speziellen Funktionensatz, der die
Randbedingungen an den Wa¨nden na¨herungsweise erfu¨llt, durchgefu¨hrt. Durch die endli-
che Gefa¨ßgro¨ße entstehen bereits fu¨r ein ruhendes System Korrekturen im Vergleich zum
Fall der unendlich ausgedehnten Flu¨ssigkeit. Die Korrelation der Geschwindigkeitsfluk-
tuationen als Funktion der Wanddistanz fu¨hrt zu dem Ergebnis, dass die Fluktuationen
parallel zu den Wa¨nden gro¨ßer ausfallen als diejenigen senkrecht dazu. Der Effekt ist
umso sta¨rker ausgepra¨gt, je dichter die Begrenzungen des Gefa¨ßes zusammen liegen. Fu¨r
große Wandabsta¨nde wird hingegen die fu¨r ein unendlich ausgedehntes System bestimmte
Lo¨sung erreicht.
Die Beitra¨ge linear in der Scherrate wurden fu¨r die im Fokus stehende Kreuzkorrelati-
on 〈vx(x, y, z)vy(0, y0, 0)〉 der Geschwindigkeitsfluktuationen berechnet. Im Kanalzentrum
konnten fu¨r den Grenzfall großer Wandabsta¨nde die Ergebnisse der analytischen Na¨he-
rungsrechnung, sowohl bezu¨glich der Abha¨ngigkeit vom reziproken Abstandsbetrag, als
auch bezu¨glich der Orientierung von r besta¨tigt werden. Fu¨r r, deren Betrag gro¨ßer als
die halben Wanddistanz ist, fiel die Korrelation schneller als |r|−1 ab. Das Abstandsver-
halten ha¨ngt dort außerdem von der Orientierung des Vektors r und von den Absolutpo-
sitionen y und y0 der beiden Geschwindigkeitskomponenten in der Richtung senkrecht zu
den Wa¨nden ab. Durch die Anwesenheit der Wa¨nde werden auch die Korrelationen der
stochastischen Kra¨fte auf ein suspendiertes Teilchen beeinflusst. Wa¨hrend im Grenzfall
großer Wandabsta¨nde unter Beru¨cksichtigung der unterschiedlichen Geometrien, einmal
Kugel, einmal Zylinder, wieder das analytische Ergebnis gefunden werden konnte, ergab
sich fu¨r Wanddistanzen d gro¨ßer als die doppelte Teilchenabmessung eine funktionale Ab-
ha¨ngigkeit wie d−1. Die betragsma¨ßig maximale Korrelation ergab sich hierbei nicht etwa
im Zentrum des Kanals, sondern na¨her an den Wa¨nden. Die Entwicklungskoeffizienten
der zuvor ausgegrenzten longitudinalen Geschwindigkeits- und Dichtebeitra¨ge wurden an-
schließend formal im Frequenz-, Wellenzahl und Zeitraum bis zur quadratischen Ordnung
in der Scherrate angegeben.
Die gefundenen Ausdru¨cke ko¨nnen in gena¨herter Form in Simulationen fu¨r Teilchensus-
pensionen oder Polymere in Scherstro¨mungen verwendet werden und ko¨nnen auch zu einer
realistischeren Implementierung der Fluktuationen beitragen. Um die diskutierten Effekte
explizit zu messen, sind Experimente mit Brownschen Teilchen, die in Laserfallen gefan-
gen werden, vielversprechend. Hierbei kann entweder die Fluktuationsauslenkung eines
einzelnen Teilchens oder die gekoppelte Brownsche Bewegung mehrerer gefangener Par-
tikel beobachtet werden. Neben dem fu¨r den Scherfluss zusa¨tzlich auftretenden Einfluss
durch die endliche Kanalbreite sind die in dieser Umgebung bereits fu¨r eine ruhende Flu¨s-
sigkeit gefundenen anisotropischen Effekte von großem Interesse fu¨r Teilchen-Simulation
und Experiment.
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A Herleitung der Fluktuationsgleichungen
Die linearisierten Bewegungsgleichungen (2.28) fu¨r die Geschwindigkeitsfluktuationen mit
stochastischem Rauschen werden in diesem Anhang auf Parallelstro¨mungen u0 = u0(y)eˆx
mit unterschiedlichen Stro¨mungsprofilen u0(y) eingeschra¨nkt,
(∂t + u0(y)∂x)ρ+ ∂kvk = 0 , (A.1)
∂tvi + u0(y)∂xvi + vy∂yu0(y)δix (A.2)
= −c2∂iρ+ ν∂2kvi + ν(α− 1)∂i(∂kvk) + FSi
und in Gleichungen fu¨r die longitudinale Geschwindigkeit vl und die transversale Ge-
schwindigkeit vt, mit v = vl+vt, umgeschrieben. Fu¨r diese gelten die beiden Gleichungen
∇×vl = 0 und ∇·vt = 0. Wendet man auf die obige Gleichung (A.2) die Rotation an, so
folgt fu¨r die Vortizita¨t ω = ∇×v = ∇×vt die Gleichung
(
∂t − ν△+ u0(y)∂x
)
ω + u′0(y)


∂xvz
∂zvy
−∂xvx − ∂yvy

− u′′0(y)vyeˆz = ∇×FS , (A.3)
wobei u′0(y) =
du0(y)
dy und u
′′
0(y) =
d2u0(y)
dy2
die erste und zweite Ableitung der Stro¨mung
bezu¨glich y ist. Nochmalige Anwendung der Rotation ergibt wegen ∇×ω = −△vt schließ-
lich (
∂t − ν△+ u0(y)∂x
)
△vt
+ u′0(y)


△vy − 2∂xωz
−∂x(∇·vl)
2∂xωx

+ u′′0(y)


∂xvx + 2∂yvy
−∂xvy
∂xvz

+ u′′′0 (y)vyeˆx = −G , (A.4)
mit G = ∇×∇×FS.
Wird die Divergenz auf die Ausgangsgleichung (A.2) angewendet, so fu¨hrt dies zusammen
mit Gleichung (A.2) auf ein Gleichungssystem fu¨r die longitudinale Geschwindigkeitskom-
ponente und die Dichte,
(∂t − να△+ u0(y)∂x)∇·vl + c2△ρ+ 2u′0(y)∂xvy = H , (A.5)
mit H = ∇·FS .
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Wegen ∇×vl = 0 gilt auch die Beziehung ∇(∇·v) = △vl. Dies erlaubt in Gleichung (A.4)
die Ersetzung ∂x(∇·vl) = ∆vlx und die Anwendung des Gradienten auf die Gleichungen
(A.1) und (A.5) liefert damit die gekoppelten Gleichungen
(∂t + u0(y)∂x)∇ρ+△vl = 0 ,
(∂t − να△+ u0(y)∂x)△vl + c2△∇ρ+ 2u′0(y)∇∂xvy
+
[
u′0(y)∂x(∇·vl) + 2u′′0(y)∂xvy
]
eˆy = ∇H . (A.6)
In der folgenden Aufstellung sind die expliziten Darstellungen der Ableitungen von u0(y)
fu¨r verschiedene Stro¨mungsprofile, sowohl in der dimensionsbehafteten, als auch in der
entdimensionalisierten Form, aufgelistet:
Scherfluss: Stro¨mungsprofil: uˇ0(yˇ) = ˇ˙γyˇ.
Entdimensionalisiert: u0(y) = gy mit g := τ ˇ˙γ.
Ableitungen: u′0(y) = g, u
′′
0(y) = u
′′′
0 (y) = 0.
Poiseuillefluss: Stro¨mungsprofil: uˇ0(yˇ) = χˇyˇ
2.
Entdimensionalisiert: u0(y) = Cy mit C := τLχˇ.
Ableitungen: u′0(y) = 2Cy, u
′′
0(y) = 2C und u
′′′
0 (y) = 0.
Kolmogorov-Fluss: Stro¨mungsprofil: uˇ0(yˇ) = Uˇ sin
(
2π
dˇ
yˇ
)
.
Entdimensionalisiert: u0(y) = U sin
(
2π
dˇ
yˇ
)
, mit U = τL Uˇ und d =
dˇ
L .
Ableitungen: u′0(y) =
2π
d cos
(
2π
dˇ
yˇ
)
, u′′0(y) = −
(
2π
d
)2
u0(y)
und u′′′0 (y) = −
(
2π
d
)2
u′0(y).
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Hier sollen in Kurzform die im Kontext der Fluktuationen beno¨tigten Zusammenha¨nge
der linearen irreversiblen Thermodynamik [60] zusammengestellt werden.
B.1 Einstein Fluktuationstheorie
Seien Ai (i = 1 . . . n) beliebige messbare Gro¨ßen, die im thermischen Gleichgewicht die
Mittelwerte 〈Ai〉 annehmen. Im Gleichgewicht ist die Entropie S0 maximal. Fu¨r kleine
Abweichungen (Fluktuationen) αi = Ai − 〈Ai〉 vom Mittelwert kann man die Entropie
in einer Taylor-Reihe bezu¨glich αi entwickeln, wobei die erste Ableitung der Entropie am
Maximum verschwindet:
∆S = S − S0 = 1
2
αiαj
(
∂2S
∂Ai∂Aj
)
Ai=〈Ai〉,Aj=〈Aj〉
. (B.1)
Es gilt hierin die Einsteinsche Summenkonvention. Da die Gesamtentropie durch eine
Fluktuation erniedrigt wird, ist die Matrix
gij := −
(
∂2S
∂Ai∂Aj
)
Ai=〈Ai〉,Aj=〈Aj〉
(B.2)
positiv definit und auch symmetrisch aufgrund der Vertauschbarkeit der Ableitungen. Es
gilt somit g = g T . Fu¨hrt man die zu den Fluktuationen konjugierten thermodynamischen
Zustandsparameter
Xi := −gijαj (B.3)
ein, so kann die Abweichung der Entropie (B.1) vom Gleichgewicht auch in folgender Form
geschrieben werden:
∆S = −1
2
αigijαj =
1
2
αiXi . (B.4)
Die thermodynamischen Zustandsparameter Xi lassen sich damit wie folgt aus der Entro-
piedifferenz ermitteln:
Xi =
∂∆S
∂αi
. (B.5)
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Aus (B.3) folgt außerdem
αk = −g−1kj Xj . (B.6)
Die Fluktuationen aus dem Gleichgewicht, αi, klingen mit der Zeit wieder ab. Die zeit-
liche Entwicklung der αi ha¨ngt im Allgemeinen von den Fluktuationen aller beteiligten
Observablen ab und kann durch eine lineare Bewegungsgleichung der Form
dαi
dt
= −Mikαk , (B.7)
mit der konstanten Matrix Mij , beschrieben werden. Die zeitlichen Ableitungen der αi
sind die so genannten thermodynamischen Flu¨sse
Ji :=
dαi
dt
. (B.8)
Unter Verwendung der Beziehung (B.6) kann man diese Stro¨me auch durch die Xj aus-
dru¨cken ,
Ji = LijXj . (B.9)
Die auf der rechten Seite der Gleichung eingefu¨hrten linearen Transport-Koeffizienten
Lij :=Mik g
−1
kj (B.10)
erfu¨llen nach Onsager [60, 68] spezielle Symmetrien. Fu¨r skalare αi, αj, die sich gleichartig
bei Zeitumkehr verhalten, sind sie unter anderem symmetrisch Lij = Lji.
Die zeitliche A¨nderung der Entropie (B.4), die sogenannte Entropieproduktion, erha¨lt man
dann aus
σs :=
d∆S
dt
= −1
2
dαi
dt
gijαk − 1
2
αigij
dαj
dt
.
Da hier u¨ber beide Indizes i und j summiert wird und die Matrix g aus (B.2) sym-
metrisch ist, ergibt sich fu¨r die Entropieproduktion mit (B.8) und (B.3) insgesamt der
Ausdruck [60]
σs = JiXi . (B.11)
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B.2 Statische Korrelation und Suszeptibilita¨t
Nach dem Boltzmann-Entropie-Postulat [58] gilt fu¨r die Wahrscheinlichkeitsverteilung
f(α) der in einem Vektor α = (α1, . . . , αn) zusammengefassten Fluktuationen in Ab-
ha¨ngigkeit von der Entropie
f(α) = C exp
(
∆S(α)
kB
)
. (B.12)
Hierbei ist C eine Normierungskonstante, die aus der Bedingung∫
dαif(α) = 1 (B.13)
berechnet werden kann und kB ist die Boltzmann-Konstante. Setzt man den Ausdruck fu¨r
die Entropie (B.4) in die Verteilungsfunktion (B.12) ein, so ergibt sich unter Verwendung
der Beziehung (B.13) die Verteilungsfunktion
f(α) =
√
detg
(2πkB)n
exp
(
− 1
2kB
αigijαj
)
. (B.14)
Differenziert man diesen Ausdruck nach αk, so erha¨lt man unter Ausnutzung der Symme-
trie von g die Darstellung
kB
∂ ln f
∂αk
= −gkjαj = Xk (B.15)
fu¨r die thermodynamischen Zustandsparameter, mit deren Hilfe sich die aus dem dyadi-
schen Produkt von α und X zusammengesetzte statische Korrelationsmatrix
〈αX〉 =
∫
dααXf(α) = kB
∫
dαα∂αf(α)
= −kB
∫
dα f(α)∂αα = −kBI , (B.16)
berechnen la¨sst. Hierbei ist I die Einheitsmatrix. Aus dieser Korrelation lassen sich jetzt
mit Hilfe der Beziehungen (B.5) und (B.3) die beiden Autokorrelationsfunktionen der
Fluktuationen α,
〈αα〉 = kBg −1 (B.17)
und diejenigen der Zustandsparameter Xi,
〈XX〉 = kBg (B.18)
bestimmen.
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B.2.1 Statische Suszeptibilita¨t
Fu¨hrt man alternativ zu den oben genannten thermodynamischen Zustandsparametern X
die mit der Temperatur T gewichteten Kra¨fte F,
F := −TX , (B.19)
ein und außerdem die statische Suszeptibilita¨t χ ,
χ :=
1
T
g −1 , (B.20)
so folgt aus (B.6) der lineare Zusammenhang
αk = χkjFj . (B.21)
Damit lassen sich die Komponenten von χ u¨ber die Beziehung
χkj =
∂αk
∂Fj
(B.22)
darstellen. Durch die statische Suszeptibilita¨t χ la¨sst sich auch die von den Fluktuationen
erzeugte Entropiea¨nderung
∆S = − 1
2T
αiχ
−1
ij αj = −
1
2T
αiFi (B.23)
ausdru¨cken und ebenso die Korrelationen in (B.17) und in (B.18):
〈αα〉 = kBTχ , (B.24a)
〈FF〉 = kBTχ−1 . (B.24b)
B.2.2 Beispiel: Geschwindigkeitsfluktuationen
Betrachtet man jetzt ein System vom Volumen V , welches aus einem Material mit der
Dichte ρ besteht und somit die Gesamtmasse M = ρV besitzt. Das System habe in den
drei Raumrichtungen i = 1, 2, 3 die Geschwindigkeitsfluktuationen vi und die Impulsf-
luktuationen pi = Mvi. Die minimale Arbeit ∆W , die zur Erzeugung der Fluktuationen
aufzubringen ist [54], ist durch die kinetischen Energie
∆W =
M
2
v2i =
1
2
pivi (B.25)
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gegeben. Die A¨nderung der Entropie ist dann gleich [54]
∆S = −∆W
T
= − 1
2T
pivi . (B.26)
Vergleicht man den Ausdruck (B.26) mit der Beziehung (B.23) und wa¨hlt man αi = pi
sowie Fi = vi, so kann man mit Hilfe von Gleichung (B.22) die statischen Suszeptibilita¨ten
in folgender Form
χˇpipj =
∂pi
∂vj
= ρV δij , (B.27)
χˇvivj = χˇ
−1
pipj =
1
ρV
δij (B.28)
ausdru¨cken und die Korrelationen sind mit den Gleichungen (B.24) unmittelbar gegeben
durch
〈pipj〉 = kBT χˇpipj = kBTρV δij . (B.29)
〈vivj〉 = kBT χˇvivj =
kBT
ρV
δij . (B.30)
(B.31)
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Erga¨nzt man die Gleichung (B.7) um einen stochastischen Beitrag y mit verschwindendem
statistischem Mittelwert 〈y〉 = 0, welcher außerdem nicht mit α korreliert, so ergeben sich
die Gleichungen
dαi
dt
= −Mikαk + yi . (B.32)
Nach einer zeitlichen Fouriertransformation (C.2) lassen sich diese wie folgt nach den
stochastischen Kra¨ften auflo¨sen:
yi(ω) = (−iωδil +Mil)−1αl(ω) =
[
(−iωδil +Mil) g−1lk gkn︸ ︷︷ ︸
δln
]−1
αn(ω)
=
[
(−iωg−1ik + Lik)gkn
]−1
αn(ω) =: Ψ
−1
in αn(ω) . (B.33)
Die so definierte Matrix
Ψin :=
[
(−iωg−1ik + Lik)gkn
]
(B.34)
ist symmetrisch, da die Lik wegen der Onsager-Relationen und die gik aufgrund der Glei-
chung (B.2) symmetrisch sind. Man kann annehmen, dass die Selbstkorrelationen der
stochastischen Kra¨fte yi, ebenso wie diejenigen der Fluktuationen αi invariant bezu¨glich
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Translationen in der Zeit sind, also 〈yi(t + ∆t)yj(t′ + ∆t)〉 = 〈yi(t)yj(t′)〉 fu¨r beliebige
∆t gilt, so dass fu¨r die frequenzabha¨ngigen Korrelationen der stochastischen Kra¨fte die
Beziehung
〈yi(ω)yj(ω′)〉 =
∫
dt
∫
dt′〈yi(t)yj(t′)〉eiωt+iω′t′ =
∫
dt
∫
dt′〈yi(t− t′)yj(0)〉eiωt+iω′t′
=
∫
d(t− t′)〈yi(t− t′)yj(0)〉eiω(t−t′)
∫
dt′ei(ω+ω
′)t′
= 2πδ(ω + ω′)
∫
d(t− t′)〈yi(t− t′)yj(0)〉eiω(t−t′)
= 2πδ(ω + ω′)〈yiyj〉(ω) ,
mit t¯ = t− t′ und der Definition
〈yiyj〉(ω) : =
∫
dt¯ 〈yi(t¯)yj(0)〉eiωt¯ . (B.35)
gilt. Analog findet man fu¨r die frequenzabha¨ngigen Korrelationen der Fluktuationen den
Ausdruck
〈αn(ω)αm(ω′)〉 = 2πδ(ω + ω′)〈αnαm〉(ω)
mit
〈αnαm〉(ω) : =
∫
dt¯ 〈αn(t¯)αm(0)〉eiωt¯ . (B.36)
Unter Verwendung von (B.33) ergibt sich dann der Zusammenhang
〈yiyj〉(ω) = Ψ−1in (ω)〈αnαm〉(ω)Ψ−1mj(−ω) (B.37)
zwischen den beiden spektralen Korrelationen.
Die spektralen Korrelationen der stochastischen Kra¨fte erha¨lt man also aus (B.37), falls
man die Korrelationen der Fluktuationen kennt. Letztere kann man sich ableiten, indem
man die Fluktuation zum Zeitpunkt t = 0, αm(t = 0), von rechts an die Gleichung (B.32)
multipliziert und u¨ber die stochastischen Kra¨fte mittelt:
d
dt
〈αi(t)αm(t = 0)〉 = −Min〈αn(t)αm(t = 0)〉 . (B.38)
Da diese Gleichung nur fu¨r t ≥ 0 gu¨ltig ist (gekennzeichnet durch ein hochgestelltes “+“-
Zeichen), fu¨hrt man eine Laplace-Transformation bezu¨glich der Zeit durch. Mit Hilfe der
in Abschnitt C.2 angegebenen Transformation erha¨lt man
−isδin〈αnαm〉(+)(s) +Min〈αnαm〉+(s) = 〈αi(t = 0)αm(t = 0)〉 . (B.39)
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Auf der rechten Seite der Gleichung (B.39) findet sich jetzt die statische Korrelation, die
im vorangegangenen Abschnitt B.1 aus der Einsteinschen Fluktuationstheorie abgeleitet
wurde. Mit (B.17) ergibt sich nach weiteren Umformungen der Zusammenhang
〈αnαm〉+(s) = kB(−isδni +Mni)−1g−1im
= kB
[
(−isδnl +Mnl)g−1lk gki
]−1
g−1im
= kB
[
(−isg−1nk + Lnk)gki
]−1
g−1im
= kBΨ
−1
ni (s)g
−1
im . (B.40)
Die Fouriertransformierte der Korrelation erha¨lt man unter Ausnutzung der Zeittransla-
tionsinvarianz aus
〈αnαm〉(ω) =
∫ ∞
−∞
dt 〈αn(t)αm(0)〉e−iωt
=
∫ ∞
0
dt 〈αn(t)αm(0)〉e−iωt +
∫ ∞
0
dt 〈αn(−t)αm(0)〉eiωt
=
∫ ∞
0
dt 〈αn(t)αm(0)〉e−iωt +
∫ ∞
0
dt 〈αm(t)αn(0)〉eiωt
= 〈αnαm〉+(s = ω) + 〈αmαn〉+(s = −ω) . (B.41)
Nach Einsetzen von (B.40) ergibt sich mit der Symmetrie von Ψij und gij schließlich die
spektrale Dichte der Fluktuationen von α:
〈αnαm〉(ω) = kBΨnl(ω)g−1lm + kBg−1nkΨkm(−ω) . (B.42)
Die spektrale Dichte zweier Gro¨ßen ist somit ohne Kenntnis der stochastischen Kraft nur
aus der linearen Bewegungsgleichung und der aus der Thermodynamik zu bestimmenden,
statischen Korrelation ableitbar. Die stochastischen Kra¨fte werden durch die Gleichung
(B.37) so festgelegt, dass sie die richtige statische Korrelation (B.17) erzeugen. Weitere
Umformungen der Gleichung (B.37) liefern
〈yi(ω)yj(−ω)〉 = kBΨ−1in (ω)
[
Ψnl(ω)g
−1
lm + g
−1
nkΨkm(−ω)
]
Ψ−1mj(−ω)
= kB
(
g−1imΨ
−1
mj(−ω) + Ψ−1in (ω)g−1nj
)
= kB
[− iωg−1ij + Lij + iωg−1ij + Lij] = 2kBLij ,
wobei in der zweiten Zeile die Darstellung von Ψ aus Gleichung (B.34) verwendet wurde.
Mit Hilfe von Gleichung (B.35) lautet damit die Korrelationsfunktion der stochastischen
Kra¨fte im Frequenzraum
〈yi(ω)yj(ω′)〉 = 2kBLij(2π)δ(ω + ω′) . (B.43)
Ist die Entropieproduktion in der Form (B.11) bekannt, so lassen sich neben der Darstel-
lung durch (B.37) mit (B.42) auch auf diesem Wege die stochastischen Kra¨fte bestim-
men.
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B.4 Hydrodynamische Fluktuationen
Die Beziehung (B.43) kann man zur Berechnung des stochastischen Spannungstensors her-
anziehen, der in den vorderen Kapiteln Anwendung findet [56]. Das lineare Materialgesetz
fu¨r viskose Flu¨ssigkeiten,
σij = ηijkl∂kvl , (B.44)
liefert eine Beziehung zwischen dem Spannungstensor und den Gradienten der Geschwin-
digkeitskomponenten. Fu¨r isotrope Newtonsche Flu¨ssigkeiten la¨sst sich der vierstufige Vis-
kosita¨tstensor ηijkl durch Produkte des Kronecker-δ in folgender Form ausdru¨cken
ηijkl = η(δikδjl + δilδjk) +
(
ζ − 2
3
η
)
δijδkl , (B.45)
so dass fu¨r den Spannungstensor die unter (2.14) angegebene Beziehung gilt:
σij = η
(
∂ivj + ∂jvi − 2
3
δij∂kvk
)
+ ζδij∂kvk . (B.46)
Aus der Gleichung (2.13) fu¨r die zeitliche A¨nderung der spezifischen Entropie kann man
den durch die Flu¨ssigkeitsgradienten bedingten Anteil ∆S fu¨r die A¨nderung der Entropie
in einem Flu¨ssigkeitselement vom Volumen ∆V ablesen:
d
dt
∆S =
∆V
T
σij∂jvi . (B.47)
Vergleicht man diesen Zusammenhang mit der Darstellung (B.11) fu¨r die Entropieproduk-
tion, so liegt es nahe, die Elemente des Spannungstensors als Flu¨sse-Matrix Jij und den
Anteil mit den Geschwindigkeitsgradienten entsprechend als thermodynamische Zustands-
parameter zu betrachten:
Jij = σij ,
Xij =
∆V
T
∂ivj . (B.48)
Die Gleichung fu¨r das lineare Materialgesetz (B.44) nimmt mit den neuen Bezeichnungen
die Form
Jij =
T
∆V
ηijklXkl (B.49)
an, was nach einem Vergleich mit (B.9) die linearen Transportkoeffizienten
Lijkl =
T
∆V
ηijkl (B.50)
liefert. Die stochastischen Kra¨fte yij, die auf ein einzelnes Flu¨ssigkeitselement wirken,
ergeben sich mit der Beziehung (B.43) damit unmittelbar zu
〈yij(ω)ykl(ω′)〉 = 2kBT
∆V
ηijkl(2π)δ(ω + ω
′) . (B.51)
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Eine Ru¨cktransformation in die Zeit liefert dann
〈yij(t)ykl(t′)〉 = 2kBT
∆V
ηijklδ(t− t′) . (B.52)
Nimmt man im Folgenden an, dass die Fluktuationen der verschiedenen Flu¨ssigkeitsele-
mente, die sich an verschiedenen Orten r befinden, unabha¨ngig voneinander sind, dann
kann man fu¨r infinitesimale Volumen ∆V schließlich die Korrelation des stochastischen
Spannungstensors ξij zwischen den beiden Punkten r1 und r2 wie folgt darstellen
〈ξik(t1, r1)ξlm(t2, r2)〉 = 2kBTηijklδ(r1 − r2)δ(t − t′) (B.53)
und es gilt offensichtlich der Zusammenhang
〈yij(t)ykl(t′)〉 = 1
∆V 2
∫
∆V
dr1
∫
∆V
dr2 〈ξik(t1, r1)ξlm(t2, r2)〉 . (B.54)
Fu¨r eine Newtonsche Flu¨ssigkeit erha¨lt man mit (B.45) dann die bekannte Darstellung
〈ξik(t1, r1)ξlm(t2, r2)〉
= 2kBT
[
η(δilδkm + δimδkl) +
(
ζ − 2
3
η
)
δikδlm
]
δ(r1 − r2)δ(t1 − t2) . (B.55)
Wie in der Referenz [58] vorgefu¨hrt, kann man diese Korrelationen des stochastischen Span-
nungstensors auch aus der Korrelation der Geschwindigkeiten in einer Flu¨ssigkeit ableiten,
ohne die Entropieproduktion und damit die Transportkoeffizienten zu kennen. Dies wu¨rde
dann im vorangegangenen Abschnitt dem Ausnutzen der Relation (B.37) entsprechen.
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Da die Hydrodynamik eine Kontinuumstheorie ist, hat man es mit Feldvariablen und
weniger mit diskreten Volumina zu tun. Daher sollen im Folgenden, a¨hnlich wie in Glei-
chung (B.54), einige Beziehungen zwischen den zuvor betrachteten Zusammenha¨ngen und
den ortsabha¨ngigen Feldvariablen aufgestellt werden. Seien ai = ai(r) ortsabha¨ngige Fluk-
tuationen, dann ist
Saiaj (r, r
′) = 〈ai(r)aj(r′)〉 (B.56)
die Korrelation zwischen diesen Variablen an den Orten r und r′.
Die Korrelation der u¨ber ein Volumen V integrierten Variablen ai, gegeben durch
1 αi =∫
V dr ai(r), ist nach (B.17) gleich
〈αiαj〉 =
∫
V
dr
∫
V
dr′ 〈ai(r)aj(r′)〉 = kBg−1ij = kBTχij . (B.57)
1 Dies gilt nur, falls die αi extensive Gro¨ßen sind. Fu¨r intensive Gro¨ßen muss man hingegen den u¨ber das
Volumen gemittelten Wert αi =
1
V
R
V
dr ai(r) verwenden.
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Nimmt man Translationsinvarianz an, so gilt fu¨r beliebige ∆r
〈ai(r)aj(r′)〉 = 〈ai(r+∆r)aj(r′ +∆r)〉 . (B.58)
Mit der Wahl ∆r = −r′ ergibt sich
〈ai(r)aj(r′)〉 = 〈ai(r− r′)aj(0)〉 =: Saiaj (r− r′) . (B.59)
Mit dem Abstandsvektor R = r− r′ erha¨lt man somit die Darstellung
〈αiαj〉 =
∫
V
dr′
∫
V
dR Saiaj (R) = V
∫
V
dR Saiaj (R) . (B.60)
Die Fouriertransformation der Korrelation (B.56) in den Wellenzahlraum ist
Saiaj (k,k
′) =
∫
dr
∫
dr′ 〈ai(r)aj(r′)〉eik·reik′·r′
=
∫
dr′
∫
dR 〈ai(R)aj(0)〉eik·Rei(k+k′)·r′
= (2π)3δ(k+ k′)
∫
dR Saiaj (R)e
ik·R
=: Saiaj (k)(2π)
3δ(k + k′) , (B.61)
wobei in der zweiten Zeile die Translationsinvarianz ausgenutzt wurde. Die Matrix der
Strukturfaktoren Saiaj (k) ist somit die Fouriertransformierte von Saiaj (R)
Saiaj (k) =
∫
dR Saiaj (R)e
ik·R =
∫
dR 〈ai(R)aj(0)〉eik·R , (B.62)
so dass umgekehrt die Beziehung
Saiaj (R) =
∫
dk
(2π)3
Saiaj (k)e
−ik·R (B.63)
gilt. Nutzt man diese Darstellung in Gleichung (B.60) aus, kann man letztere umformen
und man erha¨lt
〈αiαj〉 = V
∫
V
dR Saiaj (R)
= V
∫
V
dR
∫
dk
(2π)3
Saiaj (k)e
−ik·R
= V
∫
dk Saiaj (k)δ(k)
= V lim
k→0
Saiaj (k) . (B.64)
Mit (B.57) gilt dann der Zusammenhang
V lim
k→0
Saiaj (k) = kBg
−1
ij = kBTχij . (B.65)
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B.5.1 Beispiel: Geschwindigkeitsfluktuationen
Im Falle der Geschwindigkeitsfluktuationen sind die Fluktuationen ai(r) aus (B.56) gleich
den extensiven Impulsen pi(r). Fu¨r den statischen Strukturfaktor erha¨lt man dann mit
Hilfe von (B.65)
V lim
k→0
Spipj (k) = kBT χˇpipj . (B.66)
Setzt man die statische Suszeptibilita¨t aus Gleichung (B.27) ein, ergibt sich schließlich
V lim
k→0
Spipj(k) = kBTρV δij . (B.67)
Fu¨r die homogenen Geschwindigkeitsfluktuationen erha¨lt man entsprechend
V lim
k→0
Svivj (k) = kBT χˇvivj =
kBT
ρV
δij . (B.68)
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C.1 Fourier-Transformation
In dieser Arbeit werden die folgenden Konventionen fu¨r die Fourier-Transformation ver-
wendet. Fu¨r die ra¨umliche Fourier-Transformation gilt
a(k, t) =
∫ ∞
−∞
dx a(x, t)e−ikx , a(x, t) =
∫ ∞
−∞
dk
2π
a(k, t)eikx (C.1)
und fu¨r die zeitliche Fourier-Transformation
b(x, ω) =
∫ ∞
−∞
dt b(x, t)eiωt , b(x, t) =
∫ ∞
−∞
dω
2π
b(x, ω)e−iωt . (C.2)
Darstellung der Dirac-Distribution
Die Darstellung der Dirac δ-Distributionen im Orts- und Fourierraum sind gegeben
durch
δ(x − x′) =
∫ ∞
−∞
dk
2π
eik(x−x
′) ,
2πδ(k + k′) =
∫ ∞
−∞
dxe−i(k+k
′)x . (C.3)
Analog dazu gelten fu¨r die Zeit- und Frequenzdarstellungen
δ(t− t′) =
∫ ∞
−∞
dk
2π
e−iω(t−t
′) ,
2πδ(ω + ω′) =
∫ ∞
−∞
dtei(ω+ω
′)t . (C.4)
Der Grenzu¨bergang k → 0
Ist man am Integral einer Funktion a(x, t) u¨ber den ganzen Raum interessiert, so la¨sst sich
dieses bei Kenntnis der Fouriertransformierten a(k, t) nach folgender Herleitung,∫ ∞
−∞
dx a(x, t) =
∫ ∞
−∞
dk
2π
a(k, t)
∫ ∞
−∞
dx eikx
=
∫ ∞
−∞
dk
2π
a(k, t)2πδ(k)
= lim
k→0
a(k, t) , (C.5)
leicht durch den Grenzu¨bergang limk→0 a(k, t) bestimmen.
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C.1.1 Faltung in der Zeit
Das Produkt der Fouriertransformierten a(ω) und b(ω) der Funktionen a(t) und b(t) be-
rechnet sich zu
h(ω) = a(ω)b(ω) =
∫ ∞
−∞
∫ ∞
−∞
dt dt′ a(t)b(t′)eiω(t+t
′)
=
∫ ∞
−∞
dt¯
∫ ∞
−∞
dt a(t)b(t¯− t)eiωt¯
=
∫ ∞
−∞
dt¯ h(t¯)eiωt¯ ,
wobei in der zweiten Zeile t′ = t¯− t substituiert wurde. Die Ru¨cktransformation von h(ω),
gegeben durch die Funktion h(t¯), ist somit durch das Faltungsintegral
h(t¯) =
∫ ∞
−∞
dt a(t)b(t¯− t) =
∫ ∞
−∞
dt′ a(t¯− t′)b(t′) (C.6)
gegeben. Betrachtet man stattdessen die Faltung H (t) zweier Matrizen A (t) und B (t),
H (t) =
∫ ∞
−∞
dτA (τ)B (t− τ) =
∫ ∞
−∞
dτA (t− τ)B (τ) , (C.7)
so ist die Fourier-Transformatierte H (ω) gleich dem Matrixprodukt
H (ω) = A (ω)B (ω) . (C.8)
C.1.2 Nu¨tzliche Eigenschaften der Fourier-Darstellung
Fu¨r die zu einer Matrix A (ω) adjungierte Matrix gilt
A †(ω) =
[ ∫ ∞
−∞
dt′ A (t′)eiωt
′
]†
=
∫ ∞
−∞
dt′ A †(t′)e−iωt
′
=
∫ ∞
−∞
dt A †(−t)eiωt , (C.9)
wobei in der letzten Zeile t′ = −t substituiert wurde. Ist jetzt A (ω) = A †(ω), so folgt mit
(C.9), dass A (t) = A †(−t). Ist zum anderen A (ω) = A †(−ω), so ergibt sich mit
A †(−ω) =
[∫ ∞
−∞
dt′ A (t′)e−iωt
′
]†
=
∫ ∞
−∞
dt′ A †(t′)eiωt
′
!
=
∫ ∞
−∞
dt′ A (t′)eiωt
′
= A (ω) (C.10)
die Hermitizita¨t A †(t) = A (t).
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C.2 Zeitliche Laplace-Transformation
Die zeitliche Laplace-Transformation sei gegeben durch
b(s) =
∫ ∞
0
dt b(t)eist , (C.11)
die Ru¨cktransformation ergibt sich mit Hilfe des Bromwich Integrals [69] zu
b(t) =
∫ ∞+ic
−∞+ic
ds b(s)e−ist . (C.12)
Hier ist immer s = ω + iǫ mit ǫ > 0 damit der Integrand konvergiert.
Zeitableitung. Insbesondere gilt fu¨r die Laplace-Transformation einer nach der Zeit ab-
geleiteteten Gro¨ße nach partieller Integration:∫ ∞
0
dt eist∂tb(t) = −b(t = 0)− isb(s) . (C.13)
C.2.1 Matrixpropagatoren
Die Laplace-Transformation des Propagators
G (t) = e−At (C.14)
ist gegeben durch
G (s) =
∫ ∞
0
dt eiste−A t = (−isI +A )−1 . (C.15)
Dies la¨sst sich allgemein mit der Summendarstellung des Propagators zeigen.1 Fu¨r s = ω
ergeben sich daraus die Fourier-Transformierten der Matrixpropagatoren G (+)(t) :=
Θ(t)e−A t und G (−)(t) :=
(
G (+)(−t)
)†
= Θ(−t)e+A †t mit Hilfe der Eigenschaft (C.9)
zu
G (+)(ω) =
∫ ∞
−∞
dt Θ(t)e−A teiωt = (−iωI +A )−1 ,
G (−)(ω) =
∫ ∞
−∞
dt Θ(−t)e+A †teiωt = (iωI +A †)−1 , (C.16)
wobei Θ(t) die Heaviside-Stufenfunktion ist, und die Eigenwerte vonA positiv sein mu¨ssen,
damit die Integrale konvergieren.
1 Falls A diagonalisierbar ist, kann man mit der Diagonalmatrix AD und den Transformationsmatrizen
D , eine Hauptachsentransformation durchfu¨hren, so dass G (t) = D −1e−ADtD gilt. Die Laplace-
Transformation kann dann u¨ber die Elemente der Diagonalmatrix exp
`
ADt
´
durchgefu¨hrt werden. Die
anschließende Matrixmultiplikation mit D liefert die Darstellung (C.15).
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C.2.2 Faltung bei Laplace-Transformation
Ausgehend vom Produkt zweier Laplace-Transformierter Matrizen gilt
H (z) = A (z)B (z) =
∫ ∞
0
dt eistA (t)
∫ ∞
0
dt′ eist
′
B (t′)
=
∫ ∞
0
dt eistA (t)
∫ ∞
0
dt2 e
−ist+is(t′+t)B (−t+ (t′ + t))
=
∫ ∞
0
dt A (t)
∫ ∞
t
dt¯ eist¯B (t¯− t)
=
∫ ∞
0
dt¯ eist¯
∫ t
0
dt A (t)B (t¯− t) =
∫ ∞
0
dt¯ eizt¯H(t¯) .
In der dritten Zeile wurde t¯ = t′ + t substituiert und in der letzten Zeile wurden die
Integrationen vertauscht. Somit ist H(t¯) durch das folgende Faltungsintegral gegeben:
H(t¯) =
∫ t
0
dt′ A (t′)B (t¯− t′) . (C.17)
C.3 Lo¨sung spezieller Faltungsintegrale und Definition der
Faltungstensoren
Bei der Berechnung der Fluktuationskorrelationen treten zwei spezielle Fa¨lle von Fal-
tungsintegralen auf, deren Lo¨sung sich in Tensoren zusammenfassen la¨sst. Dies birgt den
Vorteil, dass die einzelnen Ausdru¨cke fu¨r die Korrelationsmatrizen u¨bersichtlicher darge-
stellt werden ko¨nnen und zum anderen zur numerischen Berechnung die Zeitintegrationen
bei der Programmierung nicht explizit durchgefu¨hrt werden mu¨ssen, sondern durch die
entsprechenden analytisch gewonnenen Tensorausdru¨cke ersetzt werden ko¨nnen.
Es handelt sich um die Integrale∫ t1
t0
dτeV (s−τ)Ω eW (t−τ) , (C.18)
im folgenden “Zeitintegral 1” genannt, und∫ t1
t0
dττeV (s−τ)Ω eW (t−τ) , (C.19)
welches “Zeitintegral 2” genannt wird und zusa¨tzlich zu (C.18) ein multiplikaties τ im
Integranden hat.
Die Matrizen V undW sollen jeweils die Eigenwerte vi und wi besitzen und mit Hilfe der
Transformationsmatrizen Q und P auf Diagonalform gebracht werden ko¨nnen:
viδij = Q
−1
ik VklQlj ,
wiδij = P
−1
ik WklPlj . (C.20)
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Zeitintegral 1
Die Komponente “ij” des Integrals (C.18) kann wie folgt berechnet werden,
Qin
∫ t1
t0
dτ evn(s−τ)δnνQ−1νkΩklPlµδµme
wm(t−τ)P−1mj
= Qine
vns
∫ t1
t0
dτe−(vn+wm)τQ−1nkΩklPlme
wmtP−1mj , (C.21)
wobei zur Durchfu¨hrung des Integrals in der letzten Zeile unterschieden werden muß, ob
vn + wm = 0 ist oder nicht.
Fall vn 6= −wm: Ist vn 6= −wm, la¨sst sich das Integral (C.21) wie folgt lo¨sen
Qine
vn(s−τ) (−Q−1nkPlm)
(vn + wm)
Ωkle
wm(t−τ)P−1mj
∣∣∣∣∣
t1
t0
= Qine
vn(s−τ)
δnν︷ ︸︸ ︷
Q−1nαQαν
(−Q−1νk Plµ)
(vν + wµ)
Ωkl
δµm︷ ︸︸ ︷
P−1µβ Pβm e
wm(t−τ)P−1mj
∣∣∣∣∣
t1
t0
= (eV (s−τ))iαT VWe;αβlkΩkl(e
W (t−τ))βj
∣∣∣∣∣
t1
t0
, (C.22)
wobei der vierstufige Tensor
T VWe;αβlk := −QανQ−1νk PlµP−1µβ ×
{
(vν + wµ)
−1,wenn vν + wµ 6= 0
0, sonst
(C.23)
eingefu¨hrt wurde. Der Index “e” des Tensors steht fu¨r “exponentiell”, da es die Lo¨sung
eines Integrals u¨ber eine Exponentialfunktion ist.
Fall vn = −wm: In diesem Fall ist die vordere Exponentialfunktion im Integranden von
(C.21) gleich Eins, womit der Integrand unabha¨ngig von τ wird. Somit ergibt sich einfach
(t1 − t0)(eV s)iαT VWt;αβlkΩkl(eW t)βj (C.24)
mit dem Tensor
T VWt;αβlk := QανQ
−1
νk PlµP
−1
µβ ×
{
1,wenn vν + wµ = 0
0, sonst
, (C.25)
153
C Fourier- und Laplace-Transformation
wobei das “t“ fu¨r ”time“ steht, da die Lo¨sung des Integrals linear in der Zeitdifferenz ist.
Durch entsprechende Substitutionen im Ausgangsintegral kann man außerdem zeigen, dass
man in (C.24) alternativ auch die Exponentialfunktion nach hinten schieben kann:
(t1 − t0)(eV (s−t))iαT VWt;αjlkΩkl = (t1 − t0)T VWt;iβlkΩkl(eV (t−s))βj . (C.26)
Fasst man die beiden Fa¨lle zusammen, erha¨lt man als Gesamtlo¨sung des Integrals (C.18)
den Ausdruck:
∫ t1
t0
dτeV (s−τ)Ω eW (t−τ) = eV (s−t1)T VWe Ω e
W (t−t1) − eV (s−t0)T VWe Ω eW (t−t0)
+ (t1 − t0)eV sT VWt Ω eW t . (C.27)
Spezialfall. Wenn W = V † gilt und keine rein imagina¨ren Eigenwerte besitzt, gilt∫ t1
t0
dτeV (s−τ)Ω eV
†(t−τ) = eV (s−t1)T V V
†
e Ω e
V †(t−t1) − eV (s−t0)T V V †e Ω eV
†(t−t0) (C.28)
mit T V V
†
e;αβlk := −QανQ−1νkQ−†lµ Q†µβ(vν + v∗µ)−1 .
Zeitintegral 2
Auf a¨hnliche Weise wie das erste Zeitintegral gelo¨st wurde erha¨lt man nach einer partiellen
Integration von (C.19) den Ausdruck∫ t1
t0
dττeV (s−τ)Ω eW (t−τ) = t1eV (s−t1)T VWe Ω e
W (t−t1) − t0eV (s−t0)T VWe Ω eW (t−t0)
eV (s−t1)T VWe2 Ω e
W (t−t1) − eV (s−t0)T VWe2 Ω eW (t−t0)
+
1
2
(t21 − t20)eV sT VWt Ω eW t . (C.29)
Hierbei wurde zusa¨tzlich zu (C.23) und (C.25) der Tensor
T VWe2;αβlk := −QανQ−1νk PlµP−1µβ ×
{
(vν + wµ)
−2,wenn vν + wµ 6= 0
0, sonst
(C.30)
verwendet, wobei der Index ”e2“ auf die zweifache Integration u¨ber eine Exponentialfunk-
tion hindeuten soll, und damit das Inverse des Quadrates u¨ber die Eigenwerte auftritt.
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Spezialfall. Falls W = V keine rein imagina¨ren Eigenwerte besitzt gilt∫ t1
t0
dττeV (s−τ)Ω eV
†(t−τ) = t1eV (s−t1)T V V
†
e Ω e
V †(t−t1) − t0eV (s−t0)T V V †e Ω eV
†(t−t0)
eV (s−t1)T V V
†
e2 Ω e
V †(t−t1) − eV (s−t0)T V V †e2 Ω eV
†(t−t0) (C.31)
mit T V V
†
e2;αβlk := −QανQ−1νkQ−†lµ Q†µβ(vν + v∗µ)−2.
C.3.1 Eigenschaften der Faltungstensoren
Mit Hilfe der Indexdarstellung fu¨r die Tensoren findet man die folgenden Transformati-
onseigenschaften fu¨r die in (C.23), (C.25) und (C.30) eingefu¨hrten Faltungstensoren(
T AA
†
e M
)†
= T AA
†
e M
† ,
(
T A(−A)e M
)†
= −T A†(−A†)M † ,(
T AA
†
e2 M
)†
= T AA
†
e2 M
† ,
(
T
A(−A)
e2 M
)†
= T
A†(−A†)
e2 M
† ,(
T AA
†
t M
)†
= T AA
†
t M
† ,
(
T
A(−A)
t M
)†
= T
A†(−A†)
t M
† , (C.32)
wobeiM hier eine beliebige Matrix darstellt. Außerdem findet man die weiteren nu¨tzlichen
Beziehungen
T (−A)Ae M = −T A(−A)e M ,
T
(−A)A
e2 M = T
A(−A)
e2 M ,
T
(−A)A
t M = T
A(−A)
t M . (C.33)
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D Entwicklung der stochastischen Kra¨fte
D.1 Fourier-Transformation
Aus den Korrelationen des stochastischen Spannungstensors, wie er in Gleichung (2.31)
eingefu¨hrt und in Anhang B.4 abgeleitet wurde, ergeben sich nach einer Fourier-
Transformation in der Zeit und den drei Raumrichtungen die Komponenten
〈ξik(ω1,k1)ξlm(ω2,k2)〉 = (D.1)∫
dr1 dr2
∫
dt1 dt2 e
−ik1r1+iω1t1e−ik2r2+iω2t2〈ξik(t1, r1)ξlm(t2, r2)〉
= 2Q2ν
[
(δilδkm + δimδkl) + (α− 2)δikδlm
]
∫
dr1 dr2
∫
dt1 dt2 e
−ik1r1+iω1t1e−ik2r2+iω2t2δ(r1 − r2)δ(t1 − t2)
= 2Q2ν
[
(δilδkm + δimδkl) + (α− 2)δikδlm
] ∫
dr1
∫
dt1 e
−i(k1+k2)r1+i(ω1+ω2)t1
= 2Q2ν(2π)4
[
(δilδkm + δimδkl) + (α− 2)δikδlm
]
δ(k1 + k2)δ(ω1 + ω2) .
Fu¨hrt man die Transformation nur in die x- und z-Raumrichtung durch, erha¨lt man
〈ξik(ω1,κ1, y1)ξlm(ω2,κ2, y2)〉 = 2Q2ν(2π)3
[
(δilδkm + δimδkl) + (α− 2)δikδlm
]
δ(κ1 + κ2)δ(ω1 + ω2)δ(y1 − y2) . (D.2)
Fu¨r die Divergenz der longitudinalen Komponente der Kraftdichte, wie sie in Anhang A
definiert wurde,
H = ∇·FS = ∂l∂mξlm(r, t) , (D.3)
mit FSi = ∂jξik, erha¨lt man nach einer Fourier-Transformation zusammen mit der Korre-
lation des stochastischen Spannungstensors (D.2) die Korrelation
〈H(ω,k)H(ω′,k′)〉
= (ikl)(ikm)(ik
′
j)(ik
′
k)〈ξlm(ω,k)ξjk(ω′,k′)〉
= 2Q2(2π)4klkmkjkkν
[
(δilδkm + δimδkl) + (α− 2)δikδlm
]
δ(k1 + k2)δ(ω1 + ω2)
= 2Q2(2π)4k4ναδ(k1 + k2)δ(ω1 + ω2) (D.4)
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und die ebenfalls in Anhang A definierten transversalen stochastischen Beitra¨ge
G = ∇×∇×FS haben im Ortsraum die Komponenten
Gi(r, t) = ∂i∂m∂lξml(r, t)− ∂2m∂lξil(r, t) , (D.5)
was nach einer Fourier-Transformation in drei Raumdimensionen zu
Gi(k, t) = −ikikmklξml(k, t) + ik2mklξil(k, t)
= ik2(δim − kˆikˆm)klξml(k, t) (D.6)
fu¨hrt, womit ihre Korrelationen im unendlich ausgedehnten Raum durch
〈Gi(ω,k)Gl(ω′,k′)〉 = −k2k′2(δij − kˆikˆj)(δlm − kˆ′lkˆ′m)kpk′n〈ξjp(ω,k)ξmn(ω′,k′)〉
= 2Q2(2π)4νk4(δij − kˆikˆj)(δlm − kˆlkˆm)kpkn[
(δjmδpn + δjnδpm) + (α− 2)δjpδmn
]
δ(k+ k′)δ(ω + ω′)
= 2Q2(2π)4νk6(δil − kˆikˆl)δ(k + k′)δ(ω + ω′) (D.7)
gegeben sind. In Vektorschreibweise nimmt der letzte Ausdruck die folgende Form an:
〈G(ω, k)G(ω′, k′)〉 = (2π)42Q2(2π)4νk6(I − kˆkˆ)δ(k + k′)δ(ω + ω′) . (D.8)
Die gemischte Korrelation 〈H(ω,k)Gj(ω′,k′)〉, ebenso wie 〈Gi(ω,k)H(ω′,k′)〉 verschwin-
den dagegen.
D.2 Entwicklung senkrecht zu den Wa¨nden
Hier sollen die Korrelationen von G(κ, y) und H(κ, y) in y-Richtung, senkrecht zu den
Wa¨nden, nach dem in Kapitel 5.1.3 eingefu¨hrten Funktionensystem ϕαn(y) entwickelt
werden.
Zur Berechnung der longitudinalen Beitra¨ge H(ω,κ, y) wird wie zuvor von der Beziehung
(D.3) ausgegangen. Diese liefert nach einer Fourier-Transformation in der xz-Ebene und
in der Zeit
H(ω,κ, y) = −κ2xξxx + ∂2yξyy − κ2zξzz + 2i∂y(κxξxy + κzξyz)− 2κxκzξxz . (D.9)
Ebenso ergeben sich die Komponenten von Gi(ω,κ, y) aus (D.5) nach ebener Fourier-
Transformation zu
Gx(ω,κ, y) = −iκx
(
∂y
2 − κz2
)
ξxx + iκx∂y
2ξyy − iκxκ2zξzz
+
(
(κ2z − κ2x)∂y − ∂y3
)
ξxy + iκz(κ
2
z − κx2 − ∂y2)ξxz − 2κxκz∂yξyz ,
Gy(ω,κ, y) = −κ2x∂yξxx + (κ2z + κ2x)∂yξyy − κ2z∂yξzz
+ iκx(κ
2
z + κ
2
x + ∂
2
y)ξxy − 2κzκx∂yξxz + iκz(κ2z + κ2x + ∂2y)ξyz ,
Gz(ω,κ, y) = −iκzκ2xξxx + iκz∂2yξyy − iκz(∂2y − κ2x)ξzz
− 2κzκx∂yξxy + iκx(κ2x − κ2z − ∂2y)ξxz +
(
(κ2x − κ2z)∂y − ∂3y
)
ξyz . (D.10)
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Es wurden hier die Abha¨ngigkeiten des stochastischen Spannungstensors von ω, κ und y
wegen der besseren U¨bersichtlichkeit weggelassen.
Zur Berechnung der Korrelationen von (D.9) und (D.10) beno¨tigt man noch die in der
xz-Ebene Fourier-Transformierten Korrelationen des stochastischen Spannungstensors aus
(D.2), die sich bei Betrachtung der mo¨glichen Indexkombinationen auch wie folgt darstellen
lassen ,
〈ξiiξii〉 = 2Q2ν(2π)3αδ(κ + κ′)δ(ω + ω′)δ(y − y′) ,
〈ξiiξjj〉 = 2Q2ν(2π)3(α− 2)δ(κ + κ′)δ(ω + ω′)δ(y − y′) fu¨r i 6= j ,
〈ξijξij〉 = 2Q2ν(2π)3δ(κ + κ′)δ(ω + ω′)δ(y − y′) fu¨r i 6= j
= 〈ξijξji〉 ,
wobei alle anderen Kombinationen unkorreliert sind.
Man kann die Korrelationen der Beitra¨ge H(ω,κ, y) und Gi(ω,κ, y) in kompakter Form
wie folgt darstellen ,
〈H(ω,κ, y)H(ω′,κ′, y′)〉 = (2π)3H¯(ω,κ, y, y′)δ(ω + ω′)δ(κ + κ′)δ(y − y′) (D.11)
und
〈Gi(ω,κ, y)Gj(ω′,κ′, y′)〉 = (2π)3G¯ij(ω,κ, y, y′)δ(ω + ω′)δ(κ + κ′)δ(y − y′) , (D.12)
worin H¯(ω,κ, y, y′) und die Matrix mit den Komponenten G¯ij(ω,κ, y, y′) eingefu¨hrt wur-
den und die im Folgenden aufgelistet sind:
H¯(ω,κ, y, y′) = ακ4 + α(∂2y∂
′2
y − κ2(∂2y + ∂′2y)) + 2κ2(∂y + ∂′y)2 , (D.13)
G¯xx(ω,κ, y, y
′) = 2Q2ν
(
∂3y∂
3
y′ + (κ
2
x − κ2z)
(
∂y∂
3
y′∂
3
y∂y′
)
+ (4κ2x + κ
2
z)∂
2
y∂
2
y′
− κ2κ2z
(
∂2y′ + ∂
2
y
)
+ κ4∂y∂y′ + κ
2
zκ
4 , (D.14)
G¯yy(ω,κ, y, y
′) = 2Q2ν
(
κ2∂2y∂
2
y′ + κ
4
(
∂2y′ + 4∂y∂y′ + ∂
2
y
)
+ κ6
)
, (D.15)
G¯zz(ω,κ, y, y
′) = 2Q2ν
(
∂3y∂
3
y′ − (κ2x − κ2z)
(
∂y∂
3
y′ + ∂
3
y∂y′
)
+ (κ2x + 4κ
2
z)∂
2
y∂
2
y′
+ κ4∂y∂y′ − κ2xκ2
(
∂2y′ + ∂
2
y
)
+ κ2xκ
4
)
, (D.16)
G¯xy(ω,κ, y, y
′) = 2Q2νiκx
(
∂3y∂
2
y′ + κ
2
(
∂y∂
2
y′ + 4∂
2
y∂y′ + ∂
3
y
)
+ κ4∂y
)
, (D.17)
G¯yx(ω,κ, y, y
′) = G∗xy(ω,κ, y, y
′) = −2Q2νiκx
(
∂2y∂
3
y′κ
2(∂3y′ + 4∂y∂
2
y′ + ∂
2
y∂y′
)
+ κ4∂y′
)
,
(D.18)
159
D Entwicklung der stochastischen Kra¨fte
G¯zy(ω,κ, y, y
′) = 2Q2νiκz
(
∂3y∂
2
y′ + κ
2
(
∂y∂
2
y′ + 4∂
2
y∂y′ + ∂
3
y
)
+ κ4∂y
)
, (D.19)
G¯yz(ω,κ, y, y
′) = −2Q2νiκz
(
∂2y∂
3
y′ + κ
2
(
∂3y′ + 4∂y∂
2
y′ + ∂
2
y∂y′
)
+ κ4∂y′
)
= G∗yz(ω,κ, y, y
′) , (D.20)
und
G¯zx(ω,κ, y, y
′) = 2Q2νκxκz
(
2∂y∂
3
y′ + 2∂y′∂
3
y + 3∂
2
y∂
2
y′ + κ
2
(
∂2y′ + ∂
2
y
)− κ4)
= G∗xz(ω,κ, y, y
′) . (D.21)
Entwicklung nach der Galerkin-Methode. Bei der Projektion auf das Funktionensystem
im Rahmen der in Abschnitt 5.1.4 eingefu¨hrten Galerkin-Methode ist Vorsicht geboten,
da eine A¨nderung der Reihenfolge der Ableitungen unter den Projektionsintegralen zu
unterschiedlichen Ergebnissen fu¨hren kann.
Ist die Korrelation durch eine allgemeine Funktion C(y, y′) = ∂ky∂′ly δ(y − y′) gegeben, so
kann man zum einen die Projektion wie folgt interpretieren ,
∫ d
2
− d
2
dyϕ(αn)(y)
∫
dy′ϕ(βm)(y′)C(y, y′) (D.22)
=
∫ d
2
− d
2
dyϕ(αn)(y)
∫
dy′ϕ(βm)(y′)∂ky∂
′l
y δ(y − y′) ,
zum anderen kann man auch, da sich die Korrelation ja aus dem Produkt zweier Funktionen
zusammensetzt, die Interpretation
∫ d
2
− d
2
dyϕ(αn)(y)∂
k
y
∫
dy′ϕ(βm)(y′)∂′ly δ(y − y′) (D.23)
wa¨hlen. Mit Hilfe der Beziehung
∫ d
2
− d
2
dy′ f(y′)∂ky′δ(y − y′) =
(
Θ
(
y +
d
2
)
−Θ
(
y2− d
2
))
(−1)k∂kyf(y) (D.24)
erha¨lt man fu¨r die erste Variante (D.22) die Lo¨sung
(−1)l
∫ d
2
− d
2
dyϕ(αn)(y)∂
k+l
y ϕ(βm)(y) (D.25)
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wa¨hrend fu¨r die zweite Variante (D.23), wie im Folgenden gezeigt, ein zusa¨tzlicher Beitrag
hinzukommt:
∫ d
2
− d
2
dyϕ(αn)(y)∂
k
y
∫ d
2
− d
2
dy′ϕ(βm)(y′)∂′y
l
δ(y − y′)
=
∫ d
2
− d
2
dyϕ(αn)(y)∂
k
y
[(
Θ
(
y +
d
2
)
−Θ
(
y − d
2
))
(−1)l∂lyϕ(βm)(y)
]
= (−1)l
∫ d
2
− d
2
dyϕ(αn)(y)
k∑
ν=0
(
ν
k
)
∂ν+ly ϕ(βm)(y) ∂
(k−ν)
y
(
Θ
(
y +
d
2
)
−Θ
(
y − d
2
))
= (−1)l
∫ d
2
− d
2
dyϕ(αn)(y)∂
k+l
y ϕ(βm)(y)
(
Θ
(
y +
d
2
)
−Θ
(
y − d
2
)))
+ (−1)l
∫ d
2
− d
2
dyϕ(αn)(y)
k−1∑
ν=0
(
ν
k
)
∂ν+ly ϕ(βm)(y) ∂
(k−1−ν)
y
(
δ
(
y +
d
2
)
− δ
(
y − d
2
))
= (−1)l
∫ d
2
− d
2
dyϕ(αn)(y)∂
k+l
y ϕ(βm)(y)
+ (−1)l
∫ d
2
− d
2
dyϕ(αn)(y)
k−1∑
ν=0
(
ν
k
)
∂ν+ly ϕ(βm)(y) ∂
(k−1−ν)
y
(
δ
(
y +
d
2
)
− δ
(
y − d
2
))
(D.26)
Das erste Integral in der letzte Zeile entspricht also gerade der Lo¨sung (D.25) fu¨r die erste
Variante (D.22). Der letzte Ausdruck liefert zusammen mit (D.24) genau dann einen Bei-
trag, falls die entsprechende Anzahl an Ableitungen der Entwicklungsfunktion am Rand
nicht verschwindet. Im Falle der in Kapitel 5.4 eingefu¨hrten speziellen Entwicklungsfunk-
tionen ist genau dies der Fall.
Da das Interesse vordergru¨ndig in Bulk-Effekten liegt und der zusa¨tzliche Beitrag in der
zweiten Variante (D.26) durch die Ra¨nder auftritt und es außerdem die Rechnung ins-
gesamt leichter gestaltet, soll im weiteren Verlauf die Gleichung (D.22) zur Lo¨sung der
Korrelation der stochastischen Kra¨fte benutzt werden.
Die durch Projektion auf die Entwicklungsfunktionen gewonnenen Entwicklungskoeffizi-
enten der Korrelationen werden zuna¨chst allgemein wie folgt bezeichnet:
〈HH〉(αn)(βm) =
∫ d
2
− d
2
dy ϕαn(y)H(ω,κ, y
′)
∫ d
2
− d
2
dy′ ϕβm(y)H(ω,κ, y)δ(y − y′) . (D.27)
und
〈GiGj〉(αn)(βm) =
∫ d
2
− d
2
dy ϕαn(y)Gi(ω,κ, y
′)
∫ d
2
− d
2
dy′ ϕβm(y)Gj(ω,κ, y′)δ(y − y′) . (D.28)
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Die Korrelation der in Abschnitt 5.1.4 unter (5.19) eingefu¨hrten Entwicklungskoeffizienten
P(αni), welche nach (5.7) Funktionen der oben beschriebenen H und Gi sind, lassen sich
dann wie folgt schreiben
〈PP〉(αn)(βm) = 2Q2ν(2π)3δ(κ + κ′)δ(ω + ω′) (D.29)

0 0 0 0 0
0 κ2〈HH〉 0 0 0
0 0 〈GxGx〉 〈GxGy〉 〈GxGz〉
0 0 〈GyGx〉 〈GyGy〉 〈GyGz〉
0 0 〈GzGx〉 〈GzGy〉 〈GzGz〉


(αn)(βm)
.
Diese Koeffizenten lassen sich in der im Abschnitt 5.1.5 beschriebenen Art zu einer Matrix
〈P(ω,κ)P(ω′,κ′)〉 zusammenfassen.
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An dieser Stelle werden die Entwicklungskoeffizienten J(αni)(βlj) und M(αni)(βlj) aus Ab-
schnitt 5.19 zuna¨chst unter der Annahme, dass ϕαn(y) ein allgemeines orthogonales Funk-
tionensystem darstellt, entwickelt. Im Abschnitt E.2 werden dann die Ergebnisse durch
das System der harmonischen Funktionen aus Abschnitt 5.4.1 dargestellt.
Entsprechend der Gleichungen (5.19) definieren wir die Entwicklungskoeffizienten der ver-
schiedenen Operatoren wie folgt:
∂νyϕ−l(y) =
∞∑
k=1
ϕ−k(y)Ψ¯
(ν)
kl + ϕ∼k(y)Ψ˜
(ν)
kl , (E.1a)
∂νyϕ∼l(y) =
∞∑
k=1
ϕ−k(y)Φ¯
(ν)
kl + ϕ∼k(y)Φ˜
(ν)
kl , (E.1b)
yµϕ−l(y) =
∞∑
k=1
ϕ−k(y)Υ¯
(µ)
kl + ϕ∼k(y)Υ˜
(µ)
kl , (E.1c)
yµϕ∼l(y) =
∞∑
k=1
ϕ−k(y)Π¯
(µ)
kl + ϕ˜k(y)Π˜
(µ)
kl , (E.1d)
yµ∂νyϕ−l(y) =
∞∑
k=1
ϕ−k(y)Λ¯
(µ,ν)
kl + ϕ∼k(y)Λ˜
(µ,ν)
kl , (E.1e)
yµ∂νyϕ∼l(y) =
∞∑
k=1
ϕ−k(y)Ξ¯
(µ,ν)
kl + ϕ∼k(y)Ξ˜
(µ,ν)
kl . . (E.1f)
Hierbei ist, abha¨ngig von der Symmetrie der Entwicklungsfunktionen, fu¨r spezielle ν und µ
immer nur einer der Koeffizienten ungleich Null. Zum Beispiel ist die erste Ableitung nach
y der bezu¨glich y symmetrischen Entwicklungsfunktion ϕ−,l(y) in (E.1a) antisymmetrisch
und somit Ψ¯
(1)
lk = 0.
Die einzelnen Koeffizienten erha¨lt man dann, entsprechend der Gleichung (5.19), am Bei-
spiel der einfachen Ableitung nach y, durch die Projektion:
〈ϕ∼n(y),
[
∂1yϕ−,l(y)
]
〉d =
∑
k
〈ϕ∼n(y), ϕ∼k(y)〉dΨ˜(1)kl = Ψ˜
(1)
nl . (E.2)
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Insbesondere kann man den Laplace-Operator △κy := −(κ2 − ∂y)2 in einer gewa¨hlten
Funktionenbasis elementweise wie folgt darstellen:
△κ,−nl = −
(
κ2δnl − 〈ϕ−n(y)
[
∂2yϕ−l(y)
]
〉d
)
= −(κ2δnl − Ψ¯(2)nl ) ,
△κ,∼nl = −
(
κ2δnl − 〈ϕ∼n(y)
[
∂2yϕ∼l(y)
]
〉d
)
= −(κ2δnl − Ψ¯(2)nl ) . (E.3)
E.1 Matrixoperatoren
Mit Hilfe der Darstellungen (E.1) nehmen die Matrixoperatoren (5.8)-(5.10) folgende Form
an:
J (αn)(βl) = δαβ


δnl 0 0 0 0
0 △κ,αnl 0 0 0
0 0 △κ,αnl 0 0
0 0 0 △κ,αnl 0
0 0 0 0 △κ,αnl


, (E.4)
M 0,(αn)(βl) =


0 − iκ△κ,αnl 0 0 0
iκc2△κ,αnl −να△2κ,αnl 0 0 0
0 0 −ν△2κ,αnl 0 0
0 0 0 −ν△2κ,αnl 0
0 0 0 0 −ν△2κ,αnl


, (E.5)
M g,(αn)(αl) =


0 0 0 0 0
0 0 0 −2κκxδnl 0
0 0 0 △κ,αnl + 2κ2xδnl 0
0 −κxκ △κ,αnl 0 0 0
0 0 0 2κxκzδnl 0


, (E.6)
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M g,(−n)(∼l) =


iκxΠ¯
(1)
nl 0 0 0 0
0 iκx(L¯nl + 2Φ¯
(1)
nl ) 0 0 0
0 iκ(κ
2Φ¯
(1)
nl − Φ¯(3)nl ) iκx(L¯nl + 2Φ¯(1)nl ) 0 0
0 0 0 iκxL¯nl 0
0 0 0 0 iκx(L¯nl + 2Φ¯
(1)
nl )


, (E.7)
M g,(∼n)(−l) =


iκxΥ˜
(1)
nl 0 0 0 0
0 iκx(L˜nl + 2Ψ˜
(1)
nl ) 0 0 0
0 iκ(κ
2Ψ˜
(1)
nl − Ψ˜
(3)
nl ) iκx(L˜nl + 2Ψ˜
(1)
nl ) 0 0
0 0 0 iκxL˜nl 0
0 0 0 0 iκx(L˜nl + 2Ψ˜
(1)
nl )


. (E.8)
mit
L¯nl = −κ2Π¯(1)nl + Ξ¯(1,2)nl ,
L˜nl = −κ2Υ˜(1)nl + Λ˜(1,2)nl . (E.9)
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E.2 Haftende Randbedingungen
Mit der Wahl des speziellen Funktionensystems aus Abschnitt (5.4.1) ergeben sich die
folgenden Darstellungen, wobei die zusa¨tzlichen Anteile im kompressiblen Fall ebenfalls
beru¨cksichtigt werden:
Ψ˜
(1)
nl = 〈ϕ∼n(y), ∂yϕ−l(y)〉d = −
4
d
(−1)l+n K−lK∼n
K2∼n −K2−l
, (E.10a)
Φ¯
(1)
nl = 〈ϕ−n(y), ∂yϕ∼l(y)〉d =
4
d
(−1)l+n K−nK∼l
K2∼l −K2−n
, (E.10b)
Ψ¯
(2)
nl = 〈ϕ−n(y), ∂2yϕ−l(y)〉d = −K2−lδnl , , (E.11a)
Φ˜
(2)
nl = 〈ϕ∼n(y), ∂2yϕ∼l(y)〉d = −K2∼lδnl , , (E.11b)
Ψ˜
(3)
nl = 〈ϕ∼n(y), ∂3yϕ−l(y)〉d =
4
d
(−1)l+nK2−l
K−lK∼n
K2∼n −K2−l
, (E.12a)
Φ¯
(3)
nl = 〈ϕ−n(y), ∂3yϕ∼l(y)〉d = −
4
d
(−1)l+nK2∼l
K−nKsl
K2∼l −K2−n
, (E.12b)
Υ˜
(1)
nl = 〈ϕ∼n(y), y ϕ−l(y)〉d =
8
d
(−1)l+n K−lK∼n
(K2∼n −K2−l)2
, (E.13a)
Π¯
(1)
nl = 〈ϕ−n(y), y ϕ∼l(y)〉d =
8
d
(−1)l+n K−nK∼l
(K2∼l −K2−n)2
, (E.13b)
Λ˜
(1,2)
nl = 〈ϕ∼n(y), y∂2yϕ−l(y)〉d = −
8
d
(−1)l+nK2−l
K−lK∼n
(K2∼n −K2−l)2
, (E.14a)
Ξ¯
(1,2)
nl = 〈ϕ−n(y), y∂2yϕ∼l(y)〉d = −
8
d
(−1)l+nK2∼l
K−nK∼l
(K2∼l −K2−n)2
, (E.14b)
Der Laplace-Operator wird dann mit M2αl = κ
2 +K2αl zu
△¯k,nl = −δnl(κ2 +K2−l) = −δnlM2−l ,
△˜k,nl = −δnl(κ2 +K2∼l) = −δnlM2∼l , (E.15)
und fu¨r die Abku¨rzungen in (E.9) erha¨lt man im System der harmonischen Funktionen
L¯nl = −8
d
(−1)n+lM2∼l
K−nK∼l
(K2∼l −K2−n)2
,
L˜nl = −8
d
(−1)n+lM2−l
K−lK∼n
(K2∼n −K2−l)2
. (E.16)
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Matrizen der Bewegungsgleichungen
Die Matrizen aus Abschnitt E.1 lauten somit:
J (αn)(βl) = δαβδnl


1 0 0 0 0
0 −M2αn 0 0 0
0 0 −M2αn 0 0
0 0 0 −M2αn 0
0 0 0 0 −M2αn


, (E.17)
A (αn)(βl) = δαβδnl


0 iκM
2
αn 0 0 0
iκc2 ναM2αn 0 0 0
0 0 νM2αn 0 0
0 0 0 νM2αn 0
0 0 0 0 νM2αn


, (E.18)
B (αn)(αl) = δnl


0 0 0 0 0
0 0 0 2 κκx
M2αn
0
0 0 0
(
1− 2 κ2x
M2αn
)
0
0 −κxκ 0 0 0
0 0 0 −2κxκz
M2αn
0


, (E.19)
B (−n)(∼l) =
8
d
(−1)n+liκx K−nK∼l
(K2−n −K2∼l)2


1 0 0 0 0
0 1 0 0 0
0
K2−n−K2∼l
2κxκ
M2∼l
M2−n
1 0 0
0 0 0
M2∼l
M2−n
0
0 0 0 0 1


, (E.20)
B (∼n)(−l) =
8
d
(−1)n+liκx K∼nK−l
(K2∼n −K2−l)2


1 0 0 0 0
0 1 0 0 0
0
K2∼n−K2−l
2κxκ
M2−l
M2∼n
1 0 0
0 0 0
M2−l
M2∼n
0
0 0 0 0 1


, (E.21)
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E.2.1 Stochastischer Spannungstensor
Die Korrelationsmatrizen der Entwicklungskoeffizienten der stochastischen Beitra¨ge, wie
sie in Gleichung (5.35) eingefu¨hrt wurden, ergeben sich mit Hilfe der Darstellung von J
aus (E.17) und der in Abschnitt D.2 eingefu¨hrten Matrix 〈P(ω,κ)P(ω′,κ′)〉 aus
K = J−1〈P(ω,κ)P(ω′,κ′)〉J−T (E.22)
mit den Koeffizientenmatrizen
K(−n)(−m) = 2Q2νδnm


0 0 0 0 0
0 ακ2 0 0 0
0 0 (M2−n − κ2x) 0 −κxκz
0 0 0 κ2 0
0 0 −κxκz 0 (M2−n − κ2z)


, (E.23)
K(∼n)(∼m) = 2Q2νδnm


0 0 0 0 0
0 ακ2 0 0 0
0 0 (M2∼n − κ2x) 0 −κxκz
0 0 0 κ2 0
0 0 −κxκz 0 (M2∼n − κ2z)


, (E.24)
K(−n)(∼m) = Q2ν
8
d
(−1)n+m K−nK∼m
(K2−n −K2∼m)
M2∼m
M2−n


0 0 0 0 0
0 0 0 0 0
0 0 0 iκx 0
0 0 iκx 0 iκz
0 0 0 iκz 0


, (E.25)
K(−n)(∼m) = −Q2ν
8
d
(−1)n+m K∼nK−m
(K2∼n −K2−m)
M2−m
M2∼n


0 0 0 0 0
0 0 0 0 0
0 0 0 iκx 0
0 0 iκx 0 iκz
0 0 0 iκz 0


. (E.26)
168
F Besselfunktionen
Durch den gewa¨hlten Lo¨sungsweg fu¨r die Bewegungsgleichungen, mit planarer Fourier-
Transformation in der x- und z-Richtung, und Reihenentwicklung in y-Richtung, liegen
die Korrelationen in Form von Koeffizientenmatrizen S (κ, t) vor. Die einzelnen Elemente
der Matrix, die vom ebenen Wellenzahlvektor κ = (κx, 0, κz) abha¨ngen, sollen in diesem
Kapitel in den Ortsraum zuru¨cktransformiert werden.
F.1 Fourier-Transformation in der Ebene
Sei jetzt C(κ) eine allgemeine Funktion im ebenen Wellenzahlraum, zum Beispiel einer
der Entwicklungskoeffizienten der Korrelationsmatrix S (κ, t). Diese Funktion C(κ) ha¨ngt
im Allgemeinen nicht nur vom Betrag von κ = |κ|, sondern auch von den kartesischen
Richtungen κˆ = κκ ab. Die Ru¨cktransformation in den ebenen Ortsraum r = (rx, 0, rz),
mit r = |r|, erfolgt mittels des folgenden Fourier-Integrals ,
C(r) =
∫
dκ
(2π)2
C(κ)eiκ·r . (F.1)
Die einzelne Fouriermoden haben also, wegen dem Argument iκ ·r der Exponentialfunkti-
on, in Abha¨ngigkeit von ihrer Orientierung zum Ortsvektor r ein unterschiedliches Gewicht
im Integral. Zum Lo¨sen des Integrals ist es daher zweckma¨ßig die Komponenten des Wel-
lenzahlvektors κ relativ zu ihrer Orientierung von r darzustellen. Da das Integral (F.1) den
kompletten κ-Raum einschließt, ist die Integration als solche unabha¨ngig von der Wahl
des Koordinatensystems, es mu¨ssen jedoch die kartesischen Komponenten von κ im trans-
formierten Koordinatensystem dargestellt werden. Hierzu wird das Koordinatensystem
mittels einer Drehmatrix
D Θ =


cosΘ 0 − sinΘ
0 1 0
sinΘ 0 cosΘ

 (F.2)
derart gedreht, dass der Vektor r in Richtung der z-Achse orientiert ist, r′ = D Θ ·r =
(0, 0, r). Die Komponenten des Wellenzahlvektors in dem neuen Koordinatensystem seien
jetzt so gewa¨hlt, κ′ = κ(sinϑ, 0, cos ϑ), dass κ′·r′ = κr cos ϑ gilt. Durch eine Ru¨ckrotation
mit D TΘ lassen sich die Komponenten κ im urspru¨nglichen Koordinatensystem darstellen
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als
κ = D TΘκ
′ = κ
(
cosΘ sinϑ+ sinΘ cos ϑ
cosΘ cos ϑ− sinΘ sinϑ
)
(F.3)
und es gilt auch hier κ·r = κr cosϑ.
Die durch Θ und ϑ dargestellten Komponenten von κ setzt man jetzt in die Funktion
C(κ) = C(κ,Θ, ϑ) ein und das Fourier-Integral (F.1) erha¨lt die folgende Form:
C(r,Θ) =
∫ ∞
0
dκ
2π
κ
∫ 2π
0
dϑ
2π
C(κ,Θ, ϑ)eiκr cos ϑ . (F.4)
Da die Funktion C(κ,Θ, ϑ) aus Produkten unterschiedlicher Potenzen von sinϑ und cosϑ
besteht, sollen jetzt systematisch die Fourier-Integrale u¨ber diese Funktionen berechnet
werden.
F.2 Darstellung durch Besselfunktionen
Betrachtet man zuna¨chst den Fall C(κ,Θ, ϑ) = C(κ,Θ), falls die Funktion unabha¨ngig
von ϑ ist, so kann man das innere Integral von (F.3) in zwei Integrale aufspalten, so dass
sich die folgende Darstellung ergibt,
C(κ,Θ)
∫ 2π
0
dϑ
2π
eikr cosϑ = C(κ,Θ)
[∫ π
0
dϑ
2π
eikr cosϑ +
∫ 2π
π
dϑ
2π
eikr cos ϑ
]
= 2C(κ,Θ)
∫ π
0
dϑ
2π
cos(kr cos ϑ) . (F.5)
Hierfu¨r findet man nach [66, 9.1.18] die Lo¨sung
C(κ,Θ)
∫ 2π
0
dϑ
2π
eikr cosϑ = C(κ,Θ)J0(kr) (F.6)
mit der Besselfunktion der ersten Art J0(x). Die Besselfunktionen erster Art Jn(z), mit
der natu¨rlichen Zahl n und der positive reellen Zahl z, lassen sich unter anderem auch
durch die folgende unendliche Reihe darstellen [66, 9.1.10]:
Jn(z) =
(1
2
z
)n ∞∑
k=0
(− 14z2)k
k!Γ(n+ k + 1)
, (F.7)
wobei Γ(n) die Gammafunktion [66] ist.
Die ϑ-abha¨ngige Funktion C(κ,Θ, ϑ) la¨sst sich fu¨r gerade Potenzen in sinϑ durch ausnut-
zen der Beziehung sin2 ϑ = 1− cos2 ϑ alleine durch Potenzen von cosn ϑ darstellen und fu¨r
ungerade Potenzen auf die Form cosn ϑ sinϑ bringen.
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b(ϑ)
∫ 2π
0
dϑ
2π b(ϑ)e
iκr cos(ϑ)
1 J0(z)
cos(ϑ) −i∂zJ0(z) = iJ1(z)
cos(ϑ)2 −i∂ziJ1(z) = J0(z)− J1(z)z
cos(ϑ)3 −i∂z
(
J0(z)− J1z
)
= iJ1(z)
(
1− 2
z2
)
+ iJ0(z)z
cos(ϑ) sin(ϑ)2 2iJ1(z)
z2
− iJ0(z)z
sin(ϑ)2 J1(z)z
Tabelle F.1: Die Lo¨sung des Integrals
∫ 2pi
0
dϑ
2pi b(ϑ)e
iκr cos(ϑ) fu¨r verschiedene b(ϑ).
Mit Hilfe der folgenden Spezialfa¨lle lassen sich somit alle mo¨glichen Kombinationen der
Funktionen a(Ψ, κ, θ), mit z = kr, konstruieren:∫ 2π
0
dϑ
2π
cosn ϑ eiz cos ϑ =
(
1
i
)n
∂nz
∫ 2π
0
dϑ
2π
eiz cosϑ = (−i)n∂nz J0(z) (F.8)
Die Ableitungen von J0(z) erha¨lt man mit Hilfe der Regeln [66, 9.1.29],
∂z
(
zpJν(z)
)
= zpJν−1(z) + (p− ν)z(p−1)Jν(z) ,
∂z
(
zpJν(z)
)
= −zpJν+1(z) + (p+ ν)z(p−1)Jν(z) . (F.9)
Da das Integral u¨ber sinϑ,∫ 2π
0
dϑ
2π
sinϑ eiz cosϑ =
i
z
∫ 2π
0
dϑ
2π
∂ϑe
iz cosϑ = 0 , (F.10)
verschwindet, sind außerdem auch alle Beitra¨ge der Form∫ 2π
0
dϑ
2π
cosn ϑ sinϑ eiz cos ϑ = (1/i)n∂nz
∫ 2π
0
dϑ
2π
sinϑ eiz cosϑ = 0 ,∫ 2π
0
dϑ
2π
sin(2n) ϑ sinϑ eiz cos ϑ = (1/i)n∂nz
∫ 2π
0
dϑ
2π
(1− cos2 ϑ)n sinϑ eiz cosϑ = 0 (F.11)
gleich Null. In der Tabelle F.1 sind die bei der Berechnung der Entwicklungskoeffizienten
ha¨ufig auftretenden Fa¨lle aufgefu¨hrt. Zur vollsta¨ndigen Lo¨sung von Gleichung (F.4) und
damit des Fourier-Integrals (F.1) muß noch die Integration der so entstandenen Bessel-
funktionen u¨ber den Betrag des Wellenzahlvektors κ durchgefu¨hrt werden.
Es soll hier zuna¨chst der Spezialfall einer von κ und ϑ unabha¨ngigen Funktion C(Θ, κ, ϑ) =
C(Θ) betrachtet werden. Zum einen findet man dann das Integral∫ ∞
−∞
dκ′
(2π)2
C(Θ)eiκ
′·r′ = C(Θ)
∫ ∞
−∞
dκ
(2π)2
eiκ·r = C(Θ)δ(r) , (F.12)
171
F Besselfunktionen
und zum anderen gilt in Zylinderkoordinaten dargestellt∫ ∞
0
dκ
(2π)2
C(Θ)eiκ·r = C(Θ)
∫ ∞
0
dκ
2π
κJ0(κr) . (F.13)
Ein Vergleich impliziert demnach eine Dirac-Delta Funktion
C(Θ)
∫ ∞
0
dκ
2π
κJ0(κr) := C(Θ)δ˜(r) . (F.14)
Es soll im folgenden die Funktion δ˜(r) mittels
δ˜(r) :=
∫ ∞
0
dκ
2π
κJ0(κr) (F.15)
definiert werden, wobei das Fla¨chenintegral u¨ber δ˜(r) wie folgt zu bestimmen ist:∫ ∞
0
dr
∫ ∞
0
dkkrJ0(kr) = −
∫ ∞
0
dr
∫ ∞
0
dk∂r∂kJ0(kr)
= lim
x→∞(J0(0 · x)− J0(x))→ 1 . (F.16)
Fu¨r C(Θ) = cos2Θ gilt hingegen∫
dr cos2Θδ˜(r) =
∫ 2π
0
dΘcos2Θ
∫ ∞
0
dr
∫ ∞
0
dk
2π
krJ0(kr)
=
1
2
∫ ∞
0
dr
∫ ∞
0
dkkrJ0(kr) =
1
2
. (F.17)
Fu¨r die Berechnung der Entwicklungskoeffizienten der Fluktuationskorrelationen treten
die folgenden, in den Funktionen fν,n(K, r) und gν,n(K, r) zusammengefassten Arten von
κ-Abha¨ngigkeiten auf:
fν,n(K, r) :=
∫ ∞
0
dκ
2π
1
(κ2 +K2)n
Jν(κr) ,
gν,n(K, r) :=
∫ ∞
0
dκ
2π
κ
(κ2 +K2)n
Jν(κr) . (F.18)
Mit den in Tabelle F.1 dargestellten Lo¨sungen fu¨r das Winkelintegral und den Funktionen
(F.18) lassen sich nun sa¨mtliche Entwicklungkoeffizienten bestimmen. Die Berechnung
der Funktionen (F.18) wurden mit dem Softwarepaket Maple [67] durchgefu¨hrt und die
Lo¨sungen sind in der Tabelle F.2 und F.3 aufgefu¨hrt.
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f0,0(K, r) =
1
2πr ∼ 12πr
f0,1(K, r) =
1
4K (I0(Kr))− L0(Kr)) ∼ 14K +O(r)
f0,2(K, r) =
r
4πK2
+ 1
8K3
(
I0(Kr)− L0(Kr)
)
− r8K2
(
I1(Kr)− L1(Kr)
)
∼ 18K3 +O(r2)
f0,3(K, r) =
3r
16πK4
+ (3+r
2K2)
32K5
(
I0(Kr)− L0(Kr)
)
− r
8K4
(
I1(Kr)− L1(Kr)
)
∼ 3
32K5
+O(r2)
f1,0(K, r) = − 12πr ∼ − 12πr
f1,1(K, r) = − 14πK
(
2K1(Kr)−K0(Kr)I1(Kr)
−K1(Kr)I0(Kr)
)
∼ − 1
4πK2r
+O(r ln(Kr))
f1,2(K, r) = − r4πK2K0(Kr)− 14πK3
(
2K1(Kr)
−K0(Kr)I1(Kr)−K1(Kr)I0(Kr)
)
= − r
4πK2
K0(Kr) +
f1,1(K,r)
K2
∼ − 1
4πK4r
+O(r)
f1,3(K, r) = − r4πK4K0(Kr)− r
2
16πK3
K1(Kr)
− 1
4πK5
(
2K1(Kr)−K0(Kr)I1(Kr)
−K1(Kr)I0(Kr)
)
= − r2
16πK3
K1(Kr) +
f1,2(K,r)
K2
∼ − 1
4πK6r
+O(r)
Tabelle F.2: Die Lo¨sungen der in (F.18) definierten Funktion fν,n(K, r).
g0,1(K, r) =
K0(Kr)
2π ∼ − ln(Kr)2π +O(0)
g0,2(K, r) =
r
4πKK1(Kr) ∼ 14πK2 +O(r2 ln(Kr))
g0,3(K, r) =
r2
16πa2
K0(Kr) +
r
8πa3
K1(Kr) ∼ 18πK4 +O(r2)
g1,1(K, r) =
1
2π − 14
(
I1(Kr)− L1(Kr)
)
∼ 12π +O(r)
g1,2(K, r) =
r
8a
(
I0(Kr)− L0(Kr)
)
− 1
8a2
(
I1(Kr)− L1(Kr)
)
∼ O(r)
g1,3(K, r) =
r2
16πK2
+ r
16K3
(
I0(Kr)− L0(Kr)
)
−3+r2K2
32K4
(
I1(Kr)− L1(Kr)
)
∼ O(r)
Tabelle F.3: Die Lo¨sungen der in (F.18) definierten Funktion gν,n(K, r).
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