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ON THE CORRESPONDENCE OF AFFINE GENERALIZED ROOT
SYSTEMS AND SYMMETRIZABLE AFFINE KAC-MOODY
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ARY SHAVIV
Abstract
Generalized root systems (GRS), that were introduced by V. Serganova, are a generaliza-
tion of finite root systems (RS). We define a generalization of affine root systems (ARS),
which we call affine generalized root systems (AGRS). The set of real roots of almost every
symmetrizable affine indecomposable Kac-Moody superalgebra is an irreducible AGRS.
In this paper we classify all AGRSs and show that almost every irreducible AGRS is the
set of real roots of a symmetrizable affine indecomposable Kac-Moody superalgebra.
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2 ARY SHAVIV
1. Introduction
Towards the end of the 19th century E.J. Cartan and W. Killing (see [C] and [Ki]) clas-
sified all finite dimensional simple complex Lie algebras, and showed their correspondence
to finite root systems in Euclidean spaces. In the beginning of the 60’s of the previous
century J.P. Serre showed (see [Serr]) that any finite root system in a complex space
with a non-degenerate bilinear form may be embedded in a Euclidean space, i.e. may be
realized as a finite root system in a real space with a positive definite bilinear form. This
realization explained why Euclidean root systems exhaust all finite dimensional simple
complex Lie algebras.
In 1967 a full classification of Kac-Moody Lie algebras of finite and affine type was
done independently by V.G. Kac and R.V. Moody (see [Ka1] and [MP]), by analyzing
the Cartan matrices corresponding to the algebras. In the beginning of the 70’s I.G.
Macdonald classified all affine root systems (see [Ma]). Later in the 70’s Kac realized
Macdonald’s affine root systems as the sets of real roots of the affine Kac-Moody algebras.
Kac also classified in the 70’s all finite dimensional simple Lie superalgebras over an
algebraically closed field of characteristic zero (see [Ka2]). These include basic classical
Lie superalgebras, which are finite dimensional simple Lie superalgebras g = g0 ⊕ g1
such that g0 is reductive and g admits a consistent (i.e. even), non-degenerate, invariant,
symmetric bilinear form. Approximately 20 years later, in 1996, V. Serganova classified
generalized root systems (see [Serg]) and showed a correspondence between these systems
and the basic classical Lie superalgebras.
In this paper we introduce affine generalized root systems (AGRSs) and show their
correspondence to the symmetrizable affine Kac-Moody superalgebras.
The set of real roots of any indecomposable symmetrizable affine Kac-Moody superalge-
bra other than gl(n|n)(1), n ≥ 1 forms an irreducible AGRS. One might ask the converse
question: is it true that an irreducible AGRS is (up to isomorphism) the set of real roots
of an indecomposable symmetrizable affine Kac-Moody superalgebra?
We prove that the answer is no, but that there are only three exceptions: one family of
finite AGRSs that are the root systems of the Kac-Moody superalgebras gl(n|n), n ≥ 2, all
rational quotients of the set of real roots of the affine Kac-Moody superalgebra gl(2|2)(1),
and all infinite quotients of the set of real roots of the affine Kac-Moody superalgebras
gl(n|n)(1), n ≥ 3 (see 2.8 and 5.5 below). Namely, we prove Theorem 1.1:
1.1. Theorem. The set of all irreducible AGRSs is a disjoint union of the following
sets:
(1) The sets of real roots of all indecomposable symmetrizable affine Kac-Moody super-
algebras other than gl(n|n)(1), n ≥ 1.
(2) The sets of roots of the Kac-Moody superalgebras gl(n|n), n ≥ 2.
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(3) The rational quotients of the set of real roots of the indecomposable symmetrizable
affine Kac-Moody superalgebra gl(2|2)(1).
(4) The infinite quotients of the sets of real roots of all indecomposable symmetrizable
affine Kac-Moody superalgebras of the form gl(n|n)(1), n ≥ 3.
1.2. Contents of this paper. In Section 2 we establish the basic notation and termi-
nology. In Section 3 we discuss the classification of all irreducible weak generalized root
systems, which will be useful in understanding the structure of affine generalized root
systems. In Sections 4-7 we develop the structure theory of AGRSs and prove Theorem
1.1. In Section 8 we summarize all known correspondences between types of root systems
and Lie structures. In Section 9 we discuss Macdonald’s approach, and show how it is
consistent with ours. In Section 10 we discuss general AGRSs and prove Theorem 10.1
about their decomposition into irreducible ones. Finally, in Section 11 we discuss the
notions of parity of roots and root subsystems, give some more remarks about AGRSs,
and briefly mention possible generalizations that may be made.
2. Preliminaries
Throughout this paper the base field is C (or any other algebraically closed field of
characteristic zero). All indices are assumed to be distinct unless otherwise is stated.
2.1. Let V be a finite dimensional complex vector space with a symmetric bilinear form
(−,−). Let c˜l be the canonical quotient map c˜l : V → V/ker(−,−). Note that the map
c˜l induces a symmetric non-degenerate bilinear form (−,−) on V/ker(−,−), defined by
(α, β) := (c˜l
−1
(α), c˜l
−1
(β)).
In what follows we introduce different types of root systems R ⊂ V (RS, ARS, GRS,
weak GRS, and AGRS). The vectors in R are called roots, and a root α ∈ R is called
isotropic if (α, α) = 0. A system (of any type) R is called irreducible if there are no
two systems (of any type) R1, R2, such that for all α1 ∈ R
1, α2 ∈ R
2 : (α1, α2) = 0 and
R = R1 ⊔ R2. We call a bijective linear map ψ : V → V ′ an isomorphism of the systems
R ⊂ V, R′ ⊂ V ′ if ψ(R) = R′ and there exists a ∈ C∗ such that (ψ(v), ψ(w)) = a(v, w)
for all v, w ∈ V . It will be clear that every system is a disjoint union of irreducible ones,
and that this decomposition is unique. We call two systems R,R′ similar if there exists
a decomposition R = ⊔i∈ISi and a decomposition R
′ = ⊔i∈IS
′
i such that Si
∼= S ′i for all
i ∈ I. Finally, when working with a system R ⊂ V we denote by cl the restriction of the
map c˜l to R.
In [Serg] V. Serganova introduced generalized root systems, which are finite sets sat-
isfying the conditions (0)-(2) below. In Section 7 of [Serg] Serganova introduced two
alternative definitions. In the first, which we will call a weak generalized root system, the
condition (2) is replaced by (2’). Both in the definition of a GRS and of a weak GRS it
is assumed that (−,−) is non-degenerate.
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2.2. Finite root systems. Assume (−,−) is non-degenerate.
2.2.1. Definition. A finite non-empty set R ⊂ V is called a generalized root system
(GRS) if the following conditions are fulfilled:
(0) 0 6∈ R and R spans V ;
(1) if α, β ∈ R and (α, α) 6= 0, then 2(α,β)
(α,α)
∈ Z and rα(β) := β −
2(α,β)
(α,α)
α ∈ R;
(2) if α ∈ R and (α, α) = 0, then there exists an invertible mapping rα : R → R such
that
rα(β) =
{
∓α, if β = ±α
β, if (α, β) = 0 and β 6= ±α
rα(β) ∈ {β ± α} if (α, β) 6= 0.
2.2.2. Definition. A GRS that contains no isotropic roots is called a root system
(RS).
2.2.3. Definition. A finite non-empty set R ⊂ V is called a weak GRS if it satisfies
conditions (0), (1) from above and the following condition (2’):
(2’) R = −R and if α ∈ R and (α, α) = 0, then for any β ∈ R such that (α, β) 6= 0, at
least one of the vectors β ± α lies in R.
2.3. Infinite root systems.
2.3.1. Definition. A (possibly infinite) non-empty set R ⊂ V is called an affine
generalized root system (AGRS) if it satisfies the following conditions:
(0’) dim(ker(−,−)) = 1, R ∩ ker(−,−) = ∅, and R spans V ;
(1) if α, β ∈ R and (α, α) 6= 0, then 2(α,β)
(α,α)
∈ Z and rα(β) := β −
2(α,β)
(α,α)
α ∈ R;
(2) if α, β ∈ R and (α, α) = 0, then there exists an invertible mapping rα : R→ R such
that
rα(β) =
{
∓α, if β = ±α
β, if (α, β) = 0 and β 6= ±α
rα(β) ∈ {β ± α} if (α, β) 6= 0;
(3) |cl(R)| <∞;
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(4) ∀α ∈ cl(R), ∃δα ∈ ker(−,−) : ∀α
′, α′′ ∈ R : cl(α′) = cl(α′′) = α =⇒ α′′−α′ ∈ Zδα.
2.3.2. Definition. An AGRS that contains no isotropic roots is called an affine root
system (ARS).
A GRS or an AGRS R is called reduced if for all α ∈ R: Cα ∩ R = {±α}.
By [Serg], the map defined in axiom (2) of a GRS (which is called an odd reflection) is an
involution, and it is uniquely defined, i.e. (α, α) = 0, (α, β) 6= 0 implies |{β±α}∩R| = 1
(see Lemma 1.11 in [Serg]). The same proof holds also for AGRSs, so in a GRS and in
an AGRS the map rα : R→ R is uniquely defined also for all isotropic roots α.
2.4. Definition. Let R be a (possibly weak) GRS or an AGRS. We call the group
generated by all well defined reflections W˜ :=< rα > the generalized Weyl group of R.
Remark. W˜ is a subgroup of Aut(R). Except for the cases when R is a weak GRS
and not a GRS, rα is well defined for all α ∈ R. For any non-isotropic α ∈ R one may
define rα ∈ End(V ), a Euclidean reflection with respect to α, by rα(β) := β −
2(α,β)
(α,α)
α.
Doing so one has that if R is either an RS or an ARS, then W˜ is the restriction of the
subgroup of End(V ) generated by all Euclidean reflections with respect to non-isotropic
roots, and it coincides with the standard Weyl group.
2.5. Definition. Let R be a GRS and let S ⊆ R. Define for every n ∈ N :
S0 := S , Sn :=
⋃
α,β∈∪n−1j=0 Sj
rα(β).
We say that the subset S generates R if R =
⋃∞
i=0 Si.
2.6. Definition. Let q ∈ C∗, 0 ≤ Re(q) < 1, and let V be the three dimensional
complex space spanned by the basis {ǫ1, δ1, δ} with the symmetric form:
(ǫ1, ǫ1) = −(δ1, δ1) = 1, (ǫ1, δ1) = (ǫ1, δ) = (δ1, δ) = (δ, δ) = 0.
We call the following set C(1, 1)q:
C(1, 1)q := {±(2ǫ1 + Zδ);±(2δ1 + (q + Z)δ);
±(ǫ1 + δ1 + (q + Z)δ);±(ǫ1 + δ1 + Zδ);±(ǫ1 − δ1 − (q + Z)δ);±(ǫ1 − δ1 + Zδ)}.
We note that if q ∈ Q then C(1, 1)q is an AGRS, and call an AGRS peculiar if it is
isomorphic to C(1, 1)q for some rational 0 < q < 1.
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2.7. Definition. Let n > 0 and let V be the 2n + 2 dimensional space spanned by
the basis {ǫi, δi}i∈{1,2,..,.n+1}, with the bilinear form (ǫi, ǫj) = −(δi, δj) = δi,j, (ǫi, δj) = 0.
We define
A˜(n, n) := {ǫi − ǫj , δi − δj}
i,j=1,2,..n+1
i 6=j ∪ {±(ǫi − δj)}
j=1,2,..,n+1
i=1,2,..,n+1 ,
and V ′ := spanC{R} (a 2n+ 1 dimensional subspace of V ).
Remark. For every n ≥ 1 A˜(n, n) ⊂ V ′ is an irreducible finite AGRS (in Lemma 4.4
we shall show that these are the only irreducible finite AGRSs). Note that cl(A˜(1, 1)) ∼=
C(1, 1) =: A(1, 1) (see (16) in Section 3.2 below) and if n > 1 then cl(A˜(n, n)) = A(n, n)
and cl : A˜(n, n)→ A(n, n) is a bijection.
Note that A˜(n, n) is the set of roots of the Lie superalgebra gl(n+ 1|n+ 1).
2.8. Definition. Retain the notation of Definition 2.7, and let V ′′ := V ⊕ spanC{δ},
a 2n + 3 dimensional space with the form defined by the bilinear form of V and δ in its
kernel. We define the subset
A˜(n, n)(1) := {α + Zδ| α ∈ A˜(n, n)}.
Denote Id := Σn+1i=1 (ǫi−δi) and then ker(−,−) = spanC{δ, Id}. Let us consider all possible
quotients V ′′/Cx, where x ∈ ker(−,−) \ {0}. Under the quotient V ′′/Cδ, A˜(n, n)(1) is
mapped to the AGRS A˜(n, n). All other quotients are of the form V ′′/C(qδ + Id) for
some q ∈ C. We define the image of A˜(n, n)(1) under this quotient as A˜(n, n)
(1)
q . We shall
see that if n > 1 then A˜(n, n)
(1)
q is an infinite AGRS with cl(A˜(n, n)
(1)
q ) = A(n, n), and if
n = 1 this is true if and only if q is rational.
Clearly A˜(n, n)
(1)
q can be represented as:
{ǫi − ǫj + Zδ, δi − δj + Zδ}
i,j=1,2,..n+1
i 6=j ∪ {±(ǫi − δj) + Id+ (q + Z)δ}
j=1,2,..,n+1
i=1,2,..,n+1 ,
and so A˜(n, n)
(1)
q
∼= A˜(n, n)
(1)
q′ if q−q
′ ∈ Z. In Lemma 7.3.1 we shall show that A˜(n, n)
(1)
q
∼=
A˜(n, n)
(1)
q′ if and only if either q − q
′ ∈ Z or q + q′ ∈ Z.
Note that A˜(n, n)(1) is the set of real roots of the affine Lie superalgebra gl(n+1|n+1)(1).
We call A˜(n, n)
(1)
q an infinite quotient of A˜(n, n)(1), and a rational quotient if q is rational.
I.G. Macdonald (see [Ma]) classified all irreducible ARSs (using equivalent definitions
to ours, see Section 9 below). From the classification it follows that irreducible ARSs are
precisely the sets of real roots of indecomposable affine Kac-Moody algebras, if they are
reduced, and the sets of real roots of indecomposable symmetrizable affine Kac-Moody
superalgebras that contain no isotropic roots and have a non-trivial odd part, if they
are not reduced (see Table 1 in Section 8 below). V. Serganova (see [Serg]) classified all
irreducible GRSs, and from this classification it follows that these are almost precisely
the root systems of the basic classical Lie superalgebras (see Table 1 in Section 8 and 11.3
below).
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3. Classification of weak generalized root systems
Let R be an irreducible weak GRS. We distinguish between two cases. The first is when
all roots are non-isotropic, and the second is when R contains at least one isotropic root.
3.1. No isotropic roots. Let R be an irreducible weak GRS that contains no isotropic
roots (i.e. an RS). A classical result (see for instance [C], [Ki] and [V]) yields it must be
either a root system of a finite dimensional simple Lie algebra (if it is reduced), or the
non-reduced system BCn, which we will denote by B(0, n) (since it is the root system of
a basic classical Lie superalgebra). The full list is:
(1) An;
(2) Bn;
(3) Cn;
(4) Dn;
(5) E6, E7, E8;
(6) F4;
(7) G2;
(8) BCn = B(0, n) = {±δi,±δi ± δj ,±2δi}i,j∈{1,2,...,n}, when (δi, δj) = −δi,j .
3.2. R contains at least one isotropic root. By [Serg] if R contains an isotropic root,
then it must be either one of the following GRSs corresponding to the basic classical Lie
superalgebras (an explicit description of these is given in [Ka2]):
(9) A(m,n), m ≥ 0, n ≥ 1, (m,n) 6= (1, 1);
(10) B(m,n), m ≥ 1, n ≥ 1;
(11) C(n), n ≥ 2;
(12) D(m,n), m ≥ 2, n ≥ 1;
(13) D(2, 1;λ);
(14) G(3);
(15) F (4);
or one of the two weak GRSs that are not the set of real roots of any Lie superalgebra:
(16) C(m,n) = {±ǫi ± ǫj ,±2ǫi,±δi ± δj ,±2δi}i 6=j ∪ {±ǫi ± δj}, m,n ≥ 1;
(17) BC(m,n) = {±ǫi ± ǫj ,±ǫi,±2ǫi,±δi ± δj ,±δi,±2δi}i 6=j ∪ {±ǫi ± δj}, m,n ≥ 1.
In (16),(17) {ǫi}
m
i=1 ⊔ {δj}
n
j=1 is a basis of V with the bilinear form (ǫi, ǫj) = −(δi, δj) =
δi,j, (ǫi, δj) = 0.
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3.2.1. Remark. In the definition of A(m,n) (see [Ka2]) the set S := {ǫi, δj}
j=1,2,..,n+1
i=1,2,..,m+1
is linearly independent, except for the case A(n, n) for n > 1: in that case every subset
obtained from S by removing one vector is linearly independent, but
∑n+1
i=1 (ǫi − δi) = 0
(recall that A(n, n) is the root system of psl(n+ 1|n+ 1) := sl(n+ 1|n+ 1)/ < 12n+2 >).
Hence dim(spanC (A(n, n))) = 2n, and in particular A(n, n) ≇ A˜(n, n).
3.3. Corollary. Any irreducible weak GRS has one of the forms (1)-(17).
4. Step i: General properties of Affine Generalized Root Systems
As any AGRS is a finite union of irreducible AGRSs and GRSs (see Theorem 10.1 be-
low), in order to study and understand AGRSs in general we start by studying irreducible
AGRSs, and so usually assume that R is an irreducible AGRS.
4.1. Notation. Recall that for α ∈ cl(R): cl−1(α) := {x ∈ R| cl(x) = α}.
4.2. Proposition. Let R be an AGRS in V , then cl(R) is a weak GRS in c˜l(V ).
Moreover, R is irreducible if and only if cl(R) is irreducible.
Proof. Let R be an AGRS in V . By definition cl(R) is finite (and clearly it is non-
empty). Let α, β ∈ cl(R) and assume (α, β) 6= 0. We may find α′, β ′ ∈ R such that
α = cl(α′), β = cl(β ′). Let us check the axioms of a weak GRS.
(0) α 6= 0 (otherwise α′ ∈ ker(−,−)), the rest is trivial.
(1) Assume (α, α) 6= 0. We have 2(α,β)
(α,α)
= 2(α
′,β′)
(α′,α′)
∈ Z. Since rα′(β
′) ∈ R it is clear that
rα(β) ∈ cl(R).
(2) Assume (α, α) = 0. One of α′ ± β ′ is in R, and so one of α± β is in cl(R).
Proving that irreducibility of R is equivalent to irreducibility of cl(R) is straightforward.

Remark. It may be possible to find α′, α′′, β ′, β ′′ ∈ R such that cl(α′) = cl(α′′) =
α, cl(β ′) = cl(β ′′) = β and α′+β ′, α′′−β ′′ ∈ R, and so both α+β and α−β are in cl(R),
i.e. cl(R) may sometimes be a weak GRS but not a GRS.
Generalizing V. Kac (see [Ka1], Chapter 6) we prove the following proposition:
4.3. Proposition. Let R be an irreducible AGRS and α, β ∈ cl(R) be such that
(α, β) 6= 0. Assume that either (α, α) 6= 0 or cl(R) ∩ {β + 2α, β − 2α} = ∅, |cl(R) ∩ {β +
α, β − α}| = 1. Let α′, α′′, β ′ ∈ R be such that cl(α′) = cl(α′′) = α, cl(β ′) = β. Then
there exists tα,β ∈ Z \ {0} such that
(rα′′rα′)
m(β ′) = β ′ + tα,βm(α
′′ − α′),
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and it is given by
tα,β =

2(α,β)
(α,α)
, if (α, α) 6= 0
−1, if (α, α) = 0, β + α ∈ cl(R)
1, if (α, α) = 0, β − α ∈ cl(R).
Proof. We prove the proposition by induction on m. The case m = 0 is trivial.
If (α, α) 6= 0 then also (α′, α′), (α′′, α′′) 6= 0 and so rα′ , rα′′ ∈ End(V ). Therefor:
(rα′′rα′)
m+1(β ′) = (rα′′rα′)(β
′ + tα,βm(α
′′ − α′)) =
(rα′′rα′)(β
′)+tα,βm(α
′′−α′) = β ′+
2(α, β)
(α, α)
(α′′−α′)+tα,βm(α
′′−α′) = β ′+tα,β(m+1)(α
′′−α′)
(the first equality is made by induction hypothesis, the second by linearity of rα and the
fact that α′′ − α′ ∈ ker(−,−), and the third is just a straight forward calculation).
If (α, α) = 0, then assume rα′(β
′) = β ′ + α′ ∈ R and so β + α ∈ cl(R).
As |cl(R) ∩ {β + α, β − α}| = 1, β − α 6∈ cl(R). So we have:
(rα′′rα′)
m+1(β ′) = (rα′′rα′)(β
′ −m(α′′ − α′)) =
rα′′(β
′ + tα,βm(α
′′ − α′) + α′) = β ′ − (m+ 1)(α′′ − α′),
as required (the second equality is since (α′, β ′ + tα′,β′m(α
′′ − α′)) 6= 0 and β − α 6∈ cl(R)
and the third is as cl(R) ∩ {β + 2α, β − 2α} = ∅).
Assuming rα′(β
′) = β ′ − α′ ∈ R to get tα,β = 1 is done the same. 
4.3.1. Remark. One easily sees from the classification in Section 3 that the only case
when (α, α) = 0 but cl(R) contains elements of the form β±2α (resp. |cl(R)∩{β+α, β−
α}| = 2) is when α ∈ {±ǫi± δj}, β ∈ {±2ǫi,±2δj} (α ∈ {±(ǫi + δj)}, β ∈ {±(ǫi− δj)}, or
vise versa).
4.4. Lemma. Any irreducible AGRS is infinite, unless it is isomorphic to A˜(n, n) for
some n ≥ 1.
Proof. Let R ⊂ V be an irreducible finite AGRS. Recall that cl(R) is an irreducible weak
GRS.
Assume that cl is not injective, i.e. cl(α′) = cl(α′′) = α for some α′ 6= α′′ ∈ R.
It is easy to verify, using Corollary 3.3, that unless cl(R) ∼= C(1, 1), (α, α) = 0 then
there exists β ∈ cl(R) such that (α, β) 6= 0 and tα,β is defined and non-zero. By Lemma
4.3 cl−1(β) is infinite, a contradiction.
If cl(R) ∼= C(1, 1), (α, α) = 0 assume α = ǫ1 + δ1 (the other cases are done in the same
way). We have α′ 6= α′′ ∈ R′ such that cl(α′) = cl(α′′) = ǫ1 + δ1, denote α
′′ − α′ = δ.
Choose some β ′ ∈ R such that cl(β ′) = ǫ1 − δ1. One has that one of α
′ ± β ′ ∈ R and so
rα′±β′(α
′′) = ∓β ′ − δ ∈ R. So we have |cl−1(ǫ1 + δ1)| = |cl
−1(ǫ1 − δ1)| ≥ 2.
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If |cl−1(ǫ1 + δ1)|, |cl
−1(ǫ1 − δ1)| = 2 we have R ∼= A˜(1, 1). Assume that there exists
δ 6= δ′ ∈ ker(−,−) such that α′ + δ′ ∈ R. Then we have:
rβ′(α
′) ∈ {α′ + β ′, α′ − β ′};
rβ′(α
′ + δ) ∈ {α′ + β ′ + δ, α′ − β ′ + δ};
rβ′(α
′ + δ′) ∈ {α′ + β ′ + δ′, α′ − β ′ + δ′}.
So at least one of cl−1(α+β), cl−1(α−β) has cardinality greater then 1. As both α′+β ′
and α′ − β ′ are non-isotropic we are back the previous case and R is infinite.
We conclude that, unless R ∼= A˜(1, 1), cl : R→ cl(R) is a bijection. Let R ≇ A˜(1, 1).
Assume cl(R) has the form (16) or (17) (i.e. it is a weak GRS but not a GRS). As both
ǫi+δj+(ǫi−δj) and ǫi+δj−(ǫi−δj) are roots in cl(R), we have both cl
−1(ǫi+δj)+cl
−1(ǫi−δj)
and cl−1(ǫi + δj)− cl
−1(ǫi − δj) are roots in the AGRS R, a contradiction. So cl(R) is a
GRS.
Assume cl(R) has a set of simple roots {αi}
n
i=1. As {αi}
n
i=1 are linearly independent
clearly {cl−1(αi)}
n
i=1 are linearly independent, and so {cl
−1(αi)}
n
i=1 is a basis in V . So
the map c˜l : V → c˜l(V ) maps the basis {cl−1(αi)}
n
i=1 to the basis {αi}
n
i=1, and so
it is an isomorphism of the vector spaces V and c˜l(V ). But dim(V ) − dim(c˜l(V )) =
dim(ker(−,−)) = 1, a contradiction. Thus cl(R) has no set of simple roots.
From the classification one sees that the only GRS that has no set of simple roots
is A(n, n) with n > 1, and so cl(R) ∼= A(n, n). Thus there exists an isomorphism φ :
spanCA(n, n)→ spanCcl(R). As cl is injective the following φ˜ : spanC A˜(n, n)→ spanCR
is an isomorphism of A˜(n, n) and R:
φ˜(ǫi − ǫj) = cl
−1(φ(ǫi − ǫj)), φ˜(δi − δj) = cl
−1(φ(δi − δj)), φ˜(ǫi − δj) = cl
−1(φ(ǫi − δj)),
i.e. R ∼= A˜(n, n). 
5. Step ii: The function k
5.1. Lemma. Let R be an irreducible AGRS, α ∈ cl(R) and (α, α) 6= 0. Then for any
δα satisfying axiom (4) there exists a unique k˜δα(α) ∈ Z≥0 such that
cl−1(α) = {α′ + Zk˜δα(α)δα}
for every α′ ∈ R satisfying cl(α′) = α.
Proof. Fix some δα satisfying axiom (4).
If |cl−1(α)| = 1 then k˜δα = 0 and the claim holds.
Otherwise we take some α′ ∈ cl−1(α). Choose some α′′ 6= α′′′ ∈ cl−1(α) such that
α′′′ − α′′ = kδα is such that k is the minimal positive integer possible (as |cl
−1(α)| > 1
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there exist such two roots, and by minimality k is unique). By Proposition 4.3 for all
m ∈ Z≥0 (tα,α = 2):
(rα′′′rα′′)
m(α′′) = α′′ + 2m(α′′′ − α′′) = α′′ + 2mkδα ∈ R;
(rα′′′rα′′)
m(α′′′) = α′′′ + 2m(α′′′ − α′′) = α′′ + (2m+ 1)kδα ∈ R;
(rα′′rα′′′)
m(α′′) = α′′ + 2m(α′′ − α′′′) = α′′ − 2mkδα ∈ R;
(rα′′rα′′′)
m(α′′′) = α′′′ + 2m(α′′ − α′′′) = α′′ − (2m− 1)kδα ∈ R,
and so cl−1(α) ⊇ {α′′ + ksδα}s∈Z .
By axiom (4) we have cl−1(α) ⊆ {α′′+sδα}s∈Z . Assume cl
−1(α) 6⊆ {α′′+ksδα}s∈Z , then
there exist s′, q ∈ Z and 0 < q < k such that α′′+(ks′+q)δα ∈ R. But α
′′+ks′δα ∈ R and
so (α′′ + (ks′ + q)δα)− (α
′′ + ks′δα) = qδα (recall 0 < q < k) contradicts the minimality
of k, and so cl−1(α) ⊆ {α′′ + ksδα}s∈Z .
Altogether cl−1(α) ⊇ {α′′ + ksδα}s∈Z and cl
−1(α) ⊆ {α′′ + ksδα}s∈Z , and so cl
−1(α) =
{α′′ + ksδα}s∈Z .
Finally, as cl(α′) = cl(α′′) we also have cl−1(α) = {α′′ + ksδα}s∈Z = {α
′ + ksδα}s∈Z .
We denote this k by k˜δα(α). 
5.2. Lemma. Let R be an AGRS satisfying cl(R) ∼= C(1, 1) = {±ǫ′1,±δ
′
1,±2ǫ
′
1±2δ
′
1}.
Then either R ∼= A˜(1, 1) or R is peculiar (see 2.6).
Proof. If R ≇ A˜(1, 1) then by Lemma 4.4 it is infinite.
Fix two roots α1 ∈ cl
−1(ǫ′1 − δ
′
1), α2 ∈ cl
−1(2ǫ′1). Setting ǫ1 :=
1
2
α2, δ1 :=
1
2
α2 − α1, we
obtain that ǫ1 − δ1, 2ǫ1 ∈ R. Note that ǫ1 + δ1 ∈ R as well, since −r2ǫ1(ǫ1 − δ1) = ǫ1 + δ1.
Moreover, cl−1(2δ′1) ⊂ 2δ1 + ker(−,−). We identify cl(R) with {±ǫ1,±δ1,±2ǫ1 ± 2δ1}.
We claim that cl−1(ǫ1 + δ1) is infinite. Indeed, as R is infinite at least one of cl
−1(ǫ1 +
δ1), cl
−1(ǫ1 − δ1), cl
−1(2ǫ1), cl
−1(2δ1) is infinite. If cl
−1(ǫ1 + δ1) is infinite there is nothing
to prove. If cl−1(2ǫ1) is infinite we take two roots β
′ 6= β ′′ ∈ cl−1(2ǫ1) and then for every
m ∈ N , by Lemma 4.3
(rβ′′rβ′)
m(ǫ1 + δ1) = ǫ1 + δ1 +m(β
′′ − β ′) ∈ cl−1(ǫ1 + δ1),
and so cl−1(ǫ1 + δ1) is infinite (the case cl
−1(2δ1) is infinite is similar). If cl
−1(ǫ1 − δ1) is
infinite, then as rǫ1−δ1+sδ(ǫ1+ δ1) ∈ {2ǫ1+ sδ, 2δ1+ sδ} at least one of cl
−1(2ǫ1), cl
−1(2δ1)
is infinite as well.
So we know cl−1(ǫ1 + δ1) is infinite. Choose δ ∈ ker(−,−) such that cl
−1(ǫ′1 + δ
′
1) ⊂
ǫ1 + δ1 + Zδ. For every α ∈ cl(R) set X(α) = {x ∈ C|α + xδ ∈ R}.
By above, X(ǫ1 + δ1) ∈ Z.
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For every s ∈ X(ǫ1 + δ1) one has
rǫ1−δ1(ǫ1 + δ1 + sδ) ∈ {2ǫ1 + sδ, 2δ1 + sδ},
so X(ǫ1 + δ1) ⊆ X(2ǫ1) ∪X(2δ1).
Moreover,
rǫ1−δ1(cl
−1(2ǫ1)), rǫ1−δ1(cl
−1(2δ1)) ⊆ cl
−1(ǫ1 + δ1),
so X(ǫ1 + δ1) ⊇ X(2ǫ1) ∪X(2δ1) and then X(ǫ1 + δ1) = X(2ǫ1) ∪X(2δ1).
As rǫ1−δ1 is invertible
X(ǫ1 + δ1) = X(2ǫ1) ⊔X(2δ1).
Similarly,
X(ǫ1 − δ1) = X(2ǫ1) ⊔X(−2δ1) = X(2ǫ1) ⊔ −X(2δ1).
In particular, X(2ǫ1), X(2δ1), X(ǫ1 − δ1) ⊂ Z, so X(α) ∈ Z for every α ∈ cl(R). Since
2ǫ1, 2δ1 are non isotropic and as 2ǫ1 ∈ R, by Lemma 5.1 one has
X(2ǫ1) = kZ, X(2δ1) = l + k
′
Z,
for some k, k′, l ∈ Z, 0 ≤ l < k′, and at least one of k, k′ is non zero. So we have
X(ǫ1 + δ1) = {kZ} ⊔ {l + k
′
Z};X(ǫ1 − δ1) = {kZ} ⊔ {−l + k
′
Z}.
As rǫ1−δ1+s′δ(2ǫ1 + sδ) = ǫ1 + δ1 + (s− s
′)δ we have
X(2ǫ1)−X(ǫ1 − δ1) ⊂ X(ǫ1 + δ1),
that is
kZ + (kZ ⊔ {l + k′Z}) = kZ ∪ {l + kZ + k′Z} ⊂ kZ ⊔ {l + k′Z},
that is
l + kZ + k′Z ⊂ kZ ⊔ {l + k′Z}.
Since kZ ∩ {l+ k′Z} = ∅, we get k′Z ∩ {l+ kZ} = ∅, and so {l+ kZ} ⊂ {l+ k′Z}, that
is k′ 6= 0 and k is divisible by k′.
Similarly, as rǫ1−δ1+s′δ(2δ1 + sδ) = ǫ1 + δ1 + (s + s
′)δ, we have X(2δ1) +X(ǫ1 − δ1) ⊂
X(ǫ1 + δ1), that is
{l + k′Z}+ ({kZ ⊔ {−l + k′Z}}) ⊂ ({kZ} ⊔ {l + k′Z}).
So we also have k′Z ⊂ kZ ⊔{l+ k′Z}, so k′ is divisible by k, and we conclude that k = k′.
As kZ ∩ (l + kZ) = ∅ we have 0 < l < k.
So we have
R = {±(2ǫ1 + Zkδ);±(2δ1 + (l + Zk)δ);
±(ǫ1 + δ1 + (l + Zk)δ);±(ǫ1 + δ1 + Zkδ);±(ǫ1 − δ1 − (l + Zk)δ);±(ǫ1 − δ1 + Zkδ)}.
Finally, apply the isomorphism
ǫ1 7→ ǫ1; δ1 7→ δ1; δ 7→
δ
k
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to get the required form, when q = l
k
. 
5.3. Lemma. The peculiar AGRSs are the rational quotients of A˜(1, 1)(1).
Proof. By definition A˜(1, 1)(1) is given by
R = {±(ǫ1 − ǫ2) + Zδ,±(δ1 − δ2) + Zδ} ∪ {±(ǫi − δj) + Zδ}i,j∈{1,2}
when (ǫi, ǫj) = −(δi, δj) = δi,j , (ǫi, δj) = (ǫi, δ) = (δi, δ) = 0.
A rational quotient A˜(1, 1)
(1)
q has the form
{±(ǫ1 − ǫ2) + Zδ,±(ǫ1 + ǫ2 − 2δ2) + (q + Z)δ}∪
{±(ǫ1 − δ1) + Zδ,±(ǫ1 − δ1) + (q + Z)δ,±(δ2 − ǫ1) + Zδ,±(δ2 − ǫ1) + (−q + Z)δ},
and by scaling the bilinear form by a factor 2 it is clear that A˜(1, 1)
(1)
q
∼= C(1, 1)q.
By taking any rational 0 < q < 1 we exhaust in this manner all peculiar AGRSs. 
5.4. Corollary. Let R be an AGRS such that cl(R) ∼= C(1, 1), then either R ∼= A˜(1, 1)
or R is a rational quotient of A˜(1, 1)(1). Moreover, any rational quotient of A˜(1, 1)(1) is
an AGRS and cl(A˜(1, 1)
(1)
q ) ∼= C(1, 1).
5.5. Notation. As the set of real roots of gl(2|2)(1) is A˜(1, 1)(1) we sometimes call rational
quotients of A˜(1, 1)(1) rational quotients of gl(2|2)(1). Similarly, as the set of real roots of
gl(n|n)(1), n ≥ 3 is A˜(n−1, n−1)(1) we sometimes call infinite quotients of A˜(n−1, n−1)(1)
infinite quotients of gl(n|n)(1).
5.6. Proposition. Let R be an irreducible infinite AGRS, cl(R) ≇ C(1, 1). For every
α ∈ cl(R) we fix δα satisfying axiom (4). Then for every α ∈ cl(R) there exists a unique
k˜δα(α) ∈ Z>0 such that for every α
′ ∈ R satisfying cl(α′) = α:
cl−1(α) = {α′ + Zk˜δα(α)δα}.
Proof. As R is infinite and cl(R) is finite there exists α ∈ cl(R) such that cl−1(α) is
infinite. If α is non-isotropic, then by Lemma 5.1 it has the required form.
If α is isotropic then it is easy to verify (recall that cl(R) 6∼= C(1, 1)) that there exists
β ∈ cl(R) such that both tα,β and tβ,α are well defined, and
either tα,β = tβ,α = 1 or 2tα,β = tβ,α = 2.
Fix some δα satisfying axiom (4) and take some β
′ ∈ cl−1(β). We take some α′ ∈
cl−1(α). By axiom (4) we have cl−1(α) ⊆ {α′+ sδα}s∈Z . Choose some α
′′ 6= α′′′ ∈ cl−1(α)
such that α′′′ − α′′ = kδα, where k is the minimal possible positive integer.
We have rα′′rα′(β) = β
′ + (α′′ − α′) ∈ R.
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If tβ,α = 1 then by Proposition 4.3 for all m ∈ Z≥0:
(rβ′+(α′′−α′)rβ′)
mα′′ = α′′ +mk(α′′ − α′);
(rβ′rβ′+(α′′−α′))
mα′′ = α′′ −mk(α′′ − α′),
and so cl−1(α) ⊇ {α′′ + ksδα}s∈Z .
If tβ,α = 2 then by Proposition 4.3 for all m ∈ Z≥0:
(rβ′+(α′′′−α′′)rβ′)
m(α′′) = α′′ + 2m(α′′′ − α′′) = α′′ + 2mkδα ∈ R;
(rβ′+(α′′′−α′′)rβ′)
m(α′′′) = α′′′ + 2m(α′′′ − α′′) = α′′ + (2m+ 1)kδα ∈ R;
(rβ′rβ′+(α′′′−α′′))
m(α′′) = α′′ + 2m(α′′ − α′′′) = α′′ − 2mkδα ∈ R;
(rβ′rβ′+(α′′′−α′′))
m(α′′′) = α′′′ + 2m(α′′ − α′′′) = α′′ − (2m− 1)kδα ∈ R,
and again cl−1(α) ⊇ {α′′ + ksδα}s∈Z .
Assume cl−1(α) 6⊆ {α′′ + ksδα}s∈Z , then there exist s
′, q ∈ Z and 0 < q < k such that
α′′ + (ks′ + q)δα ∈ R. But α
′′ + ks′δα ∈ R and so (α
′′ + (ks′ + q)δα)− (α
′′ + ks′δα) = qδα
(recall 0 < q < k) contradicts the minimality of k, and so cl−1(α) ⊆ {α′′ + ksδα}s∈Z .
We conclude that cl−1(α) = {α′′+ ksδα}s∈Z . As cl(α
′) = cl(α′′) we also have cl−1(α) =
{α′′ + ksδα}s∈Z = {α
′ + ksδα}s∈Z .
We denote this k by k˜δα(α).
We saw that if cl−1(β) is infinite it has the required form, so it is left to show that for
every β ∈ cl(R): cl−1(β) is infinite. We already found one such β (as R is infinite and
cl(R) is finite). Denote it by α.
Choose some γ ∈ cl(R) such that (α, γ) 6= 0 (as cl(R) is irreducible such γ exists). If
tα,γ is well defined, then by Lemma 4.3 cl
−1(γ) is infinite.
Otherwise, one easily sees that there exist i′, j′ ∈ N such that α ∈ {±ǫi′ ± δj′}, γ ∈
{±ǫi′ ± δj′,±2ǫi′ ,±2δj′}, and either cl(R) = C(m,n) or cl(R) = BC(m,n). Clearly
R′ = ±{cl−1(ǫi′+δj′)⊔cl
−1(ǫi′−δj′)⊔cl
−1(2ǫi′)⊔cl
−1(2δj′)} is an AGRS, cl(R
′) = C(1, 1),
and so by Lemma 5.2 cl−1(γ) is infinite.
Finally, as R is irreducible all pre-images {cl−1(α)}α∈cl(R) are infinite, hence have the
required form. 
5.7. Lemma. Let R be an irreducible AGRS, then there exists δ ∈ ker(−,−) such
that for all α′, α′′ ∈ R satisfying cl(α′) = cl(α′′) one has α′′ − α′ ∈ Zδ.
Proof. If cl(R) ∼= C(1, 1) then either R ∼= A˜(1, 1) or R is peculiar, and in both cases the
claim holds. If R ∼= A˜(n, n) for some n > 1 then cl is injective and the claim also holds.
Assume cl(R) ≇ C(1, 1) and R is infinite. By definition for all α ∈ cl(R) there exists
δα ∈ ker(−,−) such that for all α
′, α′′ ∈ R satisfying cl(α′) = cl(α′′): α′′ − α′ ∈ Zδα. We
want to find a uniform δ for all α ∈ cl(R). Let {αi}
n
i=1 be a maximal set (by cardinality
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of n) in cl(R) such that there exists a uniform δ˜ ∈ ker(−,−) such that for all α′, α′′ ∈ R
satisfying cl(α′) = cl(α′′) ∈ {αi}
n
i=1: α
′′ − α′ ∈ Zδ˜ (clearly n ≥ 1).
Assume cl(R) \ {αi}
n
i=1 6= ∅. As cl(R) ≇ C(1, 1) is irreducible there exists β ∈ cl(R) \
{αi}
n
i=1 and αi ∈ {αi}
n
i=1 such that (αi, β) 6= 0, and at least one of tαi,β, tβ,αi is well defined
(then it is a non-zero integer).
Assume tβ,αi is well defined (the other case is done exactly the same). Take some
β ′ 6= β ′′ ∈ R such that cl(β ′) = cl(β ′′) = β (by Proposition 5.6 such roots exist). Then,
by Lemma 4.3: rβ′′rβ′α
′
i = α
′
i + tβ,αi(β
′′ − β ′) = α′i + tβ,αisδβ for some s ∈ Z \ {0}.
On the other hand we have tβ,αisδβ = s
′δ˜ for some s′ ∈ Z \ {0}. Altogether we got
δ˜ =
tβ,αis
s′
δβ, δβ =
s′
tβ,αis
δ˜. Defining ˜˜δ :=
δβ
s′
, we get δβ, δ˜ ∈ Z
˜˜δ, and so ˜˜δ is uniform for
{αi}
n
i=1 ⊔ {β}, a contradiction. 
5.8. Notation. From now on by δ we mean any δ ∈ ker(−,−) satisfying Lemma 5.7.
We will always work with such δs instead of δαs and omit the lower index in k˜δ (and just
write k˜, though k˜ depends on δ). Recall that by Lemma 5.6 for every α ∈ cl(R) ≇ C(1, 1):
R is infinite implies k˜(α) ∈ Z>0.
For a set S ⊆ V we denote S⊥ = {v ∈ V |(v, S) = 0}. In particular, as R spans V we
have R⊥ = ker(−,−) = span{δ}.
5.9. Lemma. Let R be an irreducible infinite AGRS, cl(R) ≇ C(1, 1), α, β ∈ cl(R).
Recall that cl(R) is a weak GRS, and assume rα is defined in cl(R). Then k˜(β) = k˜(rαβ).
Proof. Take some α′, β ′ ∈ R such that cl(α′) = α, cl(β ′) = β. If (α, β) = 0 the claim is
trivial, so we may assume (α, β) 6= 0.
Assume (α, α) = 0, then rα′(β
′) ∈ {β ′± α′}, rα′(β
′ + k˜(β)δ) ∈ {β ′+ k˜(β)δ± α′}. As rα
is well defined in cl(R):
rα′(β
′ + k˜(β)δ) = rα′(β
′) + k˜(β)δ, rα′(β
′ + k˜(β)δ)− rα′(β
′) = k˜(β)δ (i.e. the signs are the
same in both reflections). Hence we have k˜(rαβ) ≤ k˜(β).
Assume (α, α) 6= 0, then rα′ is linear. rα′(β
′) = β ′ − 2(α
′,β′)
(α′,α′)
α′ and rα′(β
′ + k˜(β ′)δ) =
β ′+ k˜(β ′)δ− 2(α
′,β′)
(α′,α′)
α′ so rα′(β
′+ k˜(β)δ)− rα′(β
′) = k˜(β)δ. Hence we have k˜(rαβ) ≤ k˜(β).
In both cases we have k˜(rαβ) ≤ k˜(β). As rα is an involution we also have k˜(rαβ) ≥ k˜(β)
and so k˜(rαβ) = k˜(β). 
5.10. Corollary. Let R be a non-peculiar irreducible infinite AGRS, and let W˜ be the
generalized Weyl group of the weak GRS cl(R). Then the function k˜ : cl(R)→ Z>0 is W˜
invariant.
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Remark. Assume (α, α) = 0, (α, β) 6= 0 and cl(R) ∩ {β ± 2α} = ∅. Then one of
β ± α ∈ cl(R). In that case k˜(β) = k˜(β ± α) (the proof is exactly like the one of Lemma
5.9). This is true even if cl(R) ∩ {β ′ ± 2α} 6= ∅ for some other β ′ ∈ cl(R) (and then rα
is not defined in cl(R)). Thus, if cl(R) ∼= BC(m,n) or cl(R) ∼= C(m,n) one has has that
k˜ is constant on the set {±ǫi ± ǫj ,±ǫi ± δj ,±δi ± δj} and on the set {ǫi, δj} (although in
BC(m,n) and C(m,n) these sets are not W˜ orbits as rǫi±δj is not defined).
5.11. Lemma. Let R be an irreducible infinite AGRS, cl(R) ≇ C(1, 1).
(i) Let α, β ∈ cl(R) be such that either (α, α) 6= 0 or cl(R) ∩ {β + 2α, β − 2α} =
∅, |cl(R) ∩ {β + α, β − α}| = 1. Then tα,β k˜(α) is divisible by k˜(β).
(ii) Assume either cl(R) ∼= C(m,n) or cl(R) ∼= BC(m,n). Then k˜(2ǫi) = k˜(2δj) =
2k˜(ǫi + δj).
Proof. Let α′, β ′ ∈ R be such that cl(α′) = α, cl(β ′) = β. By Proposition 4.3
rα′+k˜(α)δrα′(β
′) = β ′ + tα,βk˜(α)δ ∈ {β
′ + sk˜(β)δ}s∈Z ,
so tα,βk˜(α) is divisible by k˜(β).
We are left to prove (ii). By Corollary 5.10 k˜(ǫi + δj) is independent of i, j. Fix some
i′, j′. Clearly R′ = ±{cl−1(ǫi′ + δj′) ⊔ cl
−1(ǫi′ − δj′) ⊔ cl
−1(2ǫi′) ⊔ cl
−1(2δj′)} is an AGRS.
As R is non-peculiar and cl(R′) ∼= C(1, 1), we must have that cl−1(cl(R′)) ∼= C(1, 1)
1
2 and
so k˜(2ǫi) = k˜(2δj) = 2k˜(ǫi + δj) by Lemma 5.2, as required. 
5.12. Proposition. Let R be a non-peculiar irreducible infinite AGRS. There exists
a unique (up to a ± sign) δ ∈ ker(−,−) and a unique map k : cl(R)→ Z>0 such that for
all α ∈ cl(R) and all α′ ∈ cl−1(α): cl−1(α) = {α′ + Zk(α)δ}, and gcd{k(α)}α∈cl(R) = 1.
Proof. Choose some δ′ ∈ ker(−,−) satisfying Lemma 5.7, and define k˜δ′ in Lemma 5.6.
Define δ := gcd{k˜δ′(α)}α∈cl(R)δ
′. Clearly, δ satisfies the conditions of Lemma 5.7, and
k := k˜δ in Lemma 5.6 satisfies gcd{k(α)}α∈cl(R) = 1. By Lemma 5.6 this k is unique, and
δ is unique up to a ± sign. 
5.13. Notation. From now on by δ we mean any δ ∈ ker(−,−) satisfying Lemma 5.12.
As shown, it is unique up to a ± sign.
5.14. Remark. Given a non-peculiar irreducible infinite AGRS one may define the
function k as a function from R to Z>0 by α 7→ cl(α) 7→ k(cl(α)). In that case, however,
the function k is not invariant with respect to the action of the generalized Weyl group
of R. As an example take 2ǫi and ǫi + δj in A(2m− 1, 2n− 1)
(2): as rǫi−δj (2ǫi) = ǫi + δj
they are in the same orbit, but k(2ǫi) = 2k(ǫi + δj).
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6. Step iii: All possible ks
Let R be a non-peculiar irreducible infinite AGRS. By Corollary 3.3, Proposition 4.2,
and Lemma 4.4 cl(R) has one of the forms (1)-(17). In the following we find all possible
functions k : cl(R)→ Z>0 for all possible forms (1)-(17). Note that as gcd{k(α)}α∈cl(R) =
1 the set of ratios {k(α)
k(β)
}α,β∈cl(R) completely determines k. In addition, for each possible
pair (cl(R), k : cl(R) → Z>0) we find some g, an indecomposable symmetrizable affine
Kac-Moody superalgebra, such that its set of real roots ∆re(g) is an AGRS, cl(∆re(g)) ∼=
cl(R) and k(cl(∆re(g))) ≡ k(cl(R)). We call this g a representative of R. In Section
7 we will show that in almost all cases R is isomorphic to the set of real roots of its
representative.
Remark. In general we follow Kac’s notation (see [Ka1] and [Ka2]). In the cases
where we have a so called twisted Lie superalgebra we follow S. Reif’s notation (see [R]).
6.1. An.
cl(R) ∼= An, there is only one W˜ orbit, so by Corollary 5.10 k is constant, and A
(1)
n is
a representative.
6.2. Bn.
cl(R) ∼= Bn, by Corollary 5.10 k is constant on the orbit {±ǫi ± ǫj} and on the orbit
{±ǫi}.
As |tǫi,ǫi−ǫj | = 2|tǫi−ǫj ,ǫi| = 2 by Lemma 5.11.i we have k(ǫi) ∈ {k(ǫi − ǫj),
1
2
k(ǫi − ǫj)}.
In the first case B
(1)
n is a representative, and in the second D
(2)
n+1 is a representative.
6.3. Cn.
cl(R) ∼= Cn, by Corollary 5.10 k is constant on the orbit {±ǫi ± ǫj}, and on the orbit
{±2ǫi}.
As |tǫi−ǫj ,2ǫi| = 2|t2ǫi,ǫi−ǫj | = 2 by Lemma 5.11.i we have k(ǫi − ǫj) ∈ {k(2ǫi),
1
2
k(2ǫi)}.
In the first case C
(1)
n is a representative, and in the second A
(2)
2n−1 is a representative.
6.4. Dn.
cl(R) ∼= Dn, there is only one W˜ orbit, so by Corollary 5.10 k is constant, and D
(1)
n is
a representative.
6.5. E6, E7, E8.
cl(R) ∼= Ei for some i ∈ {6, 7, 8}, there is only one W˜ orbit, so by Corollary 5.10 k is
constant, and E
(1)
i is a representative.
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6.6. F4.
cl(R) ∼= F4, by Corollary 5.10 k is constant on the orbit {±ǫi,
1
2
(±ǫ1 ± ǫ2 ± ǫ3 ± ǫ4)},
and on the orbit {±ǫi ± ǫj}.
As tǫ1,ǫ1+ǫ2 = 2tǫ1+ǫ2,ǫ1 = 2 we have, by Lemma 5.11.i, two options: k(ǫ1) ∈ {k(ǫ1 +
ǫ2),
1
2
k(ǫ1 + ǫ2)}. In the first case F
(1)
4 is a representative, and in the second E
(2)
6 is a
representative.
6.7. G2.
cl(R) ∼= G2, by Corollary 5.10 k is constant on the orbit {ǫi − ǫj} and on the orbit
{±ǫi}.
As 3|tǫi−ǫj ,ǫi| = |tǫi,ǫi−ǫj | = 3 by Lemma 5.11.i we have kǫi−ǫj ∈ {kǫi, 3kǫi}. In the first
case G
(1)
2 is a representative, and in the second D
(3)
4 is a representative.
6.8. B(0, n).
cl(R) ∼= B(0, n). As {±δi ± δj ,±2δi} ∼= Cn by the analysis in 6.3 we have two options.
(i) k(±δi ± δj) = k(±2δi). If this is the minimal k(α) in {k(α)}α∈cl(R) then (as
|t±δi±δj ,±δi| = 1) it is also obtained for k(δi) and so B(0, n)
(1) is a representative. If
this is not the minimal k(α) in {k(α)}α∈cl(R) then (as |t±δi,±δi±δj | = 2 and use 5.11.i) we
must have k(δi) =
1
2
k(2δi) and so C(n + 1)
(2) is a representative.
(ii) 2k(±δi ± δj) = k(±2δi). If the minimal k(α) in {k(α)}α∈cl(R) is k(±δi ± δj) then
(as |t±δi±δj ,±δi| = 1) we have k(δi) = k(±δi ± δj) and so A(0, 2n− 1)
(2) is a non-reduced
representative, and A
(2)
2n is a reduced representative. Otherwise the minimal k(α) in
{k(α)}α∈cl(R) is k(±δi) and then (as |t±δi,±δi±δj | = 2 and use 5.11.i) we must have k(δi) =
1
2
k(±δi ± δj) and so A(0, 2n)
(4) is a representative.
6.9. A(m,n), where m ≥ 0, n ≥ 1, (m,n) 6= (1, 1).
cl(R) ∼= A(m,n), there is only one W˜ orbit, so by Corollary 5.10 k is constant, and
A(m,n)(1) is a representative.
6.10. B(m,n), where m ≥ 1, n ≥ 1.
cl(R) ∼= B(m,n). By Corollary 5.10 k is constant on the orbit {ǫi, δj} and on the orbit
{±ǫi±ǫj ,±δi±δj ,±ǫi±δj}. As {±δi±δj ,±2δi} ∼= Cn then by the analysis in 6.3 k(±2δi) ∈
{k(±δi ± δj), 2k(±δi ± δj)}. But since for isotropic α ∈ cl(R) we have tα,β ∈ {0,±1} for
all β, and in particular this is true for β = ±2δi: k(±2δi) ≤ k(±ǫi ± δj) = k(±δi ± δj)
and so k(±2δi) = k(±ǫi ± δj).
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If k(ǫi + δj) is the minimal in {k(α)}α∈cl(R) then (as for isotropic α ∈ cl(R) we have
tα,β ∈ {0,±1} for all β) it is the k(α) for all α ∈ cl(R) and so k is constant and B(m,n)
(1)
is a representative.
Otherwise, the minimal k(α) in {k(α)}α∈cl(R) is obtained for ±ǫi (and not for isotropic
roots). As tǫi,ǫi+δj = 2 we must have, by 5.11.i, that k(±ǫi ± ǫi) = 2k(±ǫi). As k(δj) =
k(ǫi), D(m+ 1, n)
(2) is a representative.
6.11. C(n), where n ≥ 2.
cl(R) ∼= C(n), there is only one W˜ orbit, so by Corollary 5.10 k is constant, and C(n)(1)
is a representative.
6.12. D(m,n), where m ≥ 2, n ≥ 1.
cl(R) ∼= D(m,n), there is only one W˜ orbit, so by Corollary 5.10 k is constant, and
D(m,n)(1) is a representative.
6.13. D(2, 1;λ).
cl(R) ∼= D(2, 1;λ), there is only one W˜ orbit, so by Corollary 5.10 k is constant, and
D(2, 1;λ)(1) is a representative.
6.14. G(3).
cl(R) ∼= G(3), there is only one W˜ orbit, so by Corollary 5.10 k is constant, and G(3)(1)
is a representative.
6.15. F (4).
cl(R) ∼= F (4), there is only one W˜ orbit, so by Corollary 5.10 k is constant, and F (4)(1)
is a representative.
6.16. C(m,n), (m,n) 6= (1, 1).
cl(R) ∼= C(m,n), by Corollary 5.10 k is constant on the set {±ǫi±ǫj ,±ǫi±δj ,±δi±δj}.
By Lemma 5.11.ii k(2ǫi) = k(2δj) = 2k(±ǫi ± ǫj) and so A(2m − 1, 2n − 1)
(2) is a
representative.
6.17. BC(m,n).
cl(R) ∼= BC(m,n). By Corollary 5.10 k is constant on the set {±ǫi± ǫj ,±ǫi± δj ,±δi±
δj}, and on the set {±ǫi,±δj}. By Lemma 5.11.ii k(2ǫi) = k(2δj) = 2k(ǫi + δj).
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2|t±ǫi±ǫj ,±ǫi| = |t±ǫi,±ǫi±ǫj | = 2 so by Lemma 5.11.i k(±ǫi) ∈ {k(±ǫi±ǫj),
1
2
k(±ǫi±ǫj)} =
{k(ǫi + δj),
1
2
k(ǫi + δj)}. In the first case A(2m, 2n− 1)
(2) is a representative, and in the
second A(2m, 2n)(4) is a representative.
7. Step iv: Proof of the Theorem
In the following we classify all irreducible AGRSs, and as a result of the classification
we prove Theorem 1.1. We are doing so by going over all possible irreducible weak GRSs
cl(R), and finding all possible Rs corresponding to this class. In this section we always
assume R is irreducible.
7.1. cl(R) is a GRS generated by a set of simple roots.
Let cl(R) be a GRS generated by a set of simple roots, i.e. cl(R) has one of the forms
(1)-(7),(9) with m 6= n, or (10)-(15). By Lemma 4.4 R is infinite and its structure is given
by Proposition 5.12. In the following Proposition 7.1.1 we show that cl(R) together with
the function k : cl(R)→ Z>0 completely determines R, and so R is isomorphic to the set
of real roots of its representative found above.
7.1.1. Proposition. Let R ⊂ V,R′ ⊂ V ′ be two infinite AGRSs, cl(R) ∼= cl(R′) is an
irreducible GRS generated by a set of simple roots, and φ : V/ker(−,−)→ V ′/ker(−,−)
is an isomorphism of the GRSs cl(R) and cl(R′). Assume that for every α ∈ cl(R):
k(α) = k(φ(α)). Then R is isomorphic to R′.
Proof. We take {αi}
n
i=1 ⊂ cl(R) a set of simple roots, and fix some {α
′
i}
n
i=1 ⊂ R such
that for all i : cl(α′i) = αi. Clearly, the set {α
′
i}
n
i=1 ⊔ {δ} is a basis of V . Define
V1 := spanC{α
′
i}
n
i=1 and denote cl(R) = {αi}
N
i=1, when N > n.
As the set {α′i}
n
i=1 ⊂ R generates a copy of cl(R) we have that for all i ∈ {1, 2, ..., n, n+
1, ..., N} there exists α′i ∈ V1 such that cl(α
′
i) = αi. Note that these roots are obtained by
simple reflections, and these reflections depend only on the classes {αi}
n
i=1 ⊂ cl(R) and not
the representatives {α′i}
n
i=1 ⊂ R chosen. Thus we have for all i ∈ {1, 2, ..., n, n+1, ..., N} :
cl−1(αi) = {α
′
i + sk(αi)δ}s∈Z , and R = {α
′
i + sk(αi)δ}
s∈Z
i=1,2,...,N .
If R′ ⊂ V ′ satisfies {αi}
N
i=1 = cl(R)
∼= cl(R′) = {φ(αi)}
N
i=1, then the linear map
from V to V ′ defined by αi 7→ φ(αi)
′ for all i ∈ {1, 2, ..., n}, δ 7→ δ′ (note that now
R′ = {φ(αi)
′ + sk(φ(αi))δ
′}s∈Zi=1,2,...,N) gives an isomorphism of the AGRSs R and R
′. 
7.2. cl(R) ∼= B(0, n).
Let cl(R) = B(0, n), i.e. cl(R) has the form (8). We will see that now cl(R) together
with the function k almost always determine R. We start by the following auxiliary
Lemma 7.2.1:
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7.2.1. Lemma. Let R be a reduced AGRS, such that cl(R) = B(0, n). Then k(2δi) =
2k(δi − δj) = 2k(δi).
Proof. Let δ′i ∈ cl
−1(δi). We have 2δ
′
i + lδ ∈ R for some l ∈ C.
rδ′i(2δ
′
i + lδ) = −(2δ
′
i − lδ) ∈ R,
and so 2l ≡ 0 (mod k(2δi)). As l is arbitrary up to Zk(2δi): l 6≡ 0 (mod k(2δi)) (otherwise
also 2δ′i ∈ R, a contradiction to R being reduced) and so we may choose l =
k(2δi)
2
.
r
2δ′
i
+
k(2δi)
2
δ
(δ′i) = −(δ
′
i +
k(2δi)
2
δ),
and so
k(2δi) 6= k(δi).
We also know
k(2δi) 6= 4k(δi),
otherwise we get a contradiction to R being reduced again. By 6.8 it is left to show that
if n > 1 then k(δi + δj) 6= k(2δi). Assume n > 1, assume k(δi + δj) = k(2δi), and take
some p ∈ C such that δ′j − δ
′
i + pδ ∈ R. One has:
rδ′i(δ
′
j − δ
′
i + pδ) = δ
′
j + δ
′
i + pδ, r2δ′i+
k(δi+δj)
2
δ
(δ′j − δ
′
i + pδ) = δ
′
j + δ
′
i + (p+
k(δi + δj)
2
)δ,
a contradiction. 
7.2.2. Proposition. Let R ⊂ V,R′ ⊂ V ′ be two AGRSs, cl(R) ∼= cl(R′) ∼= B(0, n),
when φ : V/ker(−,−)→ V ′/ker(−,−) is an isomorphism of the GRSs cl(R) and cl(R′).
Assume that for every α ∈ cl(R): k(α) = k(φ(α)), and assume either both R and R′ are
reduced or both R and R′ are non-reduced. Then R is isomorphic to R′.
Proof. We take {αi}
n
i=1 ⊂ cl(R) a set of simple roots of Bn ⊂ B(0, n), and fix some
{α′i}
n
i=1 ⊂ R such that for all i : cl(α
′
i) = αi. Clearly, the set {α
′
i}
n
i=1 ⊔{δ} is a basis of V .
Define V1 := spanC{α
′
i}
n
i=1 and denote cl(R) = {αi}
N
i=1, when N > n.
As {α′i}
n
i=1 ⊂ R generate a copy of Bn we have that for all i ∈ {1, 2, ..., n, n+ 1, ..., N}
such that cl(α′i) 6= ±2δi there exists α
′
i ∈ V1 such that cl(α
′
i) = αi. Note that these
roots are obtained by simple reflections, and these reflections depend only on the classes
{αi}
n
i=1 ⊂ cl(R) and not the representatives {α
′
i}
n
i=1 ⊂ R chosen. Thus we have for all
such is cl−1(αi) = {α
′
i + sk(αi)δ}s∈Z .
Finally, assume R′ ⊂ V ′ satisfies {αi}
N
i=1 = cl(R)
∼= cl(R′) = {φ(αi)}
N
i=1. We observe
the linear map from V to V ′ defined by αi 7→ φ(αi)
′ for all i ∈ {1, 2, ..., n}, δ 7→ δ′ (note
that now R′ = {φ(αi)
′ + sk(φ(αi))δ
′}s∈Zi=1,2,...,N). If both R and R
′ are reduced then by
Lemma 7.2.1 for all cl(α′i) = δi one has 2α
′
i +
k(2δi)
2
δ ∈ R and φ(2δi +
k(2δi)
2
δ) ∈ R′. So
this is an isomorphism of R and R′. Similarly if both R and R′ are not reduced then it
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is again an isomorphism, as then we may always choose these α′is such that 2α
′
is are also
roots. 
7.2.3. Corollary. Let R be an AGRS such that cl(R) ∼= B(0, n), then R is isomorphic
to one of the following: B(0, n)(1), C(n+ 1)(2), A
(2)
2n , A(0, 2n− 1)
(2) and A(0, 2n)(4).
Proof. Recall that A
(2)
2n is reduced and A(0, 2n− 1)
(2) is non-reduced, and apply Lemma
7.2.1 and Proposition 7.2.2. 
7.3. cl(R) ∼= A(n, n), n ≥ 2.
Let cl(R) = A(n, n), n ≥ 2, i.e. cl(R) has the form (9) with m = n ≥ 2. If R is finite
then by Lemma 4.4 R ∼= A˜(n, n). Assume R is infinite.
We fix ǫ′i, δ
′
i ∈ V such that ǫ
′
i−ǫ
′
j , δ
′
i−δ
′
j ∈ R and cl(ǫ
′
i−ǫ
′
j) = ǫi−ǫj , cl(δ
′
i−δ
′
j) = δi−δj .
Recall there is only one W˜ orbit and so k is constant. It is easy to verify that cl−1({ǫi−ǫj})
and cl−1({δi − δj}) are both AGRSs with cl(cl
−1({ǫi − ǫj})) ∼= cl(cl
−1({δi − δj})) ∼= An.
So we have
cl−1(ǫi − ǫj) = {ǫ
′
i − ǫ
′
j + Zδ}, cl
−1(δi − δj) = {δ
′
i − δ
′
j + Zδ},
cl−1({ǫi − ǫj}) ∼= A
(1)
n
∼= cl−1({δi − δj}).
Clearly there exists some q ∈ C such that ǫ′1 − δ
′
1 + qδ ∈ R. By applying the generalized
Weyl group action it is easy to see that for all i, j one has ǫ′i − δ
′
j + qδ ∈ R, and
cl−1(±(ǫi − δj)) = {±(ǫ
′
i − δ
′
j + qδ) + Zδ}.
Thus we have R ∼= A˜(n, n)
(1)
q . Verifying that A˜(n, n)
(1)
q is indeed an AGRS for every q ∈ C
is straightforward. We finish this part with the following lemma:
7.3.1. Lemma. A˜(n, n)
(1)
q
∼= A˜(n, n)
(1)
q′ if and only if either q − q
′ ∈ Z or q + q′ ∈ Z.
Proof. Let φ be an isomorphism of A˜(n, n)
(1)
q and A˜(n, n)
(1)
q′ :
A˜(n, n)(1)q := {ǫi− ǫj +Zδ, δi− δj +Zδ}
i,j=1,2,..n+1
i 6=j ∪{±(ǫi− δj) + Id+ (q+Z)δ}
j=1,2,..,n+1
i=1,2,..,n+1 ,
A˜(n, n)
(1)
q′ := {ǫi− ǫj +Zδ, δi− δj +Zδ}
i,j=1,2,..n+1
i 6=j ∪{±(ǫi− δj)+ Id+(q
′+Z)δ}j=1,2,..,n+1i=1,2,..,n+1 .
Observing φ(ǫ1 − ǫ2 + Zδ) it is clear that φ(δ) ∈ {±δ}.
Clearly φmaps the non-isotropic roots to non-isotropic roots. If φ(ǫ1−ǫ2) = δi−δj+l1,2δ
for some l1,2 ∈ Z we compose φ with the automorphism ǫi ↔ δi, 1 ≤ i ≤ n, to get a new
isomorphism satisfying φ˜(δ) = φ(δ) and φ˜(ǫ1 − ǫ2) = ǫi − ǫj + l1,2δ. So without loss of
generality φ(ǫ1 − ǫ2) = ǫi − ǫj + l1,2δ for some l1,2 ∈ Z.
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Composing the automorphism ǫ1 ↔ ǫi, ǫ2 ↔ ǫj with φ we get a new isomorphism such
that φ˜(ǫ1 − ǫ2) = ǫ1 − ǫ2 + l1,2δ (and of course still φ˜(δ) = φ(δ)). So without loss of
generality φ(ǫ1 − ǫ2) = ǫ1 − ǫ2 + l1,2δ.
Clearly, now there exists some l2,3 ∈ Z such that φ(ǫ2 − ǫ3) = ǫ2 − ǫj′ + l2,3δ, and
j′ 6= 1, 2. Composing the automorphism ǫ3 ↔ ǫj′ with φ we get a new isomorphism such
that φ˜(ǫ2−ǫ3) = ǫ2−ǫ3+ l2,3δ (and of course still the previous relations hold). So without
loss of generality φ(ǫ2 − ǫ3) = ǫ2 − ǫ3 + l2,3δ.
Continuing in this process we may assume that for all 1 ≤ i ≤ n there exist li,i+1 ∈ Z
such that:
φ(ǫi − ǫi+1) = ǫi − ǫi+1 + li,i+1δ,
and similarly there exist si,i+1 ∈ Z such that:
φ(δi − δi+1) = δi − δi+1 + si,i+1δ.
Then, it easily follows that there exists some κ ∈ Z such that:
φ(ǫn+1 − δ1) = ǫn+1 − δ1 + κδ.
As φ is a linear map:
0 = φ(Id+ qδ) = φ(Id) + φ(qδ) =
φ((ǫ1−ǫ2)+2(ǫ2−ǫ3)+..+n(ǫn−ǫn+1)+(n+1)(ǫn+1−δ1)+n(δ1−δ2)+..+(δn−δn+1))+φ(qδ) =
= φ(ǫ1 − ǫ2) + 2φ(ǫ2 − ǫ3) + ..+ nφ(ǫn − ǫn+1) + (n+ 1)φ(ǫn+1 − δ1)+
+nφ(δ1 − δ2) + (n− 1)φ(δ2 − δ3) + .. + φ(δn − δn+1) + qφ(δ) =
= (ǫ1 − ǫ2) + l1,2δ + 2(ǫ2 − ǫ3) + 2l2,3δ + ... + n(ǫn − ǫn+1) + nln,n+1δ+
+(n+ 1)(ǫn+1 − δ1) + (n+ 1)κδ + n(δ1 − δ2) + ns1,2δ + .. + (δn − δn+1) + sn,n+1δ ± qδ =
= Id+ (l1,2 + 2l2,3 + ..+ nln,n+1 + (n + 1)κ+ ns1,2 + .. + sn,n+1)δ ± qδ ∈ Id+ Zδ ± qδ,
and so q ± q′ ∈ Z.
For every q, q′ ∈ C such that q − q′ ∈ Z (resp. q + q′ ∈ Z) the map defined by:
∀1 ≤ i ≤ n+ 1 : ǫi 7→ ǫi, δi 7→ δi; δ 7→ δ (reps. δ 7→ −δ),
is an isomorphism of A˜(n, n)
(1)
q and A˜(n, n)
(1)
q′ . 
7.4. cl(R) is not a GRS.
Let cl(R) ∼= C(m,n) or cl(R) ∼= BC(m,n), i.e. cl(R) has one of the forms (16)-(17).
We deal with the following two cases separately:
7.4.1. cl(R) ∼= C(1, 1).
By corollary 5.4 either R ∼= A˜(1, 1), and so is the root system of the Lie superalgebra
gl(2|2), or R is a rational quotient of the set of real roots of the Lie superalgebra gl(2|2)(1).
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7.4.2. cl(R) ≇ C(1, 1).
If cl(R) ∼= C(m,n), it is easy to see that cl−1({±2ǫi,±ǫi±ǫj}) and cl
−1({±2δi,±δi±δj})
are both AGRSs with cl(cl−1({±2ǫi,±ǫi±ǫj})) ∼= Cm, cl(cl
−1({±2δi,±δi±δj})) ∼= Cn. By
the analysis done above cl−1({±2ǫi,±ǫi ± ǫj}) ∼= A
(2)
2m−1, cl
−1({±2δi,±δi ± δj}) ∼= A
(2)
2n−1.
We fix ǫ′i, δ
′
i ∈ V such that 2ǫ
′
i, ǫ
′
i − ǫ
′
j , 2δ
′
i, δ
′
i − δ
′
j ∈ R. Clearly, there exists some q ∈ C
(arbitrary up to Z) such that ǫ′1 − δ
′
1 + qδ ∈ R. By applying the generalized Weyl group
action for every i, j also ±ǫ′i ± δ
′
j + qδ ∈ R. As k(ǫ1 − δ1) = 1 and both ǫ
′
1 − δ
′
1 + qδ
and ǫ′1 − δ
′
1 − qδ are roots, one has 2q ∈ Z, so without loss of generality q ∈ {0,
1
2
}. If
q = 0 then both ǫ′1 − δ
′
1 + (ǫ
′
1 + δ
′
1) and ǫ
′
1 − δ
′
1 − (ǫ
′
1 + δ
′
1) are roots, a contradiction. So
cl−1(ǫi ± δj) = {ǫ
′
i ± δ
′
j + (
1
2
+ Z)δ}, and so R ∼= A(2m− 1, 2n− 1)(2).
If cl(R) ∼= BC(m,n), it is easy to see that cl−1({±2ǫi,±2δj ,±ǫi±ǫj ,±δi±δj ,±ǫi±δj}) ∼=
A(2m− 1, 2n− 1)(2). So we may find ǫ′i, δ
′
i ∈ V such that 2ǫ
′
i, ǫ
′
i − ǫ
′
j, 2δ
′
i, δ
′
i − δ
′
j , ǫ
′
i − δ
′
j +
k(ǫi+ǫj)
2
δ ∈ R. There exists q ∈ C (arbitrary up to k(ǫi)δ) such that ǫ
′
i + qδ ∈ R. As
r2ǫ′i(ǫ
′
i + qδ) = −ǫ
′
i + qδ one has 2q ∈ k(ǫi)Z and so may assume q ∈ {0,
k(ǫi)
2
}.
If k(ǫi) =
k(ǫi+ǫj)
2
, then cl−1({±2ǫi,±ǫi,±ǫi±ǫj}) ∼= A(2m, 0)
(4), and cl−1({±2δi,±δi,±δi±
δj}) ∼= A(0, 2n)
(4). So q = 0 and R ∼= A(2m, 2n)(4).
If k(ǫi) = k(ǫi+ǫj), then if q = 0: rǫ′
i
−δ′
j
+ 1
2
δ(ǫ
′
i) = δ
′
j+
1
2
δ. Doing the same if q = 1
2
(recall
that k(ǫi) = 1 in all cases) we get that in any case exactly one of cl
−1({±2ǫi,±ǫi,±ǫi±ǫj})
and cl−1({±2δi,±δi,±δi±δj}) is reduced. If cl
−1({±2ǫi,±ǫi,±ǫi±ǫj}) is reduced thenR ∼=
A(2m, 2n− 1)(2), and if cl−1({±2δi,±δi,±δi± δj}) is reduced then R ∼= A(2n, 2m− 1)
(2).
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8. Root system – Lie structure correspondence
The following Table 1 summarizes all known correspondences between different types of
irreducible root systems and classes of simple/indecomposible Lie structures. In all cases
V is a finite dimensional complex vector space with a symmetric bilinear form (−,−).
R ⊆ V is a subset satisfying conditions (0)-(2) of Definition 2.2.1 if R is either a Euclidean
system or a GRS (first and third rows in the table). R ⊆ V is a subset satisfying conditions
(1)-(2) of Definition 2.2.1 and conditions (0’),(3),(4) of Definition 2.3.1 if R is either an
ARS or an AGRS (second, fourth, fifth and sixth rows in the table).
The root system R is dimR⊥ R contains Corresponding
(R) type finite isotropic roots Lie structure
Euclidean (RS) yes 0 no Finite dimensional algebras
or osp(1|2n) (which is a basic
classical superalgebra)
Non-Euclidean ; Non-isotropic no 1 no Symmetrizable affine KM
(ARS) superalgebras that contain
no isotropic roots♯
GRS yes 0 yes Basic classical superalgebras
(that are not RS) with a non-trivial
odd part except psl(2|2)
and osp(1|2n)
AGRS no 1 yes Symmetrizable affine
with cl(R) ≇ A(n, n) KM superalgebras that
(that are not ARS) contain isotropic roots
except gl(n|n)(1), n ≥ 1
Finite AGRS yes 1 yes gl(n|n), n ≥ 2
Infinite AGRS no 1 yes Rational quotients of
with cl(R) ∼= A(n, n) gl(2|2)(1) or infinite quotients
of gl(n|n)(1), n ≥ 3
Table 1. All known irreducible root systems – simple/indecomposible Lie
structures correspondences.
♯ B(0, n)(1), C(n+ 1)(2), A
(2)
2n , A(0, 2n− 1)
(2) and A(0, 2n)(4).
Remark. Assume that V is a finite dimensional complex vector space with a non-
degenerate symmetric bilinear form (−,−), and that R ⊂ V is an RS. Define a new form
on V by scaling (−,−) by a non-zero scalar, i.e. (˜−,−) := a(−,−) for some a ∈ C∗.
One easily sees that R ⊂ V is an RS also when considering V as a finite dimensional
complex vector space with the non-degenerate symmetric bilinear form (˜−,−). Thus, the
Euclidean systems indeed lie in the Euclidean space spanR{R}, but not any restricted non-
degenerate symmetric bilinear form from V = spanC{R} to spanR{R} gives a Euclidean
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structure. For an arbitrary non-degenerate symmetric bilinear form on V , a Euclidean
structure is obtained by scaling the restricted form by a proper scalar. For example,
R = {±δ1,±δ2,±δ1 ± δ2} with the form (δi, δj) = −δi,j : R ∼= B2 and in order to get a
Euclidean structure we can scale the restricted form by a = −1.
9. Our approach as a generalization of Macdonald’s
Ian G. Macdonald (in [Ma]) actually classified all root systems that do not contain
isotropic roots. These are the systems of the first two types in Table 1 (RS and ARS).
In this paper we used some other definitions, that are more appropriate when applying
the theory to the super case (i.e. when introducing isotropic roots). In the following we
show that our definitions do generalize Macdonald’s axioms (AR1)-(AR4) (see Section 2
in [Ma]).
First, one notices Macdonald works in a real vector space rather than complex. Let R
be a (possibly weak) GRS in a complex space, with no isotropic roots. We may scale one
root α to satisfy (α, α) = 1. Now, as for all β ∈ R with (α, β) 6= 0 we have 2(α,β)
(α,α)
∈ Z we
have (α, β) ∈ Q. As also 2(α,β)
(β,β)
∈ Z we have (β, β) ∈ Q. Finally, as R is irreducible we
have (γ, γ) ∈ Q for all γ ∈ R so R spans also a real (even rational) vector space. Due to
Serre (see [Serr]) this real space has a Euclidean structure. This argument does not hold
in the presence of isotropic roots (unless the set of non-isotropic roots is irreducible) – for
example D(2, 1;λ) has 6 non-isotropic roots (3 copies of A1) and it does not span a real
space if λ 6∈ R.
In this context we note, that condition (4) in 2.3.1 may be replaced by the following
”discreteness condition” (4’):
(4’) For every α ∈ R and δ ∈ ker(−,−): |{α + sδ}0≤s≤1 ∩R| <∞.
Macdonald’s proper action of the Weyl group condition (AR4) corresponds to this
discreteness condition, and over R changing our condition (4) to (4’) would lead to an
equivalent definition of an AGRS whenever cl(R) ≇ C(1, 1) (just apply reasoning as in
the proofs of Lemmas 5.1 and 5.6). When cl(R) ∼= C(1, 1) (4’) also allows other systems
that are not allowed by (4), such as C(1, 1)q for any q ∈ C \Q satisfying 0 < |real(q)| < 1
(these systems correspond to infinite non-rational quotients of gl(2|2)(1)). Anyhow, in the
absence of isotropic roots (4) and (4’) are equivalent.
One also notes that Macdonald has no finiteness condition. By Lemma 9.1 below, in
a Euclidean space (which is the setting of Macdonald) finiteness follows from the other
conditions.
9.1. Lemma. Let R be a set satisfying all conditions of a (possibly weak) GRS in V ,
except being finite, and V is a Euclidean space (i.e. a real space and not complex, with
the form (−,−) is positive definite). Then R is finite.
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Proof. Let {αi}
n
i=1 be a basis of V consists of roots from R. Let β ∈ R. For every
i = 1, 2, ..., n the two roots αi, β span either a 1 or a 2 dimensional Euclidean space, so
we have:
2(αi, β)
(αi, αi)
,
2(αi, β)
(β, β)
∈ Z, |
(αi, β)
(αi, αi)
(αi, β)
(β, β)
| = | cos2(θ)| ≤ 1,
when θ is the angle between αi and β, and so
2(αi,β)
(αi,αi)
∈ {0,±1,±2,±3 ± 4}. Clearly the
set {2(αi,β)
(αi,αi)
}ni=1 completely determines β. As there are only finitely many options for this
set, there are only finitely many roots in R, thus R is finite. 
10. General AGRSs
AGRSs that are not irreducible arise naturally, for instance when taking the non-
isotropic part of an irreducible AGRS. Above we classified all irreducible AGRSs. In the
following Theorem 10.1 we show that any AGRS R is a disjoint union of finitely many
irreducible AGRSs Ii and GRSs Fi, and that the space spanned by R is isomorphic to a
direct sum of the spaces spanned by all Fi, the spaces spanned by the weak GRSs cl(Ii)
and a one dimensional space (corresponding to ker(−,−)).
10.1. Theorem. Let V be a complex vector space with a symmetric bilinear form
(−,−), and let R ⊂ V be an AGRS, then:
R = ⊔i∈J1Ii ⊔i∈J2 Fi,
V ∼= C ⊕i∈J1 (Vi/ker(−,−)i)⊕i∈J2 Vi,
when |J1 ∪ J2| < ∞, J1 ∩ J2 = ∅, J1 6= ∅, for every i: Vi is a complex vector space with
a symmetric bilinear form (−,−)i, Ii ⊂ Vi is an irreducible AGRS, and Fi ⊂ Vi is an
irreducible GRS.
Proof. Let R ⊂ V be an AGRS. As cl(R) is a weak GRS it is a finite union of irreducible
weak GRSs: cl(R) = ⊔ni=1Si when Si ⊂ cl(R). We define V
′
i := spanC{Si}. For every
i we choose a basis {α˜ij}
di
j=1 of V
′
i , containing elements of Si only (clearly such basis
exists), and choose roots {αij}
di
j=1 in R such that cl(α
i
j) = α˜
i
j. We identify {α
i
j}
di
j=1 with
Si, and so {{α
i
j}
di
j=1}
n
i=1 with cl(R). Denote Vi := spanC{∪
di
j=1(cl
−1(αij))} and (−,−)i :=
(−,−)|Vi . Clearly, spanC{{α
i
j}
di
j=1}
n
i=1 is a linearly independent set in R, and ker(−,−)∩
spanC{{α
i
j}
di
j=1}
n
i=1 = ∅. Recall dim(V ) − dim(cl(R)) = dim(ker(−,−)) = 1, and so
V = ker(−,−)⊕ni=1 (spanC{α
i
j}
di
j=1}). We define J1 = {1 ≤ i ≤ n| cl
−1(Si) is not a GRS},
and J2 = {1, 2, ..., n} \ J1. Clearly |J1 ∪ J2| < ∞, J1 ∩ J2 = ∅ and as the form (−,−) is
degenerate J1 6= ∅. For all i ∈ J1: Vi/ker(−,−) ∼= V
′
i
∼= spanC{α
i
j}
di
j=1 and for all i ∈ J2:
Vi ∼= spanC{α
i
j}
di
j=1, and so V has the required form. 
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11. Further remarks
11.1. Even and odd roots.
One notices that in our definition of AGRS, as well as in Serganova’s definition of GRS,
a-priori R is not a disjoint union of two parts R0 and R1, that represent the even and odd
parts of the corresponding superalgebra respectively. It is possible to get this partition,
by defining R1 = {α ∈ R|(α, α) = 0 or 2α ∈ R}, and R0 = R \R1.
Alternatively, we may define parity in the following way: we call a map f : R → Z2
linear if for all α, β ∈ R such that α + β ∈ R : f(α) + f(β) = f(α + β). A linear map f
that maps all isotropic roots to 1 is called a parity function, and we define for such f odd
(resp. even) roots by Rf
1
= f−1(1) (Rf
0
= f−1(0)). Clearly the first definition is a special
case of the second (with f(α) = 1 if (α, α) = 0 or 2α ∈ R and f(α) = 0 otherwise), but
note that the second is not always unique.
As an example, take some parity function f of A(m,n). By definition f(±(ǫi−δj)) = 1.
As f is linear f(ǫi− ǫk) = f((ǫi− δj)+ (δj− ǫk)) = f(ǫi− δj)+ f(δj− ǫk) = 1+1 = 0, and
the same for δi − δj . Thus f is uniquely defined (and of course corresponds to the first
definition). On the other hand we have two different parity functions of B(0, n). The first
is the one corresponding to the first definition (δi 7→ 1, 2δi, δi ± δj 7→ 0) and the second is
the trivial map (B(0, n) 7→ 0). One easily sees that these are the only parity functions of
B(0, n).
11.2. Root subsystems.
11.2.1. Definition. Let R ⊂ V be a root system (of any type). We call a subset
S ⊆ R a root subsystem, if S ⊂ spanC{S} is a root system (of any type).
Note that Theorem 1.1 implies:
11.2.2. Corollary. Let R be the set of real roots of a root system of a symmetriz-
able affine indecomposable Kac-Moody superalgebra, and let S ⊂ R be an irreducible root
subsystem. Then S is itself one of the following:
(1) The set of real roots of either a finite dimensional Lie superalgebra (that is sim-
ple unless it is gl(n|n), n ≥ 2), or a symmetrizable affine indecomposable Kac-Moody
superalgebra.
(2) A rational quotient of gl(2|2)(1).
(3) An infinite quotient of gl(n|n)(1), n ≥ 3.
When dealing with subsystems we notice two interesting facts about parity of roots: let
us consider parity as in the first definition (as said, then it is unique). First, we see that
parity is not invariant with respect to the restriction from a root system to a subsystem.
For example, all roots of the form ±δi are odd in B(0, n), but when one thinks about
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these as roots in the subsystem Bn ⊂ B(0, n) they are all even. Second, in most cases
two roots α, β with cl(α) = cl(β) have the same parity. We see a nice example that it is
not so, when taking A(0, 2n)(4) as a root subsystem of B(m,n)(1). As before some odd
roots in B(m,n)(1) (the roots {δi + 2sδ}s∈Z) become even in A(0, 2n)
(4). Moreover, in
A(0, 2n)(4) all roots δi are even, but δi + δ are odd. In B(m,n)
(1) two roots α, β with
cl(α) = cl(β) have the same parity.
11.3. The missing basic classical Lie superalgebra in Serganova’s classification.
The only absent set of real roots of the root systems of basic classical Lie superalgebras
from Serganova’s classification of GRSs is A(1, 1), which corresponds to the superalgebra
psl(2|2) = sl(2|2)/ < 14 >. Interestingly, A(1, 1) ∼= C(1, 1) ∼= cl(A˜(1, 1)), i.e. it is the
image of the finite AGRS A˜(1, 1) under the quotient by the kernel of the bilinear form.
This is not a GRS, but it is a weak GRS. Note that unlike the cases cl : A˜(n, n) →
A(n, n), n ≥ 2, the map cl is not bijective: the pre-image of any non-isotropic root
(respectively isotropic root) has cardinality 1 (2). In that context see Serganova’s third
alternative definition for GRS (not involving inner product) and Theorem 7.2 in [Serg].
11.4. Observation on Kashiwara-Tanisaki’s approach.
M. Kashiwara and T. Tanisaki proved (see [KT]) that if ∆ is the set of real roots of
a semi-simple finite or affine Lie algebra, then any subsystem ∆′ ⊆ ∆ is itself the set
of real roots of a semi-simple finite or affine Lie algebra (this result easily follows from
Macdonald’s classification). Their approach is based on applying the Weyl group action
on ∆′.
In the context of Lie superalgebras, the classical Weyl group is generated by all even
reflections: W :=< rα >α∈∆0 (that is exactly the group generated by all non-odd reflec-
tions). Our first idea was to generalize [KT]’s approach by applying the action of W˜ on
∆′. This generalization attempt was unsuccessful, as the action of this group on the set
∆ does not map root subsystems to root subsystems, i.e. ∆′ ⊆ ∆ is a root subsystem and
ω ∈ W˜ does not imply ω(∆′) ⊆ ∆ is a root subsystem.
A counter example can be found even in finite systems: take B2 := {±ǫ1,±ǫ2,±ǫ1 ±
ǫ2} ⊆ B(2, 1) and take α = ǫ2−δ1 ∈ B(2, 1). Then rα(ǫ1±ǫ2) = ǫ1±δ1, but rǫ1−δ1(ǫ1+δ1) =
2δ1 6∈ rα(B2) = {±ǫ1,±δ1,±ǫ1 ± δ1}, and so rα(B2) is not a root system of any type.
11.5. Further generalizations.
Relaxing the conditions on V and R may lead to classifying further types of systems
corresponding to other Lie structures. The two natural guesses would be either allowing
dimR⊥ ≥ 2 or allowing accumulation points in the pre-image cl−1(α) for some (which
would probably imply for all) α ∈ R.
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