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Electric fields are increasingly used for coherently manipulating spin states in semiconductor
and molecular systems. Here we discuss the spin manipulation allowed by the modulation of the
main parameters entering the Hamiltonians of molecular spin clusters. In particular, we focus on
transitions between states that differ in terms of scalar quantities, such as the total- or the partial-
spin sums, but have vanishing expectation values of both the total- and the single-spin projections.
These conditions supposedly define subspaces that are immune to the main decoherence mechanisms
and that cannot be identified in individual spins, where the total- and the partial-spin sums are fixed
or cannot be defined. We show that the desired transitions can in principle be realized in systems
as simple as a spin dimer, by modulating the g-factor, the axial anisotropy, or, under suitable
conditions, the exchange interaction.
I. INTRODUCTION
The standard approach for coherently manipulating
electron spins is based on the use of oscillating magnetic
fields [1]. However, if the selective addressing of indi-
vidual spins within large arrays requires extreme spatial
resolutions, electric fields are preferable. Electron and
hole spins in semiconductor systems can be efficiently
manipulated by oscillating electric fields in the presence
of spin-orbit coupling, either intrinsic or induced by dif-
ferent means [2, 2–8].
Purely spin systems, such as paramagnetic defects and
molecular nanomagnets [9, 10], are characterized by ap-
proximately frozen orbital degrees of freedom. In spite of
this, coherent control of the spin state by electrical means
is viable also in these systems and has been demonstrated
in the last years [11–15]. From a theoretical point of view,
the effect of an applied electric field in a molecular nano-
magnet can be described by the modulation of the pa-
rameters that enter the spin Hamiltonian. In the case of
individual spins, such modulation typically induces tran-
sitions – or renormalizes the energy gap – between Zee-
man levels [2, 5–8, 11]. Spin clusters provide additional
possibilities for the spin-electric coupling and for the re-
sulting coherent control of the spin state. Electric fields
can in fact modulate the exchange interactions [14], thus
enabling the spin manipulation even in the absence of
a sizeable spin-orbit interaction [16]. Besides, through
spin-electric coupling in spin clusters one can generate
linear superpositions between eigenstates that differ in
terms of scalar quantities and share the same value of
the total spin projection. This supposedly makes them
immune to the main decoherence mechanisms [17, 18] and
represents one of the potential advantages of spin cluster
qubits [19].
Here we consider transitions induced by the modu-
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lation of the main terms in typical spin Hamiltonians,
namely those accounting for exchange interaction, axial
anisotropy and Zeeman coupling. The modulation of the
exchange interaction allows the manipulation of the spin
chirality in spin clusters formed by an odd number of
half integer spins with antisymmetric exchange interac-
tions [20]. Here we show that such modulation can be
exploited for inducing analogous transitions in a wider
class of systems, including simple spin dimers. The mod-
ulation of the axial anisotropy and of the Zeeman cou-
pling also induces transitions between states that differ
in terms of the total spin, within subspaces of given spin
projection. Overall, the spin-electric coupling offers a
versatile route for the coherent manipulation of the quan-
tum state in spin clusters, where neither oscillating nor
static magnetic fields are in principle required. Besides
its fundamental interest, this potentially represents an
important motivation for the implementation of molecu-
lar spin cluster qubits.
The paper is organized as follows. In Section II we
define the approach and the kind of spin manipulation
we are interested in. Sections III, IV, and V are focused
on the spin manipulation allowed by the modulation re-
spectively of the g-factor, the exchange coupling, and the
axial anisotropy. Section VI is devoted to the spin manip-
ulation in spin dimers and to the possible role played by
the mixing of different S multiplets in the eigenstates. Fi-
nally, Section VII contains the conclusions and a brief dis-
cussion on the specific differences between this approach
and related ones that are presented in the literature.
II. GENERAL SETTING
We write the Hamiltonian of the spin cluster as the
sum of four different terms:
H = Ha +Hb + δHa(t) + δHb(t), (1)
where Ha commutes with both S
2 and Sz and typically
represents the dominant part of the system Hamiltonian,
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2while Hb doesn’t commute with S
2 and/or Sz. Finally,
the terms δHa and δHb account for the changes intro-
duced respectively in Ha and Hb by the application of a
time-dependent electric field.
To be more specific, we consider the case where the
dominant terms are given by symmetric exchange inter-
actions between the N spins that form the cluster and
by their homogeneous coupling to an external magnetic
field B = Bzˆ:
Ha =
1
2
∑
k 6=l
Jklsk · sl + µBB
N∑
k=1
gksk,z, (2)
with g-factors that are all identical (g ≡ gk for all k). The
eigenstates of Ha are thus also eigenstates of S
2 and Sz,
and can be written in the form |α, S,M〉, where the index
α orders the eigenstates within the subspace (S,M) and
accounts for the dependence of the eigenstate on scalar
quantum numbers, such as the partial spin sums [9].
The low-symmetry Hamiltonian Hb can in principle
include different kinds of terms [10]. Here, we explicitly
mention the single-spin axial anisotropies, which can play
an important role in the spin manipulation:
Hb =
N∑
k=1
dks
2
k,z. (3)
In the following, unless differently specified, we assume
that Hb is small compared with Ha, and that the system
eigenstates take the above mentioned form |α, S,M〉.
The expressions of δHa and δHb are obtained from
those of Ha and Hb, by replacing the coefficients Jkl, gk,
and dk with the respective, electric-field induced varia-
tions δJkl, δgk, and δdk. We consider a time-dependent
electric field of the form
E(t) = Ef(t) cos(2piνEt), (4)
where E is the maximal amplitude of the field, 0 ≤ f(t) ≤
1 defines its modulation in time, and νE is the frequency
at which the field oscillates. The renormalizations δx of
the generic parameter x entering the spin Hamiltonian is
assumed to depend linearly on the electric field, and to
carry the same kind of time dependence:
δx(t) = δxf(t) cos(2piνEt). (5)
Physically, this corresponds to the assumption that dif-
ferent spin states carry slightly different electric dipoles,
such that the first-order contribution is finite and rep-
resents the dominant term in the renormalization of the
coupling constants.
The modulation of the parameters allows both a reso-
nant and a non-resonant manipulation of the spin cluster
qubit. In the former case, the electric field induces tran-
sitions between the eigenstates |0〉 = |α0, S0,M0〉 and
|1〉 = |α1, S1,M1〉 of Ha, with energies E0 and E1, pro-
vided that
〈0|δHa + δHb|1〉 6= 0, with νE = |E1 − E0|/h. (6)
In the latter case, the electric field allows one to renor-
malize the gap between the two states, and thus to mod-
ify in a controlled fashion the phase accumulated between
the two during a given waiting time. The required con-
dition now reads:
δE0 6= δE1, with νE = 0, (7)
where δEp = 〈p|δHa + δHb|p〉, with p = 0, 1. In gen-
eral, |0〉 can be identified with the ground state of the
spin cluster, whereas |1〉 corresponds to the lowest ex-
cited state that is accessible from |0〉, according to the
selection rules.
One of the potential advantages offered by spin clus-
ters with respect to individual spins is represented by
the possibility of manipulating the system state within
subspaces that are relatively immune to decoherence. In
fact, transitions induced by electron spin resonance al-
low the generation of linear superpositions between eigen-
states with different values of M [1]. However, neighbor-
ing electron and nuclear spins randomize and efficiently
“measure” the value of the spin projection, and thus tend
to destroy the phase coherence between two eigenstates
|0〉 and |1〉 with M0 6= M1 [21]. For this reason, we
focus hereafter on linear superpositions between states
with M ≡ M0 = M1. In other words, we consider the
manipulation of the quantum numbers α or S, within a
subspace of given M .
If the environment couples to the spins collectively
through the total spin projection, the states with M = 0
would define a decoherence-free subspace [22, 23]. In
molecular spin clusters, however, the coupling of the elec-
tron spins with the nuclear environment has a rather local
character. The above argument should thus be applied
not only to the total spin projection, but also to the
distribution of the magnetization within the spin cluster
[17, 24]. The initial and final states of the electric-field
induced transition are thus required to be indistinguish-
able also in terms of single-spin magnetization:
〈0|sk,z|0〉 = 〈1|sk,z|1〉 (k = 1, . . . , N). (8)
(Being |0〉 and |1〉 eigenstates of Sz, an analogous con-
dition is automatically fulfilled by the expectation val-
ues of sk,x and sk,y, which vanish identically.) We note
that such condition marks a difference with respect to
systems such as the ones that exhibit a toroidal momen-
tum [25–27], where the ground state expectation value of
the total spin vanishes, but that of the individual spin
doesn’t. While the condition in Eq. (8) can in princi-
ple be met in states with arbitrary values of M , possible
distortions in the spin cluster can in practice result in a
dependence of the single-spin magnetization on the sys-
tem eigenstate, and thus in the violation of Eq. (8). For
this reason, we focus hereafter on the case M = 0, where
all the expectation values 〈sk,z〉 vanish by symmetry.
3III. G-FACTOR MODULATION AND
RESONANCE
The first case we consider is that where the applied
electric field renormalizes the g-factors of the spins. This
results in a time-dependent Hamiltonian
δHa,g(t) = µBB
N∑
k=1
δgk(t) sk,z. (9)
Modulating the g-factor in the presence of a static mag-
netic field is in principle equivalent to applying a time-
dependent magnetic field [2, 5–8]. In electron spin reso-
nance, one typically induces transitions between the sys-
tem eigenstates by means of a time-dependent magnetic
field that oscillates along a direction perpendicular to the
quantization axis [1]. In such a case, the transitions that
are induced in the system are characterized by the selec-
tion rules ∆S = 0 and ∆M = ±1. The above Hamilto-
nian δHa,g can instead induce transitions between states
that have identical values of M , with an amplitude given
by
〈0|δHa,g(t)|1〉 = µBB
N∑
k=1
δgk(t) 〈0|sk,z|1〉. (10)
The selection rules for such transitions read:
|∆S| = 1; ∆M = 0. (11)
The second selection rule simply results from the fact
that δHa,g commutes with Sz. The first selection rule
can be deduced by combining the Wigner-Eckart theo-
rem with symmetry arguments. In fact, from the Wigner-
Eckart theorem, it follows that |∆S| ≤ 1. From the trans-
formation of the the eigenstates |α, S,M = 0〉 under pi
rotations around any axis in the xy plane it follows that
∆S must be an odd number (see Appendices A and B
for further details). The modulation of the g-factors can
thus be used to resonantly induce singlet-triplet transi-
tions (S0 = 0, S1 = 1) in the spin cluster.
In order for transitions between different values of S
to be possible, the g-factor modulation of the N spins
are required to be not all identical (i.e. one should not
have that δgk = δgl for all values of k and l), otherwise
δHa,g commutes with Ha and cannot induce transitions
between two of its eigenstates.
On the other hand, from the selection rules given in Eq.
(11) it follows that within the present approach – unlike
in electric-field assisted electron spin resonance [15] – the
electric-field induced variation of the g-factors cannot be
used for the nonresonant manipulation. In fact, in the
M = 0 subspace one has that 〈α, S, 0|δHa,g|α, S, 0〉 = 0
for all values of α and S. As a result the renormalizations
of the energy levels always vanish
δEp = µBB
N∑
k=1
δgk(t)〈p|sk,z|p〉=0 (p=0, 1), (12)
and the requirement given in Eq. (7) cannot be fulfilled.
IV. EXCHANGE-COUPLING MODULATION
AND RESONANCE
The electric field can also be used to modulate the
exchange couplings between the spins [28–30]. In par-
ticular, a linear effect on the exchange coupling Jkl is
expected if permanent and non-identical electric dipoles
are associated to different values of (sk + sl)
2. The time-
dependent Hamiltonian resulting from the renormaliza-
tion of the exchange couplings in the spin cluster reads
δHa,J(t) =
1
2
∑
k 6=l
δJkl(t) sk · sl. (13)
The above Hamiltonian commutes with S2 and Sz, and
thus can be used to manipulate the spin state within a
subspace of given S and M :
∆S = 0; ∆M = 0. (14)
On the other hand, δHa,J can change the additional
N − 2 degrees of freedom that define the system state,
such as the partial spin sums Sk or the spin chirality
[31, 32], here generically accounted by the index α. The
case of spin chirality has been extensively discussed in
Refs [16, 17, 20]. The partial spin sums Sn =
∑n
k=1 sk,
with n = 2, . . . , N − 1 define – together with SN ≡ S
and M – a complete basis for the N -spin cluster. The
exchange operator sk · sl (with k < l) can couple two
basis states |S2, S3, . . . , SN−1, S,M〉 only if
|∆Sn| ≤ 1 for k ≤ n < l, ∆Sn = 0 otherwise. (15)
If the sums Sn are good quantum numbers, i.e. if the op-
erators S2n commute with Ha, the above equation defines
additional selection rules for the transitions induced by
the modulation of the exchange operator sk · sl.
The modulation of the exchange coupling can thus be
used to resonantly induce transitions between different
eigenstates |0〉 and |1〉 of Ha (with S0 = S1, M0 = M1,
and α0 6= α1), with an amplitude
〈0|δHa,J(t)|1〉 = 1
2
∑
k 6=l
δJkl(t) 〈0|sk · sl|1〉, (16)
provided that the relative change of the exchange cou-
pling is not homogeneous. In fact, if δJkl/Jkl is the same
for all values of k, l = 1, . . . , N , then δHa,J commutes
with Ha, and therefore cannot induce transitions between
its eigenstates.
Concerning the nonresonant manipulation, the selec-
tion rules in Eq. (14) show that the renormalization of
the exchange couplings can be used to modify the gap
between eigenstates of Ha:
δEp =
1
2
∑
k 6=l
δJkl(t) 〈p|sk · sl|p〉 (p=0, 1). (17)
This applies also to the case where the relative changes
δJkl/Jkl are all identical. In fact, the nonresonant ma-
nipulation doesn’t require transitions between the system
4eigenstates, and can thus be performed also if (δHa+δHb)
commutes with Ha.
V. ANISOTROPY-FACTOR MODULATION
AND RESONANCE
The spin-state manipulation can also exploit the mod-
ulation of the axial anisotropy induced by the electric
field [11]. This would result in the following time-
dependent Hamiltonian:
δHb,d(t) =
N∑
k=1
δdk(t) s
2
k,z. (18)
The above Hamiltonian commutes with Sz, but not with
S2, and is thus in principle suitable for inducing transi-
tions between states that belong to the M = 0 subspace,
with amplitude
〈0|δHb,d(t)|1〉 =
N∑
k=1
δdk(t) 〈0|s2k,z|1〉. (19)
The selection rules that characterize these transitions
read:
|∆S| = 0, 2; ∆M = 0. (20)
As in the previous cases, the second selection rule sim-
ply follows from the commutation of the time-dependent
Hamiltonian with Sz. The first selection rule can be
derived by combining the Wigner-Eckart theorem with
symmetry arguments. In fact, from the Wigner-Eckart
theorem, it follows that |∆S| ≤ 2. From the transfor-
mation of the the eigenstates |α, S,M = 0〉 under pi ro-
tations around any axis in the xy plane it follows that
∆S must be an even number (see Appendices A and B
for further details). Unlike the cases of the g-factor and
of the exchange-coupling modulation, here the renormal-
izations δdk need not be inhomogeneous, because δHb,d
doesn’t commute with Ha even if the parameters dk are
all identical.
From the above selection rules, it follows that the mod-
ulation of the axial anisotropy can also in the nonreso-
nant manipulation, by inducing variations of the energy
levels
δEp =
N∑
k=1
δdk(t) 〈p|s2k,z|p〉 (p=0, 1). (21)
This can result in a renormalization of the difference be-
tween the energy eigenvalues, provided that the eigen-
states in question are not both singlet states. In fact,
being by symmetry 〈s2k,z〉 = sk(sk + 1)/3 in all singlet
states, from S0 = S1 = 0 it would follow that δE0 = δE1,
unlike required by Eq. (7).
FIG. 1: Off-diagonal matrix elements of the operators sk,z
(a), s2k,z (b), and s1 ·s2 (c) in the spin dimer with s1 = s2 = 1,
as a function of the ratio between the anisotropy (d) and ex-
change (J) parameters. These matrix elements are propor-
tional to the amplitudes of the transition between eigenstates
|βξ,M〉 (with ξ = e, o), induced by the modulation of g, d, or
J (figure insets).
VI. APPLICATION TO SIMPLE SPIN
CLUSTERS
In the present Section, we consider the simplest pos-
sible system where most of the above transitions can in
principle take place, namely a spin dimer. We show that
also the exchange coupling modulation alone allows res-
onant spin manipulation in such a dimer, provided that
the system eigenstates present a significant degree of mix-
ing between different values of the total spin (S-mixing).
In the absence of S-mixing, the use of exchange-coupling
modulation alone is shown to require more complicated
spin clusters.
5A. Spin dimer qubit in the small-anisotropy limit
In the case N = 2 and s ≡ s1 = s2, most of the tran-
sitions considered in the previous Section can in prin-
ciple take place. The eigenstates of the Hamiltonian
Ha = Js1 ·s2+µBBgSz (with J > 0) are given by |S,M〉,
with S = 0, . . . 2s and no additional index required (being
α ≡ 1).
The modulation of the g-factor can be used to induce
resonant transitions between the ground and first excited
states, namely |0, 0〉 and |1, 0〉. The relevant matrix el-
ement is that of the single-spin projection, which takes
the form (see Appendix C):
〈0, 0|sk,z|1, 0〉 =
√
s(s+ 1)/3 (k = 1, 2), (22)
and thus scales linearly with the length of the constituent
spins. As discussed above, in order to make the transi-
tion possible, the renormalization of the g-factor must
be different for the two spins. In a physical system, the
inequivalence between the two spins can be introduced,
for example, by using a spin heterodimer, where the two
spins are provided by two different ions, or by replacing
one of the two spins s with two ferromagnetically coupled
spins s′2 and s
′′
2 such that s
′
2 + s
′′
2 = s.
The modulation of the exchange interaction cannot be
used to resonantly induce transitions between the eigen-
states in a dimeric system. In fact, in the presence of only
one exchange coupling, δHa,J always commutes with Ha.
In order for such transitions to be possible, one needs
to consider Hamiltonians where S is not a good quan-
tum number, or spin clusters with N > 2 (see below).
However, δHa,J can always renormalize the energy dif-
ference between two eigenstates, in order to perform a
nonresonant manipulation. In particular, variations in
the exchange coupling results in renormalizations of the
gaps between |0, 0〉 and |1, 0〉 or |2, 0〉 are by δJ and 3δJ ,
respectively.
The modulation of the d-factor can induce resonant
transitions between the ground and the second excited
states of the two-spin Hamiltonian, |0, 0〉 and |2, 0〉. The
relevant matrix element is given by (see Appendix C)
〈0, 0|s21,z|2, 0〉 = [s(s+ 1)(2s− 1)(2s+ 3)/45]1/2, (23)
and thus scales quadratically with the length of the con-
stituent spins. We remind that in this case, the two spins
are not required to be inequivalent, i.e. the transition am-
plitude is finite also if δd1 = δd2. The renormalization of
the d-factor can also modify the energy gap between the
eigenstates. In particular, one can show that, while the
expectation value of s2k,z (with k = 1, 2) in the case of
the singlet is, by symmetry, 〈0, 0|s2k,z|0, 0〉 = s(s + 1)/3,
that for the triplet and the quintuplet state are given
respectively by
〈1, 0|s21,z|1, 0〉 = (3s2 + 3s− 1)/5 (24)
and
〈2, 0|s21,z|2, 0〉 = (11s2 + 11s− 15)/21, (25)
FIG. 2: Diagonal matrix elements of the operators s2k,z (a)
and s1 ·s2 (b) in the spin dimer with s1 = s2 = 1, as a function
of the ratio between the anisotropy (d) and exchange (J) pa-
rameters. These matrix elements determine the renormaliza-
tion of the energy differences between the eigenstates |βξ,M〉
(with ξ = e, o), induced by the modulation of d or J (figure
insets). Empty and filled squares correspond to the ground
(ne = 1) and second excited (ne = 2) state, respectively.
as detailed in Appendix C.
B. Spin dimer qubit with strong anisotropy
If the anisotropy is not negligibly small with respect to
the exchange interaction, S is no longer a good quantum
number. This implies, in general, that a renormalization
of the exchange interaction can induce resonant transi-
tions between the eigenstates of Ha+Hb, which we write
as |βξ,M〉. Here, the index βξ orders the system eigen-
states within the subspace formed by states with total
spin projection M and even (ξ = e) or odd (ξ = o) val-
ues of S. In fact, as shown by Eq. 20, the operators
Hb doesn’t couple states with even and odd values of the
total spin.
As far as the resonant transitions are concerned, such
reduction of the system symmetry has three main impli-
cations. First, the selection rule |∆S| = 1, which char-
acterizes the transitions induced by the modulation of
the g-factor [Eq. (11)], is replaced by the condition that
the initial and final states must have different parities
(i.e. different values of ξ). Second, the selection rules
∆S = 0 [Eq. (14)] and |∆S| = 0, 2 [Eq. (20)] are both
6FIG. 3: Matrix elements of the operators sk,z (blue), s
2
k,z
(green), and s1 · s2 (red) between the two lowest eigenstates
of the spin dimer with s1 = s2 = 1, as a function of the
ratio between the difference in the Zeeman energies of the
two spins and the exchange coupling. The matrix elements
are proportional to the amplitudes of the transition between
eigenstates |γ,M〉, induced by the modulation of g, d, or J .
replaced by the condition that the initial and final states
must have same parity. Third, transitions between dif-
ferent eigenstates of the spin-dimer Hamiltonian can be
induced by the modulation of the exchange interaction,
within a subspace of given ξ.
The latter point is further investigated numerically in
the simplest case of interest, namely that where s = 1.
Here, the Hamiltonian eigenstates |βξ,M〉 with M = 0
are |1e, 0〉 and |2e, 0〉, belonging to the subspace S = 0, 2,
and |1o, 0〉 = (|1,−1〉 − | − 1, 1〉)/
√
2, belonging to the
subspace S = 1 (the states on the right-hand side of the
equation are expressed in the basis |m1,m2〉).
The transition amplitudes corresponding to δHa,g,
δHa,J and δHb,d are proportional to the matrix elements
of the operators sk,z, s1 ·s2, and s2k,z, respectively. These
are plotted in Fig. 1 as a function of d/J (where d ≡ d1 =
d2). In the weak-anisotropy limit (|d|/J  1), one recov-
ers the results given in Eqs. (22-23) and a vanishing tran-
sition amplitude associated to the exchange operator. In
the limit of a large, easy-axis anisotropy (−d/J  1), the
ground state is |1e, 0〉 ' (|1,−1〉+ | − 1, 1〉)/
√
2, and can
be resonantly coupled to |1o, 0〉 and |2e, 0〉, respectively
by the modulation of the g-factor and of the exchange
coupling. In the limit of a large, hard-axis anisotropy
(d/J  1), the ground state is |1e, 0〉 ' |0, 0〉, and can be
resonantly coupled to |2e, 0〉, again by modulating the ex-
change coupling. Altogether, the simultaneous modula-
tion of the exchange coupling and of the axial anisotropy
allows the realization of resonant transitions between the
ground and the second excited states in all the range of
values of d/J .
An analogous analysis can be performed for the ex-
pectation values of the operators s1 · s2 and s2k,z, which
can be used in the nonresonant manipulation. Their val-
ues are plotted in Fig. 2 as a function of the ratio d/J ,
for the eigenstates |1e, 0〉 and |2e, 0〉. The values for the
third eigenstate |1o, 0〉 are independent on the value of
the anisotropy, and are given respectively by 〈s2k,z〉 = 1
and 〈s1 · s2〉 = −1. The energy change δE induced by
changes both in the anisotropy and in the exchange in-
teraction are all different for moderate values of |d|/J ,
such that the condition in Eq. (7) is satisfied for all pairs
of eigenstates. In the large-anisotropy limit, the energy
renormalizations of the eigenstate |1o, 0〉 tend to coincide
with that of either |1e, 0〉 or |2e, 0〉 (depending on the
sign of d), thus making the gap between the two states
insensitive to modulations of both d and J .
Overall, the above results show that, in the presence
of S mixing, the modulation of d and J allows to imple-
ment both resonant and nonresonant manipulation be-
tween the two eigenstates of the spin dimer belonging to
the even-S subspace (ξ = e) at all values of d/J . Besides,
the modulation of g resonantly couples the ground and
first excited states for −d/J & 1.
C. Spin dimer qubit with strongly inhomogeneous
g-factors
A certain degree of S-mixing in the eigenstates of the
spin dimer is also induced by an inhomogeneous coupling
to the magnetic field, i.e. if there are significant dif-
ferences between the Zeeman energies of the two spins
and can be exploited in the manipulation of the singlet-
triplet qubit [33–35]. In fact, for g1 6= g2 the Hamiltonian
H = Js1 · s2 + µBB
∑2
k=1 gksk,z commutes with Sz, but
not with S2. In view of the selection rules given in Eq.
(11), such inhomogeneous coupling to the field couples
all three states |S,M = 0〉. The resulting eigenstates of
H are thus written in the form |γ,M〉, with γ = 1, 2, 3.
For simplicity, we only discuss the transition between
the ground and the first excited state, whose amplitude
we plot in Fig. 3 as a function µBB|g1 − g2|/J , with
µBB(g1 + g2)/2 = J . The results show that a significant
transition amplitude can be obtained by the modulation
of the g-factors (blue). We note that, as in the previously
considered cases, such modulation needs to be different
for the two spins (δg1 6= δg2) in order for the transition
amplitude to be finite, because also the above H com-
mutes with Sz. The transition amplitudes related to the
axial anisotropy (green) and to the exchange interaction
(red), which vanish for g1 = g2, increase monotonically
with increasing |g1 − g2| in the displayed range of values
(whereas they decrease and eventually tend to zero in the
limit µBB|g1 − g2|  J , not shown).
Therefore, the modulation of the exchange interaction
can be used to induce resonant transitions also in the spin
dimer, if the eigenstates exhibit a significantly degree of
S-mixing, due to the difference between the Zeeman en-
ergies of the two spins.
7D. Exchange-only approach in a spin square qubit
If S is a good quantum number, the resonant spin ma-
nipulation through exchange interaction requires a spin
cluster larger than the dimer. One of the simplest sys-
tems we can possibly consider is a square (N = 4) of
spins s = 1, with identical exchange couplings J between
nearest neighbors. In fact, a triangle of s spins always
presents only one eigenstate with S = 0. In a square of
s = 1/2 spins, the only excited singlet state is degenerate
with two triplet states, and is thus unsuitable for form-
ing, together with the ground state, an effective two-level
system.
In the case of the square of s = 1 spins, any exchange
operator involving neighboring spins couples the two low-
est eigenstates |α, S,M〉 belonging to the S = 0 subspace.
In fact, by using the analytical expressions of these eigen-
states (see Appendix D), one can show that
〈1, 0, 0|sk · sk+1|2, 0, 0〉| = (−1)k+1
√
5/(2
√
3), (26)
where N + 1 ≡ 1. Combining the above equation with
Eq. (16), one obtains the following expression for the
transition amplitude:
〈0|δHa,J(t)|1〉 =
√
5
4
√
3
4∑
k=1
(−1)k+1δJk k+1(t). (27)
This implies that the effect of the applied field on the
exchange couplings should not be too symmetric. If, for
example, the renormalizations δJk k+1 are all identical,
their contributions cancel out and the transition ampli-
tude vanishes.
The two eigenstates also present different expectation
values of the exchange operator, as required for using the
renormalization of the exchange couplings for the nonres-
onant manipulation:
〈1, 0, 0|sk · sk+1|1, 0, 0〉=3〈2, 0, 0|sk · sk+1|2, 0, 0〉=−3/2.
(28)
VII. DISCUSSION AND CONCLUSIONS
The modulation of the g-factor, of the axial anisotropy,
and of the exchange interaction has been investigated
experimentally and proposed as a suitable means for co-
herently manipulating the spin states in molecular and
solid-state systems.
In the g-tensor magnetic resonance, an oscillating elec-
tric field modulates the coupling of the spin to a static
magnetic field, emulating the effect of an oscillating mag-
netic field and inducing resonant transitions between dif-
ferent Zeeman levels [2, 5–8]. This differs from what we
discuss in the present paper both in terms of the spin
manipulation that one aims at and of the properties that
the system should possess in order to make such manip-
ulation possible. In g-tensor magnetic resonance one in-
duces, by different means, the same kind of transitions as
in electron spin resonance, namely those between states
with different spin projection. Here, instead, the modu-
lation of the g-factor induces transitions between states
with identical spin projection and different values of the
total spin or of some other scalar quantity (such as the
partial spin sums or the spin chirality) that commutes
with Sz. Quantities such as the total or the partial spin
sum can be modified or defined within a spin cluster,
but not in individual spins, where the present approach
cannot be implemented. In both cases, in order to in-
duce resonant transitions one needs that the static and
the time-dependent Hamiltonians don’t commute. In g-
tensor magnetic resonance, this requirement is met if
the field-induced variation of the g-tensor is anisotropic,
whereas here the modulation of the g-factors must be
inhomogeneous throughout the spin cluster.
Analogously, an electric-field induced modulation of
the axial anisotropy has been demonstrated and ex-
ploited for implementing both a nonresonant and a reso-
nant manipulation of individual spins [11]. Here we show
how this kind of spin-electric coupling can be used to ma-
nipulate quantum numbers related to collective proper-
ties of a spin-cluster state.
The modulation of the exchange interaction has been
proposed as a general approach for the implementation
of quantum computing in the M = 0 subspace. To this
aim, one needs to encode each logical qubit in the state
of more than one physical qubit and achieve a high de-
gree of control on each exchange coupling [33, 36]. The
singlet-triplet qubits in coupled semiconductor quantum
dots essentially follow this approach [34, 35]. In the
present paper, we consider the spin manipulation through
the modulation of the exchange interaction in a related
and yet different perspective. In fact, in molecular spin
clusters one cannot expect to control each exchange cou-
pling individually, and the relative changes induced by
the applied electric fields can be rather small [29, 30].
Besides, the magnetic environment (and especially the
nuclear spins) couple locally, and not collectively, to the
spins that form the cluster. In order to protect the state
from decoherence, one thus needs to fulfill more stringent
conditions than that concerning the total spin projection
[17]. Given these premises, we aim here at identifying
pairs of eigenstates of the spin cluster that one can cou-
ple resonantly and nonresonantly by pulsed electric fields,
thus implementing orthogonal rotations within an effec-
tive two-level system. We also note that the spin Hamil-
tonian of molecular nanomagnets generally contain dif-
ferent terms. Therefore, the desired rotations need not be
implemented through the modulation of the exchange in-
teraction alone, but can result from the combined renor-
malization of different parameters.
The modulation of the exchange interaction has also
been proposed for the manipulation of spin chirality
qubits, and specifically in odd-numbered rings of half-
integer spins with antisymmetric exchange interaction
[16, 20]. The present results show that this kind of spin-
electric coupling can in fact be used to achieve for electri-
8cally manipulating the spin in decoherence-free subspaces
within a wider class of systems, characterized by signif-
icantly different geometries and spin Hamiltonians. We
also note that the present approach doesn’t necessarily
require the use of a static magnetic field. In fact, here
this is only required in order to remove the degeneracy
between the M = 0 and the |M | > 0 states within the
S = 1 and S = 2 subspaces, in those cases where such
multiplets are involved. However, such degeneracy can
also be removed by the axial anisotropy, which would
make the magnetic field in principle unnecessary.
At least two major aspects need to be further inves-
tigated. The first one has to do with the detection of
transitions that result in a change of the total spin. This
tends to be less straightforward than the detection of a
change in the magnetization, such as those induced in
electron spin resonance. One possible solution consists
in coupling the ensembles of spin clusters to supercon-
ducting resonators [37]. The strong coupling of such a
resonator with ensembles of molecular spins has already
been demonstrated by using the magnetic component
of the field [38, 39]. Analogous experiments involving
the electric component of the field can be performed to
demonstrate the spin-electric coupling, mediated by the
modulation of any parameter of the spin Hamiltonian
[11]. Electron spin resonance in the presence of an ap-
plied electric field also represents a useful tool for inves-
tigating the spin-electric coupling in different classes of
systems [13–15]. In this respect, one should however con-
sider that this approach gives access to transitions and
linear superpositions that differ from the ones we focus on
here, and that a given spin-electric coupling can produce
an effect in one case and not in the other. The second
aspect has to do with the identification of systems that
exhibit sizeable spin-electric coupling, mediated by some
of the above mentioned parameters. In this respect, in-
dications for a rational design of the system can come
from ab initio calculations that explicitly take into ac-
count the orbital degrees of freedom [28–30, 40, 41], and
by the related field of multiferroics [42, 43].
In conclusion, we have investigated the state manipu-
lation in spin clusters by means of electric fields. In par-
ticular, we have considered the manipulation of the total
spin S and of other scalar quantities within the 〈sk,z〉 = 0
(and thus also M = 0) subspace, in view of the potential
advantages that this might present in terms of decoher-
ence. We have shown that the modulation of different
parameters entering the spin Hamiltonian (g-factor, ax-
ial anisotropy, exchange coupling) can be used for imple-
menting both resonant and a nonresonant manipulation
schemes, and have derived the relevant selection rules.
Finally, we have shown that g- and d-modulation induced
transitions can in principle take place in a system as sim-
ple as a spin dimer. Transitions induced by the modu-
lation of the exchange interaction can also be observed
in the dimer in the presence of S-mixing, or otherwise in
more complex spin clusters (such as a spin square).
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APPENDIX A: SELECTION RULES RESULTING
FROM THE WIGNER-ECKART THEOREM
From the Wigner-Eckart theorem it follows that
the matrix element of a spherical tensor operator,
〈S0,M0|T (p)q |S1,M1〉 is proportional to the Clebsch-
Gordan coefficient 〈S1M1 p q|S0M0〉, where p is the rank
of the spherical tensor and q specifies the component [9].
Therefore, it can be different from zero only if the spin
projections fulfill the equation
M0 + q −M1 = 0 (29)
and the values of the total spin satisfy the inequalities
|S0 − p| ≤ S1 ≤ S0 + p. (30)
The selection rules reported in this paper are derived
from the above relations, applied to the cases of the op-
erators sk,z, s
2
k,z, and sl · sl (with k, l = 1, . . . , N). All
these operators can be expressed in terms of q = 0 com-
ponents of spherical tensor operators. This implies, for
the total spin projections, that M0 = M1.
The single-spin projection operators sk,z represent the
0-th component of a rank p = 1 spherical tensor oper-
ator. According to the above Eq. 30, this implies that
|∆S| = |S1 − S0| ≤ 1 for the transitions induced by the
modulation of the g-factor.
The squared single-spin projections s2k,z can be written
as the sum of two spherical tensor operators, with ranks
p = 0 and p = 2. The former one can be identified with
the constant sk(sk+1)/3; the latter one thus corresponds
to s2k,z−sk(sk+1)/3. Equation 30 thus implies that that
|∆S| ≤ 2 for the transitions induced by the modulation
of the axial anisotropy.
Finally, the exchange terms sk · sl are spherical tensor
operators of rank p = 0. Therefore, Eq. 30 translates in
the selection rule ∆S = 0 for the transitions induced by
the modulation of the exchange couplings.
APPENDIX B: SELECTION RULES RESULTING
FROM SYMMETRY ARGUMENTS
In the present paper, we focus on transitions between
states |α, S,M〉 with arbitrary S and M = 0. These
states are also eigenstates of the unitary operators corre-
sponding to pi rotations around any axis that lies in the
xy plane. In fact, one can show that
e−iSxpi|α, S,M = 0〉 = (−1)S |α, S,M = 0〉. (31)
9The powers of the single-spin projection operators have
defined symmetries with respect to such rotations:
eiSxpisrk,ze
−iSxpi = (−1)rsrk,z. (32)
As a result, by applying the rotations either to the op-
erator or to the states in the expression of the matrix
element, one obtains that:
(−1)S0+S1〈S0|srk,z|S1〉 = (−1)r〈S0|srk,z|S1〉, (33)
where we have omitted the quantum numbers α and M ,
in order to simplify the expressions. From the equation
above, it follows that the matrix element of srk,z always
vanishes if r is odd and S0 + Sr is even and if r is even
and S0 + S1 is odd.
APPENDIX C: EIGENSTATES OF THE SPIN
DIMER
The singlet state of a two-spin system, expanded on the
basis {|m1,m2〉}, is given by the following expression:
|0, 0〉 = 1√
C0
s∑
m=−s
(−1)s+m|m,−m〉, (34)
where s is the length of each of the two spins and C20 =
2s + 1. In view of the selection rules discussed above,
the triplet state with M = 0 can be easily obtained by
applying the sk,z operator (with k = 1, 2) to the above
singlet, and then normalizing. The result is given by:
|1, 0〉 = 1√
C1
s∑
m=−s
(−1)s+mm|m,−m〉, (35)
where C21 = s(s+1)(2s+1)/3. Along the same lines, the
state with S = 2 and M = 0 can be obtained by applying
to the singlet the component of s2z,k that corresponds to a
spherical tensor operator of rank 2, i.e. s2z,k− s(s+ 1)/3,
and then normalizing. The result reads:
|2, 0〉 = 1√
C2
s∑
m=−s
(−1)s+m[m2 − s(s+ 1)/3]|m,−m〉,
(36)
where C22 = s(s+ 1)(2s+ 1)(2s− 1)(2s+ 3)/45.
Given the above expressions of the relevant eigenstates,
one can derive the analytical expressions of the diag-
onal and off-diagonal matrix elements that are given
in Sect. V. In the derivation, we make use of the
equations
∑
mm
2 = s(s + 1)(2s + 1)/3,
∑s
m=−sm
4 =
s(s + 1)(2s + 1)(3s2 + 3s − 1)/15, and ∑sm=−sm6 =
s(s+ 1)(2s+ 1)(3s4 + 6s3−3s+ 1)/21, which result from
the Faulhaber’s formulas.
APPENDIX D: EIGENSTATES OF THE SPIN
SQUARE
The singlet ground state of the square of s = 1
spins with identical exchange coupling J between nearest
neighbors is given by:
|1, 0, 0〉 = 1
6
√
5
5∑
p=1
αp
(p)∑
k
|m1,kp,m2,kp,m3,kp,m4,kp〉.
(37)
The states |m1,m2,m3,m4〉 belonging to the five groups
(p = 1, . . . 5) are characterized as follows: (i) two neigh-
boring spins with projection 1, the other two with pro-
jection −1 (α1 = 1); (ii) two non-neighboring spins with
projection 0, the other two with projection +1 and −1
(α2 = 2); (iii) two neighboring spins with projection 0,
the other two with projection +1 and −1 (α3 = 3); (iv)
all spins with projection 0 (α4 = 4); (v) two classical
ground states of the antiferromagnetic spin ring, with
antiparallel nearest neighbors (α5 = 6).
The first excited state belonging to the S = 0 subspace
is given by:
|2, 0, 0〉 = 1
2
√
3
4∑
p=1
βp
(p)∑
k
|m1,kp,m2,kp,m3,kp,m4,kp〉.
(38)
The states |m1,m2,m3,m4〉 belonging to the four groups
(p = 1, . . . 4) are characterized as follows: (i) spins 1 and
2 (3 and 4) with projection +1, spins 3 and 4 (1 and
2) with projection −1 (β1 = 1); (ii) spins 2 and 3 (1
and 4) with projection +1, spins 1 and 4 (2 and 3) with
projection −1 (β2 = −1); (iii) spins 1 and 2 (3 and
4) with projections ±1, spins 3 and 4 (1 and 2) with
projection 0 (β3 = 1); (iv) spins 2 and 3 (1 and 4) with
projections ±1, spins 1 and 4 (2 and 3) with projection
0 (β4 = −1).
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