Abstract Presentation attack detection (PAD, also known as anti-spoofing) systems, regardless of the technique, biometric mode or degree of independence of external equipment, are most commonly treated as binary classification systems. The two classes that they differentiate are bona-fide and presentation attack samples. From this perspective, their evaluation is equivalent to the established evaluation standards for the binary classification systems. However, PAD systems are designed to operate in conjunction with recognition systems and as such can affect their performance. From the point of view of a recognition system, the presentation attacks are a separate class that they need to be detected and rejected. As the problem of presentation attack detection grows to this pseudo-ternary status, the evaluation methodologies for the recognition systems need to be revised and updated. Consequentially, the database requirements for presentation attack databases become more specific. The focus of this chapter is the task of biometric verification and its scope is three-fold: firstly, it gives the definition of the presentation attack detection problem from the two perspectives. Secondly, it states the database requirements for a fair and unbiased evaluation. Finally, it gives an overview of the existing evaluation techniques for presentation attacks detection systems and verification systems under presentation attacks.
Biometric person recognition systems are widely adopted nowadays. These systems compare presentations of biometric traits to verify or identify a person. In the typical verification scenario, a biometric system matches a biometric presentation of a claimed identity against a pre-stored reference model of the same identity. The verification problem can be seen as a binary classification problem where presentations that are being matched against the same reference identity are considered positive samples (genuine samples) and the presentations that are being matched against another identity are considered negative samples (zero-effort impostor samples). Evaluation of verification systems as a binary classification problem is done using common metrics (error rates) and plots that are designed for binary classification problems. Verification System (to be evaluated)
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Error rates Scores Fig. 3 Evaluation of a (unknown) verification system with regards to its capacity to discriminate genuine accesses from zero-effort impostors and presentation attacks.
Moreover, biometric systems are vulnerable to presentation attacks (PA, also known as spoofing). A printed photo of a person presented to a face recognition system with the goal of interfering with the operation of the system is an example of presentation attacks [1] . Presentation attack detection (PAD, also known as anti-spoofing) systems discriminate between bona-fide 1 (positives) and presentation attacks (negatives). The problem of PAs and PAD can be seen from different perspectives. As implied directly by the definition of the task of PAD systems, the problem is most often designed as a binary classification problem as outlined in Figure 2 .
On the other hand, presentation attacks are directed towards deceiving recognition systems 2 , regardless of whether there is a PAD algorithm to prevent them to do so, or not. From that perspective, the problem of PAs and PAD is not limited only to binary classification systems, as the isolated PAD systems are. It is of equal importance to transfer the problem understanding to the domain of biometric recognition systems (in particular, in this chapter, biometric verification systems).
Biometric verification under presentation attacks can be cast into a pseudoternary classification problem. While as binary classifiers, verification systems comply to typical evaluation methods, in this new perspective their concept and evaluation need to be changed accordingly. Figure 3 depicts these new settings. Instead of inputting a single set of negative examples, this new evaluation method requires two sub-classes of negative samples: samples coming from zero-effort impostors and the ones coming from presentation attacks.
This concept shift may influence the biometric verification systems at several levels. First of all, presentation attacks represent another class of input samples for 1 Bona-fide are also called real or live samples. Both genuine and zero-effort impostor samples are bona-fide samples. While zero-effort impostors are negative samples in a verification system, they are considered positive samples in a standalone PAD system (since they are not PAs). 2 In this chapter, since we focus on the biometric recognition task, we will only consider PAs aiming to impersonate an identity and not to conceal (hide) an identity.
the verification systems, which may cause changes in their internal algorithms to gain greater spoofing resilience. Two most prominent attempts for such changes are multimodal fusion [41, 24, 4, 3, 5] and fusion of a verification system with a PAD system [49, 30, 29, 12] . Secondly, the problem restatement needs to modify the evaluation methods for verification systems. Finally, it may play a key role in the process of their parameterization.
While the first aspect of Presentation Attack (PA) and PAD problem under the umbrella of a verification system is out of the scope of this chapter, we will thoroughly inspect all the modifications that the evaluation methods need to undergo to accustom to the new setting. The main reason is that once the danger of presentation attacks is acknowledged, the verification performance of the biometric systems is not the only measurement of their quality. Important property to assess is their robustness to presentation attacks. Only in that case one can say that the overall performance of the system is being estimated. In this context, by verification system we could consider any type of system that can produce verification scores given a biometric sample as an input. No assumption on the mechanism the system employs for protection against presentation attacks, if any, is needed. The system may be solely any baseline biometric verification algorithm which disregards the hazard of presentation attacks, or a multi-modal system or a fusion with a PAD algorithm. In any case, the system can be regarded as a black box, and the full evaluation can be done based on the verification scores it outputs for the input samples.
Mutual comparison of verification systems is the second matter of their evaluation with regards to presentation attacks. For example, it is of great importance to observe the performance change of a verification system before and after an integration with a PAD system. Blending in PAD into an existing verification system can increase its robustness to presentation attacks, but at the same time it can affect its verification performance. The evaluation methodology which is going to be deployed should be able to assess the trade-off between these two effects.
Issues regarding the aspect of parameterization and tuning of the verification systems when presentation attacks have a non-negligible prior will be also touched upon in this chapter.
With the previous observations in mind, stating the problem of PAs from the perspective of a PAD system, as well as from the perspective of a verification system is the primary objective of this chapter (Section 2). Thorough review of the evaluation strategies for isolated presentation attack detection systems, as well as for verification systems commonly used in the literature will follow in Section 4. As a prerequisite, the concepts we are going to evaluate entail certain database structure that will be covered in Section 3.
Problem statement
When treating PAD as a binary classification problem, designers are interested in determining the capacity of a given system to discriminate between bona-fide (pos-itives) and presentation attacks (negatives) 3 . These systems, which do not have any capacity to perform biometric verification, are only exposed to elements of these two classes. Figure 2 represents these settings in a block diagram. In order to evaluate a given system, one feeds data from each of the two classes involved on the assessment. Scores collected from the evaluated system are fed into an evaluation framework which can compute error rates or draw performance figures. This workflow, typical for evaluation of binary classification systems, is widely deployed by PAD developers as well [34, 7, 53, 43, 16, 52, 49] . The database design and the evaluation of PAD systems comprise to the standards of general binary classification systems and will be revisited in Section 3.1 and Section 4.2, respectively.
A less considered perspective is how biometric verification systems treat presentation attacks. The classical approach puts biometric verification systems into the set of binary classifiers. Normally, such systems are designed to decide between two categories of verification attempts: bona-fide genuine users (positives) and the so-called bona-fide zero-effort impostors (negatives) [28] . Presentation attacks represent a new type of samples that can be presented at the input of this system. Considering that both presentation attacks and zero-effort impostors need to be rejected, it is still possible to regard the problem as a binary classification task where the genuine users are the positives, while the union of presentation attacks and zero-effort impostors are the negatives. Nevertheless, tuning of different properties of the verification system to make it more robust to presentation attacks may require a clearly separated class of presentation attacks. Furthermore, the correct ratio of presentation attacks and impostors in the negative class union is, at most times, unknown at design time. Applications in highly-surveilled environments may consider that the probability of a presentation attack is small, while applications in unsurveilled spaces may consider it very high. Presentation attacks, therefore, should be considered as a third separate category of samples that the verification systems need to handle.
This viewpoint, casts biometric verification into a pseudo-ternary classification problem as depicted in Figure 3 . Researchers generally simplify the pseudo-ternary classification problem so that it suits the binary nature of the verification systems. A common approach is to reduce it to two binary classification problems, each of which is responsible for one of the two classes of negatives. According to this, the verification system can be operating in two scenarios or operation modes: (1) when it receives genuine accesses as positives and only zero-effort impostors as negatives, and (2) when it receives only genuine accesses as positives and presentation attacks as negatives. Sometimes the first scenario is called a normal operation mode [19, 42, 18] . As it is going to be discussed in Section 4.3, it is beneficial to simplification that the positives (genuine accesses) that are evaluated completely match in both scenarios.
The workflow of the verification system confronted with presentation attacks, from the input to the evaluation stage, is represented in Figure 3 . The score his-togram displays 3 distinctive groups of data: the positive class and the two negative ones. If the mixing factor between the negative classes is known at design time, system evaluation can be carried using known binary classification analysis tools. Since that is usually not the case, the evaluation tools for the verification systems need to be adapted to the new settings.
The new concept for verification systems explained above requires a database design and evaluation methodologies adapted to the enhanced negative class, regardless of the system's robustness to presentation attacks and how it is achieved. An overview of the research efforts in this domain will be given in Section 3.2 and Section 4.3, respectively.
Database requirements
The use of databases and associated evaluation protocols allow for objective and comparative performance evaluation of different systems. As discussed on Section 2, the vulnerability (aka spoofability) of a system can be evaluated on isolated presentation attack detection systems, but also on fully functional verification systems. The simple evaluation of PAD requires only that database and evaluation protocols consider two data types: bona-fide and presentation attack samples. The evaluation of verification systems, merged with PAD or not, requires the traceability of identities contained in each presented sample, so that tabs are kept for probe-tomodel matching and non-matching scenarios. The particular requirements for each of the two cases are given in Sections 3.1 and 3.2. Databases for each of these two settings exist in literature. An exhaustive listing of databases that allow for the evaluation of resilience against presentation attacks in isolated PAD or biometric verification systems is given by the end of this section, in Section 3.3.
Databases for evaluation of presentation attack detection systems
The primary task of a database for evaluation of presentation attack detection systems is to provide samples of presentation attacks along with samples of bona-fide. The identity information of clients in each sample needs not to be present and can be discarded in case it is. The two sets of samples, which will represent the negative and the positive class for the binary classification problem, are just by themselves sufficient to train and evaluate a PAD system. It is a common practice that a database for binary classification provides a usage protocol which breaks the available data into 3 datasets [22] :
• Training set D train , used to train a PAD model;
• Development set D dev , also known as the validation set, used to optimize the decisions in terms of model parameters estimation or model selection; • Test set D test , also known as the evaluation set, on which the performance is finally measured.
In the case of presentation attack databases, it is recommended that the 3 datasets do not contain overlapping client data to avoid bias related to client specific traits and to improve generalization [27] . A database with this setup completely satisfies the requirements of a two-class classification problem, as the isolated presentation attack detection is.
The process of generating presentation attacks requires bona-fide samples that will serve as a basis to create the fake copies of the biometric trait. These may or may not be the same samples as the bona-fide samples of the database. In any case, if they are provided alongside the database, it can be enhanced with new types of presentation attacks in future.
Databases for vulnerability analysis of verification systems
If a database is to serve for evaluation of a verification system, it needs to possess similar properties of a biometric database. Training and testing through biometric databases require (preferably) disjoint sets of data used for enrollment and verification of different identities. In practice, many databases also present a separation of the data in three sets as described above. Data from the training set can be used to create background models. The development data should contain enrollment (gallery) samples to create the user-specific models, as well as probe samples to match against the models. Similar specifications apply for the test set. The matching of the development probe samples against the user models should be employed to tune algorithms' parameters. Evaluation is carried out by matching probe samples of the test set against models created using the enrollment samples. The identity of the model being tested and the gallery samples are annotated to each of the scores produced so that the problem can be analyzed as a binary classification one: if model identity and probe identity match, the score belongs to the positive class (genuine client), otherwise, the score belongs to the negative class (zero-effort impostors). Usually, all identities in the three datasets are kept disjoint for the same reasons indicated in Section 3.1. Following this reasoning, a first requirement for a presentation attack database aspiring to be equally adapted to the needs of PAD and verification systems, is provision of separate enrollment samples, besides the bona-fide and presentation attack samples.
The pseudo-ternary problem of presentation attacks as explained in Section 2 imposes scenario for matching bona-fide genuine accesses, bona-fide zero-effort impostors, and presentation attacks against the models. In order to conform to this second requirement, the simplification of the pseudo-ternary problem introduced in Section 2 is of great help. In the case of the first scenario, or the normal operation mode, matching entries equivalent to the entries for genuine users and zero-effort impostors for a classical biometric verification database are needed. In the case of the second scenario, the provided entries should match the presentation attack samples to a corresponding model or enrollment sample.
To unify the terminology, we formalize the two scenarios of operation of the verification system as below: The licit scenario is necessary for evaluation of the verification performance of the system. The spoof scenario is necessary for evaluation of the system's robustness to PAs. If we follow a convention to match all the genuine access samples to the model or enrollment samples of the same client in both scenarios, we will end up having the same set of positives for the two scenarios. This agreement, as will be shown in Section 4.3, plays an important role in some approaches for evaluation of the verification systems.
To better illustrate how to create the scenarios out of the samples present in any presentation attack database, let us assume a simple hypothetical presentation attack database containing one bona-fide and one presentation attack of two clients with identities A and B. Let us assume that the database also contains bona-fide enrollment samples for A and B allowing computation of models for them. The matching of the samples with the models in order to create the positives and the negatives of the two scenarios is given in Table 1 . To exemplify an entry in the table, L+ in the first row means that entries that match genuine accesses of client A to the model of client A belong to the subset of positives of the licit scenario. The same applies for L+ in the third row, this time for client B. Similarly, S-in the second row means that entries that match presentation attacks of client A to the model of client A belong to the subset of negatives in the spoof scenario.
Instead of creating a presentation attack database and then creating the licit and spoof scenario from its samples, an alternative way to start with is to use an existing biometric database which already has enrollment samples as well as data for the licit scenario. All that is needed is creating the desirable presentation attacks out of the existing samples. One should note however, that the complete system used for the acquisition of samples, including the sensor, should be kept constant through all the recordings as differentiation may introduce biases. For example, consider Table 1 Creating licit and spoof scenarios out of the samples in a PA database. + stands for positives, -for negatives. L is for licit and S for spoof scenario. Note that the positives are the same for both L and S scenarios. Bona-fide enrollment samples will also be needed for each identity.
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a situation in which a speaker verification system is evaluated with data collected with a low-noise microphone, but in which attack samples are collected using noisier equipment. Even if attacks do pass the verification threshold, it is possible that potential PAD may rely on the additional noise produced by the new microphone to identify attacks. If that is the case, then such a study may be producing a less effective PAD system. Table 2 contains an overview of the existing PAD databases that are publicly available. The columns, that refer to properties discussed throughout this section, refer to:
Overview of available databases for presentation attack detection
• Database: the database name;
• Trait: the biometric trait on the database;
• # Subsets: the number of subsets in the database referring to existing separate set for training, developing and testing systems; • Overlap: if there is client overlap between the different database subsets (training, development and testing); • Vulnerability: if the database can be used to evaluate the vulnerability of a verification system to presentation attacks (i.e. contains enrollment samples); • Existing DB: if the database is a spin-off of an existing biometric database not originally created for PAD evaluation; • Sensor: If the sensors used to acquire the presentation attack samples are the same as those used for the bona-fide samples. 
Evaluation techniques
Several important concepts about evaluation of binary classification systems have been established and followed by the biometric community. Primarily, they are used to evaluate verification systems, which have a binary nature. They are also applicable in the problem of PAD as a binary classification problem. In Section 4.1 we revisit the basic notation and statistics for evaluation of any binary classification system. After that recapitulation, we give an overview of how the error rates and methodologies are adapted particularly for PAD systems in Section 4.2 and verification systems under presentation attacks in Section 4.3.
Evaluation of binary classification systems
The metrics for evaluation of binary classification systems are associated to the types of errors and how to measure them, as well as to the threshold and evaluation criterion [39] . A binary classification system is subject to two types of errors: False Positive (FP) and False Negative (FN) . Typically, the error rates that are reported are False Positive Rate (FPR), which corresponds to the ratio between FP and the total number of negative samples and False Negative Rate (FNR), which corresponds to the ratio between FN and the total number of positive samples.
Alternatively, many algorithms for binary classification report different error rates, but still equivalent to FPR and FNR. For example, True Positive Rate (TPR) refers to the ratio of correctly classified positives and can be computed as 1 − FNR. True Negative Rate (TNR) gives the ratio of correctly detected negatives, and can be computed as 1 − FPR.
To compute the error rates, the system needs to compute a decision threshold τ which will serve as a boundary between the output scores of the genuine accesses and presentation attacks. By changing this threshold one can balance between FPR and FNR: increasing FPR reduces FNR and vice-versa. However, it is often desired that an optimal threshold τ * is chosen according to some criterion. Two well established criteria are Minimum Weighted Error Rate (WER) and Equal Error Rate (EER) [39] . In the first case, the threshold τ * WER is chosen so that it minimizes the weighted total error rate as in Eq. 1 where β ∈ [0, 1] is a predefined parameter which balances between the importance (cost) of FPR and FNR. Very often, they have the same cost of β = 0.5, leading to Minimum Half Total Error Rate (HTER) criteria. In the second case, the threshold τ * EER ensures that the difference between FPR and FNR is as small as possible (Eq. 2). The optimal threshold, also referred to as operating point should be determined using the data in the development set, denoted in the equations below as D dev .
Regarding the evaluation criteria, once the threshold τ * is determined, the systems usually report the WER (Eq. 3) or its special case for β = 0.5, HTER (Eq. 4). Since in a real world scenario the final system will be used for data which have not been seen before, the performance measure should be reported on the test set D test .
Graphical analysis
Important tools in evaluation of classification systems are the different graphical representations of the classification results. For example, one can get an intuition about how good the discriminating power of a binary classification system is by plotting its output score distributions for the positive and the negative class, as in Figure 4 (a). Better separability between the two classes means better results in terms of error rates.
To summarize the performance of a system and to present the trade-off between FPR and FNR depending on the threshold, the performance of the binary classification systems are often visualized using Receiver Operating Characteristic (ROC) and Detection-Error Tradeoff (DET) [32] curves. They plot the FPR versus the FNR (or some of the equivalent error rates) for different values of the threshold. Sometimes, when one number is needed to represent the performance of the system in order to compare several systems, Area Under ROC curve (AUC) values are reported. Usually it is computed for ROC curves plotting FPR and TPR and in this case, the higher the AUC the better the system. Figure 4(b) illustrates the DET curve for a hypothetical binary classification system. Unfortunately, curves like ROC and DET can only display a posteriori performance. When reading values directly from the plotted curves, one implicitly chooses a threshold on a dataset and the error rates are reported on the same dataset. Although ROC and DET give a clear idea about the performance of a single system, as explained in [8] , comparing two systems with these curves can lead to biased conclusions. To solve this issue, [8] proposes the so-called Expected Performance Curve (EPC). It fills in for two main disadvantages of the DET and ROC curves: 1. it plots the error rate on an independent test set based on a threshold selected a-priori on a development set; and 2. it accounts for the varying relative cost β ∈ [0; 1] of FPR and FNR when calculating the threshold.
Hence, in the EPC framework, an optimal threshold τ * is computed using Eq. 1 for different values of β , which is the variable parameter plotted on the abscissa. Performance for the calculated values of τ * is then computed on the test set. WER, HTER or any other measure of importance can be plotted on the ordinate axis. The EPC curve is illustrated in Figure 4 (c) for a hypothetical classification system. Table 3 . For a more general framework, where the system is specialized to detect any kind of suspicious or subversive presentation of samples, be it a presentation attack, altered sample or artifact, [38] has assembled a different set of notations for error measurements. Such a system reports False Suspicious Presentation Detection (FSPD) in the place of FNR and False Non-Suspicious Presentation Detection (FNSPD) in the place of FPR. To summarize the error rates into one value, some authors use accuracy [36, 20, 53] , which is the ratio of the overall errors that the system made and the total number of samples. Finally, to graphically represent the performance of the PAD systems, score distribution plots [47] , ROC, DET and EPC curves are often used.
Evaluation of presentation attack detection systems

Evaluation of verification systems under presentation attacks
The classical approach regards a biometric verification system as a binary classification system. In the scope of biometric verification systems, False Match Rate (FMR) and False Non-Match Rate (FNMR) are the most commonly used terms for the error rates FPR and FNR. FMR stands for the ratio of incorrectly accepted zero-effort impostors and FNMR for the ratio of incorrectly rejected genuine users. These and the equivalent error rates are often substituted with other synonyms which are different by different authors. The most common of them are listed in Table 4 . Although not always equivalent [28] , sometimes FMR and FNMR are substituted with FAR and FRR, respectively [23] .
The simplification of ternary classification into two binary classification problems, as explained in Section 2, is the key step that set the standards for the evaluation of verification systems. Systems are usually evaluated separately in the two modes of operation associated with the two scenarios stated in Section 3.2. This section focuses on the error rates and plots typical for this evaluation.
While verification performance metrics are well established and widely used, metrics for PA evaluation is not as well defined and adopted. Some authors do not make a clear distinction between a presentation attack and a zero-effort impostor and refer to both types of samples as impostors. The nature of the sample can be concluded by the scenario in which it is being used: licit or spoof.
The importance of a clear distinction between the terminology for error rate reporting on misclassified zero-effort impostors and presentation attacks was outlined in [2] . Besides Liveness False Acceptance Rate (LFAR) as a ratio of presentation attacks that are incorrectly accepted by the system, [2] defines error rates connected to the total number of accepted negatives, regardless of whether they come from zero-effort impostors or presentation attacks. For example, the union of FAR in licit scenario and LFAR in spoof scenario is called System False Acceptance Rate (SFAR). However, since the introduction of [1], LFAR (also sometimes called Spoof False Accept Rate (SFAR)) was renamed to Impostor Attack Presentation Match Rate (IAPMR). A detailed overview of all the metrics utilized by various authors is given in Table 4 . The table contains two metrics of error rates for negatives: for the licit and spoof scenario. It also reports the overall error rates that occur when both scenarios are considered as a union.
The adopted terminology in the remainder of this text is as follows:
• FNMR -ratio of incorrectly rejected genuine users (both licit and spoof scenario)
• FMR -ratio of incorrectly accepted zero-effort impostors (in the licit scenario)
• IAPMR -ratio of incorrectly accepted presentation attacks [24] (in the spoof scenario) • GFAR -ratio of incorrectly accepted zero-effort impostors and presentation attacks.
Researchers generally follow three main methodologies for determining the effect of presentation attacks over the verification systems and obtaining the error rates. The differences between the three evaluation methodologies are in the way of computation of the decision threshold.
Evaluation methodology 1
Two decision threshold calculations are performed separately for the two scenarios, resulting in two separate values of the error rate (HTER or EER) [33, 35, 19, 24, 6] . FNMR, FMR and IAPMR are reported depending on the decision threshold obtained for the scenario they are derived from. One weak point of this type of evaluation is that it neglects that there is only one verification system at disposal and it should have only one operating point corresponding to one decision threshold. Furthermore, the decision threshold and the reported error rates of the spoof scenario are irrelevant in a real-world scenario. The problem arises because the spoof scenario assumes that all the possible misuses of the system come from spoofing attacks. It is not likely that any system needs to be tuned to operate in such a scenario. Therefore, the error rates depending on the threshold obtained under the spoof scenario are not a relevant estimate of the system's performance under presentation attacks. Furthermore, the error rates for the licit and spoof scenarios can not be compared, because they rely on different thresholds.
Evaluation methodology 2
This methodology is adopted for more realistic performance evaluation. It takes advantage of the assumption that the licit and spoof scenarios share the same positive samples: a requirement mentioned to be beneficial in Section 3.2. In this case, the system will obtain the same FNMR for the both scenarios regardless of the threshold. Once the threshold of the system is chosen, FMR and IAPMR can be reported and compared. The threshold can be chosen using various criteria, but almost always using the licit scenario. Most of the publications report error rates for the two scenarios using a threshold chosen to achieve a particular desired value of FRR [17, 18, 49, 9, 42, 41, 40, 4, 3, 5, 30] .
The issue that the evaluation methodology 2 oversees is that a system whose decision threshold is optimized for one type of negatives (for example, the zeroeffort impostors), can not be evaluated in a fair manner for another type of negatives (the presentation attacks). If the system is expected to be exposed to two types of negatives in the test or deployment stage, it is fair that the two types of negatives play a role in the decision of the threshold in the development stage.
Evaluation methodology 3
This methodology, introduced as Expected Performance and Spoofability (EPS) framework in [13] , aims at filling in the gaps of the evaluation methodology 2 and establishes a criteria for determining a decision threshold which considers the two types of negatives and also the cost of rejecting positives. Two parameters are defined: ω ∈ [0, 1], which denotes the relative cost of presentation attacks with respect to zero-effort impostors; and β ∈ [0, 1], which denotes the relative cost of the negative classes (zero-effort impostors and presentation attacks) with respect to the positive class. FAR ω is introduced which is a weighted error rate for the two negative classes (zero-effort impostors and presentation attacks). It is calculated as in Eq. 5.
The optimal classification threshold τ * ω,β depends on both parameters. It is chosen to minimize the weighted difference between FAR ω and FNMR on the development set, as in Eq. 6.
Once an optimal threshold τ * ω,β is calculated for certain values of ω and β , different error rates can be computed on the test set. Probably the most important is WER ω,β , which can be accounted as a measurement summarizing both the verification performance and the vulnerability of the system to presentation attacks and which is calculated as in Eq. 7.
A special case of WER ω,β , obtained by assigning equal cost β = 0.5 to FAR w and FNMR can be defined as HTER ω and computed as in Eq. 8. In such a case, the criteria for optimal decision threshold is analogous to the EER criteria given in Section 4.2.
The parameter ω could be interpreted as relative cost of the error rate related to presentation attacks. Alternatively, it could be connected to the expected relative number of presentation attacks among all the negative samples presented to the system. In other words, it could be understood as the prior probability of the system being exposed to presentation attacks when it is deployed. If it is expected that there is no danger of presentation attacks for some particular setup, it can be set to 0. In this case, WER ω,β corresponds to WER in the traditional evaluation scheme for biometric verification systems. When it is expected that some portion of the illegitimate accesses to the system will be presentation attacks, ω will reflect their prior and ensure they are not neglected in the process of determining the decision threshold.
As in the computation of WER in Section 4.2, the parameter β could be interpreted as the relative cost of the error rate related to the negative class consisting of both zero-effort impostors and presentation attacks. This parameter can be controlled according to the needs or to the deployment scenario of the system. For example, if we want to reduce the wrong acceptance of samples to the minimum, while allowing increased number of rejected genuine users, we need to penalize FAR ω by setting β as close as possible to 1.
Graphical Analysis
Following the typical convention for binary classification system, biometric verification systems use score distributions, ROC or DET curves to graphically present their performance. The plots for a traditional biometric verification system regard the genuine users as a positive and the zero-effort impostors as a negative class. The details about these types of plots are given in Section 4.2.
When using graphical representation of the results, the researchers usually follow the evaluation methodology 2. This means that all the tuning of the algorithms, in particular in computation of the decision thresholds, is performed using the licit scenario, while the plots may represent the results for one of the scenarios or for the both of them.
When only the licit scenario is of interest, the score distribution plot contains the distributions only for the genuine users and the zero-effort impostors. If evaluation with regards to the vulnerability to presentation attacks is desired, the score distribu-tion plot gets an additional distribution corresponding to the scores that the system outputs for the presentation attack samples in the spoof scenario. As a result, the score distribution plot presents three score distributions, which, illustratively for a hypothetical verification system, are given in Figure 5(a) .
An information about the dependence of IAPMR on the chosen threshold can be obtained directly from the score distribution plot. An example is shown in Figure 5(b) , where the full red line represents how IAPMR varies with shifting the threshold, while the vertical dashed red line represents the threshold at a chosen operating point.
Typically, ROC and DET curves visualize the trade-off between FMR and FNMR for a biometric system with no danger of presentation attacks anticipated. The closest analogy to the ROC and DET curves when evaluating a system exposed to presentation attacks, can be found using the evaluation methodology 2. Firstly, the curve using the licit scenario is plotted. Then, it can be overlaid with a curve for the spoof scenario. For the licit scenario the horizontal axis represents FMR, while for the spoof scenario it represents IAPMR. However, meaningful comparison of the two curves is possible only if the number of genuine access samples in both licit and spoof scenario is the same. In such a case, a certain selected threshold will result in the same value of FNMR for the both scenarios. By drawing a horizontal line at the point of the obtained FNMR, one can examine the points where it cuts the curves for the licit and spoof scenario, and can compare FMR and IAPMR for the given system. Illustration of this analysis is given in Figure 5 (c).
The drawback of the DET curve coming from its a-posteriori evaluation feature explained in [8] and obstructing fair comparison of two systems, is not a concern here. The plot does not compare different systems, but the same system with a single operating point under different set of negative samples.
As an alternative figure delivering similar information as DET, [41] and [40] suggest to plot FMR vs. IAPMR. Thresholds are fixed in order to obtain all the possible values of FMR for the licit scenario and IAPMR is evaluated on the spoof scenario and plotted on the ordinate axis. By plotting the curves for different verification systems, the plot enables to compare which of them is less prone to spoofing given a particular verification performance. However, this comparison suffers from the same drawback as the DET: a-posteriori evaluation. As such, its fairness is limited. This plot is illustrated in Figure 5(d) .
The logic for plotting the EPC curve is similar if one wants to follow the evaluation methodology 2. One has to vary the cost parameter β which balances between FMR and FNMR of the licit scenario and choose the threshold accordingly. Using the selected threshold, one can plot WER on the licit scenario. Afterwards, to see the method's vulnerability to presentation attacks depending on β , the WER curve can be overlaid with the IAPMR curve using the spoof scenario, as shown in Figure 5 (e) for a hypothetical system.
A graphical evaluation for the evaluation methodology 3 can not be easily derived from the existing ROC or DET curves. The EPS framework computes error rates for a range of decision thresholds obtained by varying the parameters ω and β . The visualization of the error rates parameterized over two parameters will result in a 3D surface, which may not be convenient for evaluation and analysis, especially when one needs to compare two or more systems. Instead, plotting the Expected Performance and Spoofability Curve (EPSC) is suggested, showing WER ω,β with respect to one of the parameters, while the other parameter is fixed to a predefined value. For example, we can fix the parameter β = β 0 and draw a 2D curve which plots WER ω,β on the ordinate with respect to the varying parameter ω on the abscissa.
Having in mind that the relative cost given to FAR ω and FNMR depends mostly on the security preferences for the system, it is not difficult to imagine that particular values for β can be selected by an expert. Similarly, if the cost of IAPMR and FMR or the prior of presentation attacks with regards to the zero-effort impostors can be precisely estimated for a particular application, one can set ω = ω 0 and draw a 2D curve plotting WER ω,β on the ordinate, with respect to the varying parameter β on the abscissa. Unlike for EPC, in the decision threshold calculation for EPSC both the licit and spoof scenario take place, because both FMR and IAPMR contribute with a certain weight.
The convenience of EPSC for evaluation of verification systems under presentation attacks is covered by several properties. Firstly, since it follows the evaluation methodology 3, it provides that both types of negatives participate in threshold decision process. Secondly, it presents a-priori results: the thresholds are calculated on the development set, while the error rates are reported on the test set. This ensures unbiased comparison between algorithms. Furthermore, this comparison is enabled for a range of values for the cost parameters ω and β .
Besides WEE ω,β , other error rates of interest may be plotted on the EPSC plot, like IAPMR or FAR ω .
Conclusions
Presentation attack detection systems in biometrics can rarely be imagined working as stand-alone. Their task is to perform an additional check on the decision of a biometric verification systems in order to detect a fraudulent user who possesses a copy of a biometric trait of a genuine user. Unless they have perfect detection rate, they inevitably affect the performance of the verification system they protect.
Traditionally, the presentation attack detection systems have been evaluated as binary classification systems, and in reason: by nature they need to distinguish between two classes -bona-fide and presentation attack samples. However, the above observation throws a light on the critical issue of establishing a methodology for evaluation of verification systems with regards to presentation attacks. This equally applies for verification systems with or without any mechanism for handling presentation attacks.
This task requires reformulation of the problem of biometric verification. They, as well, are, by definition, binary classification systems distinguishing between genuine accesses and zero-effort impostors. With the presentation attacks in play, the problem scales to pseudo-ternary classification problem, with two types of negatives: zero-effort impostors and presentation attacks.
As a result of the above observations, this chapter covers the problem of presentation attacks evaluation from two perspectives: evaluation of presentation attack detection systems alone and evaluation of verification systems with respect to presentation attacks. The evaluation in the first case means straight-forward application of well established evaluation methodologies for binary classification systems, in error rates (FAR, FRR, HTER etc.), decisions on operating point (Minimum WER, EER etc.) and graphical representation of results (ROC, DET and EPC curves). The second perspective requires a simplification of the pseudo-ternary problem, in, for example, two binary classification problems. This, on the other hand, imposes certain database requirements, and presentation attacks databases which do not satisfy them can not be used for evaluation of biometric verification systems under presentation attacks. Depending on the steps undertaken to simplify the pseudo-ternary problem, the evaluation paradigm for the system differs. In particular, in this chapter, we discussed three evaluation methodologies, together with the error rates and the plots associated with them 19 .
As the interest for presentation attack detection in almost all biometric modes is growing both in research, but even more in industrial environment, a common fair criteria for evaluation of presentation attack detection systems and of verification systems under presentation attacks is becoming of essential importance. For the time being, there is a lot of inconsistency in the error rates conventions, as well as the evaluation strategies used in different publications. 
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