Identities involving finite sums of products of hypergeometric functions and their duals have been studied since 1930s. Recently Beukers and Jouhet have used an algebraic approach to derive a very general family of duality relations. In this paper we provide an alternative way of obtaining such results. Our method is very simple and it is based on the non-local derangement identity.
Introduction and main results
Duality relations for hypergeometric functions refer to identities involving finite sums of products of two such functions. There is also a similar notion of duality for basic hypergeometric functions. If seems that the first instances of such formulas have appeared in 1932 in the paper [3] by Darling. These results have been expanded by Bailey [1] in 1933, and they have been greatly generalized recently by Beukers and Jouhet [2] , who have used the theory of D-modules of general linear differential (or difference) equations. Our goal in this paper is to present a different approach to deriving duality relations. As we will demonstrate, our approach is elementary and it is based on the generalization of a simple fact that the sum of residues of a rational function is zero when the degree of the denominator is greater than one plus the degree of numerator.
Before we present our first result, let us introduce notation and several definitions. We define the hypergeometric function
where (a) k := Γ(a + k)/Γ(a) is the Pochhammer symbol. When p < r + 1 it is an entire function of z and when p = r + 1 the series in (1) converges only for |z| < 1 (though the function can be continued analytically in the cut complex plane).
In what follows we will be working with functions represented by power series in z, and we will use notation F (z) ≡ G(z) to mean that F (z) = G(z) for all z in some neighbourhood of zero. Let P n be the set of polynomials of degree n. We say that
The following theorem is our first main result.
and
where the asterisk means that the term 1 + a i − a i is omitted. Assuming that m i ≥ 0 for 1 ≤ i ≤ r + 1, the following is true:
, and H(z) ≡ C + z in the case p = r, and
In the case when some of m i are negative, the above results
Theorem 1 has an analogue given in terms of basic hypergeometric functions. We define the qPochhammer symbol
where (w; q) ∞ := j≥0 (1 − wq j ). The basic hypergeometric function is defined as follows
It is easy to see that the above series converges when |q| < 1 and |z| < 1. The following theorem is our second main result. 
where
b i /a i and the asterisk means that the term qa i /a i is omitted. Assuming that m i ≥ 0 for 1 ≤ i ≤ r + 1, the following is true:
In the case when some of m i are negative, the above results in (i)-(iii) hold modulo P −m , wherem = min
Proofs
The proof of both Theorems 1 and 2 is based on the following lemma. This result is stated using notions of a set and a multiset. We remind the reader that the only difference in the definition of a set A = {a 1 , . . . , a n } and a multiset B = {b 1 , . . . , b n } is that all elements a i of the set must be distinct (a i = a j for i = j) whereas the elements b i of a multiset may be repeated several times (b i may be equal to b j for some i = j).
Lemma 1. Assume that A is a set of n A complex numbers and B is a multiset of n B complex numbers (possibly empty). For each element a ∈ A we define
with the convention that the product over an empty set is equal to one. Then we have
Proof. We define the rational function
Since A is a set, all the numbers a ∈ A are distinct, therefore f (z) has only simple poles. This fact and the condition n A ≥ n B allows us to write the partial fraction expansion of f (z) in the form
Here δ m,n = 1 if m = n, otherwise δ m,n = 0. From the above equation we obtain an asymptotic expansion of f (z) as z → ∞:
We can obtain another asymptotic expansion of f (z) if we start from (10):
The desired result (9) follows by comparing the coefficients in front of the term z −1 in the two formulas (11) and (12).
⊓ ⊔ Remark 1. The result (9) in the case n A = n B is equivalent to the nonlocal derangement identity (see formula (1.20) in [4] ). In fact, the case n A = n B is really the main one -the other two cases can be deduced from it by a simple limiting procedure. For example, the result in the case n A = n B + 1 can be deduced from the case n A = n B as follows: take an element b 1 ∈ B, divide both sides of (9) by b 1 and then let b 1 → ∞. In a similar way one can derive the result in case n A > n B + 1.
Proof of Theorem 1: Let us prove the first part of Theorem 1: we assume that m i ≥ 0 for 1 ≤ i ≤ p. Let k be a non-negative integer. We define
Note that the condition a i − a j / ∈ Z for 1 ≤ i < j < r + 1 implies that the set A has n A = (r + 1)(k + 1) elements. Similarly, we define a multiset
The symbol " " means that we are taking union of multisets; in other words, one complex number may be repeated several times in B. It is clear that the multiset B has n B = M + kp elements (recall that
Let us fix i and j such that 1 ≤ i ≤ r + 1 and 0 ≤ j ≤ k and consider the element a i + j of the set A. From formula (8) we find
Now we will simplify the expression in (15). We check that
and for any w ∈ C, m ≥ 0, k ≥ 0 and 0 ≤ j ≤ k
The above two identities allow us to rewrite the expression in (15) as follows
Using the above equation and formulas (1), (2) and (3) we see that
At the same time, we can change the order of summation in (18) and write H(z) as
Now the plan is to compute the sum in the square brackets by applying Lemma 1. Recall that we have
b i . Definitions (13) and (14) easily give us
Then, using our earlier computations n A = (r + 1)(k + 1) and n B = M + kp and applying Lemma 1, we find
By combining (19) and (20) (a i q j − a l q s ).
(21)
