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Summary 
DETERME\ATIOX OF THE RELATIONSHIP BETWEE" RAKDOl\I VARIABLES 
Theorems will be presented on the examination or determination of relationships between 
random variables. showing the relationship between random variables ~ and 1] may be ex-pressed 
hy means of their distrihution functions F(x) and G(y). Und er certain conditions also the re-
lationship between random variables ~. 1]. ~, can be given in terms of thc respeetive distribution 
functions F(x). G(y), L(z) 
Zusammenfassung 
In der Arbeit werden Sätze für die Prüfung bzw. Bestimmung von Zusammenhängen 
zwischen Zufallsgrößen beschrieben. Es wird gezeigt, daß im Falle der Erfüllung ge"wisser 
Bedingungen der Zusammenhang zwischen den Zufallsgrößen ~ und 1] mit Hilfe ihren Vertei-
lungdunktionen F(x) bzw. G(y) angegeben werden kann. 
In ähnlicher Weise \\ird gezeigt, daß (sind die entsprechenden Bedingungen erfüllt) 
auch der Zusammenhantr zv,ischen den Zufalhgrößen ;, 1). ; mit den zu diesen gehörenden 
Verteilungsfunktionen F(x), G(y), L(z) angegeben werden kann. 
I. Um verschiedene technische und andere praktische Probleme zu 
lösen, müssen oft Zusammenhänge zwi.schen Variablen untersucht ",,'erden. Im 
weiteren sollen Sätze dargelegt werden, die bei der Prüfung von Beziehungen 
zwischen Varjablen bzw. bei deren Bestimmung benutzt werden können. Die 
zu untersuchenden Variablen weisen im allgemeinen zufallsbestimmte Schwan-
kungen auf, daher können sie bei der mathematischen Analyse als Zufallsgrößen 
betrachtet werden. So führt das Problem zur Prüfung und Bestimmung eines 
Zusammenhanges zwischen Zufallsgrößen. 
Um sich einen Überblick zu verschaffen werden folgende Arten von 
Zusammenhängen unterschieden: 
1. Zwischen den Zufallsgrößen ~ und 1] besteht ein funktioneller Zusam-
menhang, der in der Form 1] = 1](~) angeschrieben werden kann. 
2. Z",rischen den Zufallsgrößen ~ und 17 besteht ein stochastischer Zu-
sammenhang. 
Der Unterschied zwischen den beiden Arten von Zusammenhängen 
zwischen Zufallsgrößen " .... ird an z",rei Beispielen dargestellt. 
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Nehmen wird an, daß 'wir in Besitz eines Kreisplattem~orrats bestehend 
aus Elementen der Anzahl n sind. Es seien ~ der Halbmesser einer zufällig 
gewählten Kreisplatte, 'fj die Fläche derselben Platte. Dann sind ~ und 1] 
Zufallsgrößen; z"lischen ~ und 1] besteht eine gut bestimmbare Beziehung, 
im vorliegenden Falle der funktionelle Zusammenhang 1] = n~2. 
Im Beispiel für die zweite A.rt seien durch ~ die Körperhöhe, durch 1] 
das Körpergewicht eines zufallsbedingt ausgewählten Mannes bezeichnet. ~ 
und 1) sind Zufallsgrößen und es liegt auf der Hand, daß im Großteil der 
Fälle zu einem hohen Wert von ~ ein höher Wert von 1] gehört. Es besteht also 
ein brauchbarer Zusammenhang zwischen ~ und 17, dieser ist jedoch kein 
funktioneller Zusammenhang. 
Im weiteren soll die erstere Art in folgenden Spezialfällen behandelt 
werden: 
LI. Die analytische Form der Beziehung)) i)(~) zwischen ~ und 11 
ist bekannt, die Werte der darin vorkommenden Parameter sind 
aber unbekannt. 
2.2. Die analytische Form der Beziehung zwischen den Variablen ~ und 
1] ist nicht bekannt, durch irgendeine Überlegung ergab sich aber, 
daß zwischen ~ und 1] eine Beziehung besteht und diese durch eine 
monotone Funktion beschrieben werden kann. 
Die Beziehung zwischen ~ und 1] soll im allgemeinen aus empirischen 
Daten bestimmt ~werden. Der Versuch mit den Zufallsgrößen ~ und r} wird unter 
denselben Verhältnissen, voneinander unabhängig n-mal wiederholt, und nach 
den so erhaltenen empirischen Daten (~1' 171), •.. , (~Il' '17J soll die Beziehung 
zwischen ~ und 1] bestimmt ·werden. 
Mit Fall 1.1 hängt die Methode der kleinsten Quadrate zusammen. 
Besteht nämlich zwischen ~ und 1] eine lineare Beziehung, d. h. gilt 17 = a~ b, 
wird die Methode der kleinsten Quadrate aufgrund der empirischen Daten 
(EI' 1)1)' ••. , (~Il,1]n) die »beste« Schätzung der Größen a und b ergeben. Ist 
die analytische Form des Zusammenhanges zwischen den V ariablen ~ und I] 
unbekannt, fragt sich vor allem, was für ein Kurventyp an den Punkthaufen 
angepaßt werden kann. Die Bestimmung der Art der gesuchten Kurve läßt 
sich in ge'wisi'en Fällen auf die wohlausgearbeiteten Passungs- bzw. Homo-
genitäts-Prüfungen der mathematischen Statistik zurückführen. 
2. Dm den Zusammenhang zwischen den Zufallsgrößen zu bestimmen, 
wird der Satz von Reimann henutzt. 
Sat::; 1: Sind die Verteilungsfunktionen der Zufallsgrößen ~ und 1) F(x) 
hzw. C(y) , so besteht zwischen ;; und I) eine Beziehung, die sich durch eine 
monoton wachsende Funktion der Form I) =J)(;;) beschreiben läßt: 
ileX) = C-l(F(x)) 
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yorausgesetzt, daß die inverse Funktion C-l(,::) der Funktion C(y) im Zahlen-
interyall ° :s: ,:: /' 1 existiert. 
Nimmt die unbekannte Funktion ;7 = r](x) monoton ab, so gilt unter 
elen entsprechenden Bedingungen: 
17(x) = C-l(l - F(x)). 
Beweis: 
F(x) = P(~ /' x) = P(1)(;) - i/(X)) 
P(r] / ;)(x)) Cer) = C(i](x)). 
Die Anwendbarkeit dieses Satzes wird an zwei Beispielen gezeigt. Es 
seien 1) die monoton wachsende Funktion yon ; und beide Zufallsgrößen 
exponentialer Yerteilung, dann sind ihr .. Verteilungsfunktionen: 
F(x) = {~ - e-": wenn x O. 
'wenn x ,/ O. 
C(y) = g e- ßx 'wenn 1( 0, 
wenn v O. 
Dann erhält man: 
f(x) C-l(F(x)) = 1 (1 _ e- n )) x log (1 ß x, x::;:O: 0. /3 ~ 
In diesem Falle kann also für die Prüfung des Zusammenhanges zwischen 
den Variablen ; und 1) mit vollem Recht die 'Methode der kleinsten Quadratf' 
für lineare Regression angewandt werden. 
Im zv.reiten Beispiel sei die Funktion '17 == lj(~) monoton ·w-achsend, ~ 
und 1) seien normal verteilt, d.h. ihre Verteilungs funktionen lauten: 
F(x) =<t>I, x iVI(;)), 
! D(;) 
C(y) = <t> (Y D~~(i7)). 
Dann lautet die Funktion 1)(x) , welche die gesuchte Beziehung beschreibt: 
I
, - i x iVI( 1:) ') 1 7)(X) = C-l(F(x)) = D(17)<t>-1 ,(j) I D(;)"" + M(17) = 
Die Methode der kleinsten Quadrate wird also auch in diesem Falle mit Recht 
angewandt. 
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Die Verteilungen von ~ und Y} können durch eine Passungsprüfung 
bestimmt werden. 
3. Im folgenden >vird der Zusammenhang z.dschen Zufallsgrößen ohne 
die strenge Mon()t()nitätsbedingung bezüglich der Verteilungsfunktion G(y) 
behandelt. 
Es ist bekannt, daß die gemeinsame Verteilungsfunktion zweier Zufalls-
größen bzw. die Verteilungsfunktion der Vekt()l'val'iablen (';,17) alle Informatio-
nen über'; und Y} enthält. 
Der Definition gemäß ist nämlich die gemeinsame Vel'teilungsfunktion 
der Zufallsgrößen ~ und-'7 die Funkti()n 
H(x, y) = P(~ /" x, rj /" y), 
Daraus ergeben sich die Yerteilungsfunktionen von ,; und Y} zu: 
F(x) P( E /" x) = lim H(x, y), 
G(v) = P(ij <' y) lim H(x,y). 
x-... = 
Sind ; und 17 unabhängig, läßt sich ihre gemeinsame Verteilungsfunktirm 
mit Hilfe der Funktionen F(x) und G(y) angehen. 
Nämlich: 
H(x, y) = P(; /" X, i] ./ y)=' P(; / x(P(ri ./ y) = F(x)G(y). 
Das bedeutet, daß falls ; und Y} unabhängige ZufallsgI'ößen sind, die 
Verteilungsfunktionen P(; < x) und P( Y} -< y) alle Informationen über ; und 
7J enthalten. In Abb. 1 sind die Funktionen F(x) , G(y) und H(x, y) für den 
Fall dargestellt, wenn sowohl; ais auch Y} im Zahlenintervall 0 < x < a gieich-
mäßig verteilt sind. 
t
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Besteht z"\Vischen ~ und J) ein monotoner Zusammenhang der Form 
r; =I)( ~), dann ist 
H(x,:r) = P(g< x, 1) < y) = P(g < x, 1)(g) < y), 
und da in diesem Falle 
ist 
{ 
P(; / x) = F(x) 
P(l) y) = G(y) 
wenn 
wenn 
'i)(x) / y, 
'I)(x) /- y. 
Diese Funktion H(x, y) ist für den Fall von Zufallsgrößen gleichmäßiger 
Verteilung im Intervall 0< x -< a in Abh. 2 graphisch dargestellt. 
Im vorigen war zu sehen, daß hesteht zwischen ; und 17 eine Beziehung, 
diese durch eine monotone Funktion heschriehen werden kann, und sind die 
Verteilungsfunktionen P(; < x), P( 'I) < y) hekannt, dann auch die Verteilungs-
funktion H(x, y) P(; < x, 'I) < ),) hekannt ist und aufgrund von Satz 1 
auch der Charakter der Beziehung z"\Vischen den Variablen bestimmt werden 
kann. Nun möchten wir ohne die strenge Monotonitätsbedingung die Funktion 
G(y) hestimmen. Für diesen Zweck "werden die z,vischen ; und 1) beste-
henden Zusammenhänge 17 = 17(;) 13zw. cp(;, '1) = 0 als Quantilkurven der 
Verteilungsfunktionen F(x) und G(y) interpretiert. 
Ist die Verteilungsfunktion F(x) streng monoton wachsend und ist x im 
Zahlenintervall (0,1) eine heliebige reele Zahl, dann hat die Gleichung F(x) = x 
eine einzige Lösung. 
Ist die Verteilungsfunktion F(x) nicht streng monoton wachsend, so ist 
die Lösungsmenge der Gleichung F(x) = x die leere Menge oder ein einziger 
Punkt, oder eine Zahlenmenge, deren Elemente in einem Intervall liegen. 
Die Lösung der Gleichung F(x) = ce ,drd als ce-Quantil der Zufalls-
größe; bekannt, wenn die Lösungsmenge ein einziger Punkt ist; ist die Lösung 
eine Strecke, ,drd der Halbierungspunkt der Lösung x-Quantil der Zufalls-
größe bezeichnet, und ist die Lösung eine leere Menge, so sagt man, daß es 
kein x-Quantil gebe. So erhält man die Funktion; QF (ce) der Zufallsgröße 
; mit der Verteilungsfunktion F(x). In ähnlicher Weise erhält man die Funk-
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tion i7 = QG(x) der Zufallsgröße mit der Verteilungsfunktion G(y). Dadurch 
wurde aher das Parametergleichungs"y"tem der Zusammenhänge i] =i](E) 
hzw. (((;, 17) = 0 angegehen. 
Es ist evident, daß kann die Funktion G-l(F(x)) gehildet werden, dann 
diese Kurve gleich der mit dem vorigen Parametergleichungssystem angege-
henen Kurve sein wird. 
Nach dem Gesagten lautet Satz 1 in etwas verallgemeinerter Form: 
Satz 2. Sind F(x) und G(y) die Verteilungsfunktionen der Zufallsgrößen 
;. hzw. I), die in Beziehung stehen, so "ind die monotone Kurven I) =i7(;) hzw. 
r(;, 1) 0 gleich den Kurven 
das heißt: 
hzw. 
Beweis 
Aus der Gleichheit F(x) = G(I)(X») ergehen "ich: 
F(QF(x)) G(I)(QF(x))), 
x = G(i](QF(x))). 
rnter Berücksichtigung der vorigen Ausführungen kann hezüglich der Bestim-
mung des Zmammenhanges zwischen drei Zufallsgrößen folgende" gesagt 
werden. 
Satz 3. Ist die Verteilungsfunktion der Zufallsgrößen ;, 1), , 
pe; / x) F(x); P('!) < y) = G(y): P(; < z) = L(z), 
die gemeinsame Verteilungsfunktion von; und 1] 
P(; < x, i) ./ y) H(x,y) 
und die Verteilungsfunktion L(z) üherall (-= < z < + 00) streng monotOll9 
dann gilt für die Funktion z = C(x, y), die die Beziehung z'wischen den Variab-
1en ;, 1) und , heschreibt - sofern diese existiert und eine streng monoton 
wachsende Funktion ihrer Variahlen ist -, daß 
z '(x, y) L -l(H(x, y)). 
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Beweis 
Sind die Bedingungen erfüllt, so ist: 
L(z) L(C(x, y» = P(C < C(x, y») = 
= P(C(~, 17) < C(x,y») P(; < X,"f] / y). 
Ahnlich kann auch verfahren werden, wenn der Zusammenhang zwischcn 
mehreren Zufallsgrößen zu prüfen ist. 
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