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There are two products of symmetric group characters which have been
studied extensively. One is the outer product, denoted ⊗̂. The outer product
of an Sn-character and an Sm-character is an Sn+m-character. This product
is relatively well-understood and can be calculated using the Littlewood–
Richardson rule. The other character is the inner, or Kronecker product,
denoted ⊗. The inner product can only be taken for two characters of the
same symmetric group, Sn, and yields another Sn character. It is less well-
understood and the algorithms that are used to compute the inner product
are all more difﬁcult to use than the Littlewood–Richardson rule.
Two useful theorems on the inner product give upper bounds. Irreducible
Sn-characters are naturally indexed by partitions of n. We write χλ for the
Sn-character indexed by the partition λ. Say λ, µ ∈ Parn and
χλ ⊗ χµ = ∑
ν∈Parn
mνχ
ν	 (1)
where the mν are nonnegative integers giving the multiplicities of each χν
in χλ ⊗ χµ. Schur proved that if λ and µ have bounded heights, htλ ≤ a
and htµ ≤ b, then each χν with nonzero multiplicity in (1) has height
htν ≤ a · b. The ﬁrst author, together with A. Regev, proved a “hook
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generalization” in [1]. The k ×  hook is deﬁned to be the set of all par-
titions in which at most k parts are greater than or equal to ; and the
set of partitions of n in the k ×  hook is denoted Hk	 
n. We proved
that if two partitions are contained in hooks, λ ∈ Hk1	 1
n and µ ∈
Hk2	 2
n, then each χν with nonzero multiplicity in (1) is contained in
the hook Hk1k2 + 12	 k12 + 1k2
n. Note that htλ ≤ k if and only if
λ ∈ Hk	 0
n, so, Schur’s theorem is the special case of 1 = 2 = 0. We
will refer to a hook of the form Hk	 0 as a horizontal strip.
The above two theorems are concerned with the question of which char-
acters cannot occur in the product (1). The current paper will be con-
cerned with the opposite problem of which characters must occur in (1).
Speciﬁcally, we will be concerned with the question: If λ ∈ Hk1	 1
n
and µ ∈ Hk2	 2
n, then can we ﬁnd a k3	 3 such that the product (1)
must have summands in the hook Hk3	 3
n? Our two main theorems are
these:
Theorem. If htλ, htµ ≤ k, then the tensor product χλ ⊗ χµ contains
at least one summand χν with htν ≤ k.
Theorem. If λ ∈ Hk	  and htµ ≤ k	 , then χλ ⊗ χµ contains at
least one summand χν with ν ∈ Hk	 .
We believe that more is true. Here is a conjecture:
Conjecture. If λ	µ ∈ Hk	 k
n, then χλ ⊗ χµ contains at least one
summand χν with ν ∈ Hk	 k
n.
Under the hypothesis of the conjecture, we are able to prove the weaker
statement that the product must contain a summand in each of H2k	 k
n
and Hk	 2k
n.
1. HORIZONTAL STRIPS
We begin with some basic facts about the representations of the symmet-
ric groups in characteristic zero. The group algebra FSn can be written as
a direct sum of two-sided ideals,
FSn =
⊕
λ∈Parn
Iλ (2)
Each of these ideals Iλ is an Sn-module and has character equal to a multi-
ple of χλ. (It is isotypic.) Given any vector space V , the symmetric group Sn
acts on the tensor power V ⊗n by permuting factors, and so the group alge-
bra acts on V ⊗n. Say dim V = k and V has basis v1	    	 vk. A tensor prod-
uct of n basis elements is called a monomial, and for a given partition λ
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there is a one-to-one correspondence between monomials and tableaux on
1	    	 k of shape λ. For example, if n = 7, λ = 3	 3	 1, and m is the
monomial m = v1 ⊗ v1 ⊗ v3 ⊗ v2 ⊗ v1 ⊗ v2 ⊗ v1, then the correspondence
would be
m↔
1 1 3
2 1 2
1

This correspondence preserves degree in the sense that, for each i, the
number of vi in the monomial equals the number of i in the tableau. One
type of tableau which is important in this theory is semistandard tableau.
A tableau is semistandard if the entries are nondecreasing in rows and
increasing in columns. Weyl proved
The Strip Theorem. If dim V ≤ k, then V ⊗nIλ = 0 if and only if
htλ ≤ k. Moreover, if a monomial w corresponds to a semistandard tableau
of shape λ, then wIλ = 0.
We now investigate which monomials correspond to standard tableaux of
a given shape. A tableau T has content c1	    	 cm if, for each i, T has
exactly ci is.
Lemma 1. Given c = c1	    	 cm with c1 + · · · + cm = n and each
ci ≤ n/k, and given a partition λ ∈ Hk	 0
n, there exists a semistandard
tableau T of shape λ and content c.
Proof. Let λ = λ1	    	 λk. We ﬁrst do the proof in the special case
in which every ci ≤ λk−1. In this case there will be a partition µ gotten by
removing a horizontal strip of length cm from λ as follows: If λk ≥ cm, then
µ = λ1	    	 λk− cm. Note that in this case µk−1 = λk−1 and so ci ≤ µk−1.
And, if λk < cm, then µ is gotten from λ by removing the kth row and part
of the k− 1st row. In this case the height k has been decreased by 1 and
ci ≤ λk−1 ≤ λk−2 = µk−2. In both cases the hypotheses of the lemma now
hold for µ and c′ = c1	    	 cm−1. By induction on m, we can construct
a semistandard tableau of shape µ and content c′. Adding on ms in λ/µ
gives the desired tableau T .
We now turn to the general case. First, we may assume without loss
of generality that c1 ≤ c2 ≤ · · · ≤ cm. This follows from the fact that the
generating function
∑xT  T a standard tableau of shape λ is a symmetric
function, see [2, (5.12)]. Hence, there will be a tableau of shape λ and type c
if and only if there is one for every permutation of c, cσ1	    	 cσm. If
cm ≤ λk, then every ci ≤ cm ≤ λk ≤ λk−1, and we are done by the previous
case. So we may assume that cm > λk. On the other hand, since λ1 is the
largest part of the partition, λ1 ≥ n/k ≥ cm. This implies that there is
a partition µ such that λ/µ is a horizontal strip of length cm. And, since
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cm > λk, we may take µ to have height k − 1. The proof now follows by
induction on k. Q.E.D.
Corollary 2. Given two partitions λ	µ ∈ Hk	 0
n, there exist semi-
standard tableaux Tλ and Tµ in 1	    	 k of shape λ and µ, respectively,
and with the same content.
Proof. Divide n by k as integers to get n = qk + r, where 0 ≤ r < k.
Then for any λ ∈ Hk	 0
n, there will be a semistandard tableau of shape λ
and content q+ 1r	 qk−r. Q.E.D.
Theorem 3. If htλ, htµ ≤ k, then the tensor product χλ ⊗ χµ con-
tains at least one summand χν with htν ≤ k.
Proof. Let V be a vector space with basis v1	    	 vk and let V ′ be
a vector space with basis v′1	    	 v′k. By the strip theorem, V ⊗nIλ = 0
and V ′⊗nIµ = 0. Moreover, as an Sn-module, V ⊗nIλ has character equal to
a multiple of χλ and V ′⊗nIµ has character equal to a multiple of χµ. So,
in order to prove the theorem it sufﬁces to consider the Sn structure of
V ⊗nIλ ⊗ V ′⊗nIµ and show that it has a summand in the strip Hk	 0
n. As
Sn-modules we have the isomorphism
V ⊗n ⊗ V ′⊗n → V ⊗ V ′⊗n
Now, let W ⊂ V ⊗ V ′ be the subspace spanned by vi ⊗ v′ii = 1	    	 k.
There is another Sn-map which projects V ⊗ V ′⊗n → W ⊗n. We now con-
sider the composite map
V ⊗nIλ ⊗ V ′⊗nIµ → V ⊗n ⊗ V ′⊗n → V ⊗ V ′⊗n → W ⊗n
We claim that the image of the composite map is nonzero in W ⊗n. This
will prove the theorem because W ⊗n has only components in the strip
Hk	 0
n.
It follows from Corollary 2 and from the identiﬁcation of tableaux with
monomials, that there are monomials m ∈ V ⊗n and m′ ∈ V ′⊗n such that
mIλ = 0, m′Iµ = 0, and such that, for each i, the number of vi in m equals
the number of v′i in m
′. For some permutation σ ∈ Sn, m and m′σ are
identical except for the prime symbols. And since σIµ = Iµ is a two-sided
ideal, m′σIµ = 0. mIλ contains a nonzero term of the form am+ other
monomials, a = 0, and m′σIµ contains a nonzero term of the form bm′σ+
other terms, b = 0. Under the map V ⊗n ⊗ V ′⊗n → V ⊗ V ′⊗n, the tensor
product m⊗m′σ lies in W ⊗n. By the above comments, this completes the
proof. Q.E.D.
Corollary 4. If λ ∈ Hk	 0
n and µ ∈ H0	 k
n, then the tensor prod-
uct χλ ⊗ χµ contains at least one summand χν with ν ∈ H0	 k
n.
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Proof. For any partition ξ ∈ Parn, and χξ ⊗ χ1n = χξ′ , where the
prime symbol denotes the conjugate partition. The corollary now follows
from
χλ ⊗ χµ = (χλ ⊗ (χµ ⊗ χ1n))⊗ χ1n Q.E.D.
Corollary 5. If λ ∈ H0	 k
n and µ ∈ H0	 k
n, then the tensor prod-
uct χλ ⊗ χµ contains at least one summand χν with ν ∈ Hk	 0
n.
Proof. Tensoring with χn = χ1n ⊗ χ1n, we get
χλ ⊗ χµ = χλ′ ⊗ χµ′
and the proof follows. Q.E.D.
2. ONE PARTITION IN A HOOK
The proof of the next theorem is similar and uses a generalization of the
strip theorem called the hook theorem. In this case we start with a vec-
tor space V with basis t1	    	 tk	 u1	    	 u. We may think of V as a Z2
graded vector space with the ts being even (degree 0) and the us being odd
(degree 1). There is an action of FSn on V ⊗n deﬁned in [1] and denoted ∗.
It has the property that if m is a monomial, m ∗ σ = ±mσ (permutation
action), where the sign is determined by the action of σ on the odd ele-
ments. (The exact details are not important here.) Moreover, monomials
can be identiﬁed with tableaux in the alphabet 1	    	 k	 1′	    	 ′. Such
tableaux are said to be k	 -semistandard tableaux if
(1) Unprimed numbers occur only to the left of primed numbers in
every row and above primed numbers in every column.
(2) Unprimed numbers are weakly increasing in rows and strictly
increasing in columns.
(3) Primed numbers are strictly increasing in rows and weakly
increasing in columns. Here is the main theorem:
The Hook Theorem (Berele–Regev). V ⊗n ∗ Iλ = 0 if and only if
λ ∈ Hk	 
n. Moreover, if m is a monomial corresponding to a k	 -
semistandard tableau, then w ∗ Iλ = 0.
In order to imitate the proof from the previous section, we need one
combinatorial lemma.
Lemma 6. If λ ∈ Hk	 
n and htµ ≤ k	 , then there exists a k	 -
semistandard tableau Tλ of shape λ and a semistandard tableau Tµ with the
same content.
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Proof. Given the partition λ = λ1	 λ2	   , let λ+ = λ1	    	 λk
and let λ− be the conjugate of λ/λ+ = λk+1	 λk+2	   . By deﬁnition of
Hk	 
n, it follows that htλ− ≤ . Say λ+ is a partition of n1 and λ− is
a partition of n2 = n − n1. By Lemma 1, there are standard tableaux Tλ+
and Tλ− such that Tλ+ has shape λ+ and has content c1	    	 ck with each
ci ≤ n1/k; and likewise Tλ− has shape λ− and content c′1	    	 c′ with
each c′i ≤ n2/. By deﬁnition of k	 -semistandard, these two tableaux
can be combined to form a k	 -semistandard tableau Tλ of content
c1	    	 c′. Finally, since n1	 n2 ≤ n and htµ ≤ k	 , it follows that each
ci and c
′
i is less than or equal to n/htµ. The proof now follows from
Lemma 1. Q.E.D.
Theorem 7. If λ ∈ Hk	  and htµ ≤ k	 	 then χλ ⊗ χµ contains at
least one summand χν with ν ∈ Hk	 .
Proof. The proof imitates the proof of Theorem 3: Let V be a vec-
tor space with basis v1	    	 vk+ and let V ′ be a vector space with basis
t1	    	 tk	 u1	    	 u. Then the Sn-module V ⊗nIµ has character a nonzero
multiple of χµ and the Sn-module V ′⊗n ∗ Iλ has character a nonzero mul-
tiple of χλ, and so we consider the tensor product V ⊗nIµ ⊗ V ′⊗n ∗ Iλ. We
again have an Sn-module isomorphism
V ⊗n ⊗ V ′⊗n → V ⊗ V ′⊗n	
where the V ⊗ V ′ inherits a Z2 grading from V ′. We can let W ⊂ V ⊗ V ′ be
the subspace spanned by vi ⊗ tii = 1	    	 k ∪ vi+k ⊗ uii = 1	    	 .
Again, there will be an Sn-map which projects V ⊗ V ′⊗n → W ⊗n, and we
may consider the composite
V ⊗nIµ ⊗ V ′⊗n ∗ Iλ → V ⊗n ⊗ V ′⊗n → V ⊗ V ′⊗n → W ⊗n
By Lemma 6, there are monomials m ∈ V ⊗n and m′ ∈ V ⊗n which cor-
respond to semistandard tableaux and which have the same content. Then
the fact that they have the same content implies that, for some permutation
σ ∈ Sn	mσ ⊗m′ ∈ V ⊗n ⊗ V ′⊗n has nonzero image in W ⊗n; and the fact
that they correspond to semistandard tableaux implies that mσIµ = 0 and
m′ ∗ Iλ = 0. It follows that the composite map is nonzero onmσIµ⊗m′ ∗ Iλ.
This proves the theorem. Q.E.D.
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3. THE CONJECTURE
In this section, we discuss the conjecture presented in the introduction.
Conjecture. If λ	µ ∈ Hk	 k
n, then χλ ⊗ χµ contains at least one
summand χν with ν ∈ Hk	 k
n.
In the case of k = 1, the conjecture follows easily from the work of
Remmel in [3]. We have also veriﬁed some other special cases. The most
interesting evidence in favor of the conjecture is this theorem.
Theorem 8. If λ	µ ∈ Hk	 k
n, then χλ ⊗ χµ contains at least one
summand χν with ν ∈ H2k	 k
n and at least one summand χν with ν ∈
Hk	 2k
n.
We ﬁrst prove the case of H2k	 k
n. As in the proof of Lemma 6,
let λ+ be the ﬁrst k parts of λ and let µ+ be the ﬁrst k parts of µ. We
assume without loss of generality that λ+ ≥ µ+. We will denote the con-
tent of a k	 k-semistandard tableau T as cT  = c1	    	 ck
d1	    	 dk.
Moreover, we will denote by c¯T  the k-tuple c1 + d1	    	 ck + dk. Note
that, by the symmetry properties of hook Schur functions, given a tableau
T of content cT  = c1	    	 ck
d1	    	 dk, then for any permutations
σ	 τ ∈ Sk, there will exist a tableau T ′ of the same shape as T with con-
tent cT ′ = cσ1	    	 cσk
dτ1	    	 dτk). In particular, taking σ = τ,
if c¯T  = e1	    	 ek, there will be a tableau T ′ of the same shape as T
with c¯T ′ = eσ1	    	 eσk. Here is the combinatorial lemma we will
need.
Lemma 9. With notation and assumptions as above, we may construct two
k	 k-semistandard tableaux Tλ and Tµ such that c¯Tλ = c¯Tµ, and such
that the number of i’s in Tλ is greater than or equal to the number in Tµ, for
all i.
Proof of Lemma. As above, we denoted by λ+ the ﬁrst k rows of λ, and
by λ− the conjugate of the remaining rows of λ, λ− = λk+1	 λk+2	   ′. By
deﬁnition of Hk	 k, the partition λ− is of height at most k. Also, given
semistandard tableaux T+ of shape λ+ and content c, and T− of shape λ−
and content d, we can construct a k	 k-semistandard tableau T of shape
λ and content c
d by conjugating T−, priming the entries, and placing it
below T+.
Let λ+ = n1 and λ− = n2, n1 + n2 = n. Also, let n1 = ak+ r and n2 =
bk+ q, where a	 b	 r, and q are integers and 0 ≤ r	 q < k (integer division).
By Lemma 1, there exist semistandard tableaux T+ and T−, of shapes λ+
and λ−, respectively, such that T , the k	 k-semistandard tableau gotten
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by combining them, has content cT  = a+ 1r	 ak−r 
 bk−q	 b+ 1q. The
value of c¯T  depends on whether r or k− q is greater. If r ≥ k− q, then
c¯T  = a+ b+ 1k−q	 a+ b+ 2r−k+q	 a+ b+ 1k−r	
and if k− q ≥ r, then
c¯T  = a+ b+ 1r	 a+ bk−q−r	 a+ b+ 1q
In both cases, c¯T  is a partition of n into k parts, using only two consec-
utive integers. Hence, each is a permutation of c = c + 1s	 cn−s, where
n = ck+ s (integer division). It follows that there is a k	 k-semistandard
tableau T of shape λ with c¯T  = c. Since c does not depend on λ, this
proves the ﬁrst part of the lemma: There exist tableaux Tλ and Tµ with
shapes λ and µ, and with c¯Tλ = c¯Tµ.
To complete the proof of this lemma, we need to be a bit more explicit
about the permutation step. In the ﬁrst case, r ≥ k− q, we switch the block
a+ b+ 1k−q with the a+ b+ 2r−k+q; and in the second case, k− q ≥ r,
we switch the a+ b+ 1r with the a+ bk−q−r . The point to notice is that,
in each case, the permutation permutes the ﬁrst r entries among themselves
and the last k− r entries among themselves, so in the resulting tableau T ,
the content will agree with that of T+ for the ﬁrst r entries,
cT  = a+ 1r	 ak−r 
 · · ·
It follows that if we construct Tλ and Tµ using this method, the fact that
λ+ ≥ µ+ implies that, for each i, the number of is in Tλ will be greater
than or equal to the number of is in Tµ. Q.E.D.
The rest of the proof of Theorem 8 in the case of H2k	 k
n is simi-
lar to the proofs of Theorems 3 and 7. We let V and V ′ each be graded
vector spaces with bases consisting of k even elements and k odd ele-
ments, and say V has basis t1	    	 tk	 u1	    	 uk and V ′ has basis
t ′1	    	 t ′k	 u′1	    	 u′k. Using the hook theorem together with Lemma 9,
there are monomials m ∈ V ⊗n and m′ ∈ V ′⊗n such that:
(1) m ∗ Iλ = 0, m′ ∗ Iµ = 0.
(2) For every i, the degree of m in ti is greater than or equal to the
degree of m′ in ti.
(3) For every i, the sum of the degrees in ti and ui in m and m′ is
equal.
Now, let W ⊂ V ⊗ V ′ be the subspace spanned by ti ⊗ ti	 ti ⊗ ui	 ui ⊗
uii = 1	    	 k. So, W has 2k even basis elements and k odd basis ele-
ments. By the hook theorem, the Sn-character of V ⊗n will contain only χν
with ν ∈ H2k	 k
n. Since the composite map
V ⊗n ∗ Iλ ⊗ V ′⊗n ∗ Iµ → V ⊗n ⊗ V ′⊗n → V ⊗ V ′⊗n → W ⊗n
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will be nonzero on mσ ⊗m′, for appropriate σ	 V ⊗n ∗ Iλ ⊗ V ′⊗n ∗ Iµ will
contain a nonzero component from H2k	 k
n.
The other half of the theorem now follows from the conjugation
map:χλ ⊗ χµ = χλ′ ⊗ χµ′. The case we already proved implies that
χλ
′ ⊗ χµ has a component in H2k	 k
n and so the conjugate will have a
component in Hk	 2k
n. Q.E.D.
4. COUNTEREXAMPLES
Example 1. There are characters χλ ∈ Hk1	 1
n and χµ ∈Hk2	 2
n
with k1 + 1	 k2 + 2 ≤ N for some N such that the product χλ ⊗ χµ does
not contain any component χν for any ν in any Hk	 
n with k+  ≤ N .
Proof. We use the ideas of [3] to investigate
χa	a ⊗ χ2a−4	1	1	1	1
for a ≥ 6 and show that it has no components in H1	 1, H2	 0, or
H0	 2, even though a	 a ∈ H2	 0 and 2a − 4	 1	 1	 1	 1 ∈ H1	 1.
First, note that, in general,
χλ ⊗ χc⊗̂χ1d = ∑
µ⊂λ	µ=c
χµ⊗̂χλ/µ′	
where the prime denotes conjugation. Also, by the Littlewood–Richardson
rule,
χ2a−4	1	1	1	1 =
4∑
i=0
−1iχ2a−i⊗̂χ1i
Hence,
χa	a ⊗ χ2a−4	1	1	1	1 =
4∑
i=0
∑
µ⊂a	a
µ=2a−i
−1iχµ⊗̂χa	a/µ′ 
Since i ≤ 4	 µ will be a − α	 a − β with α + β ≤ 4. Hence, a	 a/µ
will contain the 2 × 2 square. Hence, neither a	 a/µ nor any term in
the product can be in H1	 1 or H0	 2. We now compute that part of
χµ ⊗̂ χa	 a/µ′ which lies in the strip H2	 0.
For i = 0, we get
χa	a ⊗ χ2a = χa	a
For i = 1, we get
χa	a−1⊗̂χ1 = χa+1	a−1 + χa	a
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plus terms outside of H2	 0. For i = 2, there are two terms to consider,
χa−1	a−1⊗̂χ2 = χa+1	a−1
plus terms outside of H2	 0, and
χa	a−2⊗̂χ1	1 = χa+1	a−1
plus terms outside of H2	 0. For i ≥ 3, note that we cannot choose µ
such that λ/µ′ has height greater than or equal to 3, for if it did, the
product would only contain terms outside of H2	 0. So, for i = 3, we need
only consider the term µ = a − 1	 a − 2. In this case, λ/µ is the self-
conjugate skew partition 1	 2. The Littlewood–Richardson rule implies
that χ1	 2 = χ2	 1. Again using Littlewood–Richardson, we calculate
χa−1	a−2⊗̂χ2	1 = χa+1	a−1 + χa	a
plus terms outside of H2	 0. In the ﬁnal case of i = 4, we need only
consider µ = a− 2	 a− 2. The Littlewood–Richardson rule implies that
χa−2	a−2 ⊗ χ2	2 = χa	a
plus terms outside of H2	 0. It is now easy to see that the signed sum of
these characters is zero. Q.E.D.
From the point of view of Sn-characters, the χλ are the most important
characters, because they are irreducible. However, if we use the point of
view of symmetric functions, we might wish to consider the eλ	 hλ, or pλ
instead. We will use the tensor symbol ⊗ to denote the product of symmet-
ric functions corresponding to the tensor product, rather than the asterisk
favored by Macdonald (because we already used it for signed permuta-
tions). The pλ are orthogonal under the tensor product (see [2, 7.12]), so
there is not much to say in this case. If we use the eλ, then eλ ⊗ eµ =
hλ ⊗ hµ, so the important case to consider is the hλ. In this case, the ana-
logue of Theorem 1 fails badly.
Example 2. Let λ = µ ∈ Parn be partitions of height 2 and write
hλ ⊗ hµ =
∑
cνhν
Then cν = 0 for all ν of height 2.
Proof. According to [2, 1.7, example 23(e)], the product hλ ⊗ hµ can
be calculated using 2 × 2 matrices with row sum equal to λ and column
sum equal to µ as follows: For each such matrix A = ai	j, we form the
symmetric function hA =
∏
hi	j . The product hλ ⊗ hµ equals the sum of
all such hA. So, to prove our claim, we need to show that there does not
exist such a matrix with two or fewer nonzero parts. But if A were such a
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matrix, no row or column could be zero, because of the assumptions that
the row sum is λ and the column sum is µ, and these partitions have two
nonzero parts. That leaves the possibility that the two nonzero parts of A
could be the two diagonal entries or the two off-diagonal entries. It is easy
to see that the existence of such a matrix would imply that λ = µ. Q.E.D.
We leave to the reader the more general case of λ	µ of height k.
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