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A B S T R A C T   
Offshore geological carbon storage (GCS) is a rapidly developing technology essential for meeting international 
climate goals. While the likelihood of leakage from a properly planned geological sequestration site is low, 
assurance that CO2 stays contained will require robust monitoring programs. While seismic imaging methods are 
used to monitor the geological reservoir, the ideal method for monitoring the water column above the reservoir 
depends on the fate and transport of CO2. Whether CO2 is likely to be present as a rising seep of bubbles or 
dissolved in the water column near the seafloor will determine the appropriate monitoring technology and lead 
to a better understanding of the environmental impact of a potential leak. In this study, high definition video of a 
laboratory release of a carbon dioxide bubble seep recorded the size distribution of bubbles as a function of flow 
rate and orifice diameter. The transport of CO2 from different bubble size distributions was then modeled using 
the Texas A&M Oil Spill Calculator modeling suite. Model results show that the most important factor deter-
mining the rise height and transport of CO2 from the simulated leak was the maximum initial bubble size. For a 
maximum bubble radius of 5 mm, 95% of CO2 in the simulated seep reached a height of 17.1 m above the 
seafloor. When the maximum bubble radius was limited to 3 mm, 95% of CO2 dissolved by 7.8 m above the 
seafloor. The modeled results were verified during a controlled release of CO2 in Oslo Fjord.    
ϕ orifice diameter 
ṁ(z) total mass flow rate of gaseous CO2 at depth z 
a(z) modeled radius of bubble as at depth z 
ai initial radius of a bubble 
mCO2(a,z) modeled mass of CO2 in a bubble with radius a at depth z 
N the total number of bubbles released per second 
n(ai)da number of bubbles per unit volume of initial size ai in bins of 
width da 
P(ai)da the probability of the release of a bubble of initial radius ai in 
bins with width da 
QCO2 volumetric release rate of CO2 
Qw volumetric flow rate of surrounding water 
rp radius of the seep 
VF void fraction 
wmax rise rate of the fastest rising bubble in the seep 
z depth 
1. Introduction 
Carbon capture and storage (CCS), is one of a suite of tools necessary 
for meeting international climate goals (IPCC, 2014). As of 2019, 19 CCS 
sites are in operation and 32 sites are under development (Global CCS 
Institute, 2019). The CCS process involves capturing waste carbon di-
oxide (CO2) from industrial sources, such as fossil fuel and cement 
production, instead of releasing it into the atmosphere. The captured 
CO2 is then injected into a suitable storage reservoir for permanent 
storage. After injection, the CO2 storage site is monitored to ensure 
storage integrity, and to detect and quantify any unintended leakage if it 
should occur. 
A 2008 report by the International Energy Agency found that leakage 
from properly selected geological carbons storage sites (i.e. sites with a 
confirmed laterally continuous low permeability caprock) is very un-
likely, with less than 0.0001 events per 1000 years through the over-
burden and higher probabilities, up to 0.1 events per 1000 years through 
well sites (Greenhouse Gas R&D Programme (IEA GHG), 2008). While 
leakage from offshore geological storage sites is unlikely, monitoring is 
recommended to verify CO2 containment. Further, it is important to 
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have adequate methods to investigate risk structures or signs of potential 
leakage, and to be able to quantify leakage in the event that it should 
occur. A monitoring program should be related to a site-specific risk 
assessment, and cover the reservoir and overburden, as well as the 
seabed/water column above the storage formation (Waarum et al., 
2017). While monitoring of the reservoir and overburden is generally 
performed by seismic techniques (Jenkins et al., 2015; Arts et al., 2004) 
the appropriate methodology for monitoring the water column depends 
on, among other things, how rapidly CO2 dissolves in seawater. 
CO2 bubbles dissolve rapidly into the surrounding undersaturated 
water column, especially compared to other well studied gases associ-
ated with marine seeps, such as methane. However, studies of CO2 
bubbles from artificial and natural seeps disagree on the ultimate fate of 
CO2 bubbles, with some finding CO2 is completely dissolved in the first 
few meters and others finding transport of CO2 farther into the water 
column (Gros et al., 2019; Lin et al., 2019; Vielstädte et al., 2019). 
Whether CO2 from a leak will be present as dissolved in the water col-
umn or in gas phase has significant implications for the spatial extent of 
a leak as well as the appropriate technology for monitoring the water 
column. In particular, active acoustic sensors have excellent capabilities 
for detecting the presence of CO2 bubbles, while chemical sensors would 
be better suited to detect the signature of dissolved CO2. 
In this study, we simulated leakage of CO2 from an offshore storage 
site and estimated the resulting mass flow of CO2 into the water column. 
The aim was to better understand the fate and rise height of CO2 bubbles 
under realistic conditions and to inform the appropriate marine moni-
toring technology while and contributing to a better understanding of 
the environmental impact of potential leakage. To predict the fate of 
CO2 bubbles, a combination of laboratory measurements and computer 
simulations were performed. Laboratory measurements of the bubble 
size distribution as a function of flow rate and orifice size informed the 
Texas A&M Oilspill Calculator (TAMOC, Dissanayake et al., 2018) which 
modeled the evolution of bubbles as they rose through the water col-
umn. The modeled fate of CO2 bubbles was validated during a controlled 
release of CO2 bubbles in the Oslo Fjord as a part of the ACT4Storage 
project (Blomberg et al., 2021). This manuscript is organized into three 
parts: (1) laboratory measurements of bubble size distributions, (2) 
modeling of the fate and transport of CO2 bubbles and (3) field valida-
tion of the modeling results. 
2. Laboratory determination of bubble size distribution 
2.1. Methods 
An artificial bubble seep was generated in a 12 m × 18 m × 6 m 
freshwater tank at the University of New Hampshire. Bubbles were 
released from the needle rosette and camera system described by Lor-
anger et al. (2019) with a calibrated pixel size 86 μm. Cylinders of “Bone 
Dry” CO2 (99.9% CO2, 10 ppm by volume O2), with an initial pressure of 
5.8 MPa at 70 ◦C were connected to a high precision pressure regulator 
and flow regulator. The flow regulator at the surface was then connected 
to the needle rosette. Three needles were used in the experiment with 
diameters (ϕ) of 1.09, 1.75 and 2.60 mm. The pressure regulator 
maintained a pressure just above the hydrostatic pressure of the tank 
sufficient to begin flow, while the flow regulator maintained volumetric 
release rates (QCO2) of 1.9, 2.8, 3.8 and 4.7 l/min. 
An average of 5 min of video was recorded at a frame rate of 39 
frames per second for each ϕ and QCO2. Videos of the bubble seep were 
analyzed using Matlab image processing software. Individual frames 
were read into Matlab, converted to gray scale (Fig. 1a) and then the 
complement of the image was computed. The images were frequently 
inverted (the complement computed) throughout the processing algo-
rithm as some functions perform best on dark backgrounds and others on 
light backgrounds. A gray scaled, inverted background image was sub-
tracted from the individual frame to remove any background objects or 
lighting gradients (Fig. 1b). The background image was taken from 
video recorded when no bubbles were being released. Holes in the image 
were then filled using the imfill command and the image was converted 
to binary with a threshold of 0.5 (Fig. 1c). Holes were again filled and 
then the image was inverted once more. The Euclidean distance trans-
form was computed using the bwdist function (Fig. 1d), then the 
Euclidean distance transform was inverted. (Fig. 1e). All minima in the 
distance transform with a height of less than 2 pixels were removed 
using the imhmin function. Finally the watershed transform was 
Fig. 1. The image processing work flow showing the steps used to segment frames into individual bubbles. Frames and converted to gray scale (a), the background is 
removed (b), then the frames are converted to a binary image (c). The Euclidean distance transform is computed on the binary image (c), which is then inverted (d) 
and a watershed transform is performed on the inverted distance transform (f). The colors in (f) denote individual bubbles. 
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computed using the watershed function and any bubbles touching the 
edge of the frame were removed using the imclearboarder function 
(Fig. 1f). 
The initial bubble radius, ai, was determined from the radius of a 
circle with an area equal to the area of each bubble. An average of 2.3 ×
105 bubbles were detected for each QCO2 and ϕ. To determine the 
probability, P(ai)da, of a bubble of size ai being released, the measure-
ments of ai were binned into 43 μm bins (da = 43 μm). P(ai)da was 
determined for each QCO2 and ϕ. Bubbles with ai > 5 mm were excluded 
under the assumption that such large bubbles were either multiple 
bubbles that were not separated by the image processing methodology, 
or that such large bubbles would rapidly break into smaller bubbles as 
they rise. Visual inspection of random bubbles with ai > 5 mm indicated 
that the former is the most likely scenario. Bubbles larger than 5 mm 
only account for 3% of all bubbles detected. 
The single camera system used in this experiment assumes that 
bubbles are radially symmetric. Violations of this assumption could 
cause significant errors to the measurement of an individual bubble, 
however, it is assumed that the large sample size averaged out any 
inaccuracies due to non-radially symmetric bubbles. Assuming that the 
errors due to non-radially symmetric bubbles are random with respect to 
the plane of the camera, the camera system should provide an accurate 
estimate of the bubble size distribution. 
2.2. Results 
The probability of the release of a bubble with initial radius ai, 
P(ai)da, was determined for all orifice size (ϕ) and volumetric release 
rate (QCO2) combinations; three ϕ’s and four QCO2 for a total of twelve 
P(ai)da’s (Fig. 2). To determine if QCO2 had a significant impact on the 
bubble size distribution, a two-sample Kolmogorov-Smirnov test (KS 
test) was performed on P(ai)da for the four flow rates at a constant ϕ. The 
KS test is used to determine if distributions are significantly different, or 
if the sample distributions are likely to be drawn from the same 
continuous distribution. When comparing P(ai)da as a function of QCO2 
at constant ϕ none of the four P(ai)da were significantly different from 
one another. The p-value of the KS test determines the significant level at 
which the distributions are likely to be different, with a p value of one for 
identical distributions and a p value of 0.05 for distributions that are 
different at the 95% significance level. The average p-value for all KS 
tests was >0.5 indicating that the distributions were not significantly 
different even at the 50% significance level. Therefore, it was deter-
mined that the flow rate did not have a significant impact on the bubble 
size probability function, P(ai)da at constant ϕ. 
To determine if ϕ had a significant impact on P(ai)da, all measure-
ments of ai at each ϕ, regardless of QCO2 were combined to generate 
three P(ai)da distributions, one for each ϕ (Fig. 3). The three QCO2 in-
dependent distributions were then compared using another two-sample 
KS test. No difference was found between P(ai)da for the two smaller ϕ 
orifices (p = 0.658). However, both smaller ϕ orifices differed from the 
largest ϕ at the >99.9% confidence level (p < 0.001). The orifice size 
had a significant impact on P(ai)da when comparing either of the smaller 
orifices to the largest orifice. 
3. Simulated fate and transport of gaseous CO2 
3.1. Methods 
P(ai)da determined during the tank experiment was used to inform 
the Texas A&M Oil Spill Calculator (TAMOC) model. The release of in-
dividual bubbles from a depth of 58 m was simulated using an ambient 
water chemistry profile (Fig. 4) from north of Østøya island in Oslo 
Fjord, near Horten Norway (the location of the controlled release 
experiment). The discrete bubble model of the TAMOC model suite 
simulated the evolution of bubbles as they rose including the expansion 
with decreasing pressure, dissolution of gases from the bubble into the 
water column and scavenging of gases from the water column into the 
bubble (Dissanayake et al., 2018). The change in radius, a(z), shape and 
chemical composition (mass of CO2, N2 and N2) are simulated as a 
function of depth until the bubble dissolves. Mass transfer was modeled 
with the “dirty” bubble mass transfer coefficients under the assumption 
that surfactants were present in high enough quantities to justify the use 
of the dirty bubble values. The results of that experiment will be sub-
mitted for publication separately. The model was computed over 0.5 s 
time increments with a diameter of dissolution set to 50 μm. Once a 
bubble shrunk to a(z) = 50 μm, the bubble became neutrally buoyant 
and dissolved away in the same depth bin that the 50 μm bubble 
reached. Because of the relatively low QCO2 in this experiment it was 
assumed that plume effects (entrainment of seawater, turbulence, etc.) 
were negligible and therefore the seep can be modeled as the sum of the 
individually modeled bubbles. For higher flow rates, plume effects are 
likely to be more significant and the stratified plume and bent plume 
modules of the TAMOC model would be more appropriate for simulating 
the fate and transport of CO2 bubbles. 
The mass flow rate of gaseous CO2 in the seep as a function of depth, 








dz, (1)  
where Δz is the width of the depth bin, amin and amax are the minimum 
and maximum radii in the distribution and mCO2(a, z) is the mass of CO2 
from a single bubble of radius a as a function of depth determined from 
the TAMOC model. P(ai)da is the probability distribution determined 
from the laboratory measurements and N is the total number of bubbles 





, (2)  
where Q is volumetric flow rate, and the subscripts CO2 and w indicate 
CO2 and water. The volumetric flow rate of water, Qw, was determined 
from 
Qw = πr2pwmax, (3)  
where rp is the radius of the seep and wmax is the rise rate of the fastest 
Fig. 2. The probability, P(ai)da, of a bubble being released with initial size ai, 
in 43 μm bins when ϕ = 2.60 mm (a), 1.75 mm (b) and 1.09 mm (c). Bubbles 
were released at QCO2 = 1.9 l/min (solid line), 2.8 l/min (dashed line), 3.8 l/ 
min (dash-dot line), and 4.7 l/min (dotted line). A two-sample Kolmogor-
ov–Smirnov test determined that P(ai)da for all QCO2 at constant ϕ were drawn 
from the same continuous distribution. 
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rising bubble. QCO2 is the volumetric flow rate measured by the flow 






a3i n(ai)da, (4)  
where n(ai)da is the number of bubbles of size ai per unit volume in each 




. (5)  









Fig. 3. The probability, P(ai)da, of a bubble being released with initial size ai, in 43 μm bins when ϕ = 2.60 mm (solid line), 1.75 mm (dashed line) and 1.09 mm 
(dotted line) when measurements from all flow rates were combined. The two-sample Kolmogorov-Smirnov test determined that the smaller ϕ distributions were not 
significantly different, while the largest ϕ distribution is significantly different from the other two distributions at the >99.9% confidence interval. 
Fig. 4. Temperature (a, solid line) and salinity (a, dashed line) and DO (b, solid line), CO2 (b, dashed line) and N2 (b, dotted line) in the water column.  
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N was therefore determined from the measurements of the initial bubble 
size (ai) and probability distribution P(ai)da measured by the camera 
system. N and P(ai)da were then combined with the mass of a bubble at 
depth z from the TAMOC model, mCO2(a, z) to determine the total mass 
flow of gaseous CO2 in a depth bin, ṁ(z). 
3.2. Results 
Two significantly different bubble size probability distributions, 
P(ai)da, were used to model the mass transport of CO2 in the bubble 
seep; P(ai)da from the smallest ϕ and from the largest ϕ (dotted and solid 
lines in Fig. 3). The number of bubbles per unit volume at the release 
point, n(ai)da, was determined for the two distributions at four flow 
rates, QCO2, according to Eqs. (5) and (6) for a seep with rp = 1 m 
(Fig. 5). The VFs are listed in Table 1. n(ai)da resulting from the largest ϕ 
(Fig. 5a) had a flatter distribution, while the smallest ϕ had the steeper 
slope (Fig. 5c) with a higher peak at small ai (ai < 1 mm). While the 
slope of n(ai)da varied by ϕ, the number of large bubbles (ai > 2 mm) 
was relatively constant between the two distributions at the same flow 
rate. 
Eq. (1) was used to determine ṁ(z), the total mass flow of gaseous 
CO2 in the seep as a function of depth in 0.1 m depth bins. Fig. 6 shows 
the resulting ṁ(z) for the different P(ai)da and QCO2. 
As carbon dioxide is dissolved from the bubble into the surrounding 
water, dissolved gasses present in the water column are simultaneously 
scavenged from the surrounding water into the bubble (Socolofsky et al., 
2015). Fig. 7a shows ṁ(z) of the three gasses used in this simulation 
(CO2, N2, and O2) as well as ṁ(z) of all gases combined. At about 30 m 
above the seafloor the bubble is no longer dominated by CO2 and N2 and 
O2 dominate. CO2 in the simulated seep dissolves slowly with depth 
until about 25 m above the seafloor where the bubbles dissolve quickly 
as a function of depth. 
The camera system used in the laboratory experiment measures 
bubble size immediately above the orifice at the release point of the 
seep. While bubbles up to ai = 5 mm may be present at the release point, 
it is likely that these bubbles are unstable and would break into smaller 
bubbles as they rise in the water column. Other studies indicate a 
maximum radius of ai = 3 mm (Vielstädte et al., 2019; Gros et al., 2019; 
Lin et al., 2019). Simulations were re-run with maximum ai = 3 mm 
under the assumption that the larger bubbles break up to be evenly 
distributed across all bubble sizes less than 3 mm (Fig. 7b). For this case 
no bubbles reach the surface and the seep only reaches a depth of 12 m. 
Fig. 8 shows the maximum height reached by a seep as a function of the 
maximum bubble size. 
4. Model validation based on a field experiment 
4.1. Methods 
The simulated fate and transport of CO2 bubbles was validated 
during a controlled release experiment in the Oslo Fjord in May, 2019. 
99.99% pure CO2 bubbles were released from a seep generating device 
placed at the seabed at a water depth of 58 m. Bubbles were released 
from five 3 mm diameter orifices at a flow rate of 1.33 l/min. Further 
details on the controlled release experiment can be found here (Blom-
berg et al., 2021). 
The rise height of the bubble plume emanating from the seep 
generating device was quantified by a multibeam echo sounder (MBES, 
Kongsberg EM2040) mounted on the hull of the R/V Simrad Echo. Five 
passes over the seep, where the seep was in the center beams of the 
MBES, were performed. 
EM2040 MBES.all files were processed using the water column 
processing algorithms for Kongsberg sonars in the Ifremer SonarScope 
Software (Augustin, 2019). For each MBES file a water column polar 
echogram (depth, across distance) and a 3D matrix (depth, across dis-
tance, ping number) dataset was produced, following the recommended 
procedures in the SonarScope manual. From the 3D matrices along track 
Fig. 5. The number of bubbles of initial size ai per unit volume (n(ai)da) in 
43 μm bins for bubbles released when ϕ = 2.60 mm (a) and 1.09 mm (b). n(ai)
da was determined for QCO2 = 1.9 l/min (solid line), 2.8 l/min (dashed line), 
3.8 l/min (dash-dot line), and 4.7 l/min (dotted line). 
Table 1 
The void fraction, VF, for all flow rates.  
Flow rate (l/min) Void fraction 
1.9 6.44× 10− 3  
2.8 9.49× 10− 3  
3.8 12.9× 10− 3  
4.7 15.9× 10− 3   
Fig. 6. The mass flow rate, ṁ of CO2 in the seep for QCO2 = 1.9 l/min and ϕ =
1.09 mm(dotted black line) and ϕ = 2.60 mm (solid black line) in 0.1 m depth 
bins. The gray lines show the increase in ṁ with QCO2 (2.8 l/min (dashed gray 
line), 3.8 l/min (dotted gray line), and 4.7 l/min (dash-dot gray line), ϕ =
2.60 mm). 
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slices were exported and further processed in Matlab, where for each 
pass of the plume the slices covering the plume were merged and a 3 × 3 
averaging filter was applied. Backscatter by the plume dropping lower 
than 3 dB above the background backscatter was used as estimated top 
of the plume as observed by the MBES for each pass. This estimated is 
likely a conservative estimate of the actual plume height, based on visual 
inspection of the slices. 
4.2. Results 
On the five passes over the seep where the seep was in the center 
beams of the MBES the seep reached an average depth of 22.9 m with a 
standard deviation of 2.9 m (Fig. 9). The 37.1 m tall seep corresponds to 
a maximum bubble radius of 2.8 mm with a standard deviation of 
0.1 mm. 
5. Discussion 
It was found that the bubble size probability distribution, P(ai)da, 
was independent of flow rate, QCO2, indicating that as QCO2 increases 
more bubbles are released, but the distribution stays the same (Fig. 2). 
This observation lends credence to the assumption that the seep gener-
ated by the relatively low QCO2 in this experiment behaved as the sum of 
the individually modeled bubbles and that no seep effects (turbulence, 
entertainment of water, etc.) needed to be considered (Wang et al., 
2019). For higher flows were plume effects, especially turbulence 
induced shear, are likely to be more pronounced, a relationship between 
flow rate and initial bubble size distribution is likely to be significant. 
While P(ai)da was independent of QCO2, there was a significant dif-
ference between P(ai)da from the largest ϕ compared to the two smaller 
ϕ (Fig. 3). While the KS test revealed no significant difference between 
P(ai)da for the two smaller ϕ orifices it is possible that the change to P(ai)
da was too subtle for the resolution of the camera system to detect. The 
distributions were not significantly different, however the peak in P(ai)
da at smaller bubble sizes does show a trend of decreasing with 
increasing ϕ, which may have been significant with finer resolution ai 
bins. 
However, the significant difference between P(ai)da for the largest ϕ 
and smallest ϕ did not translate to a large difference in the mass flow rate 
of CO2 in the seep, ṁ(z) (Fig. 6). While the ϕ influenced the number of 
small bubbles per unit volume, n(ai)da, the total number of large bubbles 
(ai > 2 mm) was relatively constant between the different distributions 
(Fig. 5). ṁ is dominated by the largest bubbles, where the volume (and 
therefore the mass at a given depth where the density is constant) scales 
with the cube of the radius. 
The most important factor contributing to the terminal height of a 
seafloor sourced CO2 seeps is the maximum initial bubble size, ai. In this 
experiment the maximum measured bubble initial radius, ai, was 5 . 
Bubbles larger than 5 mm are likely to be unstable beyond the initial 
release point – where the measurement was made – and will therefor 
likely break into smaller bubbles. Other experiments on both natural and 
simulated CO2 seeps found that the maximum ai was around 3 mm (Lin 
et al., 2019; Gros et al., 2019; Vielstädte et al., 2019). Seeps that contain 
bubbles with ai > 3 mm would reach the surface in this simulation and 
water depth (58 m) while seeps comprised of bubbles with ai < 3 mm 
would not reach the surface, and the transport of CO2 would be con-
tained to shallower depths (Fig. 8). If 5 mm was the largest ai, 50% of the 
CO2 in the seep dissolved by 4.1 m and 95% of the CO2 in the seep 
dissolved by 17.1 m above the seafloor. Whereas for a maximum ai of 
3 mm, 50% of CO2 dissolved by 2.1 m above the seafloor and 95% of CO2 
dissolved by 7.8 m. 
This study predicts that in realistic conditions similar to those 
modeled here, a seep of CO2 bubbles will be present and the bubbles will 
persist tens of meters above the seafloor, depending on the maximum 
bubble size, as predicted by the model and as seen during the simulated 
CO2 releases experiment. The model predicts that the majority of CO2 
Fig. 7. The ṁ of the component gases (CO2 (red), N2 (blue), and O2 (green)) in the seep where the maximum ai = 5 mm (a) and ai = 3 mm (b) in 0.1 m depth bins. 
ṁ(z) is shown here for a release from ϕ = 2.60 mm where QCO2 = 1.9 l/min. The dashed black line shows ṁ(z) of all gases combined. 
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will be dissolved at greater depths than the maximum height reached by 
the bubble due to the rapid dissolution of CO2 in seawater. As the bubble 
rises and CO2 dissolves, the model predicts that other gases, namely N2 
and O2, are scavenged from the water column into the bubble. It is this 
scavenging process that allows the bubble to persist and reach a greater 
height than predicted if considering CO2 alone. While the bubbles higher 
in the water column no longer contain CO2 they do provide a strongly 
scattering acoustic target which is easily detectable using active acoustic 
sensors. 
When determining the appropriate instrumentation for an offshore 
geological carbon storage site, an important factor is how high into the 
water column the presence of bubbles is expected. This again is directly 
related to the assumed bubble size distribution, and importantly the 
maximum bubble size of a potential CO2. If potential bubble seeps are 
limited to a meter or two above the sea floor, chemical sensors near the 
seabed and close to likely release points would likely be the preferred 
instrumentation while acoustic sensors would be of limited use. On the 
other hand, if bubbles can be expected to rise higher into the water 
column, acoustic instrumentation would provide a more efficient means 
of marine monitoring. A column of bubbles provides a clear and distinct 
acoustic target, as can be seen in the MBES data (Fig. 9. Acoustic 
monitoring systems can be deployed on manned or un-manned surface 
vessels as well as underwater vehicles (AUVs, ROVs, UUVs). Acoustic 
sensors also provide significantly higher detection ranges as compared 
to chemical sensors with relatively short detection ranges. 
Accurately predicting the transport of CO2 from a the seabed is not 
only important for determining the appropriate monitoring technology, 
but also for predicting the impact of a potential release of CO2 from a 
sequestration site. Finally, local conditions such as water depth and 
chemistry, should be considered when modeling a leak using the 
methodology in this study. 
The bubble plume modeling of subsea releases of CO2 presented in 
this paper is an enabler for quantitative active acoustic measurements of 
mass flow rates. With a calibrated sonar it would be possible to acous-
tically quantify a CO2 plume using acoustic scattering models in a 
manner similar to that described by Loranger and Weber (2020). Cali-
brated split-beam echo sounders typically have improved dynamic range 
compared to MBES, and could also provide a more accurate identifica-
tion of the maximum height reached by the seep. 
6. Conclusions 
In this study, the Texas A&M Oil Spill Calculator (TAMOC) discrete 
bubble model was used to predict the fate of CO2 released from the 
seafloor. Modeled results were validated using MBES data acquired 
during a controlled CO2 release experiment. The bubble size distribution 
for CO2 bubbles was measured in the laboratory as a function of orifice 
size and flow rate, where it was determined that the orifice size had a 
significant impact on size distribution while flow rate did not, for the 
orifice sizes and flow rates measured in this experiment. The size dis-
tributions measured in the laboratory were then used to inform the 
TAMOC model and predict the mass flow rate of CO2 in a simulated seep. 
While orifice size resulted in significantly different size distribution, the 
total number of large (ai > 2.0 mm) bubbles was constant across orifice 
sizes. The largest bubbles drive the mass flow rate in the seep and flow 
rate did not vary significantly across the size distributions in this study. 
The maximum bubble size is the dominant contributor to the total rise 
height of a CO2 bubble seep, with bubbles greater than ai predicted to 
reach the surface in a release from 58 m depth. While seeps may reach 
heights of tens of meters above the seafloor, dependent on the maximum 
bubble size in the seep, the majority of CO2 dissolves into the water 
column much shallower than the maximum rise height of the seep. A 
field experiment performed in Oslo Fjord found that a controlled release 
of CO2 generated a seep acoustically detected to rise almost 40 m above 
the seafloor, consistent with the predicted height of a seep with a 
maximum bubble radius of 2.8 mm. 
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Fig. 8. The maximum height reached by a bubble by the initial radius of the 
bubble, ai. Bubbles with ai = 3 mm will rise to a depth of 12 m. Bubbles where 
ai > 3 mm rise to the surface in this simulation. 
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Appendix A. Supplementary data 
Supplementary data associated with this article can be found, in the 
online version, at https://doi.org/10.1016/j.ijggc.2021.103293. 
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