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ABSTRACT 
 
 Dealloying is a corrosion process where a constituent of a metal alloy selectively 
dissolves out of the host metal, leaving behind a porous network.  The process is thought to 
proceed by either surface diffusion or bulk diffusion.  While the process has been studied 
extensively in the past, it was primarily on model systems such as single crystal gold-based 
alloys which are governed by the surface diffusion mechanism.  This study seeks to provide two 
different examples of expanding the application of dealloying investigation closer to realistic 
systems.  These are: investigating the role of defects – in particular, grain boundaries – in the 
dealloying of polycrystalline materials; and applying dealloying principles to other non-typical 
dealloying systems that undergo the bulk diffusion mechanism.  Grain boundaries of 
multicomponent materials frequently exhibit segregation of a single element.  This change in 
composition at the grain boundary was found to lead to significant changes in the propagation of 
the dealloying reaction through the boundaries – i.e., either by selective dissolution at the grain 
boundaries, or by self-limiting propagation through only a portion of boundaries – which is 
closely related to the parting limit of the alloy.  In the case of bulk diffusion, the material needs 
to possess significant solid-state mobility for it to be active.  Lithium alloy metals, a system that 
has been studied extensively as a promising next generation high capacity electrode material, 
have this quality and as such, may be able to serve as a new model system for the investigation 
of the bulk diffusion mechanism of dealloying.  Indeed, it has been found that the resulting 
structure of the delithiation process resembles that of dealloyed structures via the bulk diffusion 
mechanism.  This opens the possibility of understanding the bulk diffusion mechanism in greater 
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detail, while at the same time assisting in the development of methods that may help improve the 
use of these materials in battery systems. 
The investigations in this study were carried out by the new environmental transmission 
electron microscopy, which enables the study of materials in non-vacuum environments with 
nanometer scale and sub-second resolution.  This allows direct visual investigation of 
microstructural evolutions of materials as the reaction occurs, and may be useful in many 
different systems.  Therefore, in addition to the investigation of dealloying systems, the 
properties of the technique – in particular, the effects of electron beam induced ionization in 
gaseous and liquid environments – has also been characterized. Such investigation benefits 
additional understanding of the new technique, providing necessary information for additional 
application of the technique to other systems. 
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1. INTRODUCTION 
1.1. Overview 
Dealloying is a corrosion process where a constituent of a metal alloy selectively 
dissolves out of the host metal.  This process had been utilized long ago in the form of depletion 
gilding, where artisans would treat the surface of copper-gold alloys with mineral salts to 
produce an object that appeared to be pure gold [1, 2].  The process received renewed attention 
in the 20
th
 century as it was found to occur in brass alloys, wherein the zinc was found to leach 
out, leaving the resultant material embrittled.  The corrosive aspect of this process spurred much 
interest in its research. 
Given the relative reactivity of the elements, the selective dissolution of a less noble 
component from an alloy is not difficult to imagine.  The consequence of the reaction on the host 
metal is what is interesting: it leaves behind a porous structure which can also be tuned 
depending on the conditions of the reaction.  This porous structure formation is the result of the 
corrosive nature of the process, which threatens the mechanical integrity of the material.  On the 
other hand, the resultant nanoporosity, which can be exploited in a number of applications, 
motivates interest in understanding the process. 
With the advent of the so-called „nanotechnology,‟ structures in materials that have 
features in the tens to hundreds of nanometers have gained wide-spread interest.  In this light, the 
resulting sponge-like structure of dealloyed process has also been revisited, this time as a means 
to producing nanostructures in a relatively inexpensive and reproducible manner.  One of the 
most studied and utilized of such structures is nanoporous gold, where elements such as silver or 
copper are selectively dissolved. Nanoporous gold forms a three-dimensional bicontinuous 
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porous network of interconnected ligaments, with the typical size of the pores and ligaments 
being a few tens of nanometers.  It is also possible to combine other microfabrication techniques 
to obtain a variety of structures.  For example, hierarchical structures have been obtained by 
templating techniques [3] or multiple step reactions [4].  Additionally, fast ion bombardment has 
been used to create suitable micrometer sized features for mechanical tests [5]. 
Another major driving force of nanoporous gold utilization lies in its chemical flexibility.  
Gold can be used as a catalyst for reactions such as oxidation of carbon monoxide or alcohols [6-
8] or as electrocatalysts in various fuel cells [9, 10].  The surface of gold can also be modified or 
actuated by adsorption of various organic structures (e.g., gold-thiol self-assembled monolayers).  
These in turn can be utilized as catalysts or sensors for various biological applications [11, 12].  
In all of these examples, a large surface area to volume ratio can increase the performance 
significantly, and the nanoporous structure provided by nanoporous gold is thus very attractive 
for these applications. 
Interest in nanoporous structures is not limited to gold.  Dealloying and subsequent 
nanoporous structure formation has also been observed in other metals including platinum, 
copper, silver, or palladium [13-16]. The various different properties of the available materials 
help to broaden the spectrum of applications of nanoporous structures.  Additional applications 
that may be realized by the use of these new materials include new catalysts, energy storage 
applications and photonics [13]. 
There are a number of proposed mechanisms as to how dealloying proceeds [17-19].  The 
first is the co-dissolution and re-deposition mechanism where both constituents of a binary alloy 
initially dissolve simultaneously and the nobler element re-deposits on the alloy surface.  
Another mechanism is bulk diffusion of the dissolving element mediated by interstitial diffusion 
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pathways and/or vacancy or di-vacancy clusters created at the surface of the alloy.  The last 
mechanism is the pattern formation through surface diffusion of the nobler element following the 
dissolution of the dissolving element.  The co-dissolution/re-deposition mechanism requires that 
the properties of both elements in the alloy allow co-dissolution, which is not frequently possible, 
and as such, has limited applications.  Therefore, it is considered that the two latter mechanisms 
are the major pathways most dealloying processes follow.  As to which one is more dominant 
remains debatable and may well be dependent on the conditions and properties of each specific 
dealloying process and system.  For gold-based alloys, it is currently believed that the surface 
diffusion mechanism is the more dominant process [1, 20]. 
Many of the previous studies focused on the mechanism of dealloying have been carried 
out in model systems - namely, single crystalline gold based alloys [1, 18-22].  Apart from the 
myriad of potential applications of nanoporous gold, which already provides a huge incentive for 
deeper understanding of the formation process, this system was the preferred choice of study due 
to its simplicity.  Being a noble metal, there is little concern for oxidation to occur during 
reaction.  It is also possible to acquire single crystal specimens of the alloy for model studies.  
Many investigations with this system, both experimental and computational, led to the findings 
of the various mechanisms noted above [18, 20-23]. 
It would be ideal to extend our understanding of dealloying to more realistic systems with 
features such as defects, grain boundaries, and less noble alloys.  For example, the effect of grain 
boundaries could have a profound effect on the reaction overall pathway.  Often grain boundaries 
accelerate the overall corrosion rates of materials through selective reaction at the boundaries 
[24-26]. However, examples of the opposite case where the grain boundaries effectively inhibit 
the propagation of reaction also exist [27, 28].  The exact role of the grain boundary differs from 
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case to case and is dependent strongly on the nature of the boundaries.  In the case of alloys, 
segregation of a component at the grain boundary can influence the behavior of the reaction 
significantly.  For gold-based alloys, it is known that the segregation effect differs upon the 
alloying element [29-33], which can be utilized to investigate the effect of segregation in this 
system.  The results of such a study will aid understanding of dealloying in this system which 
will serve as a model for understanding grain boundary effects during dealloying and corrosion.  
Phenomena such as the preferential corrosion of species from grain boundaries or the „wrinkling‟ 
of the surface oxide in Ni-Pt-Al alloys during high temperature oxidation where Al preferentially 
oxidizes [34] are examples of systems that could benefit from improved fundamental insights. 
Limited understanding of dealloying via bulk diffusion exists, since bulk diffusion is 
typically limited at low temperature.  Additionally, low melting temperature non-noble metals 
are susceptible to oxidation in ambient conditions, making the system more complex.  In view of 
this fact, the alloying and dealloying of high diffusivity lithium containing alloys is a candidate 
model system, which is known to reversibly react in organic solutions.  The behavior of these 
systems is specifically relevant to anodes for lithium ion batteries and has been the subject of 
numerous studies due to their potential as next generation, high-capacity electrodes [35-37].  Of 
particular interest are the morphological changes during alloying and dealloying reactions, as 
they are a major factor affecting electrode cycle life.  It is not difficult to see that this process is 
closely related to the porous structure formation of the dealloying process.  Applying principles 
of dealloying to understand the reaction in lithium containing alloys is a new approach that may 
benefit both fields of study. 
Both investigations require a method that can probe the morphological changes in the 
material during the reaction.  The typical size of grains in metallic materials range from tens of 
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nanometers to several microns, and as such, the resolution of the probe would need to be at least 
on the order of nanometers.  Additionally, the ideal method of investigating the process of any 
system is to directly observe, or image, the process as it takes place (i.e., in situ) with high spatial 
and temporal resolution.  However, most high resolution imaging techniques have operational 
limitations (e.g., vacuum environments) that dictate their application.  Herein lays the difficulty 
of studying electrochemical systems such as dealloying: these reactions take place in a 
heterogeneous environment that involves both solid and liquid phases, making in situ 
observation an extremely challenging ordeal.  Nevertheless, recent developments in transmission 
electron microscopy (TEM) techniques have enabled observation of specimens in non-vacuum 
environments, making it a great candidate for this purpose [38-40].  Environmental TEM offers 
spatial resolution on the order of nanometers and sub-second temporal resolution, which is ideal 
for investigating reactions that occur in the grains or grain boundaries of the material. Through 
this method of visualization, the dynamics of the porous structure evolution can be traced with 
great detail.  Also, localized reactions on or around grain boundaries can be clearly distinguished. 
This study will investigate the effects of grain boundaries during dealloying and 
dealloying in non-aqueous lithium containing systems.  The former will expand upon the current 
knowledge of the model system for dealloying mediated by surface diffusion.  The latter seeks to 
apply the bulk diffusion mediated dealloying mechanism to understanding the the evolution of 
lithium ion battery electrodes during cycling.  Both investigations will be carried out by utilizing 
the newly developed in situ environmental TEM technique, which is suitable for observating the 
reaction in thin film samples.  As it is a relatively new technique, the reliability of the 
environmental TEM for characterizing electrochemical reactions will also be investigated in 
depth.  Specifically, this work will characterize the effects of the electron beam in complex 
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reactive environments.  Overall, the study will develop a new experimental technique, provide 
detailed insights into the role of grain boundaries in affecting dealloying reactions and provide 
new insights into lithium ion battery electrodes reacting via the alloying-dealloying process. 
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2. BACKGROUND 
2.1. Introduction 
Dealloying, the selective dissolution of less noble components from alloy materials, is a 
well-known corrosion process.  The resulting nanoporous structure after the process occurs has 
also gained interest as a promising substrate for use in nanometer sized applications.  As such, 
much research has been carried out in understanding the process in past years [1-8]. 
From the corrosion standpoint, it is important to prevent such reaction from happening.  
Apart from the obvious method of blocking the reaction at the surface with various coating 
methods, it is also important to understand the conditions at which the reaction occurs in order to 
achieve the goal of prevention more efficiently.  In terms of nanoporous substrate fabrication, 
understanding the pore formation process is essential if any control on the resulting morphology 
is to be made.  Efforts have been made to elucidate the onset points of reaction in terms of 
composition and potential.  Several mechanisms have been proposed that lead to the typical 
nanoporous structures.  Additionally, various experiments from voltammetric analysis to high 
resolution imaging as well as computational simulations have been carried out to verify these 
proposals and further understand the details of the pattern – nanoporous structures – forming 
process.  Based on these findings, further work can be carried out in order to expand the 
understanding of the process toward realistic systems.  This chapter will briefly review the 
previous studies on dealloying and outline the additional elements that will be the focus of this 
study: namely, the effects of grain boundaries on dealloying reaction propagation and the 
application of dealloying principles to lithium ion battery electrodes. 
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2.2. Theoretical Background of Dealloying 
Dealloying occurs when the constituting metals of the alloy have different ionization 
potentials.  Unless specified otherwise, the following sections will be based on the simple case of 
a two element alloy (AxB1-x) where one metal is much nobler (B) than the other (A). 
2.2.1. Parting Limit 
Not all compositions of, for example, silver-gold form a dealloyed nanoporous structure.  
The main basis for this type of behavior can be viewed as a percolation problem.  To put it 
simply, in order for a fully porous structure to be left behind, there must be enough of the 
departing element initially present such that it can percolate.  This is a well-defined mathematical 
problem called percolation theory, which gives the minimum amount of an element in a mixture 
such that there will be at least one chain of that element that penetrates the entire system.  This 
limit is dependent on the type of lattice and the following values have been found: 0.198 for 
face-centered cubic (fcc), 0.256 for body-centered cubic (bcc), and 0.43 for diamond cubic [9-
11]. 
The parting limit of copper alloys agree with the percolation limit quite well.  For copper-
zinc (brass), the parting limit is just below 20% Zn and for copper-aluminum it is ~15% Al [10].  
Both of these alloys have the fcc crystal structure, and is in good agreement with the percolation 
limit, 0.198.  On the other hand, Gold and its alloys, which also have the fcc structure, exhibit a 
parting limit close to 55 at% Ag [3, 12].  This phenomenon stems from the difference in the 
mechanism as to how dealloying progresses in the two different systems, which will be discussed 
in detail in section 2.2.3.  In short, the percolation limit assumes a chain of one atom wide, and 
while this is enough for zinc dissolution to occur in brass, it is insufficient for silver to dissolve 
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from gold-silver alloys.  The concept of „high-density percolation‟ has been invoked for the latter 
case; the idea being that the silver clusters must be large enough for anion to solvate it [10].  In 
the fcc lattice, highly coordinated silver atoms (10-11 nearest neighbors) cannot dissolve directly 
into the electrolyte.  Only those atoms exposed at the terrace (9 nearest neighbors) or situated at 
kink sites (6 nearest neighbors) are susceptible to solvation.  Therefore, the penetrating silver 
chain must be at least several atoms wide in order for it to be solvated completely.  Such 
behavior has been verified by Kinetic Monte Carlo (KMC) simulations [10, 13].  By inhibiting 
solvation of silver atoms with coordination numbers of 10 or 11, the parting limit became ~55 at% 
of Ag, which agrees with the experimental results. 
Since a certain cluster size is required for the formation of nanoporous structures, it is 
useful to define a percolation length, ξ, which corresponds to the average size of the solute atom 
(A) clusters.  This would be related to the probability that any one particular A atom has another 
A atom next to it.  Thus, ξ is a strong function of composition.  Based on the statistics of building 
a percolating network on a lattice with nearest-neighbor distance a, the following relation is 
given for a one-dimensional system [3]  
 
 A
A
A
1
1
a
 




 (2.1) 
where A  is the composition of element A in the alloy.  This result may still be used if we 
assume the three-dimensional lattice structure is in effect isotropic in lattice spacing.  This is an 
inevitable approximation, as there are no closed form solutions available for  A   in three-
dimensions, but it should still hold reasonably well [3].  This value can be used for calculating 
the surface area of ligaments and pores as seen in the following section. 
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2.2.2. Critical Potential 
The typical current response during a potential sweep of a dealloying process shows a 
low current plateau region at low overpotentials followed by a sudden increase.  This point at 
which the increase occurs is called the „critical potential‟.  Post-mortem observation of sample 
morphologies show that only after being exposed to potentials larger than the critical potential do 
nanoporous structures begin to evolve.  The critical potential is found to be strongly dependent 
on the initial composition of the alloy.  At high concentrations of the less noble component (A), 
it is very low and close to the standard reversible potential of its ionization.  As the concentration 
of A decreases, the critical potential increases, until it is no longer observed as the concentration 
passes the parting limit.  Fig. 2.1 shows the potential sweep results of various copper-gold alloys 
with different composition.  Notice the shift of the position of the peaks with composition.  Also, 
the alloy that has a composition below the parting limit does not exhibit a noticeable peak. 
The critical potential represents the potential at which it is thermodynamically favorable 
for A to dissolve into the electrolyte.  It indicates the thermodynamic energy balance between the 
decrease in free energy by dissolution and the increase in surface energy due to the creation of a 
new surface following dissolution.  This can be quantified as follows [3, 14].  Consider a patch 
of A atoms that dissolves from the alloy surface.  The surface area of the patch can be 
approximated as a circle with a diameter of ξ, the percolation length.  As the patch dissolves, it 
will create a pit and a new surface along the perimeter of the pit will form.  This can be written 
as πξh, where h is the depth of the pit.  Energetically, this leads to the destruction of the interface 
with energy 
A/B  and the formation of a new interface with energy B/electrolyte .  On the electrolyte 
side, the free energy change upon the dissolution of this patch is  AAln /nNkT a a , where Ana   
and 
Aa  are the activities of A ions in the electrolyte and A atoms in the alloy, respectively, and k 
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and T are the Boltzmann constant and temperature, and N is the number of A atoms dissolved, 
given by the formula  
2
/ 2 /h   , where   is the atomic volume of A.  At equilibrium, these 
values will become balanced.  Hence, 
  AA/B B/electrolyte
A
ln
na
h NkT
a
  
 
   
 
. (2.2) 
This can be translated into an electrochemical potential by noting that the activity of A in the 
electrolyte corresponds to an electrochemical potential measured relative to the standard 
reversible A/A
n+
 potential,  A/ ln nE kT nq a    , where q is the elementary charge, and n is 
the charge transferred per cation formation.  For integer multiples of π, this leads to the following 
expression for the overpotential as a function of percolation length, ξ, as 
   
 A/B B/electrolyte
AA /A
2
lnncE E E kT a
nq
 
 


 
     . (2.3) 
The predictions from this model show good agreement with experimental dissolution studies of 
silver-gold alloys in the form of bulk three-dimensional alloys, model two-dimensional 
multilayered structures and KMC simulations [3]. 
2.2.3. Mechanism of Porosity Evolution 
There are three major mechanisms that have been proposed as to how the porous 
structure forms during dealloying [4, 5, 15].  These are: (a) simultaneous dissolution and 
redeposition of the nobler component, (b) bulk diffusion of the dissolving component to the 
surface and (c) surface diffusion of the nobler component to facilitate dissolution and pore 
formation.  All three mechanisms are feasible depending on the properties of the system and thus 
merit attention. 
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The dissolution/redeposition mechanism is possible when the ionization potentials of the 
two metals are relatively close to each other, such as in brass (copper-zinc alloys).  In these 
systems, the following reactions are possible: 
A(A-B) A ( )n aq ne    (2.4) 
B(A-B) B ( )m aq me    (2.5) 
B ( ) B( ,nearly pure)m aq me s    (2.6) 
Here B is the nobler element. Theoretically, the reaction potential of reaction (2.5) and (2.6) 
would be similar to each other and higher than (2.4).  As dissolution of A proceeds, regions 
highly concentrated with B with high positive curvature (e.g., bumps) will begin to form.  This 
can effectively reduce the potential at which reaction (2.5) can take place, and B can dissolve 
from the alloy along with A.  It is then possible for the dissolved B ions to redeposit as reaction 
(2.6) to create new grains of B on the alloy surface.  Evidence of such mechanism has been 
verified experimentally using the rotating disk and ring electrode [5] for copper-zinc alloys.  It 
involves measuring the current on the outer pure copper ring during the dealloying of the alloy 
disk in the center (see Fig. 2.2).  If copper is dissolved from the alloy during the reaction, a 
portion of the formed copper ions will be available for deposition on the outer copper ring, 
resulting in a measurable current flow through the ring.  Not only was there a measurable current 
but the measured current also agreed well with the theoretical predictions based on the reaction 
kinetics and mass transfer [5]. 
Despite being a verified mechanism of pore evolution, it can only account for a narrow 
range of chemistries due to the limited conditions at which it can operate.  Namely, the ionization 
potential difference between the two elements in the alloy must be small and the nobler 
component must be susceptible to dissolution in the given electrolyte.  Hence, any passivation 
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effects such as inert surface oxide formation must not occur as well.  The same experiment used 
to verify the existence of this mechanism can also be used to show its absence.  For example, it 
was found that the dealloying of copper-gold alloys did not produce measurable currents on the 
outer gold ring [5]. 
The vacancy mediated volume diffusion mechanism, proposed by Pickering and Wagner 
[5], assumes that continuous dissolution of the less noble component is facilitated by solid state 
diffusion in the alloy.  Generally, such mechanism would be considered inoperable at or near 
room temperature due to the low diffusivity and concentration of vacancies.  With a large 
amount of dissolution of the less noble element occurring at the surface, however, it is likely that 
the vacancy concentration near the surface region will be much higher than equilibrium.  More 
importantly, they propose the possibility of di-vacancies formation under these conditions, which 
have much higher diffusivities (~10
-12
 cm
2
/s at 25°C [5]), that would be the main drive of solid 
state diffusion.  The lack of evidence of the existence of such di-vacancies makes this model a 
less likely candidate in many systems, especially at or near room temperature.  Nevertheless, it 
may well be the dominant mechanism under suitable conditions.  Such conditions could be met 
at elevated temperatures, or for fast diffusing species such as lithium in its alloys.   
An important aspect of this model is that the resulting morphology of the noble 
component after dealloying may exhibit some unique factors.  As the pore formation is largely 
mediated by the diffusion of vacancies through the alloy, the resulting structure would closely 
resemble that of the dendritic growth of crystallites, only in inversed form.  Indeed, such 
morphology has been observed in the dealloying of magnesium-cadmium alloys [15].  At low 
temperatures, where vacancy diffusion is suppressed, the structure of the resulting cadmium 
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resembles the bicontinuous structure of nanoporous gold; at elevated temperatures, the pore 
structure shows branched morphology similar to that of dendritic crystals. 
The last mechanism of pore evolution during dealloying is the surface diffusion of the 
noble component.  The dissolution of the less noble metal (A) atoms from the surface can leave 
adatoms of the noble metal (B).  These adatoms are unstable and will diffuse to accumulate on 
step edges or possibly combine to form islands on the surface.  Such behavior is similar to that 
found in spinodal decomposition and can be modeled by the Cahn-Hilliard equation [2, 3].  As 
the dissolution proceeds deeper into the bulk, these islands will become mounds, which result as 
the ligaments in the final porous structure. 
The surface diffusion mechanism had been considered as a possible model in the early 
studies of dealloying [4] but was thought to be inoperable due to the low surface diffusivities [5].  
For example, diffusivities measured by ultra-high vacuum studies yielded values on the order of 
10
-20
 cm
2
/s [16], which is much lower than the required diffusivity (~10
-12
 cm
2
/s) [3].  However, 
later studies showed that the surface diffusivity can be much higher in electrolyte solutions, 
sometimes being even faster than ~10
-12
 cm
2
/s [17, 18].  It is thought that the anions in the 
solution partially solvate the surface atoms of the metal, which effectively enhances the mobility 
of these atoms on the surface.  Therefore, surface diffusion during dealloying may well be 
operable. 
The dealloying of surface modified alloys shows evidence of this mechanism.  It has been 
found that treating the copper-gold alloy surface with thiol self-assembled monolayers (SAMs) 
has a profound effect on its dealloying behavior [8, 19].  For one, the critical potential is 
increased by 100-200 mV compared to untreated alloys.  More importantly, the resulting 
structure differs significantly from that of untreated alloys.  As can be seen in Fig. 2.3a, it 
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appears that a large portion of the surface is unaffected with micrometer sized pits having formed 
at random locations.  Close examination of the pits (Fig. 2.3b) shows that a structure similar to 
the dealloyed structure of untreated alloys can be found within the pits.  Since SAM formation is 
preferred on gold sites over copper sites [19], these results strongly suggest that dealloying is 
effectively deterred by inhibiting the movement of gold atoms, enforcing the importance of 
surface diffusion on the dealloying process. 
Attempts have been made to derive analytical equations that describe this process in gold 
alloys [2, 3].  In one-dimensional form, the surface concentration of the noble metal, C, can be 
expressed in the following relation with the surface diffusion flux, JS, and the velocity of the 
interface movement into the alloy, vn: 
0n n S
C
v C v C J
t


  

 (2.7) 
The first term on the right, vnC0, where C0 is the bulk concentration of gold, is the rate at which 
gold is coming out of the bulk and accumulating.  This is balanced by two effects: growth of the 
convex surface which in effect dilutes the surface concentration (second term, with κ being the 
curvature) and the divergence of the surface diffusion flux.  As described above, the surface 
diffusion exhibits an „uphill diffusion,‟ where the local concentration of gold increases due to the 
accumulation of adatoms on steps or islands rather than becoming distributed evenly on the 
surface.  This type of diffusion flux can be described by the Cahn-Hilliard equation, given in its 
general form as follows: 
2
3
2
( ) 2 ( )S
f
J M C C M C w C
c
 
     
 
 (2.8) 
Included in the equation are terms for the concentration dependent mobility, M(C), the gradient 
energy coefficient, w, and the curvature of the local free energy, f, with respect to the surface 
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mole fraction, c.  The interface velocity is controlled by the dissolution and a quasi-empirical 
expression has been derived [3].  KMC simulations suggest the interface velocity for a planar 
surface, V(C), follows and exponential relationship with C: 
0 *
( ) ( )exp
C
V C V
C

 
  
 
 (2.9) 
where V0(ϕ) and C
*
 are fitted to the measured values of V(C).  By accounting for the Gibbs-
Thomson effect associated with the curvature of the surface, the following can be realized for the 
interface velocity: 
( ) ( ) 1n
B
v C V C
k T


  
   
  
 (2.10) 
Here, γ is the surface energy, Ω is the atomic volume, kB is the Boltzmann‟s constant and T is the 
temperature. 
It has been confirmed through numerical methods using advanced analytical tools that 
these expressions lead to porosity evolution [20]. 
2.3. Previous Experimental Studies  
Experimental investigation on the properties of dealloying has been carried out in both 
microscopic and macroscopic viewpoints.  Early studies were primarily focused on macroscopic 
methods such as x-ray diffraction (XRD) or voltammetry techniques, due to the resolution 
limitations of microscopic imaging available. Combined with the fact that the primary objective 
was to prevent corrosion, many developments were made in terms of parting limits and critical 
potentials.  Most of the major theoretical backbone of the process has also been laid out at this 
time, although direct observation of the process was limited.  Development of new experimental 
techniques, especially in probing details in the nanometer size or less, gave a new perspective to 
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dealloying research: that is to understand the porous structure evolution process in detail and 
verify the possible mechanisms experimentally.  Much of these new investigations would 
involve some sort of in situ microscopy or structural analysis to directly observe or analyze the 
process.  In addition, computational methods have also been utilized to compliment the 
understanding of the process in the atomic level.  Recent findings of these experimental studies 
will be outlined below. 
Surface sensitive grazing-incidence XRD has been used to probe the initial stages of 
dealloying gold-copper alloys [6, 7].  Data was collected as the potential applied to the alloy was 
increased in a step-wise fashion.  It has been shown that following initial dissolution of copper 
on the surface, there is a gold ripening step, resulting in the formation of an ultrathin gold-rich 
film approximately three monolayers thick.  These films exhibit a reversed stacking order 
compared to the bulk material.  As the applied potential is increased, the films further develop 
into gold islands, 10-15 monolayers in thickness, before additional dissolution occurs into the 
bulk material.  The presence of a gold-rich film on the surface in the early stages of dealloying 
was also verified with Auger electron spectroscopy (AES) [19], and atomic force microscopy 
(AFM) verified the presence of the island structure [7].  However, once bulk dissolution and pore 
evolution begins at higher potentials, the reversed stacking layer is no longer observed, and the 
newly formed ligaments exhibit identical stacking as the original alloy. 
The same method was used to analyze dealloying of thiol SAM treated copper-gold 
alloys [8, 19].  It showed that the SAM treatment increased the thickness of the stacking reversed 
gold-rich film to 5-7 monolayers and the gold-rich islands to 12-15 monolayers.  Additionally, 
this layer remained present even after the critical potential was reached and passed.  This is in 
line with the observation of inhibited dealloying on the surface of SAM treated alloys as seen in 
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Fig. 2.3.  Together, these results strongly suggest that surface diffusion plays the key role in the 
dealloying of gold alloys. 
Transmission X-ray microscopy (TXM), which has a resolution of ~30 nm, was used to 
observe the dealloying process of silver-gold alloys dynamically [1].  This study observed the 
reaction process when the alloy was submerged in concentrated nitric acid (75% concentration, 
with assay 68–70 vol.%, or 11.7 M) without an applied voltage.  The results show that the 
propagation rate of the dealloying front is remarkably constant, at 16–18 nm/s, over a 3 µm 
dealloying depth.  This indicates that the dealloying process is controlled by the reaction at the 
interface (silver dissolution and/or gold surface diffusion) and not by long-range diffusion or 
mass transport (diffusion of acid and corrosion product in and out of the porous layer). 
Even with the advanced characterization techniques, observing the dealloying process in 
the atomic level is very challenging.  As an alternative approach to this problem, many studies 
have been carried out with computational methods such as KMC simulations.  While being an 
indirect means of investigation, these studies were still very useful, and played an important role 
in verifying the feasibility of the surface diffusion model of dealloying for the case of silver-gold 
alloys [2].  The results also present a visible picture of the possible process that occurs in the 
atomic scale.  To summarize, silver dissolution occurs in a step by step fashion, as atoms on a 
step edge are more susceptible to solvation.  The leftover gold adatoms on the dissolved layer 
accumulate together and begin to form gold-rich mounds.  As the reaction propagates deeper into 
the material, these mounds become undercut and new mounds begin to form.  The repetition of 
this process results in the bicontinuous porous structure. 
Such a process was verified for copper-gold alloys with in situ scanning tunneling 
microscopy (STM), at least in the initial stages before significant surface roughness impairs the 
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use of the [19].  Initial dissolution of copper enriched areas followed by the ripening of these 
areas via surface diffusion can be observed in the images (Fig. 2.4).  The technique also showed 
evidence of possible atomic switching of the topmost and second atomic layers.  This is 
evidenced by the relative compactness of the areas of the second atomic layer after partial 
dissolution of the topmost surface layer (arrow region).  The presumed enrichment in gold atoms 
and the associated relative stability of the lower terrace points directly to an exchange of copper 
and gold atoms within the top two layers during the dissolution of the top layer. 
While much of the experimental work has been focused on the model gold-based alloy 
system and in turn, the surface diffusion mediated dealloying mechanism, there are also recent 
studies that aim at expanding this horizon to other systems as well.  The dealloying of 
magnesium from magnesium-cadmium alloys has recently been investigated as a system that 
primarily exhibits the bulk diffusion mechanism during the dealloying process [15].  Owing to 
the relatively low melting temperature, it was possible to tune the amount of bulk diffusion that 
occurs during dealloying through temperature control.  The results indicate that such control of 
the operating mechanism is indeed possible, and there is a noticeable difference in the resulting 
dealloyed structure.  When the surface diffusion is primarily active, the typical bicontinuous 
structures are observed; on the other hand, when bulk diffusion becomes significant, a „negative‟ 
dendritic structure – dendrite-like growth of pores into the bulk of the material – forms.  These 
results show new possibilities of where future dealloying research could lead to.  
2.4. Grain Boundaries and Dealloying 
Grain boundaries are a type of planar defect that are present in multigrain crystalline 
materials.  The energy of a grain boundary is the additional free energy associated with the 
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formation of the new surface compared to a perfect crystal lattice.  This is the result of the 
deviation of atom positions from the perfect lattice, creating misfits between atoms across the 
boundary and leading to a higher energy state.  In simple terms, this can be expressed as follows: 
if a grain boundary with area A increases by dA, which results in an increase in total system 
energy by dG, the grain boundary energy,  , would be the proportionally constant of the two: 
dG
dA
   (2.11) 
In some cases, the grain boundary can be approximated as a series of line defects (dislocations).  
With this model, the grain boundary energy for a low-angle tilt boundary can be predicted by the 
Read-Shockley equation [21]: 
 0 lnE      (2.12) 
where θ is the tilt angle between the grains, 0  is a constant that is dependent on the elastic 
properties of the material, and E is a constant that depends on the core energy of an individual 
dislocation.  While this model works well for the given type of boundaries, there can be many 
different types of interfaces and orientations between two adjacent grains and a large variety of 
grain boundaries are possible.  As such, computational studies have also been utilized to help 
figure out the boundary energies for a variety of systems [22-24]. 
 The additional energy at the grain boundaries gives rise to their unique characteristics 
that can consequently affect the properties of the bulk material.  Grain boundaries are frequently 
the major pathway for the diffusion of foreign elements [25-27], the point at which corrosion 
and/or cracking initiates (as in stress corrosion cracking) [28-30], and regions where 
precipitation occurs [31-33].  Additionally, for multiple element materials (e.g., alloys), 
segregation of an element at the grain boundary may also occur [27, 34-36]. 
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For the dealloying of systems that include grain boundaries, the segregation effect at the 
interface is of particular interest.  Noting that the composition of the alloy can affect the 
dealloying process significantly (see section 2.2.1), it is possible to deduce that the segregation 
behavior of elements at the grain boundary can influence the propagation of dealloying at or 
through grain boundaries significantly.  If the dissolving element segregates at the grain 
boundary, the dissolution will be enhanced at the grain boundary, resulting in selective reactions 
at the grain boundaries first.  On the other hand, if the nobler element segregates at the grain 
boundary, reaction at the grain boundary would be reduced, and may possibly serve as a barrier 
of reaction propagation.  The diversity of the types of grain boundaries that would be present in 
the system suggests that not all grain boundaries in a given bulk material will be equal; while 
most grain boundaries in a given material will exhibit the same type of segregation behavior, the 
actual composition of each grain boundary will be different depending on the specific type of 
boundary.  Combined with the fact that there exists a critical composition at which dealloying 
can occur, it is possible that only a fraction of the grain boundaries will dealloy.  In such case, 
there will be self-limiting regions where the reaction is able to propagate through, and the size of 
these regions will be determined by the distribution of grain boundaries that do not allow the 
reaction to propagate.  Finding a correlation between the distribution of grain boundary 
compositions and the critical composition at which the reaction may propagate can help verify 
this type of behavior.  
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2.5. Lithium Alloy Electrodes 
Lithium ion batteries are one of the most widely used methods to store energy for use in 
mobile devices.  It is also gaining interest as a means of larger scale energy storage applications, 
such as for electrical vehicles.  Whatever the specific application, there is a strong drive to 
achieve even higher energy densities.  A promising candidate as the next generation high 
capacity electrode for lithium ion batteries is materials that can form alloys with lithium.  In 
particular, silicon and tin are important candidates as they have very large theoretical capacities 
(~4200 mAh/g and ~990 mAh/g, respectively), especially in comparison to current generation 
carbon-based electrodes (~370 mAh/g) [37, 38].  However, these materials also exhibit large 
volume changes upon reaction with lithium (up to ~350% its initial value), making it difficult to 
integrate these materials into devices.  Hence, it is important to understand the details as to how 
this volume change manifests itself upon reaction. 
Fracturing is one of the primary means of accommodating the stresses involved with the 
reaction with lithium (lithiation), especially in the case of silicon.  In situ experiments have 
shown that there exists a critical size (~150 nm) at which silicon particles transition from 
fracturing to non-fracturing [39].  A number of models have been proposed that describe how the 
lithiation process generates stress fields in these particles that may lead to fracture [39-42].  
However, there is yet to be an agreed upon model that describes the phenomenon completely. 
In addition to fracturing, porous structure evolution has also been found to occur in the 
case of tin electrodes.  This is, in fact, closely related to the dealloying process, where lithium is 
the dissolving species from a binary alloy, leaving behind a porous network of tin.  While the 
porous structure evolution had been observed earlier [37, 43], it was only recently that the 
connection between the two phenomena has begun to be made systematically [44, 45].  This is an 
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important development, as this connection can bring new insight into both fields of study.  The 
dealloying process has a rich history of study and literature, which will be useful to help describe 
the evolution of the porous morphologies in tin and other lithium alloying electrodes.  This can 
further be applied to developing methods to increase the cycleability of these electrodes. 
Up to this point, dealloying studies were predominantly carried out in model systems 
involving surface diffusion mechanisms.  Owing to the high solid-state mobility of lithium at 
ambient temperatures, it is evident that the dealloying of lithium would primarily follow the bulk 
diffusion mechanism.  Hence, it would be possible for these lithium alloy systems to serve as a 
new model system for the bulk diffusion mechanism studies.  Of particular interest would be to 
compare the pore evolution process and the resulting morphologies with systems that primarily 
exhibit surface diffusion.  Contrary to the surface diffusion case where the porous structure 
would evolve from the surface, resulting in a smooth bicontinuous structure of pores and 
ligaments, the porous structures from bulk diffusion would resemble the growth of the pores into 
the bulk of the material, and the end result would be a less smooth structure that would more 
closely resemble a reverse dendritic morphology [15]. 
2.6. Summary 
Much effort has been put into investigating the dealloying process in depth.  Depending 
on the system, it is thought that in most cases, the pore formation process occurs in either of two 
mechanisms: bulk diffusion mediated by vacancies or surface diffusion of the noble element.  
Many advanced techniques have been applied to successfully investigate the process, especially 
for the model system of single crystal gold based alloys, the dealloying of which is thought to 
proceed primarily by the surface diffusion mechanism.  The work is an ongoing effort, and 
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deeper, broader understanding of the process may be achieved.  One way to broaden the scope of 
investigation would be to include features such as grain boundaries that are present in realistic 
systems.  Grain boundaries have been known to be both susceptible to selective corrosion and to 
inhibit corrosion propagation.  It would be interesting to elucidate what role the grain boundaries 
play in the propagation of the dealloying reaction, especially in relation to the composition of the 
grain boundaries, which can exhibit segregation of an element.  Additionally, further work can 
be done in exploring additional systems, in particular to expand investigations to bulk diffusion 
mechanism systems.  A good candidate for this type of study would be lithium alloy materials, as 
lithium exhibits high solid-state mobility at ambient temperature.  This system would serve well 
as a model bulk diffusion system, while at the same time providing insight into the advancement 
in lithium ion battery technology. 
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2.7. Figures 
 
 
 
Figure 2.1. Cyclic voltammetry results of various copper-gold alloys with different compositions.  
The copper content in atomic % is listed in the legend. 
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Figure 2.2. Schematic of a rotating disk and ring electrode. 
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Figure 2.3. (a) Scanning electron microscope images (cracks slightly colored for clarity) of the 
surfaces after recording the cyclic voltammograms and (b) enlargment of a microcrack.  
Reproduced with permission from ref. [19].  Copyright 2011 American Chemical Society. 
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Figure 2.4. Selection of in situ STM images (500 nm × 500 nm) of selective dissolution of a 
Cu3Au (111) surface in 0.1 M H2SO4. (a) +270 mV, t = 174 min, (b) 330 mV, t = 183 min, (c) 
470 mV t = 211 min, (d) 510 mV, t = 263 min. All potentials are referenced to a Ag/AgCl 
electrode. Reproduced with permission from ref. [19]. Copyright 2011 American Chemical 
Society. 
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3. ENVIRONMENTAL TRANSMISSION ELECTRON 
MICROSCOPY 
3.1. Introduction 
Transmission electron microscopy (TEM) is an excellent technique that can probe the 
microstructure of materials with atomic resolution.  In addition, the temporal resolution is on the 
order of seconds or less, making it ideal for dynamic in situ studies.  However, the nature of the 
electron beam limits what can be observed with this technique.  Namely, the specimen must be 
very thin (no more than a few hundred nanometers, or even an order of magnitude less than that 
for atomic resolution) and must be stable in high vacuum (~1×10
-4
 Pa).  Recently, methods have 
been developed to circumvent the vacuum requirement [1-3].  By using robust but thin (tens of 
nanometers) membranes, it is possible to enclose a small amount of gas or liquid inside the high 
vacuum TEM column while maintaining a region thin enough for the electron beam to penetrate 
the sample without significant loss of intensity from scattering or absorption.  It is thus possible 
to observe specimens in environments other than vacuum, which broadens the capabilities of 
TEM significantly.  
The capabilities of environmental TEM – i.e., the ability to directly visualize specimens 
in liquid environments with nanometer and sub-second resolution – make it a suitable tool for in 
situ electrode analysis in electrochemical systems, including dealloying reactions.  This work 
will utilize the new environmental TEM techniques to observe the evolution of alloy electrode 
materials in various electrochemical systems in situ.  Reactions that occur at the solid-liquid 
interface that may influence the electrode morphology will also be studied for systems that 
exhibit this behavior. 
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In this chapter, a brief review of the development of environmental TEM and an 
introduction to the experimental setup that has been utilized in this study will be given. 
3.2. Background 
In order to operate the electron source and to minimize unwanted scattering, electron 
microscopes require a vacuum environment.  Hence, samples must be stable under vacuum and 
are therefore typically solid state.  However, since the early days of its introduction, efforts have 
been made to observe liquid phase samples as well [1, 4].  Initial designs used an open window 
system with differential pumping to maintain a higher pressure area (up to ~2×10
4
 Pa) in the 
vicinity of the sample [1, 4].  This pressure could be high enough to create a wet sample 
environment containing both liquid and vapor.  Open systems are still used in modern 
microscopy, especially for gas phase reactions [5-7].  In the case of liquid, however, it is difficult 
to accurately control the liquid thickness in such open systems, and obtaining thin enough layers 
of liquid (below ~1 µm) that enable nanometer scale resolution can be challenging. 
As an alternative approach, low vapor pressure liquids may be used directly in the 
microscope without special precautions.  Such methods have been used to observe a number of 
anode materials for lithium ion batteries such as tin oxide and silicon [8-10].  In these studies, 
nanowires of the anode materials were brought into contact with a droplet of a low vapor 
pressure ionic liquid electrolyte inside the microscope and the nanowires were observed during 
lithiation.  A high density of mobile dislocations was found to be continuously nucleated and 
absorbed in the reaction front of tin oxide, which is the result of electrochemically driven solid-
state amorphization [8].  On the other hand, for silicon nanowires, lithiation was found to occur 
in a core-shell type manner with the outside shell reacting to become amorphous LixSi while the 
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core remained crystalline silicon, even after prolonged reaction [10].  While the results from 
these studies are insightful, the fact remains that it is more of a model system and not an accurate 
representation of the chemical system utilized in practical or commercial applications. 
Silicon nitride (SiNx) membranes supported on silicon microchips produced by 
microfabrication processes have become widely available commercially.  These films are thin 
(20-200 nm), uniform in thickness and composition, and are robust in strength.  Thus these 
microchips are suitable for sealing a thin layer of liquid in vacuum, creating a „liquid cell‟ for 
electron microscopy, with the silicon nitride membranes acting as the window for electron 
transmission.  Additional microfabrication techniques such as thin film deposition or 
photolithographic patterning may also be used on these microchips, making them a versatile 
substrate for creating a variety of systems. 
One of the early studies to utilize this technique for liquid electrochemistry experiments 
in TEM was performed by Ross et al. [2, 3].  The work investigated the electrodeposition of 
copper on gold, where the rates of island growth were correlated with the I-V response.  Since 
then, a number of liquid cell in-situ TEM investigations have been reported including studies of 
nanoparticle growth [11], nanoparticle dynamics [12], nanotubes [13], and biological cells [14]. 
3.3. Experimental Setup 
3.3.1. Environmental cell enclosure 
Two silicon microchips with SiNx membrane windows are put together to confine a small 
volume of liquid or gas in between.  These microchips (Ted Pella Inc., Redding, CA) are circular 
disks with a diameter of 3 mm and a thickness of 200 µm.  The SiNx membrane windows can be 
positioned and shaped in a variety of layouts, with the thickness available in the range of 15 – 
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200 nm.  Choosing the appropriate thickness of the membranes is important for liquid 
environment experiments.  In TEM, electron energy loss that occurs while the electron beam 
penetrates the specimen leads to increased chromatic aberration, which in turn decreases the 
available resolution.  Additional material in the beam path also means a decreased mean free 
path of the electrons, as well as increased absorption and scattering, all of which can contribute 
to decreased signal-to-noise ratio.  As such, thinner membranes that have less mass thickness for 
the electron beam to pass through offers better resolution.  However, they are very fragile and 
can fracture even after being assembled, which not only makes successful acquisition of data 
from each sample difficult, but can also potentially be harmful to the microscope by introducing 
vapor into the high vacuum system.  This is of particular concern as a high vapor pressure could 
support an electrical arc across the accelerating voltage (200 kV).  Additionally, the thinner 
membranes are more susceptible to deformation where the center of the membrane bulges out 
due to the pressure asserted on the frames of the disk through clamping.  This leads to an 
increased thickness variation across the entire window region.  Thicker membranes are much 
more robust, resulting in less to negligible deformation, and rarely fracture, but suffer a 
significant loss of resolution.  A good balance was found by utilizing 50 nm thick membranes, 
though 200 nm membranes were also used when the additional resolution was not necessary, or 
for some gaseous environment experiments where the resolution loss by the less dense gaseous 
medium (compared to liquids) is minimal.  The size of the window also plays a role in the 
robustness of the membrane, with smaller windows being stronger.  The downside of the smaller 
windows was the difficulty in aligning the top and bottom windows properly during assembly.  
The most typically used layout was combining two disks with a single square window (500 µm × 
500 µm) at the center of each disk; when increased robustness was required, two different disks, 
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each with a 250 µm × 250 µm window and a 500 µm × 500 µm window, would be combined 
instead. 
The microchips are coated with the appropriate films suitable for the corresponding 
experiments.  The working electrode to be observed would be patterned on one of the windows.  
The counter electrode would be patterned on the other microchip but not on the window region 
to avoid confusion during observation and possible short circuiting between the two electrodes.  
Depending on the system to be observed, an additional current collecting film would be 
patterned to provide electrical connection between the electrodes and the edge of the microchip.  
Both microchips would have a gold pad deposited on the opposite face of the electrodes to serve 
as a bonding pad for gold wires which would be connected to an external circuit.  These gold 
pads would be deposited such as to make electric contact around the edge of the microchips to 
the electrodes (or current collector, if present) on the other side.  Finally, an insulating film of 
SiO2 or Al2O3 would be patterned on one or both of the microchips on the electrode side away 
from the window region to serve as an insulating barrier between the two electrodes as well as a 
spacer for the liquid to reside when assembled.  Figure 3.1 shows a schematic of the patterns on 
each microchip.  Prior to assembly, gold microwires are bonded to the gold pads of each chip via 
ball bonding. 
Custom-made enclosures made of anodized aluminum are used to seal the two 
microchips with a liquid or gas layer in between them.  The cell is sealed with three O-rings that 
couple the microchips to the enclosure and the top and bottom pieces of the enclosure.  The holes 
in the top and bottom of the enclosure serve to allow electron beam access to the sample as well 
as conduits for the wires that connect the samples electrically with an outside circuit.  A 
schematic of the environmental cell is shown in Fig. 3.2.  A small amount of liquid is placed 
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between the two chips and the enclosure is sealed using a set of screws.  For gas environments, 
the cell is assembled in the desired atmosphere to trap a small amount of gas in the assembly.  
The setup is able to stabilize a thin layer (~400 nm, as measured by electron energy-loss 
spectroscopy; EELS [15, 16]) of liquid or gas between two thin (50-200 nm) SiNx membranes 
that enable relatively high resolution (nanometer scale).  The other benefit of this design is that it 
utilizes a fixed reusable apparatus that is assembled simply with O-rings and screws.  It also 
employs commercial microchips with silicon nitride support film windows as the substrates for 
the electrodes, limiting the need for complex microfabrication procedures to generate appropriate 
samples for each experiment.  Once electrode films have been patterned onto the windows the 
liquid cell may be completely assembled in several minutes. 
3.3.2. Sample preparation 
Well defined features must be deposited on the SiNx windows in order to increase the 
accuracy of the in situ experiments.  A number of different deposition techniques from electron 
beam deposition to magnetron sputtering to pulsed laser deposition have been used prepare the 
films of interest.  It goes without saying that the technique that has been reported to best suit the 
deposition of the material in question should be utilized.  However, in the case that multiple 
methods are available, it is beneficial to use the method that offers the most directional 
deposition – as opposed to conformal deposition – in order to achieve better patterning results.  
This will be discussed further in the upcoming paragraphs.  For this reason, most of the films 
utilized in this work were deposited through electron beam deposition in high vacuum conditions 
(~5×10
-4
 Pa base pressure), whenever available. 
A variety of patterning methods have been used in the course of this study.  The most 
widely used is some form of shadow masking, where all but the area of the substrate where the 
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deposition is desired is covered or „masked-off‟.  It is the most simple and versatile method of 
creating simplistic features with feature sizes on the order of millimeters.  Various materials 
from readily available aluminum foil, filter paper, or tape to laser-milled stainless steel or brass 
plates with well-defined patterns have been used for different purposes.  One point of note is that 
the thin film patterns created by the use of shadow masks do not have a well-defined edge profile 
in the microscopic scale.  Between the thin film and the masked area with no deposition, there 
will be a region where the deposited material has formed islands, or particles, instead of a 
continuous film.  The number density, and in many cases, the size, of these islands will gradually 
increase as it approaches the thin film area.  This phenomenon results from the lack of hermetic 
contact between the shadow mask and the substrate, which allows for some under-shadowing 
during deposition.  As such, for a given material, the area of this region depends strongly on the 
deposition method – more conformal techniques produce larger areas whereas the area from 
more directional techniques will be much smaller.  From the patterning standpoint, this would be 
considered as a detrimental artifact; however, it can also be viewed as a good method to 
purposefully deposit materials in a relatively uniform particulate form in a simple manner. 
When a well-defined pattern is required, more sophisticated patterning methods must be 
used.  For this purpose, photolithography was utilized in this study.  Specifically, the lift-off 
method, where the desired film is deposited on top of the patterned photoresist, followed by the 
subsequent removal of the undesired regions concurrently with the photoresist removal, was 
favored.  This is due to the fact that most of the patterning in this study was done on standalone 
ultrathin (50 nm) silicon nitride membranes, and etching methods could potentially harm the 
membrane.  The difficulty of uniformly coating the photoresist on small disks (3 mm in diameter) 
was overcome by the use of gel pads and careful positioning of the disks on the pad during spin 
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coating – i.e., away from the center of rotation.  Due to the small size of the disks, edge effects 
are unavoidable and perfectly flat coating of photoresist is not possible; however, this method 
yielded a coating that was uniform enough to enable successful patterning of metal films with the 
necessary resolution (tens of micrometers) by the lift-off method.  It should be noted that the 
target material should be preferably deposited with methods that are directional to avoid 
deposition on the side walls of the patterned photoresist which can result in ill-defined patterns.  
Additionally, care must be taken when using „hot‟ methods such as evaporation for deposition as 
the heat from the source may alter the photoresist to become undissolvable.  When done 
successfully, the resulting patterns exhibited well-defined edges with no significant artifacts at 
the scale of the magnification utilized (nanometer scale resolution) during TEM observations. 
3.4. Summary 
The environmental TEM is a new experimental technique that has the potential to expand 
the understanding of numerous fields.  Various phenomena that occur in liquid environments 
with small feature sizes will benefit the most.  One such example is the morphological changes 
during electrochemical reactions, which will thus be the focus of this study.  As a relatively new 
technique, the capabilities and limitations of it is yet to be explored in detail.  As such, the next 
couple of chapters will be investigating these aspects, both in liquid and gaseous environments.  
The technique will then be applied to further understanding the dealloying process of metal 
alloys. 
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3.5. Figures 
 
 
 
 
 
Figure 3.1. Schematic of the sample preparation process. 
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Figure 3.2. (a) Exploded schematic of the in situ electrochemical wet cell for TEM. (b) A 
photograph of an actual cell used for in situ TEM analysis. Reproduced from ref [17]. Copyright 
2012 Elsevier. 
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4. ELECTRON BEAM EFFECTS IN GASEOUS 
ENVIRONMENTS: SILVER OXIDATION
1
 
4.1. Introduction 
As a noble metal, silver has the virtue of being oxidized by atomic or ionized oxygen but 
not by molecular oxygen.  This property enables silver to act as an efficient monitor of atomic 
oxygen concentration in the thermosphere (altitudes 90-120 km), which is an important 
parameter in affecting the design of long-life spacecraft [1-3]. Silver surfaces serve as catalytic 
sites for reactions and oxygen recombination and understanding fundamental processes on them 
has been of significant scientific and technological interest. A variety of interactions between 
silver and atomic and ionized oxygen have been the subject of study including reaction induced 
erosion, etching, deposition, densification, and texturing of surfaces [4-8].  
Numerous studies investigating interactions of the silver-oxygen system have been 
carried out.   However, in-situ studies detailing local processes and kinetics are absent. The 
discrepancy derives from the fact that many local probes typically require high vacuum 
environments (standard electron microscopy) or are otherwise not conducive to functioning in an 
ionized gas environment (scanning probe microscopy).  In this work we seek to demonstrate a 
novel approach to characterizing interactions between materials and ionized gas in situ at the 
nanoscale through transmission electron microscopy (TEM). Silver serves as a model system for 
such an investigation due to its ability to distinguish the effects of molecular oxygen from the 
effects of ionized and atomic oxygen during oxidation.  
                                               
1
 This work was carried out in collaboration with Dr. Li Sun. Reproduced with permission from Langmuir doi: 
10.1021/la202949c. Copyright © 2011 American Chemical Society 
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Environmental cell have been utilized for the in-situ observations. Such cells may be 
enclosed to contain either liquid or gas. Thin windows on each side of the cell provide electron 
transparency enabling direct observations of the reactions inside the cell [9-11].  Alternatively, 
environmental electron microscopes have been developed with differential pumping to enable 
characterization in gas. However, most experiments in environmental electron microscopes have 
been performed at pressures significantly below 1 atm (typically 6×10
-3
 to 7×10
-2
 atm).  
Compared to environmental TEM, the enclosed gas cell offers higher gas pressure (≥1 atm). 
Our group has recently reported the design of a liquid cell for transmission electron microscopes 
(TEMs) and its application to in-situ electrochemistry in the Ni-Aqueous NiCl2 system [9]. 
Utilizing a similar design, this work seeks to characterize interactions between silver and 
ionized/atomic gas induced by the electron beam of TEM. The evolution of microstructures and 
phases, as well as the relationship between grain size, mass transport kinetics, and the electron 
beam flux will be discussed.  A detailed understanding of the kinetics and morphological 
evolution associated with Ag-O reactions could offer new insights for the further development of 
processes such as plasma etching, sintering, and vapor deposition. This work represents the 
earliest report of such observations. The results may provide new insights into manipulating 
nanostructure and chemistry through ionized gas treatment and offer unique access to data that 
could support efforts to simulate reactions with atomic and ionized gas. 
4.2. Experimental 
E-Beam evaporation (Temescal, Livermore, CA) deposited 60 nm thick silver films onto 
silicon-supported silicon nitride (SiNx) grids with 50 nm thick windows (Ted Pella, Inc. Redding, 
CA).  A shadow mask generated two films: an uncoated region and nanoparticles in the 
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intermediate regions. One Ag-coated grid and a standard SiNx grid were soaked in air, argon, and 
nitrogen gas for 48 hours before they were assembled together.  A small volume of gas 
(thickness of 40-100 nm) was confined between the coupled grids.  These grids were sealed from 
the external environment using three O-rings in a custom designed cell that screws together [9].  
Several Ag-coated grids were also oxidized by ozone in a laboratory-made ozone-generating box. 
After 4 h of oxidization, the color of the film changed to black from the original silver. These 
samples were subsequently observed under standard TEM vacuum conditions.  The in-situ 
observation was performed in a JEOL 2010LaB6 TEM (JEOL Inc. Peabody, MA).  Imaging was 
performed at 200 kV with an electron current density between 0.1 and 0.9 A cm
-2
. The current 
density was controlled through adjusting the illumination of the electron beam that occurs in the 
microscope via discrete steps.  Each of these steps were calibrated, and then video sequences 
were captured under the different conditions in both imaging and diffraction modes. 
Digital image analysis was performed on still images captured from the video using 
ImageJ software. The Feret diameters for at least 50 particles were obtained in each image and 
were used to calculate the average particle size of silver at different illumination conditions. The 
intensity of each diffraction ring was also measured using ImageJ. The relative intensities were 
compared to determine the fraction of each phase and characterize the presence of any 
crystallographic texture. The software was also used to measure the area fraction of the sample at 
each condition so that the projected surface area could be measured. The commercial Electron 
Flight Simulator package calculated the number of electrons inelastically scattered and absorbed 
while traversing 100 nm of air at 1 atm via Monte Carlo simulation. Ex situ atomic force 
microscopy (Asylum Research, Santa Barbara, CA) was used to measure the average heights of 
the silver nanoparticles in a region similar to the one characterized in situ. These data provide a 
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basis for calculating the total amount of silver initially present, which is useful for calculating 
oxidation rates. 
4.3. Results and Discussion 
Dramatic microstructural evolution occurred for the environmental cell containing air.  
The morphology, kinetics, and phases varied as a function of the electron current density (Fig. 
4.1).  At low current density (<0.2 A cm
-2
), the silver grains displayed faceted shapes, and tended 
to migrate away from each other slowly. Several new grains nucleated and grew as marked in 
Fig. 4.1b. In addition to the silver phase, electron diffraction confirmed the presence of AgO and 
Ag2O phases at this stage (Fig. 4.2a). But the oxides are less than 16 vol% after 30 s at 0.2 A-
cm
-2
. The new oxide phase forms by nucleation of new grains adjacent to the silver rather than 
through conformal growth. Silver oxidation under these conditions (1 atm of air) indicates the 
presence of either molecular or ionized oxygen. The incident electron beam is effective at 
ionizing atoms, ions, and molecules.  This fact is the basis for a variety of electron beam based 
spectroscopy techniques, such as energy-dispersive X-ray spectroscopy (EDS) and electron 
energy loss spectroscopy (EELS). Several probable reactions occurring between the incident 
beam and molecular oxygen can be predicted, such as 
2e O O O
     (4.1) 
2e O 2O e
     (4.2) 
Different reactions may also produce other charged oxygen ions, such as O2
+
 and O
-
. 
However, the rate constants for producing those ions are much higher than for eqns. 4.1 and 4.2 
[12].  Therefore the major portion of the ionized oxygen likely is O and O
-
. 
The oxidization of silver can be based on any of the following reaction equations: 
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   22Ag O 1 O Ag O 1 e     (   0 1)i i i i
          (4.3) 
   Ag O 1 O AgO 1 e     (   0 1)i i i i          (4.4) 
   2 32Ag O 3 O Ag O 3 e     (   0 3)i i i i
          (4.5) 
Here, we need to emphasize that eqns. 4.3-4.5 represent several reversible reactions.  That is, the 
reactions reverse to the left if the electron beam directly reduces the oxide by absorption of an 
electron. The Monte Carlo simulations performed indicate that essentially none of the electrons 
in the primary beam should be absorbed locally in the sample. Instead, low-energy secondary 
electrons are produced from inelastic scattering events. The silicon nitride window provides a 
source of these electrons that might subsequently reduce any adjacent material. This could lead 
to local charge buildup in the silicon nitride window. However, since the investigation was 
performed within ~100 nm of a percolating grounded silver film, little charging is expected for 
the conditions investigated (<1 nA of total current). Secondary electrons have considerably lower 
energy (~1-5 eV), are absorbed much easier, and can interact more chemically than the relatively 
ballistic primary electrons.  To demonstrate the importance of these secondary electrons in 
reducing the AgO, AgO samples produced by oxidizing a Ag film by ozone were directly 
observed in the transmission electron microscope in a vacuum, and reduction was clearly 
observed.  Therefore, the observed microstructural evolution in the environmental cell in air 
should result from a competition between oxidization of silver by ionized oxygen and reduction 
of silver oxide by secondary electrons induced by the primary beam.  By measuring the rates of 
both as a function of the beam current, it is possible to determine which dominates under certain 
conditions and subtract out the effect of reduction on the oxidation.  This is discussed in detail 
later.  
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Enhancing the electron flux increases the concentrations of both electrons and oxygen 
ions. Below a certain threshold value, the oxidization dominates the system response, resulting in 
accelerated interaction between silver and oxygen ions.  In this regime, the average size of silver 
grains continued to decrease, as shown in Fig. 4.1c-f (current densities were between 0.32 and 
0.65 A cm
-2
). The oxidization of silver by oxygen ions initiates at the grain boundaries, and 
continuously “erodes” entire grains [13].  Therefore, the grain size of silver gradually decreases.  
This process is accompanied by the nucleation of new silver grains, which also contributes to the 
observed decrease in the sample‟s average grain size. However, we do not exclude the possibility 
of ion-assisted sintering of silver and silver oxide might also occur simultaneously.  At current 
densities of 0.32 A cm
-2
, the silver grains were rod-shaped as shown in Fig. 4.1c,d.  The 
morphology may relate to the texture structure caused by oxygen ion bombardment [4].  This 
texture is confirmed by the absence of the 200 and 311 diffraction rings (Fig 4.2).  At current 
densities greater than 0.65 A cm
-2
, the silver grains reverted back to a more compact angular 
morphology (Fig. 4.1f).  The oxidization of sliver under these conditions resulted in an 
increasing volume fraction of silver oxide phases, as indicated by electron diffraction (Fig. 4.3c). 
Due to the increased oxygen fugacity associated with higher concentrations of ionized and 
atomic oxygen, any Ag2O phase was further oxidized to AgO at current densities greater than 
0.65 A cm
-2
. Due to the nucleation of AgO and Ag2O grains, the number density of grains 
increased as the current densities increased from 0.32 to 0.65 A cm
-2
. 
Above 0.75 A cm
-2
, a significant portion of non-crystalline phase existed (Fig. 4.1g). At 
0.75 A cm
-2
, the electron beam intensity saturates the digital camera during electron diffraction, 
which does not allow direct determination of the phases present.  However, crystalline and non-
crystalline phases may be distinguished in these dynamic phases by the presence or absence of 
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moving bend contours or temporal variations in diffraction contrast. The non-crystalline phase 
could be either liquid or gas.  However, the fact that its motion does not appear to follow any 
behavior that might be predicted by capillarity and it does not appear to have wetting interactions 
with the SiNx grids, suggest that it is a vapor phase.  The formation of this gas phase likely 
results from thermal effects. The melting temperature of AgO (280 °C) is much lower than that 
of Ag (936 °C).  The vapor pressure of AgO should also be significantly higher than Ag at a 
given temperature.  Therefore, the vapor phase is likely AgO.  The large mass of the Ag ions 
allows them to be imaged readily in the vapor phase, while the other gas constituents are not 
distinguished from the background.  This allows for direct imaging of only the partial pressure of 
AgO vapor that exists in the cell. 
Once the electron current density increased beyond 0.77 A cm
-2
, new grains nucleated 
(Fig. 4.1h) out of the vapor phase. These grains exhibited a twin structure indicating that they are 
likely metallic silver. As pointed out above, eqs 4.3-4.5 represents reversible reactions.  The 
reactions reverse towards reduction once the electron current density is beyond a threshold value, 
resulting in the formation of new silver crystals.  Another possible mechanism for the formation 
of new Ag grains is the decomposition of AgO at high temperatures due to the increase entropy 
contribution of the oxygen in the gas phase. AgO may decompose in ambient air between 100 
and 280 °C; however, the larger reaction enthalpy associated with the presence of a significant 
amount of ionized and atomic oxygen species will likely drive the decomposition temperature to 
higher values.  Electron beams are well known to induce heating, which is notoriously difficult 
to quantify locally when the heating primarily results from momentum transfer from the beam.  
Here the heating likely results from the enthalpy of formation associated with the reactions in eqs 
4.3-4.5. The slope in the mass transport rate curves as a function of the beam current density, as 
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seen in Fig 4.3a, also suggests beam-induced heating. When the oxidation and reduction rates are 
balanced, the processes may continually generate heat at the maximum rate.  
The reaction between the nanoparticles and gas produce a concentration gradient around 
the silver particles that is observed as a bright ring around each silver grain.  The intensity of this 
ring does not vary significantly through focus, indicating that it is not the result of Fresnel 
contrast.  This silver depletion width in the gas phase indicates a strong chemical interaction 
between solid and vapor phases.  The motion of the AgO vapor phase is highly dynamic, and its 
movement was rather erratic and non-uniform.  The phase often appears to align itself into 2D 
sheets perpendicular to the beam that subsequently become unstable, rotate, and precipitate 
clusters of new silver grains.  Alternatively, the vapor phase might sweep through a region and 
dissolve particles randomly (Fig. 4.1h).  An interesting feature of this dynamic behavior is that 
the particle size distribution reaches a steady state, where coarsening and refinement balances.  
All of the morphological features observed in Fig. 4.1c-h while the beam current increased are 
also observed while the beam current decreases.  
No significant microstructural or phase changes were observed for samples tested in 
vacuum, argon, or nitrogen gas.  Electron diffraction only indicated the presence of silver phase 
at the illuminated area in those samples.  The result suggests that oxygen is the active species in 
the observed reactions. 
Fig 4.3a provides a measure of the mass transport rate characterized by tracking the 
center of mass of features in the recorded video.  The positive slope of the plateaus may result 
from increasing temperature with increasing electron flux.  The average mass transport rate 
increased with increasing electron current density until 0.8 A cm
-2
, as shown in Fig. 4.3a.  
Beyond 0.8 A cm
-2
, the average transport velocity of AgO vapor and Ag crystals can be 
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separated.  Here, the transport rate of AgO vapor is much higher than that of the Ag particles, 
whose kinetics are more consistent with those of silver below 0.2 A cm
-2
. Fig. 4.3b depicts the 
relationship between the average grain size of silver and the electron current density. As 
mentioned above, the average grain size decreased with increasing electron current density in the 
measurement range due to the oxidization of silver. Fig. 4.3c indicates the phase fraction of the 
various components at different points in the experiment.  The three regimes of kinetic behavior 
may be correlated with a predominance of Ag, AgxO, or gaseous AgO. 
The commercial Electron Flight Simulator package calculated the number of electrons 
inelastically scattered while traversing the cell in our experiment to be ~0.02%.  Assuming each 
is associated with an ionization event, the ionization rate of the gas in this study may be 
calculated vary between 2.1×10
-7
 and 1.9×10
-6
 mol cm
-2 
s
-1
. The overall concentration depends 
on the lifetime of the ions, which is difficult to predict for this system and geometry. Fortunately, 
results of prior investigations into oxidation of silver by atomic oxygen have demonstrated that 
the flux of the reactant gas primarily determines the oxidation rate in the linear oxidation regime. 
[13, 14] Assuming that in the confined geometry approximately all of the recombination occurs 
at the surfaces, it is possible to use the ionization rate to extract useful information about 
oxidation kinetics.  Linear oxidation has been reported to occur until about 25 nm in Ag thin 
films [13, 14].  The results suggest that a critical amount of oxidation must occur before a 
continuous oxide film forms.  This is consistent with the results here that indicate the formation 
of new oxide phase adjacent to the Ag nanoparticles rather than a core-shell type oxidation.   
Using a linear fit of the relative phase fraction it is possible to extract the oxidation 
kinetics as shown in Fig. 4.4a.  The values are normalized to surface area for consistency with 
other reports of oxidation rate.  Fig. 4.4a also plots data associated with the electron beam 
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induced reduction rate of AgO in vacuum.  The measured oxidation rate is the sum of the real 
oxidation rate and the beam induced reduction rate.  The formation of significant amounts of 
AgO vapor occurs at the point where the two rates are approximately balanced.  Considering the 
free energy of formation for the reaction with atomic oxygen, it is expected that at this point the 
system is evolving ~0.1-0.2 J cm
-2
 s
-1
.  Overall, the results for oxidation kinetics do not vary 
significantly over the range of experimental parameters.  Comparing the results with ex-situ 
results obtained by others (see Fig. 4.4b) provides reasonable agreement.  While the values of 
current density, and therefore ionization rate, do not vary significantly in the experimental 
conditions, the morphological and kinetic response is quite dramatic.  This result is rationalized 
by considering thermal effects.  The sample temperature should vary between ambient and the 
decomposition temperature, or ~25 to 280 °C.  The oxidation rate in this linear regime will 
primarily vary with the ionized gas flux, which has weak temperature dependence, while the 
diffusivity of the AgO should vary quite significantly between ~0.5-1 of the decomposition 
temperature.  Therefore, these thermal effects should have a significant effect on the transport 
kinetics in the system; they are not expected to influence the oxidation rate of the system in the 
linear oxidation regime [13]. Alternatively, the thermal effects are not expected to significantly 
influence the mechanism for oxidation observed in this study.  The reversibility of the system 
morphology and transport rates upon reduction of current density supports the idea that the 
effects are primarily thermally induced.  Reaction-induced heating may be more dramatic in this 
experiment than during oxidation in ambient conditions, due to the vacuum environment around 
the cell and the thin insulating substrates.  The competition between oxidation and electron beam 
induced reduction also provides excess heat.  However, the results should have relevance to thin 
films on insulating substrates operating in low-pressure ionized gas (e.g. the ionosphere).  The 
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observed thermal effects are also interesting because they indicate that for significantly high 
fluxes of ionized oxygen a local thermal effect, resulting from the formation enthalpy, could 
induce vaporization locally at the surface (i.e., sputtering). These results therefore present the 
first in situ nanoscale observation of reaction ion sputtering. 
4.4. Conclusion 
This investigation reveals a rich variety of microstructural processes associated with the 
oxidation of Ag by atomic and ionized gas species.  The electron beam is demonstrated to be an 
important source of both oxidation and reduction in such an environmental system. Oxidation 
occurred primarily through the nucleation of new grains rather than conformal growth, which is 
consistent with observations of linear oxidation of silver under comparable conditions. The rate 
kinetics also correlate well with ex situ studies reported in the literature. The exothermic nature 
of the reaction leads to local vaporization of the reaction product at sufficiently high fluxes of 
ionized gas. The approach has provided an opportunity to make early observations of real-time 
nanoscale dynamics associated with oxidation in ionized and atomic gas, the movement of a 
partial pressure of a gas phase, and interactions between the condensed and vapor phases of a 
material. 
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4.5. Figures 
 
 
 
 
Figure 4.1. Microstructure of the observation area in air-filled cell after exposure of (a) 0 s with 
0.18 A cm
-2
 current density, (b) 20 s with 0.18 A cm
-2
 current density (the arrow marks a new 
grain), (c) 0 s with 0.44 A cm
-2
 current density, (d) 20 s with 0.44 A cm
-2
 current density, (e) 0 s 
with 0.66 A cm
-2
 current density, (f) 20 s with 0.66 A cm
-2
 current density, (g) 20 s with 0.72 A 
cm
-2
 current density, and (h) 20 s with 0.8 A cm
-2
 current density (the arrow marks vertical 
alignment of the AgO vapor phase). 
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Figure 4.2. Diffraction patterns collected with 0.44 A cm
-2
 current density after exposure of (a) 
20 s, and (b) 90 s. 
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Figure 4.3. Relationship between the electron current density and (a) the average mass 
transportation velocity, (b) the average grain size of silver, and (c) the average phase fraction 
(after 20 s of exposure at each current density). Due to the instrument and analysis software error,  
at least 5% error should be considered for each phase ratio value in (c). 
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Figure 4.4. (a) The oxidation rate of silver in air and oxidized silver in vacuum at various current 
densities and (b) a comparison of the measured oxidation rates to literature values from Moore 
and Codella [13] and Zheludkevich et al. [14]. 
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5. CHARACTERIZING THE BEAM EFFECTS IN AQUEOUS 
SYSTEMS
2
 
5.1. Introduction 
Transmission electron microscopy (TEM) has been a powerful tool for characterizing 
materials with high spatial and temporal resolution.  Interest in environmental TEM has grown in 
the last decade thanks to the development of a variety of approaches to constructing 
environmental cells [1-9].  Renewed emphasis on research in electrochemistry for energy 
applications, energy conversion reactions, and nanosynthesis is driving new TEM experiments in 
liquids and gaseous environments.  Unfortunately, limited understanding exists to describe and 
predict the role of the electron beam in affecting the chemical processes being observed in situ in 
environmental conditions.  Results of recent in situ TEM experiments in air demonstrated that 
the electron beam ionized oxygen in the gas phase and led to significant reactions in the system 
[10].  Several groups have demonstrated electron beam induced deposition from liquid 
precursors [11-16].  The results highlight the dramatic effects that a high-energy electron beam 
may have on a liquid chemical environment and demonstrate how these results can be interpreted 
and utilized in correlation to equivalent reactions that do not involve such radiation (e.g., 
electrochemical or thermal reactions) [15].  Related electron beam effects in gaseous systems are 
also studied, but not fully understood [17-19]. 
The potential of electron microscopy to characterize environmental systems in a new way 
provides significant motivation to explore electron beam effects in aqueous systems.  Silver 
                                               
2
 Reproduced with permission from Ultramicroscopy doi: 10.1016/j.ultramic.2012.03.012. Copyright © 2012 
Elsevier B.V. 
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nanoparticles in aqueous solutions have been utilized as antimicrobial agents [20-22], catalysts 
for redox reactions [23-25], and biosensors and biolabels [26-29].   In situ characterization of 
such systems provides exciting opportunities to develop new science. The overall goal of the 
study will be to explore the mechanisms for electron beam induced damage in metal-aqueous 
systems and approaches to minimizing these effects to enable reliable in situ TEM experiments.  
High-energy electrons interact with materials through elastic collisions, inelastic 
collisions that generate electron-hole pairs, direct electron absorption and knock-on damage.  
Electron-hole pairs will either separate and affect the system chemistry or either recombine 
electronically or through radicals.  For enclosed environmental cells, the windows may provide a 
significant source of electrons or holes.  The samples are typically grounded, which may allow 
the ratio of electrons and holes to vary.  If recombinative processes are active, then the beam-
induced damage may depend on the flux.  Alternatively, knock-on damage depends on total dose.   
Sample thickness limits the amount of primary electron absorption in many experiments.   
The response of the system will depend on the energy distribution of free electrons and 
holes, the charge transfer kinetics, and mass transport kinetics. The electron beam current density, 
electron beam energy, and solution composition will be the primary parameters influencing the 
system response.  The rate of electron absorption and ionization will vary differently as a 
function of total sample thickness, so this is also considered to be a relatively important control 
parameter.  Recent studies on electron beam induced growth of particles show that there is a 
minimum dose rate of electrons that is required for the nucleation of the particles to occur and 
that it is related to the concentration of the solution, window thickness, and fluid path length [12, 
14, 16].  Understanding how to optimize these parameters appropriately will be critical to 
perform useful in situ studies.  For example, the solution chemistry could potentially be tailored 
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to perform experiments in a compositional range in which the competing electron beam induced 
oxidation and reduction processes are balanced in a steady state.  
This work utilizes silver as a model system for investigating electron beam effects in an 
aqueous system of variable composition.  The work seeks to establish an approach to optimizing 
solution chemistry, system chemistry, and imaging conditions for in situ TEM investigations of 
aqueous systems where electron beam effects are minimized. 
5.2. Experimental 
Thin films of silver were patterned onto a commercial silicon nitride support window 
(Ted Pella Inc., Redding, CA) via shadow masked electron beam physical vapor deposition.  The 
silver was patterned such that it partially covered the membrane window. Two silicon nitride 
windows (500 µm × 500 µm × 200 nm), one with a silver film and one without, were aligned in 
the wet cell.  The wet cell design used for this study has been detailed elsewhere [1].  Aqueous 
liquid was confined between the windows and sealed in the cell with o-rings.  A schematic of the 
wet cell is shown in Fig. 5.1. 
Several aqueous solutions were prepared, based on silver sulfate (Ag2SO4, Alfa Aesar, 
Ward Hill, MA), for the investigation in the wet cell.  A saturated solution of silver sulfate was 
prepared at 25°C and mixed with de-ionized water.  The solubility of silver sulfate in water at 
25°C is 0.01 M.  The solution and water were mixed in appropriate proportions to produce the 
following compositions: 0, 0.0025, 0.005, 0.0075, and 0.01 M.  
Samples were characterized in a JEOL 2010 LaB6 TEM.  The beam current density used 
depends on the spread of the illumination.  Beam current densities utilized for the investigation 
ranged from 0.05 mA/cm
2
 to 947 mA/cm
2
, which were the upper and lower limits, which provide 
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reliable images and current density readings on the instrument.  The dissolution of silver 
nanoparticles near the film interface was characterized under electron beam irradiation for the 
different solution chemistries.  The difference in focal length between the upper and lower 
windows was used to measure the relative thickness of each sample.   The sample thickness was 
also measured using a parallax technique based on markers on the upper and lower windows, 
optical interference, and difference in optical focus.  All of the techniques indicate that the 
thickness of the cell is on the order of 10 µm, with some variability from point to point.  In order 
to minimize errors, the same environmental cell was used for each test and similar regions of the 
specimen were investigated.  Only one of the two windows contained a silver film, and the 
majority of the tests described in the paper treat the case of a silver film on the window closest to 
the electron source.  In each sample, regions near the edge of the continuous silver film were 
investigated.  In these regions, silver nanoparticles were deposited as a result of the rather diffuse 
interface that typically results from a shadow mask.  This region provides a useful geometry for 
characterization, as it was found by ex situ atomic force microscopy that nanoparticles here have 
radii that are approximately equivalent to their height.  Therefore, the initial volume may be 
reasonably approximated from the two-dimensional projection images acquired in the TEM.   
Videos of the experiments were captured using Ulead DVD Movie Factory and Gatan 
Digital Micrograph at a frame rate of five frames per second.  Still images were captured from 
the video and analyzed using the ImageJ analysis software.  The images were thresholded and 
pixel count areas were measured as a function of time. 
Sampled current voltammetry was utilized to characterize kinetics associated with silver 
diffusion in the solution compositions investigated.  A number of silver thin film working 
electrodes were produced via electron beam physical vapor deposition in controlled geometry 
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(0.32 mm dia. × 50 nm). A Cu/CuSO4 reference electrode (Tinker and Rasor, San Bernadino, CA) 
and a large silver counter electrode were utilized for the study.  Solutions of the same 
compositions used for the in situ investigation were used for the ex situ electrochemical 
measurements. 
5.3. Results 
Three general types of system response were observed: growth of the silver, relatively 
stable silver nanoparticles in solution, and dissolution of the silver.  Fig. 5.2a-f provides example 
time-lapse images of each.  Fig. 5.3 plots the relative rate of change in area of silver particles in 
three representative samples: growing, relatively stable, and shrinking.  Reasonable variation in 
sample response occurs; however the best fits for all of the samples in general were linear.  Fig. 
5.4 depicts the normalized rate of change in area.  Special care was taken to acquire the data in 
Fig. 5.4 under conditions of consistent sample thickness, as sample thickness was observed to 
affect the results.  The error in dissolution rate for a single data point, measured as the standard 
deviation from multiple tests, was found to be approximately 30%.   
The dissolution rate displays a weak composition dependence from 0.0 M to 0.005 M 
Ag2SO4.  The crossover from dissolution to growth occurred in the range 0.005 M to 0.0075 M 
Ag2SO4, for all conditions but the lowest beam current tested in Fig. 5.4a, 6.58 mA/cm
2
. For 
compositions above 0.0075 M Ag2SO4 silver grew from solution. No clear trend is consistent for 
all data; however, the growth rate appears to increase with increasing current density in 0.0075 
M Ag2SO4 solutions.  The measured growth rate exhibits larger error than the dissolution rate.   
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The dissolution rate was found to reach saturation at beam currents between 20 and 100 
mA/cm
2
, as seen in Fig. 5.4b.  Unfortunately, no minimum beam current could be realized that 
would allow imaging, but completely eliminate any beam induced reactions. 
Dissolution and deposition of silver outside the illuminated region of the sample typically 
occurred under the different conditions (Fig. 5.5).  Observing these processes in situ was not 
possible due to the lack of electrons interacting in the region.  Only the resultant ring around the 
area of observation could be characterized.  The results described above utilized samples with 
silver deposited on the silicon nitride window closest to the electron source (upper grid).  When 
silver was deposited on the lower window the interaction with the beam was less pronounced. 
Fig. 5.6 plots the results of the sampled current voltammetry experiments.  All solutions 
showed a saturation of current at potentials of -1.3 – -1.6 V versus Cu/CuSO4. The limiting 
current, which is the saturation value at large potentials, provides a measure of the diffusion 
limited transport kinetics.  The limiting current may be converted into a limiting flux of silver 
ions in the solution of a given composition.  When confined in a similar manner to that of the in 
situ experiment, the limiting currents decrease by a factor of 50. 
5.4. Discussion 
The saturation observed in the dissolution rate, the localization of deposition on the upper 
SiNx window, and the overall composition dependence of the system response suggest that 
knock-on damage and direct absorption of primary electrons does not drive the overall system 
response.  Instead the generation of secondary electrons and associated holes near the SiNx 
window surface likely drive the chemical response. 
The dissolution and deposition of silver follows the reactions 
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fkAg h Ag    (5.1) 
bkAg e Ag     (5.2) 
For interfacial charge transfer limited kinetics, kf and kb describe the reaction rate 
coefficients for oxidation and reduction, respectively.  The reaction rate constants will depend on 
the energy distribution of the secondary electrons and holes, the electronic structure of the 
reactant and products, and the mechanism for charge transfer.  Water can also be oxidized or 
reduced and electron-hole pairs can recombine.  Combining Eqs. (5.1) and (5.2) into a reaction 
rate equation gives 
[ ] [ ][ ]net f br k h k Ag e
      (5.3) 
The brackets indicate the concentration of the associated species.  The molarity of silver 
ions depends on both the concentration of Ag2SO4 and the dissolution of Ag.  However, the 
calculated maximum change in concentration due to silver dissolution, ~10
-7
 M/s, is negligible 
relative to the solution composition range.  It can thus be treated as a constant.  The 
concentration of electrons and holes generated by the primary electron beam can be 
approximated to be equal to each other.  Furthermore, they will be proportional to the primary 
beam current density, ibeam.  Hence, 
[ ] [ ] beamh e i
    (5.4) 
where α is the beam induced ionization factor.  The dissolution rate of silver is then 
 [ ]net f b beamr k k Ag i     (5.5) 
which corresponds to a linear relation between the beam current density and the reaction rate.  A 
linear fit of the experimental data was obtained and plotted in Fig. 5.4b, showing a reasonable 
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agreement with the data.  At sufficiently high current density this rate will saturate due to 
diffusion limited kinetics.  
For diffusion limited kinetics, the steady-state dissolution rate will follow Fick‟s first law: 
[ ]
Ag
d Ag
r AD
dx


   (5.6) 
where A is the cross section area of the diffusion path, and D is the diffusivity.  For dissolution at 
steady state, the concentration at the interface should saturate.  Hence, the rate can be 
approximated to be proportional to the amount of supersaturation of silver ions at the reaction 
site.  Denoting this as [Ag
+
]excess, Eq. (5.6) can be rewritten as: 
[ ]dis excessr M Ag
   (5.7) 
where M is the proportionality constant.  The amount of supersaturation of silver is assumed to 
remain constant even for different solution concentrations.  The data in Fig. 5.4a suggests that 
[Ag
+
]excess may increase slightly with increasing Ag2SO4 concentration; however, it is unclear 
what counter ion stabilizes the excess silver and how it would vary with composition. 
The overall reaction rate for diffusion-limited kinetics will follow the form 
1 2[ ] [ ]net excessr M Ag M Ag
     (5.8) 
Ex situ electrochemistry indicates that the flux of Ag
+
 increases as concentration cubed.  
The concentration dependence of M is determined from this electrochemistry data.  Fig. 5.4a 
includes a fit of the data that uses the initial dissolution rate as the only adjustable parameter.  
The general form agrees reasonably with the experimental results. 
Ex situ experiments on the growth of silver suggest that the saturation current density of 
silver growth at the composition where growth and dissolution balance (~0.006 M) could be 
estimated to be ~10 mA/cm
2
.  As the diffusion boundary layer thickness is on the same order of 
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magnitude as the system (several µm), the effect of confinement of the system within the 
environmental cell must be taken into account.  Additional ex situ experiments where the silver 
working electrode was placed in a similarly confined environment resulted in current densities 
~50 times less than that of the unconfined case.  Hence, the kinetics of growth of silver can be 
estimated to be ~0.2 mA/cm
2
, which should correspond to the current density of ionization 
inducing electrons.  Assuming that ~2% of the primary beam induces ionization of silver near the 
solid-liquid interface, beam current densities in excess of ~10 mA/cm
2
 should saturate mass 
transport kinetics in solution. This is then consistent with the observation that the observed 
dissolution rate is approximately constant for all current densities greater than 6.58 mA/cm
2
.  
The calculation may also suggest why the data measured at 6.58 mA/cm
2
, or the lowest current 
density, are a bit inconsistent with the other data.  At current densities below at 6.58 mA/cm
2
, the 
dissolution rate decreases significantly, but not completely.  A value of 2% was used based on 
prior measurements of beam-induced interactions with the substrate in an environmental cell [13].  
Larger values of ionization rate might be predicted theoretically, and would also support this 
conclusion.  
Spatial variations in beam-induced effects occurred across the width of the probe.  It 
appears that dissolution and deposition are more pronounced at the edge of the illuminated 
regions.  These effects produce the ring structure seen in Fig. 5.5.  Direct observation of this 
region was not possible due to lack of detectible electron interactions in the area, and the exact 
mechanism is unknown.  The Guassian intensity profile of the beam should produce spatial 
variations in potential and solute concentrations that induce non-uniform behavior over the 
illuminated area.  The discussion above pertains only to observations of the highlighted regions 
in Fig. 5.5.  Difficulty in treating the results quantitatively arises from problems associated with 
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treating the distribution of secondary electrons, primary electrons, and Ag
+
 in solution.  However, 
this type of ring behavior may provide a minimal indicator for the occurrence of beam effects 
and their relative uniformity.   
5.5. Conclusion 
The results reveal a strong electron beam effect on the evolution of a simple 
environmental system consisting of metal particles in aqueous solutions.  Both beam-induced 
dissolution and growth occur as a function of the composition of the solution.  Simple models 
may describe the general response of the system in charge transfer limited and mass transport 
regimes. A composition should exist where the effective rates of reaction balance and mass is 
conserved in the region of interest.   
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5.6. Figures 
 
 
 
 
 
 
Figure 5.1. Schematic of the wet cell apparatus utilized in this study. 
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Figure 5.2. Time-lapse images of observed silver particles in 0.01 M Ag2SO4 (a, b), 0.005 M 
Ag2SO4 (c, d) and 0.0025 M Ag2SO4 (e, f) solutions. The beam current densities were 105 
mA/cm
2
, 26.3 mA/cm
2
 and 26.3 mA/cm
2
, respectively. 
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Figure 5.3. Change in silver particle size with time for three different samples. 
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Figure 5.4. (a) Rate of dissolution or growth of silver particles with different concentrations and 
beam currents.  The dotted line and the dashed line correspond to the growth and dissolution rate 
of silver, respectively. The dot-dashed line represents the combined theoretical fit of the data. (b) 
Rate of dissolution of silver particles in deionized water in various beam currents.  The dashed 
line represents a linear fit of the data while the dot-dashed line represents the diffusion limited 
kinetics. 
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Figure 5.4. (cont.) 
  
75 
 
 
 
 
 
Figure 5.5. Reconstructed images of the surrounding area of observation after (a) 90 s and (b) 
110 s exposure to the beam at 105 mA/cm
2
 and 26.3 mA/cm
2
, respectively.  The concentration of 
the solution was (a) 0.005 M and (b) 0.01 M.  Snapshots were taken from the recorded video and 
put together to obtain a single image. The outlined region is the main observation area. 
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Figure 5.5. (cont.) 
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Figure 5.6. (a) Current voltammetry results of silver deposition in the various Ag2SO4 solutions 
and (b) saturation current densities of each solution. 
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Figure 5.6. (cont.) 
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6. GRAIN BOUNDARIES AND PERCOLATION IN THE 
DEALLOYING OF GOLD-BASED ALLOYS 
6.1. Introduction 
Selective chemical or electrochemical dissolution of a less noble metal from a noble 
matrix through dealloying provides a simple approach to fabricating nanoporous structures. The 
flexibility of the process makes it uniquely suited to fabricating bulk nanoporous microstructures 
that have a number of potential applications including: catalysis, mechanical energy absorption, 
sensing, energy storage, or actuation [1-8].  The process has been applied to a number of bulk 
transition metal alloy systems with sample sizes ranging from nanometers to centimeters [9-11].  
The dealloying process could be mediated by either vacancy diffusion, interstitial diffusion, or 
surface diffusion [12-14].  In most cases where the reaction takes place at room temperature, it is 
believed that the surface diffusion is the dominant mediator. 
Dealloying is a special case of corrosion in a multicomponent system where the surface 
does not passivate or strongly chemisorb.  The exposure of the metallic surface to solution, 
which can enhance surface diffusion, allows the rearrangement of surface atoms.  Achieving 
these conditions in aqueous systems is easiest in systems such as Au and Pt that do not strongly 
interact with oxygen, which would suppress surface diffusion [15].  Dealloying of a broader 
range of chemistries may be achieved in non-aqueous solvents that preserve the metallic nature 
of the alloy surface [16, 17].  From this point of view, dealloying systems can serve as models 
for understanding the internal microstructural response of alloys to corrosion where one 
component preferentially reacts.  One such example would be the preferential corrosion of 
species from grain boundaries or the „wrinkling‟ of the surface oxide in Ni-Pt-Al alloys during 
81 
 
high temperature oxidation where Al preferentially oxidizes [18].  In such systems, the complex 
interactions between the corrosion products, surface passivating species, transport in the bulk and 
at surfaces, and microstructural defects make it difficult to isolate the influence of any particular 
process.   Alloys that dealloy can serve as model systems for investigating the role on defects and 
interfaces in affecting the internal corrosion of multicomponent systems with elements that have 
different redox potentials.  This work specifically investigates grain boundaries as either sites for 
preferential corrosion or as features suppressing corrosion. 
First, let us consider the general features of bulk dealloying of the lattice in systems 
where the reaction proceeds by surface mediated diffusion. A pattern forming instability – such 
as the one that promotes nanoporosity formation – will not be rate limited by the side of the 
interface that contains the growing phase (i.e., the pores).  Detailed kinetic studies based on in 
situ X-ray tomography indicate that the kinetics are interface reaction rate limited at steady state 
in the Au-Cu system [19].  Diffusion mediated rearrangement of Au surface atoms has been 
shown via simulation and experiment to limit the dissolution of Cu atoms and pore growth [20].  
In situ X-ray diffraction suggests that at low overpotentials, below the critical potential, 1-15 
monolayer passivating Au films form depending on the potential [21, 22].  In situ scanning probe 
microscopy has been used to show the initial selective etching of Cu, which can result in atomic 
layer-by-layer dissolution of atoms and the formation of atomic layer „pits‟ with diameters as 
small as several atoms. A critical concentration necessary for dissolving species, termed the 
parting limit, must be present in order to form a nanoporous network.  This concentration may be 
predicted from a modified percolation theory that accounts for the fact that the percolating 
network is wide enough to accommodate solvation by the electrolyte [23, 24].  The nanoporous 
dealloyed grains adopt the crystallographic orientation of the prior alloy grain.  Grain boundaries 
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introduce microstructural heterogeneity that influences percolation of the nanoporosity.  
Thermodynamically, the excess free energy associated with grain boundaries will effectively 
shift the critical potential associated with dealloying to lower values of overpotential locally, 
assuming they are isocompositional with the lattice.  However, grain boundary segregation 
should also locally affect the parting limit.  Segregation effects could potentially promote or 
suppress dealloying if the noble metal is deficient or excessive, respectively.  Both grain 
boundary energy and segregation exhibit significant anisotropy as a function of grain boundary 
character.  We anticipate that the details of the grain boundary network will influence both the 
nucleation and percolation of nanoporosity formed during dealloying. 
Preferential corrosion of grain boundaries and defects has been detailed in numerous 
studies for over a century [25].  The process is commonly used to etch alloy grain boundaries and 
dislocations to enable microstructural observation.  In most cases, the preferential corrosion 
process is deleterious and can limit the performance of the material. In the prototypical Au-Ag 
dealloying system, grain boundaries preferentially react, appear to serve as pore nucleation sites, 
and enhance percolation from the surface into the bulk [26, 27].  Au is not anticipated to 
segregate significantly to Ag grain boundaries [28].  If Au segregation occurs it could passivate 
grain boundaries and limit propagation of the reaction.  While certain alloying elements are 
known to suppress corrosion in specific systems, the relative contributions from thermodynamics 
and kinetics can be unclear.  Au segregation occurs in Cu-Au alloys primarily driven by the 
atomic size mismatch effect [29].  It is anticipated that segregation of the nobler element should 
suppress grain boundary corrosion, especially when the reaction propagates along the boundary.  
However, when the corrosion reaction intersects this interface normal to the direction of 
propagation, the response of the interface is difficult to predict.   
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This work seeks to investigate the role of grain boundaries and segregation in affecting 
the reaction pathway during dealloying reactions by comparing the response of Ag-Au and Cu-
Au alloys that display contrasting Au segregation behavior.  In order to highlight the role of 
grain boundaries, we characterize samples where the average grain size is comparable to the 
characteristic pore size evolved during dealloying.  A combination of ex situ and in situ 
dealloying studies provide insights into the reaction pathways associated with the initial stage of 
porosity nucleation and growth. 
6.2. Experimental 
Ag-Au and Cu-Au thin films were grown using magnetron co-sputtering from Ag, Cu 
and Au targets accordingly.  The films were deposited to a thickness of approximately 50 nm 
with a deposition rate of ~0.1 nm/s.  For Cu-Au, several different compositions (10, 17.5, 25, 
32.5 and 40 at% Au) were obtained by controlling the power applied at each target during 
sputtering.  The thickness and the composition of the films were confirmed by Rutherford back-
scattering (RBS). 
For in situ transmission electron microscopy (TEM) studies, the films were patterned on 
to SiNx support windows (Ted Pella Inc., Redding, CA).  Details of the sample preparation 
method on these support windows can be found in Chapter 3.  The counter electrode was a gold 
film and the electrolyte was H2SO4 (Fisher Scientific) diluted in deionized water to a pH of 2.  In 
situ TEM was carried out in a JEOL 2010LaB6 microscope with a beam acceleration voltage of 
200 kV.  A relatively low beam current density (0.05 mA/cm
2
 or less) was used to minimize any 
beam effects.  As long as the system response to the external potential overwhelms the effects of 
the beam, data can be collected reliably.  The observed reaction rates of dealloying were 
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approximately three orders of magnitude faster than the reaction rates due to beam effects at this 
beam current density as measured in a previous study [30].  Additionally, prior to applying a 
potential, the specimen was kept under observation conditions for the duration that would be 
required for the actual experiment to ascertain that no observable electron beam effects were 
present.  The dealloying reaction was triggered by applying a constant potential of 1.0 V using a 
computer controlled potentiostat (Biologic SP-200).  The potential was carefully chosen after 
several ex situ cyclic voltammetry (CV) tests with and without a reference electrode such that an 
equivalent potential could be realized regardless of the presence of a reference electrode. 
The thin films utilized for ex situ experiments were deposited concurrently with those for 
the in situ TEM studies, only on glass substrates.  The various electrochemical analyses were 
carried out in the same sulfuric acid electrolyte, with a Cu/CuSO4 reference electrode (Tinker 
and Rasor, San Bernadino, CA) and a large area gold film on glass as the counter electrode, all 
controlled by the same potentiostat as above.  Scanning electron microscopy (SEM; JEOL 7000F) 
was performed to characterize the dealloyed thin film after each corresponding experiment. 
The composition of several individual grains and grain boundaries were measured by 
energy-dispersive X-ray spectroscopy (EDS) equipped in the TEM.  The acceleration voltage 
was 200 kV and the probe size was ~1 nm.  Assuming the beam collects data from a cylindrical 
region of the sample with a diameter of 1 nm and the grain boundary is a plane in the center of 
the cylinder, the grain boundary composition, ,total GBN  (at%), can be obtained by the following 
equations [31]: 
 , , ,
1
total GB bulk area excess GB
area
N C C

   (6.1) 
 , , ,
4
excess GB meas bulk meas GBC N N w

   (6.2) 
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Here, 
area  is the average planar density (atoms/nm
2
) of the alloy lattice, 
,bulk areaC  is the bulk 
average planar concentration of Au, 
,meas bulkN  and ,meas GBN are the measured compositions (at%) 
at the middle of the grain and the grain boundary regions, respectively, w is the probe size, and 
  is volume density (atoms/nm3) of the alloy lattice. 
6.3. Results 
Figure 6.1 plots the results of cyclic voltammetry and potentiostatic dealloying of Ag3Au 
and Cu3Au. SEM images associated with the potentiostatic dealloying of Ag3Au at 0.7 V vs. 
Cu/CuSO4 is shown in Fig. 6.2.  The samples were imaged at different levels of dealloying 
between 0 and 100%, where the degree of dealloying was calculated based on the assumption of 
perfect coulombic efficiency.  The characteristic grain size of the as-deposited Ag3Au sample is 
~20 nm.  The results clearly indicate preferential etching of the grain boundaries in the sample.  
The width of the etched boundaries increases with increasing dealloying time.  Only a fraction of 
the grain boundaries dealloy, evolving a percolating network.  Intragranular pores only appear at 
the surface after ~60% of the Ag has been etched.  The reduction in surface roughness and the 
areal fraction of pores suggest that a significant portion of the Ag must have been etched directly 
from the surface.  Measurements of the sample cross-section before and after dealloying indicate 
a ~10% reduction in sample thickness. 
Figure 6.3 shows SEM images of Cu-Au samples of different composition completely 
dealloyed, based on the theoretical coulombic capacity.  Samples were also dealloyed at 
potentials between 0.8 and 1.2 V vs. Cu/CuSO4, and limited differences were observed in the 
samples after completing the reaction. SEM images of Cu3Au potentiostatically dealloyed at 1.2 
V vs. Cu/CuSO4 to different degrees are shown in Fig. 6.4.  For all potentials, degree of 
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dealloying, and compositions between 17.5 and 40 at% Au, preferential etching of grain 
boundaries is not observed to be prevalent.  For 10 at% Au samples, preferential dealloying of 
the grain boundaries is clearly observed. In samples where the grain boundaries remain primarily 
unreacted, early stages of dealloying appear to be quite heterogeneous, with samples displaying 
regions of nearly completely dealloyed material and regions remaining nearly unaffected.  Grain 
boundaries separate the regions between the dealloyed material and the surrounding matrix.  
Similar results are observed for samples with larger grain sizes (Fig. 6.5).  The heterogeneity in 
the partially dealloyed samples suggests that the process may be nucleation limited and the fact 
that the length scale of the dealloyed region exceeds that of the grain size implies that the 
reaction front propagates across some grain boundaries.  However, inferring the reaction 
pathway from the ex situ results is difficult.  This is because it is unclear if the partially reacted 
samples were halted while the reaction was propagating through these interfaces or if the 
interfaces themselves imposed a barrier on reaction. 
In situ TEM was used to probe the nucleation and growth of these nanoporous regions.  
Figure 6.6 shows the results for in situ dealloying of Cu3Au at 1.0 V in the TEM.  The 
experiments were performed at low beam current density in order to mitigate any possibility for 
beam induced reactions [30].  This makes it difficult to distinguish the individual grains in the 
microstructure which are ~20 nm.  The region observed is almost unaffected by the applied bias 
for ~2 min until a ~0.13 µm
2
 region rapidly dealloys.  The surrounding regions remain 
unaffected, until subsequent nucleation and growth events cause them to dealloy.  The local 
reaction rate exceeds the average rate by a factor of ~10.   A small degree of pore coarsening is 
observed in the dealloyed regions after the initial pore formation.  Notably, the reaction nucleates 
in a small region, percolates rapidly, and then subsequent propagation to neighboring regions is 
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completely suppressed. This behavior is consistent with the ex situ results that suggest that the 
grain boundaries surrounding the dealloyed region act as a barrier to further propagation. 
The distribution of grain boundary compositions of Cu3Au and Ag3Au samples, measured 
by energy-dispersive X-ray spectroscopy (EDS) and calculated as described in section 6.2, is 
provided in Fig. 6.7.  Note that the planar compositions of the grain boundaries are shown in the 
figures.  Cu3Au exhibits strong segregation, while Ag3Au does not.  The average Au composition 
at the boundary is ~50 at% in Cu3Au, while it is ~15 at% in Ag3Au. 
6.4. Discussion 
Grain boundaries play a clear role in affecting nucleation and propagation of the 
dealloying reaction.  This is consistent with what is well known about corrosion in general: that 
is, certain grain boundaries resist corrosion depending on their composition and character [32, 
33].  A large fraction of grain boundaries in Ag-Au tend to preferentially corrode relative to the 
lattice.  Starting with grain sizes comparable to the expected characteristic pore size results in a 
microstructure where the bulk of the free volume evolved during dealloying localizes to the 
interfaces.  Small pores are observed in the lattice only after significant dealloying has occurred.  
Our results for Ag-Au alloys are consistent with prior reports in the literature, where preferential 
dealloying of the grain boundaries occurs, followed by dealloying of the lattice [26, 27]. 
While certain grain boundaries in the Cu-Au appear to preferentially etch, the majority of 
the dealloying (in samples with more than 10 at% Au) occurs first in the lattice.  This conclusion 
is based on the observation that the majority of pores lie within the body of the grains.  While the 
dealloying reaction nucleates in the lattice, it must propagate across grain boundaries if it is to 
continue through a polycrystalline matrix.  The combination of in situ and ex situ 
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characterization clearly demonstrates that a large fraction of the grain boundaries act as a barrier 
for dealloying to occur across them.  The corrosion resistance of the grain boundaries correlates 
well with Au grain boundary segregation, which should inhibit a percolative path for dealloying.  
It should be noted that models for the parting limit are only accurate if the percolation threshold 
accounts for the diameter of a solvation shell necessary to coordinate the species on the surface 
[23, 24].  The parting limit for bulk Cu-Au alloys is known to be ~45 at% Au [23, 34], which is 
comparable to the average grain boundary composition of 50 at% Au in Cu3Au.  The size of the 
heterogeneously dealloyed regions increases with decreasing Au concentration (from ~1.7×10
3
 
nm
2
 to ~6×10
4
 nm
2
 for 40 and 10 at% Au, respectively), and their number density decreases 
(from ~8.5 µm
-2
 to ~3 µm
-2
 for 40 and 10 at% Au, respectively), as depicted in Fig. 6.8.  This is 
consistent with the notion that the reaction may propagate through more grain boundaries as the 
average concentration of Au at the grain boundaries decreases along with the bulk Au 
concentration. 
The in situ TEM results demonstrate that the dealloying process in Cu3Au is nucleation 
limited.  The following results support this claim: the time between nucleation events is 
relatively large, the regions between dealloyed regions are quite stable, and the local reaction 
occurs much faster than the average rate.  The observed nucleation limited reaction suggests that 
the initial reorganization of Au surface atoms will introduce the largest overpotential for the 
reaction.  This is consistent with prior reports in the literature, based on in situ scanning probe 
microscope and X-ray diffraction on single crystals, which indicate significant atomic 
reorganization must occur in the initial stages of dealloying to overcome Au surface passivation 
[21].  The dealloying reaction tends to terminate at a fixed boundary and subsequent dealloying 
of the adjacent grains will only occur by a separate nucleation event. We hypothesize that the 
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boundary surrounding dealloyed regions correlates with a set of grain boundaries that are Au rich 
and inhibit propagation of the dealloying reaction across them.  The effect of grain boundaries as 
reaction barriers are observed more clearly in larger grained Cu3Au samples (Fig. 6.5).  
The results may be treated in the context of a statistical model that estimates the 
minimum fraction of grain boundaries through which the reaction must propagate, f, in order to 
produce a certain reacted domain size.  The minimum number of reacted boundaries must be n–1, 
where n is the number of grains in a reacted domain.  The total number of boundaries which 
could have reacted, B, is the sum of the number of boundaries within the domain and those 
bounding the domain.  The distribution of f = (n–1)/B (Fig. 6.9) describes how the probability for 
the reaction to penetrate the boundary is distributed amongst the different domains.  Both the 
peak in the distribution and the overall weighted average of the distribution provide a similar 
estimate of the fraction (~0.21) of boundaries to be susceptible to reaction.  If we take the grain 
boundary composition distribution in Fig. 6.7a and re-plot it in the form of cumulative frequency 
(Fig. 6.10), we can find that ~0.21 of the boundaries have a composition of less than ~40 at% Au.  
This indicates that for the potential window and time scales investigated, grain boundaries with 
compositions approximately 40 at% Au or less were the ones that primarily reacted.  The overall 
results suggest that as the grain boundary composition approaches the bulk parting limit, ~45 at% 
Au, these boundaries become passive in a manner consistent with the bulk behavior. 
For the 10 at% Au samples, the Au composition at the grain boundaries is likely too low 
to inhibit the reaction.  While the Gibbs isotherm suggests that Au segregation will still occur in 
this composition range, it is likely that the thermodynamic effect – grain boundary energy – is 
significant enough to localize the reaction to the boundaries.  This result is consistent with the 
Ag-Au samples, as the preferential dealloying of the boundaries related to thermodynamic rather 
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than kinetic effects, since the presence of a boundary intersecting the surface will not 
significantly alter the surface diffusivity. 
It should be noted that the thin films utilized in this study had columnar microstructures.  
In bulk samples, the grain boundary network will be topologically distinct.  The statistical 
approach applied on our two-dimensional samples will be qualitatively consistent with three-
dimensional microstructures, but may differ quantitatively. 
 
6.5. Conclusion 
The role of the grain boundaries in the dealloying reaction propagation of polycrystalline 
alloys has been investigated.  In the case of Ag-Au, where there is no grain boundary segregation 
of passivating Au atoms, initial dealloying propagates along the grain boundaries.  On the other 
hand, for Cu-Au, where there is significant segregation of Au atoms at the grain boundaries, 
dealloying initiates primarily at the lattice and only propagates to a fraction of neighboring grains.  
The segregated grain boundaries act as a reaction barrier, forming domains of grains where 
lattice dealloying occurred.  Statistically, there is good agreement between the fraction of grain 
boundaries that were able to react and the corresponding grain boundary composition, and the 
parting limit composition of dealloying. 
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6.6. Figures 
 
 
 
 
(a) 
Figure 6.1. (a) Cyclic voltammetry and (b) potentiostatic dealloying current responses of Cu3Au 
and Ag3Au alloys.  The scan rate for cyclic voltammetry was 1 mV/s.  Potentiostatic dealloying 
was carried out at 0.8 V and 0.7 V vs. Cu/CuSO4 for Cu3Au and Ag3Au, respectively. 
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(b) 
Figure 6.1. (cont.) 
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Figure 6.2. SEM images of the Ag3Au film (a) as-deposited and after (b) 20%, (c) 40%, (d) 60%, 
(e) 80%, and (f) 100% of the dealloying reaction has occurred.  The degree of reaction is based 
on the assumption of perfect coulombic efficiency.  The size of the scale bars is 100 nm. 
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Figure 6.3. SEM images of fully dealloyed Cu-Au alloys with varying initial compositions.  The 
initial compositions were: (a) 40, (b) 32.5, (c) 25, (d) 17.5 and (e) 10 at% Au.  The size of the 
scale bars is 100 nm. 
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Figure 6.4. SEM images of partially dealloyed Cu3Au after (a) 20%, (b) 40%, (c) 60%, (d) 80% 
and (e) 100% reaction.  The degree of reaction is based on the assumption of perfect coulombic 
efficiency.  The size of the scale bars is 500 nm. 
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Figure 6.5. SEM images of Cu3Au with larger grains (a, c) before and (b, d) after 20% of the 
reaction occurred.  The degree of reaction is based on the assumption of perfect coulombic 
efficiency.  The size of the scale bars is (a, b) 500 nm and (c, d) 100 nm. 
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Figure 6.6.  Time lapse images during dealloying of Cu3Au obtained by in situ TEM.  The scale 
bars are 200 nm. 
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(a) 
Figure 6.7.  Distribution of the Au composition of the grain boundaries of (a) Cu3Au and (b) 
Ag3Au. 
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(b) 
Figure 6.7. (cont.) 
 
 
  
100 
 
 
 
 
 
 
 
 
 
Figure 6.8. SEM images of Cu-Au alloys of varying initial compositions after 20% of the 
reaction occurred.  The initial compositions were: (a) 40, (b) 25 and (c) 10 at% Au.  The degree 
of reaction is based on the assumption of perfect coulombic efficiency.  The size of the scale bars 
is 1 µm. 
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Figure 6.9. Distribution of the fraction of propagated grain segments, f = (n–1)/B, in Cu3Au after 
20% of the dealloying occurred, based on the assumption of perfect coulombic efficiency. 
 
  
102 
 
 
 
 
 
 
 
 
Figure 6.10. Cumulative distribution of the Au composition of the grain boundaries of Cu3Au.  
The boxed area represents the fraction of grain boundaries that have reacted (~0.21) and their 
compositions.  The dashed line indicates the bulk parting limit composition. 
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7. MORPHOLOGICAL CHANGES IN AND AROUND TIN 
ELECTRODES DURING LITHIUM ION CYCLING
3
 
7.1. Introduction 
Cycling a lithium ion battery pack built for a plug-in hybrid electric vehicle with 12 kWh 
of energy 1000 times (daily recharging for ~3 years) moves approximately 200 moles of lithium 
over a total distance of ~0.1 meters.  During each cycle these lithium atoms must cross two solid-
liquid interfaces whose potential differ by ~4 volts and be accommodated by electrodes that 
typically undergo several percent change in volume.  In order to avoid capacity fade, the final 
positions of all the atoms should be statistically equivalent to their initial positions.  Extremes 
encountered with respect to electrochemical potential, potential gradients, mass transport rates, 
electron transport rates, thermal generation, opportunities for irreversible and side reactions, et 
cetera make achieving this condition very difficult.  From a practical point of view, many 
batteries lose a significant fraction of their capacity (10%-100%) during cycling and it is not 
clear where all of the lithium finally resides, why it is no longer electrochemically accessible, 
and how to tailor the initial system to affect this final state. Understanding the basic processes 
associated with degradation and the complex coupling between localized non-equilibrium events 
continues to present significant barriers to improving engineering design.  In situ characterization 
techniques, performed in the most realistic possible simulated environments, provide 
opportunities to analyze aspects of these complicated phenomena and their interrelationships.  
This work seeks to demonstrate in-situ lithiation and delithiation of high strain Sn electrodes in 
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the transmission electron microscope performed in commercial electrolyte.  The approach 
simultaneously captures information about the co-evolution of the electrodes and the electrolyte. 
Recent advances in the use of vacuum stable ionic liquids have enabled nanoscale 
characterization of lithiation by electron microscopy [1, 2].  The studies provide insights into the 
effects of volumetric strain on defect formation, mechanical damage, and morphological changes.  
In-situ solid-state battery cycling has also been attempted [3], and much has been learned from 
in-situ observation of direct reactions between electrodes and Li/Li2O [4].  A potential benefit 
should be derived from performing experiments in commercial electrolytes where more realistic 
interactions between electrodes and electrolyte may be captured.  For example, the role of solid-
electrolyte interphase (SEI) on influencing subsequent reactions or coupled chemomechanical 
effects that might occur at solid-liquid interfaces during intercalation.  Recent developments 
utilizing environmental cells to perform experiments in liquids and gases under a variety of 
external stimuli is enabling new opportunities to characterize batteries in-situ in realistic 
operational environments [5-8]. 
Ross and coworkers performed early in-situ electrochemistry in the TEM [7].  Their work 
characterized the electrodeposition rate of copper and related it to the I-V response.  The current 
work demonstrates use of a wet cell to confine a small volume of commercial electrolyte 
between electron transparent windows supporting lithium ion electrodes.  In situ cycling of Sn is 
demonstrated and compared with results from ex situ. 
7.2. Experimental Methods 
Battery electrodes were prepared on silicon-supported silicon nitride (a-SiNx) window 
grids or „chips‟ (Ted Pella, Redding, CA) by the procedure described as follows.  Sn electrodes 
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were patterned on the chips using photolithography such that only part of the electrode was on 
the SiNx window. The electrodes were grown to ~60 nm thickness, as measured by a quartz 
crystal microbalance.  A Cu current collector layer was patterned over part of the Sn electrode 
using a shadow mask.  The Cu layer was intentionally limited such that it did not cover any part 
of the window region.  This deposition was performed at an angle such that some of the film was 
also deposited onto the sides of the chips.  Patterned Ti/Au films were sputtered onto the 
opposite side of the chip to serve as the bonding pad for microwires, which provided access to 
the external circuit.  The deposition was performed at an angle that allows the gold access to the 
sides of the chip as well, thus creating an electrical contact with the Cu layer on the other side. 
Finally, Al2O3 films were deposited on the same face of the chip as Sn and Cu, with a shadow 
mask blocking off the window region.  This served as the insulating spacer between the top and 
bottom chips. 
A Li metal electrode was evaporated on the second chip.  Again, the area of deposition 
was controlled through the use of a shadow mask.  Prior to Li film deposition, Au was deposited 
on the other side of the chip in the same manner as described above.  The batteries were 
assembled inside of a dry argon filled glove box immediately following the Li film deposition.  
Liquid electrolyte, 1 M LiPF6 in 1-to-1 ethylene carbonate dimethyl carbonate, was dispensed 
between the two chips, with the chip containing the Sn electrode on the bottom.  The wires were 
fed through the holes in the top and bottom of the cell and the top enclosure was screwed into the 
bottom piece of the enclosure. The wires were then bonded to feed through wires that are built 
into the custom fabricated TEM specimen rod [5].  Samples typically have liquid layer thickness 
on the order of 500 nm, with significant variation across the membrane. 
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The batteries were discharged and charged in-situ under constant voltage at 0.01 and 2.0 
V, respectively.  Special effort was made to image the electrodes under a variety of conditions to 
ensure that the electron beam did not affect the structure or morphology of the Sn electrodes 
during observation.  Data was collected using a series of short exposures to minimize the 
electron dose.  Previous work specifically characterized the rate of electron beam induced 
decomposition of non-aqueous liquids [9], and suggested such acquisition should optimize the 
experiments. 
For ex-situ experiments, Sn thin films (~60 nm) were grown on copper. These electrodes 
were assembled in Swagelok cells and cycled at a 0.2 C-rate. The electrodes were characterized 
by focused ion beam (FIB) – scanning electron microscope (SEM) before and after each process 
step. 
7.3. Results and Discussion 
The current response associated with constant voltage lithiation and delithation at 0.01 
and 2 V, respectively, are shown in Fig. 7.1.  Note that the lithiation capacity exceeds the 
electrode capacity by over an order of magnitude.  Much of this excess capacity may be 
attributed to SEI formation upon lithiation of Sn. Upon delithiation the initial current is 
considerably larger and visually the reaction propagates much faster in the microscope.  Figure 
7.2a shows a series of electron diffraction patterns acquired in-situ during lithiation of Sn.  
Although the diffraction is relatively complex, the formation of Li2Sn5 clearly occurs.  The 631 
and 711/417 reflections distinguish the lithiated phase from Sn, which has much weaker 
neighboring 411/420 reflections. Several of the more Li rich phases are difficult to distinguish 
from Li2Sn5 by electron diffraction, given the large number of peaks with similar d-spacings. The 
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lithiation rate proceeded exceedingly slow, with partial lithiation occurring over a period of tens 
of hours, which required the process to be completed ex-situ.  Other in-situ TEM studies observe 
reductions in ion diffusivity in aqueous solutions reduced by an order of magnitude, due to 
confinement [7]. A similar reduction in ionic diffusivity would cause this system to fully charge 
in ~10-20 hours.  The average intensity of the diffraction spots decreases with time and similar 
results have been observed during imaging (i.e. the image darkens due to beam exposure).  The 
electron beam can introduce similar effects, but the total exposure used here may not account for 
the total reduction in intensity. The decreasing intensity results from an increase in mass 
thickness, either through density or thickness variation.  Ex situ SEM imaging indicates the 
formation of a reasonably thick (~200 nm) SEI layer associated with the lithiation process, which 
helps explain the intensity variation observed.  SEI formation on Sn is well known to occur and 
has been observed in numerous studies.  Lithium diffusion through SEI will be reduced relative 
to the pristine electrolyte.  In traditional batteries, Li diffuses approximately perpendicular to the 
SEI film, limiting its total path length, however for the in-situ study, Li must diffuse parallel 
along or through the SEI.  This may significantly extend the diffusion path length for Li through 
the SEI.  Figure 7.2b depicts Sn samples imaged in the environmental cell before and after ex-
situ lithiation.  This allows the sample to be fully lithiated without exposure to atmosphere.  The 
Sn particles maintain similar morphology, but undergo significant volume expansion as 
anticipated.   
The sample lithiated ex-situ in the environmental cell was subsequently delithiated in-situ, 
as shown in Fig 7.3.  The average image intensity, even in regions with relatively little Sn-Li, 
increases during the process.  The change in intensity suggests dissolution of SEI occurs.  The 
electron beam decomposes the electrolyte and leads to a loss in image intensity under all 
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conditions.  This indicates that the electron beam cannot account for the increase in intensity.  
Dissolution of SEI during delithiation observed in-situ is in qualitative agreement with ex-situ 
results (see Fig. 7.4), which indicate that the average SEI thickness reduces by >50% during 
delithiation and is almost completely dissolved in some areas.  While SEI formation has been 
well explored in the literature, the cyclic nature of partial dissolution and formation of SEI has 
not been well detailed.  This lack of a stable SEI will severely limit the cycle life of a Sn 
electrode in EC:DMC LiPF6.  The in-situ delithiation rate substantially exceeds the lithiation rate.  
The dissolution of SEI during delithiation may promote this enhanced transport.  The results 
support the notion that the SEI impedes Li diffusion during the in-situ lithiation. Delithiation 
proceeds via the formation of nanoscale porosity in the anode particles.  The generation of free 
volume accommodates the strain associated with delithiation.  The penetration of these pores as 
broad fronts rather than cracks suggests that the process is primarily surface diffusion mediated 
rather than plasticity mediated. Such morphological evolution often occurs during dealloying 
reactions [10], has been speculated to occur in Sn anodes, and may be observed in micrographs 
of cycled Sn-based electrodes reported in the literature [11]. 
Based on the pore volume measured from the images, the average C-rate in the field is ~3 
C, while the average measure electrochemically is ~12 C.  Local variations could account for 
some of the discrepancy, as the edges of the electrode would be expected to react first.  SEI 
dissolution could also contribute some excess current. Overall, the morphological changes upon 
delithiation provide structural stability that can prevent the severe mechanical degradation 
typical of other systems, such as Si.  However, the instability of the SEI likely drives rapid 
degradation of the electrolyte that will ultimately limit the cycle life of the battery. 
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Additional focus should be made on the porous structure evolution during delithiation.  
This type of morphological evolution closely resembles the dealloying process, where a porous 
structure is left behind as one element departs the combined system (alloy).  This relation enables 
a new approach for understanding the behavior of alloying electrode materials for energy storage.  
The process of dealloying is a well-studied field, starting from when the focus was largely on its 
prevention as a corrosion process to recent years where it is gathering renowned interest as a 
simple and controllable method to produce nanoporous materials.  While much of the research 
on the dealloying process was focused on model gold-based systems, the theoretical insights that 
have been established from it can be applied to other cases. 
The dealloying process is mainly mediated by two factors: surface diffusion and bulk 
diffusion [12, 13].  The extent to which mechanism dominates will be heavily dependent on the 
properties of the system.  For most common alloys (in particular, gold-based alloys) at room 
temperature, the surface diffusion mechanism is thought to be the primary driving force [10].  
This is based on the fact that bulk diffusion mechanisms are kinetically unfeasible at room 
temperature.  Indeed, it has been found that when dealloying is performed at elevated 
temperatures, the bulk diffusion mechanism begins to manifest and affects the resulting porous 
structure significantly [14].  This type of dealloying leads to an inversed dendrite-like evolution 
of the pores as opposed to a bi-continuous porous network typical of surface diffusion mediated 
dealloying cases.  This particular process closely resembles the delithiation process of SnLix.  
Lithium is capable of diffusing through the tin base metal matrix and room temperature and the 
process is identical to dealloying based on bulk diffusion mechanisms.  The resulting porous 
structure is also equivalent: as can be seen in Fig. 7.3, the pores created by the process „grows‟ 
into the particle from the surface, which is indicative of the inverse dendritic formation of the 
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pores.  This link between the two fields makes it possible to approach the goal of understanding 
the evolution of lithium ion battery electrodes in a more efficient way. 
The next step would be to investigate the effects of the porous structure evolution on 
subsequent cycling of the electrodes.  Topological images obtained after one full cycle of 
lithiation/delithiation show that noticeable roughening of the particles have occurred during the 
reaction (Fig. 7.5b).  Further cycling induces additional roughening (Fig. 7.5c), although the SEI 
on the surface makes it difficult to observe clearly.  Note that the SEI had been partially removed 
with oxygen plasma etching before each imaging session in an attempt to achieve direct 
observation of the electrode morphology.  The large amount of residual SEI after the second 
cycle, even after oxygen plasma treatment indicates that a thicker SEI layer was formed and/or 
the SEI composition became more resistant to etching.  SEI is a combination of a variety of 
different compounds [15, 16], and it may be that the additional cycle of formation and active 
etching resulted in an enrichment of etching resistant components in the SEI.  It is also possible 
that the combined effect of the cyclic nature of SEI during lithiation/delithiation and the 
morphological changes of the Sn particles created regions of SEI that is embedded within the Sn 
particles, preventing it from being etched.  Detailed investigation of the SEI composition, and, if 
possible, mapping of the SEI locations would need to be carried out in order to further elucidate 
this matter. 
While SEI can be problematic to probe the topological details, it is possible to focus 
primarily on the Sn particles in TEM, thanks to the high contrast offered by the heavy element.  
TEM images before and after two lithiation/delithiation cycles show the remnants of the initial 
pore formation as well as an increased roughness (i.e., additional contrast changes within the 
grains) of the particles, which is in agreement with the topological observations (Fig. 7.6).  It is 
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possible that some of the pores within the grains – those that show less contrast difference, such 
as the region marked with the arrow in Fig. 7.6c – have become partially filled again upon 
additional cycling.  This would support the model of isolated SEI within the particles, although it 
is only suggestive here as it is difficult to distinguish shallow holes on the surface versus voids 
within the material with TEM.  After four cycles of lithiation/delithiation, a complex 
morphology can be seen to have been developed in many of the particles (Fig. 7.7).  The exact 
process of this morphological change is unclear: it may be due to the repetition of pore 
generation and refilling, and/or the result of partial amorphization of the Sn particles during 
reaction.  In the present work, changes in the electrode morphology was not carried out for 
additional cycles due to the limitations in experiment – that is, the extensive SEI that limits the 
observation of topological changes and the low endurance of the SiNx membranes used for TEM 
experiments.  If these limitations could be overcome, additional investigation of the effects of the 
porous structure evolution on multiple cycling would prove insightful in improving the cycle life 
of these electrodes. 
7.4. Conclusion 
This work investigated in-situ lithiation and delithiation of Sn thin film electrodes cycled 
in 1 M LiPF6 EC:DMC electrolyte. The use of commercial electrolyte enables imaging of the 
dynamic interactions between the electrode, SEI, and electrolyte.  The study indicates that SEI 
forms and partially dissolves during lithiation and delithiation, respectively.  Sn thin films 
accommodate strain during lithiation without significant morphological changes, but form 
nanoscale porosity and surface roughness during dealloying.  This type of morphological 
evolution closely resembles that of the dealloying process of materials, especially the case where 
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bulk diffusion mediates the process.  The connection provided here could be further developed to 
help elucidate the understanding of the structural evolution in alloy electrode materials. 
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7.5. Figures 
 
 
 
 
 
Figure 7.1. Current response associated with the Sn samples that were lithiated and delithiated 
in-situ under constant voltage conditions (0.01 and 2 V, respectively) 
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Figure 7.2. (a) Time-lapse electron diffraction demonstrating the lithiation of Sn thin film 
electrodes at a constant voltage of 0.01 V.  Note that the relative intensities of the different rings 
are expected to vary and some may not be observed due to both this fact and thin film texture. (b) 
Images of a Sn sample imaged within the environmental cell before and after ex-situ lithiation.  
The images are from different regions of the same sample, which had a relatively uniform 
microstructure throughout.   
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Figure 7.3. Time-lapse images depicting partial delithiation of a SnLix alloy at a constant voltage 
of 2.0 V. 
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Figure 7.4. Focused ion beam cross-section micrographs of a Sn electrode on Cu after (a,b) 
lithiation and (c,d) delithiation.  The layer below the Pt is SEI, whose thickness reduces 
significantly during delithiation. 
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Figure 7.5. SEM images of the topology of a Sn electrode (a) before cycling, (b) after one and (c) 
two cycle(s) of lithiation/delithiation.  All images are of the exact same region.  The SEI was 
partially etched away with oxygen plasma treatment prior to taking the images of (b) and (c). 
Scale bars are 200 nm.  
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Figure 7.6. TEM images of a Sn electrode (a) before and (b) after two cycles of 
lithiation/delithiation.  The reaction was carried out in the same setup as the in situ experiments, 
only placed outside of the TEM. Scale bars are 300 nm. 
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Figure 7.7. TEM image of a Sn electrode after four cycles of lithiation/delithiation.  The reaction 
was carried out in the same setup as the in situ experiments, only placed outside of the TEM. 
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8. CONCLUDING REMARKS 
8.1. Summary and Outlook 
The dealloying process has been studied for many decades, and much information is now 
available.  However, these investigations have been relatively limited to model systems, namely, 
gold-based alloys in single crystal form.  While such focus has led to a deeper understanding of 
the process, it should now be expanded to a wider variety of systems.  This study provides two 
different examples of this: stepping toward more realistic systems as in investigating the role of 
defects in the dealloying of polycrystalline materials; and applying dealloying principles to other 
non-typical dealloying systems, in particular, energy storage applications.  By implementing 
defects, namely, grain boundaries, into the current model system, not only will it increase the 
understanding of the phenomenon and the roles that these defects play in the process, but it may 
also serve as model systems for other, more complex, systems such as the preferential corrosion 
of species from grain boundaries or the „wrinkling‟ of the surface oxide in Ni-Pt-Al alloys during 
high temperature oxidation where Al preferentially oxidizes [1].  The results of this study show 
that grain boundaries affect the method of propagation of dealloying in gold-based alloys owing 
to its properties of component segregation.  Additional work on the roles of other defect 
properties, for example, the effect on diffusion pathways, would help elucidate the understanding 
of the dealloying process in realistic systems further. 
Application of dealloying to additional systems is another important direction of 
expansion.  The dealloying of Li-Sn alloys have been studied here, showing how the system 
response to the loss of lithium can be explained with principles of dealloying.  This connection 
has a number of important prospects.  The morphological changes of Li alloy metals have been 
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studied extensively in the search for reliable, higher capacity Li ion battery electrodes.  
Identifying that the process has a rich history of investigation can bring large advancements in 
understanding the behavior of the alloy electrode materials in a relatively short amount of time.  
Dealloying research will also benefit from this connection in that Li alloy materials can serve as 
promising model systems that exhibit the bulk diffusion mechanism of dealloying, a field that 
had not been able to be studied as much as the gold-based surface diffusion model system due to 
the lack of a suitable model system.  The ability to carry out bulk diffusion mediated dealloying 
reactions at ambient temperature allows for the investigation of these systems to be carried out 
more easily.  Another important aspect of further study would be on the response of the system 
to the cyclic reaction, typical of rechargeable battery electrodes.  Phenomena such as the porous 
structure evolution and its effect on multiple reaction cycles, or the possible effect of 
amorphization of the materials during reaction are important aspects in understanding and 
improving the reversibility of these electrode materials.  These principles may also be applied in 
the context of dealloying to help engineer the fabrication of various porous structures. 
The investigations of this study were possible thanks to the new in situ environmental 
transmission electron microscopy (TEM) technique, which has been characterized and applied to 
studying the two different major dealloying systems successfully.  As has been demonstrated, 
environmental TEM shows good promise in the capability to dynamically observe phenomena in 
nanometer scale to further elucidate their properties.  It serves as a good method to probe 
intermediate length scales that lay between atoms and bulk materials, thereby providing a link 
between the two realms.  In particular, it shows great strength in probing the properties and roles 
of grains and grain boundaries.  In addition, the capability to observe specimens in a variety of 
non-vacuum environment makes it a versatile tool to observe situations that were previously 
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impossible to achieve.  It is therefore a very useful tool toward investigating more realistic 
systems.  However, care must be taken as the irradiation effect of the electron beam can be very 
strong, harming certain samples.  Introducing a strong ionizing beam to non-vacuum 
environments, however small, is a new thing, and unexpected phenomena may indeed happen, 
some of which were demonstrated in this work – i.e., oxidation of noble metals and dissolution 
or growth of metal particles from electrolytes.  Further studies into illuminating the effects of the 
beam under a variety of situations will prove useful to widen the spectrum of capabilities and 
applications of the technique. 
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