We investigate when a natural iterative method converges to the exact solution of a differential-functional von Foerster-type equation which describes a single population depending on its past time and state densities, and on its total size. On the right-hand side, we assume either Perron comparison conditions or some monotonicity.
Introduction
Von Foerster and Volterra-Lotka equations arise in biology, medicine, and chemistry, [1] [2] [3] [4] [5] . The independent variables x j and an unknown function u stand for certain features and densities, respectively. It follows from this natural interpretation that x j ≥ 0 and u ≥ 0. We are interested in the first model, which is essentially nonlocal, because it also contains the total size of population u(t,x)dx.
Existence results for certain von Foerster type problems has been established by means of the Banach contraction principle, the Schauder fixed point theorem, or iterative methods, see [6] [7] [8] [9] [10] . Just because of nonlocal terms, these methods demand very thorough calculations and a proper choice of subspaces of continuous and integrable functions. Sometimes, it may cost some simplifications of the real model. On the other hand, there is a very consistent theory of first-order partial differential-functional equation in [11] [12] [13] , based on properties of bicharacteristics and on the above-mentioned fixed-point techniques with respect to the uniform norms.
In the present paper, we find natural conditions which guarantee L ∞ ∩ L 1 -convergence of iterative methods. Note that an associate result on fast convergent quasilinearization methods has been published in [14] . For each function w defined on [−τ 0 ,a], we have the Hale functional w t (see [15] ), which is the function defined on [−τ 0 ,0] by
For each function u defined on E 0 ∪ E, we similarly write a Hale-type functional u (t,x) , defined on B by
(see [11] ). Let
Consider the differential-functional equation 6) with the initial conditions
We are looking for Caratheodory solutions to (1.5) and (1.7), see [6, 7, 16] . The functional dependence includes a possible delayed and integral dependence of the Volterra type. The Hale functional z [u] t takes into consideration the whole population within the time interval [t − τ 0 ,t], whereas the Hale-type functional u (t,x) shows the dependence on the density u locally in a neighborhood of (t,x). The functional dependence demands some initial data on a thick initial set E 0 , which means that a complicated ecological niche must be observed for some time and (perhaps) in some space in order to predict its further evolution. 
and show its convergence under uniqueness conditions with some uniform Perron comparison functions. Our convergence result implies the existence and uniqueness. We stress that this existence statement essentially differs from Schauder fixed-point theory: one can find classes of problems, where one of these methods yields the existence, whereas the other one does not.
Bicharacteristics
First, for a given function z ∈ C([−τ 0 ,a],R + ), consider the bicharacteristic equations for problem (1.5), (1.7):
) the bicharacteristic curve passing through (t,x) ∈ E, that is, the solution to problem (2.1). Next, we consider the following equation
with the initial condition
For any given function z ∈ C([−τ 0 ,a],R + ), a solution of (2.2) along bicharacteristics (2.1) is a solution of (1.5). The initial conditions (1.7) and (2.3) correspond to each other.
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Assume the following. (V0) v ∈ CB(E 0 ,R + ) (nonnegative, bounded, and continuous function). We call it uniform if σ, multiplied by any positive constant, is also a Perron comparison function. We call it monotone if σ is nondecreasing in the second variable.
(Λ0) λ : Ω→R is continuous in (t,x,w, q) and
where
, where tr∂ x c stands for the trace of the matrix 
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The fixed-point equation.
Let
where we put L W (s) = 0 for s ∈ [−τ 0 ,0], and
Consider the operator -: ᐆ→ᐆ given by the formula
is the solution of (2.2) and (2.3) with the initial condition
has the following representation on E: 
for t ≥ 0. The bicharacteristics admit the following group property: 
The iterative method
Define the iterative method by
with an arbitrary function z (0) ∈ ᐆ, where the class ᐆ is defined by (2.14). We prove its uniform convergence under natural assumptions on the given functions. The algorithm splits into three stages:
by means of (2.17) or (2.20). In this way, there are given the integ ral equations
where 
Then we have the estimates
Consider the comparison equations
with ψ (0) (t) = Z(t) and
The remaining part of the proof is split into several auxiliary lemmas. describes a comparison function ψ with respect to ψ + ψ, where
Lemma 3.3. Under the assumptions of Theorem 3.1, there is
One can prove, by induction on k, that ψ(t) ≤ C k t θ/2 and C k a θ/2 →0 as k→ + ∞, provided that the interval [0, a] is sufficiently small. Take an arbitrary C 0 which estimates ψ(t). Applying Lemma 3.4 with p = 2 to (3.12), we get
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Suppose that the desired estimate holds for some k ≥ 1. Applying Lemma 3.4 with p = 2k to (3.12), we get
, (3.16) hence ψ(t) ≤ t (k+1)θ/2 C k+1 , where
(3.17)
The constants C k have an upper estimate of the form AQ k , thus ψ(t) ≡ 0 in a neighborhood of 0 (because ψ(t) ≤ AQ k t kθ/2 ).
Lemma 3.6. Under the assumptions of Theorem 3.1, the sequences {z (k) }, {u (k) }, and
Proof. We intend to find the following estimates:
where the series k C k t lk is convergent in a neighborhood of 0. The assertion can be seen if we replace the comparison equation (3.7) by the inequalities If we put
and exploit Lemma 3.4, then C k ,C k can be defined as follows:
10 Journal of Inequalities and Applications These inequalities reduce to the system of algebraic equations
A simple separation of variables yields
From the last equation, it follows that one can find positive constants A,Q such that AQ k ≥ C k . Thus the series k C k t lk is convergent on a sufficiently small interval [0,a], hence the series ψ (0) + ψ (2) + ··· uniformly converges, and z (k) has a limit, which is continuous. 
The iterative method: global convergence
In this section, we prove the global convergence of our iterative method, that is, on the whole interval [0, a]. We deal with the problem of global convergence of the iterative method in two ways. The first case is based on the method used in the previous section under strengthened assumptions (Λ0) and (W0). Namely, we replace nonlinear Perron comparison functions by the Lipschitz condition with a function L ∈ L 1 ([0,a],R + ) or with a positive Lipschitz constant L. We also discuss another case which leads to global convergence results, that is, the monotone iterations with respect to the function z (k) , u (k) . This approach demands some monotonicity of the functions λ and W.
The Lipschitz case.
Suppose that Assumptions (V0)-(V2), (C0), (Λ1), and (W1), formulated in Section 2, are valid. We modify some assumptions on the functions λ and W as follows:
( Λ0) λ : Ω→R is continuous in (t,x,w, q) and there exists a function 
