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Augustus De MorganForeword
I still wonder whether the title of this thesis is the right one or whether it should
have been somehow diﬀerent. I admit I like it. However, the ﬁrst idea that came to
my mind and that, in my opinion, described properly the thesis has been something
very similar to the following:
“On the semantics and on the structure of place/transition Petri nets
in their status of nicely intuitive formalization of the notion of causality
and inﬂuential instance of the concurrency paradigm, and on the rela-
tionships which they bear to other models for concurrency, investigated
by means of processes, unfoldings, inﬁnite computations, some algebra,
some category theory, ...”
The reader will probably agree that a similar title would not ﬁt nicely in what-
ever page layout. Since this was certainly my opinion, I followed the aesthetic
motivation and I decided to shorten it drastically, arriving gradually to the actual
title. However, I must admit that probably my choice has not been nice to the
“other models for concurrency” which disappeared completely from the title. (Not
from the thesis, though!) Well, I shall make justice here by saying that, despite the
title, I consider the part of the thesis dealing with “other models” as relevant as
the others.
A similar remark applies indeed to categories: although category theory is not
explicitly mentioned in the title, it plays a considerable role in the formal devel-
opment to follow. This is because it provides a formal framework in which certain
interesting questions can be asked naturally and (sometimes) answered.
In order for the reader to get in tune with the author’s choice of dedicating
(large part of) his doctoral thesis to the issue of categorical semantics for Petri
nets, I indicate below the two “postulates” upon which such a choice is based.
i) Petri net are interesting from the point of view of noninterleaving concurrency,
since, informally speaking, they are ﬂexible enough to model all the sensibile
cause/eﬀect interactions which may occur between a set of computing agents;
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ii) Category Theory is useful both “in the small” to look for appropriate axiomatic
descriptions of algebraic structures, e.g., such as the processes of net, and “in
the large” to establish formal relationships between diﬀerent structures, e.g.,
how to translate uniformly from Petri nets to transition systems.
In other words, the ﬁrst point above means that a convincing causal semantics
for Petri nets is likely to yield convincing causal semantics for a large class of other
models. The second point, instead, implies that the categorical paradigm possesses
a good ability of abstracting away from undesired details, while keeping consistency
of the desired ones. I would consider it an excellent outcome if this thesis could
convince a skeptic reader at least of the second postulate.
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An Overview
This thesis is concerned with Petri nets [109] and related models of concurrency.
Petri nets are unanimously considered among the most representative models for
concurrency, since they are a fairly simple and natural model of concurrent and
distributed computation. Notwithstanding their “naturality”—perhaps because of
that—Petri nets are, in our opinion, still far from being completely understood.
The focus here is on the semantics and on the structure of Petri nets. To
address the issue, we exploit standard categorical tools which on the one hand
help in axiomatizing the structure of net computations as monoidal categories, via
left adjoint functors corresponding to free constructions, and, on the other hand,
provide a nice framework to formalize the intuitive connections between nets and
other models of concurrency, via adjunctions which express translations between
models.
Process Semantics for Petri Nets
In recent works, Degano, Meseguer and Montanari [97, 16] have shown that
the semantics of Petri nets can be understood in terms of symmetric monoidal
categories—where objects are states, arrows processes, and the tensor product and
the arrow composition model respectively the operations of parallel and sequential
composition of processes. This yields an axiomatization of the causal behaviour of
nets as an essentially algebraic theory whose models are monoidal categories.
More precisely, [16] introduces the concatenable processes of a Petri net N,
a slight reﬁnement of Goltz and Resig’s non-sequential processes of N [36]
on which an operation of sequential composition can be deﬁned, and shows that
they can be characterized abstractly as the arrows of a symmetric strict monoidal
category P[N]. However, [16] provides only a partial axiomatization of the non-
sequential behaviour of N, since the construction of the category P[N] is based
on a concrete, seemingly ad hoc chosen, underlying category of symmetries. We
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present here a completely abstract, purely algebraic description of the category of
concatenable processes of N.
The construction of the concatenable processes of N is unsatisfactory in another
respect: it is not functorial. In other words, given a morphism between two nets,
which can be safely thought of as a simulation, it may not be possible to identify a
corresponding monoidal functor between the respective categories of computations.
This situation, besides showing that perhaps our undestanding of the structure of
Petri nets is still incomplete, prevents us to identify the category (of the categories)
of net behaviours, i.e., to axiomatize the behaviour of Petri nets “in the large”.
We present an analysis of the functoriality issue and a possible solution based
on the new notion of strong concatenable processes of N, a reﬁnement of concaten-
able processes still rather close to the standard notion of non-sequential process.
We show that, similarly to the concatenable processes, the strong concatenable
processes of N can be axiomatized as the arrows of a symmetric strict monoidal
category Q[N], and that, diﬀerently from P[ ], Q[ ] is a functor. The key feature
of Q[ ] is that it associates to a net N a monoidal category whose objects form a
free, non-commutative monoid. The reason for renouncing to the commutativity
of such monoids is a strong negative new result which shows that Q[ ] is a reason-
able proposal: under very mild assumptions, no mapping from nets to symmetric
strict monoidal categories with commutative monoids of objects can be extended
to a functor. Clearly, the functoriality of Q[ ] provides a category of symmetric
monoidal categories which is our attempt to identify the category of net computa-
tions.
Unfolding Semantics for Petri Nets
A seminal approach to net semantics is the Nielsen, Plotkin and Winskel’s
unfolding [106]. This approach explains the behaviour of nets through a chain of
coreﬂections
Safe ←֓ Occ ←֓ PES ←֓ Dom,
where Safe, Occ, PES and Dom are, respectively, the categories of 1-safe nets,
occurrence nets, prime event structures and dI-domains. Roughly speaking, the
unfolding semantics consists, as the name indicates, in “unfolding” a net to simple
denotational structures in which the identity of every event in its computations is
unambiguous. The relevance of these constructions resides in the fact that they
provide 1-safe Petri nets with an abstract semantics where causality is taken in full
account. In addition, the unfolding a 1-safe net N to an occurrence net has the
great merit of collecting together all the processes of N as a whole, so accounting
at the same time for concurrency and nondeterminism.
We show how the unfolding semantics of 1-safe nets can be extended to the full
category of Petri nets, by presenting a chain of adjunctions
PTNets ← DecOcc ← Occ,
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PTNets and DecOcc being, respectively, the category of Petri nets and a category
of appropriately decorated occurrence nets.
This work has already appeared in [98, 99].
Process versus Unfolding Semantics for Petri Nets
In order to reconcile the process and the unfolding semantics for Petri nets, we in-
troduce a new symmetric strict monoidal category DP[N] whose arrows represent a
new notion of process, here called decorated concatenable processes. Decorated con-
catenable processes give a process-oriented account of the unfolding construction,
in the precise sense that, for a net N, the preorder category of decorated concaten-
able processes and the partial order of ﬁnite conﬁgurations of the associated event
structure are equivalent. In other words, the following diagram commutes up to
isomorphism.
Categories of Decorated Processes
Nets Preorders
Prime Event Structures
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 **
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 44
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 **
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 44
It is to be stressed that our concern here is at the level of a single net, which means
that the correspondence we establish is not functorial. Nevertheless, we think that
this is an interesting result, since DP[ ] provides a natural and uniﬁed account of the
algebraic/category-theoretic, the process-oriented and the unfolding/denotational
views of net semantics.
This work appears also as [100, 101].
Models Related to Petri Nets
The case graph of a Petri net, and thus its behaviour, can be understood also as
a transition system with some added structure which makes it possible to identify
a relation of concurrency between transitions, see e.g. [105, 146], where this is
stated in categorical terms. This brings to the foreground several models which
have recently appeared in literature and which are based on the idea of extending
transition systems to a noninterleaving model, see e.g. [129, 2, 132, 115, 146], and
calls for an investigation of the relationships between nets and such models.
We present here a broad study of transition systems with independence achieved
by formally relating them with several other models by means of reﬂections and
coreﬂections. Table A summarizes the categories of models we consider and Fig-
ure A, where arrows represent coreﬂections and “backward” arrows represent re-
ﬂections, the cube of relationships we prove.
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Beh./Int./Lin. Hoare languages HL
Beh./Int./Bran. Synchronization Trees ST
Beh./Nonint./Lin. deterministic Labelled Event Structures dLES
Beh./Nonint./Bran. Labelled Event Structures LES
Sys./Int./Lin. deterministic Transition Systems dTS
Sys./Int./Bran. Transition Systems TS
Sys./Nonint./Lin. deterministic Transition Systems with Independence dTSI
Sys./Nonint./Bran. Transition System with Independence TSI
Table A: The models
dTSI
￿
￿
￿
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . ￿
⊳− − − − − − − − −֓ dTS
￿
￿
￿
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . ￿
△
| | | | | | | | | |
∪
△
| | | | | | | | | |
∪
dLES
￿
￿
￿
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . ￿
⊳− − − − − − − − −֓ HL
￿
￿
￿
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . ￿
TSI ⊳− − − − − − − − −֓ TS
△
| | | | | | | | | |
∪
△
| | | | | | | | | |
∪
LES ⊳− − − − − − − − −֓ ST
Figure A: The cube of relationships
It is interesting to observe that each of the models chosen is a representative
of one of the eight classes of models obtained by combining the following three
parameters, which are among the most relevant parameters with regard to which
models for concurrency can be classiﬁed:
Behaviour or System models;
Interleaving or Noninterleaving models;
Linear time or Branching time models.
When modelling a system, of course, a choice concerning these parameters cor-
responds to choosing the level of abstraction of the resulting semantics. Then,
once the behaviour of a system—in particular of a Petri net—has been speciﬁed
in terms of a transition system with independence, it is possible to translate it by
means of the adjoint functors in Figure A to another semantics at the desired level
of abstraction.
Apart from transition systems with independence, which are new, and deter-
ministic labelled event structures, each of the other models is a canonical and
“universally” accepted representative of its class. Unfortunately, for the class of
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behavioural, linear-time, noninterleaving models there does not, at present, seem
to be an obvious choice of a corresponding canonical model. However, although
not canonical, the choice of deterministic labelled event structures is certainly fair
and, more important, it is not at all compelled. In order to show this, and for
the sake of completeness, we investigate the relationships between this model and
two of the most-studied models in the class: the pomsets of Pratt [114], and the
traces of Mazurkiewicz [94]. In particular, we introduce a category dSL of deter-
ministic languages of pomsets and a category GTL of generalized trace languages in
which the independence relation is context-dependent. These categories are proved
equivalent to dLES. In other words, we present the chain of equivalences
dSL ∼ = dLES ∼ = GTL
which, besides identifying models which can replace dLES in Figure A, also intro-
duces new interesting deterministic behavioural models for concurrency and formal-
izes their mutual relationships.
This work has already appeared in [124, 125, 126].
Infinite Computations of Petri Nets
When modeling perpetual systems, describing ﬁnite processes is not enough: we
need to consider also inﬁnite behaviours. Actually, inﬁnite computations of Petri
nets have occasionally been considered [9], mainly in connection with acceptors of
ω-languages [138, 12, 49]. These approaches, of course, focused just on sequential
computations and treat nets simply as generalized automata. Our interest, instead,
resides on processes, i.e., on structures able to describe computations more inten-
sionally, taking into account causality. More precisely, we aim to deﬁne an algebra
of net computations which includes inﬁnite processes as well. To the best of our
knowledge, this issue is still completely unexplored.
In order to fulﬁll our programme, we ﬁrst address the general issue of com-
pletion of categories by colimits of arbitrary chains. Since chain cocompleteness
coincides with the completeness by colimits taken over ﬁltered index categories
and for technical reasons ﬁltered colimits are also needed, we present the theory
of cocompletion of categories by such kind of colimits. More precisely, for CAT
the 2-category of locally small categories, for any inﬁnite cardinal ℵ, we deﬁne
a Kock-Z¨ oberlain (KZ-)doctrine [76, 149] Ind( )ℵ:CAT → CAT which associates
to each locally small category its completion by ℵ-ﬁltered colimits, or its ℵ-ind-
completion (ind standing for inductive), and such that the ℵ-ﬁltered cocomplete
categories with functors preserving ℵ-ﬁltered colimits are exactly the algebras for
the doctrine. Although related results have already appeared in several diﬀerent
forms in the literature, e.g. [71, 43, 76, 149, 58], the presentation here is a rather
complete survey which integrates the best features of the existing approaches and
explores the application of these ideas to computer science.
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small locally small
monoidal strict monoidal monoidal strict monoidal
S
T
R
I
C
T
non
symmetric
MonCat sMonCat MonCAT sMonCAT
symmetric
SMonCat SsMonCat SMonCAT SsMonCAT
strictly
symmetric
sSMonCat sSsMonCat sSMonCAT sSsMonCAT
S
T
R
O
N
G
non
symmetric
MonCat⋆ sMonCat⋆ MonCAT⋆ sMonCAT⋆
symmetric
SMonCat⋆ SsMonCat⋆ SMonCAT⋆ SsMonCAT⋆
strictly
symmetric
sSMonCat⋆ sSsMonCat⋆ sSMonCAT⋆ sSsMonCAT ⋆
M
O
N
O
I
D
A
L
non
symmetric
MonCat⋆⋆ sMonCat⋆⋆ MonCAT⋆⋆ sMonCAT⋆⋆
symmetric
SMonCat⋆⋆ SsMonCat⋆⋆ SMonCAT⋆⋆ SsMonCAT ⋆⋆
strictly
symmetric
sSMonCat⋆⋆ sSsMonCat⋆⋆ sSMonCAT⋆⋆ sSsMonCAT⋆⋆
Legenda: The data in the deﬁnition of monoidal categories and functors (see Sec-
tion A.2 for the relevant deﬁnitions) give rise to many combinations according to
whether the monoidality and the symmetry are strict or not and so on. To ﬁx no-
tation, we propose the nomenclature above. The idea is that, since we consider the
categories with strict monoidal functors as the “normal” categories, we explicitly
indicate with simple and double superscripted ⋆’s the categories with, respectively,
strong monoidal functors and simply monoidal functors. This is indicated by the
leftmost column in the table. Clearly, the categories of symmetric monoidal cate-
gories consists always of symmetric monoidal functors. Moreover, sS means strictly
symmetric while sMon means monoidal strict. We distinguish between categories
of locally small and of small categories by using uppercase letters in the ﬁrst case.
Of course, there is an analogous table for the categories above considered as one-
dimensional categories. We use a single underline in order to distinguish the two
situations.
Table B: A nomenclature for categories of monoidal categories
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Then, we show that the cocompletion doctrine, when applied to a symmetric
monoidal category, yields a symmetric monoidal category. More precisely, we show
that the KZ-doctrine Ind( )ℵ lifts to a KZ-doctrine on any of the 2-categories of
monoidal categories appearing in Table B, which, from the technical point of view,
is main result of Chapter 3.
We discuss how this result generalizes the algebraic approach to the process
semantics of Petri nets to the case in which inﬁnite processes and composition
operations on them are considered. In particular, the inﬁnite processes of a Petri
net can in this way be given an algebraic presentation which combines the essentially
algebraic presentation of monoidal categories with the monadic presentation of their
completion in terms of KZ-doctrines.
We should like to remark mention that, since in the last years many computing
systems have been given a semantics through the medium of category theory, the
general pattern being to look at objects as representing states and at arrows as
representing computations, the theory of cocompletion of categories yields a general
method to construct and manipulate inﬁnite computations of those systems. The
main purpose of Chapter 3 is to substantiate this claim by studying in detail the
case of Petri nets.
This work appears also as [123].
Put up in a place
where it’s easy to see,
the cryptic admonishment T. T. T.
When you feel how depressingly
slowly you climb,
it’s well to remember that
Things Take Time.
Piet Hein, Grooks
“Fermi!” disse il Grande Bastardo.
“Stiamo inventando troppe cose in una volta.”
Stefano Benni, La compagnia dei Celestini
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Processes and Unfoldings
Abstract. The sematics of Petri nets has been investigated in several diﬀerent ways.
Apart from the classical “token game”, we can model the behaviour of Petri nets via
non-sequential processes, via algebraic approaches, which view Petri nets as essentially
algebraic theories whose models are monoidal categories, and, in the case of safe nets, via
unfolding constructions, which provide formal relationships between nets and domains.
In this chapter we extend Winskel’s result to PT nets and we show that the unfolding
semantics can be reconciled with the process-oriented and the algebraic points of view.
In our formal development a relevant role is played by a category of occurrence nets
appropriately decorated to take into account the history of tokens. The structure of
decorated occurrence nets at the same time provides natural unfoldings for PT nets and
suggests a new notion of processes, the decorated processes, which induce on Petri nets the
same semantics as that of the unfolding. In addition, the decorated processes of a net form
a symmetric monoidal category which yield an algebraic explanation of net behaviours.
In addition, we propose solutions to some open problems in the algebraic/categorical
theory of net processes.
I would rather discover one cause
that gain the kingdom of Persia.
Democritus
I problemi sono universali.
Le soluzioni sono individuali.
Just do it.
Nike’s commercial
This chapter is based on joint work with Jos´ e Meseguer and Ugo Montanari [98, 99, 100,
101] and on [121, 122].
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2Introduction
Petri nets, introduced by C.A. Petri in [109] (see also [110, 119, 120, 30]), are
a widely used model of concurrency. This model is attractive from a theoretical
point of view because of its simplicity and because of its intrinsically concurrent
nature, and has often been used as a semantic basis on which to interpret concurrent
languages (see for example [140, 108, 139, 15]).
For Place/Transition (PT) nets, having a satisfactory semantics—one that does
justice to their truly concurrent nature, yet is abstract enough—remains in our view
an unresolved problem. Certainly, several diﬀerent semantics have been proposed in
the literature. Most of them can be coarsely classiﬁed as process-oriented semantics,
unfolding semantics or algebraic semantics, though the latter class is not as clearly
delimited and not as widely diﬀused as the former two. Of course, such classes
are not at all disjoint, as this chapter aims to support. We further discuss these
approaches below.
At the most basic operational level we have of course the “token game”, the com-
putational mechanisms semantics of Petri nets. The development of theory Petri
nets, focusing on the noninterleaving aspects of concurrency, brought to the fore-
ground various notions of process, e.g. [111, 36, 9, 97, 16]. Generally speaking, Petri
net processes—whose standard version is given by the Goltz-Reisig non-sequential
processes [36]—are structures needed to account for the causal relationships which
rule the occurrences of events in computations. Thus, ideally, processes are simply
computations in which the explicit information about such causal connections is
added. More precisely, since it is a well-established idea that, as far as the theory
of computation is concerned, causality can be faithfully described by means of par-
tial orderings—though “heretic” ideas appear sometimes—abstractly, the processes
of a net N are ordered sets whose elements are labelled by transitions of N. In
concrete, in order to describe exactly what multisets of transitions are processes
of and what are not, one deﬁnes a process of N to be a map π:Θ → N which
maps transitions to transitions and places to places respecting the “bipartite graph
structure” of nets, where Θ is a ﬁnite deterministic occurrence net, i.e., roughly
speaking, a ﬁnite deterministic 1-safe acyclic net whose “ﬂow relation” induces a
partial ordering of its elements, the minimal and maximal elements of which are
places. Of course, the role of π is to “label” the places and the transitions of Θ
with places and transitions of N in a way compatible with the structure of N.
The main criticism raised against process models is that they do not provide
a semantics for a net as a whole, but specify only the meaning of single, deter-
ministic computations, while the accurate description of the ﬁne interplay between
concurrency and nondeterminism is one of the most valuable features of nets.
Other semantic investigations have capitalized on the algebraic structure of PT
nets, ﬁrst noticed by Reisig [119] and later exploited by Winskel to identify a sen-
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sible notion of morphism between nets [141, 144]. The clear advantage of these
approaches resides in the fact that they tend to clarify both the structure of the
single PT net, so giving insights about their essential properties, and the global
structure of the class of all nets. Providing, for example, useful net combinators
associated to standard categorical constructions such as product and coproduct,
which can be used to give a simple account of corresponding compositional opera-
tions at the level of a concurrent programming language, such as various forms of
parallel and non-deterministic composition [143, 144, 97].
An original interpretation of the algebraic structure of PT nets has been pro-
posed in [97], where the theory of monoidal categories is exploited to the purpose.
Unlike the preceding approaches, [97] yields an algebraic theory of Petri nets in
which notions such as ﬁring sequence, case graph, relationships between net de-
scriptions at diﬀerent abstraction levels, duality and invariants ﬁnd adequate al-
gebraic/categorical formulations. However, generally speaking, the algebraic ap-
proaches are often too concrete, and a more abstract semantics—one allowing
greater semantic identiﬁcations between nets—would be sometimes preferable.
Roughly speaking the unfolding semantics consists, as the name indicates, in
“unfolding” a net to simple denotational structures in which the identity of every
event in its computations is unambiguous. More precisely, very attractive for-
mulation for such a semantics would be an adjoint functor assigning an abstract
denotation to each PT net and preserving certain compositional properties in the
assignment. This is exactly what Winskel has done for the subcategory of safe
nets [143]. In that work—which builds on the previous work [106]—the denotation
of a safe net is a Scott domain [128, 133], and Winskel shows that there exists a
coreﬂection—a particularly nice form of adjunction—between the category Dom
of (coherent) ﬁnitary prime algebraic domains and the category Safe of safe Petri
nets. This construction is completely satisfactory: from the intuitive point of view it
gives the “truly concurrent” semantics of safe nets in the most universally accepted
type of model, while from the formal point of view the existence of an adjunction
guarantees its “naturality”. Winskel’s coreﬂection factorizes through the chain of
coreﬂections
Safe Occ PES Dom
U[ ] //
/
O oo
E[ ] //
N[ ]
oo
L[ ] //
Pr[ ]
oo
where PES is the category of prime event structures (with binary conﬂict relation),
which is equivalent to Dom, Occ is the category of occurrence nets [143] and ←֓ is
the inclusion functor.
Recently, various attempts have been made to extend this chain or, more gen-
erally, to identify a suitable semantic domain for PT nets. Among them, we re-
call [115], where, in order to obtain a model “mathematically more attractive than
Petri nets”, a geometric model of concurrency based on n-categories as models of
4higher dimensional automata is introduced, but it is not clear whether the mod-
elling power obtained is greater than that of ordinary PT nets; [50], in which the
authors give semantics to PT nets in terms of generalized trace languages and
discuss how using their work it could perhaps be possible to obtain a concept of
unfolding for PT nets; and [23], where the unfolding of Petri nets is given in term
of a branching process. However, the nets considered in [23] are not really PT nets
because their transitions are restricted to have pre and post-sets where all places
have no multiplicities. A yet more recent approach is [51], where the unfolding is
explained in terms of a notion of local event structure. Finally, we would like to
cite [105, 46, 107].
A large part of this chapter is devoted to present an extension of Winskel’s ap-
proach from safe nets to the category of PT nets. We deﬁne the unfoldings of PT
nets and relate them by an adjunction to occurrence nets and therefore—exploiting
the already existing adjunctions—to prime event structures and ﬁnitary prime al-
gebraic domains. The adjunctions so obtained are extensions of the corresponding
Winskel’s coreﬂections.
The category PTNets which we consider for the unfolding functor is quite gen-
eral. Objects are PT nets in which markings may be inﬁnite and transitions are
allowed to have inﬁnite pre- and post-sets, but, as usual, with ﬁnite multiplicities.
The only technical restriction we impose, with respect to the natural extension
to nets with inﬁnite markings of the general formulation in [97], is the usual con-
dition that transitions must have non-empty pre-sets. Actually, the objects of
PTNets strictly include those of the categories considered in [143, 144]. Although
a technical restriction applies to the morphisms—they are required to map places
belonging to the initial marking or to the post-set of the same transition to disjoint
multisets—they are still quite general. In particular, the category PTNets has ini-
tial and terminal objects, and has products and coproducts which faithfully model,
respectively, the operations of parallel and non-deterministic composition of nets
as in [144] and in [97]. It is worth remarking that, while coproducts do not exist
in the categories of generally marked, non-safe PT nets considered in the above
cited works, they do in PTNets. This quite interesting fact is due to the aforesaid
restriction we impose on the arrows of PTNets.
Concerning the presentation of these results, in Section 1.5 we start the formal
development regarding the unfolding semantics by deﬁning the category PTNets.
In the same section it is shown that it has products and coproducts. In Section 1.6
we introduce a new kind of nets, the decorated occurrence nets, which naturally
represent the unfoldings of PT nets and can account for the multiplicities of places
in transitions. They are occurrence nets in which places belonging to the post-set
of the same transition are partitioned into families. Families are used to relate
places corresponding in the unfolding to multiple instances of the same place in the
original net. When all the families of a decorated occurrence net have cardinality
one, we have (a net isomorphic to) an ordinary occurrence net. Therefore, Occ is
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(isomorphic to) a full subcategory of DecOcc, the category of decorated occurrence
nets. Products and coproducts of decorated occurrence nets are studied in the
second part of Section 1.7.
In Section 1.7, we show an adjunction  ( )+,U[ ] :DecOcc ⇀ PTNets whose
right adjoint U[ ] gives the unfoldings of PT nets. This adjunction restricts to
Winskel’s coreﬂection from Occ to Safe as illustrated by the following commutative
diagrams:
PTNets DecOcc
Safe Occ
U[ ] //
/
￿
OO
Uw[ ]
//
/
￿
OO PTNets DecOcc
Safe Occ
( )
+
oo
/
￿
OO
/
O oo
/
￿
OO
i.e., the left and the right adjoint, when restricted respectively to Safe and Occ,
coincide with the corresponding adjoints of Winskel’s coreﬂection.
Then, in Section 1.8, we relate decorated occurrence nets to occurrence nets
by means of an adjunction  D[ ],F[ ] :Occ ⇀ DecOcc, where F[ ] is the forgetful
functor which forgets about families. Moreover, the diagram
PTNets DecOcc
Safe Occ
U[ ] //
F[ ]
￿￿
/
￿
OO
Uw[ ]
//
(1.1)
commutes.
Therefore, we get the desired adjunction between Dom and PTNets as the
composition of the chain of adjunctions
PTNets DecOcc
Occ PES Dom
U[ ] //
( )
+ oo
F[ ]
￿￿
D[ ]
OO
E[ ] //
N[ ]
oo
L[ ] //
Pr[ ]
oo
It follows from the commutative diagram (1.1) that, when PTNets is restricted
to Safe, all the right adjoints in the above chain coincide with the corresponding
functors deﬁned by Winskel. In this sense, this work generalizes the work of Winskel
and gives an abstract, truly concurrent semantics for PT nets. Moreover, the
existence of left adjoints guarantees the “naturality” of this generalization.
6We have already mentioned that the three views of net semantics we are dis-
cussing are not mutually exclusive. In fact, a uniﬁcation of the process-oriented
and algebraic views has recently been proposed in [16] (see also [17]), by showing
that the commutative processes [9] of a net N are isomorphic to the arrows of a
strictly symmetric monoidal category T [N]. Moreover, [16] introduced the con-
catenable processes of N to account, as the name indicates, for the issue of process
concatenation. Let us brieﬂy reconsider the ideas which led to their deﬁnition.
Given the deﬁnition of process discussed above, one can assign the natural source
and target states to a process π:Θ → N by considering the multisets of places of
N which are the image via π of, respectively, the minimal and maximal (wrt. to
the ordering identiﬁed by Θ) places of Θ. Now, the simple minded attempt to
concatenate a process π1:Θ1 → N with source u to a process π0:Θ0 → N with
target u by merging the maximal places of Θ0 with the minimal places of Θ1 in a
way which preserves the labellings breaks down immediately. In fact, if more than
one place of u is labelled by a single place of N, there are many ways to put in
one-to-one correspondence the maximal places of Θ0 and the minimal places of Θ1
respecting the labels, i.e., there are many possible concatenations of π0 and π1,
each of which gives a possibly diﬀerent process of N. In other words, process
concatenations has to do with merging tokens rather than merging places, as the
above argument shows clearly.
Therefore, any attempt to deal with process concatenation must disambiguate
the identity of each token in a process. This is exactly the idea of concatenable
processes, which are simply Goltz-Reisig processes in which the minimal and maxi-
mal places carrying the same label are linearly ordered. This yields immediately an
operation of concatenation, since the ambiguity about token indentities is broken
using the additional information given by the orderings. Moreover, the existence of
concatenation brings us easily to the deﬁnition of a category of concatenable pro-
cesses. It turns out that such category is a symmetric monoidal category in which
the tensor product represents faithfully the parallel composition of processes [16].
The relevance of this result resides in the fact that it describes processes of Petri nets
as essentially algebraic theories (whose models are given by symmetric monoidal
categories), which indeed is a remarkable property.
Naturally linked to the fact that they are algebraic structures, concatenable
processes can also be described in abstract terms. In [16] the authors give such
an abstract description by providing for each net N a symmetric monoidal cate-
gory P[N] whose arrows are in one-to-one correspondence with the concatenable
processes of N. Since this category is obtained as a “free” (in a weak sense to
explained later) construction, this yields an explanation of Petri net processes as a
term algebra by means of which one can easily “compute” with them. In particular,
the distributivity of tensor product and arrow composition in monoidal categories
is shown to capture the basic facts about net computations, so providing a model
of computation for Petri nets.
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However, strictly speaking, the category P[N] is only partially axiomatized
in [16], since it is built on a concrete category of symmetries SymN which is con-
structed in an ad hoc way. After recalling in Section 1.1 the basic facts about the
algebraic approach to Petri nets as given in [97, 16, 17], in Section 1.2 we show
that also SymN can be characterized abstractly, thus yielding a purely algebraic
and completely abstract characterization of the category of concatenable processes
of N. Namely, we shall see that P[N] is the free symmetric strict monoidal cate-
gory on the net N modulo two simple additional axioms. We remark that a similar
conjecture has been proposed in [37].
In spite of accounting for algebraic and process-oriented aspects in a simple
and uniﬁed way, the approach of [16] is still somehow unsatisfactory, since it is not
functorial, a property which would be greatly recommendable indeed, since it would
guarantee (to a certain extent) a “good” quality to the semantics induced by P[ ].
More strongly, given a morphism between two nets, which can be safely thought
of as a simulation, it may be not possible to identify a corresponding monoidal
functor between the respective categories of computations. This situation, besides
showing that perhaps our understanding of the algebraic structure of Petri nets is
still incomplete, has also other drawbacks, the most relevant of which is probably
that it prevents us to identify the category (of the categories) of net behaviours,
i.e., to axiomatize the behaviour of Petri nets “in the large”.
In Section 1.3, we present an analysis of the issue of functoriality of the pro-
cess semantics of nets founded on symmetric monoidal categories, and a possible
solution based on the new notion of strong concatenable processes of N, introduced
in Section 1.4. These are a slight reﬁnement of concatenable processes which are
still rather close to the standard notion of process: namely, they are Goltz-Reisig
processes whose minimal and maximal places are linearly ordered. In the paper
we show that, similarly to the concatenable processes, the strong concatenable pro-
cesses of N can be axiomatized as a free construction on N, by building on N
an abstract symmetric monoidal category Q[N] and by proving that the arrows
of Q[N] are isomorphic to the strong concatenable processes of N.
The key feature of Q[ ] is that, diﬀerently from P[ ], it associates to net N a
symmetric monoidal category whose objects form a free, non-commutative monoid.
The reason for renouncing to commutativity, a choice that at a ﬁrst glance may
seem odd, is explained in Section 1.3, where the following negative result is proved:
under very reasonable assumptions, no mapping from nets to symmetric
monoidal categories whose monoids of objects are commutative can be
extended to a functor, since there exists a morphism of nets which
does not have a corresponding symmetric monoidal functor between
the appropriate categories.
Thus, abandoning the commutativity of the monoids of objects seems to be a price
8which is necessary to pay in order to obtain a functorial semantics of nets. Then,
bringing such condition to the net level, instead of taking multisets of places as
sources and targets of computations, we consider strings of places, a choice which
leads us directly to strong concatenable processes. Correspondingly, a transition
of N will be represented by many arrows in Q[N], one for each diﬀerent “lineariza-
tion” of its pre-set and its post-set. However, such arrows will be “linked” to each
other by a “naturality” condition, in the precise sense that, when collected together,
they form a natural transformation between appropriate functors. Such naturality
axiom is the second relevant feature of Q[ ] and it is actually the key to keep the
computational interpretation of the new category Q[N] surprisingly close to the
category P[N] of concatenable processes.
Clearly, the functoriality of Q[ ] allows us to identify a category SSMC
⊗, to-
gether with a “forgetful” functor from it to the category of Petri nets, which rep-
resents our proposed axiomatization of net computations in categorical terms. Al-
though we are aware that this contribution constitutes simply a ﬁrst attempt to-
wards the aim, we honestly think that the results illustrated here help to deepen
the understanding of the subject. We remark that the reﬁnement of concatenable
processes represented by strong concatenable processes is similar and comparable
to the one which brought from Goltz-Reisig processes to them. Of course, the
passage here is more “hazardous” on the intuitive ground, since it brings us to
model Petri nets, which after all are just multiset rewriting systems, using strings.
However, it is important to remind the negative result in Section 1.3, which makes
strong concatenable processes interesting, showing that, in a sense, they are the
least reﬁnement of Goltz-Reisig processes which yield an operation of sequential
composition and a functorial treatment.
Getting back to the relationships between the various kind of semantics for Petri
nets, concerning process and unfolding semantics, in the case of safe nets the ques-
tion is easily answered by exploiting the existence of a coreﬂection of Occ into Safe,
which directly implies the existence of an isomorphism between the processes of N
and the deterministic ﬁnite subnets of U[N], i.e., the ﬁnite conﬁgurations of EU[N].
(More details about such correspondence will be given in Section 1.9.) Thus, in this
case, the process and unfolding semantics coincide, although it should not be forgot-
ten that the latter has the great merit of collecting together all the processes of N
as a whole, so accounting at the same time for concurrency and nondeterminism.
In Section 1.9, we study the relationships between the algebraic paradigm, the
process semantics described above and the unfolding semantics for PT nets given
in Sections 1.5–1.8. We ﬁnd that, in the context of general PT nets, the latter two
notions do not coincide. In particular, the unfolding of a net N contains information
strictly more concrete than the collection of the processes of N. However, we show
that the diﬀerence between the two semantics can be axiomatized quite simply. In
particular, we introduce a new notion of process, whose deﬁnition is suggested by
the idea of families in decorated occurrence nets, and which are therefore called
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decorated processes, and we show that they capture the unfolding semantics, in the
precise sense that there is a one-to-one translation between decorated processes
of N and ﬁnite conﬁgurations of EFU[N]. Then, following the approach of [16],
we axiomatize the notion of decorated (concatenable) process in terms of monoidal
categories. More precisely, we deﬁne an abstract symmetric monoidal category
DP[N] and we show that its arrows represent decorated concatenable processes.
The natural environment for the development of a theory of net processes based
on monoidal categories is, as illustrated in [16], a category Petri of unmarked nets,
i.e., nets without initial markings, whose transitions have ﬁnite pre- and post-sets.
Although there seem to be no formal reasons preventing one from extending the
theory to nets with inﬁnite markings, such an extension would be at least technically
rather involved. Therefore, our choice here is to follow [16] and deﬁne DP[ ] on the
category Petri of unmarked nets with ﬁnite markings introduced in [97].
On the other hand, since the existence of left adjoint functors for F[ ] and E[ ]
requires inﬁnite markings, and since the unfolding of a net is considered with respect
to an initial marking, PTNets and all the categories of nets considered in [98] (and
in related works) are categories of marked nets whose transitions have possibly
inﬁnite pre- and post-sets. Moreover, because of technical reasons, the transitions
are forced to have nonempty pre-sets. In order to solve such discrepancy, we simply
restrict our attention to a category MPetri
∗ of marked nets whose transitions have
nonempty pre-sets and ﬁnite pre- and post-sets. Therefore, summing up, our result
is that the following diagram commutes up to isomorphism for each net N with
initial marking u in MPetri
∗
Petri SsMonCat
MPetri
∗ PreOrd
PTNets DecOcc Occ PES
DP[ ] //
 u↓  
 
 
 
 
 
 
 
 
 
 &&
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 &&
U[ ]
//
F[ ]
//
E[ ]
//
LF[ ]
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where the two leftmost arrows represent respectively the insertion of N in Petri
obtained by forgetting the initial marking and the injection of N in PTNets,  u↓  
indicates the construction of the (comma) category of the objects under u in DP[N],
SsMonCat is the category of the symmetric strict monoidal categories, PreOrd is
the category of preorders and LF returns the ﬁnite conﬁgurations of prime event
structu+res ordered by inclusion. In this sense, we claim that DP[ ] is, at the same
time, the algebraic, the process-oriented and the category-theoretic counterpart of
the unfolding construction.
It is to be stressed that our concern here is not “in the large”, i.e., on the
structure of the category of nets, but at the level of a single net, which means that
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the diagram above is deﬁned only at the object level, i.e., the correspondence we
establish is not functorial. Of course, this is due to the fact that DP[ ], exactly
as P[ ], is not a functor. Nevertheless, we think that this is an interesting result,
since it provides a natural and uniﬁed account of the algebraic, the process-oriented
and the denotational views of net semantics. We remark that a similar approach
has been followed in [107] in the case of elementary net systems—a particular
class of safe nets without self-looping transitions—for unfoldings and non-sequential
processes.
Finally, we conclude this chapter by brieﬂy discussing some natural variations
on the unfolding theme in order to justify further the construction.
Notation. Given a category C, we denote the composition of arrows in C by the usual
◦ in the usual right to left order. The identity of c ∈ C is written as idc. However,
we make the following exception. When dealing with a category in which arrows are
meant to represent computations, in order to stress this computational meaning, we write
arrow composition from left to right, i.e., in the diagramatic order, and we denote it by
; . Moreover, when no ambiguity arises, idc is simply written as c. We assume that
tensor product binds more strictly than arrow composition, i.e., f ⊗ g;h ⊗ k stands for
(f ⊗g);(h⊗k). The reader is referred to the Appendix for the categorical concepts used.
A thorough introduction to category theory can be acquired from any of the textbooks [90,
1, 103, 127, 26, 92].
Remark. Concerning foundational issues, following [89], we assume as usual the existence
of a ﬁxed universe U [55, 136, 43] of small sets upon which categories are built (see
also Appendix A.1). However, since the explicit distinction between “small” and “large”
objects plays a signiﬁcant role only in Chapter 3, in this and in the following chapter we
shall avoid any further reference to small sets. Of course, in order to make the categories
we shall deﬁne in Chapter 1 and Chapter 2 agree with the deﬁnition given in Appendix A.1,
it is enough to read “set” as “small set” where appropriate.
1.1 Petri Nets and their Computations
In this section we brieﬂy recall some of the basic deﬁnitions about Petri nets [109,
110, 120] (for a comprehensive introduction to the theory, see [119]). In particular,
we remind their algebraic description as introduced in [97] and their processes [111,
30, 36, 9, 16].
It is easy to notice that a graph can be thought of as a functor from the category
• • //// to Set, the category of sets and functions, whose object component
selects a set of arcs and a set of nodes and whose arrow component picks up the
source and target fuctions. Needless to say, a morphism of graphs is then a natural
transformation between the corresponding functors. Thus we have Graph, the
category of graphs, automatically deﬁned as a category of functors [92] (see also
Appendix A.1).
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Definition 1.1.1 (Graphs)
A graph is a structure G = (∂0
G,∂1
G:AG → NG), where AG is a set of arcs, NG is
a set of nodes, and ∂0
G and ∂1
G are functions assigning to each arc, respectively, a
source and a target node.
A morphism of graphs from G0 to G1 consists of a pair of functions  f,g , where
f:AG0 → AG1 and g:NG0 → NG1 are such that the following diagrams commute.
AG NG
AG′ NG′
∂
0
G //
f
￿￿
g
￿￿
∂
0
G′
//
and
AG NG
AG′ NG′
∂
1
G //
f
￿￿
g
￿￿
∂
1
G′
//
This gives the category Graph of graphs.
Of course, there is no particular reason to restrict oneself to Set; one could con-
sider graphs over any category without loosing the structural properties of graphs.
Yet more interesting is to consider graphs with some algebraic structure on nodes
and arcs. This leads directly to monads [90, 22] (see also Appendix A.1), and in
particular monads on Graph. Since the kind of “algebraic graphs” one would like to
capture do not necessarily have the same algebraic structure on the arcs and on the
nodes, one arrives to the following general pattern. Given two monads (T,η, ) and
(T ′,η′, ′) together with a morphism of monads σ:T
￿ → T ′, consider the mapping
A N
∂
0 //
∂
1 // ; TA
σA −→ T ′A T ′N
T
′∂
0 //
T
′∂
1 // .
It is not diﬃcult to show that this gives a monad on Graph, whose unit and
multiplication are, respectively,  η,η′  and   , ′ . The main interest is then on
the categories of free algebras for such monads. For example, the basic category
of Petri nets considered in [97] is an instance of this pattern obtained by choosing
the identity monad for T and the “commutative monoids” monad for T ′, and other
useful instances are also discussed in [97]. In this sense Petri nets are monoids. Let
us give the relevant deﬁnitions.
Given a set S, and a function   from S to the set of natural numbers ω, we write
[[ ]] to indicate the support of   that is the subset of S consisting of those elements
s such that  (s) > 0. Moreover, we denote by S⊕ the set of ﬁnite multisets of S,
i.e., the set of all functions from S to ω with ﬁnite support. Of course, any function
g:S0 → S1 can be “freely” extended to a function g⊕:S
⊕
0 → S
⊕
1 deﬁned by
g⊕( )(s′) =
 
s∈g−1(s′)
 (s).
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This deﬁnition makes ( )⊕ an endofunctor on Set. Consider now a ﬁnite multiset
of ﬁnite multisets φ:S⊕ → ω. It can be considered a formal “linear combination”
of multisets, and thus identiﬁed with the multiset   such that
 (s) =
 
ν∈S⊕
φ(ν)ν(s).
It is then easy to see that ( )⊕ is a commutative monad [72, 73, 74, 75] on Set whose
multiplication is the operation of linear combination of multisets above and whose
unit maps s ∈ S to the function which yields 1 on s and zero elsewhere. Clearly,
the ( )⊕-algebras are the commutative monoids and the ( )⊕-homomorphisms are
monoid homomorphisms.
We shall represent a ﬁnite multiset   ∈ S⊕ as a formal sum
 
s∈S  (s)   s.
Moreover, we shall often denote   ∈ S⊕ by
 
i∈I nisi where {si | i ∈ I} = [[ ]]
and ni =  (si), i.e., as a sum whose summands are all nonzero. For instance, the
multiset which contains the unique element s with multiplicity one is written as
1  s, or simply s. In this setting, the multiplication of ﬁnite multisets is written as
 
 ∈S⊕
n      =
 
 ∈S⊕
n   
 
 
s∈S
 (s)   s
 
=
 
s∈S
   
 ∈S⊕
n  (s)
 
  s,
while the monoid homomorphism condition for a function g:S
⊕
0 → S
⊕
1 is
g( ) =
 
s∈S0
 (s)   g(1   s).
Finally, given S′ ⊆ S, we will write
 
S′ for
 
s∈S′ 1   s =
 
s∈S′ s.
Definition 1.1.2 (Petri Nets)
A Place/Transition Petri (PT) net is a structure N = (∂0
N,∂1
N:TN → S
⊕
N), where
TN is a set of transitions, S is a set of places, and ∂0
N and ∂1
N are functions.
A morphism of PT nets from N0 to N1 consists of a pair of functions  f,g , where
f:TN0 → TN1 is a function and g:S
⊕
N0 → S
⊕
N1 is a monoid homomorphism such
that  f,g  respects source and target, i.e., they make the two rectangles obtained
by choosing the upper or lower arrows in the parallel pairs of the diagram below
commute.
TN0 S
⊕
N0
TN1 S
⊕
N1
∂
0
N0 //
∂
1
N0
//
f
￿￿
g
￿￿ ∂
0
N1 //
∂
1
N1
//
This gives the category Petri of PT nets.
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This describes a Petri net precisely as a graph whose set of nodes is a free
commutative monoid, i.e., the set of ﬁnite multisets on a given set of places. Source
and target of an arc, here called transition, are meant to represent, respectively,
the marking which enables the transition, i.e., the states which allow the transition
to ﬁre, and the marking produced by the ﬁring of the transition.
Observe that we are only considering ﬁnite markings. Although this is clearly
a restriction, it does not have serious drawbacks on the pratical ground of system
modelization and veriﬁcation. Moreover, it usually does not have strong conse-
quences also from the theoretical point of view, since, to the best of our knowledge,
not many notions in the theory require the existence of inﬁnite markings. However,
we shall encounter two of those notions in which inﬁnite markings are needed, one
in Section 1.5 and one in Chapter 3, since the existence of a left adjoint for the
unfolding functor requires inﬁnite markings and, of course, so do inﬁnite computa-
tions.
Notation. To simplify notation, we assume the standard constraint that TN ∩SN = ∅—
which of course can always be achieved by an appropriate renaming. Moreover, we shall
sometimes use a single letter to denote a morphism  f,g . In these cases, the type of the
argument will identify which component we are referring to. Observe further that by the
very deﬁnition of free algebras, an ( )
⊕-homomorphism g:S
⊕
N0 → S
⊕
N1, which constitutes
the place component of a morphism  f,g , is completely deﬁned by its behaviour on
SN0, the generators of the free algebra S
⊕
N0. Therefore, we will often deﬁne morphisms
between nets by giving their transition components and a map g:SN0 → S
⊕
N1 for their place
components: it is implicit that they have to be thought of as lifted to the corresponding
( )
⊕-homomorphisms.
Another point which is worth raising concerns the observation that the mor-
phisms in Petri are total, while in the literature nets (and many other models)
are often provided with partial morphisms (see e.g. [144, 146]). Since the intuition
about morphisms in categories of models of computation is that they represent
“simulations,” partial morphisms model situations in which some computational
step may be simulated vacuosly. Partial morphisms may be recovered in this ap-
proach simply by considering a sligthly reﬁned monad for the algebra of transitions,
namely the lifting monad.
A pointed set is a pair (S,s) where S is a set and s ∈ S is a chosen element
of S: the pointed element. Morphisms of pointed sets are functions that preserve
the pointed elements. Therefore, pointed set morphisms provide a convenient way
to treat partial functions between sets as total functions. Of course, this yields
a monad ( )0 on Set whose functor part adds a pointed element to a set, whose
multiplication forgets it and whose unit is the inclusion of S in S + {∗}.
We will regard S⊕ also as a pointed set whose pointed element is the empty
multiset, i.e., the function which always yields zero, that, in the following, we denote
by 0. Of course, this is nothing but deﬁning a morphism of monads σ:( )0
￿ → ( )⊕
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where σS:(S,∗) → S⊕ sends ∗ to 0 and s to 1   s. Thus, following the general
pattern above we have the following deﬁnition.
Definition 1.1.3 (Pointed Petri Nets)
A pointed (PT) net is a structure N = (∂0
N,∂1
N:(TN,0) → S
⊕
N), where (TN,0) is
a pointed set of transitions, S is a set of places, and ∂0
N and ∂1
N are morphisms of
pointed sets.
A morphism of pointed nets from N0 to N1 consists of a pair of functions  f,g ,
where f:TN0 → TN1 is a morphism of pointed sets and g:S
⊕
N0 → S
⊕
N1 is a monoid
homomorphism such that  f,g  respects source and target, i.e., g ◦ ∂0
N0 = ∂0
N1 ◦ f
and g ◦ ∂1
N0 = ∂1
N1 ◦ f. In other words, a pointed net morphism is a morphism of
the underlying PT nets which, in addition, preserves the pointed element.
This gives the category Petri0 of pointed nets.
The next issue we need to treat concerns the initial marking, i.e., the initial
state, of a net. It is rather common to consider the kind of nets we deﬁned above
closer to system schemes than to systems, since they lack an initial state from which
to start computing and, of course, diﬀerent initial markings can give rise to very
diﬀerent behaviours for the same net. Although this distinction is clearly agreeable,
we shall not put much emphasis on it, since in the categorical framework this is
not always necessary. We shall for instance deﬁne processes and computations of
unmarked nets, so obtaining the collection of the computations for any possible
inital marking, the point being that it is always possible to recover all the relevant
information about the behaviour for a given marking via canonical constructions
such as comma categories [90] (see also Appendix A.1).
Definition 1.1.4 (Marked Petri Nets)
A marked (pointed) PT net is a pair (N,uN), where N is a (pointed) PT net and
uN ∈ S
⊕
N is the initial marking.
A morphism of marked (pointed) PT nets from N0 to N1 consists of a (pointed)
PT net morphism  f,g :N0 → N1 which preserves the initial marking, i.e., such
that g(uN0) = uN1.
This gives the category MPetri of marked PT nets and the category MPetri0 of
marked pointed nets.
Transitions are the basic units of computation in a PT net. A transition t
with ∂0
N(t) = u and ∂1
N(t) = v—usually written t:u → v—performs a computation
consuming the tokens in u and producing the tokens in v. A ﬁnite number of
transitions can be composed in parallel to form a step, which, therefore, is a ﬁnite
multiset of transitions. We write u[α v to denote a step α with source u and
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target v. The set S[N] of steps of N is generated by the rules:
t:u → v in N and w in S⊕
(u ⊕ w)[t (v ⊕ w) in S[N]
u[α v and u′[β v′ in S[N]
(u ⊕ u′)[α ⊕ β (v ⊕ v′) in S[N]
.
Notably, this construction can be deﬁned using the general pattern given above
by considering also for the transitions the commutative monoid monad.
Definition 1.1.5 (Petri Commutative Monoids)
A Petri commutative monoid is a structure M = (∂0
M,∂1
M:(TM,+,0) → S
⊕
M),
where (TM,+,0) is a commutative monoid, S is a set, and ∂0
M and ∂1
M are monoid
homomorphisms.
A morphism of Petri commutative monoids from M0 to M1 consists of a pair of
functions  f,g , where f:(TN0,+,0) → (TN1,+,0) and g:S
⊕
N0 → S
⊕
N1 are monoid
homomorphisms which respect source and target.
This gives the category CMonPetri of Petri commutative monoids.
Then, we have the following.
Proposition 1.1.6 (Steps are Petri Commutative Monoids)
Given a net N in Petri, consider the Petri commutative monoid
S[N] = ((∂0
N)⊕,(∂1
N)⊕:T
⊕
N → S⊕).
There is a transition α:u → v in S[N] if and only if u[α v belongs to S[N].
Moreover, S[N] is the universal Petri commutative monoid on N. Thus, S[ ] extends
to a functor which is left adjoint to the forgetful functor CMonPetri → Petri.
Proof. Immediate.  
Observe that there are obvious left adjoint functors also for the forgetful functors
CMonPetri → Petri0 and Petri0 → Petri and their composition is the functor S[ ]
given in the previous proposition.
Petri Petri0 CMonPetri ⊥
//
oo ⊥
//
oo
A ﬁnite number of steps of N can be sequentially composed thus yielding a step
sequence. The set of step sequences, denoted SS[N], is given by the rules:
u in S⊕
u[∅ u
u0[α0 ...[αn−1 un in SS[N] and un[αn un+1 in S[N]
u0[α0    [αn−1 [αn un+1 in SS[N]
.
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Following the same idea which led to Petri commutative monoids, one could try
to deﬁne a structure which captures step sequences by providing Petri commuta-
tive monoids with a sequentialization operation which makes them be categories.
However, such a structure would be richer than needed, since, besides sequences of
steps, we would also have around steps built of sequences. The need to relate such
“induced” arrows with step sequences brings directly to monoidal categories.
Definition 1.1.7 (Petri Categories)
A Petri category is a structure C = (∂0
C,∂1
C:(TC,+,0) → S
⊕
C, ; ,id), where
(∂0
C,∂1
C:(TC,+,0) → S
⊕
C) is a Petri commutative monoid, id:SC → TC is a func-
tion which associates to each u ∈ S an arrow id(u):u → u and ; :TC × TC → TC
is a partial function, called sequentialization, deﬁned on the pairs (α,β) such that
∂1
C(α) = ∂0
C(β). In addition, they satisfy the axioms:
i) ∂0
C(α;β) = ∂0
C(α) and ∂1
C(α;β) = ∂1
C(β);
ii) α;id(∂1
C(α)) = α and id(∂0
C(α));α = α;
iii) (α;β);γ = α;(β;γ);
iv) (α + α′);(β + β′) = (α;β) + (α′;β′), for α:u → v, α′:u′ → v′
β:v → w, β′:v′ → w′.
Thus, in other words, a Petri category is a strict monoidal category [90] (see Ap-
pendix A.2 for further references) which is strictly symmetric and whose object set
form a free monoid.
A morphism of Petri categories from C0 to C1 is a morphism  f,g  of the underlying
Petri commutative monoids which, in addition, preserves identities and sequential
composition, i.e., f(id(u)) = id(g(u)) and f(α;β) = f(α);f(β).
This gives the category CatPetri of Petri categories.
As before, there is a left adjoint T [ ]:Petri → CatPetri to the forgetful functor
CatPetri → Petri. It can be easily deﬁned as follows.
t:u → v in N
t:u → v in T [N]
u in S⊕
u:u → u in T [N]
α:u → v and β:v → w in T [N]
α;β:u → w in T [N]
α:u → v and α′:u′ → v′ in T [N]
α ⊕ α′:u ⊕ u′ → v ⊕ v′ in T [N]
subject to the equations which make it a strictly symmetric strict monoidal cate-
gory, the empty marking 0 being the unit and the u ∈ S⊕ being the identities.
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It is easy to realize that T [ ] factors through S[ ], and therefore we have the
following chain of adjunctions.
Petri Petri0 CMonPetri CatPetri ⊥
//
oo ⊥
//
oo ⊥
//
oo
The interesting fact about Petri categories is that the axioms of monoidal cate-
gories induce identiﬁcations also on step sequences, thus yielding a representation
of net behaviour which is more abstract than step sequences. More precisely, the
arrows of T [N], called commutative processes in [16], have been found in [9], even
though following diﬀerent motivations and through quite a diﬀerent formalization,
and characterized as the least quotient of step sequences which is more abstract
than processes [36]. In order to be more precise on this we ﬁrst need to introduce
the classical notion of process of a Petri net.
Unlike step sequences, processes provide a causality oriented explanation of net
behaviours, which is achieved by decorating sequences with explicit information
about the causal links which ruled the ﬁring of the transitions in the sequence. As
usual, one assumes that such links may be expressed faithfully as a partial order
of transitions, the ordering being considered a cause/eﬀect relationship (however,
see [44, 45, 116, 117, 112] for criticisms about this assumption). Thus, roughly
speaking, a process of a net N consists of a partial order built on a multisubset
of transitions of N. The formalization of this gives the following notion of process
net.
Notation. In the following, we use the standard notation
•a, for a ∈ SN, to mean the
pre-set of a, i.e.,
•a = {t ∈ TN | a ∈ [[∂
1
N(t)]]}. Similarly, a
• = {t ∈ TN | a ∈ [[∂
0
N(t)]]},
the post-set of a. These notations are extended in the obvious way to the case of sets
of places. Recall that the terminology pre- and post-set is used also for transitions to
indicate, respectively,
•t = [[∂
0
N(t)]] and t
• = [[∂
1
N(t)]].
Definition 1.1.8 (Process Nets)
A process net is a net Θ such that
i) for all t ∈ TΘ
(a) ∂0
Θ(t)  = 0 and ∂1
Θ(t)  = 0;
(b) for all a ∈ SΘ it is ∂0
Θ(t)(a) ≤ 1 and ∂1
Θ(t)(a) ≤ 1;
ii) for all a ∈ SΘ, it is |•a| ≤ 1 and |a•| ≤ 1, where | | gives the cardinality of
sets;
iii) ≺ is irreﬂexive, where ≺ is the transitive closure of the relation
≺1= {(a,t) | a ∈ SΘ, t ∈ TΘ, t ∈ a•} ∪ {(t,a) | a ∈ SΘ, t ∈ TΘ, t ∈ •a};
moreover, ∀t ∈ TΘ, {t′ ∈ TΘ | t′ ≺ t} is ﬁnite.
Let Petri∗ be the lluf 1 subcategory of Petri determined by the morphisms which
1Following [26], a lluf subcategory of A is a subcategory which has the same objects as A.
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map places to places (as opposed to morphisms which map places to markings).
Then, we deﬁne ProcNets to be the full subcategory of Petri∗ determined by
process nets.
Thus, in process nets every transition has non-empty pre- and post-set. More-
over, each place belongs at most to one pre-set and at most to one post-set. This
makes of the “ﬂow” relation ≺ be a pre-order. Thus, requiring it to be irreﬂexive,
which is equivalent to requiring that the net be acyclic, identiﬁes a partial order on
the transitions. The constraint about the cardinality of the set of predecessors of
a transition is then the fairly intuitive requirement that each transition be ﬁnitely
caused. (See [143] for a discussion in terms of event structures of this issue.) The
expert reader will have already noticed that the process nets above are the usual
(deterministic) occurrence nets. However, we prefer to reserve this terminology for
the kind of nets used in the context of the unfolding semantics in Section 1.7.
Definition 1.1.9 (Processes)
Given N ∈ Petri, a process of N is a morphism π:Θ → N in Petri∗, where Θ is a
process net. We say that π:Θ → N is ﬁnite if Θ is so.
Let Proc[N], the category of processes of N, be the comma category  ProcNets↓N 
of the process nets over N in Petri∗. We shall denote by Procf[N] the full subcat-
egory of Proc[N] consisting of the ﬁnite processes.
We recall that the objects of Proc[N] are morphisms π:Θ → N in Petri∗, while
its morphisms φ:π → π′ are morphisms ϕ:Θ → Θ′ such that the following diagram
commutes.
Θ Θ′
N
ϕ //
π





  
π
′
~~
 
 
 
 
 
 
Thus, Proc[N] may be considered as a generalization of the usual “preﬁx ordering”
of computations. For the purpose of deﬁning processes at the right abstraction
level, we need to make some identiﬁcations of process nets. Of course, we shall
consider as identical process nets which are isomorphic and, consequently, we shall
make no distinction between two processes π:Θ → N and π′:Θ′ → N such that
there exists an isomorphism ϕ:Θ → Θ′ such that π′ ◦ ϕ = π. Observe that the
choice of Petri∗ for π is relevant, since, also in the case of pointed nets, we certainly
want processes to be total and to map a single component of the process net to a
single component of N. Otherwise said, processes are nothing but labellings of Θ
with an appropriate element of N.
It is worth noticing that the usual deﬁnition includes only ﬁnite processes, al-
though inﬁnite ones have been considered for instance in [9]. We consider the
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broader deﬁnition above, since in Section 3.7 we shall be talking about inﬁnite pro-
cesses. However, in this section we only consider ﬁnite processes. Moreover, the
deﬁnition of processes for nets is usually given with respect to some initial marking.
In the following, we shall brieﬂy see that, in this setting, this does not make any
diﬀerence.
Definition 1.1.10 (Marked Process Nets and Processes )
A marked process net is a pair (Θ,u) where Θ is a process net and u is the set of
the minimal (wrt. ≺) elements of Θ, which are necessarily places. Let MProcNets
denote the full subcategory of MPetri∗ consisting of marked process nets ad mor-
phisms, MPetri∗ being the lluf subcategory of MPetri consisting of the morphisms
which map places to places.
The category MProc[(N,u)] of processes of a marked net (N,u) is the comma
category  MProcNets↓(N,u)  of the marked process nets over (N,u) in MPetri∗,
i.e., a process of marked nets is obtained by considering processes which map the
minimal elements of process nets to u, the initial marking of N. Similarly to the
previous case, MProcf[(N,u)] will denote the category of ﬁnite processes of N.
There is the following obvious link between Proc[N] and MProc[(N,u)].
Proposition 1.1.11
MProc[(N,u)] (respectively MProcf[(N,u)]) is the full subcategory of Proc[N]
(respectively Procf[(N,u)]) consisting of those processes π:Θ → N such that
π(min(Θ)) = u, where min(Θ) denotes the set of minimal elements of Θ.
We can now get quickly back to the characterization of T [N] we referred to ear-
lier. Observe that, by deﬁnition, processes are more concrete than step sequences,
i.e., diﬀerent processes may give rise to common step sequences, corresponding to
the fact that diﬀerent partial orders may have common linearizations. On the other
hand, diﬀerent step sequences may be sequentializations of the same process
Proposition 1.1.12 (Step Sequences and Petri Categories)
For N in Petri, the arrows of T [N], i.e., the commutative processes of N, are
obtained by quotienting the processes of N by the least equivalence such that if a
step sequence is a linearization of two diﬀerent processes, then they are equivalent.
Proof. See [9, 16].  
The categories of processes Proc[N] are not completely satisfactory, at least
for two relevant reasons. Firstly, when “categorizing” computational formalisms
the focus is on representing states—respectively types, formulas—as objects and
computations—respectively terms, proofs—as arrows, and this is because the focus
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is actually on computations and, after all, categories consist mainly of arrows.
Therefore, to consider Proc[N] as a satisfactory solution would be, at the very least,
out of the current mainstream of research. Secondly, both the monoidal structure
of Petri nets and the monoidal structure which intuitively should be enjoyed by the
computations of a concurrent system under the operation of parallel composition
are not reﬂected in Proc[N]. Clearly, T [N] does not suﬀer of these problems.
However, the very observation that T [N] provides a description of the behaviour
of N even more abstract than step sequences of course put it out of the game, since
we are looking for a causal semantics for nets. It is easy to realize that the problem
with T [N] concerning causality is due to the strict symmetry which confuses the
“causal streams” of computations. Therefore, a possible way out of this problem is
to look for a non strictly symmetric version of T [N], where the ﬂow of causality is
taken into account by the symmetry isomorphism.
Of course, another possible solution consists of looking for a version of Proc[N]
in which the processes are represented by arrows, sequential composition being the
concatenation of processes. More strongly, inspired by the current trends in the
development of the theory of computation, one would certainly like to describe
the processes of a net N as an algebra whose operations model a minimal set of
combinators on processes which capture the essence of concurrency. Clearly, in the
present case, the core of such algebra must consist of the operations of sequential
and parallel composition of processes. The problem which arises immediately is that
non-sequential processes cannot be concatenated when multiplicities are present: in
order to support such an operation one must disambiguate the identity of all the
tokens in the multisets source and target of processes. In other words, one must
recognize that process concatenation has to do with tokens rather than with places.
This is the approach followed in [16] where the above sketched variation of the
processes of N is modelled by means of a symmetric strict monoidal category P[N].
Next, we brieﬂy recall such a construction, which represents the meeting point of
the two development lines indicated above.
A symmetric strict monoidal category (SSMC in the following) is a structure
(C,⊗,e,γ), where C is a category, e is an object of C, called the unit object,
⊗:C × C → C is a functor, called the tensor product, subject to the following
equations
⊗ ◦  ⊗ × 1C  = ⊗ ◦  1C × ⊗ ; (1.2)
⊗ ◦  e,1C  = 1C; (1.3)
⊗ ◦  1C,e  = 1C; (1.4)
where e:C → C is the constant functor which associate e and ide respectively to
each object and each morphism of C,   ,   is the pairing of functor induced by
the cartesian product, and γ is a natural transformation ⊗
￿ → ⊗ ◦ ∆, where ∆ is
the endofunctor on C × C which “swaps” its arguments, subject to the following
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Kelly-MacLane coherence axioms [87, 62, 67]:
(γx,z ⊗ idy) ◦ (idx ⊗ γy,z) = γx⊗y,z; (1.5)
γy,x ◦ γx,y = idx⊗y. (1.6)
Of course, equation (1.2) states that the tensor is associative on both objects and
arrows, while (1.3) and (1.4) state that e and ide are, respectively, the unit object
and the unit arrow for ⊗. Concerning the coherence axioms, axiom (1.6) says that
γy,x is the inverse of γx,y, while (1.5), the real key of symmetric monoidal categories,
links the symmetry at composed objects to the symmetry at the components.2
Remark. Adapting the general deﬁnition of monoidal category to the special case of
SSMC’s, one ﬁnds that there is a further axiom to state, namely γe,x = idx. Observe
however that it follows from the others. In fact, by (1.3) we have that e ⊗ e = e and
thus γe,x = γe⊗e,x, which by (1.5) is equal to (γe,x ⊗ ide) ◦ (ide ⊗ γe,x). Now, by (1.3)
and (1.4) we have that γe,x = γe,x ◦ γe,x and thus, multiplying both terms by γx,e and
exploiting (1.6), we have γe,x = ide⊗x = idx.
A symmetry in a symmetric monoidal category is any arrow obtained as com-
position and tensor of components of γ and identities. We shall write SymC to
denote the lluf subcategory of a symmetric monoidal category C whose arrows are
the symmetries of C. It is important to stress that, in our context, i.e., from the
point of view of the semantics of concurrency, symmetries provide a precise and
elegant way to account for causality streams in computations. This will be clear
shortly.
A symmetric strict monoidal functor from (C,⊗,e,γ) to (D,⊗′,e′,γ′), is a func-
tor F:C → D such that
F(e) = e′, (1.7)
F(x ⊗ y) = F(x) ⊗′ F(y), (1.8)
F(γx,y) = γ
′
Fx,Fy. (1.9)
Let SsMonCat be the category of SSMC’s and symmetric strict monoidal func-
tors (see also Appendix A.2 and Table A.3). In the following, we shall be concerned
with a particular kind of SSMC’s, namely those whose objects form a free commu-
tative monoid. Let SSMC
⊕ be the full subcategory of SsMonCat consisting of
such categories. Remarkably, a very similar kind of categories have appeared as
distinguished algebraic structures also in [88], where thery are called PROP’s (for
Product and Permutation categories) , and in [85]. The diﬀerence between the
categories we use and PROP’s is that the monoid of objects of the latter have a
single generator, i.e., it is the monoid of natural numbers with addition.
2Strictly speaking the coherence axioms of SSMC’s consists of both (1.5) and (1.6). However,
by abuse of language, we shall often say “the coherence axiom” to refer to (1.5).
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Let N be a PT net in Petri. In order to deﬁne P[N], we start by introducing the
vectors of permutations (vperms) of N,3 which will play the role of the symmetry
isomorphism of the symmetric strict monoidal category P[N].
Remark. A permutation of n elements is an automorphism of the segment of the ﬁrst
n positive natural numbers, i.e., an isomorphism of {1,...,n} with itself. Permutations
can be represented by a matrix-like notation: the permutation σ such that σ(i) = σi is
written as  
1
σ1
2
σ2
   
   
n
σn
 
.
Sometimes we use a graphical variation of the notation above, according to which the
permutation σ is depicted by drawing a line from i to σ(i) (see for example Figure 1.5 in
page 34).
The set Π(n) of the n! permutations of n elements is a group under the operation of
composition of functions. The unit element of Π(n) is the identity function on {1,...,n}
and the inverse of σ is its inverse function σ
−1. The group Π(n) is called the symmetric
group on n elements, or the symmetric group of order n!. As a notation, when σ ∈ Π(n),
we write |σ| = n. Due to its triviality, the notion of permutation of zero elements is
never considered. However, to simplify notation, we shall assume that the empty function
∅:∅ → ∅ is the (unique) permutation of zero elements. Observe that Π(0) and Π(1) are
isomorphic, consisting each of a single permutation; in other words, they are (abstractly)
the same group.
We say that σ ∈ Π(n) is a transposition if there exists i < n such that σ(i) = i+1, σ(i+1) =
i and σ(k) = k elsewhere. We shall denote such a σ simply as {i → i+1,i+1 → i}. Thus,
transpositions are just “swappings” of adjacent elements. They are a relevant kind of
permutations, since any permutation can be written as the composition of transpositions.
Definition 1.1.13 (Vectors of Permutations )
For u ∈ S
⊕
N, a vperm s:u → u is a function which assigns to each a ∈ SN a
permutation s(a) ∈ Π(u(a)). Given u = n1a1⊕...⊕nkak in S
⊕
N, we shall represent
a vperm s on u as a vector of permutations,  σa1,...,σak , where s(aj) = σaj,
whence their name.
Thus, the vperms on a given u ∈ S
⊗
N are a product of permutation groups.
Moreover, they form a symmetric monoidal category under the operations deﬁned
below (see also Figure 1.1).
Definition 1.1.14 (Operations on vperms)
Given the vperms s =  σa1,...,σak :u → u and s′ =  σ′
a1,...,σ′
ak :u → u their
sequential composition s;s′:u → u is the vperm  σa1;σ′
a1,...,σak;σ′
ak , where σ;σ′
is the composition of permutations, which we write in diagrammatic order.
3Vperms are called symmetries in [16]. Here, in order to avoid confusion with the general
notion of symmetry in a symmetric monoidal category, we prefer to use another term.
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Figure 1.1: The monoidal structure of vperms
Given the vperms s =  σa1,...,σak :u → u and s′ =  σ′
a1,...,σ′
ak :v → v (where
possibly σaj = ∅ for some j), their parallel composition s⊗s′:u⊕v → u⊕v is the
vperm
 σa1 ⊗ σ
′
a1,...,σak ⊗ σ
′
ak ,
where
(σ ⊗ σ′)(x) =
 
σ(x) if 0 < x ≤ |σ|
σ′(x − |σ|) + |σ| if |σ| < x ≤ |σ| + |σ′|
Let γ be {1 → 2,2 → 1) ∈ Π(2) and consider ui = ni
1a1 ⊕ ... ⊕ ni
kak, i = 1,2, in
S⊕, the interchange vperm γ(u1,u2) is the vperm  σa1,...,σak :u1 ⊕u2 → u1 ⊕u2
where
σaj(x) =
 
x + n2
j if 0 < x ≤ n1
j
x − n1
j if n1
j < x ≤ n1
j + n2
j
It is now immediate to see that ; is associative. Moreover, for each u ∈ S⊕
the vperm u =  ida1,...,idan :u → u, where idaj the identity permutation, is of
course an identity for sequential composition. Let us consider ⊗. For 0 the empty
multiset on S, the (unique) vperm s:0 → 0 is clearly a unit for parallel composition.
Moreover, it follows immediately from the deﬁnitions that ⊗ is strictly associative,
but not commutative. Furthermore, ⊗ and ; satisfy the equations
(p ⊗ p
′);(q ⊗ q
′) = (p;q) ⊗ (p
′;q
′) and idu ⊗ idv = idu⊕v.
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Proposition 1.1.15 (SymS is symmetric strict monoidal)
Given a net N, let SymN be the category whose objects are the elements of S
⊕
N
and whose arrows are the vperms s:u → u for u ∈ S⊕ with the given identities and
composition. By the pevious arguments above, this is a category.
Consider the mapping ⊗:SymN × SymN → SymN deﬁned as follows
(u,u′) u ⊕ u′
(u,u′) u ⊕ u′
  //
(s,s
′)
￿￿
(s⊗s
′)
￿￿
  //
SymN SymN × SymN
⊗ //
By the equations given above, ⊗ is a functor, and since it is strictly associative,
SymN is a strict monoidal category.
Consider the permutation γ = {1 → 2,2 → 1} in Π(2). It is easy to verify that, for
any s:u → u and s′:v → v, we have the following equalities
γ(u,v);(s′ ⊗ s) = (s ⊗ s′);γ(u,v)
(γ(u,v) ⊗ idw);(idv ⊗ γ(u,w)) = γ(u,v ⊕ w)
γ(u,v);γ(v,u) = idu⊕v
the ﬁrst of which expresses that the family γ = {γ(u,v)}u,v∈SymN is a natural
transformation and the others correspond to axioms (1.5) and (1.6). It follows that
SymN is a symmetric strict monoidal category with symmetry isomorphism γ.
Observe that, although SymN is in general not strictly symmetric, it keeps being
so on the objects. More strongly, the objects form a free commutative monoid.
Definition 1.1.16 (The category P[N])
Let N be a net in Petri. Then P[N] is the category which includes SymN as
subcategory and has the additional arrows deﬁned by the following inference rules:
t:u → v in TN
t:u → v in P[N]
α:u → v and β:u′ → v′ in P[N]
α ⊗ β:u ⊕ u′ → v ⊕ v′ in P[N]
α:u → v and β:v → w in P[N]
α;β:u → w in P[N]
plus axioms expressing the fact that P[N] is a strict monoidal category:
α;idv = α = idu;α and (α;β);δ = α;(β;δ)
(α ⊗ β) ⊗ δ = α ⊗ (β ⊗ δ) and id0 ⊗ α = α = α ⊗ id0
(α0 ⊗ α1);(β0 ⊗ β1) = (α0;β0) ⊗ (α1;β1) for αi:ui → vi, βi:vi → wi
γ(u,u′);β ⊗ α = α ⊗ β;γ(v,v′) for α:u → v, β:u′ → v′
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and the following axioms involving vperms and transitions
t;s = t where t:u → v in TN and s:v → v in SymN,
s;t = t where t:u → v in TN and s:u → u in SymN. (Ψ)
Thus, P[N] is build on the category SymN by adding the transitions of N and
freely closing with respect to sequential and parallel composition of arrows so that
P[N] is made strict monoidal. The axiom involving vperms extends the naturality
of γ to the newly added arrows. The other axioms γ must satisfy do not depend
on the new transitions and so they follow directly from Proposition 1.1.15.
The intended interpretation of the data above is as follows. As usual, a single
transition t0:u0 → v consumes the tokens in u0 and produces those in v. Of
course, given t′
0:v → w0, in the composition t0;t′
0 we say that t′
0 causally depends
on t0. Consider now t1:u1 → v and t′
1:v → w1. Then, in accordance with the fact
that (t0 ⊗ t1);(t′
0 ⊗ t′
1) = (t0;t′
0) ⊗ (t1;t′
1), we may stipulate that in the process
(t0 ⊗ t1);(t′
0 ⊗ t′
1):u0 ⊕ u1 → w0 ⊕ w1 the transition t′
0 depends on t0 and the
transition t′
1 depends on t1, while in (t0 ⊗t1);(t′
1 ⊗t′
0) it is t0 that causes t′
1 and t1
that causes t′
0. Of course, both of those scenarios are possible since in P[N] we
have that (t′
0 ⊗ t′
1)  = (t′
1 ⊗ t′
0). Now, since
(t0 ⊗ t1);γ(v,v);(t′
0 ⊗ t′
1) = (t0 ⊗ t1);(t′
1 ⊗ t′
0),
vperms may be viewed as formal operations that “exchange causes”, by exchanging
the tokens produced by parallel transitions. Observe that this interpretation is also
well supported by the particular form that the interchange vperm takes on disjoint
pairs u and v. Then, γ(u,v) is the identity, corresponding to the fact that in this
case no ambiguity is possible concerning what transition produced what token in
u ⊕ v and, therefore, (t0 ⊗ t1);(t′
0 ⊗ t′
1) and (t0 ⊗ t1);(t′
1 ⊗ t′
0) have in this case to
be considered as the same process. Now, the meaning of the “naturality” of γ is
apparent. The same applies to the axiom s;t;s′ = t since exchanging two tokens
consumed by or produced by a single t does not inﬂuence the causal behaviour.
As alredy mentioned, this nice interpretation of the arrows of P[N] may be
pursued further by relating them to a slight reﬁnement of the classical notion of
ﬁnite process, namely the reﬁnement consisting of adding a suitable layer of labels
to the minimal and maximal places of ﬁnite process nets.
Definition 1.1.17 (f-indexed orderings)
Given sets A and B together with a function f:A → B, an f-indexed ordering of
A is a family {ℓb | b ∈ B} of bijections ℓb:f−1(b) → {1,...,|f−1(b)|}, with f−1(b)
being as usual the set {a ∈ A | f(a) = b}.
Therefore, an f-indexed ordering of A is a family of total orderings, one for each
of the partitions of A induced by f. By abuse of language, we shall keep calling an
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Figure 1.2: A net and one of its concatenable processes π:2a → b ⊕ c
f-indexed ordering of C ⊆ A any ordering obtained by considering the restriction
of f to C. In the following, given a ﬁnite process net Θ, let min(Θ) and max(Θ)
denote, respectively, its minimal and maximal elements, which must be places.
Definition 1.1.18 (Concatenable Processes )
A concatenable process of N is a triple CP = (π,ℓ,L) where
• π:Θ → N is a ﬁnite process of N;
• ℓ is a π-indexed ordering of min(Θ);
• L is a π-indexed ordering of max(Θ).
Two concatenable processes CP and CP
′ are isomorphic if their underlying pro-
cesses are isomorphic (in Procf[N]) via an isomorphism ϕ which respects the or-
dering, i.e., such that ℓ′
π′(ϕ(a))(ϕ(a)) = ℓπ(a)(a) and L′
π′(ϕ(b))(ϕ(b)) = Lπ(b)(b) for
all a ∈ min(Θ) and b ∈ max(Θ). As in the case of processes, we shall identify
isomorphic concatenable processes.
Concatenable processes can be represented by drawing the underlying process
nets and labelling their elements according to π, ℓ and L. When |π−1(a)| = 1 for
some place a, we omit the trivial labelling. Figure 1.2 shows a simple example. We
use the standard graphical representation of nets in which circles are places, boxes
are transitions, and sources and targets are directed arcs whose weights represent
multiplicities, unitary weights being omitted.
As the reader will have already guessed, it is clearly possible to deﬁne an oper-
ation of concatenation of concatenable processes, whence their name. We can asso-
ciate a source and a target in S
⊕
N to any concatenable process CP, namely by taking
the image through π of, respectively, min(Θ) and max(Θ), where Θ is the underly-
ing process net of CP. Then, the concatenation of (π0:Θ0 → N,ℓ0,L0):u → v and
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Figure 1.3: The process of Figure 1.2 as tensor of two simpler processes.
(π1:Θ1 → N,ℓ1,L1):v → w is the concatenable process (π:Θ → N,ℓ,L):u → w
deﬁned as follows.
• In order to simplify notations, suppose that SΘ0 and SΘ1 are disjoint. Let A be
the set of pairs (x,y) such that x ∈ max(Θ), y ∈ min(Θ), π0(y) = a = π1(x)
and L0
a(x) = ℓ1
a(y). By the deﬁnitions of concatenable processes and of their
sources and targets, an element of max(Θ0) belongs exactly to one pair of A,
and of course the same happens to min(Θ1). Consider S0 = SΘ0 \ max(Θ0)
and S1 = SΘ1 \ min(Θ1). Then, let in0:SΘ0 → S0 ∪ A be the function which
is the identity on x ∈ S0 and maps x ∈ max(Θ1) to the corresponding pair in
A. Deﬁne in1:SΘ1 → S1 ∪ A analogously. Then,
Θ = (∂0,∂1:TΘ0 + TΘ1 → (S0 ∪ S1 ∪ A)⊕),
where
– ∂0 = in
⊕
0 ◦ ∂0
Θ0 + in
⊕
1 ◦ ∂0
Θ1;
– ∂1 = in
⊕
0 ◦ ∂1
Θ0 + in
⊕
1 ◦ ∂1
Θ1;
• Suppose πi =  fi,gi , for i = 0,1 and consider the function g(x) = gi(x) if
x ∈ Si and g((x,y)) = g0(x) = g1(y) otherwise. Then π =  f0 + f1,g .
• ℓa(x) = ℓ0
a(x) if x ∈ min(Θ0) and ℓa((x,y)) = ℓ0
a(x) if (x,y) ∈ min(Θ).
• La(x) = L1
a(x) if x ∈ max(Θ1) and La((x,y)) = L1
a(y) if (x,y) ∈ max(Θ).
Under this operation of sequential composition, the concatenable processes of N
form a category CP[N] with object the ﬁnite multisets on SN and identities those
processes consisting only of places, which therefore are both minimal and maximal,
and such that ℓ = L.
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Figure 1.4: A transitions t:na → mb and the symmetry γ(a ⊕b⊕ c,a⊕b) in P[N]
Concatenable processes, of course, admit also a tensor operation ⊗ such that,
given CP0 = (π0:Θ0 → N,ℓ0,L0):u → v and CP1 = (π1:Θ1 → N,ℓ1,L1):u′ → v′,
CP0 ⊗ CP1 is the concatenable process (π:Θ → N,ℓ,L):u ⊕ u′ → v ⊕ v′ given
below.
• Θ = (∂0
Θ0 + ∂0
Θ1,∂1
Θ0 + ∂1
Θ1:TΘ0 + TΘ1 → (SΘ0 + SΘ1)⊕),
• π = π0 + π1;
• ℓa(in0(x)) = ℓ0
a(x) and ℓa(in1(y)) = |π
−1
0 (a)| + ℓ1
a(y).
• La(in0(x)) = L0
a(x) and La(in1(y)) = |π
−1
0 (a)| + L1
a(y).
The concatenable processes consisting only of places are the analogous of the
vperms. In particular, for any u = n1a1⊕   ⊕nkak and v = m1b1⊕   ⊕mhbh, the
concatenable process which consists of as many places as elements in the multiset
u ⊕ v, i.e., Σk
i=1ni + Σh
i=1mi, mapped by π to the corresponding places of N and
such that Lai(x) = v(ai) + ℓai(x) and ℓbi(x) = Lbi(x) − u(bi) corresponds to the
interchange vperm γ(u,v) (see also Figure 1.4). Moreover, the category CP[N]
enjoys the axioms (1.2)–(1.6) for ; , ⊗ and γ as given above. Therefore, CP[N] is
a SSMC. It is easy to see that the subcategory of symmetries of CP[N] is isomorphic
to SymN. Finally, since the transitions t of N are faithfully represented in the
obvious way by concatenable processes with a unique transition which is in the
post-set of any minimal place and in the pre-set of any maximal place, minimal
and maximal places being in one-to-one correspondence, respectively, with ∂0
N(t)
and ∂1
N(t) (see also Figure 1.4), it is possible to show the following.
Proposition 1.1.19
CP[N] and P[N] are isomorphic.
Proof. See [16].  
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Furthermore, it can be shown—and it is indeed easy to get convinced—that
concatenable processes are the least reﬁnement of processes on which such a se-
quentialization may be given. In other words, they are the ﬁnest concretion of
classical processes which may act as arrows in a category. Observe that this con-
sideration, together with the fact that concatenable processes correspond with the
arrows of P[N], links the two approaches we discussed earlier: making T [N] not
strictly symmetric and making the objects of Proc[N] be the arrows of some cate-
gory.
As already remarked in the introduction, P[N] provides an axiomatization of
the causal behaviour of N which, however, builds on the concrete choice of the
category of vperms on SN as the subcategory of symmetries of P[N]. Clearly, it
would be nice to be able to give an abstract characterization also of SymN. This
is what we shall do in the next section.
1.2 Axiomatizing Concatenable Processes
In this section we show that the category of vperms SymN can be described in
abstract terms, thus yielding a fully axiomatic characterization of concatenable
processes. We start by showing that we can associate a free SSMC to each net N.
Although this fact is not very surprising, our proof of it will give a “minimal”
description of the free category on N which will be useful later on.
Proposition 1.2.1
The forgetful functor U:SSMC
⊕ → Petri has a left adjoint F:Petri → SSMC
⊕.
Proof. Consider the category F(N) whose objects are the elements of S
⊕
N and whose
arrows are generated by the inference rules
u ∈ S
⊕
N
idu:u → u in F(N)
a and b in SN
ca,b:a ⊕ b → a ⊕ b in F(N)
t:u → v in TN
t:u → v in F(N)
α:u → v and β:u
′ → v
′ in F(N)
α ⊗ β:u ⊕ u
′ → v ⊕ v
′ in F(N)
α:u → v and β:v → w in F(N)
α;β:u → w in F(N)
modulo the axioms expressing that F(N) is a strict monoidal category, namely,
α;idv = α = idu;α and (α;β);γ = α;(β;γ),
(α ⊗ β) ⊗ γ = α ⊗ (β ⊗ γ) and id0 ⊗ α = α = α ⊗ id0, (1.10)
idu ⊗ idv = idu⊕v and (α ⊗ α
′);(β ⊗ β
′) = (α;β) ⊗ (α
′;β
′),
the latter whenever the righthand term is deﬁned, and the following axioms
ca,b;cb,a = ida⊕b (1.11)
cu,u′;(β ⊗ α) = (α ⊗ β);cv,v′ for α:u → v, β:u
′ → v
′ (1.12)
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where cu,v for u,v ∈ S
⊕
N denote any term obtained from ca,b for a,b ∈ SN by applying
recursively the following rules (compare with axiom (1.5)):
c0,u = idu = cu,0
ca⊕u,v = (ida ⊗ cu,v);(ca,v ⊗ idu) (1.13)
cu,v⊕a = (cu,v ⊗ ida);(idv ⊗ cu,a)
Observe that equation (1.12), in particular, equalizes all the terms obtained from (1.13)
for ﬁxed u and v. In fact, let cu,v and c
′
u,v be two such terms and take α and β to
be, respectively, the identities of u and v. Now, since idu ⊗ idv = idu⊕v = idv ⊗ idu,
from (1.12) we have that cu,v = c
′
u,v in F(N). Then, we claim that the collection
{cu,v}u,v∈S⊕
N
is a symmetry natural isomorphism which makes F(N) into a SSMC and
that, in addition, F(N) is the free SSMC on N.
In order to show the ﬁrst claim, observe that the naturality of c is expressed directly
from axiom (1.12). Then, we need to check that for any u and v we have cu,v;cv,u =
idu⊕v, which follows easily from (1.11) by induction on the least of the sizes of u and v.
base cases. If u = 0 or v = 0 then the thesis follows from the ﬁrst of (1.13). If instead
|u| = |v| = 1, then required equation is (1.11).
inductive step. Without loss of generality, assume that u = a ⊕ u
′. Then, by (1.13),
cu,v;cv,u = (ida ⊗ cu′,v);(ca,v ⊗ idu′);(cv,a ⊗ idu′);(ida ⊗ cv,u′)
= (ida ⊗ cu′,v);((ca,v;cv,a)) ⊗ idu′);(ida ⊗ cv,u′)
= (ida ⊗ cu′,v);(ida ⊗ cv,u′)
= ida ⊗ (cu′,v;cv,u′) = ida ⊗ idu′⊕v = idu⊕v.
Consider now the net UF(N) obtained from F(N) by forgetting about its categorical
structure. More precisely, the markings of UF(N) are the markings of N and its
transitions are the arrows F(N) with the given sources and targets. Consider then
the Petri net morphism η:N → UF(N) where ηp is the identity homomorphism and ηt
is the obvious injection of TN in TUF(N). We show that η is universal, i.e., that for any
SSMC C in SSMC
⊕ and for any Petri net morphism f:N → U(C), there is a unique
symmetric strict monoidal functor F:F(N) → C which makes the following diagram
commute.
N UF(N)
U(C)
η //
f
 
 
 
 
 
 
 
 
 
 
 
 ''
U(F)
￿￿
Let C = (C,⊗,0,γ) and f:N → U(C) be as in the hypothesis above. Then, in order
for the diagram to commute and in order for F to be a symmetric strict monoidal
functor, its deﬁnition on the generators of F(N) is compelled to be:
F(u) = fp(u), F(t) = ft(t), F(idu) = idF(u), F(ca,b) = γfp(a),fp(b).
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Of course, also the extension of F to composition and tensor is uniquely determined,
namely, it must be F(α;β) = F(β)◦F(α) and F(α⊗β) = F(α)⊗F(β). To conclude the
proof we only need to show that F is a well-deﬁned symmetric strict monoidal functor,
since, in this case, it is necessarily the unique which makes the diagram commute.
In order to show that F is well-deﬁned, it is enough to see that it preserves the axioms
which generates F(N). Since C is a strict monoidal category and since F(idu) = idF(u),
axioms (1.10) are clearly preserved. Moreover, since C is symmetric with symmetry
isomorphism γ, we have that
F(ca,b;cb,a) = γF(b),F(a) ◦ γF(a),F(b) = idF(a)⊕F(b) = idF(a⊕b),
i.e., F respects axiom (1.11). Thus, the last missing steps are to show that F preserves
axiom (1.12) and that it is a symmetric strict monoidal functor, which actually reduces
to show that for each u and v we have F(cu,v) = γF(u),F(v). We start by showing, by
induction on the structure of the c’s, that for any term cu,v generated from (1.13), we
have F(cu,v) = γF(u),F(v).
base cases. If u = 0 then cu,v = idv and thus F(cu,v) = idF(v). However, we have
already shown in the remark in page 22 that γe,x = idx holds in any symmetric
monoidal category. Thus, since F(u) = 0, we have F(cu,v) = γF(u),F(v) as required. A
symmetric argument applies if v = 0. If instead |u| = |v| = 1, the claim is proved by
appealing directly to the deﬁnition of F.
inductive step. Suppose that u = a ⊕ u
′. Then, exploting the induction hypothesis,
F(cu,v) = (γF(a),F(v) ⊗ idF(u′)) ◦ (idF(a) ⊗ γF(u′),F(v)) and thus, by the coherence ax-
iom (1.5) of symmetric monoidal categories, we have F(cu,v) = γF(a)⊕F(u′),F(v) which is
γF(a⊕u′),F(v), i.e., γF(u),F(v). If instead we have that v = v
′⊕a and cu,v is generated by
the last of (1.13), then the claim is proved similarly by using the inverse of (1.5), i.e.,
γx,y⊗z = (idy ⊗γx,z)◦(γx,y ⊗idz), which, of course, holds in any symmetric monoidal
category.
Now, since F(cu,v) = γF(u),F(v) and since γ is a natural transformation, it follows
immediately that F preserves axiom (1.12).
This shows that F is left adjoint to U, in symbols F ⊣ U.  
Thus, establishing the adjunction Petri ⇀ SSMC
⊕, we have identiﬁed the free
SSMC on N as a category generated, modulo some equations, from the net N viewed
as a graph enriched with formal arrows idu, which play the role of the identities,
and ca,b for a,b ∈ SN, which generate all the needed symmetries. In the following,
we speak of the free SSMC on N to mean F(N) as constructed above.
Remark. Observe that the above choice is the only sensible one for the notion of free
SSMC on N. In fact, the notion of free algebra, or free construction, makes sense only
when one has a functor F which is left adjoint to a forgetful functor. or, in other words,
when you have a monadic functor. Then, the free algebra on an object a is F(a). Now, it
is not possible to have a forgetful functor from a category of SSMC’s to Petri unless one
restricts oneself to SSMC⊕. Ergo the term “free” makes sense only in this case.
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The following is the adaptation to SSMC’s of the usual notion of quotient al-
gebras characterized, as usual, by a universal property. It is worth noticing that
the theory treats only the quotient of categories obtained by imposing equalities of
arrows belonging to the same homset.
Proposition 1.2.2 (Monoidal Quotient Categories)
For a given SSMC C, let R be a function which assigns to each pair of objects a and b
of C a binary relation Ra,b on the homset C(a,b). Then, there exist a SSMC C/R
and a symmetric strict monoidal functor QR:C → C/R such that
i) If fRa,bf′ then QR(f) = QR(f′);
ii) For each symmetric strict monoidal H:C → D such that H(f) = H(f′) when-
ever fRa,bf′, there exists a unique functor K:C/R → D, which is necessarily
symmetric strict monoidal, such that the following diagram commutes.
C C/R
D
QR //
H
 
 
 
 
 
 
 
 
 
 
 
 &&
K
￿￿
Proof. Say that R is a congruence if Ra,b is an equivalence for each a and b and if
R respects composition, i.e., whenever fRa,bf
′ then, for all h:a
′ → a and k:b → b
′,
we have (k ◦ f ◦ h)Ra′,b′(k ◦ f
′ ◦ h). Clearly, if R is a congruence, the following
deﬁnition is well-given: C/R is the category whose objects are those of C, whose
homset C/R(a,b) is C(a,b)/Ra,b, i.e., the quotient of the corresponding homset of C
modulo the appropriate component of R, and whose composition of arrows is given by
[g]R ◦ [f]R = [g ◦ f]R. In fact, since Ra,b is an equivalence C/R(a,b) is well-deﬁned,
and since R preserves the composition, so is the composition in C/R.
Let C = (C,⊗,e,γ). Call R a ⊗-congruence if it is a congruence in the above sense
and it respects tensor, i.e., if fRa,bf
′ then, for all h:a
′ → b
′ and k:a
′′ → b
′′, we have
(h⊗f⊗k)Ra′⊗a⊗a′′,b′⊗b⊗b′′(h⊗f
′⊗k). It is easy to check that, if R is a ⊗-congruence,
then the deﬁnition [f]R⊗[g]R = [f⊗g]R makes the quotient category C/R into a SSMC
with symmetry isomorphism given by the natural transformation whose component
at (u,v) is [γu,v]R and unit object e.
Observe now that, given R as in the hypothesis, it always possible to ﬁnd the least
⊗-congruence R
′ which includes (componentwise) R. Then, take C/R to be C/R
′
and QR to be the obvious projection of C into C/R. Clearly, QR is a symmetric
strict monoidal functor.
Now, let H:C → D be a monoidal functor as in the hypothesis and consider the
mapping of objects and arrows of C/R to, respectively, objects and arrows of D given
by K(a) = H(a) and K([f]R) = H(f). It follows from deﬁnition of functor that the
family {Sa,b}a,b∈C, where Sa,b is the binary relation {(f,g) | H(f) = H(g)} on C(a,b),
is a congruence. Moreover, since H(f ⊗ g) = H(f) ⊗ H(g), we have that {Sa,b}a,b∈C
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Figure 1.5: Some instances of the axioms of permutations
is a ⊗-congruence. Then, if H satisﬁes the condition in the hypothesis, i.e., if R ⊆ S,
since R
′ is the least ⊗-congruence which contains R, we have that fR
′
a,bg implies
H(f) = H(g), i.e., K is well-deﬁned. Moreover, since H is a functor, it follows that
K([ida]R) = idH(a) = idK(a) and K([g]R◦[f]R) = H(g)◦H(f) = K([g]R)◦K([f]R), i.e.,
K is a functor. In the same way, one shows that K([f]R ⊗ [g]R) = K([f]R) ⊗ K([g]R).
Then, since K([γu,v]R) = H(γu,v) = γ
′
K(u),K(v), where γ
′ is the symmetry isomorphism
of D, one concludes that K is in SsMonCat.
Clearly, K renders commutative the diagram above and it is indeed the unique functor
which enjoys such a property for the given H.  
Our next step is to show that P[N] is the quotient of F(N) modulo two simple
additional axioms. In order to show this, we need the following lemma, originally
proved in [104] (see also [11]).
Lemma 1.2.3
The symmetric group Π(n) is (isomorphic to) the group G freely generated from
the set {τi | 1 ≤ i < n}, modulo the equations (see also Figure 1.5)
τiτi+1τi = τi+1τiτi+1;
τiτj = τjτi if |i − j| ≥ 1; (1.14)
τiτi = e;
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where e is the unit element of the group.
Proof. The proof is by induction on n. First of all, observe that for n = 0 and n = 1 the
set of generators is empty and the equations are vacuous. Hence, G is the free group
on the empty set of generators, i.e., the group consisting only of the unit element,
which is (isomorphic to) Π(0) and Π(1).
Suppose now that the thesis holds for n ≥ 1 and let us prove it for n + 1. It is
immediately evident that the permutations of n + 1 elements are generated by the n
transpositions, i.e., by those pemutations which leave all the elements ﬁxed but two ad-
jacent ones, which are exchanged. Moreover, the transpositions satisfy axioms (1.14),
as a quick look to Figure 1.5 shows. It follows that the order of G must be not smaller
than the order of Π(n + 1), i.e., |G| ≥ (n + 1)!, where | | gives the cardinality of sets.
Moreover, there is a group homomorphism h:G → Π(n + 1) which sends τi to the
transposition (i i + 1), and since the transpositions generate Π(n + 1), we have that
h is surjective. Thus, in order to conclude the proof, we only need to show that h
injective, which clearly follows if we show that |G| = (n + 1)!.
Let H be the subgroup of G generated by {τ1,τ2,...,τn−1} and consider the n + 1
cosets H1, ..., Hn+1, where Hi = Hτn    τi = {xτn    τi | x ∈ H}, 1 ≤ i ≤ n, and
Hn+1 = H. Then, for 1 ≤ i ≤ n + 1 and 1 ≤ j ≤ n, consider Hiτj. The following
cases are possible.
i > j + 1. By the second of axioms (1.14), τj is permutable with each of τi, ..., τn
and, therefore,
Hiτj = Hτn    τiτj
= Hτjτn    τi
= Hτn    τi = Hi.
i < j. Again by the second of (1.14), τj is permutable with each of τi, ..., τj−2 and,
therefore,
Hiτj = Hτn    τiτj
= Hτn    τj+1τjτj−1τj    τi
= Hτn    τj+1τj−1τjτj−1    τi by the ﬁrst of (1.14)
= Hτj−1τn    τj+1τjτj−1    τi by the second of (1.14)
= Hτn    τi = Hi.
i = j. Then Hjτj = Hτn    τjτj. i.e., by the third of (1.14), Hτn    τj+1 = Hj+1.
i = j + 1. Then Hj+1τj = Hτn    τj+1τj = Hj.
In other words, for 1 ≤ j ≤ n, the sets H1 ... Hn+1 remain all unchanged by post-
multiplication by τj, except that Hj and Hj+1 which are exchanged with each other.
Now, since each element of G is a product τi1    τik, it belongs to Hτi1    τik, i.e., to
one of the Hi. Hence, G is contained in the union of the Hi’s. It follows immediately
that, if H is ﬁnite, we have that |G| ≤ (n+1) |H|. However, by induction hypothesis,
H is (isomorphic to) Π(n), and thus H is ﬁnite and |H| = n!. Therefore, |G| ≤ (n+1)!,
which concludes the proof.  
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The lemma above is easily adapted to vperms as follows.
Lemma 1.2.4
The arrows of SymN are generated via sequential composition by the vperms of the
kind idu ⊗γ(a,a)⊗idv:u⊕2a⊕v → u⊕2a⊕v. Moreover, two such compositions
yield the same vperm if and only if this can be shown by using the axioms (compare
with (1.14) by distributing the terms on the two sides of the equality sign)
((idu⊕a ⊗ γ(a,a) ⊗ idv); (idu ⊗ γ(a,a) ⊗ ida⊕v))3 = idu⊕3a⊕v,
((idu ⊗ γ(a,a) ⊗ id2b⊕v); (idu⊕2a ⊗ γ(b,b) ⊗ idv))2 = idu⊕2a⊕2b⊕v, (1.15)
(idu ⊗ γ(a,a) ⊗ idv)2 = idu⊕2a⊕v.
where fn indicates the composition of f with itself n times.
Proof. Concerning the ﬁrst claim, a vperm p =  σa1,...,σan  coincides with the
tensor σa1 ⊗     ⊗ σan which, exploiting the functoriality of ⊗, can be written as
(σa1 ⊗     ⊗ idun);   ;(idu1 ⊗     ⊗ σan). Now, since σai is a permutation, it is a
composition of transpositions, and since the transposition τi:na → na can be written
as id(i−1)a⊗γ(a,a)⊗id(n−i−1)a in SymN, we have σai = (idu′
1 ⊗γ(ai,ai)⊗idu′′
1 );   ;
(idu′
k ⊗ γ(ai,ai) ⊗ idu′′
k). Therefore, the vperms idu ⊗ γ(a,a) ⊗ idv generate via
composition all the vperms of SymN.
Concerning the axiomatization, it is easy to verify that the equations (1.15) hold
in SymN (compare with Figure 1.5). On the other hand, suppose that the sequences
p = (idu1 ⊗ γ(a1,a1) ⊗ idv1);   ;(idun ⊗ γ(an,an) ⊗ idvn)
q = (idu′
1 ⊗ γ(b1,b1) ⊗ idv′
1);   ;(idu′
m ⊗ γ(bm,bm) ⊗ idv′
m)
evaluate to the same vperm σc1 ⊗     ⊗ σck. We have to show that p and q can be
proved equal using axioms (1.15) . To this aim, observe ﬁrst that every ai appearing
in p and every bi appearing in q must be one of the ci’s. Moreover, observe that,
by repeated applications of the second of (1.15), we can reorganize p and q in such a
way that all the terms involving c1—if any—are grouped together and immediately
followed by all the terms involving c2—if any—and so on. Let us denote by p
′ and q
′
the terms so obtained and let us focus on the sequences p
′
i and q
′
i of terms involving ci
respectively in p
′ and q
′. The following cases are possible.
i) p
′
i and q
′
i are both empty. Then, there is nothing to show.
ii) Either p
′
i or q
′
i—without loss of generality say p
′
i—is empty. Then, σci is the
identity and since q
′
i evaluates to it, by Lemma 1.2.3, q
′
i can be proved equal to
the identity permutation using axioms (1.14). Now notice that the axioms (1.14)
coincide with the axioms (1.15) instantiated to ci. Therefore, the proof that
q
′
i is the identity permutation can be mimicked to prove using instances of ax-
ioms (1.15) that q
′
i is an identity in SymN. Then we can drop q
′
i from q
′.
iii) Both p
′
i and qi are nonempty. Then, they must both evaluate to σci and, there-
fore, they can be proved equal using axioms (1.14). Then exploting the observa-
tion in the previous case, p
′
i and q
′
i can be proved equal using axioms (1.15).
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Thus, p and q are proved equal using axioms (1.15), which concludes the proof.  
We are now ready to show the promised characterization of P[N].
Proposition 1.2.5
P[N] is the monoidal quotient of the free SSMC on N modulo the axioms
ca,b = ida⊕b if a,b ∈ SN and a  = b, (1.16)
s;t;s′ = t if t ∈ TN and s,s′ are symmetries. (1.17)
Proof. We show that P[N] enjoys the universal property of F(N)/R stated in Propo-
sition 1.2.2, where R is the congruence generated from equations (1.16) and (1.17). It
follows then from general facts about universal constructions that P[N] is isomorphic
to F(N)/R.
First of all observe that P[N] belongs to SSMC
⊕. Therefore, corresponding to the
Petri net inclusion morphism N → UP[N], there is a symmetric strict monoidal
functor Q:F(N) → P[N] which is the identity on the places and on the transitions of
N, i.e., such that
Q(a) = a if a ∈ SN,
Q(t) = t if t ∈ TN,
Q(ca,b) = γ(a,b) if a,b ∈ SN.
Thus, since γ(a,b) = ida⊕b if a  = b ∈ SN, we have that Q(ca,b) = Q(ida⊕b) for
a  = b ∈ SN. Moreover, since Q is a symmetric monoidal functor, it sends symmetries
to symmetries. Therefore, since (1.17) holds in P[N], if s and s
′ are symmetries and
t ∈ TN, we have that Q(s;t;s
′) = ¯ s;t; ¯ s
′ = t = Q(t). We shall show that Q is
universal among the functors which equalize the pairs (ca,b,ida⊕b) with a  = b and the
pairs (s;t;s
′,t) with s and s
′ symmetries and t ∈ TN.
We start by showing that SymN can be embedded in SymF(N), though not via a
symmetric strict monoidal functor. Consider the mapping G of objects and arrows
of SymN to, respectively, objects and arrows of SymF(N) which is the identity on the
objects and such that
G(idu ⊗ γ(a,a) ⊗ idv) = idu ⊗ ca,a ⊗ idv,
G(p;q) = G(p);G(q)
G(idu) = idu.
It follows from Lemma 1.2.4 that the above deﬁnition deﬁnes G on all vperms. Thus,
in order to see that G is a functor we only need to see that it is well-deﬁned which,
by exploiting Lemma 1.2.4, can be seen by showing that it respects axioms (1.15).
i) From (1.13) we have that (ida ⊗ca,a);(ca,a ⊗ida) = ca⊕a,a and then from (1.12)
we have ca⊕a,a;(ida ⊗ ca,a) = (ca,a ⊗ ida);ca⊕a,a, which, again by (1.13), yields
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(ida ⊗ ca,a);(ca,a ⊗ ida);(ida ⊗ ca,a) = (ca,a ⊗ ida);(ida ⊗ ca,a);(ca,a ⊗ ida),
which is ((ida ⊗ ca,a);(ca,a ⊗ ida))
3 = id3a. Then, tensoring both terms by idu
on the left and idv on the right and using (1.10), we have the required equality
((idu⊕a ⊗ ca,a ⊗ idv);(idu ⊗ ca,a ⊗ ida⊕v))
3 = idu⊕3a⊕v
ii) By two applications of the last of (1.10), we have
(ca,a ⊗ id2b);(id2a ⊗ cb,b) = (ca,a ⊗ cb,b) = (id2a ⊗ cb,b);(ca,a ⊗ id2b).
Then, applying the tensor of idu and idv as before, the required equality follows.
iii) (idu ⊗ca,a ⊗idv);(idu ⊗ca,a ⊗idv) = idu⊕2a⊕v follows immediately from (1.11).
Therefore, G is a functor. Of course, G is not symmetric strict monoidal, since
G(γ(a,b)) = ida⊕b  = ca,b, i.e., axiom (1.9) does not hold. However, G is monoidal in
the sense that conditions (1.7) and (1.8) hold. The claim is immediate for (1.7), while
G(s ⊗ s
′) = G((s ⊗ idv);(idu ⊗ s
′)) = (G(s) ⊗ idv);(idu ⊗G(s
′)) = G(s) ⊗ G(s
′).
Let C = (C,⊗,e,γ) be a SSMC and suppose that there exists a symmetric strict
monoidal functor H:F(N) → C such that, for any pair a  = b ∈ SN and for any
symmetries s and s
′, H(ca,b) = H(ida⊕b) and H(s;t;s
′) = H(t). We have to show
that there exists a unique K:P[N] → C such that H = KQ. We consider the following
deﬁnition of K on objects and generators
K(u) = H(u) if u ∈ S
⊕
N,
K(s) = H(G(s)) if s is a symmetry
K(t) = H(t) if t ∈ TN,
extendend to P[N] by K(α;β) = K(α);K(β) and K(α⊗β) = K(α)⊗K(β). First of all,
we have to show that K is well-deﬁned, i.e., that the equations which hold in P[N] are
preserved by K. To this aim, recall that P[N], by deﬁnition, is the category generated
on top of SymN from the transitions of N modulo the axioms of monoidality, i.e., (1.2)–
(1.6) plus the functoriality of ⊗ and the naturality of the symmetry isomorphism, and
axioms (Ψ). Now, since H is symmetric strict monoidal and since G is monoidal, it is
immediate to see that the functoriality of ⊗ and the axioms (1.2)–(1.4) are preserved.
The key to show that the same happens for the naturality of the symmetry, (1.5)
and (1.6) is to show that K(γ(u,v)) = γK(u),K(v). In fact, once this fact is established,
the aforesaid points follow from the fact that C is a SSMC. Thus, we proceed to prove
our claim by induction on the least of the sizes of u and v.
base cases. If u = 0 then γ(u,v) = idv and since K(0) = e, we have that K(γ(u,v)) =
idK(v) = γe,K(v). Otherwise, if v = 0, a symmetric argument applies. If instead
|u| = |v| = 1, we have the following two cases.
u = v = a. Then K(γ(a,a)) = H(ca,a) = γK(a),K(a), since H is symmetric.
u  = v Then K(γ(u,v)) = H(idu⊕v) which, by hypothesis on H, is γK(u),K(v).
inductive step. Suppose that u = a ⊕ u
′. Then, by the coherence axiom (1.5),
K(γ(u,v)) = (K(γ(a,v)) ⊗ idK(u′)) ◦ (idK(a) ⊗ K(γ(u
′,v))) and thus, exploting the
induction hypothesis, K(γ(u,v)) = (γK(a),K(v)⊗idK(u′))◦(idK(a)⊗γK(u′),K(v)), which,
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again by (1.5), is γK(a)⊗K(u′),K(v), i.e., γK(a⊕u′),K(v). If instead we have that v = v
′⊕a
the induction is mantained similarly by using the inverse of (1.5).
Thus, the last step we have left is to prove that axioms (Ψ) are mantained. This is clear,
since if s is a symmetry, then G(s) is also a symmetry. Therefore K(s;t) = H(G(s);t) =
H(G(s);t;id) = H(t) = K(t) and, reasoning in the same way, K(t;s) = K(t). Now,
the fact that K is a functor follows from its own deﬁnition and from the fact that G
is so. Observe that, by showing that the symmetry isomorphism of P[N] is preserved,
we have actually shown that K is a symmetric strict monoidal functor.
Our next task is to show that H = KQ. This is of course the case for objects and
transitions. Observe further that, since Q is symmetric strict monoidal, we have that
Q(cu,v) = γ(u,v), whence it follows that KQ(cu,v) = γH(u),H(v) = H(cu,v). Now,
since the symmetries of F(n) are by deﬁnition generated via tensor and composition
from c and from identities, we conclude that H and KQ coincide on SymF(N). Then,
one proves that H = KQ by proving, by easy induction on the structure of the terms,
that each arrow of F(N) can be written as the composition of symmetries and arrows
of the kind idu ⊗ t ⊗ idv, for t ∈ TN.
Finally, concerning the uniqueness condition on K, observe that it must necessarily
be K(idu ⊗ γ(a,a) ⊗ idv) = idH(u) ⊗ γH(a),H(a) ⊗ idH(v), which, by Lemma 1.2.4,
deﬁnes K uniquely on SymN. Moreover, the behaviour of K on the arrows formed as
composition and tensor of transitions is uniquely determined by H. Therefore, the
proof is concluded.  
The next corollary gives an alternative form for axiom (1.17).
Corollary 1.2.6
Axiom (1.17) in Proposition 1.2.5 can be replaced by the axioms
t;(idu ⊗ ca,a ⊗ idv) = t if t ∈ T and a ∈ S,
(idu ⊗ ca,a ⊗ idv);t = t if t ∈ T and a ∈ S. (1.18)
Proof. Since (idu⊗γa,a⊗idv) and all the identities are symmetries, axiom (1.17) implies
the present ones. It is easy to see that, on the contrary, the axioms above, together
with axiom (1.16) implies (1.17).
Let s:u → u by a symmetry of F(N) and suppose s  = idu. By repeated applications
of (1.13), together the functoriality of ⊗ , we obtain the following equality:
s = (idu1 ⊗ ca1,b1 ⊗ idv1);...;(iduh ⊗ cah,bh ⊗ idvh)
for some h ∈ ω. Moreover, by exploiting axiom (1.16), we can drop every term in
which ai  = bi. Thus we have
s = (idu1 ⊗ ca1,a1 ⊗ idv1);...;(iduk ⊗ cak,ak ⊗ idvk) (1.19)
for some k ≤ h. Then, by (1.19) and repeated applications of the axioms (1.18), one
can prove s;t;s
′ = t.  
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The next corollary sums up the purely algebraic characterization of the category
of concatenable processes that we have proved in this note.
Corollary 1.2.7
The category P[N] of concatenable processes of N is the category whose objects
are the elements of S
⊕
N and whose arrows are generated by the inference rules
u ∈ S
⊕
N
idu:u → u in P[N]
a in SN
ca,a:a ⊕ a → a ⊕ a in P[N]
t:u → v in TN
t:u → v in P[N]
α:u → v and β:u′ → v′ in P[N]
α ⊗ β:u ⊕ u′ → v ⊕ v′ in P[N]
α:u → v and β:v → w in P[N]
α;β:u → w in P[N]
modulo the axioms expressing that P[N] is a strict monoidal category, namely,
α;idv = α = idu;α and (α;β);γ = α;(β;γ),
(α ⊗ β) ⊗ γ = α ⊗ (β ⊗ γ) and id0 ⊗ α = α = α ⊗ id0,
idu ⊗ idv = idu⊕v and (α ⊗ α′);(β ⊗ β′) = (α;β) ⊗ (α′;β′),
the latter whenever the righthand term is deﬁned, and the following axioms
ca,a;ca,a = ida⊕b
t;(idu ⊗ ca,a ⊗ idv) = t if t ∈ T,
(idu ⊗ ca,a ⊗ idv);t = t if t ∈ T,
cu,u′;(β ⊗ α) = (α ⊗ β);cv,v′ for α:u → v, β:u′ → v′
where cu,v for u,v ∈ S
⊕
N is obtained from ca,a by applying recursively the following
rules:
ca,b = ida⊕b if a = 0 or b = 0 or (a,b ∈ SN and a  = b)
ca⊕u,v = (ida ⊗ cu,v);(ca,v ⊗ idu)
cu,v⊕a = (cu,v ⊗ ida);(idv ⊗ cu,a)
Proof. Easy from Proposition 1.2.1, Proposition 1.2.5 and Corollary 1.2.6.  
1.3 A Functorial Construction for Processes
Among the primary requirements usually imposed on constructions like P[ ] there is
the functoriality. One of the main reasons which support the choice of a categorical
treatment of semantics is the need of specifying further the structure of the systems
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under analysis by giving explicitly the morphisms or, in other words, by specifying
how the given systems simulate each other. This, in turn, means to choose precisely
what the relevant (behavioural) structure of the systems is. It is therefore clear
that such morphisms should be preserved at the semantic level. In our speciﬁc
case, the functoriality of P[ ] would mean that if N can be mapped to N′ via a
morphism  f,g , which by the very deﬁnition of net morphisms implies that step
sequences of N can be simulated by step sequences of N′, there must be a way,
namely P[ f,g ], to see the processes of N as processes of N′.
Unfortunately, this is not possible for P[ ]. More precisely, although it may be
possible to ﬁnd a tricky way to extend P[ ] to net morphisms, it is deﬁnitely not
possible to make it a monoidal functor, i.e., a functor which respects the monoidal
structure of processes, which is certainly what is to be done in our case. The
problem, as illustrated by the following example, is due to the particular shape
of the symmetries of P[N] which, on the other hand, is exactly what makes P[N]
capture quite precisely the notion of processes of N.
Example 1.3.1
Consider the nets N and ¯ N in the picture below. We have SN = {a0,a1,b0,b1}
and TN consisting of the two transitions t0:a0 → b0 and t1:a1 → b1, while S ¯ N =
{¯ a,¯ b0,¯ b1} and T ¯ N contains ¯ t0:¯ a → ¯ b0 and ¯ t1:¯ a → ¯ b1.
t0 t1 ¯ t0 ¯ t1
a0
'
&
$
%
￿￿
a1
'
&
$
%
￿￿
¯ a
'
&
$
%
 
 
 
 
 ￿￿
 
 
 
 
  ￿￿
￿
￿
￿
￿
￿￿
￿
￿
￿
￿
￿￿
￿
￿
￿
￿
￿￿
￿
￿
￿
￿
￿￿
b0
'
&
$
%
b1
'
&
$
%
¯ b0
'
&
$
%
¯ b1
'
&
$
%
Consider now the net morphism  f,g  where f(ti) = ¯ ti, g(ai) = ¯ a and g(bi) = ¯ bi,
for i = 0,1. We claim that  f,g  cannot be extended to a monoidal functor P[ f,g ]
from P[N] to P[ ¯ N]. Suppose in fact that F is such an extension. Then, it must be
F(t0 ⊗ t1) = F(t0) ⊗ F(t1) = ¯ t0 ⊗ ¯ t1. Moreover, since t0 ⊗ t1 = t1 ⊗ t0, we would
have
¯ t0 ⊗ ¯ t1 = F(t1 ⊗ t0) = ¯ t1 ⊗ ¯ t0,
which is impossible since the leftmost and the rightmost terms in the formula above
are diﬀerent in P[ ¯ N].
It is easy to observe from the above discussion that as soon as one tries to impose
axioms on P[N] which guarantee to get a functor, one annihilates all the symmetries
and, therefore, destroys the ability of P[N] to cope with causality.
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The problem can be explained formally by saying that the category SymN,
sitting inside P[N], is not free, and that is why we cannot ﬁnd an extension to
P[N] of the morphism  f,g :N → ¯ N ֒→ P[ ¯ N]. In fact, Proposition 1.2.5 shows
that SymN is the free category of symmetries on S
⊕
N modulo axiom (1.16), i.e., the
SSMC which has S
⊕
N as objects and whose arrows are freely generated from a family
of formal arrows cu,v, for u,v ∈ S
⊕
N modulo the axioms which express that c is a
natural transformation, the axioms (1.2)–(1.6) of SSMC’s, and the axiom
ca,b = ida⊕b if a  = b in SN.
Clearly, it is exactly this conditional axiom with a negative premise which prevents
SymN from being the free model of the axioms (and us from getting any free models
of them). To make things worse, the theory illustrated so far makes it clear that,
in order for P[N] to have the interesting computational meaning it has, such an
axiom is strictly needed.
There does not seem to be an easy and satisfactory solution to the functoriality
problem for P[ ]. A possible solution which comes naturally to the mind would
consist of looking for a non strict monoidal functor, i.e., a functor F together with
a natural transformation ϕ:F(x1) ⊗ F(x2)
￿ → F(x1 ⊗ x2) which substitutes the
equality required by strict functors. However, simple examples show that this idea
does not bring anywhere, at least unless P[ ] is heavily modiﬁed also on the objects,
since it is not possible to choose the components of ϕ “naturally”.
However, we present here a solution to the problem based on a rather radical
change of models for net behaviours. Namely, instead of considering SSMC’s with
commutative monoids of objects, we choose as semantic domain a category SSMC
⊗
of SSMC’s whose objects form free, non-commutative monoids. The reason for
renouncing to commutativity is explained in the following subsection. The most
interesting thing is, in our view, that the objects of SSMC
⊗ still admit a very nice
computational interpretation. We are aware that our approach is to be considered
only a ﬁrst step towards a satisfactory solution. With the same strenght, however,
we believe that our results contribute to deepen the understanding of the subject.
A Negative Result about Functoriality
In this subsection we show that the problem illustrated in Example 1.3.1 is serious,
actually deep enough to prevent any naive modiﬁcation of P[ ] to be functorial.
Proposition 1.3.2
Let X[ ] be a function which assigns to each net N a symmetric strict monoidal
category whose monoid of objects is commutative and contains SN, the places of N.
Suppose further the group of symmetries at any object of X[N] is ﬁnite. Finally,
suppose that there exists a net N with a place a ∈ N such that, for each n > 1, we
have that the symmetry of X[N] at (na,na) is not an identity.
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Then, there exists a Petri net morphism  f,g :N0 → N1 which cannot be extended
to a symmetric strict monoidal functor from X[N0] to X[N1].
Proof. The key of the proof is the following observation about monoidal categories.
Let C be a symmetric strict monoidal category with symmetry isomorphism c. Then,
for all a ∈ C and for all n ≥ 1, we have (ca,(n−1)a)
n = id, where, in order to simplify
notations, throughout the proof we write na and c
n
x,y to denote, respectively, the tensor
product of n copies of a and sequential composition of n copies of cx,y. To show that,
consider for i = 1,...,n the functor Fi from C
n, the cartesian product of n copies of
C, to C deﬁned as follows.
(x1,...,xn) xi    xn    xi+1
(y1,...,yn) yi    yn    yi+1
  //
(f1,...,fn)
￿￿
(fi   fnf1   fi+1)
￿￿
  //
C C
n Fi //
Moreover, consider the natural transformations φi:Fi
￿ → Fi+1, i = 1,...,n − 1 and
φn:Fn → F1 whose components at x1,...,xn are, respectively, cxi,xi+1   xnx1   xi−1
and cxn,x1   xn−1. Finally, let φ be the sequential composition of φ1,...,φn. Then
φ is a natural transformation x1    xn
￿
→ x1    xn built up only from components
of c. From the Kelly-MacLane coherence theorem [87, 62] (see also Appendix A.2)
we know that there is at most natural transformation consting only of identities and
components of c, and since the identity of F1 is such, we have that φ = idF1. Then,
instantiating each variable with a, we obtain (ca,(n−1)a)
n = idna, as required.
It may be worth to observe that the above property holds also for n = 0, provided we
deﬁne 0a = e and c
0
x,y = id.
It is now easy to conclude the proof. Let N
′ be a net such that, for each n, we have
c
′
na,na  = id, where c
′ is the symmetry natural isomorphism of X[N
′]. Analogously,
let N be a net with two distinct places a and b and with no transitions, and let c
′ be
the symmetry natural isomorphism of X[N]. Since the group of symmetries at ab is
ﬁnite, so is its cyclic subgroup generated by ca,b, i.e., there exists k > 1, the order of
the subgroup, such that (ca,b)
k = id and (ca,b)
n  = id for any 1 ≤ n < k.
Let p be any prime number greater than k. We claim that the Petri net morphism
 f,g :N → N
′, where f is the (unique) function ∅ → TN′ and g is the monoid ho-
momorphism such that g(b) = (p− 1)a and g is the identity on the other places of N,
cannot be extended to a symmetric strict monoidal functor F:X[N] → X[N
′]. In fact,
from the ﬁrst part of this proof, we know that (ca,(p−1)a)
p = 1. Moreover, by general
result of group theory, the order of the cyclic subgroup generated by ca,(p−1)a must
be a factor of p and then, in this case, 1 or p. In other words, either ca,(p−1)a = id
or (ca,(p−1)a)
n  = id for all 1 ≤ n < p. If the second situation occurs, then we have
F((ca,b)
k) = id and also F((ca,b)
k) = (c
′
F(a),F(b))
k = (c
′
a,(p−1)a)
k  = id, i.e., F cannot
exists. Thus, in order to conclude the proof, we only need to show that, in our hypoth-
esis, c
′
a,(p−1)a  = id. To this aim, it is enough to observe that c
′
a,(p−1)a = id implies
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c
′
na,na = id for n = p −1, which is against our hypothesis on N
′. In fact, c
′
ka,(p−1)a =
ac
′
(k−1)a,(p−1)a;c
′
a,(p−1)ana, whence it follows directly that c
′
(p−1)a,(p−1)a = id.  
The contents of the previous proposition may be restated in diﬀerent terms
by saying that in the free category of symmetries on a commutative monoid M
there are inﬁnite homsets. This means that dropping axiom (1.16) in the deﬁnition
of P[N] causes an “explosion” of the structure of the symmetries. More precisely, if
we omit axiom (1.16), we can ﬁnd some object u such that the group of symmetries
on u has inﬁnite order. Of course, since symmetries represent causality, this makes
the category so obtained completely useless for the kind of application we have in
mind.
The hypothesis of Proposition 1.3.2 can be certainly weakened in several ways,
clearly to the price of complicating the proof. However, we avoided such compli-
cations, since the conditions stated above are already weak enough if one wants
to regard X[N] as a category of processes of N. In fact, since places represent
the atomic bricks on which states are built, one needs to consider them in X[N],
since symmetries regulate the “ﬂow of causality”, there will be cna,na diﬀerent from
the identity, and since in a computation we can have only ﬁnitely many “causality
streams”, there will not be categories with inﬁnite groups of symmetries. Therefore,
the given result means that there is no chance to have a functorial construction of
the processes of N on the line of P[N] whose objects form a commutative monoid.
The Category Q[N]
This subsection introduces the symmetric strict monoidal category Q[N] which is
meant to represent the processes of a Petri net N and which supports a functorial
construction. This allows us to characterize the category of the categories of net
behaviours, or, in other words, to axiomatize the behaviour of nets “in the large”. In
fact, although [97] and [16] clarify how the behaviour of a single net may be captured
by a symmetric strict monoidal category, because of the missing functoriality of P[ ],
nothing is said about what the semantic domain for Petri nets is.
Necessarily, there is a price to be payed. Here, the idea is to abandon the
commutativity of the monoids of the objects. More precisely, we build the arrows
of Q[N] starting from Sym
∗
N, the free category of symmetries over the set SN.
This makes transitions to have many corresponding arrows in Q[N]; however, all
the arrows of Q[N] which diﬀer only for instances of transitions will be equated by a
“naturality” condition which, therefore, guarantees that Q[N] remains close to the
category P[N] of concatenable processes. Namely, the arrows of Q[N] correspond
to Goltz-Reisig processes in which the minimal and the maximal places are totally
ordered.
Similarly to SymN, Sym
∗
N serves a double purpose. From the categorical point
of view it provides the symmetry isomorphism of a symmetric monoidal category,
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while from the semantics viewpoint it regulates the ﬂow of causal dependency. It
should be noticed, however, that here the point of view is strictly more concrete
than in the case of SymN. In fact, generally speaking, a symmetry in Q[N] must be
interpreted as a “reorganization” of the tokens in the global state of the net which,
when reorganizing multiple instances of the same place, as a by-product, yields a
exchange of causes exactly as SymN does for P[N].
Notation. In the following, we use S
⊗ to indicate the set of (ﬁnite) strings on set S, more
commonly denoted by S
∗. In the same way, we use ⊗ to denote string concatenation, while
0 denotes the empty string. As usual, for u ∈ S
⊗, we indicate by |u| the lenght of u and
by ui the its i-th element.
The construction of S⊗, which under the operation of string concatenation is
the free monoid on S, admits a corresponding monad (( )⊗,η, ) on Set. In this
case ( )⊗ is the functor which associates to each set S the monoid S⊗ and to each
f:S0 → S1 the monoid homomorphism f⊗:S
⊗
0 → S
⊗
1 such that f⊗(u) =
 
f(ui),
ηS:S → S⊗ is the injection of S in S⊗ and  S:S⊗
2
→ S⊗ is the obvious monoid
homomorphism which maps a string of elements of S⊗ to the concatenation of its
component strings. Recall that the algebras for such a monad are the monoids and
the homomorphisms are the monoids homomorphisms.
Definition 1.3.3 (Permutations)
Let S be a set. The category Sym
∗
S has for objects the strings S⊗ and an arrow
p:u → v if and only if p ∈ Π(|u|), i.e., p is a permutation of |u| elements, and v is
the string obtained from u by applying the permutation p, i.e., vp(i) = ui.
Arrows composition in Sym
∗
S is obviously given by the product of permutations,
i.e., their composition as functions, here and in the following denoted by ; .
Graphically, we represent an arrow p:u → v in Sym
∗
S by drawing a line between
ui and vp(i), as for example in Figure 1.6. Of course, it is possible to deﬁne a
tensor product on Sym
∗
S together with interchange permutations which make it
be a symmetric monoidal category (see also Figure 1.6, where γ is once again the
permutation {1 → 2,2 → 1}).
Definition 1.3.4 (Operations on Permutations)
Given the permutations p:u → v and p′:u′ → v′ in Sym
∗
S their parallel composition
p ⊗ p′:u ⊗ u′ → v ⊗ v′ is the permutation such that
i  →
 
p(i) if 0 < i ≤ |u|
p′(i − |u|) + |u| if |u| < i ≤ |u| + |u′|
Given σ ∈ Π(m) and m strings ui for i = 1,...,m in S⊗, the interchange permu-
tation σ(u1,...,um) is the permutation p such that
p(i) = i −
h−1  
j=1
|uj| +
 
π(j)<π(h)
|uj| if
h−1  
j=1
|uj| < i ≤
h  
j=1
|uj|.
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Figure 1.6: The monoidal structure of Sym
∗
S
Clearly, ⊗ so deﬁned is associative and furthermore a simple calculation shows
that it satisﬁes the equations
(p ⊗ p′);(q ⊗ q′) = (p;q) ⊗ (p′;q′) and idu ⊗ idv = idu⊗v.
It follows easily that the mapping ⊗:Sym
∗
S × Sym
∗
S → Sym
∗
S deﬁned by
(u,u′) u ⊗ v
(v,v′) v ⊗ v′
  //
(p,p
′)
￿￿
(p⊗p
′)
￿￿
  //
Sym
∗
S Sym
∗
S × Sym
∗
S
⊗ //
is a functor which makes Sym
∗
S be a strict monoidal category. Finally, the sym-
metric structure of Sym
∗
S is made explicit by the interchange permutations.
Proposition 1.3.5 (Sym
∗
S is symmetric strict monoidal)
For any set S, the family γ = {γ(u,v)}u,v∈Sym∗
S provides the symmetry isomor-
phism which endowes Sym
∗
S with a symmetric monoidal structure.
Proof. Recall that γ(u,v) is the interchange permutation deﬁned from the permutation
γ = {1 → 2,2 → 1} in Π(2). It is just a matter of few calculations to verify that, for
any p:u → u
′ and p
′:v → v
′, the equations which deﬁne a symmetry isomorphism i.e.,
the naturality and axioms (1.5) and (1.6), which in the current case reduce to
γ(u,v);(p
′ ⊗ p) = (p ⊗ p
′);γ(u
′,v
′)
(γ(u,v) ⊗ w);(v ⊗ γ(u,w)) = γ(u,v ⊗ w)
γ(u,v);γ(v,u) = idu⊗v
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Figure 1.7: The parallel composition of permutations
hold. Observe that, in fact,
γ(u,v)(i) =
 
i + |v| if 0 < i ≤ |u|
i − |u| if |u| < i ≤ |u| + |v|
which shows the second equation. Moreover, it implies that (γ(u,v);(p
′ ⊗ p))(i) is
p(i) + |v| if 0 < i ≤ |u| and is p
′(i − |u|) if otherwise |u| < i ≤ |u| + |v|. On the other
hand, we have that ((p ⊗ p
′);γ(u
′,v
′))(i) is p(i) + |v
′| = p(i) + |v| if 0 < i ≤ |u| and
p
′(i − |u|) + |u| − |u| = p
′(i − |u|) if |u| < i ≤ |u| + |v|. Therefore, the ﬁrst equation is
shown. Concerning the last equation, we have that
(γ(u,v) ⊗ w)(i) =

 
 
i + |v| if 0 < i ≤ |u|
i − |u| if |u| < i ≤ |u| + |v|
i if |u| + |v| < i ≤ |u| + |v| + |w|
and, since
(v ⊗ γ(u,w))(i) =
 
i if 0 < i ≤ |v|
i + |w| if |v| < i ≤ |v| + |u|
i − |u| if |v| + |u| < i ≤ |v| + |u| + |w|,
we have the required equality.  
The previous proposition justiﬁes the use of the name symmetries for the arrows
of the groupoid category Sym
∗
S. The key point about Sym
∗
S is that it is a free
construction.
Proposition 1.3.6
Let (C,⊗,e,γ) be a SSMC and F be a function from the set S to the set of objects
of C. Then, there exists a unique symmetric strict monoidal functor F:Sym
∗
S → C
which extends F.
Proof. To shorten notation, in the proof we write u to indicate idu. There is of course
a compelled choice for the behaviour of F on the objects: the monoidal extension of
F, i.e., the mapping
F(0) = e and F(u ⊗ v) = F(u) ⊗ F(v) for u,v ∈ S
⊗.
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Concerning the morphisms, we know by Lemma 1.2.3 that each arrow in Sym
∗
S can
be written as composition of transpositions. Moreover, observe that the transposition
{i → i+1,i+1 → i}:u⊗a⊗b⊗v → u⊗b⊗a⊗v, where u is a string of length i−1,
coincides in Sym
∗
S with the tensor of γ(a,b):a⊗b → b⊗a with appropriate identities,
namely (u ⊗ γ(a,b) ⊗ v). Thus, recalling also that 0 ⊗ γ(a,b) = γ(a,b) = γ(a,b) ⊗ 0,
the following deﬁnition deﬁnes F on all the arrows of Sym
∗
S.
F(u ⊗ γ(a,b) ⊗ v) = F(u) ⊗ γF(a),F(b) ⊗ F(v) a,b ∈ S, u,v ∈ S
⊗;
F(p;p
′) = F(p
′) ◦F(p). (1.20)
Observe that both the equations (1.20) are forced by the deﬁnition of symmetric strict
monoidal functor, i.e., axioms (1.7)–(1.9) in page 22. It follows that the extension of F
to a strict monoidal functor, if it exists, is unique and must be given by (1.20). Then,
in order to conclude the proof, we only need to show that F is well-deﬁned and that it
is a symmetric monoidal functor.
We ﬁrst show that F is well-deﬁned. To this aim, it is enough to show that the
axioms (1.14) of Lemma 1.2.3 are preserved by F. In fact, this implies that applying
the deﬁnition of F to two diﬀerent factorizations of p actually yield the same result,
i.e., it implies that F is well-deﬁned. Concering axioms (1.14), the third one matches
directly with the fact that the inverse of γF(a),F(b) is γF(b),F(a), while the second one
follows easily from the fact that ⊗ is a functor. In fact, in the hypothesis, we have
τi = (u⊗γ(a,b)⊗v ⊗c⊗d⊗w) and τj = (u⊗b⊗a⊗v ⊗γ(c,d)⊗w). Thus, we have
F(τi;τj) = (F(u) ⊗ F(b) ⊗ F(a) ⊗F(v) ⊗ γF(c),F(d) ⊗F(w)) ◦
(F(u) ⊗ γF(a),F(b) ⊗F(v) ⊗F(c) ⊗ F(d) ⊗F(w))
= (F(u) ⊗ γF(a),F(b) ⊗ F(v) ⊗ γF(c),F(d) ⊗ F(w))
= (F(u) ⊗ γF(a),F(b) ⊗ F(v) ⊗ F(d) ⊗ F(c) ⊗ F(w)) ◦
(F(u) ⊗ F(a) ⊗ F(b) ⊗ F(v) ⊗ γF(c),F(d) ⊗ F(w))
= F(τj;τi)
Finally, concerning the third axiom, we have
F(τi;τi+1;τi) = (F(u) ⊗ γF(b),F(c) ⊗ F(a) ⊗F(v)) ◦
(F(u) ⊗ F(b) ⊗ γF(a),F(c) ⊗ F(v)) ◦
(F(u) ⊗ γF(a),F(b) ⊗ F(c) ⊗ F(v))
= (F(u) ⊗F(b) ⊗ γF(a),F(c) ⊗ F(v)) ◦
(F(u) ⊗ γF(a),F(b)⊗F(c) ⊗ F(v))
= (F(u) ⊗ γF(a),F(c)⊗F(b) ⊗ F(v)) ◦
(F(u) ⊗ F(a) ⊗ γF(b),F(c) ⊗ F(v))
= (F(u) ⊗F(c) ⊗ γF(a),F(b) ⊗ F(v)) ◦
(F(u) ⊗ γF(a),F(c) ⊗ F(b) ⊗ F(v)) ◦
(F(u) ⊗ F(a) ⊗ γF(b),F(c) ⊗ F(v))
= F(τi+1;τi;τi+1)
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where the third equation is by naturality of γ and the others follow from the coherence
axiom for γ.
Let us prove now that F is a symmetric monoidal functor. Since C is a symmetric
strict monoidal category, we have that γe,x = γe⊗e,x = γe,x ⊗ e ◦e ⊗ γe,x = γe,x ◦γe,x,
and since γe,x is invertible, it follows that γe,x = idx. Of course, the same holds for
every symmetric strict monoidal category. Therefore, since F(idu) = F(γ(0,u)) and
γe,F(u) = idF(u), we have that the F(idu) = idF(u). This, together with the second of
the equations (1.20), means that F is a functor.
Observe that for p:u → v and p
′:u
′ → v
′ in Sym
∗
S we have p ⊗ p
′ = (p ⊗ u
′);(v ⊗ p
′)
(see also Figure 1.7). Then, we have that
F(p ⊗ p
′) = F(v ⊗ p
′) ◦ F(p ⊗ u
′) = (F(v) ⊗ F(p
′)) ◦ (F(p) ⊗ F(u
′)) = F(p) ⊗ F(p
′),
i.e., F is a strict monoidal functor.
Finally, thanks to the coherence axiom for symmetries, i.e., axiom (1.5), we have that
γ(a,b ⊗ c) = (γ(a,b) ⊗ c);(b ⊗ γ(a,c)) and thus, by the aforesaid axiom and by the
coherence of γ,
F(γ(a,b ⊗ c)) = F((γ(a,b) ⊗ c);(b ⊗ γ(a,c)))
= (F(b) ⊗ γF(a),F(c)) ◦ (γF(a),F(b) ⊗ F(c))
= γF(a),F(b)⊗F(c) = γF(a),F(b⊗c).
Now, by considering the inverse of (1.5), we have γ(a⊗b,c) = (a⊗γ(b,c));(γ(a,c)⊗b)
and γF(a⊗b),F(c) = (γF(a),F(c) ⊗ F(b)) ◦ (F(a) ⊗ γF(b),F(c)). Therefore, it follows easily
by induction that F(γ(u,v)) = γF(u),F(v). Then, F maps each component of the sym-
metry natural isomorphism of Sym
∗
S to the corresponding component of γ, i.e., F is a
symmetric monoidal functor.  
In other words, the previous proposition proves that the mapping S  → Sym
∗
S
extends to a left adjoint functor Set ⇀ SsMonCat. Equivalently, we can say that
Sym
∗
S is the free symmetric strict monoidal category on the set S.
Remark. It may be worth remarking that this adjunction does not exist if SsMonCat
is replaced by SsMonCat
⋆ (see Appendix A.2) or, a fortiori, by SsMonCat
⋆⋆, since
the last category does not admit a free category of symmetries on a set S. In fact, a
mapping F from S to the objects of a symmetric monoidal category (C,⊗,e,α,λ,ρ,γ)
can be extended to a (non-strict) monoidal functor F from Sym
∗
S to C in two diﬀerent
way, namely,
F(0) = e;
F(γ(u,v)) = γF(u),F(v);
F(u ⊗ v) = F(u) ⊗F(v);
F(p ⊗ p
′) = F(p) ⊗ F(p
′),
with ϕ
0 = id and ϕ = idF(x1)⊗F(x2) and
F(0) = e;
F(γ(u,v)) = γF(v),F(u);
F(u ⊗ v) = F(v) ⊗ F(u);
F(p ⊗ p
′) = F(p
′) ⊗ F(p),
with ϕ
0 = id and ϕ = γF(x1),F(x2).
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Corollary 1.3.7
Let S be the symmetric strict monoidal category whose monoid of objects is S⊗
and whose arrows are freely generated from a family of arrows cu,v:u⊗ v → v ⊗ u,
for u,v ∈ S⊗, subject to the axioms (1.2)–(1.6) (with γ properly replaced by c)
plus the axiom which expresses the naturality of {cu,v}u,v∈S⊗. Then S and Sym
∗
S
are isomorphic.
Proof. By deﬁnition, S is the free monoidal category on S. In fact, since the axioms
which deﬁne S hold all symmetric strict monoidal categories, it is immediate to verify
that S enjoys the universal property stated in Proposition 1.3.6. Then, exploiting in
the usual way the uniqueness condition in this universal property, we have that the
functors F:Sym
∗
S → S and G:S → Sym
∗
S which are identity on the objects and which
map, respectively, γ(u,v) to cu,v and cu,v to γ(u,v) are each other’s inverse.  
Now, we can deﬁne of Q[N]. In the following, given a string u ∈ S⊗, let M(u)
denote the multiset corresponding to u. In the following, given a net N we denote
by Sym
∗
N the category Sym
∗
SN.
Definition 1.3.8 (The category Q[N])
Let N be a net in Petri. Then Q[N] is the category which includes Sym
∗
N as
subcategory and has the additional arrows deﬁned by the following inference rules:
t:M(u) → M(v) in TN
tu,v:u → v in Q[N]
α:u → v and β:u′ → v′ in Q[N]
α ⊗ β:u ⊗ u′ → v ⊗ v′ in Q[N]
α:u → v and β:v → w in Q[N]
α;β:u → w in Q[N]
plus the axioms expressing the fact that Q[N] is a symmetric strict monoidal cate-
gory with symmetry isomorphism γ, and the following axiom involving transitions
and symmetries.
p;tu′,v′ = tu,v;q where p:u → u
′ in Sym
∗
N and q:v → v
′ in Sym
∗
N. (Φ)
It is worthwhile to notice that axiom (Φ) entails, as a particular case, the ax-
ioms (Ψ) of P[N]. In fact, axiom (Φ) asserts that any diagram of the kind
u u′
v v′
p //
tu,v
￿￿
tu′,v′
￿￿
q //
commutes. Now, ﬁxed u = u′ and v = v′, choosing p = id and q = id one obtains,
respectively, the ﬁrst and the second of axioms (Ψ).
Exploiting Corollary 1.3.7, it is easy to prove that the following is an alternative
description of Q[N].
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Proposition 1.3.9
Q[N] is (isomorphic to) the category C whose objects are the elements of S
⊗
N and
whose arrows are generated by the inference rules
u ∈ S
⊗
N
idu:u → u in C
u,v in S
⊗
N
cu,v:u ⊗ v → u ⊗ v in C
t:M(u) → M(v) in TN
tu,v:u → v in C
α:u → v and β:u′ → v′ in C
α ⊗ β:u ⊗ u′ → v ⊗ v′ in C
α:u → v and β:v → w in C
α;β:u → w in C
modulo the axioms expressing that C is a strict monoidal category, namely,
α;idv = α = idu;α and (α;β);δ = α;(β;δ),
(α ⊗ β) ⊗ δ = α ⊗ (β ⊗ δ) and id0 ⊗ α = α = α ⊗ id0, (1.21)
idu ⊗ idv = idu⊗v and (α ⊗ α′);(β ⊗ β′) = (α;β) ⊗ (α′;β′),
the latter whenever the righthand term is deﬁned, the following axioms expressing
that C is symmetric with symmetry natural isomorphism c
cu,u′;(β ⊗ α) = (α ⊗ β);cv,v′ for α:u → v, β:u′ → v′,
cu,v⊗w = (cu,v ⊗ idw);(idv ⊗ cu,w), (1.22)
cu,v;cv,u = idu⊗v,
and the following axiom corresponding to axiom (Φ)
p;tu′,v′;q = tu,v where p:u → u′ and q:v′ → v are symmetries.
Proof. It is enough to observe that the deﬁnition of C is simply the deﬁnition of Q[N]
enriched with the axiomatization of Sym
∗
N provided by Corollary 1.3.7.  
The previous proposition is relevant since gives a completely axiomatic descrip-
tion of the structure of Q[N] which can be useful in many contexts. In the following,
we shall time by time use as deﬁnition of Q[N] and Sym
∗
N the one best suited for
the intended application.
Next, we show that Q[ ] can be lifted to a functor from the category of Petri nets
to an appropriate category of symmetric strict monoidal categories and symmetric
strict monoidal functors. The issue is not very diﬃcult now, since most of the work
has been done in the proof of Proposition 1.3.6. We start by showing that Q[ ]
is a pseudo-functor from Petri to SsMonCat, the standard category of SSMC’s,
in the sense made explicit by the following proposition. Precisely, we extend Q[ ]
to a mapping from Petri net morphisms to symmetric strict monoidal functors in
such a way that identities are preserved strictly, while net morphism composition is
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preserved only up to a monoidal natural isomorphism. In order to do that, the key
point which is still missing is to be able to embed N into Q[N]. To this purpose,
we assume for each set S a function inS:S⊕ → S⊗ such that M(inS(u)) = u, i.e.,
a function which chooses a “linearization” of each u ∈ S⊕. Clearly, corresponding
to diﬀerent choices of the functions inS we shall have a diﬀerent—yet equivalent—
extension of Q[ ] to a pseudo-functor. We would like to remark that this apparent
arbitrariness of Q[ ] is not at all a concern, since the relevant fact we want to show
now is that such an extension exists. Moreover, we shall see shortly that introducing
the category SSMC
⊗ one can completely dispense with the inS. In the following,
given a net N, we shall use inN to denote inSN.
Remark. An elegant way to express the idea of “linearization” of a multiset, would be to
look for a morphism of monads in:( )
⊕ ￿
→ ( )
⊗. This would indeed simplify the following
formal development and would actually make Q[ ] be a functor Petri → SsMonCat.
However, such a morphism does not exist. It is worth noticing that this is because it is
not possibile to choose the inS “naturally”.
Proposition 1.3.10 (Q[ ]:Petri → SsMonCat)
Let  f,g :N0 → N1 be a morphism in Petri. Then, there exists a symmetric
strict monoidal functor Q[ f,g ]:Q[N0] → Q[N1] which extends  f,g . Moreover,
Q[idN] = idQ[N] and Q[ f1,g1  ◦  f0,g0 ] ∼ = Q[ f1,g1 ] ◦ Q[ f0,g0 ].
Proof. Let  f,g :N0 → N1 be a morphism of Petri nets. Since g is a monoid homomor-
phism from the free monoid S
⊕
N0 to S
⊕
N1, it corresponds to a unique function g ◦ ηSN0
from SN0 to S
⊕
N1, where η is the unit of the “commutative monoids” monad, whence we
obtain ˆ g = inN1 ◦g◦ηSN0:SN0 → S
⊗
N1, i.e., a function from SN0 to the set of objects of
Q[N1]. Then, from Proposition 1.3.6, we have the symmetric strict monoidal functor
F
′:SymSN0 → Q[N1]. Clearly, the objects component of F
′ is ¯  SN1 ◦ ˆ g
⊗, where ¯   is
the multiplication of the “monoids” monad. Finally, we extend F
′ to a functor F from
Q[N0] to Q[N1] by considering the symmetric strict monoidal functor which coincides
with F
′ on SymN0 and maps tu,v:u → v to f(t)F(u),F(v):F(u) → F(v). Since monoidal
functors map symmetries to symmetries, and since f(t) is transition of N1, it follows
immediately that F preserves axiom (Φ), i.e., that F is well deﬁned.
Next, we have to show that the above deﬁnition makes Q[ ] into a pseudo-functor. First
of all, observe that whatever inN, the function SN ֒→ S
⊕
N
inN −→ S
⊗
N is the inclusion of SN
in S
⊗
N. It follows easily from the uniqueness part of the universal property stated in
Proposition 1.3.6 that Q[idN]:Q[N] → Q[N] is the identity functor. Now consider
 f0,g0 :N0 → N1 and  f1,g1 :N1 → N2 and, for i = 0,1, let Fi be Q[ fi,gi ]:Q[Ni] →
Q[Ni+1] and F be Q[ f1 ◦ f0,g1 ◦ g0 ]. We have to show that F ∼ = F1F0. Let u ∈ S
⊗
N0.
By deﬁnition, we have that F(ui) = inN2 ◦ g1 ◦ g0(ui) is a permutation of F1F0(ui) =
¯  SN2 ◦ ˆ g
⊗
1 ◦ ˆ g0(ui) and, therefore, there exists a symmetry si:F(ui) → F1F0(ui) in
Q[N2]. Then, we take su to be s1 ⊗     ⊗ sn:F(u) → F1F0(u), where n is the lenght
of the string u. We shall prove that the family of the su, for u ∈ S
⊗
N0 is a natural
transformation F
￿ → F1F0. Since s is clearly a monoidal transformation and each su is
an isomorphism, this concludes the proof.
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We must show that for any α:u → v in Q[N0] we have F(α);sv = su;F1F0(α). Exploit-
ing the characterization of Q[N0] given by Proposition 1.3.9, we proceed by induction
on the structure of α. The key of the proof is that s is monoidal, i.e., su⊗v = su ⊗ sv.
If α is an identity, then the claim is obvious. Moreover, if α is a transition tu,v,
then we have F(α) = f1 ◦ f0(t)F(u),F(v) and F1F0(α) = f1(f0(t))F1F0(u),F1F0(v) and
the thesis follows immediately from axiom (Φ). Let us consider now α = γ(u,v).
Since F and F1F0 are symmetric strict monoidal functors, the equation we have to
prove reduces to γ(F(u),F(v));sv ⊗ su = su ⊗ sv;γ(F1F0(u),F1F0(v)) which certainly
holds since the family {γ(u,v)}u,v∈S⊗
0
is a natural transformation x1 ⊗ x2
￿ → x2 ⊗ x1.
If α = α
′ ⊗ α
′′, where α
′:u
′ → v
′ and α
′′:u
′′ → v
′′ then, by induction, we have
F(α
′);sv′ = su′;F1F0(α
′) and F(α
′′);sv′′ = su′′;F1F0(α
′′). Therefore, we deduce
F(α
′) ⊗ F(α
′′);sv′ ⊗ sv′′ = su′ ⊗ su′′;F1F0(α
′) ⊗ F1F0(α
′′), i.e., F(α);sv = su;F1F0(α).
Finally, in the case α = α
′;α
′′, where α
′:u → v and α
′′:u → w, the induction is
mantained by pasting the two commutative squares in following diagrams, which exist
by the induction hypothesis
F(u) F1F0(u)
F(v) F1F0(v)
F(w) F1F0(w)
F(α′)
￿￿
su //
F1F0(α′)
￿￿
F(α′′)
￿￿
sv //
F1F0(α′′)
￿￿
sw //
Thus, F(α);sv = su;F1F0(α), which concludes the proof.  
Therefore, due to technical reasons concerned with the naturality of choice of
the functions in, Q[ ] fails to be a functor from Petri to SsMonCat. It is only
a pseudo-functor. However, it is worth remarking that this failure is intrinsically
diﬀerent from the situation of P[ ] and that the pseudo-functoriality of Q[ ] is
already a valuable result. In fact, in the case of P[ ], we cannot lift net morphisms
to functors between the categories of processes, a failure which may possibly rise
doubts on the structure chosen to represent the processes of a single net, while
in the case of Q[ ], we just cannot deﬁne arrow composition better that “up to
isomorphism”. This simply brings us to the conclusion that SsMonCat is not the
correct target category for the functorial construction we are searching. Indeed, as
we shall see in the following, it is easy to identify a category SSMC
⊗ of symmetric
strict monoidal categories such that Q[ ] is a functor Petri → SSMC
⊗. Actually,
this construction is already implicit in Proposition 1.3.10 and consists of taking
an appropriate quotient of SsMonCat. Moreover, we shall provide Q[ ] with a
“backwards” functor SSMC
⊗ → Petri.
Definition 1.3.11 (Symmetric Petri Categories)
A symmetric Petri category is a symmetric strict monoidal categoryC whose monoid
of objects is the free monoid S⊗ for some set S.
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For any pair C and D of symmetric Petri categories, consider the binary re-
lation RC,D on the symmetric strict monoidal functors from C to D deﬁned as
F RC,D G if and only if there exists an monoidal natural isomorphism σ:F ∼ = G
whose components are all symmetries. Clearly, RC,D is an equivalence relation.
Moreover, if F′:C
′ → C and G′:D → D
′ are symmetric strict monoidal functors,
then whenever F RC,D G we have G′FF′ RC′,D′ G′GF′. In fact, if σ:F ∼ = G then
G′σF′:F′FG′ ∼ = F′GG′, where G′σF′ is clearly monoidal and all its components are
symmetries. In other words, the family R is a congruence with respect to functor
composition. Therefore, the following deﬁnition makes sense.
Definition 1.3.12 (SSMC
⊗)
Let SSMC
⊗ be the quotient of the full subcategory of SsMonCat consisting of
symmetric Petri categories modulo the congruence R. We shall refer to SSMC
⊗ as
the category of the symmetric Petri catogeries.
Of course, concerning SSMC
⊗ there is the following easy result.
Proposition 1.3.13 (Q[ ]:Petri → SSMC
⊗)
Q[ ] extends to a functor from Petri to SSMC
⊗.
Proof. For  f,g :N0 → N1, let Q[ f,g ] be the equivalence class of the symmetric strict
monoidal functor from Q[N0] to Q[N1] described in Proposition 1.3.10.
Then, by the cited proposition, for any PT net N, we have that Q[idN] = [idQ[N]]R,
which is the identity of Q[N]. Moreover, we have proved that, given  f0,g0 :N0 → N1
and  f1,g1 :N1 → N2 in Petri, then there exists a monoidal natural isomorphism
s:Q[ f1 ◦ f0,g1 ◦ g0 ] ∼ = Q[ f1,g1 ] ◦ Q[ f0,g0 ] whose components are symmetries.
Then, Q[ f1 ◦ f0,g1 ◦ g0 ] = Q[ f1,g1 ] ◦ Q[ f0,g0 ] in SSMC
⊗, i.e., Q[ ] is a functor
from Petri to SSMC
⊗.  
Observe that, when describing Q[ f,g ] in SSMC
⊗, there is no need to con-
sider the family of functions in, since the extensions of  f,g  to a symmetric strict
monoidal functor corresponding to diﬀerent choices of inS yield the same functor in
SSMC
⊗. Interestingly enough, the following proposition identiﬁes a functor from
SSMC
⊗ to Petri. It is worth remarking that this is only a ﬁrst step towards a
result needed to answer to the legitimate possible criticism about SSMC
⊗. In fact,
in principle, the functoriality result for Q[ ] could be due to a very tight choice of
the category SSMC
⊗. We shall further discuss this issue shortly.
Proposition 1.3.14 (G[ ]:SSMC
⊗ ⇀ Petri)
Let C belong to SSMC
⊗ and let A be the set of arrows of C. Consider the equiva-
lence relation ∼ on A deﬁned by
α ∼ β if and only if ∃s,s′ in SymC
u u′
v v′
s //
α
￿￿
β
￿￿
s
′ //
commutes.
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Then, the structure G[C] = (∂0,∂1:A/∼ → S⊕), where
• S is the set of generators of the objects of C;
• ∂0([α:u → v]∼) = M(u);
• ∂1([α:u → v]∼) = M(v);
is a Petri net. In addition, given a morphism F:C → D in SSMC
⊗, consider the
pair of mappings  f,g  of arrows, respectively objects, of C to arrows, respectively
objects, of D such that f([α]∼) = [F(α)]∼ and g(M(u)) = M(F(u)). Then, deﬁning
G[F] to be  f,g  makes G into a functor from SSMC
⊗ to Petri.
Proof. First of all, observe that ∼ is an equivalence relation on A. In fact, since the
identities are symmetries, ∼ is reﬂexive, since the symmetries are invertible arrows,
∼ is symmetric, and ﬁnally since the composition of symmetries is a symmetry, ∼ is
transitive. Therefore, A/∼ is well deﬁned.
Recall that, by deﬁnition, the symmetries of C are generatared by tensoring and
composing instances of the symmetry isomorphism γ and identities. Then, since
γu,v:u ⊗ v → v ⊗ u, it follows immediately that whenever s:u → v is a symme-
try, then M(u) = M(v). Then, if (α:u → v) ∼ (β:u
′ → v
′), we have M(u) = M(u
′)
and M(v) = M(v
′). Therefore, ∂
0 and ∂
1 are well deﬁned functions and, thus, G[C]
is a Petri net.
Now let F:C → D be a morphism of symmetric Petri categories, let S0 and S1 be,
respectively, the sets of generators of the objects of C and D, and let  f,g  be the
pair of mappings deﬁned in hypothesis. Since the monoid of objects of C is free,
the object component of F is determined by its behaviour on the generators, i.e.,
for each u ∈ S
⊗
0 , we have F(u) =
 
i F(ui). Then, if M(u) = M(v), we clearly
have M(F(u)) = M(F(v)), which implies that g:S
⊕
0 → S
⊕
1 is well deﬁned. In ad-
dition, g(0) = g(M(0)) = M(F(0)) = M(0) = 0 and g(u ⊕ v) = g(M(u ⊗ v)) =
M(F(u) ⊗ F(v)) = M(F(u)) ⊕ M(F(v)) = g(u) ⊕ g(v), i.e., g is a monoid homomor-
phism. Concerning f, let A, ∼, A
′ and ∼
′ be the set of arrows and the equivalence on
them of, respectively, C and D. Then, consider α:u → v and β:u
′ → v
′ in C and sup-
pose that α ∼ β. Then, there exist symmetries s and s
′ such that α;s
′ = s;β, and since
symmetric strict monoidal functors preserves symmetries, we have that F(α) ∼
′ F(β),
i.e., f:A/∼ → A
′/∼
′ is well deﬁned. Then, since  f,g  clearly respects the source and
target functions, we have that  f,g :G[C] → G[D] is a morphism in Petri.
Suppose now that F R F
′ and let  f,g  and  f
′,g
′  be, respectively, G[F] and G[F
′].
Since there is a monoidal transformation σ:F → F
′ whose components are symmetries,
for all u ∈ S
⊗
0 , we have a symmetry σu:F(u) → F
′(u), whence M(F(u)) = M(F
′(u)),
i.e., g = g
′. Moreover, for all α:u → v, we have F(α);σv = σu;F
′(α), whence F(α) ∼
′
F
′(α), i.e., f = f
′. Thus, G[ ] is a well deﬁned mapping of functors in SSMC
⊗
to arrows in Petri. Let us demonstrate that such a mapping is actually a functor.
Clearly, G[1C] = idG[C]. Then, consider F0:C0 → C1 and F1:C1 → C2, and suppose
that the objects of Ci are generated by the set Si, for i = 0,...,2. Moreover, let
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 fi,gi :G[Ci] → G[Ci+1] be G[Fi] for i = 0,1, and let  f,g  = G[F1F0]. Then, for all
u ∈ S
⊗
0 , we have g1(g0(M(u))) = g1(M(F0(u)) = M(F1F0(u)), i.e., g1 ◦g0 = g. In the
same way, f1(f0([α]∼)) = f1([F0(α)]∼) = [F1F0(α)]∼, i.e., f1 ◦f0 = f, which concludes
the proof that G[ ] is a functor.  
As already mentioned, a legitimate question about SSMC
⊗, and therefore about
the functoriality of Q[ ], concerns whether the congruence R which deﬁnes SSMC
⊗
induces too many isomorphisms of categories. In other words, one may wonder
whether Q[ ] makes undesired identiﬁcations of nets. The best possible answer
to such a question, of course, would be a result showing that Q[ ] has a right
adjoint functor. However, it is not diﬃcult to verify that G[ ] is not such a functor.
Nevertheless, we think that a right adjoint to (a functor whose object component
coincides with that of) Q[ ] may exist, perhaps modulo some minor modiﬁcations
to SSMC
⊗ (and therefore to the arrow component of Q[ ]).
However, for the time being, Proposition 1.3.14 provides a basis for the following
observation on our construction. First of all, notice that the relation ∼ will never
equate arrows corresponding to diﬀerent transitions, since, if t  = t′ ∈ TN, there
do not exist any symmetries such that s;tu,v;s′ = t′
u′,v′. Therefore, the inclusion
ηN:N → GQ[N] which is the identity on the places and maps a transition to its
equivalence class is injective (more formally is mono). Then, by the very deﬁni-
tion of G[ ], we have that for any  f,g :N0 → N1 in Petri the following diagram
commutes.
GQ[N0] GQ[N1]
N0 N1
GQ[ f,g ] //
 f,g 
//
ηN0
/
￿
OO
ηN1
/
￿
OO
In other words, any functor GQ[ f,g ]:GQ[N0] → GQ[N1] in SSMC
⊗ restricts
to a mapping between N0 and N1 (viewed as substructures of, respectively, GQ[N0]
and GQ[N1] via the inclusions ηN) whose place component is g and whose transition
component sends [t]∼ to [f(t)]∼. It follows that if GQ[ f,g ]:GQ[N0] → GQ[N1] is
an isomorphism, then  f,g :N0 → N1 has to be so.
1.4 Strong Concatenable Processes
In this section we introduce a slight reﬁnement of concatenable processes and we
show that they can be abstractly represented as the arrows of the category Q[N].
In other words, we ﬁnd a process-like representation for the arrows of Q[N]. This
yields a functorial construction for the category of the processes of a net N. Once
again most of the work has already been done in the proof of Proposition 1.3.6 and
therefore our task now easy.
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Figure 1.8: A strong concatenable process for the net of Figure 1.2
Definition 1.4.1 (Strong Concatenable Processes)
Given a net N in Petri, a strong concatenable process of N is a tuple (π,ℓ,L)
where π:Θ → N is a ﬁnite process of N, and ℓ:min(Θ) → {1,...,|min(Θ)|} and
L:max(Θ) → {1,...,|max(Θ)|} are isomorphisms, i.e., total orderings of, respec-
tively, the minimal and the maximal places of Θ.
An isomorphism of strong concatenable processes is an isomorphism of the under-
lying processes which, in addition, preserves the orderings ℓ and L. As usual, we
shall identify isomorphic strong concatenable processes.
So, a strong concatenable process is a non-sequential process where the minimal
and maximal places are linearly ordered. Graphically, we shall represent strong con-
catenable processes by the usual representation of non-sequential processes enriched
by labelling the minimal and the maximal places with the value of, respectively, ℓ
and L. An example is shown in Figure 1.8.
As for concatenable processes, it is easy to deﬁne an operation of concatenation
of strong concatenable processes. We associate a source and a target in S
⊗
N to
each strong concatenable process SCP by taking the string corresponding to the
linear ordering of, respectively, min(Θ) and max(Θ). Then, the concatenation of
(π0:Θ0 → N,ℓ0,L0):u → v and (π1:Θ1 → N,ℓ1,L1):v → w is the strong con-
catenable process (π:Θ → N,ℓ,L):u → w deﬁned as follows (see also Figure 1.9),
where, in order to simplify notations, we assume that SΘ0 and SΘ1 are disjoint.
• Let A be the set of pairs (x,y) such that x ∈ max(Θ0), y ∈ min(Θ1) and
ℓ(y) = L(x). By the deﬁnitions of concatenable processes and of their sources
and targets, each element of max(Θ0) belongs exactly to one pair of A, and
of course the same happens to min(Θ1). Consider S0 = SΘ0 \ max(Θ0) and
S1 = SΘ1 \min(Θ1). Then, let in0:SΘ0 → S0∪A be the function which is the
identity on x ∈ S0 and maps x ∈ max(Θ1) to the corresponding pair in A.
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Deﬁne in1:SΘ1 → S1 ∪ A analogously. Then,
Θ = (∂0,∂1:TΘ0 + TΘ1 → (S0 ∪ S1 ∪ A)⊕),
where
– ∂0 = in
⊕
0 ◦ ∂0
Θ0 + in
⊕
1 ◦ ∂0
Θ1;
– ∂1 = in
⊕
0 ◦ ∂1
Θ0 + in
⊕
1 ◦ ∂1
Θ1;
• Suppose πi =  fi,gi , for i = 0,1 and consider the function g(x) = gi(x) if
a ∈ Si and g((x,y)) = g0(x) = g1(y) otherwise. Then π =  f0 + f1,g .
• ℓ(x) = ℓ0(x) if x ∈ min(Θ0) and ℓ((x,y)) = ℓ0(x) if (x,y) ∈ min(Θ).
• L(y) = L1(y) if y ∈ max(Θ1) and L((x,y)) = L1(y) if (x,y) ∈ max(Θ).
Proposition 1.4.2
Under the above deﬁned operation of sequential composition, the strong concaten-
able processes of N form a category CQ[N] with identities those processes consisting
only of places, which therefore are both minimal and maximal, and such that ℓ = L.
Strong concatenable processes admit also a tensor operation ⊗ such that, given
SCP0 = (π0:Θ0 →,ℓ0,L0):u → v and SCP1 = (π1:Θ1 → N,ℓ1,L1):u′ → v′,
SCP0 ⊗ SCP1 is the strong concatenable process (π:Θ → N,ℓ,L):u ⊗ u′ → v ⊗ v′
given below (see also Figure 1.9).
• Θ = (∂0
Θ0 + ∂0
Θ1,∂1
Θ0 + ∂1
Θ1:TΘ0 + TΘ1 → (SΘ0 + SΘ1)⊕),
• π = π0 + π1;
• ℓ(in0(x)) = ℓ0(x) and ℓ(in1(y)) = |min(Θ0)| + ℓ1(y).
• L(in0(x)) = L0(x) and L(in1(y)) = |max(Θ1)| + L1(y).
Observe that ⊗ is a functor CQ[N]×CQ[N] → CQ[N]. The strong concatenable
processes consisting only of places are the analogous in CQ[N] of the permutations
of Q[N]. In particular, for any u,v ∈ S
⊗
N, the strong concatenable process which
consists of places in one-to-one correspondence with the elements of the string
u ⊗ v mapped by π to the corresponding places of N, and such that ℓ(ui) = i,
ℓ(vi) = |u|+i, L(ui) = |v|+i and L(vi) = i, plays in CQ[N] the role played in Q[N]
by the permutation γ(u,v) (see also Figure 1.10).
Proposition 1.4.3
The lluf subcategory of CQ[N] consisting of the processes with only places, which
we call permutations, is a symmetric strict monoidal category isomorphic to Sym
∗
N.
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Figure 1.9: An example of the algebra of concatenable processes
Proof. Let Sym be the subcategory of the permutations of CQ[N]. In order to show
that it is a symmetric strict monoidal category, we need to verify that ⊗ restricts to a
functor from Sym × Sym → Sym which satisﬁes axiom (1.2)–(1.4) and to check that
Sym satisﬁes axioms (1.5) and (1.6) with respect to the symmetries ¯ γ(u,v) deﬁned
above. Moreover, it must be veriﬁed that the collection of the ¯ γ(u,v), u,v ∈ S
⊗
N, is a
natural transformation. These tasks are really immediate and thus omitted.
Concerning the relationships of Sym with Sym
∗
N, observe that, by Proposition 1.3.6,
there exists a functor F from Sym
∗
N to Sym, corresponding to the identity function
on S
⊗
N, which is the identity on the objects. Moreover, since for any u,v ∈ S
⊗
N,
the strong concatenable processes from u to v in Sym are clearly isomorphic to the
permutations p:u → v in Sym
∗
N, we have that F is also full and faithful. Therefore, F
is an isomorphism.  
Finally, the transitions t of N are faithfully represented in the obvious way by
processes with a unique transition which is in the post-set of any minimal place and
in the pre-set of any maximal place, minimal and maximal places being in one-to-
one correspondence, respectively, with ∂0
N(t) and ∂1
N(t). Thus, varying ℓ and L on
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Figure 1.10: A transitions tu,v:u → v and the symmetry γ(u,v) in CQ[N]
the process corresponding to a transition we obtain a representative in CQ[N] of
each instance tu,v in Q[N] of t (see also Figure 1.10). In the following C
n denotes
the n-th power of C, i.e., the cartesian product of n copies of C. Moreover, for
n ≥ 2, we use ⊗n:C
n → C to indicate ⊗ ◦ (1C × ⊗) ◦     ◦ (1Cn−2 × ⊗).
Lemma 1.4.4
Let C be a symmetric strict monoidal category. For each permutation σ of n
elements, n ≥ 2, let Fσ:C
n → C
n the functor which “swaps” is arguments according
to σ, i.e.,
(x1,...,xn) (xσ(1),...,xσ(n))
(y1,...,yn) (yσ(1),...,yσ(n))
  //
(f1,...,fn)
￿￿
(fσ(1),...,fσ(n))
￿￿
  //
C
n C
n Fσ //
Then, there exists a natural isomorphism γσ:⊗n ￿ → ⊗n ◦ Fσ. We shall call γσ the
“σ-interchange” symmetry.
Proof. From Lemma 1.2.3 we know that each permutation of n elements can be written
as a composition of transpositions, where, for i = 1,...,n − 1, the transposition τi is
the permutation which leaves ﬁxed all the elements but i and i + 1, which are (of
course) exchanged. This formalizes the intuitive fact that a permutation can always
be achieved by performing a sequence of “swappings” of adjacent integers. Then,
assume that σ is τik ◦     ◦ τi1. We show the thesis by induction on k.
base case. If k = 0 then σ = id, and thus 1⊗n is the isomorphism looked for.
inductive step. Let σ
′ be τik−1 ◦     ◦ τi1. Then, by inductive hypothesis, we have a
σ
′-interchange symmetry γσ′:⊗
n → ⊗
n ◦ Fσ′. Now, let ik be σ
′(i) and consider the
natural isomorphism
¯ τ = idxσ′(1) ⊗     ⊗ idxσ′(i−1) ⊗ γxσ′(i),xσ′(i+1) ⊗ idxσ′(i+2) ⊗     ⊗ idxσ′(n)
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from ⊗
n ◦ Fσ′ to ⊗
n ◦ Fσ′◦τi1. Of course, since τik ◦ σ
′ = σ, we have that γσ is the
(vertical) composition ¯ τ   γσ′:⊗
n → ⊗
n ◦Fσ.
Observe that, since σ admits several factorizations in terms of transpositions, in prin-
ciple many diﬀerent γσ may exist. However it is worth noticing that this is not the
case. In particular, there exists a unique σ-interchange symmetry, as follows from the
Kelly-MacLane coherence theorem (see [87, 62]) which, informally speaking, states
that, given any pair of functors built up from identity functors and ⊗, there is at
most one natural transformation built up from identities and components of the sym-
metry γ between them. Of course, the uniqueness of γσ can also be shown directly
by exploiting the coherence axioms (1.5) and (1.6) of SSMC’s and the axioms (1.14)
which characterize the symmetric group Π(n).  
Observe that in case C in the proposition above is Q[N], then the σ-interchange
symmetry is exactly the family {σ(u1,...,un)}u1,...,un∈S
⊗
N of the interchange per-
mutations as deﬁned in Proposition 1.3.4. To show this, it is enough to verify
that the given family of arrows is a natural transformation from x1 ⊗     ⊗ xn
to xσ(1) ⊗     ⊗ xσ(n). Then, the claim follows from the uniqueness of γσ. The
σ-interchange symmetry plays a relevant role in the proof of the following proposi-
tion.
Proposition 1.4.5
CQ[N] and Q[N] are isomorphic.
Proof. First of all observe that CQ[N] satisﬁes axiom (Φ) of Deﬁnition 1.3.8, the
symmetries and the (instances of) transitions being as explained earlier. In order to
prove this claim, let Tu,v = (π0,ℓ0,L0) and Tu′,v′ = (π1,ℓ1,L1) be diﬀerent instances
of some transition t and let S:u → u
′ and S
′:v → v
′ be symmetries of CQ[N].
Moreover, suppose that S
−1 and S
′ correspond, respectively, to the permutations
p:u
′ → u and q:v → v
′ in Q[N]. Then, S
−1;Tu,v;S is (isomorphic to) (π0,p◦ℓ0,q◦L0).
Consider now the function g:SΘ0 → SΘ1 such that g(x) = ℓ
−1
1 (p(ℓ0(x))) if x ∈ min(Θ0)
and g(x) = L
−1
1 (q(L0(x))) if x ∈ max(Θ1). Clearly, by deﬁnition of Θ0 and Θ1,
g is an isomorphism. Moreover, since for each x ∈ min(Θ0) and y ∈ max(Θ0) we
have uℓ0(x) = u
′
p(ℓ0(x)) and vL0(y) = u
′
q(L1(y)), it follows that π1(g(x)) = u
′
ℓ1(g(x)) =
u
′
p(ℓ0(x)) = uℓ0(x) = π0(x) and that π1(g(y)) = u
′
L1(g(y)) = u
′
q(L0(y)) = uL0(y) = π0(y).
Therefore, we have an isomorphism  f,g
⊗ :Θ0 → Θ1, where g
⊗:S
⊗
Θ0 → S
⊗
Θ1 is the
free monoidal extension of g and f is the function which maps the unique transition
in Θ0 to the unique transition in Θ1. Then, S
−1;Tu,v;S
′ = Tu′,v′, i.e., (Φ) holds.
Thus, since by deﬁnition Q[N] is the free symmetric strict monoidal category built on
Sym
∗
N plus the additional arrows in TN and which satisﬁes axiom (Φ), there is a strict
monoidal functor H:Q[N] → CQ[N] which is the identity on the objects and sends the
generators, i.e., symmetries and transitions, to the corresponding strong concatenable
processes. We want to show that H is an isomorphism.
fullness. It is completely trivial to see that any strong concatenable process SCP may
be obtained as a concatenation SCP0;...;SCPn of strong concatenable processes
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SCPi of depth one. Now, each of these SCPi may be split into the concatenation
of a symmetry S
i
0, the tensor of the (processes representing the) transitions which ap-
pear in it plus some identities, say ui ⊗
 
j T
i
j and ﬁnally another symmetry S
i
1. The
intuition about this factorization is as follows. We take the tensor of the transitions
which appear in SCPi in any order and multiply the result by an identity concaten-
able process in order to get the correct source and target. Then, in general, we need a
pre-concatenation and a post-concatenation with a symmetry in order to get the right
indexing of minimal and maximal places. Then, we ﬁnally have
SCP = S
0
0;(u1 ⊗
 
j T
1
j );(S
0
1;S
1
0);...;(S
n−1
1 ;S
n
0 );(un ⊗
 
j T
n
j );S
n
1
which shows that every strong concatenable process is in the image of H.
faithfulness. The arrows of Q[N] are equivalence classes modulo the axioms stated in
Deﬁnition 1.3.9 of terms built by applying tensor and sequentialization to the identi-
ties idu, the symmetries cu,v, and the transitions tu,v. We have to show that, given
two such terms α and β, whenever H(α) = H(β) we have α =E β, where =E is the
equivalence induced by the axioms (1.21), (1.22) and (Φ).
First of all, observe that if H(α) is a strong process SCP of depth n, then α can be
proved equal to a term
α
′ = s0;(idu1 ⊗
 
j τ
1
j );s1;...;sn−1;(idun ⊗
 
j τ
n
j );sn
where, for 1 ≤ i ≤ n, τ
i
j = (t
i
j)ui
j,vi
j and the transitions t
i
j, for 1 ≤ j ≤ ni, are exactly
the transitions of SCP at depth i and where s0,...,sn are symmetries. Moreover,
we can assume that in the i-th tensor product
 
j τ
i
j the transitions are indexed
according to a global ordering ≤ of TN assumed for the purpose of this proof, i.e.,
t
i
1 ≤     ≤ t
i
ni, for 1 ≤ i ≤ n. Let us prove our claim. It is easily shown by
induction on the structure of terms that using axioms (1.21) α can be rewritten as
α1;...;αh, where αi =
 
k ξ
i
k and ξ
i
k is either a transition or a symmetry. Now,
observe that by functoriality of ⊗, for any α
′:u
′ → v
′, α
′′:u
′′ → v
′′ and s:u → u, we
have α
′⊗s⊗α
′′ = (idu′ ⊗s⊗idu′′);(α
′⊗idu⊗α
′′), and thus, by repeated applications
of (1.21), we can prove that α is equivalent to ¯ s0; ¯ α1; ¯ s1 ...; ¯ sh−1; ¯ αh, where ¯ s0,..., ¯ sh−1
are symmetries and each ¯ αi is a tensor
 
k
¯ ξ
i
k of transitions and identities. The fact
that the transitions at depth i can be brought to the i-th tensor product, follows
intuitively from the facts that they are “disjointly enabled”, i.e., concurrent to each
other, and that they depend causally on some transition at depth i−1. In particular,
the sources of the transitions of depth 1 can be target only of symmetries. Therefore,
reasoning formally as above, they can be pushed up to ¯ α1 exploiting axioms (1.21).
Then, the same happens for the transitions of depth 2, which can be brought to ¯ α2.
Proceeding in this way, eventually we show that α is equivalent to the composition
¯ ¯ s0; ¯ ¯ α1;¯ ¯ s1 ...;¯ ¯ sn−1; ¯ ¯ αn;¯ ¯ sn of the symmetries ¯ ¯ s0,...,¯ ¯ sn and the products ¯ ¯ αi =
 
k
¯ ¯ ξ
i
k
of transitions at depth i and identities. Finally, exploiting Lemma 1.4.4, the order of
the ¯ ¯ ξ
i
k can be permuted in the way required by ≤. This is achieved by pre- and post-
composing each product by appropriate σ-interchange symmetries. More precisely,
let σ be a permutation such that
 
k
¯ ¯ ξ
i
σ(k) coincides with idui ⊗
 
j τ
i
j, and suppose
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that ¯ ¯ ξ
i
k:u
i
k → v
i
k, for 1 ≤ k ≤ ki. Then, by Lemma 1.4.4, we have that
σ(u
i
1,...,u
i
ki);(
 
k
¯ ¯ ξ
i
σ(k)) = (
 
k
¯ ¯ ξ
i
k);σ(v
i
1,...,v
i
ki),
and therefore, since σ(u
i
1,...,u
i
ki) is an isomorphism, we have that
(idui ⊗
 
j τ
i
j) = σ(u
i
1,...,u
i
ki)
−1;(
 
k
¯ ¯ ξ
i
k);σ(v
i
1,...,v
i
ki).
Now, applying the same argument to β, one proves that it is equivalent to a term
β
′ = p0;β0;p1;...pn−1;βn;pn, where p0,...,pn are symmetries and βi is the product
of (instances of) the transitions at depth i in H(β) and of identities. Then, since
H(α) = H(β), and since the transitions occurring in βi are indexed in a predetermined
way, we conclude that βi = (idui ⊗
 
j ¯ τ
i
j), where ¯ τ
i
j = (t
i
j)¯ ui
j,¯ vi
j i.e.,
α
′ = s0;(idu1 ⊗
 
j(t
1
j)u1
j,v1
j);s1;...;sn−1;(idun ⊗
 
j(t
n
j )un
j ,vn
j );sn
β
′ = p0;(idu1 ⊗
 
j(t
1
j)¯ u1
j,¯ v1
j);p1;...;pn−1;(idun ⊗
 
j(t
n
j )¯ un
j ,¯ vn
j );pn (1.23)
In other words, the only possible diﬀerences between α
′ and β
′ are the symmetries
and the sources and targets of the corresponding instances of transitions. Observe now
that the steps which led from α to α
′ and from β to β
′ have been performed by using
the axioms which deﬁne Q[N] and since such axioms hold in CQ[N] as well and H
preserves them, we have that H(α
′) = H(α) = H(β) = H(β
′). Thus, we conclude the
proof by showing that, if α and β are terms of the form given in (1.23) which diﬀer
only by the intermediate symmetries and if H(α) = H(β), then α and β are equal
in Q[N].
We proceed by induction on n. Observe that if n is zero then there is nothing to show:
since we know that H is an isomorphism on the symmetries, s0 and p0, and thus α
and β, must coincide. To provide a correct basis for the induction, we need to prove
the thesis also for n = 1.
depth 1. In this case, we have
α = s0;(idu ⊗
 
j(tj)uj,vj);s1
β = p0;(idu ⊗
 
j(tj)¯ uj,¯ vj);p1.
Without loss of generality, we may assume that p0 and p1 are identities. In fact, we
can multiply both terms by p
−1
0 on the left and by p
−1
1 on the right and obtain a pair
of terms whose images through H still coincide and whose equality implies the equality
in Q[N] of the original α and β.
Let (π:Θ → N,ℓ,L) and (¯ π: ¯ Θ → N, ¯ ℓ, ¯ L) be, respectively, the strong concatenable
processes H(idu ⊗
 
j(tj)uj,vj) and H(idu ⊗
 
j(tj)¯ uj,¯ vj). Clearly, we can assume
that H(s0) and H(s1) are respectively (π0:Θ0 → N,ℓ
′,ℓ) and (π1:Θ1 → N,L,L
′),
where Θ0 is min(Θ), Θ1 is max(Θ), π0 and π1 are the corresponding restrictions of π,
ℓ
′ and L
′ are the orderings respectively of the minimal and the maximal places of Θ.
Then, we have that H(s0;(idu⊗
 
j(tj)uj,vj);s1) is (π,ℓ
′,L
′), and by hypothesis there
is an isomorphism ϕ:Θ → ¯ Θ such that ¯ π ◦ϕ = π and which respects all the orderings,
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i.e., ¯ ℓ(ϕ(a)) = ℓ
′(a) and ¯ L(ϕ(b)) = L
′(b), for all a ∈ Θ0 and b ∈ Θ1. Let us write
idu ⊗
 
j(tj)uj,vj as
 
k ξk and idu ⊗
 
j(tj)¯ uj,¯ vj as
 
k
¯ ξk, where ξk, respectively
¯ ξk, is either a transition (tj)uj,vj, respectively (tj)¯ uj,¯ vj, or the identity of a place in u.
Clearly, ϕ induces a permutation, namely the permutation σ such that ¯ ξσ(k) = ϕ(ξk).
In order for ϕ to be a morphism of nets, it must map the (places corresponding to the)
pre-set, respectively post-set, of (tj)uj,vj to (the places corresponding to the) pre-set,
respectively post-set, of (tσ(j))¯ uσ(j),¯ vσ(j). It follows that (π1,L,L
′), which is H(s1),
must be a symmetry obtained by post-concatenating the component at (¯ v1,..., ¯ vki) of
the σ-interchange symmetry in CQ[N] to a tensor product
 
j S
1
j of symmetries, one
for each t occurring in α, where S
1
j:vj → ¯ vj, whose role is to reorganize the tokens in
the post-sets of each transitions. Reasoning along the same lines, we can conclude that
(π0,ℓ,ℓ
′), which is H(s0)
−1, must be a symmetry obtained by concatenating a tensor
product
 
j S
0
j, where S
0
j:uj → ¯ uj is a symmetry and the component at (¯ u1,..., ¯ uki)
of the σ-interchange symmetry. Then, since H is an isomorphism between SymQ[N] and
SymCQ[N], s0 and s1 must necessarily be, respectively, σ(¯ u1,..., ¯ uki)
−1;(idu⊗
 
j s
0
j),
and (idu ⊗
 
j s
1
j);σ(¯ v1,..., ¯ vki), where s
0
j: ¯ uj → uj and s
1
j:vj → ¯ vj are symmetries.
Then, by distributing the tensor of symmetries on the transitions and using axiom (Φ),
we show that
α = σ(¯ u1,..., ¯ uki)
−1;(idu ⊗
 
j s
0
j;(tj)uj,vj;s
1
j);σ(¯ v1,..., ¯ vki)
= σ(¯ u1,..., ¯ uki);(idu ⊗
 
j(tj)¯ uj,¯ vj);σ(¯ v1,..., ¯ vki),
which, by deﬁnition of σ-interchange symmetry, is (idu⊗
 
j(tj)¯ uj,¯ vj). Thus, we have
α =E β as required.
Inductive step. Suppose that n > 1 and let α = α
′;α
′′ and β = β
′;β
′′, where
α
′ = s0;(idu1 ⊗
 
j τ
1
j );s1;...;sn−1 and α
′′ = (idun ⊗
 
j τ
n
j );sn
β
′ = p0;(idu1 ⊗
 
j ¯ τ
1
j );p1;...;pn−1 and β
′′ = (idun ⊗
 
j ¯ τ
n
j );pn
We show that there exists a symmetry s in Q[N] such that H(α
′;s) = H(β
′) and
H(s
−1;α
′′) = H(β
′′). Then, by the induction hypothesis, we have (α
′;s) =E β
′ and
(s
−1;α
′′) =E β
′′. Therefore, we conclude that (α
′;s;s
−1;α
′′) =E (β
′;β
′′), i.e., that
α = β in Q[N].
Let (π:Θ → N,ℓ,L) be the strong concatenable process H(α) = H(β). Without loss of
generality we may assume that the strong processes H(α
′) and H(β
′) are, respectively,
(π:Θ
′ → N,ℓ
′,L
α′
) and (π
′:Θ
′ → N,ℓ
′,L
β′
), where Θ
′ is the subnet of depth n − 1
of Θ, ℓ
′ is the appropriate restriction of ℓ and ﬁnally L
α′
and L
β′
are orderings of the
places at depth n − 1 of Θ. Consider the symmetry S = (¯ π: ¯ Θ → N, ¯ ℓ, ¯ L) in CQ[N],
where
• ¯ Θ is the process nets consisting of the maximal places of Θ
′;
• ¯ π: ¯ Θ → N is the restriction of π to ¯ Θ;
• ¯ ℓ = L
α′
;
• ¯ L = L
β′
.
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Then, by deﬁnition, we have H(α
′);S = H(β
′). Let us consider now α
′′ and β
′′.
Clearly, we can assume that H(α
′′) and H(β
′′) are respectively (π
′′:Θ
′′ → N,ℓ
α′′
,L
′′)
and (π
′′:Θ
′′ → N,ℓ
β′′
,L
′′), where Θ
′′ is the process net obtained by removing from Θ
the subnet Θ
′, L
′′ is the restriction of L to Θ
′′, and ℓ
α′′
and ℓ
β′′
are orderings of
the places at depth n − 1 of Θ. Now, in our hypothesis, it must be L
α′
= ℓ
α′′
and
L
β′
= ℓ
β′′
, which shows directly that S
−1;H(α
′′) = H(β
′′). Then, s = H
−1(S) is the
required symmetry of Q[N].
Then, since H is full and faithful and is an isomorphism on the objects, it is an
isomorphism and the proof is concluded.  
1.5 Place/Transition Nets
In this section we introduce the category PTNets of Place/Transition (PT) nets, as
appeared in [98] and the (by now) classical categories Safe of safe nets and Occ
of occurrence nets [143]. These are basically categories of marked pointed nets as
deﬁned in Section 1.1 with a major diﬀerence: inﬁnite markings in which, however,
each place has a ﬁnite multiplicity are allowed. Moreover, we shall not allow always-
enabled transitions, i.e., transitions with empty pre-set. Finally, a slight restriction
is imposed on the morphisms in PTNets. The ﬁnal subsection is devoted to the
study of compositional properties in PTNets.
Remark. As remarked earlier in Section 1.1, these generalizations and restrictions are
required in order to deﬁne the unfolding semantics for nets. We should like to stress
that, in particular, they are needed only to enforce the existence of a left adjoint to the
unfolding functor U[ ]:PTNets → Occ, the latter not depending at all on them. We shall
make use of this observation later on in Section 1.9.
The Categories PTNets, Safe and Occ
Given a set S, let SM denote the set of multisets of S, i.e., the set of all functions
from S to the set of natural numbers ω, and by SM∞ the set of multisets with
(possibly) inﬁnite multiplicities, i.e., the functions from S to ω∞ = ω ∪ {∞}. We
keep using the notation [[ ]] also for   ∈ SM∞ to denote the subset of S consisting
of those elements s such that  (s) > 0.
Since the set of multisets does not give rise to a monad, some care must be used
in order to deﬁne nets with inﬁnite markings. Clearly, a multiset   ∈ SM∞ can
be represented as a formal sum
 
s∈S  (s)   s. Given an arbitrary index set I and
{ηi ∈ ω∞ |i ∈ I}, we deﬁne Σi∈Iηi to be the usual sum in ω if only ﬁnitely many ηi
are nonzero and ∞ otherwise. Then, we can give meaning to linear combinations
of multisets, i.e., multisets of multisets, by deﬁning
 
 ∈SM∞
η      =
 
 ∈SM∞
η   
 
 
s∈S
 (s)   s
 
=
 
s∈S
   
 ∈SM∞
η  (s)
 
  s.
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A ( )M∞–homomorphism from S
M∞
0 to S
M∞
1 is a function g:S
M∞
0 → S
M∞
1
such that
g( ) =
 
s∈S0
 (s)   g(1   s),
where 1 s is the formal sum corresponding to the function which yields 1 on s and
zero otherwise. Actually, it is worth noticing that ( )M∞ deﬁnes a monad on Set
which sends S to SM∞, whose multiplication is the operation of linear combination
of multisets and whose unit maps s ∈ S to 1  s. In these terms, SM∞ is a ( )M∞–
algebra and a ( )M∞–homomorphism is a homomorphism between ( )M∞-algebras.
Notation. All the notations we used in the case of ﬁnite multisets are extended to S
M
and S
M∞. In particular, as in the case of S
⊕, we shall regard S
M also as a pointed
set whose pointed element is the empty multiset 0. We shall often denote a multiset
  ∈ S
M∞ by
 
i∈I ηisi where {si |i ∈ I} = [[ ]] and ηi =  (si), i.e., as a sum whose
summands are all nonzero. In case of multisets in S
M, instead of ηi, we will use ni,mi,...,
the standard variables for natural numbers. Finally, given S
′ ⊆ S,
 
S
′ stands for for  
s∈S′ 1   s =
 
s∈S′ s.
Definition 1.5.1 (PT Nets)
A PT net is a structure N =
 
∂0
N,∂1
N:(TN,0) → SM
N ,uN
 
where SN is a set of
places; TN is a pointed set of transitions; ∂0
N,∂1
N are pointed set morphisms; and
uN ∈ SM
N is the initial marking. Moreover, we assume the standard constraint that
∂0
N(t) = 0 if and only if t = 0.
A morphism of PT nets from N0 to N1 consists of a pair of functions  f,g  such
that:
i) f:TN0 → TN1 is a pointed set morphism;
ii) g:S
M∞
N0 → S
M∞
N1 is a ( )M∞–homomorphism;
iii) ∂0
N1 ◦f = g ◦∂0
N0 and ∂1
N1 ◦f = g◦∂1
N0, i.e.,  f,g  respects source and target;
iv) g(uN0) = uN1, i.e.,  f,g  respects the initial marking;
v) ∀b ∈ [[uN1]], ∃!a ∈ [[uN0]] such that b ∈ [[g(a)]]
∀t ∈ TN0,∀b ∈ [[∂1
N1(f(t))]], ∃!a ∈ [[∂1
N0(t)]] such that b ∈ [[g(a)]].
This, with the obvious componentwise composition of morphisms, deﬁnes the cat-
egory PTNets.
Terminology. The reader will have noticed that we have used the name “PT nets” for
both the objects of Petri and PTNets. In order not to confuse the reader, in the rest
of this part, unless diﬀerently speciﬁed, PT net, or simply net, will indicate an object of
PTNets.
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A PT net is thus a graph whose arcs are the transitions and whose nodes are the
multisets on the set of places, i.e., markings of the net. Transitions are restricted
to have pre- and post-sets, i.e., sources and targets, in which each place has only
ﬁnitely many tokens, i.e., ﬁnite multiplicity. The same is required for the initial
marking. To be consistent with the use of zero transitions as a way to treat partial
mappings, they are required to have empty pre- and post-sets. Moreover, they are
the only transitions which can have empty pre-sets. Observe that PTNets contains
also the empty net, i.e., in our setting the net with empty set of places and having
the unique transition 0. This is an interesting net, since it is the terminal object
in the category and can be useful for deﬁning other nets recursively. The initial
object of PTNets is the net consisting of a unique place s, of no transitions, and
whose initial marking is 1   s.
Morphisms of PT nets are graph morphisms in the precise sense of respecting
source and target of transitions, i.e., they make the two rectangles obtained by
choosing the upper or lower arrows in the parallel pairs of the diagram below
TN0 SM
N0 S
M∞
N0
TN1 SM
N1 S
M∞
N1
f
￿￿
∂
0
N0 //
∂
1
N0
//
￿
o //
g
￿￿ ∂
0
N1 //
∂
1
N1
//
￿
o //
commute. Moreover they map initial markings to initial markings.
A ( )M∞–homomorphism g:S
M∞
N0 → S
M∞
N1 , which constitutes the place com-
ponent of a morphism  f,g , is deﬁned by its behaviour on SN0, the generators of
S
M∞
N0 . Therefore, as in the case of ( )⊕ morphisms, we will often deﬁne morphisms
by giving their transition components and simply a map g:SN0 → S
M∞
N1 for their
place components, which should be considered lifted to ( )M∞–homomorphisms.
The last condition in the deﬁnition means that morphisms are not allowed to
map two diﬀerent places in the initial marking or in the post-set of some transition
to two multisets having a place in common. This is pictorially described in the
ﬁgure below, where dashed arrowsrepresent the forbidden morphisms and the initial
marking is given by the number of “tokens” in the places. Recall that sources and
targets are directed arcs whose weights represent multiplicities and that unitary
weights are omitted.
l l - @
@
￿
￿
l l l
l
￿ ￿ ￿
-
@ @ R ?
- @
@
￿
￿
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Such a condition will play an important role while establishing the adjunction
between PTNets and DecOcc. In fact, it is crucial for showing the universality of
the counit of the adjunction. Moreover, it is the part of this condition concerning
the places in the initial marking which makes coproducts exist in PTNets.
The set S[N] of steps for a net N in PTNets is deﬁned exactly as for the nets in
Petri (see Section 1.1). Concerning step sequences, only the sequences leaving from
the initial marking are considered. Thus, in this case, the set of step sequences,
denoted as SS[N], is given by the rule:
uN[α0 v0,...,un[αn vn in S[N] and ui = vi−1, i = 1,...,n
uN[α0 [α1    [αn vn in SS[N]
.
The set R[N] of reachable markings of N is the set of markings which are target
of some step sequence, i.e.,
R[N] = {v | ∃(uN[α0    [αn v) in SS[N]}.
Since step sequences are of ﬁnite length, and each step consists of ﬁnitely many
transitions, from the conditions on uN, ∂0
N and ∂1
N in Deﬁnition 1.5.1, it is easy to
see that R[N] ⊆ SM
N . Now, we recall the deﬁnition of a well-known class of nets:
safe nets.
Definition 1.5.2 (Safe Nets)
A PT net N is safe if and only if
∀t ∈ TN,
 
[[∂i
N(t)]] = ∂i
N(t), i = 0,1, and
∀v ∈ R[N],
 
[[v]] = v.
This deﬁnes the category Safe as a full subcategory of PTNets.
Observe that
 
[[v]] = v is a compact way of saying that each s ∈ S has multi-
plicity at most one in v. Therefore this deﬁnition is exactly the classical deﬁnition
of safe nets. Since in the rest of the chapter we will often state and check conditions
on both ∂0
N and ∂1
N, we will use ∂i
N ranging over them.
Morphisms of safe nets have a nice characterization in terms of their behaviour
on the elements of pre- and post-sets.
Proposition 1.5.3 (Characterization of Safe Net Morphisms)
Let N0 and N1 be safe nets. Then  f,g :N0 → N1 is a morphism in Safe if and only
if f is a morphism of pointed sets from TN0 to TN1, g is a ( )M∞–homomorphism
from S
M∞
N0 to S
M∞
N1 such that ∀t ∈ TN0,∀b ∈ [[uN0]]∪[[∂i
N0(t)]],
 
[[g(b)]] = g(b), and
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i) [[g(uN0)]] ⊆ [[uN1]] and ∀b1 ∈ [[uN1]], ∃!b0 ∈ [[uN0]] such that b1 ∈ [[g(b0)]];
ii) ∀t ∈ TN0, [[g(∂i
N0(t))]] ⊆ [[∂i
N1(f(t))]] and
∀b1 ∈ [[∂i
N1(f(t))]], ∃!b0 ∈ [[∂i
N0(t)]] such that b1 ∈ [[g(b0)]].
Proof. (⇒) The proof is completely trivial, but observe that there is no need to use
condition (v) in the deﬁnition of PT net morphisms: in fact if there were b1 in [[uN1]]
or [[∂
i
N1(f(t))]] and b,b
′ respectively in [[uN0]] or [[∂
i
N0(t)]] such that b1 ∈ [[g(b)]]∩[[g(b
′)]],
by deﬁnition of morphism, it would be g(uN0)(b1) = uN1(b1) ≥ 2 or g(∂
i
N0(t))(b1) =
∂
i
N1(f(t))(b1) ≥ 2. But this is impossible, since N1 is a safe net.
(⇐) Conditions (i), (ii) and (v) in the deﬁnition of PT net morphisms are already
present. Points (i) and (ii) above imply that
[[uN1]] =
 
{[[g(a)]] |a ∈ [[uN0]]} and [[∂
i
N1(f(t))]] =
  
[[g(a)]] |a ∈ [[∂
i
N0(t)]]
 
.
Now, since
 
[[g(a)]] = g(a) and all the [[g(a)]] in the unions are disjoint, we obtain
g(uN0) = uN1 and g(∂
i
N0(t)) = ∂
i
N1(f(t)).  
Corollary 1.5.4 (Correspondence with Winskel’s Safe Nets)
Winskel’s category of safe nets [143], called Net, is a full subcategory of Safe.
Proof. The conditions given in the above proposition are a characterization of mor-
phisms in Net [143, Proposition 3.1.9], while the objects in Safe strictly contain
the objects in Net. In fact, the objects of Net are the objects of Safe with sets
of places, initial markings and post-sets which are non-empty, and without isolated
places—places belonging neither to the initial marking nor to the pre- or post-set of
any transition.  
Since in the proof of Proposition 1.5.3 the demonstration of the ⇒ implication
never used the ﬁfth axiom of PT net morphisms, we have shown an easier charac-
terization of morphisms between safe nets:  f,g :N0 → N1 is a morphism in Safe
between the safe nets N0 and N1 if and only if conditions (i), (ii), (iii) and (iv) of
Deﬁnition 1.5.1 hold, i.e., condition (v) is already implied by the structure of safe
nets.
Another important class of nets is that of occurrence nets. They are safe nets
with a nice stratiﬁed structure whose minimal element constitute the initial mark-
ing. The deﬁnition is very close to that of process nets, the diﬀerence being that
here we allow “forward branching”, i.e., non-determinism.
Definition 1.5.5 (Occurrence Nets)
A occurrence net is a safe net Θ such that
i) a ∈ [[uΘ]] if and only if •a = ∅;
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ii) for all a ∈ SΘ, |•a| ≤ 1, where | | gives the cardinality of sets;
iii) ≺ is irreﬂexive, where ≺ is the transitive closure of the relation
≺1= {(a,t) | a ∈ SΘ, t ∈ TΘ, t ∈ a•} ∪ {(t,a) | a ∈ SΘ, t ∈ TΘ, t ∈ •a};
moreover, for all t ∈ TΘ, {t′ ∈ TΘ | t′ ≺ t} is ﬁnite;
iv) the binary “conﬂict” relation # on TΘ ∪ SΘ is irreﬂexive, where
∀t1,t2 ∈ TΘ, t1 #m t2 ⇔ [[∂0
Θ(t1)]] ∩ [[∂0
Θ(t2)]]  = ∅ and t1  = t2,
∀x,y ∈ TΘ ∪ SΘ, x # y ⇔ ∃t1,t2 ∈ TΘ : t1 #m t2 and t1   x and t2   y,
where   is the reﬂexive closure of ≺.
This deﬁnes the category Occ as a full subcategory of Safe.
From Deﬁnition 1.5.5 and Corollary 1.5.4, it is immediate to see that Winskel’s
category of occurrence nets [143], here called OccW, is a full subcategory of Occ.
However, since all the results in [143] easily extend to Safe and Occ, in the following
we will ignore any diﬀerence between Safe and Net and between Occ and OccW.
Composition of PT Nets
Products and coproducts are importante constructions for nets, and generally in
categories of models for concurrency, due to their natural role, respectively, in the
operations of parallel and non-deterministic composition [144]. In this section, we
show that the category PTNets has both products and coproducts and, studying
the relationships between the computations of the composed nets and those of the
original nets, we clarify in what sense products and coproducts are related to the
operations of parallel and non-deterministic composition.
While in the categories of safe nets and of occurrence nets products and coprod-
ucts exist [144], the category of PT nets with initial markings introduced in [144]
has products but does not have coproducts. In [97], it is shown that coproducts
exist in the full subcategory of PT nets whose initial markings are sets rather than
multisets. However, due to the additional condition (v) in Deﬁnition 1.5.1, we can
prove the existence of coproducts of any pair of objects in PTNets.
Given the PT nets N0 and N1, we deﬁne
N0 × N1 =
 
∂
0
N0 × ∂
0
N1,∂
1
N0 × ∂
1
N1:(TN0 × TN1,(0,0)) → S
M
N0 × S
M
N1,(uN0,uN1)
 
.
Since SM
N0 ×SM
N1
∼ = (SN0 +SN1)M, and S
M∞
N0 ×S
M∞
N1
∼ = (SN0 +SN1)M∞ ∼ = S
M∞
N0 ⊕
S
M∞
N1 , where + is the disjoint union of sets and ⊕ the coproduct in the category
of multisets (with possibly inﬁnite multiplicities) and ( )M∞–homomorphisms, we
have that N0 × N1 is indeed a net with places SN0 + SN1.
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Example 1.5.6
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The PT nets N0, N1, and their product N0 × N1
Now, consider the projections π0:N0 ×N1 → N0 and π1:N0×N1 → N1 deﬁned
by
πi ((t0,t1)) = ti and πi ((u0,u1)) = ui.
It is easy to see that they are morphisms in PTNets.
Proposition 1.5.7 (Product of Nets)
N0 × N1, with projections π0 and π1, is the product of N0 and N1 in PTNets.
Proof. Observe that, given any PT net N and morphisms h0:N → N0 and h1:N → N1,
the map  h0,h1 :N → N0 × N1 deﬁned by
 h0,h1 (t) =
 
h0(t),h1(t)
 
and  h0,h1 (u) =
 
h0(u),h1(u)
 
is a PT net morphism. So, clearly, πi ◦  h0,h1  = hi, and  h0,h1  is the unique
morphism for which that happens.  
The product of the nets N0 and N1 is their parallel composition with synchro-
nization, in the precise sense that each step sequence of N0 × N1 is the parallel
composition of a step sequence of N0 and a step sequence of N1, and viceversa.
Since transitions of N0 × N1 are of the forms (t0,0), (0,t1) or (t0,t1), for ti ∈ TNi,
i = 0,1, the product models both asynchronous and synchronous interactions of N0
and N1, where transitions of the form (t0,0) or (0,t1) correspond to either N1 or N0
staying idle, while transitions of the form (t0,t1) correspond to steps in which both
N0 and N1 proceed together, synchronizing to each other. This result, formally
stated in the next proposition, coincides with those in [144, 97].
In the following, given a PT net morphism h:N0 → N1, we will denote by h⊕
the unique ( )M∞–homomorphism from T
M∞
N0 to T
M∞
N1 generated by the transition
component of h. Observe that, since such a component is a function, h⊕ maps ﬁnite
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multisets to ﬁnite multisets. In particular, h⊕ can be deﬁned on such multisets
simply by:
h
⊕(t) = h(t) and h
⊕(α ⊕ β) = h
⊕(α) ⊕ h
⊕(β).
Proposition 1.5.8 (Product and Parallel Composition)
The sequence uN0×N1[α0    [αn v belongs to SS[N0×N1] if and only if, for i = 0,1,
the sequence πi(uN0×N1)[π
⊕
i (α0)    [π
⊕
i (αn) πi(v) belongs to SS[Ni].
Therefore, v ∈ R[N0 × N1] if and only if πi(v) ∈ R[Ni] for i = 0,1.
Proof. It suﬃces to show that u[α v is in S[N0 × N1] if and only if πi(u)[π
⊕
i (α) πi(v)
is in S[Ni], i = 0,1.
Suppose α =
 
j∈J(t
j
0,t
j
1). The ‘only if’ implication follows directly from the fact that
π0 and π1 are PT net morphisms. In fact, by deﬁnition of S[N], u[α v in S[N0×N1] if
and only if u = w⊕
 
j∈J uj, v = w⊕
 
j∈J vj, and the (t
j
0,t
j
1):uj → vj are transitions
of N0 × N1. Thus, we have that πi(t
j
0,t
j
1):πi(uj) → πi(vj) is a transition (possibly 0)
of Ni, i = 0,1, j ∈ J. Therefore, for i = 0,1,
 
πi(w) ⊕
 
j∈J
πi(uj)
   
j∈J
πi(t
j
0,t
j
1)
  
πi(w) ⊕
 
j∈J
πi(vj)
 
is in S[Ni],
i.e., πi(u)[π
⊕
i (α) πi(v) belongs to S[Ni], i = 0,1.
In order to show the ‘if’ implication, observe that t0:π0(u) → π0(v) in N0 and
t1:π1(u) → π1(v) in N1 implies (t0,t1):u → v in N0 × N1. In fact, by deﬁnition
(t0,t1):(π0(u),π1(u)) → (π0(v),π1(v)), and since S
M∞
N0×N1 is the product of S
M∞
N0 and
S
M∞
N1 with projections the place components of π0 and π1, we have (π0(u),π1(u)) = u
and (π0(v),π1(v)) = v.
Assume πi(u)[π
⊕
i (α) πi(v) in S[Ni], i = 0,1, and u = (u
0,u
1),v = (v
0,v
1). Then,
by deﬁnition of S[Ni], we have that u
i = w
i ⊕
 
j∈J u
i
j, v
i = w
i ⊕
 
j∈J v
i
j and
πi(t
j
0,t
j
1):u
i
j → v
i
j in Ni, i = 0,1, j ∈ J. Now consider uj = (u
0
j,u
1
j), vj = (v
0
j,v
1
j)
and w = (w
0,w
1). Clearly, we have u = w ⊕
 
j∈J uj, v = w ⊕
 
j∈J vj and
πi(t
j
0,t
j
1):πi(uj) → πi(vj) in Ni. Therefore, (t
j
0,t
j
1):uj → vj in Ni, i = 0,1, j ∈ J and
we have  
w ⊕
 
j∈J
uj
   
j∈J
(t
j
0,t
j
1)
  
w ⊕
 
j∈J
vj
 
in S[N0 × N1],
i.e., u[α v in S[N0 × N1].  
Example 1.5.9 (Parallel Computations)
Consider again the nets of Example 1.5.6.
The step (2a,3b)[(t0,t1) (c,2b ⊕ 2d) of N0 × N1 corresponds to the steps
2a[t0 c of N0 and 3b[t1 2b ⊕ 2d of N1,
(2a,3b)[(t0,0) [(0,t1) (c,2b ⊕ 2d) corresponds to 2a[t0 [0 c and 3b[0 [t1 2b ⊕ 2d.
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We now consider coproducts in PTNets. Suppose uN0 =
 
i niai and uN1 =  
j mjbj. Consider S = (SN0 − [[uN0]]) + (SN1 − [[uN1]]) + ([[uN0]] × [[uN1]]) and the
( )M∞–homomorphisms αl:([[uNl]])
M∞ → ([[uN0]] × [[uN1]])
M∞, l = 0,1, deﬁned by
α0(ai) =
 
j
lcm(ni,mj)
ni (ai,bj)
α1(bj) =
 
i
lcm(ni,mj)
mj (ai,bj),
where lcm(ni,mj) is the lowest common multiple of ni and mj.
Let us deﬁne γi = (αi ⊕ βi):S
M∞
Ni → SM∞, i = 0,1, where βi is the injection
of (SNi −[[uNi]])M∞ in (SN0 − [[uN0]] + SN1 − [[uN1]])
M∞. Observe that γi restricts
to a pointed set morphism from SM
Ni to SM. Let δi
Nj be γj ◦ ∂i
Nj:(TNj,0) → SM,
for i,j = 0,1. Now, deﬁne
N0 + N1 =
 
[δ0
N0,δ0
N1],[δ1
N0,δ1
N1]:(T,0) → SM,γ0(uN0) = γ1(uN1)
 
,
where (T,0) is the coproduct of pointed sets (TN0,0) and (TN1,0), i.e., the quo-
tient of their disjoint union obtained by identifying the two pointed elements, and
[δi
N0,δi
N1] denotes the unique pointed set morphism induced from the coproduct
(T,0) by δi
N0 and δi
N1.
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The PT nets N0, N1, and their coproduct N0 + N1
The injections ini:Ni → N0 + N1, i = 0,1, are deﬁned as
ini =  κi,γi ,
where κi is the injection of (TNi,0) in (T,0). It is immediate to see that the ini
are PT net morphisms.
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Given any PT net N and a pair of morphisms h0:N0 → N and h1:N1 → N, let
[h0,h1]:N0 + N1 → N be the map such that
[h0,h1](t) = hi(t′) if t = ini(t′) for t′ ∈ TNi
[h0,h1](c) = hi(c′) if c = ini(c′) for c′ ∈ SNi − [[uNi]]
[h0,h1](ai,bj) =
 
 
nk
lcm(ni,mj)ck
 
   
  ck ∈ [[h0(ai)]] ∩ [[h1(bj)]]
 
where nk is the coeﬃcient of ck in uN. To simplify the notation, in the proof of the
following proposition we will denote [[h0(ai)]] ∩ [[h1(bj)]] by [[ℑ(ai,bj)]].
Remember that u ∈ SM is a function from S to ω. Therefore, u(a), for a ∈ S, is
the multiplicity of a in u.
Proposition 1.5.11 (Coproducts of Nets)
N0 + N1, with injections in0 and in1, is the coproduct of N0 and N1 in PTNets.
Proof. We show that for any PT net N and for any pair of morphisms h0:N0 → N,
h1:N1 → N, [h0,h1] is the unique morphism in PTNets such that [h0,h1] ◦ ini = hi.
First we have to show that [h0,h1] is well-deﬁned, i.e., that nk
lcm(ni,mj) is actually a
natural number. If ck ∈ [[h0(ai)]] then h0(ai) = rkck⊕u and so h0(niai) = nirkck⊕niu.
Thus, by deﬁnition of PT net morphisms, we know that uN(ck) = nirk and so it must
be nirk = nk. In the same way, there exists qk such that mjqk = nk. Therefore nk is
divisible by lcm(ni,mj).
Now, observe that [h0,h1] ◦ ini = hi. This is clear for transitions and for places in
SNi − [[uNi]]. So, consider ai ∈ [[uN0]]. We have
[h0,h1](in0(ai)) = [h0,h1]
  
j
lcm(ni,mj)
ni (ai,bj)
 
=
 
j
lcm(ni,mj)
ni [h0,h1]((ai,bj))
=
 
j
lcm(ni,mj)
ni
  
nk
lcm(ni,mj)ck
 
 
  ck ∈ [[ℑ(ai,bj)]]
 
=
 
j
  nk
ni ck
 
  ck ∈ [[ℑ(ai,bj)]]
 
.
Since for each ck ∈ [[h0(ai)]] there exists a unique bj such that ck ∈ [[h1(bj)]], the last
term is equal to
   nk
ni
ck
 
 
  ck ∈ [[h0(ai)]]
 
=
  
rkck | h0(ai) = rkck ⊕ u
′ 
= h0(ai).
The same argument goes through for bj ∈ [[uN1]].
To prove uniqueness, suppose that there exists h such that h ◦ ini = hi. Clearly,
h = [h0,h1] on the transitions and on places in SN0 − [[uN0]] and in SN1 − [[uN1]].
Therefore, in order to show that h coincides with [h0,h1] we need to show that it does
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so for (ai,bj) ∈ [[uN0]] × [[uN1]]. Since h(in0(ai)) = h0(ai) and h is a morphism, we
have
 
j
lcm(ni,mj)
ni h(ai,bj) =
   nk
ni ck
 
  ck ∈ [[h0(ai)]]
 
=
 
j
  nk
ni ck
    ck ∈ [[ℑ(ai,bj)]]
 
=
 
j
lcm(ni,mj)
ni
 
   
nk
lcm(ni,mj)ck
 
 
  ck ∈ [[ℑ(ai,bj)]]
  
.
In the same way, we obtain that
 
i
lcm(ni,mj)
mj h(ai,bj) =
 
i
lcm(ni,mj)
mj
  
nk
lcm(ni,mj)ck
 
 
 ck ∈ [[ℑ(ai,bj)]]
 
.
Now ﬁx i and j. Since ck ∈ [[ℑ(ai,bj)]] for a unique pair (ai,bj), the summands in the
above equalities are all distinct except for
 
{ nk
lcm(ni,mj)ck | ck ∈ [[ℑ(ai,bj)]]}, which
appears in both. Therefore it must be
h(ai,bj) =
  
nk
lcm(ni,mj)
ck
 
 
 
  ck ∈ [[ℑ(ai,bj)]]
 
which is [h0,h1](ai,bj).
The last thing we have left to show is that [h0,h1] is a morphism in PTNets. But now
this task is trivial and is therefore omitted.  
The coproduct of N0 and N1 is their non-deterministic composition in the sense
that the two nets are put side by side to compete for common resources (tokens).
Diﬀerently from the CCS non-deterministic operator [102], the result of such a
composition cannot be thought of simply as the system which performs an initial
choice between passing the control to N0 or to N1 and discards the net which
has not been chosen. Nevertheless, we think that it gives the right notion of non-
deterministic composition of PT nets. In fact, since a resource can be consumed and
produced several times during a single computation, it is possible that the composed
net returns several times to a state in which common resources are present and the
two nets compete for them. Clearly, there is no reason why the outcome of such
competitions should always favor the same net. This is illustrated by the following
example.
Example 1.5.12
Consider the simple PT nets N0 and N1 given in the picture below together with
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their coproduct N0 + N1.
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The initial marking (a,b) of N0+N1 is a state in which a resource is non-determini-
stically assigned either to t0 or to t1. This state is reached again and again, and
each time the choice is repeated.
This kind of behaviour is characteristic of the coproduct in many categories of
models which admit cyclic behaviours, like, for instance, transition systems.
In addition, since the resources are present in multiple instances (multiple tokens
in a place), while the computations of N0 and N1 are also computations of N0+N1,
they are not the only computations that the coproduct net can perform: the non-
deterministic interaction between N0 and N1 gives rise to joint computations which
are not purely injections of computations from one of the original nets. In other
words, since providing N0 with the resources it needs does not necessarily consume
all the available instances of such resources, it is possible that N1 can also have,
at the same time, other instances of the same resources. This is shown by the
following example.
Example 1.5.13 (Non-deterministic Computations)
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The steps 6(a,b)[2t0 2c and 6(a,b)[3t1 3d of N0 + N1 correspond, respectively, to
the step 2a[2t0 2c of N0 and to the step 3b[3t1 3d of N1.
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The step 6(a,b)[t0 ⊕ t1 c ⊕ d is a computation of N0 + N1 which is not the image
of a computation in one of the original nets.
However, as anticipated above, all the computations which either N0 or N1 can
perform are computations which N0 +N1 can perform; viceversa, all the computa-
tions of N0+N1 consisting of markings and steps from Ni are actually computations
of Ni. This is stated in the next proposition, whose proof simply follows from the
fact that in0 and in1 are PT net morphisms and is, therefore, omitted.
Proposition 1.5.14 (Coproduct and Non-deterministic Composition)
Let i belong to {0,1}. Then, the step sequence
ini(uNi)[in
⊕
i (α0)    [in
⊕
i (αn) ini(v)
belongs to SS[N0 + N1] if and only if the step sequence uNi[α0    [αn v belongs
to SS[Ni].
To strengthen the intuition about the coproduct construction, it is worth recall-
ing that in the case of safe nets all the resources are present in a unique copy. This
fact can be thought of as forcing a choice between the two nets in the assignment
of resources. Therefore, for safe nets, the computations of N0 + N1 are alternating
sequences of computations of the original nets, i.e., each step is either a step of N0
or a step of N1. This is stated in the next proposition, which is a rephrasing in
the present context of [144, Theorem 5.11, pg. 219] and whose proof is, therefore,
omitted.
Proposition 1.5.15 (Coproduct and Safe Nets)
Let N0 and N1 be safe nets.
Then u[α v belongs to S[N0 + N1], for some u ∈ R[N0 + N1], if and only if there
exist i in {0,1}, u′ in R[Ni] and (u′[α′ v′) in S[Ni] such that ini(u′) = u, ini(v′) = v
and in
⊕
i (α′) = α.
Therefore, all the step sequences of N0 + N1 are of the form
ini0(uNi0)[in
⊕
i0(α0) [in
⊕
i1(α1)    [in
⊕
i(k−1)(α(k−1)) [in
⊕
ik(αk) inik(vik),
where i1,...,ik ∈ {0,1}, vik ∈ R[Nik], and αj is a step of Nij, j = 1,...,k.
Then, u ∈ R[N0 + N1] if and only if u = ini(ui) for ui ∈ R[Ni] and i ∈ {0,1}.
It is interesting to observe how in this case the standard coproduct construction
actually implements a sophisticated mechanism of distributed choice. Consider two
safe nets N0 and N1 whose initial markings are respectively a1 ⊕     ⊕ an and
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b1 ⊕   ⊕bm. Then, the initial marking of N0 +N1 can be thought of as an n×m
matrix whose (i,j)-th entry represents the token (ai,bj).
b1 ... bj ... bm
a1
. . .
ai
. . .
an
From the deﬁnition of ∂0
N0+N1, it is immediate to see that if ai is the pre-set of a
transition t0 in N0, then the pre-set of t0 in N0+N1 contains (ai,b1)⊕   ⊕(ai,bm),
i.e., a whole row of the matrix. Now, since a transition t0 of N0 enabled at uN0
requires at least one of the tokens in uN0 in order to ﬁre, say ai, the ﬁring of t0
in N0 + N1 will result in consuming all the tokens in the i-th row of the matrix.
It follows that no transition of N1 can be enabled, since for any j = 1,...,m, the
token (ai,bj) is missing. Therefore, the ﬁring of t0 prevents any transition of N1
from ﬁring until the possible cyclic behaviour of N0+N1 eventually generates again
the tokens in uN0+N1.
We conclude this discussion about coproducts considering the case of occurrence
nets. Since cyclic behaviours are not possible in occurrence nets, the coproduct
net, after having performed the ﬁrst step, cannot reach anymore a state in which
common resources are available. In this case, therefore, the coproduct net can be
seen as the system which performs an initial choice between the original nets—by
assigning to one of them the resources it needs—and forgets about the other. This
is formally stated in the following proposition.
Proposition 1.5.16 (Coproduct and Occurrence Nets)
Let Θ0 and Θ1 be occurrence nets.
Then, all the step sequences of Θ0 + Θ1 from the initial marking are of the form
ini(uΘi)[in
⊕
i (α0)    [in
⊕
i (αk) ini(vi),
where i ∈ {0,1}, vi ∈ R[Θi], and αj is a step of Θi, j = 1,...k.
We conclude this section with some remarks about the relationships between
products and coproducts in the other categories of nets introduced in Section 1.5.
It is easy to see that products and coproducts of safe nets viewed as objects in
PTNets are again safe nets. Therefore, we have that products and coproducts exist
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in Safe and that they are given by the same constructions just deﬁned for PT nets.
The same applies for coproducts in Occ.
However, the product of two occurrence nets in PTNets is not necessarily an
occurrence net. This can be easily seen by looking back at Example 1.5.6, which
shows that condition (ii) in Deﬁnition 1.5.5 of occurrence nets is not preserved by
the product construction. Nevertheless, products exist in Occ and the result that
the product of two occurrence nets is (isomorphic to) the unfolding of their product
as safe nets [144] can be immediately extended to our setting: considering that
the unfolding of PT nets deﬁned here coincides on safe nets with Winskel’s (see
the following Theorem 1.7.8), we have that the product of two occurrence nets is
(isomorphic to) the unfolding of their product in PTNets.
1.6 Decorated Occurrence Nets
In this section, we introduce DecOcc, the category of decorated occurrence nets,
a type of occurrence nets in which places are grouped into families. They allow a
convenient treatment of multiplicity issues in the unfolding of PT nets. We will use
the following notational conventions:
[n,m] for the segment {n,...,m} of ω;
[n] for [1,n];
[k]i for the i-th block of length k of ω − {0}, i.e., [ik] − [(i − 1)k].
Definition 1.6.1 (Block Functions)
We call a function f:[n] → [m] a block function if n = km and f([k]i) = {i}, for
i = 1,...,m.
In other words, a block function from [n] = [km] to [m] is a function making
the diagram
m times       
[n] ∼ = [k] +     + [k]
f

 

 
!

 

 

 

 
!
[m] ∼ = [1] +     + [1]
commute, where the upper isomorphism maps the segment [k]i to the i-th copy of
[k], and the lower maps i to the i-th copy of [1].
The place component g of a PT net morphism  f,g :N0 → N1 can be thought
of as a multirelation (with possibly inﬁnite multiplicities) between SN0 and SN1,
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namely the multirelation g such that agηb if and only if g(a)(b) = η. Indeed,
this is a (generalization of a) widely used formalization of net morphisms due to
Winskel [141, 144]. In the case of morphisms between occurrence nets, since by
deﬁnition such nets have no isolated places—i.e., places belonging neither to the
initial marking nor to any pre- or post-set—as an immediate corollary to Propo-
sition 1.5.3, we have that g is a relation and that the inverse relation gop, deﬁned
by bgopa if and only if agb, restricts to (total) functions g
op
∅ :[[uN1]] → [[uN0]] and
g
op
{t}:[[∂1
N1(f(t))]] → [[∂1
N0(t)]] for each t ∈ TN0. We will use these functions in the
next deﬁnition.
Definition 1.6.2 (Decorated Occurrence Nets)
A decorated occurrence net is an occurrence net Θ such that:
i) SΘ is of the form
 
a∈AΘ{a} × [na], where the set {a} × [na] is called the
family of a. We will use aF to denote the family of a regarded as a multiset;
ii) ∀a ∈ AΘ, ∀x,y ∈ {a} × [na], •x = •y.
A morphism of decorated occurrence nets  f,g :Θ0 → Θ1 is a morphism of oc-
currence nets which respects families, i.e., for each [[aF]] ⊆ SΘ0, given x = •[[aF]]—
which is a singleton set or the empty set by ii above and the deﬁnition of occurrence
nets—we have:
i) g(aF) =
 
i∈Ia bF
i , for some index set Ia;
ii) πa ◦ g
op
i ◦ inbi is a block function, where
πa is the projection of {a} × [na] to [na],
π−1
a is the inverse bijection from [na] to {a} × [na], and
g
op
i :{bi} × [nbi] → {a} × [na] is gop
x restricted to {bi} × [nbi].
The composition in (ii) can be summarized by means of the diagram
{a} × [na] {bi} × [nbi]
[na] [nbi]
πa
￿￿
g
op
i oo
π
−1
bi
OO
πa◦g
op
i ◦π
−1
bi
oo
This deﬁnes the category DecOcc.
A family is thus a collection of ﬁnitely many places with the same pre-set,
and a decorated occurrence net is an occurrence net where each place belongs to
exactly one family. Families, and therefore decorated occurrence nets, are capable
of describing relationships between places by grouping them together. We will
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use families to relate places which are instances of the same place obtained in a
process of unfolding. Therefore, morphisms treat families in a special way: they
map families to families (condition (i)) and they do that in a unique pre-determined
way (condition (ii)). This is because what we want to describe is that aF is mapped
to bF. Hence, since the way to map a family to another family is ﬁxed by deﬁnition,
in the following we will often deﬁne morphisms by just saying what families are sent
to what families.
Observe that the full subcategory of DecOcc consisting of all nets Θ such that
SΘ =
 
a∈AΘ{a} × [1] is (isomorphic to) Occ. Observe also that, since the initial
marking consists exactly of the elements with empty pre-set and, by point (ii)
in Deﬁnition 1.6.2, elements of a family have the same pre-set, for a decorated
occurrence net uΘ is of the form
 
i∈I aF
i .
The following is a useful property of decorated occurrence net morphisms which
directly follows from their deﬁnition.
Proposition 1.6.3 (Decorated Occurrence Net Morphisms)
Let Θ0 and Θ1 be decorated occurrence nets and  f,g :Θ0 → Θ1 a morphism in
DecOcc. Then
∀[[bF]] ⊆ [[uN1]], ∃![[aF]] ⊆ [[uN0]] such that [[bF]] ⊆ [[g(aF)]] and
∀[[bF]] ⊆ [[∂1
N1(f(t))]], ∃![[aF]] ⊆ [[∂1
N0(t)]] such that [[bF]] ⊆ [[g(aF)]].
We have seen that for occurrence nets and decorated occurrence nets simple
concepts of causal dependence (≺) and conﬂict (#) can be deﬁned. The orthogonal
concept is that of concurrency.
Definition 1.6.4 (Concurrent Elements)
Given a (decorated) occurrence net Θ (which deﬁnes ≺,   and #), we can deﬁne
• For x,y ∈ TΘ ∪ SΘ, x co y iﬀ ¬(x ≺ y or y ≺ x or x # y);
• For X ⊆ TΘ ∪ SΘ, Co(X) iﬀ
(∀x,y ∈ X, x co y) and |{t ∈ TΘ | ∃x ∈ X, t   x}| ∈ ω.
As a ﬁrst step in relating the categories DecOcc and PTNets, we deﬁne a functor
from decorated occurrence nets to PT nets.
Definition 1.6.5 (( )
+: from DecOcc to PTNets)
For Θ =
 
∂0
Θ,∂1
Θ:(TΘ,0) → (
 
a∈AΘ{a} × [na])M,uΘ
 
, let ( )+ denote the ( )M∞–
homomorphism from S
M∞
Θ to A
M∞
Θ such that (a,j)+ = a.
Then, we deﬁne Θ+ to be the net
 
( )+ ◦ ∂0
Θ, ( )+ ◦ ∂1
Θ:(TΘ,0) → AM
Θ ,(uΘ)+ 
.
Given a morphism  f,g :Θ0 → Θ1, let  f,g +:Θ
+
0 → Θ
+
1 be  f,( )+ ◦ g ◦ ρ  where
ρ:A
M∞
Θ0 → S
M∞
Θ0 is the ( )M∞–homomorphism such that ρ(a) = (a,1).
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The following example shows the result of applying ( )+ to a decorated oc-
currence net. In all the pictures to follow, a family is represented by drawing its
elements from left to right in accordance with its ordering, and enclosing them into
an oval. Families of cardinality one are not explicitly indicated.
Example 1.6.6
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A decorated occurrence net Θ and the net Θ+
Proposition 1.6.7 (( )+ is well-deﬁned)
Θ+ is a PT net and  f,g + is a PT net morphism.
Proof. The ﬁrst statement is completely clear. Let us show the second. Conditions (i)
and (ii) are trivial while condition (v) derives directly from Proposition 1.6.3.
Observe now that, if g(a,i) =
 
l(⊕{bl} × [kl]i), by deﬁnition of g, we have
g(a,j) =
 
l(⊕{bl} × [kl]j) and so g(a,i)
+ =
 
l klb
l = g(a,j)
+.
Therefore, g(u)
+ = (( )
+ ◦ g ◦ ρ)(u
+).
(iii) (( )
+ ◦ g ◦ ρ)(∂
i
Θ+
0
(t)) = (( )
+ ◦ g ◦ ρ)(∂
i
Θ0(t)
+) = g(∂
i
Θ0(t))
+
= ∂
i
Θ1(f(t))
+ = ∂
i
Θ+
1
(f(t)).
(iv) (( )
+ ◦ g ◦ ρ)(uΘ+
0
) = (( )
+ ◦ g ◦ ρ)((uΘ0)
+) = g(uΘ0)
+ = (uΘ1)
+ = uΘ+
1
.  
Proposition 1.6.8 (( )
+:DecOcc → PTNets)
( )+:DecOcc → PTNets is a functor.
Proof. It is completely clear that  idTΘ,idSΘ 
+ =  idTΘ,idAΘ . Moreover, given
 h,k  ◦  f,g :Θ0 → Θ1, we have that for each u ∈ A
M∞
Θ0
(( )
+ ◦ k ◦ ρ) ◦ (( )
+ ◦ g ◦ ρ)(u) = (( )
+ ◦ k ◦ ρ)
 
(g ◦ ρ)(u)
+ 
= k((g ◦ ρ)(u))
+ =
 
( )
+ ◦ (k ◦ g) ◦ ρ
 
(u).
So, ( h,k  ◦  f,g )
+ =  h,k 
+ ◦  f,g 
+.  
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Nets obtained via ( )+ from decorated occurrence nets have a structure very
similar to that of occurrence nets. We will denote by DecOcc+ the full subcategory
of PTNets consisting of (nets isomorphic to) nets of the form Θ+.
Proposition 1.6.9 (Structure of Decorated Occurrence Nets)
If Θ is a decorated occurrence net, then Θ+ is a PT net such that:
i) a ∈ [[uΘ+]] if and only if •a = ∅;
ii) ∀a ∈ SΘ+, |•a| ≤ 1;
iii) the relation ≺ is irreﬂexive and ∀t ∈ TΘ+, {t′ ∈ TΘ+ | t′ ≺ t} is ﬁnite.
Moreover, if Θ is (isomorphic to) an occurrence net, then Θ+ is an occurrence net
isomorphic to Θ.
Proof. Obvious from the deﬁnition of ( )
+.  
Let B range over Occ, DecOcc and DecOcc+. For any net in B, we can deﬁne
the concept of depth of an element of the net, thanks to their nicely stratiﬁed
structure.
Definition 1.6.10 (Depth)
Let Θ be a net in B. The depth of an element in TΘ ∪SΘ is inductively deﬁned by
• depth(x) = 0 if b ∈ SΘ and •b = ∅;
• depth(x) = max{depth(b) | b ≺ x} + 1 if x ∈ TΘ;
• depth(x) = depth(t) if x ∈ SΘ and •x = {t}.
Definition 1.6.11 (Subnets of a Net)
Given a net Θ in B deﬁne its subnet of depth n, Θ(n), as
• TΘ(n) = {t ∈ TΘ | depth(t) ≤ n};
• SΘ(n) = {b ∈ SΘ | depth(b) ≤ n};
• ∂0
Θ(n) and ∂1
Θ(n) are the restrictions of ∂0
Θ and ∂1
Θ to TΘ(n);
• uΘ(n) = uΘ.
It is easy to see that Θ(n) is a net in B.
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Clearly, for each n ≤ m there is a morphism inn,m:Θ(n) → Θ(m) whose com-
ponents are both set inclusions. In the following we will call such net morphisms
simply inclusions. Obviously, if  f,g :Θ0 → Θ1 is an inclusion, then we have
uΘ0 = uΘ1 and, for each t ∈ TΘ0, ∂i
Θ0(t) = ∂i
Θ1(t), i = 0,1.
Now, consider the category ω = {0 → 1 → 2 → 3   } and the class of diagrams
D:ω → B such that D(n → n + 1) = inn:D(n) → D(n + 1) is an inclusion. For
such a class we have the following results. The reader is referred to [90, III.3] (and
to Appendix A.1) for the deﬁnition of the categorical concepts involved.
Proposition 1.6.12 (Colim(D) exists)
For any D ∈ D, the colimit of D in B exists.
Proof. Consider the net Θ =
 
∂
0
Θ,∂
1
Θ:(TΘ,0) → S
M
Θ ,uΘ
 
where
TΘ =
 
n TD(n)
SΘ =
 
n SD(n)
uΘ = uD(0)
∂
i
Θ(t) = ∂
i
D(n)(t) for n such that t ∈ TD(n).
Clearly, Θ is well-deﬁned, is a net, and belongs to B.
Now, for any n, let  n:D(n) → Θ be the obvious inclusion. By deﬁnition we have
 n =  n+1 ◦ inn. Now consider a family of morphisms τn:D(n) → Θ
′, n ∈ ω, such
that τn = τn+1 ◦ inn. Deﬁne σ:Θ → Θ
′ by:
σ(t) = τn(t) for n such that t ∈ TD(n);
σ(a) = τn(a) for n such that a ∈ SD(n).
σ is clearly a morphism in B. Now consider σ ◦ n:D(n) → Θ
′. We have that, for any
t ∈ TD(n), σ(t) = τn(t) and for any a ∈ SD(n), σ(a) = τn(a). Therefore, since  n is an
inclusion, we have σ ◦  n = τn for each n ∈ ω.
Given any σ
′:Θ → Θ
′, suppose that σ
′ ◦  n = τn for each n ∈ ω. Since t ∈ TΘ
(a ∈ SΘ) belongs to TD(n) (to SD(n)) for some n, we have that σ
′(t) = τn(t) = σ(t)
(σ
′(a) = τn(a) = σ(a)). Therefore, σ
′ = σ.  
Proposition 1.6.13 (Θ is the colimit of its subnets)
Given a net Θ in B, let DΘ:ω → B be the functor such that DΘ(n) = Θ(n) and
DΘ(n → n + 1) = inn,n+1:Θ(n) → Θ(n+1). Then Θ = Colim(DΘ).
Proof. Since DΘ ∈ D, we are in the conditions of the previous proposition. So, it is
enough to observe that the colimit construction for diagrams in D in the proof of that
proposition gives a family  n:D(n) → Θ, n ∈ ω, where  n:Θ
(n) → Θ is the inclusion
of Θ
(n) in Θ.  
Proposition 1.6.14 (( )
+ preserves the colimit of DΘ)
If B = DecOcc, then Colim(DΘ)+ = Colim(D
+
Θ).
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Proof. Since the previous proposition states that each Θ is completely identiﬁed by the
diagram DΘ, it is enough to observe that D
+
Θ is exactly DΘ+.
So, Colim(D
+
Θ) = Colim(DΘ+) = Θ
+ = Colim(DΘ)
+.  
1.7 PT Net Unfoldings
In this section, we deﬁne the unfolding of PT nets in term of decorated occurrence
nets and show that it is a functor from PTNets to DecOcc which is right adjoint
to ( )+.
We start by giving the object component of such a functor. To this aim, given
a net N, we deﬁne a family of decorated occurrence nets, one for each n ∈ ω, where
the n-th net approximates the unfolding of N up to depth n, i.e., it reﬂects the
behaviour of the original net up to step sequences of length at most n. Clearly,
the unfolding of N will be deﬁned to be the colimit of an appropriate ω-shaped
diagram built on the approximant nets. We will use the following notation: given
s ∈ X1 ×     × Xn, we denote by s ↓ Xi the projection of s on the Xi component.
Moreover, given S = {sj | j ∈ J}, S ↓ Xi will be {sj ↓ Xi | j ∈ J} and S
⊕
↓ Xi will
denote
 
j∈J(sj ↓ Xi).
Definition 1.7.1 (PT Nets Unfoldings: U[ ]
(k))
Let N =
 
∂0
N,∂1
N:(TN,0) → SM
N ,uN
 
be a net in PTNets.
We deﬁne the nets U[N](k) =
 
∂0
k,∂1
k:(Tk,0) → SM
k ,uk
 
, for k ∈ ω, where:
• S0 =
 
{{(∅,b)} × [n] | uN(b) = n};
• T0 = {0}, and the ∂i
0 with the obvious deﬁnitions;
• u0 =
 
S0;
and for k > 0,
• Tk = Tk−1 ∪
 
(B,t)
 
 
  B ⊆ Sk−1, Co(B), t ∈ TN, B
⊕
↓ SN = ∂0
N(t)
 
;
• Sk = Sk−1 ∪
 
 
t0∈Tk, b∈SN
∂1
N
(t0↓T)(b)=n
   
{t0},b
  
× [n]
  
;
• ∂0
k(B,t) =
 
B, and ∂1
k(B,t) =
 
  
({(B,t)},b),i
 
∈ Sk
 
;
• uk =
 
  
(∅,b),i
 
∈ Sk
 
=
 
S0 = u0.
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Therefore, informally speaking, the net U[N](0) is obtained by exploding in fam-
ilies the initial marking of N, and U[N](n+1) is obtained, inductively, by generating
a new transition for each possible subset of concurrent places of U[N](n) whose cor-
responding multiset of places of N constitutes the source of some transition t of N;
the target of t is also exploded in families which are added to U[N](n+1). As a con-
sequence, the transitions of the n-th approximant net are instances of transitions
of N, in the precise sense that each of them corresponds to a unique occurrence of
a transition of N in one of its step sequences of length at most n.
Lemma 1.7.2 (U[N]
(n) is a decorated occurrence net)
For all n ∈ ω, U[N](n) is a decorated occurrence net of depth n. Moreover, for each
n ∈ ω there is an inclusion inn:U[N](n) → U[N](n+1).
Proof. That U[N]
(n) has depth n and that there exists an inclusion from U[N]
(n) to
U[N]
(n+1) is obvious from the deﬁnition. We have to show that U[N]
(n) is a decorated
occurrence net. For each t ∈ Tn, ∂
i
n(t) is a multiset where all the elements have
multiplicity one, i.e., a set. The same happens for un.
i) Observe that for each ((x,b),i) ∈ Sn,
•((x,b),i) = x which is the empty set or a
singleton. So |
•((x,b),i)| ≤ 1.
ii) Moreover, ((x,b),i) ∈ [[un]] iﬀ x = ∅ iﬀ
•((x,b),i) = ∅.
iii) By deﬁnition of U[N]
(n), whenever x ≺
1 y ≺
1 z we have that depth(z) =
depth(x) + 1. Since x,z ∈ Tn or x,z ∈ Sn implies that there exists at least
one y such that x ≺ y ≺
1 z we have that depth(x) < depth(z) and so x  = z.
Therefore, ≺ is irreﬂexive. This, together with (i) and (ii), implies that, in any
reachable marking, each place has multiplicity at most one. In fact, that being
true in un, each place having only one pre-event and each transition occurring
at most once in any computation, there is no way to generate more than one
token in a place. Moreover, ∀t ∈ Tn, {t
′ ∈ Tn | t
′ ≺ t} is ﬁnite, because of the
deﬁnition of Co.
iv) # is irreﬂexive. Recall that x # x iﬀ ∃t,t
′ ∈ Tn, t  = t
′ and t #m t
′ such that
t  n x and t
′  n x. So, by point (i), x cannot be a place, otherwise we would
have backward branching. This means that there exist b,b
′ ∈ [[∂
0
n(x)]], b  = b
′
such that b co b
′, i.e., x = (B,t) and ¬Co(B). This is impossible.
The other conditions of decorated occurrence nets are obviously true.  
Definition 1.7.3 (PT Net Unfoldings: U[ ])
We deﬁne U[N] to be the colimit of the diagram D:ω → DecOcc such that D(n) =
U[N](n) and D(n → n + 1) = inn. By Lemma 1.7.2 D belongs to D and so, by
Proposition 1.6.12, the colimit exists and is a decorated occurrence net.
861.7. PT Net Unfoldings
Example 1.7.4
#
"
 
!
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
@
@ R ? ?
￿
￿ ￿
￿
￿ ￿
?
J
J ^
? ? ? ?
?
J
J ^
￿
￿ ￿
?
? ￿ ￿
￿ -
? ?
￿
￿ ￿
J
J ^
￿
￿ ￿
J
J ^
. . .
. . .
2
• •
t t
t1 t2 t1 t2 t1 t2
t t
a a
b
bF
c a
c
a
c
A PT Net N and (part of) its unfolding U[N]
The correspondence between elements of the unfolding and elements of the
original net is formalized by the folding morphism, which will also be the counit of
the adjunction.
Proposition 1.7.5 (Folding Morphism)
Consider the map ǫN =  fǫ,gǫ :U[N]+ → N deﬁned by
• fǫ(B,t) = t and fǫ(0) = 0;
• gǫ(
 
i(xi,yi)) =
 
i yi.
Then, ǫN is a morphism in PTNets, called the folding of U[N] into N.
Proof. Recall that a transition in U[N]
+ is of the form (B,t):(
 
B)
+ → ((t,b)
F)
+
where B ⊆ SU[N], t ∈ TN, B
⊕
↓ SN = ∂
0
N(t), and [[(t,b)
F]]
⊕
↓ SN = ∂
1
N(t).
So, t:B
⊕
↓ SN → [[(t,b)
F]]
⊕
↓ SN. Now, since ∀B ⊆ SU[N], gǫ((
 
B)
+) = B
⊕
↓ SN, we
have that
gǫ
 
∂
i
U[N]+(B,t)
 
= ∂
i
N (fǫ(B,t)).
Moreover, we have that uU[N]+ =
 
b∈SN uN(b)   (∅,b).
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So gǫ(uU[N]+) =
 
b∈SN uN(b)   b = uN. Concerning condition (v) in Deﬁnition 1.5.1,
observe that [[gǫ(x,a)]] ∩ [[gǫ(y,b)]]  = ∅ implies a = b. So, if (x,a)  = (y,b) we must
have (x,a)  ∈ [[uU[N]+]] or (y,b)  ∈ [[uU[N]+]], because either x or y must be non-empty,
and
•(x,a) ∩
•(y,b) = x ∩ y = ∅.  
Lemma 1.7.6 (Occurrence Net Morphisms preserve Concurrency)
Let Θ0 and Θ1 be (decorated) occurrence nets and let  f,g :Θ0 → Θ1 be a PT net
morphism. Then, for each t0 ∈ TΘ0, Co
 
[[∂0
Θ0(t0)]]
 
and Co
 
[[g(∂0
Θ0(t0))]]
 
.
Proof. Since, by deﬁnition of (decorated) occurrence nets, {t
′   t} is ﬁnite, we
have ¬Co([[∂
0
Θ0(t0)]]) iﬀ ∃b,b
′ ∈ [[∂
0
Θ0(t0)]] such that b # b
′. This would mean that
∃t,t
′ ∈ TΘ0, t  = t
′ and t #m t
′ such that t   b and t
′   b
′. Thus, since t   t0
and t
′   t0, we would have t0 # t0 which is impossible since Θ0 is a (decorated)
occurrence net. Furthermore, g(∂
0
Θ0(t0)) = ∂
0
Θ1(f(t0)), which is the pre-set of a tran-
sition of a (decorated) occurrence net and so, by the ﬁrst part of this proposition,
Co([[g(∂
0
Θ0(t0))]]).  
Finally, we are ready to prove that U[ ] is right adjoint to ( )+.
Theorem 1.7.7 (( )
+ ⊣ U[ ])
The pair  ( )+,U[ ] :DecOcc ⇀ PTNets constitutes an adjunction.
Proof. Let N be a PT Net and U[N] its unfolding. By [90, Theorem 2, pg. 81], it
is enough to show that the folding ǫN:U[N]
+ → N is universal from ( )
+ to N, i.e.,
for any decorated occurrence net Θ and any morphism k:Θ
+ → N in PTNets, there
exists a unique h:Θ → U[N] in DecOcc such that k = ǫN ◦ h
+.
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Consider the diagram in DecOcc given by DΘ(n) = Θ
(n), the subnet of Θ of depth n
and DΘ(n → n+1) = inn:Θ
(n) → Θ
(n+1). We deﬁne a sequence of morphisms of nets
hn:Θ
(n) → U[N], such that for each n, hn = hn+1 ◦ inn.
Since Θ = Colim(DΘ), there is a unique h:Θ → U[N] such that h◦ n = hn for each n.
At the same time, we show that
∀n ∈ ω, k ◦  
+
n = ǫN ◦ h
+
n (1.24)
and that the hn are the unique sequence of morphisms hn:Θ
(n) → U[N] such that
equation (1.24) holds. Now, by functoriality of ( )
+, we have that
∀n ∈ ω, k ◦  
+
n = ǫN ◦ h
+ ◦  
+
n.
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Therefore, since by Proposition 1.6.14 ( )
+ ◦ DΘ = DΘ+, and, by Proposition 1.6.13,
Θ
+ = Colim(D
+
Θ) = Colim(( )
+ ◦ DΘ), by the universal property of the colimit we
must have k = ǫN ◦ h
+.
To show the uniqueness of h, let h
′ be such that k = ǫN ◦h
′+. Then we have k ◦ 
+
n =
ǫN ◦ h
′+ ◦  
+
n. But hn is the unique morphism for which this happens. Therefore, for
each n, hn = h
′ ◦  n and so, by the universal property of the colimit, h = h
′.
Let us now deﬁne hn and therefore h:Θ → U[N], and show that the hn, n ∈ ω are the
unique sequence of morphisms such that (1.24) holds.
depth 0. Suppose uΘ+ =
 
i niai. So uΘ =
 
i(⊕{ai} × [ni]). Suppose k(aj) =  
l m
j
lb
j
l. By deﬁnition of k, since k does not merge diﬀerent places in the initial
marking and k(uΘ+) = uN, we have uN = v ⊕
 
l njm
j
lb
j
l, with b
j
l  ∈ [[v]]. Thus, in
U[N] we have the places
 
l{(∅,b
j
l)} × [njm
j
l]. So, we deﬁne
h0(aj,i) =
 
l
 
⊕{(∅,b
j
l)} × [m
j
l]i
 
.
We have h
+
0 (aj) = (h0(aj,i))
+ =
 
j m
j
l(∅,b
j
l) and
ǫN ◦ h
+
0 (aj) =
 
l m
j
lb
j
l = k(aj) = k ◦  
+
0 (aj).
Observe that h0 so deﬁned, lifting its place component to a ( )
M∞–homomorphism, is
a morphism Θ
(0) → U[N] and that it is completely determined by k and the conditions
of decorated occurrence net morphisms.
depth n+1. Let us suppose that we have deﬁned hn:Θ
(n) → U[N] and that it is a
morphism. Suppose that for each m ≤ n, hm is the unique morphism such that
ǫN ◦ h
+
m = k ◦  m. Let hn+1 be hn on the elements of depth less or equal to n. Now,
we deﬁne hn+1 on the elements of depth n + 1.
Let t1 ∈ TΘ such that depth(t1) = n + 1 and k(t1) = t.
Since [[∂
0
Θ(t1)]] is a set of elements of depth less or equal to n, hn(∂
0
Θ(t1)) is deﬁned.
Since hn is a morphism, by Lemma 1.7.6, we have Co([[hn(∂
0
Θ(t1))]]).
Moreover, since ǫN ◦ h
+
n = k ◦  
+
n,
∂
0
N(t) = k(∂
0
Θ(t)) = ǫN ◦ (hn)
+
 
∂
0
Θ+(t1)
 
= ǫN ◦ (hn)
+
 
(∂
0
Θ(t1))
+
 
= ǫN ◦ hn(∂
0
Θ(t1))
+ = [[hn(∂
0
Θ(t1))]]
⊕
↓ SN
Therefore t0 =
 
[[hn(∂
0
Θ(t1))]],t
 
=
 
[[hn+1(∂
0
Θ(t1))]],t
 
∈ TU[N].
Now, since hn+1 has to make the diagram commute, hn+1(t1) must be of the form (B,t)
and, since it has to be a morphism, it must be ∂
0
U[N]((B,t)) =
 
B = hn+1(∂
0
Θ(t1)).
Therefore hn+1(t1) = t0. Observe that there is only one choice for hn+1(t1), given k
and hn by inductive hypothesis.
Obviously, ǫN ◦ h
+
n+1(t1) = t = k(t1) = k ◦  
+
n+1(t1).
Now, let ∂
1
Θ+(t1) =
 
i niai. So ∂
1
Θ(t1) =
 
i(⊕{ai} × [ni]) in Θ. Suppose k(aj) =  
l m
j
lb
j
l. By deﬁnition of k, since it does not merge diﬀerent places in the post-set of
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a transition and k(∂
1
Θ+(t1)) = ∂
1
N(k(t1)), we have ∂
1
N(k(t1)) = v ⊕
 
l njm
j
lb
j
l, with
b
j
l  ∈ [[v]]. Thus in U[N] we have the places
 
l{({t0},b
j
l)} × [njm
j
l]. We deﬁne
hn+1(aj,i) =
 
l
 
⊕
 
({t0},b
j
l)
 
× [m
j
l]i
 
.
So h
+
n+1(aj) = (hn+1(aj,i))
+ =
 
l m
j
l({t0},b
j
l) and
ǫN ◦ h
+
n+1(aj) =
 
m
j
lb
j
l = k(aj) = k ◦  
+
n+1(aj).
Observe that hn+1(aj,i) is completely determined by k and by the conditions of dec-
orated occurrence net morphisms.
Now we have to show that hn+1 is a morphism Θ
(n+1) → U[N]. But this task is really
trivial because, by its own construction, hn+1 preserves source, target and initial
marking and respects families.  
Theorem 1.7.8 (Correspondence with Winskel’s Safe Net Unfoldings [143])
Let N be a safe net. Then U[N] is (isomorphic to) an occurrence net and therefore,
by Proposition 1.6.9, U[N]+ ∼ = U[N]. Moreover, U[N] is (isomorphic to) Winskel’s
unfolding of N. Finally, whenever N is (isomorphic to) an occurrence net, the unit
of the adjunction ( )+ ⊣ U[ ], ηN:N → U[N+] ∼ = U[N], is an isomorphism.
Therefore, the adjunction  ( )+,U[ ] :DecOcc ⇀ PTNets restricts to Winskel’s
coreﬂection
 
( )
+
Occ,U[ ]Safe
 
:Occ ⇀ Safe.
Proof. Concerning the claimed correspondence, it is enough to observe that, when N
is safe, our deﬁnition of U[N] is such that (b,1) is a place in U[N] if and only if b is
a condition in Winskel’s unfolding. So U[N]
+ and ǫN are exactly Winskel’s unfolding
and folding morphism for N. The other statements are evident.  
Composition of Decorated Occurrence Nets
In this subsection, we give the deﬁnitions of products and coproducts in DecOcc.
Proofs are mostly omitted because they are similar to those given for the corre-
sponding constructions in PTNets. The characterizations of the behaviours of com-
posed nets in terms of those of the original nets are not discussed here, since they
obviously coincide with the correspondent characterizations given in Section 1.5
(Proposition 1.5.8 and Proposition 1.5.16), for the case of occurrence nets.
Given decorated occurrence nets Θ0 and Θ1, we can consider them inside
PTNets, form their product Θ0 × Θ1, and then form the decorated occurrence
net U[Θ0 × Θ1]. Recall that, although Θ0 × Θ1 is not necessarily an occurrence
net, it is of course a safe net. So, by deﬁnition of U[ ] and by Theorem 1.7.8, places
in U[Θ0 × Θ1] have the form
 
(x,(a,i)),1
 
, where (a,i) ∈ SΘ0 + SΘ1 and x is of
the form x =
 
(B,(t0,t1))
 
, for (t0,t1) ∈ TΘ0 × TΘ1 and B a subset of places
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of U[Θ0 × Θ1]. Therefore, we can recover the structure of the families originally
present in Θ0 and Θ1 by replacing each place
 
(x,(a,i)),1
 
by
 
(x,a),i
 
.
A little care must be taken in doing such a replacement, since (names of) places
also appear as part of transitions in the sets denoted by B. We deﬁne the replace-
ment [ ]R inductively on the depth on elements in U[Θ0 × Θ1] as follows:
 
(∅,(a,i)),1
 R
=
 
(∅,a),i
 
;
 
B,(t0,t1)
 R
=
 
B
R,(t0,t1)
 
;
 
(x,(a,i)),1
 R
=
 
(x
R,a),i
 
;
where XR for a set X is the set {xR | x ∈ X}. Let U[Θ0 × Θ1]R be the deco-
rated occurrence net obtained from U[Θ0 × Θ1] by applying the above described
replacement to places and transitions.
Formally, if U[Θ0 × Θ1] =
 
∂0,∂1:(T,0) → SM,u
 
, then we have
U[Θ0 × Θ1]R =
 
(∂0)R,(∂1)R:(T,0)R → (SR)M,
 
([[u]]R)
 
,
where (∂i)R
 
BR,(t0,t1)
 
=
  
[[∂i(B,(t0,t1))]]R
 
.
Example 1.7.9
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Θ0 and Θ1 and their product Θ0 × Θ1
Consider the maps πR
i :U[Θ0 × Θ1]R → Θi given by
π
R
i
 
B,(t0,t1)
 
= ti and π
R
i
 
(x,a),j
 
= πi(a,j),
91Chapter 1. Processes and Unfoldings
where π0 and π1 are the projections of the product Θ0 × Θ1. Obviously, πR
0 and
πR
1 are morphisms in DecOcc.
Now, consider any decorated occurrence net Θ, and h0:Θ → Θ0, h1:Θ → Θ1,
morphisms in DecOcc. Deﬁne, inductively on the depth of the elements of Θ, the
map  h0,h1 :Θ → U[Θ0 × Θ1]R so as to have:
 h0,h1 (c) =
 
{∅} × [[h0(c) ⊕ h1(c)]] if depth(c) = 0
 h0,h1 (t) =
 
[[ h0,h1 (∂0
Θ(t))]],
 
h0(t),h1(t)
  
 h0,h1 (c) =
  
 h0,h1 (
  •c)
 
× [[h0(c) ⊕ h1(c)]]
It can be shown that  h0,h1  is a morphism in DecOcc. Moreover, it is easy to
show, by induction on the depth, that πR
i ◦  h0,h1  = hi and that  h0,h1  is the
unique such decorated occurrence net morphism. So we have that:
Proposition 1.7.10 (Product of Decorated Occurrence Nets)
U[Θ0×Θ1]R, with projections πR
0 and πR
1 , is the product of Θ0 and Θ1 in DecOcc.
To deﬁne the coproduct of Θ0 and Θ1 in DecOcc, suppose uΘ0 =
 
i aF
i and
uΘ1 =
 
j bF
j , where |[[aF
i ]]| = ni and |[[bF
j ]]| = mj.
Let S =
 
SΘ0−[[uΘ0]]
 
+
 
SΘ1−[[uΘ1]]
 
+
  
ij{(ai,bj)}×[lcm(ni,mj)]
 
and consider
the ( )M∞–homomorphisms αl:([[uΘl]])M∞ →
  
ij{(ai,bj)} × [lcm(ni,mj)]
 M∞
,
l = 0,1, deﬁned by:
α0(ai,k) =
 
j{(ai,bj)} ×
 lcm(ni,mj)
ni
 
k
α1(bj,k) =
 
i{(ai,bj)} ×
 lcm(ni,mj)
mj
 
k
.
Consider γi = (αi ⊕ βi):S
M∞
Θi → SM∞, where βi are the injections already intro-
duced for coproducts in PTNets, and δi
Θj = γj ◦ ∂i
Θj. Now, we deﬁne
Θ0 + Θ1 =
 
[δ0
Θ0,δ0
Θ1],[δ1
Θ0,δ1
Θ1]:(T,0) → SM,γ0(uΘ0) = γ1(uΘ1)
 
,
where (T,0) is the coproduct of pointed sets (TΘ0,0) and (TΘ1,0), with the obvious
injections ini:Θi → Θ0 + Θ1 given by κi and γi as in the case of PTNets.
The following is a simple example of coproduct in DecOcc.
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Θ0 and Θ1 and their coproduct Θ0 + Θ1
Proposition 1.7.12 (Coproducts of Decorated Occurrence Nets)
Θ0 + Θ1, with injections in0 and in1, is the coproduct of Θ0 and Θ1 in DecOcc.
Proof. Given any decorated occurrence net Θ, and morphisms h0:Θ0 → Θ, h1:Θ1 → Θ,
let [h0,h1]:Θ0 + Θ1 → Θ be the map deﬁned by:
[h0,h1](t) = hi(t
′) if t = ini(t
′) for t
′ ∈ TΘi
[h0,h1](c) = hi(c
′) if c = ini(c
′) for c
′ ∈ SΘi − [[uΘi]]
[h0,h1]((ai,bj),k) =
  
{c} ×
 
nc
lcm(ni,mj)
 
k
   
  (c,l) ∈ [[h0(a
F
i )]] ∩ [[h1(b
F
j )]]
 
where nc is the coeﬃcient of c in uΘ. Following a scheme similar to that used in the
case of PTNets, it is easy to show that [h0,h1] is a morphism in DecOcc and that it
is the unique such that [h0,h1] ◦ ini = hi.  
1.8 PT Nets, Event Structures and Domains
In this section, we show an adjunction between occurrence nets and decorated
occurrence nets. Composing this adjunction with that given in Section 1.7, we
obtain an adjunction between Occ and PTNets. Moreover, exploiting Winskel’s
coreﬂections in [143], we obtain adjunctions between PES and PTNets and between
Dom and PTNets, as explained in the Introduction. For the sake of completeness,
at the end of this section, we give, in an appendix-like style, the basic guidelines of
the coreﬂection of Occ in PES and of the equivalence of PES and Dom.
We ﬁrst deﬁne a functor from decorated occurrence nets to occurrence nets. It
is simply the forgetful functor which forgets about the structure of families.
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Definition 1.8.1 (F[ ]: from DecOcc to Occ)
Given a decorated occurrence net Θ deﬁne F[Θ] to be the occurrence net Θ. Fur-
thermore, given  f,g :Θ0 → Θ1, deﬁne F[ f,g ] to be  f,g .
In order to deﬁne a left adjoint for F[ ], we need to identify, for any occurrence
net Θ, a decorated occurrence net D[Θ] which is, informally speaking, a “saturated”
version of Θ, in the sense that it can match in a unique way the structure of any
decorated occurrence net whose transitions are “similar” to those of Θ. More
precisely, the existence of an adjunction requires D[Θ] to be such that, for any
occurrence net Θ′,
Occ[Θ,F[Θ
′]] ∼ = DecOcc[D[Θ],Θ
′]
i.e., the set of morphisms from Θ to F[Θ′] in Occ and the set of morphisms from
D[Θ] to Θ′ in DecOcc are isomorphic. It follows from this condition that each
transition of D[Θ] must have enough families in its post-set to “cover” those in the
post-set of any transition of Θ′ to which it could be mapped by an occurrence net
morphism and, at the same time, it must not have too many of them so that such
a covering is realized by a unique decorated occurrence net morphism from D[Θ]
to Θ′.
Because of the uniqueness requirement, saturating occurrence nets is a delicate
matter: we need to identify a suitable set of families which can “represent” uniquely
all the possible others. To this aim are devoted the following deﬁnition and lemma,
where the relation  → is introduced to capture the behaviour of decorated occurrence
net morphisms on families—which will be represented as strings on appropriate
alphabets—and prime strings are meant to represent—in a sense that will be clear
later—exactly the families which we must add to Θ in order to saturate it.
In the following, given a string s on an alphabet Σ, as usual we denote the i-th
element of s by si and its length by |s|. Moreover, σn, for σ ∈ Σ and n ∈ ω, will
denote the string consisting of the symbol σ repeated n times.
Definition 1.8.2 (Prime Strings)
Let Σ be an alphabet, i.e., a set of symbols. Deﬁne the binary relation  → on Σ+,
the language of non-empty strings on Σ, by
σ
n1
1    σ
nk
k  →σ
m1
1    σ
mk
k ⇔ σi  = σi+1 and ∃q ∈ ω s.t. qni = mi, i = 1,...,k.
Deﬁne the language of prime strings on Σ to be
ΣP = Σ+ − {σ
n1
1 σ
n2
2    σ
nk
k | σi ∈ Σ, σi  = σi+1, gcd(n1,...,nk) > 1},
where gcd is the greatest common divisor.
Lemma 1.8.3 (Prime Strings are primes)
Given s′ ∈ Σ+ there exists a unique s ∈ ΣP such that s →s′.
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Proof. Let s
′ = σ
m1
1    σ
mk
k , where σi  = σi+1. Consider h = gcd(m1,...,mk). Since h
is the unique integer such that mi is divisible by h for 1 ≤ i ≤ k and gcd(
m1
h ,...,
mk
h ) =
1, and since h always exists (possibly h = 1) we have that s = σ
m1/h
1    σ
mk/h
k is the
unique prime string such that s →s
′.  
We start relating strings and nets by looking at sets of places as alphabets and
at families as strings on such alphabets. Given a (decorated) occurrence net Θ and
a transition t ∈ TΘ, we denote by Σ{t} the alphabet [[∂1
Θ(t)]]. By analogy, since the
places in the initial marking are in the post-set of no transition, Σ∅ will consist
of the places [[uΘ]]; following the analogy, in the rest of the section uΘ will also be
denoted by ∂1
Θ(∅).
Since a family bF of a decorated occurrence net Θ is nothing but an ordered
subset of the initial marking or of the post-set of a transition, it corresponds natu-
rally to a string in Σ+
x where x = •[[bF]], namely, the string of length |[[bF]]| whose
i-th element is (b,i). We will write ˆ bF to indicate such a string.
Now, we can deﬁne the saturated net corresponding to an occurrence net Θ. It
is the net D[Θ] whose transitions are the transitions of Θ, and whose families in
the post-set of a transition t are the prime strings on the alphabet deﬁned by t in
Θ. It is immediate to see that this construction is well-deﬁned, i.e., that D[Θ] is a
decorated occurrence net.
Definition 1.8.4 (D[ ]: from Occ to DecOcc)
Let Θ be a net in Occ. We deﬁne the decorated occurrence net
D[Θ] =
 
∂
0
D[Θ],∂
1
D[Θ]:(TΘ,0) → S
M
D[Θ],uD[Θ]
 
,
where
• SD[Θ] =
  
{s} ×
 
|s|
   
  s ∈ ΣP
x and (x = {t} ⊆ TΘ or x = ∅)
 
;
• ∂0
D[Θ](t) =
  
(s,i) ∈ SD[Θ] | si ∈ [[∂0
Θ(t)]]
 
;
• ∂1
D[Θ](t) =
  
(s,i) ∈ SD[Θ] | si ∈ [[∂1
Θ(t)]]
 
=
  
sF | s ∈ ΣP
{t}
 
;
• uD[Θ] =
  
sF | s ∈ ΣP
∅
 
.
The following example shows the decorated occurrence net corresponding to a
very simple occurrence net Θ. The place σ2 is ﬁlled to the purpose of making the
diﬀerence between the family (σ1σ2)F and the family (σ2σ1)F of D[Θ] graphically
suggestive. Of course, only part of D[Θ] is shown.
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Example 1.8.5
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We now select a candidate for the unit of the adjunction.
Proposition 1.8.6 (Unit Morphism)
Given an occurrence net Θ consider the map ηΘ:Θ → FD[Θ] deﬁned by:
ηΘ(t) = t;
ηΘ(a) =
 
{(s,i) ∈ SD[Θ] | si = a}.
Then ηΘ is a morphism in Occ.
Proof. The only non-trivial case is that of condition (iii) in the deﬁnition of morphisms:
ηΘ(∂
i
Θ(t)) =
 
ηΘ
 
{a | a ∈ [[∂
i
Θ(t)]]}
 
=
  
(s,i) | si = a and a ∈ [[∂
i
Θ(t)]]
 
= ∂
i
FD[Θ](t).
 
In order to illustrate the above deﬁnition, consider again the net Θ of Exam-
ple 1.8.5. For such a net we have that
ηΘ(σ1) = (σ1,1) ⊕ (σ1σ2,1) ⊕ (σ2σ1,2) ⊕ (σ2
1σ2,1) ⊕ (σ2
1σ2,2) ⊕    ;
ηΘ(σ2) = (σ2,1) ⊕ (σ1σ2,2) ⊕ (σ2σ1,1) ⊕ (σ2
1σ2,2) ⊕     .
Before showing that ηΘ is universal, we need to develop further the relation
between nets and strings. Since a morphism maps post-sets to post-sets, it naturally
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induces a (contravariant) mapping between the languages associated to transitions
related by the morphism. To simplify the exposition, in the rest of this section,
for k a morphism of nets, k({t}) and k(∅), denote, respectively, {k(t)} and ∅;
moreover, ∂1
Θ({t}) denotes ∂1
Θ(t).
Definition 1.8.7 (Sx
k: from Σ
+
k(x) to Σ+
x )
Let Θ0 and Θ1 be (decorated) occurrence nets, let k =  f,g :Θ0 → Θ1 be a
morphism and let x = {t} ⊆ TΘ0 or x = ∅ and y be such that f(x) = y. Then
k induces a unique semigroup homomorphism Sx
k from Σ+
y to Σ+
x deﬁned on the
generators b ∈ [[∂1
Θ1(y)]] by
Sx
k(b) = a ∈ [[∂1
Θ0(x)]] such that g(a) = b.
From the properties of safe net morphisms in Proposition 1.5.3, it is easy to see
that Sx
k is well-deﬁned, i.e., there exists one and only one a ∈ [[∂1
Θ0(x)]] such that
g(a) = b.
To clarify the relation between  → and decorated occurrence net morphisms, ob-
serve that, in the condition of the previous deﬁnition, if Θ is a decorated occurrence
net and k is a decorated occurrence net morphism, then ˆ aF →Sx
k(ˆ bF) if and only if
k(aF) = bF.
Example 1.8.8
Consider the following ﬁgure, where the morphism  f,g  is such that g(σ1) = s2⊕s3
and g(σ2) = s1.
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Then, for instance, we have that S
{t}
 f,g (s1s2s3s2s1) = σ2σ3
1σ2.
Finally, we show that D[ ] extends to a functor which is left adjoint to F[ ].
Theorem 1.8.9 (D ⊣ F)
The pair  D,F :Occ ⇀ DecOcc constitutes an adjunction.
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Proof. Let Θ be an occurrence net. By [90, Theorem 2, pg. 81] it is enough to
show that the morphism ηΘ:Θ → FD[Θ] is universal from Θ to F, i.e., for any
decorated occurrence net Θ
′ and any k:Θ → F[Θ
′] in Occ, there exists a unique
 f,g :D[Θ] → Θ
′ in DecOcc such that k = F[ f,g ] ◦ ηΘ.
? ?
Z
Z
Z
Z Z ~
-
?
∀k
Θ
F[Θ
′]
∃! f,g 
D[Θ]
Θ
′
s.t.
Θ
k
ηΘ
F[Θ
′]
FD[Θ]
F[ f,g ] commutes.
Given Θ
′ and k, we deﬁne  f,g :D[Θ] → Θ
′ as follows:
f(t) = k(t)
[[b
F]] ⊆ [[g(s
F)]] ⇔ s →S
x
k(ˆ b
F), where x =
•[[s
F]] and k(x) =
•[[b
F]]
First note that  f,g  is well-deﬁned: if s = σ
n1
1    σ
nr
r  →S
x
k(ˆ b
F) then there is one and
only one way to have [[b
F]] ⊆ [[g(s
F)]], namely
g(s,i) =
 
{b} × [q]i,
where q is the unique integer such that σ
qn1
1    σ
qnr
r = S
x
k(ˆ b
F).
Let x = {t0} or x = ∅. Observe that ∀a ∈ [[∂
1
Θ′(x)]]
∀(b,j) ∈ [[k(a)]] ∃!(s,i) such that (s,i) ∈ [[∂
1
D[Θ](x)]] and (b,j) ∈ [[g(s,i)]]. (1.25)
Moreover, (s,i) is the unique place in D[Θ] such that si = a and (b,j) ∈ [[g(s,i)]].
In fact, given x =
•a, by Lemma 1.8.3, there exists a unique s ∈ Σ
P
x such that
s →S
x
k(ˆ b
F). If (b,j) ∈ [[k(a)]] then, since k is a morphism, k(x) =
•[[b
F]] and so there
exists a unique s
F in ∂
1
D[Θ](x) such that [[b
F]] ⊆ [[g(s
F)]], i.e., ∃!(s,i) ∈ [[∂
1
D[Θ](x)]] such
that (b,j) ∈ [[g(s,i)]].
Obviously si = a, by deﬁnition of S
x
k and  →. Moreover if there were another such
(s
′,j), then s
′ ∈ Σ
P
x since a belongs only to Σx. So by the previous lemma s
′ = s and,
since g respects families, j = i.
Now, if (b,j) ∈ [[g(s,i)]] then s →S
x
k(ˆ b
F) and therefore, by deﬁnition of  →, we have
S
x
k(ˆ b
F)(i−1)q+1,...,S
x
k(ˆ b
F)iq = si. Thus, by deﬁnition of S
x
k, {b} × [q]i ⊆ [[k(si)]]. So
we have
 
{[[g(s,i)]] | si = a} = [[k(a)]]. Obviously, all the [[g(s,i)]] are disjoint and  
[[g(s,i)]] = g(s,i), since the families are disjoint. Therefore,
 
{g(s,i) | si = a} = k(a).
It is now easy to see that the diagram commutes. For transitions this is clear. Con-
cerning places, we have:
F[ f,g ] ◦ ηΘ(a) =
 
g
 
{si | si = a}
 
= k(a).
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Now, consider any morphism h:D[Θ] → N which makes the diagram commute. Be-
cause of the deﬁnition of ηΘ on the transitions, h must be of the form  f,g
′ . We have
to show that, necessarily g = g
′.
Let [[b
F]] ⊆ [[g
′(s
F)]]. So, the family of b must be {b} × [qn] for some q, where n = |s|.
Since  f,g
′  is a morphism, given x =
•[[s
F]] and y =
•[[b
F]], it must be f(x) = y.
Since the diagram must commute and s
F is the unique family in ∂
1
D[Θ](x) whose
image contains b
F, it must be {b} × [q]i ⊆ [[k(si)]] for i = 1,...,n. Therefore, we
have S
x
k(ˆ b
F) = s
q
1    s
q
n and so s →S
x
k(ˆ b
F), which means, by deﬁnition of g, that
[[b
F]] ⊆ [[g(s
F)]]. Hence, we have [[g
′(s
F)]] ⊆ [[g(s
F)]].
On the other hand, suppose [[b
F]] ⊆ [[g(s
F)]]. Then s →S
x
k(ˆ b
F), for some x. Necessarily,
it must exist s
′F with s
′ ∈ Σ
P
x such that [[b
F]] ⊆ [[g
′(s
′F)]]. Then, by Lemma 1.8.3,
such an s
′ cannot be anything but s. Therefore [[g(s
F)]] ⊆ [[g
′(s
F)]] and as done before
g
′(s
F) = g(s
F). Therefore, we conclude that g
′ = g and h =  f,g .
Let us now show that  f,g  is a morphism. It is enough to verify conditions (i) and
(ii) in Proposition 1.5.3.
Let x = {t0} or x = ∅ and f(x) = y. If [[b
F]] ⊆ [[g(∂
1
D[Θ](x))]], then by deﬁnition of
g, we have [[b
F]] ⊆ [[∂
1
Θ′(y)]]. So [[g(∂
1
D[Θ](x))]] ⊆ [[∂
1
Θ′(y)]]. Observe that this, together
with property (1.25), proves the required conditions both on the initial marking and
on ∂
1
D[Θ]. We still have to check that  f,g  respects sources.
Suppose f(t0) = t1. Let (s,i) ∈ [[∂
0
D[Θ](t0)]] and (b,j) ∈ [[g(s,i)]]. Then si ∈ [[∂
0
Θ(t0)]]
and since
 
{g(s,i) | si = a} = k(a), we have (b,j) ∈ [[k(si)]] ⊆ [[∂
0
Θ′(t1)]], since k is a
morphism and k(t0) = t1. So [[g(∂
0
D[Θ](t0))]] ⊆ [[∂
0
Θ′(f(t0))]].
Now, if (b,j) ∈ [[∂
0
Θ′(t1)]] there exists a unique a ∈ [[∂
0
Θ(t0)]] such that (b,j) ∈ [[k(a)]].
Therefore, there exists a unique (s,i) such that (b,j) ∈ [[g(s,i)]] and si = a. Thus,
(s,i) ∈ [[∂
0
D[Θ](t0)]]. Now, if (s
′,j) ∈ [[∂
0
D[Θ](t0)]] is such that (b,j) ∈ [[g(s
′,j)]] it must
be s
′
j = a, otherwise a would not be the unique element in [[∂
0
Θ(t0)]] whose image
contains (b,j). Therefore, (s
′,j) = (s,i).  
The next corollary summarizes the results we have by means of the adjunction
 D[ ],F[ ] :Occ ⇀ DecOcc and by means of Winskel’s coreﬂections  N[ ],E[ ] :
PES ⇀ Occ and  Pr[ ],L[ ] :Dom ⇀ PES.
Corollary 1.8.10 (Extensions of Winskel’s coreﬂections [143])
The following are adjunctions whose right adjoints relate PT nets to, respectively,
occurrence nets, prime event structures and prime algebraic domains.
•  ( )+ D[ ],FU[ ] :Occ ⇀ PTNets;
•  ( )+ DN[ ],EFU[ ] :PES ⇀ PTNets;
•  ( )+ DNPr[ ],LEFU[ ] :Dom ⇀ PTNets.
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In addition, FU[ ]Safe = Uw[ ] and, therefore, EFU[ ]Safe = EUw[ ] and
LEFU[ ]Safe = LEUw[ ], i.e., the semantics given to safe nets by the chain of
adjunctions presented in this work coincides with the semantics given by Winskel’s
chain of coreﬂections.  
Occurrence Nets, Event Structures and Domains
This subsection contains a brief summary of Winskel’s work on the coreﬂection
of PES in Occ and on the equivalence of the category of prime event structures
(with binary conﬂict) and the category of ﬁnitary, (coherent), prime algebraic do-
mains [143] (see also [20, 148]).
Prime event structures [143] are the simplest event based model of computation.
They consist of a set of events, intended as indivisible quanta of computation, which
are related to each other by two binary relation: causality, modelled by a partial
order relation ≤, and conﬂict, modelled by an irreﬂexive, symmetric and hereditary
relation #.
Definition 1.8.11 (Prime Event Structures and PES)
A prime event structure is a structure ES = (E,#,≤) consisting of a set of events
E partially ordered by ≤, and a symmetric, irreﬂexive relation # ⊆ E × E, the
conﬂict relation, such that
{e′ ∈ E | e′ ≤ e} is ﬁnite for each e ∈ E
e # e′ ≤ e′′ implies e # e′′ for each e,e′,e′′ ∈ E.
For an event e ∈ E, deﬁne ⌊e⌋ = {e′ ∈ E | e′ ≤ e}.
A prime event structure morphism θ:(E0,≤0,#0) → (E1,≤1,#1) is a partial func-
tion θ:E0 ⇀ E1 such that
θ(e) is deﬁned implies ⌊θ(e)⌋ ⊆ θ(⌊e⌋)
(θ(e) #1 θ(e′) or θ(e) = θ(e′)) implies (e #0 e′ or e = e′)
This deﬁnes the category PES of prime event structures.
The computational intuition behind event structures is really simple: an event e
can occur when all its causes, i.e. ⌊e⌋, have occurred and no event which it is in
conﬂict with has already occurred. This is formalized by the following notion of
conﬁguration, which gives the computations of event structures.
Definition 1.8.12 (Conﬁgurations)
Given a prime event structure (E,#,≤), deﬁne its conﬁgurations to be those subsets
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x ⊆ E which are
Conﬂict Free: ∀e1,e2 ∈ x, not(e1 # e2)
Left Closed: ∀e ∈ x ∀e′ ≤ e, e′ ∈ x
Let L(ES) denote the set of conﬁgurations of the prime event structure E.
We ﬁrst recall the relationships between PES and Occ.
Definition 1.8.13
Let Θ be an occurrence net. Then, E[Θ] is the event structure (TΘ, ,#), where
  and # are the restriction to the set of transitions of Θ of, respectively, the ﬂow
ordering and the conﬂict relation implicitly deﬁned by Θ.
Of course, for  f,g :N0 → N1, we deﬁne E[ f,g ] = f:E[N0] → E[N1], which clearly
gives a functor E:Occ → PES.
Consider now the event structure ES = (E,≤,#). As a notation, for a subset A
in E, we write #A to mean that for all a,a′ ∈ A if a  = a′ then a # a′. Similarly,
e < A means that e < e′ for all e′ ∈ A. Then, deﬁne
N[ES] = (∂0,∂1:E → (M ∪ B)⊕,
 
M),
where
• M = {(∅,A) | A ⊆ E and #A};
• B = {(e,A) | e ∈ E, #A and e < A};
• ∂0(e) =
 
{(c,A) | (c,A) ∈ B ∪ M and e ∈ A};
• ∂1(e) =
 
{(e,A) | (e,A) ∈ B}.
Then, we have the following.
Proposition 1.8.14
N[ES] is an occurrence net such that EN[ES] = ES. Moreover, the identity
function ES → EN[ES] = ES is universal from ES to E[ ]. Therefore, N[ ] extends
to a functor left adjoint to E[ ].
Finitary prime algebraic domains or dI-domains—introduced by G. Berry while
studying sequentiality of functions [8]—are particular Scott’s domains which are
distributive and in which each ﬁnite element is preceded only by a ﬁnite number of
elements of the domain.
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Definition 1.8.15 (Finitary (Coherent) Prime Algebraic Domains)
Let (D,⊑) be a partial order. Recall that a set X ⊆ D is directed if all the pairs
x,y ∈ X have an upper bound in X, is compatible if there exists d ∈ D such
that x ⊑ d for all x ∈ X and is pairwise compatible if {x,y} is compatible for all
x,y ∈ X. We say that D is a (coherent) domain if it is pairwise complete, i.e., if for
all pairwise compatible X ⊆ D there exists the least upper bound of X, in symbols  
X, in D.
A complete prime of D is an element p ∈ D such that, for any compatible X ⊆ D,
if p ⊑
 
X, then there exists x ∈ X such that p ⊑ x. We say that a domain D is
prime algebraic if for all d ∈ D we have d =
 
{p ⊑ d | p is a complete prime}.
Moreover, an element e ∈ D is ﬁnite if for any directed S ⊆ D, if e ⊑
 
S, then
there exists s ∈ S such that e ⊑ s. We say that D is ﬁnitary if for all ﬁnite elements
e ∈ D, |{d ⊑ e | d ∈ D}| ∈ ω.
In the following we shall refer to pairwise complete, prime algebraic and ﬁnitary
partial orders simply as domains. In order to simplify the deﬁnition of domain
morphisms, the relation of immediate precedence ≺ is needed.
Definition 1.8.16 (Immediate Precedence)
Given a domain D, let ≺ be the binary relation on D deﬁned by
d   d′ if d ⊑ d′ ∧ (∀z d ⊑ z ⊑ d′ ⇒ d = z ∨ d′ = z);
d ≺ d′ if d   d′ ∧ d  = d′.
Definition 1.8.17 (Domain Morphisms and Dom)
Let D0 and D1 be domains. A domain morphism f:D0 → D1 is a function which
is
Additive: ∀X ⊆ D0, X pairwise compatible, f(
 
X) =
 
f(X);
Stable: ∀X ⊆ D0, X  = ∅, f(⊓X) = ⊓f(X);
 -preserving: ∀x,y ∈ D0, x ≺ y ⇒ f(x)   f(y).
The category Dom is the category whose objects are domains and whose arrows
are domain morphisms.
The categories PES and Dom are related by an adjoint equivalence, i.e., they
are equivalent categories. Now, let us recall the functors which constitute such an
equivalence.
Proposition 1.8.18 (L from PES to Dom)
The mapping L[ ] which maps a prime event structure ES to (L(ES),⊆), its set
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of conﬁgurations ordered by inclusion, and which maps a prime event structure
morphism θ:ES0 ⇀ ES1 to the function L[θ]:(L(ES0),⊆) → (L(ES1),⊆), deﬁned
by
L(θ)(x) = θ(x),
is a functor from PES to Dom.
Moreover, the complete primes of L[ES] are the elements ⌊e⌋ for e ∈ E.
The deﬁnition on the objects of the “quasi-inverse” functor from Dom to PES
is as easy as that of L.
Proposition 1.8.19 (Pr: from Dom to PES, part I)
Given a domain D, let PD denote its set of complete primes. Then Pr(D) is the
prime event structure (PD,#,≤), where
p ≤ p
′ if p ⊑ p
′ and p # p
′ if not ∃ p ⊔ p
′
is a prime event structure.
However, as far a morphisms is concerned, the behaviour of Pr is a bit more
complex. In order to be able to deﬁne it, we are required to look more closely to
domain morphisms.
Definition 1.8.20 (Prime Intervals)
A prime interval of a domain D is a pair [d,d′] such that d ≺ d′. Deﬁne
[c,c′] ≤ [d,d′] if (c = c′ ⊓ d) and (c′ ⊔ d = d′),
and let ∼ be the equivalence relation obtained as the transitive and symmetric
closure of (the preorder) ≤.
Then, the following result can be shown.
Proposition 1.8.21 (∼-classes are complete primes and viceversa)
Given a domain D, the map
[d,d′]∼  → p,
where {p} = φ(d′) \ φ(d), is an isomorphism of the ∼–classes of prime intervals of
D and the complete primes PD of D, whose inverse is the function
p  →
  
{c ⊑ p ∧ c  = p},p
 
∼
.
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Lemma 1.8.22
Let f:D0 → D1 be a morphism in Dom. Then
[c,c
′] ∼ [d,d
′] and f(c) ≺ f(c
′) ⇒
f(d) ≺ f(d′) and [f(c),f(c′)] ∼ [f(d),f(d′)]
It is now easy to deﬁne Pr on domain morphisms.
Proposition 1.8.23 (Pr: from Dom to PES, part II)
For f:D0 → D1 in Dom deﬁne Pr(f):Pr(D0) → Pr(D1) by
Pr(f)(p) = p
′ if p  → [d,d
′]∼ and f(d) ≺ f(d
′) and [f(d),f(d
′)]∼  → p
′.
The lemma above guarantees that this deﬁnition is well given. Moreover, it makes
Pr:Dom → PES into a functor.
The functors L and Pr are adjoints via the unit and counit of such adjunction
and established by the following.
Theorem 1.8.24 (ψ, θ, ψ, η are isomorphisms)
Given a domain D, the function φ:D → LPr(D), deﬁned by
φ(d) = {p ⊑ d | p ∈ PD},
is a domain morphism which is an isomorphism with inverse θ:LPr(D) → D, given
by θ(x) =
 
x. Given a prime event structure E the map ψ:PrL(E) → E, deﬁned
by
ψ(⌊e⌋) = e,
is a morphism of prime event structures which is an isomorphism whose inverse
η:E → PrL(E) is given by η(e) = ⌊e⌋.
Theorem 1.8.25 (ψ, θ, ψ, η are natural)
φ is a natural isomorphism 1 ∼ = LPr with inverse θ.
ψ is a natural isomorphism PrL ∼ = 1 with inverse η.
Therefore, we can conclude that
L:PES → Dom and Pr:Dom → PES
are equivalences of categories and, equivalently, that
 Pr,L,φ,ψ :Dom ⇀ PES and  L,Pr,η,θ :PES ⇀ Dom
are adjoint equivalences.
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1.9 Process versus Unfolding Semantics of Nets
The semantics obtained via the unfolding yields an explanation of the behaviour
of nets in terms of event structures, that is, in terms of domains. Domains can be
unambiguously thought as partial orderings of computations, where a computation
is represented by a conﬁguration, which, in our context, is a “downward” closed,
conﬂict free set of occurrences of transitions. On the other hand, processes are
by deﬁnition left closed and conﬂict free (multi)sets of transition. Moreover, the
processes from a given initial marking are naturally organized in a preorder-like
fashion via a comma category construction. The question which therefore arises
spontaneously concerns the relationships between these two notions, and this is the
question addressed in this section.
It is worth noticing that in the case of safe nets the question is readily answered
exploiting Winskel’s coreﬂection  ֒→,U[ ] :Occ ⇀ Safe. In fact, by deﬁnition an
adjunction  F,G :C ⇀ D determines an isomorphism between arrows of the kind
F(c) → d in D and the arrows of the kind c → G(d) in C. Then, in the case of safe
nets, we have a one-to-one correspondence
π:Θ → N ⇐⇒ π′:Θ → U[N]
for each safe net N and each occurrence net Θ. Therefore, since such correspondence
is easily seen to map processes to processes, in this special case, the correspondence
between process and unfolding semantics of N is very tidy: they are the same notion
in the precise sense that there is an isomorphism between the processes of N and
the processes of U[N], i.e., the deterministic ﬁnite subnets of the unfolding of N,
i.e., the ﬁnite conﬁgurations of EU[N].
In our context, however, we have that the unfolding of N is strictly more con-
crete than the processes of N. For example, consider the simple net N and its
unfolding FU[N] shown in Figure 1.11. Clearly, there is a unique process of N in
which a single instance of t has occurred. Nevertheless, there are two determinis-
tic subnets of FU[N] which correspond to such process, namely those obtained by
choosing respectively the left and the right instance of t. It is worth noticing that
such subnets are isomorphic and that this is not a fortunate case, since it is easy to
show that two ﬁnite deterministic subnets of FU[N] correspond to the same process
of N if and only if they are isomorphic via an isomorphism which sends instances
of an element of N to instances of the same element. More interestingly, the re-
sults in this paper will prove that this is the exact relationship between the two
semantics of N: the unfolding contains several copies of the same process which,
as illustrated in the preceding Sections 1.7 and 1.8 , are needed to provide a fully
causal explanation of the behaviour of N, i.e., to obtain an occurrence net whose
transitions represent exactly the instances of the transitions of N in all the possible
causal contexts and which can therefore account for concurrent multiple instances
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Figure 1.11: A net N and its unfolding FU[N]
of the same element of N, that is for autoconcurrency. More precisely, we shall see
that the ﬁnite deterministic subnets of the unfolding of N can be characterized by
appropriately decorating the processes of N, which shows directly that the diﬀer-
ence between process and unfolding semantics of N is due only to the replication
of data needed in the latter.
In the following, we shall also see that the diﬀerence between the concatenable
processes of N and the concatenable processes of FU[N] arises from a single axiom,
namely the part t;s = t of axiom (Ψ) of Deﬁnition 1.1.16. Then, it is easy to observe
that the evident modiﬁcation of P[ ] identiﬁes a symmetric strict monoidal category
which gives a full account of the unfolding semantics. In other words, we introduce
a new notion of process DP[ ], in the style of [16], which gives a process-oriented
account of the unfolding construction, in the precise sense that, as already stated
in the introduction, for each PT net N and for each initial marking u we have
N DP[N]
LFEFU[(N,u)] ∼ =  u↓DP[N] 
(N,u) EFU[(N,u)]
  //
 
￿￿
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 **
  //
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 44 (1.26)
It is also worthwhile to notice that the part t;s = t of axiom (Ψ) captures
the essential diﬀerence between occurrence nets and decorated occurrence nets.
Therefore, decorated (deterministic) occurrence nets—we shall call them decorated
process nets—which at ﬁrst seem to be just a convenient technical solution to
establish the adjunction from PT nets to occurrence nets, provide both the process
and the algebraic counterpart of the unfolding semantics. This also indicates that
decorated process nets and their algebraic formalization DP[ ] are structures of
interest on their own, being the minimal reﬁnement of Goltz-Reisig processes which
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guarantees the identity of all tokens. In fact, in order to achieve this it is necessary
to disambiguate both the tokens in the same place of the initial marking and the
tokens which are multiple instances of the same place, and, therefore, to introduce
the notion of families.
Notation. Observe that the categories Petri0 and PTNets are incomparable, since Petri0
has less objects but more morphisms. However, as we already noticed in the remark in
page 65 at the beginning of Section 1.5, dropping the restriction of morphisms given by
axiom (v) in Deﬁnition 1.5.1 has no consequences on the deﬁnition of U[ ] and, therefore,
on the deﬁnition of FU[ ]. The same of course applies to the existence of the pointed
element. Thus, in the following we shall consider U[ ] on MPetri
∗, the full subcategory
of MPetri consisting of the marked nets which belong also to PTNets, i.e., those nets N
such that ∂
0
N(t)  = 0 for all t.
Moreover, to simplify notation, we shall use a single letter to denote net morphisms. The
context will nearly always say to which component of the morphism we are referring to.
However, when confusion is likely to arise, given f:N0 → N1, we shall write use ft and fp
to indicate, respectively, the transition and the place components of f.
To the sake of readability, we recall the following simple notion from category
theory, explained in further details in Appendix A.1.
Definition 1.9.1 (Comma Categories)
Let C be a category and c an object of C. Then, the comma category  c↓C , also
called the category of elements under c, is the category whose objects are the arrows
f:c → c′ of C and whose arrows h:(f:c → c′) → (g:c → c′′) are commutative
diagrams
c
c′ c′′
f
 
 
 
 
  ••
g




￿￿
h
//
Identities and arrows composition are inherited in the obvious way from C.
We start by observing that ﬁnite conﬁgurations of EFU[N] coincide with ﬁnite
deterministic subnets of FU[N]. We extract from the theory in Section 1.5 the
following easy useful properties of morphisms between occurrence nets.
Lemma 1.9.2
Let f:Θ0 → Θ1 be a morphism of marked PT nets between the occurrence nets Θ0
and Θ1 which maps places to places. Then, for all x ∈ TΘ0 ∪ SΘ0 we have
depth(f(x)) = depth(x).
Proof. By induction on the depth of x. Since marked PT net morphisms map initial
markings to initial markings, the thesis holds in the base case, i.e., if depth(x) = 0.
inductive step. Let n be the depth of x and suppose that x is a transition. Then, by
deﬁnition of depth, we have that depth(y) ≤ n−1 for all y ∈
•x and that there exists
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z ∈
•x such that depth(z) = n − 1. Then, since f(
•x) =
•f(x), the thesis follows
immediately by induction. If instead x is a place we have that depth(t) = n, where t
is the unique element in
•x. Then, as we just proved, depth(f(t)) = n and since
f(x) ∈ f(t)
• the proof is concluded.  
Lemma 1.9.3
Let f:Θ0 → Θ1 be a morphism of marked PT nets between the occurrence nets Θ0
and Θ1 which maps places to places. Consider x ∈ TΘ0 ∪ SΘ0 and suppose that
y   f(x) for some y ∈ TΘ1 ∪ SΘ1. Then, there exists ¯ y   x such that f(¯ y) = y.
Proof. In order to show the thesis, it is enough to consider the following two cases.
i) Suppose that a ∈ t
• and f(¯ a) = a. Since a does not belong to the initial marking
of Θ1, then ¯ a cannot belong to the initial marking of Θ0. Therefore, there exists
a unique ¯ t ∈
•¯ a and, necessarily, f(¯ t) = t.
ii) Suppose that a ∈
•t and that f(¯ t) = t. Then, since f(
•¯ t) =
•t and since f maps
places to places, it must exists ¯ a ∈ SΘ0 such that f(¯ a) = a.  
Lemma 1.9.4
Let f:Θ0 → Θ1 be a morphism of marked PT nets between the occurrence nets Θ0
and Θ1 which maps places to places, and consider elements x and y in TΘ0 ∪ SΘ0.
Then, if f(x) = f(y) or f(x) # f(y), we have x = y or x # y.
Proof. We proceed by induction on the least of the depths of x and y.
base case. If depth(x) = depth(y) = 0, then f(x) = f(y). In fact, in this case x and y
belong to the initial marking of Θ0 and thus, by deﬁnition of marked morphism, f(x)
and f(y) are in the initial marking of Θ1. It follows that they cannot be in conﬂict,
since # ∩ [[uΘ]] × [[uΘ]] = ∅. Now, if x  = y, we have f(uΘ0) = f(x ⊕ y ⊕ u) =
f(x) ⊕ f(y) ⊕ f(u) = 2f(x) ⊕ f(u). But this is impossible, since f(uΘ0) = uΘ1 and
each token in uΘ1 has multiplicity one.
inductive step. Let n ≥ 1 be the least of the depths of x and y. Without loss of
generality, assume depth(x) = n. First suppose that f(x) = f(y). Then, there exist
z ∈
•x and z
′ ∈
•y such that f(z) = f(z
′). Then, if x is a transition, depth(z) < n
and therefore, by induction, f(z) = f(z
′) or f(z) # f(z
′), whence it follows that
f(x) = f(y) or f(x) # f(y). If instead x is a place, then z is a transition at depth n
and the induction is maintained exploiting the proof given above for such a case.
Suppose instead that f(x) # f(y). By deﬁnition, this means that there exist t0 and t1
in TΘ1 such that t0 #m t1, t0   f(x) and t1   f(y). Then, by Lemma 1.9.3, there
exist ¯ t0   x and ¯ t1   y in TΘ0 such that f(¯ t0) = t0 and f(¯ t1) = t1. This concludes
the proof since, by induction, we have ¯ t0 # ¯ t1 which implies x # y.  
Observe that the restriction to morphisms which map places to places in the
previous lemmas is not necessary to show that morphisms of occurrence nets pre-
serve the depth of elements and reﬂect  -chains and the conﬂict relation. However,
the formulations above suﬃces for application in the following propositions.
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Proposition 1.9.5
Let N be a marked net in MPetri
∗. There is an isomorphism between the set of
ﬁnite conﬁgurations of EFU[N] and the set of (marked) processes π of FU[N].
Proof. Let φ be the function which maps a process π:Θ → FU[N] to the set of
transitions π(TΘ). Recall that π is a marked net morphism between occurrence nets
which maps places to places. Then, by Lemma 1.9.4, we have that π maps concurrent
transitions to concurrent transitions. Since Θ is a process net, and thus deterministic,
π(TΘ) is conﬂict free. Consider now t ∈ π(TΘ) and let t
′ ∈ TFU[N] be such that
t
′   t. Then, by Lemma 1.9.3, there exists x ∈ TΘ such that π(x) = t
′, i.e., π(TΘ) is
downwards closed and, thus, a ﬁnite conﬁguration of EFU[N].
On the contrary, let X be a ﬁnite conﬁguration of EFU[N]. By depth of an element x
of X we mean the length of the shortest chain in X whose maximal element is x; the
depth of X is the greatest of the depths of its elements. We show by induction on
the depth of X that there exists a unique (up to isomorphism) process π:Θ → FU[N]
such that π(TΘ) = X.
base case. If X = ∅, let Θ be the subnet of depth zero of FU[N], i.e., the net consisting
of the minimal places of FU[N], and let π be the inclusion FU[N]
(0) ֒→ FU[N].
Clearly, π is the unique (marked) process of FU[N] such that φ(π) = ∅.
inductive step. Suppose that the depth of X is n + 1. Let Z be the set of elements
of X at depth n + 1. Since the elements of Z are necessarily maximal in X, the
set Y = X \Z is a conﬁguration of EFU[N]. Moreover, the depth of Z is n. Then, by
induction, there exists a unique π:Θ → FU[N] such that π(TΘ) = Y . Let t ∈ Z and
consider a ∈ ∂
0
FU[N](t). We show that there exists a unique place xa ∈ SΘ, which in
addition is maximal, such that π(xa) = a. The following two cases are possible.
i)
•a = ∅. Then, a belongs to the initial marking of FU[N] and thus, by deﬁnition
of marked net morphism, there exists a unique xa ∈ uΘ such that π(xa) = a.
Moreover, since by Lemma 1.9.2 π preserves the depth of elements, there is no
other x ∈ SΘ such that π(x) = a.
ii)
•a = {t
′}. Then, t
′ ≺ t and thus, since X is downwards closed, there exists
x ∈ TΘ such that π(x) = t
′. It follows that we can ﬁnd a unique xa ∈ x
• such
that π(xa) = a. Now, since by Lemma 1.9.4 π maps concurrent transitions to
concurrent transitions, x is the unique transition of Θ mapped to t
′. Therefore,
xa is the unique place of Θ mapped to a.
Observe that xa must be maximal in Θ. In fact, is there were x ∈ x
•
a, there would be
π(x) ∈ X with π(x) # t, which is impossible since X is a conﬁguration.
Now, it is easy to see that π can be extended to a process π
′ such that φ(π
′) = X
in essentially a unique way. To this purpose, consider the net Θ
′ obtained by adding
to Θ, for each t ∈ Z, a new transition xt and a new place ¯ a for each a ∈ ∂
1
FU[N](t)
with
∂
0
Θ′(xt) =
 
{xa | a ∈ ∂
0
FU[N](t)} and ∂
1
Θ′(xt) =
 
{¯ a | a ∈ ∂
1
FU[N](t)}.
Since FU[N] is an occurrence net, we have that ∂
1
FU[N](t0) ∩ ∂
1
FU[N](t1) = ∅, for
t0  = t1 in Z, and therefore, by deﬁnition, Θ
′ is an occurrence net. Moreover, since Z
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is a set of concurrent transitions, we also have ∂
0
FU[N](t0) ∩ ∂
0
FU[N](t1) = ∅. Then,
considering also that each xa is maximal in Θ, we conclude that Θ
′ is deterministic.
Therefore, π
′ deﬁned as
π
′(x) =



π(x) if x ∈ TΘ ∪ SΘ
t if x = xt for t ∈ Z
a if x = ¯ a for a ∈ ∂
1
FU[N](t) and t ∈ Z
is a process of FU[N] such that φ(π
′) = π
′(TΘ′) = X. Observe that, given the
uniqueness of xa, the only possible variation in the construction of π
′ is in the choice of
“names” for the transitions and the places added to Θ. Then, since π is by inductive
hypothesis the unique process such that π(TΘ) = Y , we conclude that π
′ is (up to
isomorphism) the unique process such that π
′(TΘ′) = X.
Therefore, φ is an isomorphism.  
Our next task is to characterize the processes of FU[N] in terms of processes
of N. We shall do it by means of the following notion of decorated process.
Definition 1.9.6 (Decorated Processes)
Let N ∈ MPetri
∗. A decorated process of N is a triple DP = (π,ℓ,τ) where
• π:Θ → N is a ﬁnite (marked) process of N;
• ℓ is a π-indexed ordering of min(Θ);
• τ is a family {τ(t)} indexed by the non maximal transitions t of Θ, where
each τ(t) is a π-indexed ordering of the post-set of t in Θ.
The decorated processes (π:Θ → N,ℓ,τ) and (π′:Θ′ → N,ℓ′,τ′) are isomorphic,
and then identiﬁed, if their underlying processes are isomorphic via an isomor-
phism ϕ which respects all the orderings, i.e., ℓ′
π′(ϕ(a))(ϕ(a)) = ℓπ(a)(a) for all
a ∈ min(Θ), and τ′(ϕ(t))π′(ϕ(a))(ϕ(a)) = τ(t)π(a)(a) for all non maximal t ∈ TΘ
and for all a ∈ t•.
We say that (π:Θ → N,ℓ,τ) ≤ (π′:Θ′ → N,ℓ′,τ′) if there exists ϕ:Θ → Θ′
which preserves all the orderings and such that π = π′ ◦ ϕ. Clearly, the set of
decorated processes of N is preordered by ≤. We shall write DP[N] to indicate
such preordering.
Proposition 1.9.7
DP[N] is a partial order.
Proof. Consider DP = (π:Θ → N,ℓ,τ) and DP
′ = (π
′:Θ
′ → N,ℓ
′,τ
′), and suppose
that DP ≤ DP
′ and DP
′ ≤ DP. Then, by deﬁnition, there exist ϕ:Θ → Θ
′ and
ϕ
′:Θ
′ → Θ which respect all the orderings and such that π = π
′ ◦ ϕ and π
′ = π ◦ ϕ
′.
1101.9. Process versus Unfolding Semantics of Nets
Since we identify isomorphic decorated processes, to conclude the proof it is enough to
show that ϕ is an isomorphism. Observe however that, since π and π
′ map places to
places and since π = π
′◦ϕ, it follows that ϕ has to map places to places. The same of
course holds for ϕ
′. Then, we show the thesis by showing the following more general
fact: whenever the process nets Θ and Θ
′ are linked by marked PT net morphisms
ϕ:Θ → Θ
′ and ϕ
′:Θ
′ → Θ which map places to places, then ϕ (ϕ
′) is an isomorphism.
Observe that, because of the aforesaid property of its place component, in order to
show that ϕ (ϕ
′) is an isomorphism it is enough to show that it is injective and
surjective on both places and transitions.
injectivity. Since Θ is deterministic, it follows immediately in virtue of Lemma 1.9.2
and Lemma 1.9.4 that ϕ is injective. Of course, for the same reason, also ϕ
′ is injective.
surjectivity. By Lemma 1.9.2, we know that, for each n ≥ 1 (n ≥ 0), ϕ and ϕ
′ restrict to
functions between the sets of transitions (places) at depth n of Θ and Θ
′. Moreover, by
deﬁnition of process nets, we have that such sets are ﬁnite. Then, the surjectivity of ϕ
follows immediately from the injectivity of ϕ and ϕ
′ and from the following general
fact: if f:A → B is an injective function between the ﬁnite sets A and B, and if
there is injective function g:B → A, then f (g) is surjective. We prove this claim by
induction on the cardinality of A.
base case. If A = ∅, then necessarily B = ∅ and the thesis holds.
inductive step. Let |A| = n+1 and consider x ∈ B. We have to show that there exists
y ∈ A such that f(x) = y. Consider y = g(x) in A and x
′ = f(y) in B. If x = x
′
we are done. Otherwise, since f and g are injective, they restrict, respectively, to
injective functions f:A\{y} → B\{x
′} and g:B\{x
′} → A\{y}. Then, by induction
hypothesis, there exists y
′ ∈ A \ {y}, i.e., y
′ ∈ A, such that f(y
′) = x.  
Consider now the marked net morphism ǫN:FU[N] → N given by
((x,a),i)  → a and (B,t)  → t.
By construction of FU[N], this is clearly a morphism in MPetri
∗ (though not in
PTNets). Given its similarity with the folding morphism of U[N] into N deﬁned in
Proposition 1.7.5, i.e., the counit of the adjunction DecOcc ⇀ PTNets, we use the
same notation for both the morphisms. Moreover, we shall refer to ǫN:FU[N] → N
as the folding of FU[N] into N. However, the reader is warned not to confuse the
two notions. The folding ǫN provides an obvious way to map a process π:Θ →
FU[N] to a process of N, namely ǫN ◦ π:Θ → N. Moreover, we also have the
following natural way of ﬁnding ℓ and τ which decorate this process and make it
be a decorated process P(π) = (ǫ ◦ π,ℓ,τ) of N.
• Let b be in min(Θ) and suppose that π(b) = ((∅,a),i). Then, taking ℓa(b) = i
clearly gives a ǫπ-indexed ordering of min(Θ).
• Let t be a transition of Θ, and consider b ∈ t•. Since π is a process morphism,
its image through π must be a place in the post-set of π(t), i.e., a component
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of some family in π(t)•, say π(b) = ((π(t),a),j). Then, taking τ(t)a(b) = j
clearly gives a ǫπ-indexed ordering of t•.
In the opposite direction, we deﬁne a mapping F as follows. Let (π,ℓ,τ) be a
decorated process of N with π:Θ → N. Then, F(π,ℓ,τ) is f:Θ → FU[N] deﬁned
inductively as follows.
depth 0. For b ∈ min(Θ), consider fp(b) = ((∅,a),i) with a = π(b) and i = ℓa(b),
while, of course, for t ∈ TΘ, ft(t) is ([[fp(•t)]],π(t)).
depth n+1. Let t be an element of depth n+1 in TΘ. Again, ft(t) is ([[fp(•t)]],π(t)).
Consider now b ∈ t•. If t is not maximal, then fp(b) = (({ft(t)},π(b)),i) for i =
τ(t)a(b). If instead t is maximal, take g(b) to be any place of FU[N] (corresponding
in U[N] to an element) in the family (π(t),π(b))F in such a way that the restriction
of fp to π−1(b)∩t• is an isomorphism. It follows immediately from the deﬁnition of
U[N] and from the fact that, by deﬁnition of process, π maps places to places, that
this is always possible. Moreover, observe that all the diﬀerent possible choices for
fp(b) give rise to isomorphic decorated processes. For this, it is enough to consider
the isomorphism of process nets ϕ:Θ → Θ which permutes appropriately the places
in π−1(b) ∩ t• and is the identity elsewhere.
Informally, the behaviour of P and F may be explained by saying that P and F
just move the information about families, respectively, in ℓ and τ from π and back
in π from ℓ and τ. Of course, we have that FP(π) = π and it shows clearly in the
construction of F(π,ℓ,τ) that PF(π,ℓ,τ) is (up to isomorphism) again (π,ℓ,τ).
Therefore, we have shown the announced correspondence.
Proposition 1.9.8
The set of decorated processes of N is isomorphic to the set of (marked) processes
of FU[N] via the maps F and P given above.
The correspondence above can be easily lifted to the partial orders of decorated
processes and ﬁnite conﬁgurations of EFU[N].
Proposition 1.9.9
For any N ∈ Petri
∗, DP[N] is isomorphic to LFEFU[N].
Proof. We only need to show that, given the decorated processes DP = (π:Θ → N,ℓ,τ)
and DP
′ = (π
′:Θ
′ → N,ℓ
′,τ
′), we have DP ≤ DP
′ if and only if φF(DP) ⊆ φF(DP
′),
where φF gives the conﬁguration corresponding to a marked decorated process as
described by Proposition 1.9.5 and Proposition 1.9.8.
If DP ≤ DP
′, then there exists ϕ:Θ → Θ
′ which preserves the labellings and such
that π = π
′◦ϕ. It follows immediately that ϕ is a morphism between the process nets
underlying F(DP) and F(DP
′), and therefore φF(DP) ⊆ φF(DP
′). The other impli-
cation comes along the same lines: if φF(DP) ⊆ φF(DP
′), then there is a morphism ϕ
from the process net underlying F(DP), i.e., Θ, to the process net underlying F(DP
′),
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i.e., Θ
′, such that F(DP) = F(DP
′)◦ϕ. Clearly, ϕ is the marked net morphisms which
maps the element x of Θ to the unique element of Θ
′ in F(DP
′)
−1(F(DP)(x)). Then,
ϕ is a morphism from Θ to Θ
′ which preserves the labellings ℓ and τ and such that
π = π
′ ◦ ϕ. Therefore, ϕ shows that DP ≤ DP
′.  
Exploiting further the idea of decorated processes, the same conceptual step
which led from non-sequential processes to concatenable processes suggests the
following deﬁnition.
Definition 1.9.10 (Decorated Concatenable Processes)
A decorated concatenable process of the (unmarked) net N in Petri, is a quadruple
(π,ℓ,τ,L) where (π,ℓ,L) is a concatenable process of N and τ is a family {τ(t)}
indexed by all transitions t of Θ, where each τ(t) is a π-indexed ordering of the
post-set of t in Θ.
An isomorphism of decorated concatenable processes is an isomorphism of the un-
derlying concatenable processes which, in addition, preserves all the orderings given
by τ, i.e., τ′(ϕ(t))π′(ϕ(a))(ϕ(a)) = τ(t)π(a)(a) for all t ∈ TΘ and a ∈ t•.
So, a decorated concatenable process is a concatenable process where the post-
sets of all transitions are π-indexed ordered. Observe that in the deﬁnition above
(π,ℓ,τ) is diﬀerent from a decorated process in two respects: ﬁrst of all, π is
unmarked and secondly, and more importantly, there is a component of τ also for
the maximal transitions. It follows that a place in max(Θ) has in every case a
double ordering: derived from L and ℓ if it is also minimal, and derived from L
and τ otherwise.
Since decorated concatenable processes are concatenable processes, they can be
given a source and a target, namely those of the underlying concatenable process.
Moreover, the concatenation of concatenable processes can be lifted to an operation
on decorated concatenable processes. The concatenation of (π0,ℓ0,τ0,L0):u → v
and (π1,ℓ1,τ1,L1):v → w is the decorated concatenable process (π,ℓ,τ,L):u → w
deﬁned as follows (see also Figure 1.12, where τ(t) is depicted by decorating the
arcs outgoing from t). In order to simplify notation, we assume that the process
nets corresponding to π0 and π1, say Θ0 and Θ1, are disjoint.
• Let A be the set of pairs (y,x) such that x ∈ max(Θ0), y ∈ min(Θ1),
π0(x) = π1(y) and (ℓ1)π1(y)(y) = (L0)π0(x)(x). By the deﬁnitions of deco-
rated concatenable processes and of their sources and targets, A determines
an isomorphism A:min(Θ1) → max(Θ0). Consider S1 = SΘ1 \ min(Θ1), and
let in:SΘ1 → SΘ0 ∪ S1 be the function which is the identity on S1 and maps
y ∈ min(Θ1) to A(y). Then,
Θ = (∂
0
Θ,∂
1
Θ:TΘ0 ∪ TΘ1 → (SΘ0 ∪ S1)
⊕),
where
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– ∂0
Θ(t) = ∂0
Θ0(t) if t ∈ TΘ0 and ∂0
Θ(t) = in⊕(∂0
Θ1(t)) if t ∈ TΘ1;
– ∂1
Θ(t) = ∂1
Θi(t) if t ∈ TΘi.
Then, π:Θ → N coincides with π0 on SΘ0 ∪ TΘ0 and with π1 on S1 ∪ TΘ1.
• ℓ = ℓ0.
• τ(t) = τi(t) if t ∈ TΘi.
• La(y) = (L1)a(y) if y ∈ S1, La(x) = (L1)a(A−1(x)) if x ∈ max(Θ0).
Therefore, we can consider the category DCP[N] whose objects are the ﬁnite
multisets on SN and whose arrows are the decorated concatenable processes.
Proposition 1.9.11
Under the above deﬁned operation of sequential composition, DCP[N] is a category
with identities those decorated concatenable processes consisting only of places,
which therefore are both minimal and maximal, and such that ℓ = L.
Decorated concatenable processes admit also a tensor operation ⊗ such that,
given DCP0 = (π0,ℓ0,τ0,L0):u → v and DCP1 = (π1,ℓ1,τ1,L1):u′ → v′, its tensor
DCP0 ⊗ DCP1 is the decorated concatenable process (π,ℓ,τ,L):u ⊕ u′ → v ⊕ v′
given below (see also Figure 1.12), where again we suppose that Θ0 and Θ1, the
underlying process nets, are disjoint.
• Θ = (∂0
Θ,∂1
Θ:TΘ0 ∪ TΘ1 → (SΘ0 ∪ SΘ1)⊕), where
– ∂0
Θ(t) = ∂0
Θi(t) if t ∈ TΘi;
– ∂1
Θ(t) = ∂1
Θi(t) if t ∈ TΘi.
Then, π:Θ → N is obviously given by π(x) = πi(x) for x ∈ TΘi ∪ SΘi.
• ℓa(x) = (ℓ0)a(x) if x ∈ SΘ0, and ℓa(x) = |π
−1
0 (a) ∩ min(Θ0)| + (ℓ1)a(x)
otherwise.
• τ(t) = τi(t) if t ∈ TΘi.
• La(x) = (L0)a(x) if x ∈ SΘ0, and La(x) = |π
−1
1 (a) ∩ max(Θ1)| + (L1)a(x)
otherwise.
It is easy to see that ⊗ is a functor from DCP[N] × DCP[N] → DCP[N].
Moreover, as in the case of concatenable and strong concatenable processes, we have
that the decorated concatenable processes consisting only of places play the role of
the symmetries of monoidal categories. In particular, for any u = n1a1⊕   ⊕nkak
and v = m1b1 ⊕     ⊕ mhbh, the concatenable process having as many places as
elements in the multiset u ⊕ v mapped by π to the corresponding places of N and
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Figure 1.12: An example of the algebra of decorated concatenable processes
such that Lai(x) = v(ai)+ℓai(x) and ℓbi(x) = Lbi(x)−u(bi) (see also Figure 1.13)
is the symmetry coherence isomorphism γu,v with respect to which DCP[N] is a
symmetric monoidal category, i.e., equations (1.2)–(1.6) hold in DCP[N] for the
given family of γu,v which, moreover, is a natural transformation. Therefore, we
have the following.
Proposition 1.9.12
DCP[N] is a symmetric strict monoidal category with the symmetry isomorphism
{γu,v}u,v∈S
⊕
N given above.
Observe that, since the decorated concatenable processes consisting only of
places are just concatenable processes, in fact the subcategory SymDCP[N] of sym-
metries of DCP[N] coincides with the corresponding one of CP[N]. Such observa-
tion will be useful later on. Observe also that the transitions t of N are represented
by decorated concatenable processes with a unique transition and two layers of
115Chapter 1. Processes and Unfoldings
places: the minimal, in one-to-one correspondence with ∂0
N(t), and the maximal,
in one-to-one correspondence with ∂1
N(t) (see also Figure 1.13). The decoration, of
course, consists in taking τ(t) = L.
Recalling that the concatenable processes of N correspond to the arrowsof P[N],
and observing that the π-indexed orderings of the post-sets of the transitions of dec-
orated concatenable processes is manifestly linked to the t;s = t part of axioms (Ψ)
in Deﬁnition 1.1.16, we are led to the following deﬁnition of the symmetric monoidal
category DP[N] which captures the algebraic essence of decorated (concatenable)
processes, and thus of the unfolding construction, simply by dropping that axiom
in the deﬁnition of P[N].
Definition 1.9.13 (The category DP[N])
Let N be a PT net in Petri. Then DP[N] is the monoidal quotient of the free
symmetric strict monoidal category on N modulo the axioms
γa,b = ida⊕b if a,b ∈ SN and a  = b
s;t = t if t ∈ TN and s is a symmetry. (1.27)
Explicitly, the category DP[N] is the category whose objects are the elements of
S
⊕
N and whose arrows are generated by the inference rules
u ∈ S
⊕
N
idu:u → u in DP[N]
u,v in S
⊕
N
cu,v:u ⊕ v → u ⊕ v in DP[N]
t:u → v in TN
t:u → v in DP[N]
α:u → v and β:u′ → v′ in DP[N]
α ⊗ β:u ⊕ u′ → v ⊕ v′ in DP[N]
α:u → v and β:v → w in DP[N]
α;β:u → w in DP[N]
modulo the axioms expressing that DP[N] is a strict monoidal category, namely,
α;idv = α = idu;α and (α;β);δ = α;(β;δ),
(α ⊗ β) ⊗ δ = α ⊗ (β ⊗ δ) and id0 ⊗ α = α = α ⊗ id0, (1.28)
idu ⊗ idv = idu⊕v and (α ⊗ α′);(β ⊗ β′) = (α;β) ⊗ (α′;β′),
the latter whenever the righthand term is deﬁned, the following axioms expressing
that DP[N] is symmetric with symmetry isomorphism c
cu,v⊕w = (cu,v ⊗ idw);(idv ⊗ cu,w),
cu,u′;(β ⊗ α) = (α ⊗ β);cv,v′ for α:u → v, β:u′ → v′, (1.29)
cu,v;cv,u = idu⊕v,
and the following axioms corresponding to axioms (1.27)
ca,b = ida⊕b if a,b ∈ SN and a  = b
(idu ⊗ ca,a ⊗ idv);t = t if t ∈ T. (1.30)
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Figure 1.13: A transition t:n   a → m   b and the symmetry γn a,m a in DCP[N]
It is worthwhile to remark again that in the deﬁnition above axioms (1.28)
and (1.29) deﬁne F(N), the free symmetric strict monoidal category on N. Mo-
roever, as we already know from Section 1.2, exploiting the coherence axiom, i.e.,
the ﬁrst of (1.29), a symmetry in F(N) can always be written as a composition
of symmetries of the kind (idu ⊗ ca,b ⊗ idv) for a,b ∈ SN. Then, since we have
ca,b = ida⊕b if a  = b, the second of (1.27) takes the particular form stated in (1.30).
The following expected result is now a simple revision of Proposition 1.1.19 and
Proposition 1.4.5. Actually, the scheme of the demonstration is the one used in
the proof of Proposition 1.4.5, which in turn matches that of the proof of Proposi-
tion 1.1.19 in [16, 17]. The diﬀerences reside of course in the use of the axioms and,
in particular, in the proof of the case depth 1 of the induction, where the diﬀerences
between the categories P[N], Q[N] and DP[N] play an evident role.
Proposition 1.9.14
DCP[N] and DP[N] are isomorphic.
Proof. Let F(N) be the free symmetric strict monoidal category on N (see the remark
following Deﬁnition 1.9.13). Corresponding to the inclusion morphism N ֒→ DCP[N],
i.e., to the PT net morphism whose place component is the identity and whose tran-
sition component sends t ∈ TN to the corresponding decorated concatenable process
(see Figure 1.13), there is a symmetric strict monoidal functor H:F(N) → DCP[N].
Observe that DCP[N] satisﬁes axioms (1.27), the symmetries and the transitions being
as explained before (see Figure 1.13). In fact, if a,b ∈ SN and a  = b, by deﬁnition
of f-indexed ordering, we have γa,b = ida⊕b. Moreover, for S a symmetry and T
a transition in DCP[N], it follows easily from the deﬁnition of ; that S;T is (iso-
morphic to) T. Therefore, we have H(ca,b) = γa,b = ida⊕b when a  = b ∈ SN,
and since any symmetric monoidal functor sends symmetries to symmetries, we have
H(s;t) = H(s);H(t) = S;H(t) = H(t), i.e., taking (1.27) as our set E of equations, H
satisﬁes condition in (ii) of Proposition 1.2.2. Therefore, denoting by Q the quotient
functor from F(N) to DP[N] induced by equations (1.27), by Proposition 1.2.2, there
exists a (unique) symmetric strict monoidal functor K:DP[N] → DCP[N] such that
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the diagram below commutes.
F(N) DP[N]
DCP[N]
H
 
 
 
 
 
 
 
 
 
 
 
 ((
Q //
K
￿￿
In the following we shall prove that K is an isomorphism. Observe that, by deﬁnition,
for any u ∈ S
⊕
N, we have K(u) = K(Q(u)) = H(u) = u, i.e., K is the identity on the
objects. Moreover, we can easily conclude that it is an isomorphism on the symmetries.
In fact, as already remarked, the decorated concatenable process of depth zero, i.e., the
symmetries of DCP[N], are exactly the concatenable processes of depth zero, i.e., the
symmetries of CP[N]. Therefore, we have SymDCP[N] = SymCP[N]. Now observe that,
by Proposition 1.2.5, we know that P[N] is the monoidal quotient of DP[N] modulo the
axiom t;s = t. Then, since composing and tensoring terms containing transitions will
never yield a symmetry, this axiom does not induce any equality on the symmetries.
Therefore, we have that SymP[N] = SymDP[N]. Moreover, Proposition 1.1.19 shows
that SymP[N] and SymCP[N] are isomorphic via a functor whose object component is
the identity (see also Section 1.2 and [17, 121]). Now observe that, once the object
component is ﬁxed, there can be at most one symmetric strict monoidal functor F
between two categories of symmetries. In fact, on the one hand we have that, by
deﬁnition, the symmetries of a symmetric strict monoidal category are generated by
the identities and the components of the isomorphism γ, while on the other hand,
it must necessarily be F(idu) = idF(u) and F(γu,v) = γF(u),F(v) (see axioms (1.7)–
(1.9)). Then, since K is a symmetric strict monoidal functor whose object component
is the identity, its restriction to SymDP[N] is an isomorphism SymDP[N] = SymP[N] ∼ =
SymCP[N] = SymDCP[N].
We proceed now to show that K is full and faithful.
fullness. It is completely obvious that any decorated concatenable process DCP may
be obtained as a concatenation DCP0;...;DCPn of decorated concatenable processes
DCPi of depth one. Now, each of these DCPi may be split into the concatenation of a
symmetry S
i
0, the tensor of the (processes representing the) transitions which appear
in DCPi plus some identities, say idui ⊗
 
j K(t
i
j), and ﬁnally another symmetry S
i
1.
The intuition about this factorization is as follows. We take the tensor of the transitions
which appear in DCPi in any order and multiply the result by an identity concatenable
process in order to get the correct source and target. Then, in general, we need a pre-
and a post-concatenation with a symmetry in order to get the right indexing of minimal
and maximal places and of the post-sets of each K(t
i
j). Thus, we ﬁnally have
DCP = S
0
0;(idu1 ⊗
 
j K(t
1
j));(S
0
1;S
1
0);...;(S
n−1
1 ;S
n
0 );(idun ⊗
 
j K(t
n
j ));S
n
1
which shows that every decorated concatenable process is in the image of K.
faithfulness. The arrows of DP[N] are equivalence classes modulo the axioms stated
in Deﬁnition 1.9.13 of terms built by applying tensor and sequentialization to the
identities idu, the symmetries cu,v, and the transitions t. We have to show that, given
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two such terms α and β, whenever K(α) = K(β) we have α =E β, where =E is the
equivalence induced by (1.28), (1.29) and (1.30).
First of all, observe that if K(α) is a decorated process DCP of depth n, then α can
be proved equal to a term
α
′ = s0;(idu1 ⊗
 
j t
1
j);s1;...;sn−1;(idun ⊗
 
j t
n
j );sn
where, for 1 ≤ i ≤ n, the transitions t
i
j, for 1 ≤ j ≤ ni, are exactly the transi-
tions of DCP at depth i and where s0,...,sn are symmetries. Moreover, we can
assume that in the i-th tensor product
 
j t
i
j the transitions are indexed according
to a global ordering ≤ of TN assumed for the purpose of this proof, i.e., t
i
1 ≤     ≤
t
i
ni, for 1 ≤ i ≤ n. Let us prove our claim. It is easily shown by induction on
the structure of terms that using axioms (1.28) α can be rewritten as α1;...;αh,
where αi =
 
k ξ
i
k and ξ
i
k is either a transition or a symmetry. Now, observe that
by functoriality of ⊗, for any α
′:u
′ → v
′, α
′′:u
′′ → v
′′ and s:u → u, we have
α
′ ⊗ s ⊗ α
′′ = (idu′ ⊗ s ⊗ idu′′);(α
′ ⊗ idu ⊗ α
′′), and thus, by repeated applications
of (1.28), we can prove that α is equivalent to ¯ s0; ¯ α1; ¯ s1 ...; ¯ sh−1; ¯ αh, where ¯ s0,..., ¯ sh−1
are symmetries and each ¯ αi is a tensor
 
k
¯ ξ
i
k of transitions and identities. The fact
that the transitions at depth i can be brought to the i-th tensor product, follows
intuitively from the facts that they are “disjointly enabled”, i.e., concurrent to each
other, and that they depend causally on some transition at depth i−1. In particular,
the sources of the transitions of depth 1 can be target only of symmetries. Therefore,
reasoning formally as above, they can be pushed up to ¯ α1 exploiting axioms (1.28).
Then, the same happens for the transitions of depth 2, which can be brought to ¯ α2.
Proceeding in this way, eventually we show that α is equivalent to the composition
¯ ¯ s0; ¯ ¯ α1;¯ ¯ s1 ...;¯ ¯ sn−1; ¯ ¯ αn;¯ ¯ sn of the symmetries ¯ ¯ s0,...,¯ ¯ sn and the products ¯ ¯ αi =
 
k
¯ ¯ ξ
i
k
of transitions at depth i and identities. Finally, exploiting Lemma 1.4.4, the order of
the ¯ ¯ ξ
i
k can be permuted in the way required by ≤. This is achieved by pre- and post-
composing each product by appropriate σ-interchange symmetries. More precisely,
let σ be a permutation such that
 
k
¯ ¯ ξ
i
σ(k) coincides with idui ⊗
 
j t
i
j, suppose that
¯ ¯ ξ
i
k:u
i
k → v
i
k, for 1 ≤ k ≤ ki and let γσ be the σ-interchange symmetry guaranteed by
Lemma 1.4.4 in DP[N]. Then, since γσ is a natural transformation, we have that
γσ ui
1,...,ui
ki
;(
 
k
¯ ¯ ξ
i
σ(k)) = (
 
k
¯ ¯ ξ
i
k);γσ vi
1,...,vi
ki
,
and then, since γσ is an isomorphism, we have that
(idui ⊗
 
j t
i
j) = γ
−1
σ ui
1,...,ui
ki
;(
 
k
¯ ¯ ξ
i
k);γσ vi
1,...,vi
ki
.
Now, applying the same argument to β, one proves that it is equivalent to a term
β
′ = p0;β0;p1;...pn−1;βn;pn, where p0,...,pn are symmetries and βi is the product
of the transitions at depth i in K(β) and of identities. Then, since K(α) = K(β), and
since the transitions occurring in βi are indexed in a predetermined way, we conclude
119Chapter 1. Processes and Unfoldings
that βi = (idui ⊗
 
j t
i
j), i.e.,
α
′ = s0;(idu1 ⊗
 
j t
1
j);s1;...;sn−1;(idun ⊗
 
j t
n
j );sn
β
′ = p0;(idu1 ⊗
 
j t
1
j);p1;...;pn−1;(idun ⊗
 
j t
n
j );pn. (1.31)
In other words, the only possible diﬀerences between α
′ and β
′ are the symmetries.
Observe now that the steps which led from α to α
′ and from β to β
′ have been per-
formed by using the axioms which deﬁne DP[N] and since such axioms hold in DCP[N]
as well and K preserves them, we have that K(α
′) = K(α) = K(β) = K(β
′). Thus, we
conclude the proof by showing that, if α and β are terms of the form given in (1.31)
which diﬀer only by the intermediate symmetries and if K(α) = K(β), then α and β
are equal in DP[N].
We proceed by induction on n. Observe that if n is zero then there is nothing to show:
since we know that K is an isomorphism on the symmetries, s0 and p0, and thus α
and β, must coincide. To provide a correct basis for the induction, we need to prove
the thesis also for n = 1.
depth 1. In this case, we have
α = s0;(idu ⊗
 
j tj);s1
β = p0;(idu ⊗
 
j tj);p1.
Without loss of generality, we may assume that p0 and p1 are identities. In fact, we
can multiply both terms by p
−1
0 on the left and by p
−1
1 on the right and obtain a pair
of terms whose images through K still coincide and whose equality implies the equality
in DP[N] of the original α and β.
Let (π:Θ → N,ℓ,τ,L) be the decorated concatenable process K(idu ⊗
 
j tj). Of
course, we can assume that K(s0) and K(s1) are respectively (π0:Θ0 → N,ℓ
′,∅,ℓ)
and (π1:Θ1 → N,L,∅,L
′), where Θ0 is min(Θ), Θ1 is max(Θ), π0 and π1 are the
corresponding restrictions of π, and ℓ
′ and L
′ are π-indexed orderings respectively of
the minimal and the maximal places of Θ.
Then, we have that K(s0;(idu ⊗
 
j tj);s1) is (π:Θ → N,ℓ
′,τ,L
′), and by hypothesis
there is an isomorphism ϕ:Θ → Θ such that π ◦ ϕ = π and which respects all the
orderings, i.e., ℓ
′
π(ϕ(a))(ϕ(a)) = ℓπ(a)(a) and L
′
π(ϕ(b))(ϕ(b)) = Lπ(b)(b), for all a ∈ Θ0
and b ∈ Θ1, and τ(ϕ(t))πϕ(a)(ϕ(a)) = τ(t)π(a)(a) for all t ∈ Θ and a ∈ t
•. Let us
write idu⊗
 
j tj as
 
k ξk, where ξk is either a transition tj or the identity of a place
in u. Moreover, let ξk:uk → vk, for 1 ≤ k ≤ ki. Clearly, ϕ induces a permutation of
the symbols ξk, namely the permutation σ such that ξσ(k) = ϕ(ξk). Then, in order
to be a morphism of nets, ϕ must map the (places corresponding to the) pre-set,
respectively post-set, of tj to (the places corresponding to the) pre-set, respectively
post-set, of tσ(j). Observe now that this identiﬁes ϕ uniquely on the maximal places
of Θ, which implies that K(s1) is completely determined. In fact, if a maximal place x
is also minimal, then the corresponding ξk is the identity iduk and thus x must be
mapped to the object for which ξσ(k) is the identity. If instead x is in the post-set
of tj then x must be mapped to the post-set of tσ(j) in the unique way compatible
with the family of π-indexed orderings τ. In other words, K(s1) is the component at
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(v1,...,vki) of the σ-interchange symmetry. Then, since K is an isomorphism between
SymDP[N] and SymDCP[N], s1 must necessarily be the corresponding component of the
σ-interchange symmetry in DP[N].
Concerning K(s0), we cannot be so precise. However, since we know that the pre-sets
of transitions are mapped by ϕ according to σ, reasoning as above we can conclude that
(π0,ℓ,∅,ℓ
′), which is K(s0)
−1, must be a symmetry obtained by post-concatenating
the component at (u1,...,uki) of the σ-interchange symmetry to some product
 
j Sj
of symmetries, one for each t occurring in α, whose role is to reorganize the tokens in
the pre-sets of each transitions. It follows that s0 is γ
−1
σ u1,...,uki;(idu⊗
 
j sj), where sj
is a symmetry on the source of tj.
Then, by distributing the tensor of symmetries on the transitions and using the second
of (1.30), we show that α = γ
−1
σ u1,...,uki;(idu ⊗
 
j tj);γσ v1,...,vki, which, by deﬁnition
of σ-interchange symmetry, is (idu ⊗
 
j tj). Thus, we have α =E β as required.
Inductive step. Suppose that n > 1 and let α = α
′;α
′′ and β = β
′;β
′′, where
α
′ = s0;(idu1 ⊗
 
j t
1
j);s1;...;sn−1 and α
′′ = (idun ⊗
 
j t
n
j );sn
β
′ = p0;(idu1 ⊗
 
j t
1
j);p1;...;pn−1 and β
′′ = (idun ⊗
 
j t
n
j );pn
We show that there exists a symmetry s in DP[N] such that K(α
′;s) = K(β
′) and
K(s
−1;α
′′) = K(β
′′). Then, by the induction hypothesis, we have (α
′;s) =E β
′ and
(s
−1;α
′′) =E β
′′. Therefore, we conclude that (α
′;s;s
−1;α
′′) =E (β
′;β
′′), i.e., that
α = β in DP[N].
Let (π:Θ → N,ℓ,τ,L) be the decorated concatenable process K(α) = K(β). Without
loss of generality we may assume that the decorated occurrence nets K(α
′) and K(β
′)
are, respectively, (π
′:Θ
′ → N,ℓ
′,τ
′,L
α′
) and (π
′:Θ
′ → N,ℓ
′,τ
′,L
β′
), where Θ
′ is the
subnet of depth n − 1 of Θ, ℓ
′ and τ
′ are the appropriate restrictions of ℓ and τ and
ﬁnally L
α′
and L
β′
are π-indexed orderings of the places at depth n−1 of Θ. Consider
the symmetry S = (¯ π, ¯ ℓ,∅, ¯ L) in DCP[N], where
• ¯ Θ is the process nets consisting of the maximal places of Θ
′;
• ¯ π: ¯ Θ → N is the restriction of π to ¯ Θ;
• ¯ ℓ = L
α′
;
• ¯ L = L
β′
.
Then, by deﬁnition, we have K(α
′);S = K(β
′). Let us consider now α
′′ and β
′′.
Clearly, we can assume that K(α
′′) and K(β
′′) are (π
′′:Θ
′′ → N,ℓ
α′′
,τ
′′,L
′′) and
(π
′′:Θ
′′ → N,ℓ
β′′
,τ
′′,L
′′), where Θ
′′ is the process net obtained by removing from Θ
the subnet Θ
′, τ
′′ and L
′′ are respectively the restrictions of τ and L to Θ
′′, and ℓ
α′′
and
ℓ
β′′
are π-indexed orderings of the places at depth n−1 of Θ. Now, in our hypothesis,
it must be L
α′
= ℓ
α′′
and L
β′
= ℓ
β′′
, which shows directly that S
−1;K(α
′′) = K(β
′′).
Then, s = K
−1(S) is the required symmetry of DP[N].
Then, since K is full and faithful and is an isomorphism on the objects, it is an
isomorphism and the proof is concluded.  
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We conclude the section by getting back to diagram (1.26). We ﬁrst make the
following observation on the structure of the comma category  uN↓DP[N] .
Proposition 1.9.15
The category  uN↓DP[N]  is a preorder.
Proof. We have to show that in  uN↓DP[N]  there is at most one arrow between any
pair of objects α:uN → v and α
′:uN → w. Exploiting the characterization of arrows of
DP[N] in terms of decorated concatenable processes established by Proposition 1.9.14,
the thesis can be reformulated as follows: for each pair of concatenable decorated
processes DCP0:uN → v and DCP1:uN → w there exists at most one decorated
concatenable process DCP:v → w such that DCP0;DCP = DCP1.
In order to show the claim, suppose that there exist DCP and DCP
′ from v to w such
that DCP0;DCP = DCP1 = DCP0;DCP
′. Let ¯ π: ¯ Θ → N and ¯ π
′: ¯ Θ
′ → N be the
(plain) processes underlying, respectively, DCP0;DCP and DCP1;DCP
′. Without
loss of generality, we can assume that ¯ Θ, respectively ¯ Θ
′, is formed by joining Θ0,
the process net underlying DCP0, with Θ, the process net underlying DCP, respec-
tively Θ
′, the process net underlying DCP
′. Then, since DCP0;DCP = DCP0;DCP
′,
there exists an isomorphism ϕ: ¯ Θ → ¯ Θ
′ which respects all the orderings and such that
¯ π = ¯ π
′ ◦ ϕ. Since, we can assume that ϕ restricts to the identity of Θ0 (as a subnet
of ¯ Θ and ¯ Θ
′), it follows that it restricts to an isomorphism ϕ
′:Θ → Θ
′ which shows
DCP = DCP
′.  
The next proposition essentially shows that, for any (N,uN) ∈ MPetri
∗, the
canonical partial order associated to  uN↓DP[N]  is DP[(N,uN)].
Proposition 1.9.16
For any marked PT net (N,uN) in MPetri
∗,
 uN↓DP[N]  ∼ = DP[(N,uN)] ∼ = LFEFU[(N,uN)].
Proof. Consider the mapping from the objects of  uN↓DP[N]  to DP[(N,uN)] given by
(π,ℓ,τ,L)  → (π,ℓ, ¯ τ), where ¯ τ is the restriction of τ to the non maximal transitions
of process net underlying π. Now, observe that there is a morphism from DCP =
(π:Θ → N,ℓ,τ,L) to DCP
′ = (π
′:Θ
′ → N,ℓ
′,τ
′,L
′) in  uN↓DP[N]  if and only if
there exists a decorated concatenable process DCP
′′ such that DCP;DCP
′′ = DCP
′
if and only if there exists ϕ:Θ → Θ
′ such that π = π
′ ◦ ϕ and which preserves all
orderings, i.e., if and only if (π,ℓ, ¯ τ) ≤ (π
′,ℓ
′, ¯ τ
′) in DP[(N,uN)]. Thus, since from
Proposition 1.9.15 we know that  uN↓DP[N]  is a preorder, the mapping above is
clearly a full and faithful functor. Moreover, since such a mapping is surjective on the
objects, it is an equivalence of categories.
Observe that the second equivalence is actually an isomorphism, as shown by Propo-
sition 1.9.9.  
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It is worth reminding that diagram (1.26) commutes only at the object level,
since, concerning functoriality, DP[ ] has the same problems as P[ ]. It is an open
question whether exploiting idea similar to those used in Sections 1.3 and 1.4 yields
a functorial diagram.
Conclusions and Further Work
In this chapter we have presented the basic elements of net theory using the alge-
braic approach of [97, 16].
Moreover, we have shown that strong concatenable processes are the least ex-
tension of concatenable processes which yields functoriality, i.e., the least extension
of Goltz-Reisig processes yield an operation of concatenation and admit a functorial
treatment. Then, in order to identify an axiomatization of the category of (the cate-
gories of) net behaviours, we have introduced the category SSMC
⊗, an appropriate
quotient of the category of the SSMC’s whose objects form free (non-commutative)
monoids, together with a forgetful functor G[ ]:SSMC
⊗ → Petri that, to a certain
extent, shows the adequacy of our proposal. An interesting closing result for the
theory of strong concatenable and their algebraic/categorical/functorial counter-
part Q[ ] would be to prove the existence of a right adjoint to Q[ ].
We also introduced an extension to the case of PT nets of Winskel’s semantics for
safe nets [143]. This extended semantics is given by a chain of adjunctions between
the categories of ﬁnitary prime algebraic domains, of prime event structures and
of occurrence nets. These results have been achieved by identifying a suitable
adjunction between the category of PT nets and the category of occurrence nets,
and by exploiting the existing adjunctions between occurrence nets, prime event
structures and prime algebraic domains.
Finally, we have proced how such unfolding semantics given can be reconciled
with a process-oriented semantics and with the algebraic paradigm. The key of
this formal achievements is the notion of decorated occurrence nets. Although
DecOcc arose from the need of factorizing the involved adjunction from PTNets
to Occ, and, thus, decorated occurrence nets might at ﬁrst seem to be just a
convenient technical solution, we have shown that there in fact are some insights on
the semantics of nets given by the present unfolding construction and the associated
notion of decorated occurrence nets. In fact, decorated deterministic occurrence
nets, suitably axiomatized as arrows of the symmetric monoidal category DP[N]
provide both the process-oriented and the algebraic counterpart of the unfolding
semantics. Moreover, they can be characterized as the minimal reﬁnement of Goltz-
Reisig processes which guarantees the identity of all tokens, i.e., as the minimal
reﬁnement of occurrence nets which guarantees the existence of an unfolding for
PT nets.
123Chapter 1. Processes and Unfoldings
We conclude this chapter discussing an observation about functors U[ ] and FU[ ]
introduced in the previous sections, namely the observation that both places and
transitions of the unfolded nets are implicitly considered labelled by elements of the
original net. Of course, this understanding is not completely implicit, since the role
of the folding morphism FU[N] → N is to provide such labelling. However, the
“labelling” is certainly forgotten when we consider morphisms between unfolded
nets. As an example, consider the unfolding Θ of the net consisting of the unique
transition t:a → b with initial marking 2a, as illustrated by the picture below.
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As we have already noticed, due to the individualities of the transitions under-
lying the label t, there are two diﬀerent endomorphisms on Θ which map t to t, and
this fact has dramatic consequences on the unfolding construction, since it prevents
FU[ ] to be right adjoint to the inclusion functor (and to be right adjoint at all,
without the restriction we imposed on the morphisms of PTNets), i.e., to form a
coreﬂection. However, the point, in our opinion, is that the individualities of those
transitions should not matter at all! After all, they are just place holders put there
to mean “t has occurred”.
It appears evident therefore that an interesting framework for studying the fea-
tures of the unfolding may be found, for instance by looking at categories of labelled
occurrence nets in which the underlying events are given weaker individualities. It is
worthwhile to observe that, although categories of labelled objects have often been
considered in literature [145, 146], to the best of our knowledge, no such category
has been provided with such mechanisms. In particular, we claim that consider-
ing the labelling also at the level of morphisms, i.e., forcing some identiﬁcation of
morphisms, will probaly make of FU[ ] a coreﬂection.
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Models for Concurrency
Abstract. Models for concurrency can be classiﬁed with respect to three rele-
vant parameters: behaviour/system, interleaving/noninterleaving, linear/branching time.
When modelling a process, a choice concerning such parameters corresponds to choos-
ing the level of abstraction of the resulting semantics. The classiﬁcations are formalized
through the medium of category theory.
To Thales ...the primary question is not
“What do we know”, but
“How do we know it”.
Aristotle
Our three dimensional space
is the only true reality we know.
Maurits Cornelis Escher
The tools we use have
a profound (and devious!)
inﬂuence on our thinking abits,
and, therefore, on our thinking ability.
Edsges W. Dijkstra
This chapter is based on joint work with Mogens Nielsen and Glynn Winskel [124, 125,
126].
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126Introduction
Since its beginning, many eﬀorts in the development of the theory of concurrency
have been devoted to the study of suitable models for concurrent and distributed
processes, and to the formal understanding of their semantics.
As a result, in addition to standard models like languages, automata and tran-
sition systems [60, 113], models like Petri nets [109], process algebras [102, 47],
Hoare traces [48], Mazurkiewicz traces [94], synchronization trees [142] and event
structures [106, 143] have been introduced.
The idea common to the models above is that they are based on atomic units of
change—be they called transitions, actions, events or symbols from an alphabet—
which are indivisible and constitute the steps out of which computations are built.
The diﬀerence between the models may be expressed in terms of the parameters
according to which models are often classiﬁed. For instance, a distinction made
explicitly in the theory of Petri nets, but sensible in a wider context, is that be-
tween so-called “system” models allowing an explicit representation of the (possibly
repeating) states in a system, and “behaviour” models abstracting away from such
information, which focus instead on the behaviour in terms of patterns of occur-
rences of actions over time. Prime examples of the ﬁrst type are transition systems
and Petri nets, and of the second type, trees, event structures and traces. Thus,
we can distinguish among models according to whether they are system models or
behaviour models, in this sense; whether they can faithfully take into account the
diﬀerence between concurrency and nondeterminism; and, ﬁnally, whether they can
represent the branching structure of processes, i.e., the points in which choices are
taken, or not. Therefore, relevant parameters when looking at models for concur-
rency are
Behaviour or System model;
Interleaving or Noninterleaving model;
Linear or Branching Time model.
These parameters correspond to choices of the level of abstraction at which we
examine processes and which are not necessarily ﬁxed for a process once and for all.
It is the actual application one has in mind for the formal semantics which time by
time guides the choice of the abstraction level. It can therefore be of value to be
able to move back and forth between the representation of a process in one model
and its representation in another, if possible in a way which respects its structure.
In other words, it is relevant to study translations between models, and particularly
with respect to the three parameters above.
This chapter presents a classiﬁcation of models for concurrency based on the
three parameters, which represent a further step towards the identiﬁcation of sys-
tematic connections between transition based models. In particular, we study a
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Beh./Int./Lin. Hoare languages HL
Beh./Int./Bran. synchronization trees ST
Beh./Nonint./Lin. deterministic labelled event structures dLES
Beh./Nonint./Bran. labelled event structures LES
Sys./Int./Lin. deterministic transition systems dTS
Sys./Int./Bran. transition systems TS
Sys./Nonint./Lin. deterministic transition systems with independence dTSI
Sys./Nonint./Bran. transition systems with independence TSI
Table 2.1: The models
representative for each of the eight classes of models obtained by varying the pa-
rameters behaviour/system, interleaving/noninterleaving and linear/branching in
all the possible ways. Intuitively, the situation can be graphically represented, as
in the picture below, by a three-dimensional frame of reference whose coordinate
axes represent the three parameters.
Int/NonInt
← − − − − − − − − − − −
Beh/Sys
↑ | | | | | | | | | | | | | | | | |
Lin/Bran
￿
￿
￿
￿ ￿
ր
Our choices of models are summarized in Table 2.1. It is worth noticing that,
with the exception of the new model of transition systems with independence, each
model is well-known.
The formal relationships between models are studied in a categorical setting,
using the standard categorical tool of adjunctions. The “translations” between
models we shall consider are coreﬂections or reﬂections. These are particular kinds
of adjunctions between two categories which imply that one category is embedded,
fully and faithfully, in another.
Here we draw on the experience in recasting models for concurrency as cate-
gories, detailed, e.g., in [146]. Brieﬂy the idea is that each model (transition systems
are one such model) will be equipped with a notion of morphism, making it into a
category in which the operations of process calculi are universal constructions. The
morphisms will preserve behaviour, at the same time respecting a choice of gran-
ularity of the atomic changes in the description of processes—the morphisms are
forms of simulations. One role of the morphisms is to relate the behaviour of a con-
struction on processes to that of its components. The reﬂections and coreﬂections
provide a way to express that one model is embedded in (is more abstract than)
another, even when the two models are expressed in very diﬀerent mathematical
128terms. One adjoint will say how to embed the more abstract model in the other, the
other will abstract away from some aspect of the representation. The preservation
properties of adjoints can be used to show how a semantics in one model translates
to a semantics in another.
The picture below, in which arrows represent coreﬂections and the “backward”
arrows reﬂections (see Appendix A.1), shows the “cube” of relationships (Theo-
rem 2.7.24).
dTSI
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. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . ￿
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△
| | | | | | | | | |
∪
△
| | | | | | | | | |
∪
LES ⊳− − − − − − − − −֓ ST
It is worthwhile to remember that we call an adjunction a (generalized) re-
ﬂection of A in B, or B is said reﬂective in A, if the components of the counit are
isomorphisms. Dually, it is a (generalized) coreﬂection of B in A, or A is coreﬂective
in B, if the components of the unit are isomorphisms.
Generally speaking, the model chosen to represent a class is a canonical and uni-
versally accepted representative of that class. However, for the class of behavioural,
linear-time, noninterleaving models there does not, at present, seem to be an obvi-
ous choice of a corresponding canonical model. The choice of deterministic labelled
event structures is based, by analogy, on the observation that Hoare trace languages
may be viewed as deterministic synchronization trees, and that labelled event struc-
tures are a canonical generalization of synchronization trees within noninterleaving
models. The following picture is an example of such an event structure, together
with its domain of conﬁgurations
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Although not canonical, such a choice is certainly fair and, more important, it
is not at all compelled. In order to show this, and for the sake of completeness,
in Section 2.4, we investigate the relationship between this model and two of the
most-studied, noninterleaving generalizations of Hoare languages in the literature:
the pomsets of Pratt [114], and the traces of Mazurkiewicz [94].
Pomsets, an acronym for partial ordered multisets, are labelled partial ordered
sets. A noninterleaving representation of a system can be readily obtained by
means of pomsets simply by considering the (multiset of) labels occurring in the
run ordered by the causal dependency relation inherited from the events. The
system itself is then represented by a set of pomsets. For instance, the labelled
event structure given in the example discussed above can be represented by the
following set of pomsets.

   
    a b a b
a  
   
a
b  
 
 
a  
   
a
 
a
a    
 
b

   
   
A simple but conceptually relevant observation about pomsets is that strings can
be thought of as a particular kind of pomsets, namely those pomsets which are ﬁnite
and linearly ordered. In other words, a pomset a1 < a2 <     < an represents the
string a1a2    an. On the other side of such correspondence, we can think of (ﬁnite)
pomsets as a generalization of the notion of word (string) obtained by relaxing the
constraint which imposes that the symbols in a word be linearly ordered. This is
why in the literature pomsets have also appeared under the name partial words [38].
The analogy between pomsets and strings can be pursued to the point of deﬁning
languages of partial words, called partial languages, as preﬁx-closed—for a suitable
extension of this concept to pomsets—sets of pomsets on a given alphabet of labels.
Since our purpose is to study linear-time models, which are deterministic, we
shall consider only pomsets without autoconcurrency, i.e., pomsets such that all
the elements carrying the same label are linearly ordered. Following [131], we shall
refer to this kind of pomsets as semiwords and to the corresponding languages as
semilanguages. We shall identify a category dSL of deterministic semilanguages
equivalent to the category of deterministic labelled event structures. Although
pomsets have been studied extensively (see e.g. [114, 33, 38]), there are few previous
results about formal relationships of pomsets with other models for concurrency.
Mazurkiewicz trace languages [94] are deﬁned on an alphabet L together with a
symmetric irreﬂexive binary relation I on L, called the independence relation. The
relation I induces an equivalence on the strings of L∗ which is generated by the
simple rule
αabβ ≃ αbaβ if a I b,
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where α,β ∈ L∗ and a,b ∈ L. A trace language is simply a subset M of L∗ which
is preﬁx-closed and ≃-closed, i.e., α ∈ M and α ≃ β implies β ∈ M. It represents a
system by representing all its possible behaviours as the sequences of (occurrences
of) events it can perform. Since the independence relation can be taken to indicate
the events which are concurrent to each other, the relation ≃ does nothing but
relate runs of the systems which diﬀer only in the order in which independent
events occur.
However, Mazurkiewicz trace languages are too abstract to describe faithfully
labelled event structures. Consider for instance the labelled event structure shown
earlier. Clearly, any trace language with alphabet {a,b} able to describe such a
labelled event structure must be such that ab ≃ ba. However, it cannot be such
that aba ≃ aab. Thus, we are forced to move from the well-known model of trace
languages. We shall introduce here a new notion of generalized Mazurkiewicz trace
language, in which the independence relation is context-dependent. For instance, the
event structure shown in the above picture will be represented by a trace language
in which a is independent from b at ǫ, i.e., after the empty string, in symbols a Iǫ b,
but a is not independent from b at a, i.e., after the string a has appeared, in symbols
a  Ia b. In particular, we shall present a category GTL of generalized trace languages
which is equivalent to the category dLES of deterministic labelled event structures.
We remark that a similar idea of generalizing Mazurkiewicz trace languages has
been considered also in [50].
Summing up, Section 2.4 presents the chain of equivalences
dSL
￿ ∼ = dLES
￿ ∼ = GTL
which, besides identifying models which can replace dLES in our classiﬁcation, also
introduce interesting deterministic behavioural models for concurrency and formal-
izes their mutual relationships.
Some of the results presented here will appear also in [124, 125] and [146]. In
particular, we omit all the proofs concerning Section 2.4. They will appear in [125].
2.1 Preliminaries
In this section, we study the interleaving models. We start by brieﬂy recalling some
well-known relationships between languages, trees and transition systems [146], and
then, we study how they relate to deterministic transition systems.
Definition 2.1.1 (Labelled Transition Systems)
A labelled transition system is a structure T = (S,sI,L,Tran) where S is a set of
states; sI ∈ S is the initial state, L is a set of labels, and Tran ⊆ S × L × S is the
transition relation.
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The fact that (s,a,s′) ∈ TranT—also denoted by s
a −→ s′, when no ambiguity is
possible—indicates that the system can evolve from state s to state s′ performing an
action a. The structure of transition systems immediately suggests the right notion
of morphism: initial states must be mapped to initial states, and for every action
the ﬁrst system can perform in a given state, it must be possible for the second
system to perform the corresponding action—if any—from the corresponding state.
This guarantees that morphisms are simulations.
Definition 2.1.2 (Labelled Transition System Morphisms)
Given the labelled transition systems T0 and T1, a morphism h:T → T ′ is a pair
(σ,λ), where σ:ST0 → ST1 is a function and λ:LT0 ⇀ LT1 a partial function, such
that1
i) σ(sI
T0) = sI
T1;
ii) (s,a,s′) ∈ TranT0 implies
 
σ(s),λ(a),σ(s′)
 
∈ TranT1 if λ↓a;
σ(s) = σ(s′) otherwise.
It is immediate to see that labelled transition systems and labelled transition
system morphisms, when the obvious componentwise composition of morphisms is
considered, give a category, which will be referred to as TS.
Since we shall deal often with partial maps, we assume the standard conven-
tion that whenever a statement involves values yielded by partial functions, we
implicitily assume that they are deﬁned.
A particularly interesting class of transition systems is that of synchronization
trees, i.e., the tree-shaped transition systems.
Definition 2.1.3 (Synchronization Trees)
A synchronization tree is an acyclic, reachable transition system S such that
(s′,a,s), (s′′,b,s) ∈ TranS implies s′ = s′′ and a = b
We shall write ST to denote the full subcategory of TS consisting of synchronization
trees.
In a synchronization tree the information about the internal structure of systems
is lost, and only the information about their behaviour is mantained. In other
words, it is not anymore possible to discriminate between a system which reachs
again and again the same state, and a system which passes through a sequence
of states, as far as they are able to perform the same action. However, observe
that the nondeterminism present in a state can still be expressed in full generality.
1We use f↓x to mean that a partial function f is deﬁned on argument x.
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In this sense, synchronization trees are branching time and interleaving models of
behaviour.
A natural way of studying the behaviour of a system consists of considering
its computations as a synchronization tree, or, in other words, of “unfolding” the
transition system by decorating each state with the history of the computation
which reached it.
Definition 2.1.4 (Unfoldings of Transition Systems)
Let T be a transition system. A path π of T is ǫ, the empty path, or a sequence
t1    tn, n ≥ 1, where
i) ti ∈ TranT, i = 1,...,n;
ii) t1 = (sI
T,a1,s1) and ti = (si−1,ai,si), i = 2,...,n.
We shall write Path(T) to indicate the set of paths of T and πs to denote a generic
path leading to state s.
Deﬁne ts.st(T) to be the synchronization tree (Path(T),ǫ,LT,Tran), where
 
(t1    tn),a,(t1    tntn+1)
 
∈ Tran
⇔ tn = (sn−1,an,sn) and tn+1 = (sn,a,sn+1)
This procedure amounts to abstracting away from the internal structure of a
transition system and looking at its behaviour. It is very interesting to notice that
this simple construction is functorial and, moreover, that if forms the right adjoint
to the inclusion functor of ST in TS. In other words, the category of synchronization
trees is coreﬂective in the category of transition systems. The counit of such ad-
junction is the morphism (φ,idLT):ts.st(T) → T, where φ:Path(T) → ST is given
by φ(ǫ) = sI
T, and φ
 
(t1    tn)
 
= s if tn = (s′,a,s).
While looking at the behaviour of a system, a further step of abstraction can
be achieved forgetting also the branching structure of a tree. This leads to another
well-know model of behaviour: Hoare languages.
Definition 2.1.5 (Hoare Languages)
A Hoare language is a pair (H,L), where ∅  = H ⊆ L∗, and sa ∈ H ⇒ s ∈ H.
A partial function λ:L0 ⇀ L1 is a morphism of Hoare languages from (H0,L0)
to (H1,L1) if for each s ∈ H0 it is ˆ λ(s) ∈ H1, where ˆ λ:L∗
0 → L∗
1 is deﬁned by
ˆ λ(ǫ) = ǫ and ˆ λ(sa) =
  ˆ λ(s)λ(a) if λ↓a;
ˆ λ(s) otherwise.
These data give the category HL of Hoare languages.
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Observe that any language (H,L) can be seen as a synchronization tree just by
considering the strings of the language as states, the empty string being the initial
state, and deﬁning a transition relation where s
a −→ s′ if and only if sa = s′. Let
hl.st
 
(H,L)
 
denote such a synchronization tree.
On the contrary, given a synchronization tree S, it is immediate to see that
the strings of labels on the paths of S form a Hoare language. More formally, for
any transition system T and any path π = (sI
T,a1,s1)   (sn−1,an,sn) in Path(T),
deﬁne Act(π) to be the string a1    an ∈ L∗
T. Moreover, let Act(T) denote the set
of strings  
Act(π)
 
 
  π ∈ Path(T)
 
.
Then, the language associated to S is st.hl(S) = Act(S), and simply by deﬁning
st.hl
 
(σ,λ)
 
= λ, we obtain a functor st.hl:ST → HL. Again, this constitutes the
left adjoint to hl.st:HL → ST and given above. The situation is illustrated below,
where ֒−⊲ represents a coreﬂection and ֒−⊳ a reﬂection.
Theorem 2.1.6
HL ֒− − − − − − −⊳ ST ֒− − − − − − −⊲ TS
The existence of a (co)reﬂection from category A to B tells us that there is a
full subcategory of B which is equivalent to A (in the formal sense of equivalences
of categories). Therefore, once we have established a (co)reﬂection, it is sometime
interesting to indentify such subcategories. In the case of HL and ST such a question
is answered below.
Proposition 2.1.7 (Languages are deterministic Trees)
The full subcategory of ST consisting of those synchronization trees which are
deterministic, say dST, is equivalent to the category of Hoare languages.
2.2 Deterministic Transition Systems
Speaking informally behaviour/system and linear/branching are independent pa-
rameters, and we expect to be able to forget the branching structure of a transition
system without necessarily losing all the internal structure of the system. This leads
us to identify a class of models able to represent the internal structure of processes
without keeping track of their branching, i.e., the points at which the choices are
actually taken. A suitable model is given by deterministic transition systems.
Definition 2.2.1 (Deterministic Transition Systems)
A transition system T is deterministic if
(s,a,s′), (s,a,s′′) ∈ TranT implies s′ = s′′.
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Let dTS be the full subcategory of TS consisting of those transition systems which
are deterministic.
Consider the binary relation ≃ on the state of a transition system T deﬁned as
the least equivalence which is forward closed, i.e.,
s ≃ s′ and (s,a,u), (s′,a,u′) ∈ TranT ⇒ u ≃ u′;
and deﬁne ts.dts(T) =
 
S/≃,[sI
T]≃,LT,Tran≃
 
, where S/≃ are the equivalence
classes of ≃ and
 
[s]≃,a,[s′]≃
 
∈ Tran≃ ⇔ ∃(¯ s,a, ¯ s′) ∈ TranT with ¯ s ≃ s and ¯ s′ ≃ s′.
It is easy to see that ts.dts(TS) is a deterministic transition system. Actually,
this construction deﬁnes a functor which is left adjoint to the inclusion dTS ֒→ TS.
In the following we brieﬂy sketch the proof of this fact. Since confusion is never
possible, we shall not use diﬀerent notations for diﬀerent ≃’s.
Given a transition system morphism (σ,λ):T0 → T1, deﬁne ts.dts
 
(σ,λ)
 
to be
(¯ σ,λ), where ¯ σ:ST0/≃ → ST1/≃ is such that
¯ σ
 
[s]≃
 
= [σ(s)]≃.
Proposition 2.2.2 (ts.dts:TS → dTS is a functor)
The pair (¯ σ,λ):ts.dts(T0) → ts.dts(T1) is a transition system morphism.
Proof. First, we show that ¯ σ is well-deﬁned.
Suppose (s,a,s
′), (s,a,s
′′) ∈ TranT0. Now, if λ↑a, then σ(s
′) = σ(s) = σ(s
′′). Oth-
erwise,
 
σ(s),λ(a),σ(s
′)
 
,
 
σ(s),λ(a),σ(s
′′)
 
∈ TranT1. Therefore, in both cases,
σ(s
′) ≃ σ(s
′′). Now, since (s,a,s
′) ∈ TranT0 implies
 
σ(s),λ(a),σ(s
′)
 
∈ TranT1 or
σ(s) = σ(s
′), it easily follows that σ(≃) ⊆ ≃. It is now easy to show that (¯ σ,λ) is a
morphism.  
It follows easily from the previous proposition that ts.dts is a functor.
Clearly, for a deterministic transition system, say DT, since there are no pairs of
transitions such that (s,a,s′), (s,a,s′′) ∈ TranDT, we have that ≃ is the identity.
Thus, we can choose a candidate for the counit by considering, for any deterministic
transition system DT, the morphism (ε,id):ts.dts(DT) → DT, where ε([s]≃) = s.
Let us show it enjoys the couniversal property.
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Proposition 2.2.3 ((ε,id):ts.dts(DT) → DT is couniversal)
For any deterministic transition system DT, any transition system T and any mor-
phism (η,λ):ts.dts(T) → DT, there exists a unique morphism k in TS such that
(ε,id) ◦ ts.dts(k) = (η,λ).
ts.dts(DT) DT
ts.dts(T)
(ε,id) //
ts.dts(k)
OO
(η,λ)
 
 
 
 
 
 
 
 
 
 
 
 
 66
Proof. The morphism k must be of the form (σ,λ), for some σ. We choose σ such that
σ(s) = η([s]≃). With such a deﬁnition, it is immediate that k is a transition system
morphism. Moreover, the diagram commutes: (ε,id) ◦ ts.dts
 
(σ,λ)
 
= (ε ◦ ¯ σ,λ), and
ε
 
¯ σ([s]≃)
 
= ε([σ(s)]≃) = σ(s) = η([s]≃). To show uniqueness of k, suppose that
there is k
′ which makes the diagram commute. Necessarily, k
′ must be of the kind
(σ
′,λ). Now, since σ
′([s]≃) = [σ
′(s)]≃, in order for the diagram to commute, it must
be σ
′(s) = η([s]≃). Therefore, σ
′ = σ and k
′ = k.  
Theorem 2.2.4 (ts.dts ⊣ ←֓)
The functor ts.dts is left adjoint to the inclusion functor dTS ֒→ TS. Therefore, the
adjunction is a reﬂection.
Proof. By standard results of Category Theory (see [90, chap. IV, pg. 81]).  
Next, we present a universal construction from Hoare languages to deterministic
transition system. In particular, we show a coreﬂection HL ֒−⊲ dTS. Let (H,L) be
a language. Deﬁne hl.dts(H,L) = (H,ǫ,L,Tran), where (s,a,sa) ∈ Tran for any
sa ∈ H, which is trivially a deterministic transition system.
On the contrary, given a deterministic transition system DT, deﬁne the language
dts.hl(DT) = (Act(DT),LDT). Concerning morphisms, it is immediate to realize
that if (σ,λ):DT 0 → DT1 is a transition system morphism, then the function
λ:Act(DT0) → Act(DT1) is a morphism of Hoare languages. Therefore, deﬁning
dts.hl
 
(σ,λ)
 
= λ, we have a functor from dTS to HL.
Now, consider the language dts.hl ◦ hl.dts(H,L). It contains a string a1    an
if and only if the sequence (ǫ,a1,a1)(a1,a2,a1a2)   (a1    an−1,an,a1    an) is
in Path
 
hl.dts(T)
 
if and only if a1    an is in H. It follows immediately that
id:(H,L) → dts.hl ◦hl.dts(H,L) is a morphism of languages. We will show that id
is actually the unit of the coreﬂection.
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Proposition 2.2.5 (id:(H,L) → dts.hl ◦ hl.dts(H,L) is universal)
For any Hoare language (H,L), any deterministic transition system DT and any
morphism λ:(H,L) → dts.hl(DT), there exists a unique morphism k in dTS such
that dts.hl(k) = λ.
(H,L) dts.hl ◦ hl.dts(H,L)
dts.hl(DT)
id //
λ
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 **
dts.hl(k)
￿￿
Proof. Observe that since DT is deterministic, given a string s ∈ Act(DT), there is
exactly one state in SDT reachable from s
I
DT with a path labelled by s. We shall
use state(s) to denote such a state. Then, deﬁne k = (σ,λ):hl.dts(H,L) → DT,
where σ(s) = state(ˆ λ(s)). Since DT is deterministic and ˆ λ(s) is in Act(DT), (σ,λ) is
well-deﬁned and the rest of the proof follows easily.  
Theorem 2.2.6 (hl.dts ⊣ dts.hl)
The map hl.dts extends to a functor from HL to dTS which is left adjoint to dts.hl.
Since the unit of the adjunction is an isomorphism, the adjunction is a coreﬂection.
Observe that the construction of the deterministic transition system associated
to a language coincides exactly with the construction of the corresponding synchro-
nization tree. However, due to the diﬀerent objects in the categories, the type of
universality of the construction changes. In other words, the same construction
shows that HL is reﬂective in ST—a full subcategory of TS—and coreﬂective in
dTS—another full subcategory of TS.
Thus, we enriched the diagram at the end of the previous section and we have
a square.
Theorem 2.2.7 (The Interleaving Surface)
dTS ֒−− − − − − − − −⊳ TS
△
| | | | | | | | | |
∪
△
| | | | | | | | | |
∪
HL ֒−− − − − − − − −⊳ ST
2.3 Noninterleaving vs. Interleaving Models
Event structures [106, 143] abstract awayfrom the cyclic structure of the process and
consider only events (strictly speaking event occurrences), assumed to be the atomic
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computational steps, and the cause/eﬀect relationships between them. Thus, we
can classify event structures as behavioural, branching and noninterleaving models.
Here, we are interested in labelled event structures.
Definition 2.3.1 (Labelled Event Structures)
A labelled event structure is a structure ES = (E,#,≤,ℓ,L) consisting of a set of
events E partially ordered by ≤; a symmetric, irreﬂexive relation # ⊆ E × E, the
conﬂict relation, such that
{e′ ∈ E | e′ ≤ e} is ﬁnite for each e ∈ E,
e # e′ ≤ e′′ implies e # e′′ for each e,e′,e′′ ∈ E;
a set of labels L and a labelling function ℓ:E → L. For an event e ∈ E, deﬁne
⌊e⌋ = {e′ ∈ E | e′ ≤ e}. Moreover, we write ∨ ∨ for # ∪ {(e,e) | e ∈ EES}. These
data deﬁne a relation of concurrency on events: co = E2
ES \ (≤ ∪ ≤−1∪ #).
A labelled event structure morphism from ES0 to ES1 is a pair of partial functions
(η,λ), where η:EES0 ⇀ EES1 and λ:LES0 ⇀ LES1 are such that
i) ⌊η(e)⌋ ⊆ η(⌊e⌋),
ii) η(e) ∨ ∨ η(e′) implies e ∨ ∨ e′,
iii) λ ◦ ℓES0 = ℓES1 ◦ η, i.e., the following diagram commutes.
EES0 LES0
EES1 LES1
η
￿￿
ℓES0 //
λ
￿￿
ℓES1
//
This deﬁnes the category LES of labelled event structures.
The computational intuition behind event structures is simple: an event e can
occur when all its causes, i.e., ⌊e⌋ \ {e}, have occurred and no event which it is in
conﬂict with has already occurred. This is formalized by the following notion of
conﬁguration.
Definition 2.3.2 (Conﬁgurations)
Given a labelled event structure ES, deﬁne the conﬁgurations of ES to be those
subsets c ⊆ EES which are
Conﬂict Free: ∀e1,e2 ∈ c, not e1 # e2
Left Closed: ∀e ∈ c ∀e′ ≤ e, e′ ∈ c
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Let L(ES) denote the set of conﬁgurations of ES.
We say that e is enabled at a conﬁguration c, in symbols c ⊢ e,
(i) e  ∈ c; (ii) ⌊e⌋ \ {e} ⊆ c; (iii) e
′ ∈ EES and e
′ # e implies e
′  ∈ c.
The occurrence of e at c transforms c in the conﬁguration c′ = c ∪ {e}.
Given a ﬁnite subset c of EES, we say that a total ordering of the elements of c,
say {e1 < e2 <     < en}, is a securing for c if and only if {e1,...,ei−1} ⊢ ei, for i =
1,...,n. Clearly, c is a ﬁnite conﬁguration if and only if there exists a securing for
it. We shall write a securing for c as a string e1e2    en, where c = {e1,e2,...,en}
and ei  = ej for i  = j, and, by abuse of notation, we shall consider such strings also
conﬁgurations. Let Sec(ES) denote the set of the securings of ES.
Definition 2.3.3 (Deterministic Event Structures)
A labelled event structure ES is deterministic if and only if for any c ∈ L(ES), and
for any pair of events e,e′ ∈ EES, whenever c ⊢ e, c ⊢ e′ and ℓ(e) = ℓ(e′), then
e = e′.
This deﬁnes the category dLES as a full subcategory of LES.
In [140], it is shown that synchronization trees and labelled event structures
are related by a a coreﬂection from ST to LES. As will be clear later, this gives
us a way to see synchronization trees as an interleaving version of labelled event
structures or, vicerversa, to consider labelled event structures as a generalization
of synchronization trees to the noninterleaving case. In the following subsection,
we give a brief account of this coreﬂection.
Synchronization Trees and Labelled Event Structures
Given a tree S, deﬁne st.les(S) = (TranS,≤,#,ℓ,LS), where
• ≤ is the least partial order on TranS such that (s,a,s′) ≤ (s′,b,s′′);
• # is the least hereditary, symmetric, irreﬂexive relation on TranS such that
(s,a,s′) # (s,b,s′′);
• ℓ
 
(s,a,s′)
 
= a.
Clearly, st.les(S) is a labelled event structure. Now, by deﬁning st.les
 
(σ,λ)
 
to be (ησ,λ), where
ησ
 
(s,a,s′)
 
=
   
σ(s),λ(a),σ(s′)
 
if λ↓a
↑ otherwise,
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it is not diﬃcult to see that st.les is a functor from ST to LES.
On the contrary, for a labelled event structure ES, deﬁne les.st(ES) to be
the structure
 
Sec(ES),ǫ,LES,Tran
 
, where (s,a,se) ∈ Tran if and only if we
have s, se ∈ Sec(ES) and ℓES(e) = a. Since a transition (s,a,s′) implies that
|s| < |s′| (s is a string strictly shorter than s′), the transition system we obtain
is certainly acyclic. Moreover, by deﬁnition of securing, it is reachable. Finally,
if (s,a,se), (s′,a,s′e′) ∈ Tran and se = s′e′, then obviously s = s′ and e = e′.
Therefore, les.st(ES) is a synchronization tree.
Concerning morphisms, for (η,λ):ES0 → ES1, deﬁne les.st
 
(η,λ)
 
to be (ˆ η,λ).
This makes les.st be a functor from LES to ST.
Consider now les.st ◦ st.les(S). Observe that there is a transition
 
(sI
S,a1,s1)   (sn−1,an,sn),a,(sI
S,a1,s1)   (sn−1,an,sn)(sn,a,s)
 
in Tranles.st◦st.les(S) if and only if (sI
S,a1,s1)   (sn−1,an,sn)(sn,a,s) is a path in
S. From this fact, and since S and les.st ◦ st.les(S) are trees, it follows easily that
there is an isomorphism between the states of S and the states of les.st ◦st.les(S),
and that such an isomorphism is indeed a morphism of synchronization trees.
Theorem 2.3.4 (st.les ⊣ les.st)
For any synchronization tree S, the map (η,id):S → les.st ◦ st.les(S), where
η(sI
S) = ǫ and η(s) = (sI
S,a1,s1)   (sn,a,s), the unique path leading to s in S, is
a synchronization tree isomorphism.
Moreover,  st.les,les.st :ST ⇀ LES is an adjuction whose unit is given by the
family of isomorphisms (η,id). Thus, we have a coreﬂection of ST into LES.
Consider now a synchronization tree S in dST, i.e., a deterministic tree. From
the deﬁnition of st.les, it follows easily that st.les(S) is a deterministic event struc-
ture; on the other hand, les.st(ES) is a deterministic tree when ES is determinis-
tic. Thus, by general reason, the coreﬂection ST ֒−⊲ LES restricts to a coreﬂection
dST ֒−⊲ dLES, whence we have the following corollary.
Theorem 2.3.5 (HL ֒−⊲ dLES)
The category HL of Hoare languages is coreﬂective in the category dLES of deter-
ministic labelled event structures.
Proof. It is enough to recall that dST and HL are equivalent. Then, the result follows
by general reasons.  
To conclude this subsection, we make precise our claim of labelled event struc-
tures being a generalization of synchronization trees to the noninterleaving case.
Once the counits of the above coreﬂections have been calculated, it is not diﬃcult
to prove the following results.
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Corollary 2.3.6 (L. Event Structures = S. Trees + Concurrency)
The full subcategory of LES consisting of the labelled event structures ES such
that coES = ∅ is equivalent to ST.
The full subcategory of dLES consisting of the deterministic labelled event struc-
tures ES such that coES = ∅ is equivalent to HL.
Transition Systems with Independence
Now, on the system level we look for a way of equipping transition systems with a
notion of “concurrency” or “independence”, in the same way as LES may be seen
as adding “concurrency” to ST. Moreover, such enriched transition systems should
also represent the “system model” version of event structures. Several such models
have appeared in the literature [129, 2, 132]. Here we choose a variation of these,
the transition systems with independence.
Transition systems with independence are transition systems with an indepen-
dence relation actually carried by transitions. The novelty resides in the fact that
the notion of event becomes now a derived notion. However, four axioms are im-
posed in order to guarantee the consistency of this with the intuitive meaning of
event.
Definition 2.3.7 (Transition Systems with Independence)
A transition system with independence is a structure (S,sI,L,Tran,I), where the
quadruple (S,sI,L,Tran) is a transition system and I ⊆ Tran
2 is an irreﬂexive,
symmetric relation, such that
i) (s,a,s′) ∼ (s,a,s′′) ⇒ s′ = s′′;
ii) (s,a,s′) I (s,b,s′′) ⇒ ∃u. (s,a,s′) I (s′,b,u) and (s,b,s′′) I (s′′,a,u);
i.e.,
@
@ R
￿
￿ ￿
s
s′ s′′
a b ￿ ￿ ￿ ￿ ￿
￿
￿
￿ ⇒
@
@ R
￿
￿ ￿
@
@ R
￿
￿ ￿
s
s′ s′′
u
a b
b a
iii) (s,a,s′) I (s′,b,u) ⇒ ∃s′′ . (s,a,s′) I (s,b,s′′) and (s,b,s′′) I (s′′,a,u);
i.e.,
@
@ R
￿
￿ ￿
s
s′
u
a
b
￿
￿
￿ ￿ ￿
￿
￿
￿ ⇒
@
@ R
￿
￿ ￿
@
@ R
￿
￿ ￿
s
s′ s′′
u
a b
b a
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iv) (s,a,s′) ∼ (s′′,a,u) I (w,b,w′) ⇒ (s,a,s′) I (w,b,w′);
where ∼ is least equivalence on transitions including the relation ≺ deﬁned by
(s,a,s′) ≺ (s′′,a,u) ⇔ (s,a,s′) I (s,b,s′′) and
(s,a,s′) I (s′,b,u) and
(s,b,s′′) I (s′′,a,u). HHH H j ?
HHH H j
? ≺
s
s′
u
s′′
b
b
a
a
￿
￿
￿
Morphisms of transition systems with independence are morphisms of the underly-
ing transition systems which preserve independence, i.e., such that
(s,a,s
′) I (¯ s,b, ¯ s
′) and λ↓a, λ↓b ⇒
 
σ(s),λ(a),σ(s
′)
 
I
 
σ(¯ s),λ(b),σ(¯ s
′)
 
.
These data deﬁne the category TSI of transition systems with independence. More-
over, let dTSI denote the full subcategory of TSI consisting of transition systems
with independence whose underlying transition system is deterministic.
Thus, transition systems with independence are precisely standard transition
systems but with an additional relation expressing when one transition is indepen-
dent of another. The relation ∼, deﬁned as the reﬂexive, symmetric and transitive
closure of a relation ≺ which simply identiﬁes local “diamonds” of concurrency,
expresses when two transitions represent occurrences of the same event. Thus, the
equivalence classes [(s,a,s′)]∼ of transitions (s,a,s′) are the events of the transition
system with independence. In order to shorten notations, we shall indicate that
transitions (s,a,s′), (s,b,s′′), (s′,b,u) and (s′′,a,u) form a diamond by writing
Diam
 
(s,a,s′),(s,b,s′′),(s′,b,u),(s′′,a,u)
 
.
Concerning the axioms, property (i) states that the occurrence of an event at
a state yields a unique state; property (iv) asserts that the independence relation
respects events. Finally, conditions (ii) and (iii) describe intuitive properties of
independence: two independent events which can occur at the same state, can do
it in any order without aﬀecting the reached state.
Transition systems with independence admit TS as a coreﬂective subcategory. In
this case, the adjunction is easy. The left adjoint associates to any transition system
T the transition system with independence whose underlying transition system
is T itself and whose independence relation is empty. The right adjoint simply
forgets about the independence, mapping any transition system with independence
to its underlying transition system. From the deﬁnition of morphisms of transition
systems with independence, it follows easily that these mappings extend to functors
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which form a coreﬂection TS ֒−⊲ TSI. Moreover, such a coreﬂection trivially restricts
to a coreﬂection dTS ֒−⊲ dTSI.
So, we are led to the following diagram.
Theorem 2.3.8 (Moving along the “interleaving/noninterleaving” axis)
dTSI ⊳− − − − − − − − −֓ dTS
￿
￿
￿
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . ￿
△
| | | | | | | | | |
∪
dLES ⊳− − − − − − − − −֓ HL
￿
￿
￿
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . ￿
TSI ⊳− − − − − − − − −֓ TS
△
| | | | | | | | | |
∪
LES ⊳− − − − − − − − −֓ ST
2.4 Behavioural, Linear Time, Noninterleaving
Models
A labelled partial order on L is a triple (E,≤,ℓ), where E is a set, ≤ ⊆ E2 a partial
order relation; and ℓ:E → L is a labelling function. We say that a labelled partial
order (E,≤,ℓ) is ﬁnite if E is so.
Definition 2.4.1 (Partial Words)
A partial word on L is an isomorphism class of ﬁnite labelled partial orders, an
isomorphism of labelled partial orders being an isomorphism of the underlying
partial orders which, in addition, preserves the labelling. Given a ﬁnite labelled
partial order p we shall denote with [[p] ] the partial word which contains p. We shall
also say that p represents the partial word [[p] ].
A semiword is a partial word which does not exhibit autoconcurrency, i.e., such
that all its subsets consisting of elements carrying the same label are linearly or-
dered. This is a strong simpliﬁcation. Indeed, given a labelled partial order p
representing a semiword on L and any label a ∈ L, such hypothesis allows us to
talk unequivocally of the ﬁrst element labelled a, of the second element labelled
a, ..., the n-th element labelled a. In other words, we can represent p unequivo-
cally as a (strict) partial order whose elements are pairs in L×ω, (a,i) representing
the i-th element carrying label a. Thus, we are led to the following deﬁnition, where
for n a natural number, [n] denote the initial segment of length n of ω \ {0}, i.e.,
[n] = {1,...,n}.
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Definition 2.4.2 (Semiwords)
A (canonical representative of a) semiword on an alphabet L is a pair x = (Ax,<x)
where
• Ax =
 
a∈L
 
{a} × [nx
a]
 
, for some nx
a ∈ ω, and Ax is ﬁnite;
• <x is a transitive, irreﬂexive, binary relation on Ax such that
(a,i) <x (a,j) if and only if i < j,
where < is the usual (strict) ordering on natural numbers.
The semiword represented by x is
   
(Ax,≤,ℓ)
   
, where (a,i) ≤ (b,j) if and only
if (a,i) <x (b,j) or (a,i) = (b,j), and ℓ
 
(a,i)
 
= a. However, exploiting in full the
existence of such an easy representation, from now on, we shall make no distinction
between x and the semiword which it represents. In particular, as already stressed
in Deﬁnition 2.4.2, with abuse of language, we shall refer to x as a semiword. The
set of semiwords on L will be indicated by SW(L). The usual set of words (strings)
on L is (isomorphic to) the subset of SW(L) consisting of semiwords with total
ordering.
A standard ordering used on words is the preﬁx order ⊑, which relates α and β
if and only if α is an initial segment of β. Such idea is easily extended to semiwords
in order to deﬁne a preﬁx order ⊑ ⊆ SW(L)×SW(L). Consider x and y in SW(L).
Following the intuition, for x to be a preﬁx of y, it is necessary that the elements of
Ax are contained also in Ay with the same ordering. Moreover, since new elements
can be added in Ay only “on the top” of Ax, no element in Ay \ Ax may be less
than an element of Ax. This is formalized by saying
x ⊑ y if and only if Ax ⊆ Ay and <x = <y ∩ A2
x
and <y ∩ ((Ay \ Ax) × Ax) = ∅.
It is quickly realized that ⊑ is a partial order on SW(L) and that it coincides
with the usual preﬁx ordering on words.
Example 2.4.3 (Preﬁx Ordering)
As a few examples of the preﬁx ordering of semiwords, it is
a ⊑ a b ⊑
 
a
c  
 
 
b , and a b ⊑ a
c  
 
 
b .
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However, it is neither the case that
 
a
c  
 
 
b
⊑
a
c  
 
 
b ,
nor
a
c  
 
 
b
⊑
 
a
c  
 
 
b .
We shall use Pref (x) to denote the set {y ∈ SW(L) | y ⊏ x} of proper preﬁxes
of x. The set of maximal elements in x will be denoted by Max(x) Semiwords with
a greatest element play a key role in our development. For reasons that will be
clear later, we shall refer to them as to events.
Another important ordering is usually deﬁned on semiwords: the “smoother
than” order, which takes into account that a semiword can be extended just by
relaxing its ordering. More precisely, x is smoother than y, in symbols x   y, if x
imposes more order contraints on the elements of y. Formally,
x   y if and only if Ax = Ay and <x ⊇ <y.
It is easy to see that   ⊆ SW(L) × SW(L) is a partial order. We shall use
Smooth(x) to denote the set of smoothings of x, i.e., {y ∈ SW(L) | y   x}.
Example 2.4.4 (Smoother than Ordering)
The following few easy situations exemplify the smoother than ordering of semi-
words.
 
a
c  
   
b
 
a
c  
   
b   a b c .
On the other hand, neither
a
c  
 
 
b
 
c  
 
 
a b ,
nor
c  
 
 
a b
 
a
c  
 
 
b .
Semilanguages and Event Structures
Semilanguages are a straightforward generalization of Hoare languages to preﬁx-
closed subsets of SW(L).
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Definition 2.4.5 (SemiLanguages)
A semilanguage is a pair (SW,L), where L is an alphabet and SW is a set of
semiwords on L which is
Preﬁx closed: y ∈ SW and x ⊑ y implies x ∈ SW;
Coherent: Pref (x) ⊆ SW and |Max(x)| > 2 implies x ∈ SW.
Semilanguage (SW,L) is deterministic if
x,y ∈ SW and Smooth(x) ∩ Smooth(y)  = ∅ implies x = y.
In order to fully understand this deﬁnition, we need to appeal to the intended
meaning of semilanguages. A semiword in a semilanguage describes a (partial)
run of a system in terms of the observable properties (labels) of the events which
have occurred, together with the causal relationships which rule their interactions.
Thus, the preﬁx closedness clause captures exactly the intuitive fact that any initial
segment of a (partial) computation is itself a (partial) computation of the system.
In this view, the coherence axiom can be interpreted as follows. Suppose that
there is a semiword x whose proper preﬁxes are in the language, i.e., they are
runs of the system, and suppose that |Max(x)| > 2. This means that, given any
pair of maximal elements in x, there is a computation of the system in which the
corresponding events have both occurred. Then, in this case, the coherence axiom
asks for x to be a possible computation of the system, as well. In other words, we
can look at coherence as to the axiom which forces a set of events to be conﬂict
free if it is pairwise conﬂict free, as in [106] for prime event structures and in [94]
for proper trace languages.
To conclude our discussion about Deﬁnition 2.4.5, let us analyze the notion
of determinism. Remembering our interpretation of semiwords as runs of a sys-
tem, it is easy to understand how the existence of distinct x and y such that
Smooth(x) ∩ Smooth(y)  = ∅ would imply nondeterminism. In fact, if there were
two diﬀerent runs with a common linearization, then there would be two diﬀerent
computations exhibiting the same observable behaviour, i.e., in other words, two
non equivalent sequences of events with the same strings of labels.
Also the notion of morphism of semilanguages can be derived smoothly as an
extension of the existing one for Hoare languages.
Any λ:L0 ⇀ L1 determines a partial function ˆ λ:SW(L0) ⇀ SW(L1) which
maps x to its relabelling through λ, if this represents a semiword, and is undeﬁned
otherwise. Consider now semilanguages (SW 0,L0) and (SW 1,L1), and suppose for
x ∈ SW 0 that ˆ λ is deﬁned on x. Although one could be tempted to ask that ˆ λ(x)
be a semiword in SW 1, this would be by far too strong a requirement. In fact,
since in ˆ λ(x) the order <x is strictly preserved, morphisms would always strictly
preserve causal dependency, and this would be out of tune with the existing notion
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of morphism for event structures, in which sequential tasks can be simulated by
“more concurrent” ones. Fortunately enough, we have an easy way to ask for the
existence of a more concurrent version of ˆ λ(x) in SW 1. It consists of asking that
ˆ λ(x) be a smoothing of some semiword in SW 1.
Definition 2.4.6 (Semilanguage Morphisms)
Given the semilanguages (SW 0,L0) and (SW 1,L1), a partial function λ:L0 ⇀ L1
is a morphism λ:(SW0,L0) → (SW 1,L1) if
∀x ∈ SW 0 ˆ λ↓x and ˆ λ(x) ∈ Smooth(SW 1).
It is worth observing that, if (SW 1,L1) is deterministic, there can be at most
one semiword in SW 1, say xλ, such that ˆ λ(x) ∈ Smooth(xλ). In this case, we can
think of λ:(SW0,L0) → (SW 1,L1) as mapping x to xλ.
Example 2.4.7
Given L0 = {a,b} and L1 = {c,d}, consider the deterministic semilanguages below.
SW 0 =

 
 
∅ a b
a  
 
 
b

 
 
SW 1 =

 
 
∅ c d c d

 
 .
Then, the function λ which maps a to c and b to d is a morphism from (SW 0,L0)
to (SW 1,L1). For instance,
ˆ λ



a  
 
 
b


 =
c  
 
 
d
  c d .
Observe that the function λ′:L0 → L1 which sends both a and b to c is not a
morphism since ˆ λ applied to b < a gives c < c which is not the smoothing of
any semiword in SW 1, while λ′′:L1 → L0 which sends both c and d to a is not a
morphism from (SW 1,L1) to (SW 0,L0) since ˆ λ is undeﬁned on c d .
It can be shown that semilanguages and their morphisms, with composition
that of partial functions, form a category whose full subcategory consisting of de-
terministic semilanguages will be denoted by dSL. In the following, we shall deﬁne
translation functors between dLES and dSL.
Given a deterministic semilanguage (SW,L) deﬁne dsl.dles
 
(SW,L)
 
to be the
structure (E,≤,#,ℓ,L), where
• E =
 
e
 
 
  e ∈ SW, e is an event, i.e., e has a greatest element
 
;
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• ≤ = ⊑ ∩ E2;
• # =
 
(e,e′) ∈ E2
 
 
  e and e′ are incompatible wrt ⊑
 
;
• ℓ(e) is the label of the greatest element of e.
Theorem 2.4.8
dsl.dles
 
(SW,L)
 
is a deterministic labelled event structure.
Consider now a deterministic labelled event structure DES = (E,≤,#,ℓ,L).
Deﬁne dles.dsl(DES) to be the structure (SW,L), where
SW =
    
(c,≤ ∩ c2,ℓ|c)
     
 
  c is a ﬁnite conﬁguration of DES
 
.
Theorem 2.4.9
dles.dsl(DES) is a deterministic semilanguage.
It can be shown that dsl.dles and dles.dsl extend to functors which when com-
posed with each other yield functors naturally isomorphic to identity functors. In
other words, they form an adjoint equivalence [90, chap. III, pg. 91], i.e., an adjunc-
tion which is both a reﬂection and a coreﬂection. It is worthwhile noticing that
this implies that the mappings dsl.dles and dles.dsl constitute a bijection between
deterministic semilanguages and isomorphism classes of deterministic labelled event
structures—isomorphism being identity up to the names of events.
Theorem 2.4.10
The categories dSL and dLES are equivalent.
In fact, dropping the axiom of coherence in Deﬁnition 2.4.5 we get semilanguages
equivalent to labelled stable event structures [143].
Trace Languages and Event Structures
Generalized trace languages extend trace languages by considering an independence
relation which may vary while the computation is progressing. Of course, we need
a few axioms to guarantee the consistency of such an extension.
Definition 2.4.11 (Generalized Trace Languages)
A generalized trace language is a triple (M,I,L), where L is an alphabet, M ⊆ L∗
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is a preﬁx-closed and ≃-closed set of strings, I:M → 2L×L is a function which
associates to each s ∈ M a symmetric and irreﬂexive relation Is ⊆ L×L, such that
I is consistent: s ≃ s′ implies Is = Is′;
M is I-closed: a Is b implies sab ∈ M;
I is coherent: (i) a Is b and a Isb c and c Isa b implies a Is c;
(ii) a Is c and c Is b
implies (a Is b if and only if a Isc b);
where ≃ is the least equivalence relation on L∗ such that sabu ≃ sbau if a Is b.
As in the case of trace languages, we have an equivalence relation ≃ which
equates those strings representing the same computation. Thus, I must be con-
sistent in the sense that it must associate the same independence relation to ≃-
equivalent strings. In order to understand the last two axioms, the following picture
shows in terms of computations ordered by preﬁx the situations which those axioms
forbid. There, the dots represent computations, the labelled edges represent the
preﬁx ordering, and the dotted lines represent the computations forced in M by
the axioms.
HHH H
￿ ￿ ￿ ￿
￿ ￿ ￿ ￿
HHH H
HHH H
￿ ￿ ￿ ￿
HHH H
HHH H
￿ ￿ ￿ ￿
HHH H
￿ ￿ ￿ ￿
￿ ￿ ￿ ￿
HHH H
HHH H
￿ ￿ ￿ ￿
HHH H
￿ ￿ ￿ ￿
￿ ￿ ￿ ￿
........
. . . . .
. . . . . . . .
. . . . . . . .
. . . . .
........
. . . . . . . .
........
. . . . .
•
• •
•
 
• •
•
•
• •
 
•
• •
•
•
• •
•
•
• •
 
c
c c
c
b
a b
a b
b
a
a
c
c c
c
b
a b
a b
b
a
a
c
c c
c
b
b
b
b
a
a
a
a
(A) (B) (C)
It is easy to see that axiom (i) rules out the situation described by just the solid
lines in (A)—impossible for stable event structures, while axiom (ii) eliminates
cases (B)—which is beyond the descriptive power of general event structures [143]
and (C)—impossible for event structures with binary conﬂict. They narrow down
to those orderings of computations arising from prime event structures. It is worth-
while to observe that axiom (B) corresponds in our setting to what is called “cube
axiom” in the setting of concurrent transition systems [132].
Definition 2.4.12 (Generalized Trace Language Morphisms)
Given the generalized trace languages (M,I,L) and (M′,I′,L′), a partial function
λ:L ⇀ L′ is a morphism λ:(M,I,L) → (M′,I′,L′) if
λ preserves words: s ∈ M implies λ∗(s) ∈ M′;
λ respects independence: a Is b and λ↓a, λ↓b implies λ(a) I′
λ∗(s) λ(b);
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where λ∗ is deﬁned by λ∗(ǫ) = ǫ and λ∗(sa) =
 
λ∗(s)λ(a) if λ↓a
λ∗(s) otherwise.
Generalized trace languages and their morphisms, under the usual composition
of partial functions, form the category GTL.
A derived notion of event in generalized trace languages can be captured by the
relation ∼ deﬁned as the least equivalence such that
a Is b implies sa ∼ sba and s ≃ s′ implies sa ∼ s′a.
The events occurring in s ∈ M, denoted by Ev(s), are the ∼-classes a represen-
tative of which occurs as a non empty preﬁx of s, i.e.,
 
[u]∼
 
    u is a non empty preﬁx of s
 
.
It can be shown that s ≃ s′ if and only if Ev(s) = Ev(s′). Extending the notation,
we shall write Ev(M) to denote the events of (M,I,L), i.e., the ∼-equivalence
classes of non empty strings in M.
Now, given a generalized trace language (M,I,L) deﬁne gtl.dles
 
(M,I,L)
 
to
be the structure (Ev(M),≤,#,ℓ,L), where
• [s]∼ ≤ [s′]∼ if and only if ∀u ∈ M, [s′]∼ ∈ Ev(u) implies [s]∼ ∈ Ev(u);
• [s]∼ # [s′]∼ if and only if ∀u ∈ M, [s]∼ ∈ Ev(u) implies [s′]∼  ∈ Ev(u);
• ℓ
 
[s]∼
 
= a if and only if s = s′a.
Theorem 2.4.13
gtl.dles
 
(M,I,L)
 
is a deterministic labelled event structure.
On the other hand, in order to deﬁne a generalized trace language from a de-
terministic labelled event structure DES = (E,≤,#,ℓ,L), consider
M =
 
ℓ∗(e1    en)
 
    {e1,...,en} ⊆ E and {e1,...,ei−1} ⊢ ei, i = 1,...,n
 
.
Since DES is deterministic, any s ∈ M identiﬁes unequivocally a string of events
Sec(s) = e1    en ∈ E∗ such that {e1,...,ei−1} ⊢ ei, i = 1,...,n, and such that
ℓ∗(e1    en) = s. Now, for any s ∈ M, take
Is =
 
(a,b)
 
 
  sab ∈ M, Sec(sab) = xe0e1 and e0 co e1
 
.
Then, deﬁne (M,I,L) to be dles.gtl(DES).
1502.5. Transition Systems with Independence and Labelled Event Structures
Theorem 2.4.14
dles.gtl(DES) is a generalized trace language.
As in the case treated in the previous section, dles.gtl and gtl.dles extend to
functors between GTL and dLES which form an adjoint equivalence. Such an equiv-
alence restricts to an isomorphism of generalized trace languages and isomorphism
classes of deterministic labelled event structures.
Theorem 2.4.15
Categories GTL and dLES are equivalent.
The result extends to labelled stable event structures by dropping the ‘only if’
implication in part (ii) of the coherence axiom of Deﬁnition 2.4.11. Of course, it
follows from Theorem 2.4.10 and Theorem 2.4.15 that dSL and GTL are equivalent.
In [125], we also deﬁne direct translations between such categories.
2.5 Transition Systems with Independence and
Labelled Event Structures
In this section, we show that transition systems with independence are an extension
of labelled event structures to a system model, by showing that there exists a
coreﬂection from LES to TSI. To simplify our task, we split such a coreﬂection in
two parts. First, we deﬁne the unfolding of transition systems with independence.
To this aim, we introduce the category oTSI of occurrence transition systems with
independence. Later, we shall show that labelled event structures are coreﬂective
in oTSI, thus obtaining
LES ֒− − − − − − −⊲ oTSI ֒− − − − − − −⊲ TSI.
Definition 2.5.1 (Occurrence Transition Systems with Independence)
An occurrence transition system with independence is a transition system with in-
dependence OTI = (S,sI,L,Tran,I) which is reachable, acyclic and such that
(s′,a,u)  = (s′′,b,u) ∈ Tran implies
∃s. (s,b,s′) I (s,a,s′′) and (s,b,s′) I (s′,a,u)
and (s,a,s′′) I (s′′,b,u),
or, in other words, (s′,a,u) and (s′′,b,u) form the bottom of a concurrency diamond
Diam
 
(s,a,s′′),(s,b,s′)(s′′,b,u),(s′,a,u)
 
.
Let oTSI denote the full subcategory of TSI whose objects are occurrence transition
systems with independence.
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Given a transition system with independence TI, deﬁne ≃ ⊆ Path(TI)2 to be
the least equivalence relation such that
πs(s,a,s′)(s′,b,u)πv ≃ πs(s,b,s′′)(s′′,a,u)πv
if Diam
 
(s,a,s′),(s,b,s′′)(s′,b,u),(s′′,a,u)
 
.
Lemma 2.5.2
Given an occurrence transition system with independence OTI, let u be a state
and πu, π′
u paths leading to it. Then πu ≃ π′
u.
Proof. By induction on the minimum length among those of πu and π
′
u.
If |πu| = |π
′
u| = 0, then πu = ǫ = π
′
u.
Suppose that πu = πs′(s
′,a,u), π
′
u = πs′′(s
′′,b,u) and suppose that |πs′| ≤ |πs′′|.
Then, necessarily, it must be
Diam
 
(s,a,s
′′),(s,b,s
′),(s
′,a,u),(s
′′,b,u)
 
,
for some s ∈ SOTI.
Since OTI is reachable, there exists a path π0 = πs(s,b,s
′). Since the length of πs′ is
n−1, we have that min{|π0|,|πs′|} ≤ n−1. So, we can apply the induction hypothesis
and conclude that πs′ ≃ π0. From the deﬁnition of ≃, it follows that π0 has length
n − 1. Thus, π1 = πs(s,a,s
′′) has length n − 1 and, by induction, π1 ≃ πs′′. So,
πu = πs′(s
′,a,u) ≃ πs(s,b,s
′)(s
′,a,u) ≃ πs(s,a,s
′′)(s
′′,b,u) ≃ πs′′(s
′′,b,u) = π
′
u.  
Such a lemma has the following corollary.
Corollary 2.5.3
All the paths leading to the same state of an occurrence transition system with
independence have the same length.
It is now easy to prove the following basic properties.
Corollary 2.5.4
Occurrence transition systems with independence do not contain inﬁnite sequences
of transitions ending in a state.
Proof. Suppose that OTI admits an inﬁnite chain of the kind s0
a1 ←− s1
a2 ←− s2
a3 ←−    .
Since OTI is reachable, there exists a path πs0 in Path(OTI). Let us suppose that
|πs0| = n. Then consider the ﬁrst n + 1 elements of the chain s0
a1 ←− s1    
an ←− sn.
Then, there exists a path πsn which when composed with sn
an −→    
a0 −→ s0 gives a
path π
′
s0 whose length is greater than n. This contradicts Lemma 2.5.2.  
The same technique used in the last proof shows the following corollary.
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Corollary 2.5.5
Any pair of sequences of transitions leading from state s to state s′ of OTI have
the same length.
Proof. If there where s
a1 −→    
an −→ s
′ and s
b1 −→    
bm −→ s
′ with n  = m, since s is
reachable, we would have two paths leading to s
′ of diﬀerent length.  
Corollary 2.5.6
Any pair of sequences leading from state ¯ s to state ¯ s′ of OTI contain the same
number of representatives from any ∼-equivalence class.
Proof. First suppose that ¯ s is the initial state s
I
OTI. Then the sequences are two paths
leading to the same state and therefore, by Lemma 2.5.2, they are ≃-equivalent. In
the case πs(s,a,s
′)(s
′,b,u)π¯ s′ ≃ πs(s,b,s
′′)(s
′′,a,u)π¯ s′, the result is immediate, since
(s,a,s
′) ∼ (s
′′,a,u) and (s,b,s
′′) ∼ (s
′,b,u). In the general case, the result follows by
applying transitively the previous argument.
Now, consider two sequences from a generic ¯ s to ¯ s
′, say σ¯ s→¯ s′ and σ
′
¯ s→¯ s′. If there were
a ∼-class whose elements occur a diﬀerent number of times in σ¯ s→¯ s′ and σ
′
¯ s→¯ s′, then
the same would happen for the paths πsσ¯ s→¯ s′ and πsσ
′
¯ s→¯ s′, and that would contradict
what we have just shown in the ﬁrst part of this proof.  
Corollary 2.5.7
If (s,a,s′) and (s,b,s′) are transitions of OTI, then a = b.
Proof. Since πs(s,a,s
′) ≃ πs(s,b,s
′), it must be (s,a,s
′) ∼ (s,b,s
′) and so a = b.  
Some other interesting results which do not depend directly from Lemma 2.5.2
follow.
Lemma 2.5.8
For any (s′,a,u)  = (s′′,a,u) ∈ TranOTI, it is (s′,a,u)  ∼ (s′′,a,u).
Proof. Suppose that (s
′,a,u) ∼ (s
′′,a,u). Since s
′  = s
′′, by deﬁnition of occurrence
transition system with independence, there exist a state s and transitions (s,a,s
′) and
(s,a,s
′′) which form a diamond. Then, (s,a,s
′) ∼ (s
′′,a,u) ∼ (s
′,a,u) ∼ (s,a,s
′′),
and therefore, by axiom (i) in Deﬁnition 2.3.7, s
′ = s
′′. Absurd.  
Corollary 2.5.9
Given (s′,a,u)  = (s′′,b,u) ∈ TranOTI, there exist unique s, (s,b,s′) and (s,a,s′′)
such that Diam
 
(s,b,s′),(s,a,s′′),(s′,a,u),(s′′,b,u)
 
.
Proof. Suppose that Diam
 
(¯ s,b,s
′),(¯ s,a,s
′′),(s
′,a,u),(s
′′,b,u)
 
for s  = ¯ s. Then we
have (s,a,s
′′) ∼ (s
′,a,u) ∼ (¯ s,a,s
′′), contradicting the previous lemma. Absurd.  
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Summing up, these results tell us that occurrence transition systems with in-
dependence are particularly well structured. In particular, they imply that in an
occurrence transition system with independence each diamond of concurrency is
not degenerate, i.e., it consists of four distinct states.
The next step is to show that in a path of an occurrence transition system with
independence at most one representative of a ∼-class may appear. Given a path π
and an equivalence class [(s,a,s′)]∼, let N
 
π,[(s,a,s′)]∼
 
be the number of repre-
sentatives of [(s,a,s′)]∼ occurring in π. Of course, we know from Corollary 2.5.6
that such a number depends on π only by means of the state it reaches. Therefore,
we shall write simply N
 
x,[(s,a,s′)]∼
 
, for x ∈ SOTI. Moreover, let s
a ←→ s′
stand for s
a −→ s′ or s
a ←− s′. Then we have the following result.
Lemma 2.5.10
Consider a sequence of states σ = s0
a1 ←→ s1
a2 ←→ s2    
an ←→ sn. Then
N
 
sn,[(s,a,s′)]∼
 
= N
 
s0,[(s,a,s′)]∼
 
+
 
 
 
 
(si,ai+1,si+1) | (si,ai+1,si+1) ∼ (s,a,s′)
  
 
 
−
   
 
 
(si+1,ai+1,si) | (si+1,ai+1,si) ∼ (s,a,s′)
    
 .
Proof. By induction on n, the length of σ. For n = 0, σ is empty and the thesis is
trivially true. Suppose then that the thesis holds for sequences of length n−1. There
are two cases: sn−1
an −→ sn or sn
an −→ sn−1.
@
@ @ R ￿
￿ ￿ ￿ ￿
￿ ￿ ￿
￿
￿ ￿ ￿
...... ......
• •
• •
s0
sn−1
sn
a1
an
(case sn−1
an −→ sn.)
If (sn−1,an,sn)  ∼ (s,a,s
′) then
N
 
sn,[(s,a,s
′)]∼
 
=
N
 
sn−1,[(s,a,s
′)]∼
 
,
and since nothing is added to or sub-
tracted from the right hand term,
the equality holds. If otherwise (sn−1,an,sn) ∼ (s,a,s
′), then
N
 
sn,[(s,a,s
′)]∼
 
= N
 
sn−1,[(s,a,s
′)]∼
 
+ 1,
and the equality stays since 1 is added also to the righthand term. So, the induction
hypothesis is mantained.
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@
@ @ R
￿
￿ ￿ ￿
￿
￿ ￿ ￿
￿
￿ ￿ ￿
...... ......
• •
• •
s0
sn−1
sn
a1
an
(case sn
an −→ sn−1.)
Again, if (sn−1,an,sn)  ∼ (s,a,s
′)
the terms on both the sides of the
equation are unchanged considering
the n-th transition, and the result
holds by induction. Otherwise if
(sn−1,an,sn) ∼ (s,a,s
′), then N
 
sn,[(s,a,s
′)]∼
 
= N
 
sn−1,[(s,a,s
′)]∼
 
− 1. This
time 1 is subtracted from the right hand term, and therefore the induction hypothesis
is mantained.  
Then, we have the following important corollary.
Corollary 2.5.11
Given a path π ∈ Path(OTI), at most one representative of any ∼-equivalence class
can occur in π.
Proof. Suppose that (s,a,s
′) ∼ (¯ s,a, ¯ s
′) occur both in π. By deﬁnition of ∼, it must
exist a sequence σ =
 
s = s0
a0 ←→    
an ←→ sn = ¯ s
 
, as shown it the following ﬁgure.
PP P q
PP P q
PP P q
PP P q ￿ ￿ ￿ )
￿ ￿ ￿ ) ￿ ￿ ￿ )
￿ ￿ ￿ ) PP P q
PP P q
PP P q
PP P q
?
?
?
?
?
?
?
?
?
?
. . . . .
. . . . . . .
. . . . .
. . .
. . . . .
s
s
′
s1
si−1
si
si+1
sk−1
sk
sk+1
sn−1
¯ s
′
¯ s
•
•
•
•
•
•
•
•
≺
≺ ≻
≻ ≺
≺
a
a
a
a
a
a
a
a
a
a
Without loss of generality, we can assume π = π
′(s,a,s
′)σ
′(¯ s,a, ¯ s
′)σ
′′, i.e., that
(s,a,s
′) occurs before than (¯ s,a, ¯ s
′). Now, since (s,a,s
′) appears in π after state
s, we have
N
 
s,[(s,a,s
′)]∼
 
< N
 
¯ s,[(s,a,s
′)]∼
 
.
By the previous lemma, we have that in σ at least a representative of [(s,a,s
′)]∼ must
occur “positively”, say (sk,ak+1,sk+1) ∼ (s,a,s
′). Therefore, we have a diamond
Diam
 
(sk,ak+1,sk+1),(sk,a, ¯ sk),(sk+1,a, ¯ sk+1),(¯ sk,ak+1, ¯ sk+1)
 
where, for the properties already shown, it must be sk  = ¯ sk. This is absurd, because
(sk,ak+1,sk+1) ∼ (sk,a, ¯ sk) breaks axiom (i) of transition systems with independence.
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Figure 2.1: A transition system with independence TI and tsi.otsi(TI).
Unfolding Transition Systems with Independence
Given a transition system with independence TI = (S,sI,L,Tran,I), we deﬁne
tsi.otsi(TI) =
 
Π≃,[ǫ]≃,L,Tran≃,I≃
 
, where
• Π≃ is the quotient of Path(TI) modulo ≃;
•
 
[π]≃,a,[π′]≃
 
∈ Tran≃ ⇔ ∃(s,a,s′) ∈ Tran such that π′ ≃ π(s,a,s′);
•
 
[π]≃,a,[π′]≃
 
I≃
 
[¯ π]≃,b,[¯ π′]≃
 
⇔
∃(s,a,s′),(¯ s,b, ¯ s′) ∈ Tran such that
(s,a,s′) I (¯ s,b, ¯ s′), π′ ≃ π(s,a,s′), and ¯ π′ ≃ ¯ π(¯ s,b, ¯ s′).
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Proposition 2.5.12
The transition system tsi.otsi(TI) is an occurrence transition system with inde-
pendence.
Proof. We show only the condition in Deﬁnition 2.5.1 of occurrence transition systems
with independence. Suppose that
 
[π
′]≃,b,[π]≃
 
 =
 
[π
′′]≃,a,[π]≃
 
. Then, we have
π ≃ π
′(s
′,b,u) ≃ π
′′(s
′′,a,u) with π
′  = π
′′. By deﬁnition of ≃, it must exist ¯ π such
that π
′(s
′,b,u) ≃ ¯ π(s,a,s
′)(s
′,b,u) and π
′′(s
′′,a,u) ≃ ¯ π(s,b,s
′′)(s
′′,a,u). Moreover,
it must be ¯ π(s,a,s
′) ≃ π
′ and ¯ π(s,b,s
′′) ≃ π
′′. Therefore,
 
[¯ π]≃,a,[¯ π(s,a,s
′)]≃
 
and
 
[¯ π]≃,b,[¯ π(s,b,s
′′)]≃
 
close the diamond.  
Figure 2.1 shows a simple example of unfolding of a transition system with
independence. Next, we want to show that tsi.otsi extends to a functor for TSI to
oTSI which is right adjoint to the inclusion functor oTSI ֒→ TSI. As a candidate for
the counit of such an adjunction, consider the mapping (σε,id):tsi.otsi(TI) → TI
where
σε(ǫ) = sI
TI and σε
 
[πs]≃
 
= s.
By Lemma 2.5.2, we know that σε is well-deﬁned. Then, it is not diﬃcult to see
that (σε,id) is a morphism of transition systems with independence.
Proposition 2.5.13 ((σε,id):tsi.otsi(TI) → TI is couniversal)
For any occurrence transition system with independence OTI, transition system
with independence TI and morphism (σ,λ):OTI → TI, there exists a unique
k:OTI → tsi.otsi(TI) in oTSI such that (σε,id) ◦ k = (σ,λ).
tsi.otsi(TI) TI
OTI
(σε,id) //
k
OO
(σ,λ)
 
 
 
 
 
 
 
 
 
 
 
 
 
 66
Proof. Clearly, in order for the diagram to commute, k must be of the form (¯ σ,λ).
Consider the map ¯ σ(s) = [σλ(πs)]≃, where σλ:Path(OTI) → Path(TI) is given by
σλ(ǫ) = ǫ; σλ
 
πs(s,a,s
′)
 
=
 
σλ(πs)
 
σ(s),λ(a),σ(s
′)
 
if λ↓a
σλ(πs) otherwise.
This deﬁnition is well-given: ﬁxed s, let πs and πs′ be two paths leading to s. Then,
since OTI is an occurrence transition system with independence, it is πs ≃ πs′, and
since (σ,λ) is a morphism, it is σλ(πs) ≃ σλ(πs′). In order to show this last statement,
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it is enough to prove that
πs(s,a,s
′)(s
′,b,u)πv ≃ πs(s,b,s
′′)(s
′′,a,u)πv
⇒ σλ(πs)σλ
 
(s,a,s
′)(s
′,b,u)
 
σλ(πv)
≃ σλ(πs)σλ
 
(s,b,s
′′)(s
′′,a,u)
 
σλ(πv).
There are four cases:
i) λ↑a, λ↑b: then σλ
 
(s,a,s
′)(s
′,b,u)
 
= ǫ = σλ
 
(s,b,s
′′)(s
′′,a,u)
 
and the thesis
follows easily.
ii) λ↓a, λ↑b: then
σλ
 
(s,a,s
′)(s
′,b,u)
 
=
 
σ(s),λ(a),σ(s
′)
 
=
 
σ(s
′′),λ(a),σ(u)
 
= σλ
 
(s,b,s
′′)(s
′′,a,u)
 
and again the thesis follows.
iii) λ↑a, λ↓b: as for the previous point.
iv) λ↓a, λ↓b: then the thesis follows directly from the deﬁnition of morphism, since
it is Diam
 
(s,a,s
′)(s,b,s
′′)(s
′,b,u)(s
′′,a,u)
 
and in this case diamonds are pre-
served.
Let us show that (¯ σ,λ) is indeed a morphism of occurrence transition systems with
independence.
i) ¯ σ(s
I
OTI) = [ǫ]≃.
ii) Consider (s,a,s
′) ∈ TranOTI, and suppose λ↓a. Since OTI is reachable, we
have πs(s,a,s
′) ∈ Path(OTI), and σλ(πs)
 
σ(s),λ(a),σ(s
′)
 
in Path(TI). Thus,
 
[σλ(πs)]≃,λ(a),[σλ(πs(s,a,s
′))]≃
 
∈ Tran≃, i.e.,
 
¯ σ(s),λ(a), ¯ σ(s
′)
 
∈ Tran≃.
iii) If (s,a,s
′) IOTI (¯ s,b, ¯ s
′),
 
σ(s),λ(a),σ(s
′)
 
ITI
 
σ(¯ s),λ(b),σ(¯ s
′)
 
, and reason-
ing as before, we get
 
¯ σ(s),λ(a), ¯ σ(s
′)
 
I≃
 
¯ σ(¯ s),λ(b), ¯ σ(¯ s
′)
 
.
In order to show that the diagram commutes, it is enough to observe that each s is
mapped to a ≃-class of paths leading to σ(s). Therefore, σε◦¯ σ(s) = σ(s). The uniquess
of (¯ σ,λ) is easily obtained following the same argument. In fact, the behaviour of ¯ σ
is compelled on any s: s
I
OTI must be mapped to [ǫ]≃, while a generic s must mapped
to a ≃-equivalence class of paths leading to σ(s). But we know that there is a unique
such class.  
Corollary 2.5.14
The construction tsi.otsi extends to a functor from TSI to oTSI which is right
adjoint to the inclusion oTSI ֒→ TSI.
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It will be useful later to notice that this coreﬂection cuts down to a coreﬂections
doTSI ֒−⊲ dTSI, where doTSI is the full subcategory of oTSI consisting of determin-
istic transition systems. In order to achieve this result, it is clearly enough to show
that tsi.otsi maps objects from dTSI to doTSI.
Proposition 2.5.15
If TI is deterministic, then tsi.otsi(TI) is deterministic.
Proof. Suppose that
 
[π]≃,a,[π
′]≃
 
and
 
[π]≃,a,[π
′′]≃
 
are in Tran≃. Then, it must
be π
′ ≃ πs(s,a,s
′) and π
′′ ≃ πs(s,a,s
′′), for (s,a,s
′), (s,a,s
′′) ∈ Tran. Then we have
s
′ = s
′′ and so π
′ ≃ π
′′.  
Occurrence TSI’s and Labelled Event Structures
In this subsection we complete the construction of the coreﬂections LES ֒−⊲ TSI
and dLES ֒−⊲ dTSI by showing the existence of coreﬂections LES ֒−⊲ oTSI and
dLES ֒−⊲ doTSI.
Consider a labelled event structure ES = (E,≤,#,ℓ,L). Deﬁne les.otsi(ES) to
be the transition system with independence of the ﬁnite conﬁgurations of ES, i.e.,
les.otsi(ES) =
 
LF(ES),∅,L,Tran,I
 
,
where
• LF(ES) is the set of ﬁnite conﬁguration of ES;
• (c,a,c′) ∈ Tran if and only if c = c′ \ {e} and ℓ(e) = a;
• (c,a,c′) I (¯ c,b,¯ c′) if and only if (c′ \ c) co (¯ c′ \ ¯ c).
By deﬁnition, les.otsi(ES) is clearly an acyclic, reachable transition system.
Moreover, I ⊆ Tran
2 is symmetric and irreﬂexive, since co is such. In order to
show that it is an occurrence transition system with independence, it is important
the following characterization of the relation ∼.
Lemma 2.5.16
Given (c,a,c′) and (¯ c,a,¯ c′) ∈ Tran, we have (c,a,c′) ∼ (¯ c,a,¯ c′) ∈ Tran if and only
if (c′ \ c) = (¯ c′ \ ¯ c).
Proof. (⇒). It is enough to show that
Diam
 
(c,a,c
′),(c,b,¯ c),(c
′,b,¯ c
′),(¯ c,a,¯ c
′)
 
implies (c
′ \ c) = (¯ c
′ \ ¯ c).
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Since (c,a,c
′) I (c,b,¯ c), we have (c
′ \c) co (¯ c\c). Let the event in ¯ c
′ \c
′ be e
′′ and the
one in ¯ c
′ \ ¯ c be e
′′′. We have c ∪ {e} ∪ {e
′′} = ¯ c
′ = c ∪ {e
′′′} ∪ {e
′}. Thus, it must be
(e = e
′′′ and e
′′ = e
′) or (e = e
′ and e
′′′ = e
′′).
Now, since e co e
′, it cannot be e = e
′ and we must discard the second hypothesis.
Therefore, e = e
′′′, i.e., (c
′ \ c) = (¯ c
′ \ ¯ c) (and necessarily (¯ c \ c) = (¯ c
′ \ c
′)).
(⇐). First suppose c ⊆ ¯ c. Since then event e in (c
′ \ c) = (¯ c
′ \ ¯ c) is enabled both
in c and ¯ c, it means that for any ¯ e ∈ (¯ c \ c) we have ¯ e co e. Moreover, we can order
the events in ¯ c \ c in a chain ¯ e0     ¯ en in a such a way that c ∪ {¯ e0,..., ¯ ei−1} ⊢ ¯ ei, for
i = 0,...,n. To this aim, it is enough to choose at each step i one of the maximal
events in (¯ c \ c) \ {¯ e0,..., ¯ ei−1} with respect to the ≤ES order.
Now, since ¯ ei co e, for each i = 0,...,n there exists a diamond
c ∪ {¯ e0,..., ¯ ei−1}
c ∪ {¯ e0,..., ¯ ei−1} ∪ {e} c ∪ {¯ e0,..., ¯ ei}
c ∪ {¯ e0,..., ¯ ei} ∪ {e}
a
uu
 
 
 
 
 
 
 
 
 
 
 
 
 
b
 
 
 
 
 
 
 
 
 
 
 ((
b
 
 
 
 
 
 
 
 
 
 
 
 
 ))
a
vv
 
 
 
 
 
 
 
 
 
 
 
Then, for i = 0,...,n we have
 
c ∪ {¯ e0,..., ¯ ei−1},a,c ∪ {¯ e0,..., ¯ ei−1} ∪ {e}
 
≺
 
c ∪ {¯ e0,..., ¯ ei},a,c ∪ {¯ e0,..., ¯ ei} ∪ {e}
 
,
i.e., (c,a,c
′) ∼ (¯ c,a,¯ c
′). To complete the proof, consider ¯ c ∩ c. Necessarily, it enables
e. So, we have that
 
(¯ c∩c),a,(¯ c∩c)∪{e}
 
∈ Tran. Since (¯ c∩c) ⊆ ¯ c and (¯ c∩c) ⊆ c,
we have (c,a,c
′) ∼
 
(¯ c ∩ c),a,(¯ c ∩ c) ∪ {e}
 
∼ (¯ c,a,¯ c
′).  
It is now easy to show the following proposition.
Proposition 2.5.17
The transition system les.otsi(ES) is an occurrence transition system with inde-
pendence.
Proof. We verify just the property of occurrence transition systems with independence.
Suppose that (c
′,b,c)  = (c
′′,a,c) ∈ Tran. Then, we have c = c
′ ∪ {e
′} = c
′′ ∪ {e
′′}.
Since c
′  = c
′′, it must be e
′  = e
′′. Moreover, it is e
′
 
# e
′′, since both events appear
in c. It cannot be e
′ < e
′′ nor e
′′ < e
′, because otherwise either c
′ or c
′′ would not
be a conﬁguration. So, it is e
′ co e
′′. It follows that ¯ c = c
′ \ {e
′} = c
′′ \ {e
′′} is a
conﬁguration such that Diam
 
(¯ c,a,c
′),(¯ c,b,c
′′),(c
′,b,c),(c
′′,a,c)
 
.  
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Figure 2.2: An occurrence transition system OTI and otsi.les(OTI).
Let us deﬁne the opposite transformation from oTSI to LES. For an occurrence
transition system with independenceOTI = (S,sI,L,Tran,I), deﬁne otsi.les(OTI)
to be the structure (Tran∼,≤,#,ℓ,L), where
• Tran∼ is the set of the ∼-equivalence classes of Tran;
• [(s,a,s′)]∼ < [(¯ s,b,¯ s′)]∼ if and only if
∀π(¯ s,b,¯ s′) ∈ Path(OTI) with (¯ s,b,¯ s′) ∼ (¯ s,b, ¯ s′),
∃(s,a,s′) ∼ (s,a,s′) such that (s,a,s′) ∈ π,
and ≤ is the reﬂexive closure of <;
• [(s,a,s′)]∼ # [(¯ s,b, ¯ s′)]∼ if and only if
∀π ∈ Path(OTI),
∀(¯ s,b,¯ s′) ∼ (¯ s,b,¯ s′) and ∀(s,a,s′) ∼ (s,a,s′)
(s,a,s′) ∈ π ⇒ (¯ s,a,¯ s′)  ∈ π;
• ℓ
 
[(s,a,s′)]∼
 
= a;
and we write (s,a,s′) ∈ π to mean that (s,a,s′) occurs in the path π. Of course,
otsi.les(OTI) is a labelled event structure. Figure 2.2 shows an example of the
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labelled event structure associated to an occurrence transition system with inde-
pendence.
Next, we need to extend otsi.les to a functor. Given (σ,λ):OTI 0 → OTI 1,
deﬁne otsi.les
 
(σ,λ)
 
= (ησ,λ), where
ησ
 
[(s,a,s′)]∼
 
=
    
σ(s),λ(a),σ(s′)
  
∼
if λ↓a
↑ otherwise.
In the proof of Proposition 2.5.13, it has been shown implicitly that (s,a,s′) ≺
(¯ s,a, ¯ s′) and λ↓a implies
 
σ(s),λ(a),σ(s′)
 
∼
 
σ(¯ s),λ(a),σ(¯ s′)
 
. Then ησ is well-
given.
Proposition 2.5.18
Given a transition system with independence morphism (σ,λ):OTI 0 → OTI 1,
otsi.les
 
(σ,λ)
 
:otsi.les(OTI 0) → otsi.les(OTI 1) is a labelled event structure mor-
phism.
Proof. We show the properties of labelled event structure morphisms.
i) ⌊ησ(e)⌋ ⊆ ησ(⌊e⌋).
Consider e =
  
σ(s),λ(a),σ(s
′)
  
∼
in otsi.les(OTI 1) and [(¯ s,b, ¯ s
′)]∼ ≤ e. Since
OTI 1 is reachable there is a path πσ(s)
 
σ(s),λ(a),σ(s
′)
 
, where πσ(s) necessarily
contains (¯ s,b, ¯ s
′) ∼ (¯ s,b, ¯ s
′), and there exists a path πs(s,a,s
′) ∈ Path(OTI 0) whose
image through (σ,λ) is πσ(s)
 
σ(s),λ(a),σ(s
′)
 
. Then, we must have a transition
(x,c,y) ∈ πs such that
 
σ(x),λ(c),σ(y)
 
=
 
¯ s,b, ¯ s
′
 
. Clearly, we have that
ησ
 
[(x,c,y)]∼
 
= [(¯ s,b, ¯ s
′)]∼. Thus, we need to show that
[(x,c,y)]∼ < [(s,a,s
′)]∼.
Consider (s
′′,a,s
′′′) ∼ (s,a,s
′). Since λ↓a, it is
 
σ(s
′′),λ(a),σ(s
′′′)
 
∈ TranOTI 1, and
since (σ,λ) is a morphism,
 
σ(s
′′),λ(a),σ(s
′′′)
 
∼
 
σ(s),λ(a),σ(s
′)
 
. It follows that
for each path πσ(s′′)
 
σ(s
′′),λ(a),σ(s
′′′)
 
there exists (¯ s
′′,b, ¯ s
′′′) ∼ (¯ s,b, ¯ s
′) occurring in
πσ(s′′). Therefore, there exists a path πs′′(s
′′,a,s
′′′) such that there is (x
′,d,y
′) ∈ πs′′
and
 
σ(x
′),λ(d),σ(y
′)
 
= (¯ s
′′,b, ¯ s
′′′) ∼ (¯ s,b, ¯ s
′). Now, since by the properties of
occurrence transition systems with independence in any other path πs′′′ it must exist
a transition ∼-equivalent to (x
′,d,y
′), it is enough to show that
(x
′,d,y
′) ∼ (x,c,y).
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First observe that, since
 
σ(x
′),λ(d),σ(y
′)
 
∼
 
σ(x),λ(c),σ(y)
 
, no more than one
element of [(x
′,d,y
′)]∼ ∪[(x,c,y)]∼ can appear on the same path. In fact, since such a
path would be mapped to a path of OTI 1, we would have a path of OTI 1 with more
than one occurrence of elements from
  
σ(x),λ(c),σ(y)
  
∼
.
?
. . . . . .
?
?
?
?
?
. . . . . .
)
. . . . . . . . q
........
HH j ￿ ￿ ￿
.....
. . . . .
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x
y
s
s
′
•
s
I
∼
•
•
x
′
y
′
s
′′′
s
′′
a
d
Now suppose (x
′,d,y
′)  ∼ (x,c,y). Then we are in the situation illustrated by the
ﬁgure. Necessarily, it must exist
(¯ x,c, ¯ y) ∼ (x,c,y)
which occurs “backward” in the sequence
s ↔ s1 ↔    sn ↔ s
′′.
This is because the path from s
I
OTI 0 to
s
′′ cannot contain any representative of
[(x,c,y)]∼.
So suppose that si+1 = ¯ x
c −→ ¯ y = si.
?
. . . . . . ?
. . . . . .
)
. . . . . . . . q
........
￿ ￿ ￿
￿ ￿ ￿
?
. . . .
?
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. . . . .
. . . . .
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? ?
? ?
?
?
?
a
c
x
y
s
s
′ a
si
•
c
si+1
s
I
c
′
¯ ¯ y
¯ ¯ s
¯ ¯ x
a
x
′
y
′
s
′′′
s
′′
a
d
Now consider a path πsi+1, and consider πsi+1(si+1,a,¯ ¯ s), where (si+1,a,¯ ¯ s) ∼ (s,a,s
′).
The situation is illustrated by the ﬁgure on the side. Since πsi+1(si+1,a,¯ ¯ s) is a
path whose image ends with a element of
the class
  
σ(s),λ(a),σ(s
′)
  
∼
, namely,
 
σ(si+1),λ(a),σ(¯ ¯ s)
 
, it follows that πsi+1
contains a transition ¯ ¯ x
c′
−→ ¯ ¯ y such that
 
σ(¯ ¯ x),λ(c
′),σ(¯ ¯ y)
 
= (¯ ¯ s,b,¯ ¯ s
′) ∼ (¯ s,b, ¯ s
′).
Now consider the path
πsi+1(si+1,c,si) = πsi+1(¯ x,c, ¯ y).
Clearly, its image through (σ,λ) contains  
σ(¯ ¯ x),λ(c
′),σ(¯ ¯ y)
 
= (¯ ¯ s,b,¯ ¯ s
′) ∼ (¯ s,b, ¯ s
′)
and, in addition, also
 
σ(¯ x),λ(c),σ(¯ y)
 
∼
 
σ(x),λ(c),σ(y)
 
∼ (¯ s,b, ¯ s
′) ∼ (¯ s,b, ¯ s
′),
where (¯ ¯ s,b,¯ ¯ s
′)  = (¯ s,b, ¯ s
′). This is absurd, because no such path can exist in OTI 1.
It follows that (x,c,y) ∼ (x
′,d,y
′).
ii) ησ(e) ∨ ∨ ησ(e
′) ⇒ e ∨ ∨ e
′.
Observe that if ησ(e) = ησ(e
′) or ησ(e) # ησ(e
′), then no more than one element from
e = [(s,a,s
′)]∼ ∪ [(¯ s,b, ¯ s
′)]∼ = e
′ may occur in the same path. This is because, in
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such a case, there would be a path in OTI 1 in which more than one representative of
the same class or two representatives of conﬂicting classes would appear in the same
path. From such considerations, it follows that it can be neither e < e
′ nor e
′ < e nor
e co e
′. The only possible cases are, therefore, e = e
′ or e # e
′.
iii) λ(ℓOTI 0(e)) = ℓOTI 1(ησ(e)). Immediate.  
It is very easy now to show the following.
Corollary 2.5.19
The map otsi.les is a functor from oTSI to LES.
Before showing that otsi.les and les.otsi form a coreﬂection, we take the oppor-
tunity to show some general results about transition systems with independence,
which are more general than strictly needed. However, they will be useful later on.
Lemma 2.5.20
Whenever [(s,a,s′)]∼ co [(¯ s,b, ¯ s′)]∼, then (s,a,s′) I (¯ s,b, ¯ s′).
Proof. By hypothesis [(s,a,s
′)]∼
 
# [(¯ s,b, ¯ s
′)]∼ and [(s,a,s
′)]∼  ⋚ [(¯ s,b, ¯ s
′)]∼. From the
ﬁrst hypothesis, it must exist a path which includes representatives of both classes, say
πs(s,a,s
′)π¯ s(¯ s,b, ¯ s
′). Then, from the second condition, it must exist a path which con-
tains a representative of [(¯ s,b, ¯ s
′)]∼ but no representative of [(s,a,s
′)]∼, say π¯ s(¯ s,b, ¯ s
′).
?
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@ @ R
￿
. . . . . q
.......
?
. . . . . .
- ......
- ......
?
. . . . . .
?
¯ s
′
¯ s
s
I
si
•
a
a
s
s
′
¯ s
¯ s
′
b
b
si+1
Now, since no representative of [(s,a,s
′)]∼ is in π¯ s,
by Lemma 2.5.10, there is a sequence
¯ s ↔ s1 ↔     ↔ sn ↔ ¯ s
such that there exists (si+1,a,si) ∼ (s,a,s
′), as
illustrated in the ﬁgure. So,
(s,a,s
′) ∼ (si+1,a,si) I (¯ s,b, ¯ s
′) ∼ (¯ s,b, ¯ s
′),
which implies, by the property (iv) of transition
systems with independence in Deﬁnition 2.3.7,
(s,a,s
′) I (¯ s,b, ¯ s
′).  
Lemma 2.5.21
Suppose that there is a path πs(s,a,s′)π¯ s(¯ s,b,¯ s′) ∈ Path(OTI) and that, for each
(x,a,y) ∈ π¯ s we have [(x,a,y)]∼ co [(¯ s,b, ¯ s′)]∼. Then there exists a transition
(s′,b,s′′) ∈ TranOTI such that (s′,b,s′′) ∼ (¯ s,b,¯ s′).
Proof. By induction on the length of π¯ s. If such a length is zero, then there is nothing
to show. Otherwise, we have πs(s,a,s
′)π¯ ¯ s(¯ ¯ s,c, ¯ s)(¯ s,b, ¯ s
′), where
[(¯ ¯ s,c, ¯ s)]∼ co [(¯ s,b, ¯ s
′)]∼.
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So, by the previous lemma, we have (¯ ¯ s,c, ¯ s) I (¯ s,b, ¯ s
′), that, by the
general properties of transition systems with independence, must
be part of a diamond of concurrency, as shown in the ﬁgure. There-
fore, there exists (¯ ¯ s,b, ¯ s) ∼ (¯ s,b, ¯ s
′) and thus, we have a path
πs(s,a,s
′)π¯ ¯ s(¯ ¯ s,b, ¯ s), where π¯ ¯ s is strictly shorter than π¯ s. Then, by
inductive hypothesis, there exists a transition (s
′,b,s
′′) such that
(s
′,b,s
′′) ∼ (¯ ¯ s,b, ¯ s) ∼ (¯ s,b, ¯ s
′), which is the thesis.  
Lemma 2.5.22
Consider a path πs ∈ Path(OTI) and a class [t]∼ such that
i) for each t′ in πs, it is [t′]∼
 
# [t]∼;
ii) for each t′ in πs, we have [t′]∼  = [t]∼.
Then, there exists πsπs′(s′,a,s′′) ∈ Path(OTI) with (s′,a,s′′) ∼ t.
Proof. By induction on the depth of s, i.e., the length of πs.
S S w
?
/
. . . . . .
?
. . . . . .
?
s
I
a
•
¯ s b
s ¯ s
′
¯ s
′′
a
If πs = ǫ, the thesis is trivial, since OTI is reachable. Then, suppose
we have πs = π¯ s(¯ s,b,s). By induction hypothesis, there exists a
path π¯ sπ¯ s′(¯ s
′,a, ¯ s
′′), with (¯ s
′,a, ¯ s
′′) ∼ t. From the previous lemma,
we can assume that π¯ s′ does not contain any transition whose class
is concurrent with [t]∼. In fact, such transitions can be pushed after
the representative of [t]∼. It follows that π¯ s′ contains only elements
t
′ such that [t
′]∼ ≤ [t]∼.
￿
￿ ￿
￿
￿ ￿
￿
. . . . . .
?
￿
￿ ￿
¯ s=s0
a1 b
s1
s
sn−2
an−1
¯ s
′=sn−1 an
¯ s
′′=sn
Now, if the ﬁrst transition of π¯ s′ is (¯ s,b,s), we are done. Otherwise, we have the
situation shown in the picture on the side, i.e.,
a chain
s0
a1 −→ s1
a2 −→    
an−1 −→ sn−1
an −→ sn,
where s0 = ¯ s, sn−1 = ¯ s
′, sn = ¯ s
′′, an = a and
s = si, for i = 1,...,n.
Since [(si−1,ai,si)]∼ ≤ [t]∼ for i = 1,...,n,
and [(¯ s,b,s)]∼  = [t]∼ and [(¯ s,b,s)]∼
 
# [t]∼,
we have that [(¯ s,b,s)]∼
 
# [(si−1,ai,si)]∼ for
i = 1,...,n.
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In other words, we have (¯ s,b,s) I (si−1,ai,si),
for i = 1,...,n. It follows that we can complete
the picture as shown in the picture and con-
struct a sequence of diamonds of concurrency.
So, we have a path
πs(s,a1, ¯ s1)   (¯ sn−1,an, ¯ sn),
where (¯ sn−1,an, ¯ sn) ∼ (¯ s
′,a, ¯ s
′′) ∼ t, i.e., a
path πsπs′(s
′,a,s
′′) as required.  
Lemma 2.5.23
Consider a path πs ∈ Path(OTI) and a class [t]∼ such that
i) for each t′ in πs, it is [t′]∼
 
# [t]∼ and [t′]∼  = [t]∼,
ii) for each [t′]∼ < [t]∼, there exists a representative of [t′]∼ in πs.
Then, there exists (s,a,s′) ∈ TranOTI with (s,a,s′) ∼ t.
Proof. By the previous lemma, we ﬁnd πsπ¯ s′(¯ s
′,a,¯ s
′′) with (¯ s
′,a, ¯ s
′′) ∼ t. Now,
consider an element t
′ ∈ π¯ s′. We have [t
′]∼  ≤ [t]∼, because otherwise another rep-
resentative of [t
′]∼ would be in πs and, by Corollary 2.5.6, this is impossible. More-
over, [t]∼  ≤ [t
′]∼, because in the path πsπ¯ s′(¯ s
′,a, ¯ s
′′) transition t
′ occurs before than
(¯ s
′,a, ¯ s
′′); and it is [t
′]∼
 
# [t]∼ because in πsπ¯ s′(¯ s
′,a, ¯ s
′′) both t
′ and (¯ s
′,a, ¯ s
′′) occur.
It follows that [t
′]∼ co [t]∼.
Therefore, by applying Lemma 2.5.21, we ﬁnd (s,a,s
′) ∼ (¯ s
′,a, ¯ s
′′) ∼ t.  
Next, we show that there is a one-to-one correspondence between the states of
OTI and the ﬁnite conﬁgurations of otsi.les(OTI), or, in other words, states of
les.otsi ◦ otsi.les(OTI).
Consider the map C:SOTI → LF
 
otsi.les(OTI)
 
given by the correspondence
s  →
 
[t]∼
 
 
  t ∈ πs, πs ∈ Path(OTI)
 
. We already know that any path leading to
s contains the same equivalence classes, thus C is well-deﬁned.
Lemma 2.5.24
For s ∈ SOTI, the set C(s) is a ﬁnite conﬁguration of otsi.les(OTI).
Proof. C(s) is clearly ﬁnite. Moreover, it is conﬂict free, since all its elements have a
representative belonging to the same class. Finally, if [t
′]∼ ≤ [t]∼ for some [t]∼ in C(s),
there exists ¯ t ∼ t in πs and, thus, we ﬁnd ¯ t
′ ∼ t
′ in πs. Thus, [t
′]∼ ∈ C(s).  
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Let c be a ﬁnite conﬁguration of otsi.les(OTI) and let ς = [t0]∼[t1]∼    [tn]∼
be a securing for c. Then, there is a unique path πς = (s0,a1,s1)   (sn−1,an,sn)
such that sI
OTI = s0, sn = s and [(si−1,ai,si)]∼ = [ti]∼, for i = 1,...,n. The
existence of πς is a consequence of the previous Lemma 2.5.23. It can be obtained
as follows.
• (s0,a1,s1) is the unique element in [t0]∼ whose source state is sI
OTI. It exists,
by Lemma 2.5.23, since ⌊[t0]∼⌋ = ∅, and it is unique because of property (iv)
of Deﬁnition 2.3.7 of transition systems with independence.
• Inductively, (si−1,ai,si) is the unique element in [ti]∼ whose source state is
si−1. Again, it exists because (s0,a1,s1)   (si−2,an,si−1) and [ti]∼ satisfy
the conditions of Lemma 2.5.23 and it is unique by deﬁnition of transition
systems with independence.
It is important to observe that, although the actual path πς strictly depends on
ς, the ﬁnal state reached does not.
Lemma 2.5.25
Let c be a ﬁnite conﬁguration of otsi.les(OTI) and let ς = [t0]∼    [tn]∼ and
ς′ = [t′
0]∼    [t′
n]∼ be two securings for c. Then the paths πς and πς′ obtained
as illustrated above reach the same state.
Proof. It is enough to show that πς ≃ πς′. To this aim, we work by induction on the
minimal number n of “swappings” of adjacent elements in ς
′ needed to transform it
in ς. Observe that such a number exists and is ﬁnite since ς and ς
′ are securing of
the same conﬁguration, and, as such, they are just diﬀerent permutations of the same
elements.
￿ ￿ / S S w
S S w ￿ ￿ /
?
. . . . . .
?
. . . . . .
?
?
•
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•
• •
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•
≺
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′
0]∼
[t
′
i]∼ [t
′
i+1]∼
[t
′
i+1]∼ [t
′
i]∼
[t
′
n]∼
If n = 0, then πς = πς′, since the sequences are uniquely de-
termined by the securing. Suppose now that we need n + 1
swappings and that we proved the thesis for the case of n swap-
pings. Suppose that we must swap [t
′
i]∼ and [t
′
i+1]∼. So we
get ς
′′ = [t
′
0]∼    [t
′
i−1]∼[t
′
i+1]∼[t
′
i]∼[t
′
i+2]∼    [t
′
n]∼. Now, ob-
serve that [t
′
i+1]∼ must occur in ς before than [t
′
i]∼, otherwise
we would have a shorter sequence of swappings to transform ς
′
in ς just by avoiding the swapping of [t
′
i]∼ and [t
′
i+1]∼. It fol-
lows that [t
′
i]∼  < [t
′
i+1]∼, i.e., ς
′′ is a securing of c. Moreover,
[t
′
i]∼ co [t
′
i+1]∼. Therefore, we have πς′′ ≃ πς′. Now, ς
′′ can be
transformed in ς with n swappings, and therefore, by induction
hypothesis, πς′′ ≃ πς. So, we conclude πς ≃ πς′.  
Therefore, we can deﬁne a map S:LF(otsi.les(OTI)) → SOTI by saying that
c  → s, where s is the state reached by a path πς for a securing ς of c. Now, we can
see that C is a set isomorphism with inverse S.
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Lemma 2.5.26
S = C−1.
Proof. Consider C(s) = {[t]∼ | t ∈ πs} and consider the sequence ς = [t0]∼    [tn]∼
such that πs = t0    tn. This is clearly a securing of C(s), whose associated path πς
is πs itself. This is because of the uniqueness of πς as shown earlier. So, we have
S(C(s)) = s.
On the other hand, suppose S(c) = s. Among the paths leading to s, consider πς,
where ς = [t0]∼    [tn]∼ is any securing of c. Then, we may use πς to calculate
C(S(c)) = {[t]∼ | t ∈ πς} = {[ti]∼ | i = 0,...,n} = c.  
It is worthwhile to observe that C and S give rise to morphisms of transition
systems which are each other’s inverse. First observe that S(∅) = sI
OTI, since the
unique path associated with the unique securing of the empty conﬁguration, is the
empty path. Moreover, C(sI
OTI) = ∅, since the unique path leading to sI
OTI in
OTI is the empty path. Moreover, we have the following easy lemma.
Lemma 2.5.27
Let OTI be a transition system with independence. Then
i) If (s,a,s′) is a transition of OTI, then
 
C(s),a,C(s′)
 
is a transition of
les.otsi ◦ otsi.les(OTI).
ii) If (c,a,c′) is a transition of les.otsi ◦otsi.les(OTI),
 
S(c),a,S(c′)
 
is a tran-
sition of OTI.
This means that (C,id) from OTI to les.otsi ◦ otsi.les(OTI) and (S,id) from
les.otsi ◦ otsi.les(OTI) to OTI are morphisms of transition systems. Moreover,
(S,id) = (C,id)−1. Recall that (c,a,c′) I (¯ c,b,¯ c′) implies, by deﬁnition of les.otsi,
that (c′ \ c) = [t]∼ co [¯ t]∼ = (¯ c′ \ ¯ c). From the previous Lemma 2.5.27 we therefore
have that
[t]∼ =
  
S(c),a,S(c′)
  
∼
co
  
S(¯ c),b,S(¯ c′)
  
∼
= [¯ t]∼
and then, from Lemma 2.5.20,
 
S(c),a,S(c′)
 
I
 
S(¯ c),b,S(¯ c′)
 
. In other words,
we have proved the following.
Proposition 2.5.28
(S,id) is a transition system with independence morphism.
However, (C,id) is not a morphism in TSI. It follows that (S,id), in general,
is not an isomorphism of transition systems with independence. Consider now the
property:
t I t′ ⇒ ∃s. (s,a,s′) ∼ t and (s,b,s′′) ∼ t′. (E)
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Proposition 2.5.29
OTI enjoys property (E) if and only if (C,id) is a morphism of transition systems
with independence.
Proof. (⇒). It is enough to show that (C,id) preserves independence. Suppose
(s,a,s
′) I (¯ s,b, ¯ s
′). By condition (E), there exists
(s,a,s
′) ∼ (s,a,s
′) I (s,b,s
′′) ∼ (¯ s,b,¯ s
′),
and therefore, we have Diam
 
(s,a,s
′),(s,b,s
′′),(s
′,b,u),(s
′′,a,u)
 
. So, we have that
[(s,a,s
′)]∼ co [(¯ s,b, ¯ s
′)]∼. From Lemma 2.5.27, we have C(s
′) = C(s) ∪
 
[(s,a,s
′)]∼
 
and C(¯ s
′) = C(¯ s) ∪
 
[(¯ s,b, ¯ s
′)]∼
 
. Therefore,
 
C(s),a,C(s
′)
 
I
 
C(¯ s),b,C(¯ s
′)
 
.
(⇐). Suppose that (C,id) preserves independence. Then (s,a,s
′) I (¯ s,b, ¯ s
′) implies  
C(s),a,C(s
′)
 
I
 
C(¯ s),b,C(¯ s
′)
 
, that is [(s,a,s
′)]∼ co [(¯ s,b, ¯ s
′)]∼. Then, by re-
peated applications of Lemma 2.5.23, we can ﬁnd a path πs(s,a,s
′)(s
′,b,u) such that
(s,a,s,
′ ) ∼ (s,a,s
′) I (s
′,b,u) ∼ (¯ s,b, ¯ s,
′ ). Then, by property (iii) of transition sys-
tem with independence, there exists s
′′ and (s,b,s
′′) ∼ (s
′,b,u) ∼ (¯ s,b, ¯ s
′), i.e., OTI
enjoys property (E).  
The next step is to deﬁne, for each labelled event structure ES a morphism
(η,id):ES → otsi.les ◦ les.otsi(ES) as a candidate for the unit of the adjunction.
Let us consider η such that
η(e) =
  
c,a,c ∪ {e}
  
∼
.
We have already shown in Lemma 2.5.16 that (c,a,c′) ∼ (¯ c,a,¯ c′) if and only if
(c′ \ c) = (¯ c′ \ ¯ c). It follows immediately that η is well-deﬁned and is injective.
Moreover, since any transition of les.otsi(ES), say (c,a,c′), is associated with an
event of ES, namely, c′\c, we have that η is also surjective. In fact, it can be shown
that (η,id) is an isomorphism of labelled event structures whose inverse is (¯ η,id),
where ¯ η:[(c,a,c′)]∼  → (c′ \ c).
Proposition 2.5.30 ((η,id):ES → otsi.les ◦ les.otsi(ES) is universal)
For any labelled event structure ES, any occurrence transition system with inde-
pendence OTI and any morphism (¯ η,λ):ES → otsi.les(OTI), there exists a unique
k in oTSI such that otsi.les(k) ◦ (η,id) = (¯ η,λ).
ES otsi.les ◦ les.otsi(ES)
otsi.les(OTI)
(η,id) //
(¯ η,λ)
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 ))
otsi.les(k)
￿￿
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Proof. Let us deﬁne k:les.otsi(ES) → OTI. Clearly, in order to make the diagram
commute, k must be of the form (σ,λ), for some σ. Let us consider σ:c  → S(¯ η(c)),
i.e.,
(σ,λ) = (S,id) ◦ (¯ η,λ):les.otsi(ES) → les.otsi(otsi.les(OTI)) → OTI.
Then, we have immediately that σ is well-deﬁned and that (σ,λ) is a transition system
with independence morphism.
Now, we show that the diagram commutes. We verify that ησ ◦ η = ηS ◦ η¯ η ◦ η = ¯ η.
Consider e ∈ EES and let a be ℓ(e). If λ↑a, then ¯ η↑a and η¯ η↑a and, therefore, both
sides of the above equality are undeﬁned. Suppose otherwise that λ↓a. We have
e
η
 →
 
(c,a,c ∪ {e})
 
∼
η¯ η
 →
  
¯ η(c),λ(a), ¯ η(c) ∪ {¯ η(e)}
  
∼
ηS  →
  
S(¯ η(c)),λ(a),S(¯ η(c) ∪ {¯ η(e)})
  
∼
=
  
σ(c),λ(a),σ(c ∪ {e})
  
∼
.
Observe that
 
¯ η(c),λ(a), ¯ η(c)∪{¯ η(e)}
 
belongs to les.otsi ◦otsi.les(OTI) and is asso-
ciated with the event ¯ η(e) of otsi.les(OTI). Then, from Lemma 2.5.27, we have that   
S(¯ η(c)),λ(a),S(¯ η(c) ∪ {¯ η(e)})
  
∼
= ¯ η(e).
The last step to prove the universality of (η,id) is to show that k is the unique transi-
tion system with independence morphism from les.otsi(ES) to OTI which makes the
diagram commute. Let us suppose that there is k
′ which does so. It must necessarily
be k
′ = (σ
′,λ). Observe from the ﬁrst part of the proof that in order for the diagram to
commute, it must be ησ′
  
(c,a,c ∪{e})
 
∼
 
=
  
σ
′(c),λ(a),σ
′(c∪{e})
  
∼
= ¯ η(e) =
  
σ(c),λ(a),σ(c ∪ {e})
  
∼
, for any e such that λ↓ℓ(e). Now, it is easy to show by
induction on the cardinality of c, that σ
′ = σ.  
Therefore, we have the following corollary.
Corollary 2.5.31 (les.otsi ⊣ otsi.les)
The map les.otsi extends to a functor from LES to oTSI which is left adjoint to
otsi.les. Since the unit of the adjunction is an isomorphism, the adjunction is a
coreﬂection.
Next, we show that (S,id) is the counit of this coreﬂection. Actually, the task
is fairly easy now: by general results in Category Theory [90, chap. IV, pg. 81], the
counit of an adjunction can be determined through the unit as the unique morphism
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ε:otsi.les ◦ les.otsi(OTI) → OTI which makes the following diagram commute.
otsi.les(OTI) otsi.les ◦ les.otsi ◦ otsi.les(OTI)
otsi.les(OTI)
(η,id) //
(id,id)
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 ((
otsi.les(ε)
￿￿
However, in the proof of Proposition 2.5.30, we have identiﬁed a general way to
ﬁnd ǫ. From it we obtain ǫ = (S,id) ◦ (id,id), which is (S,id).
The results we have shown earlier about (S,id) make it easy to identify the
full subcategory of oTSI and, therefore, of TSI which is equivalent to LES, i.e., the
category of those transition systems with independence which are (representations
of) labelled event structures. Such a result gives yet another characterization of
(the ﬁnite elements of) coherent, ﬁnitary, prime algebraic domains. Moreover, this
axiomatization is given only in terms of conditions on the structure of transition
systems.
By general results in Category Theory [90, chap. IV, pg. 91], an equivalence of
categories is an adjunction whose unit and counit are both isomorphisms, i.e., which
is both a reﬂection and a coreﬂection. Then, Proposition 2.5.29 gives us a candidate
for the category of occurrence transition system with independence equivalent to
LES: we consider oTSIE, the full subcategory of oTSI consisting of those occurrence
transition systems with independence satisfying condition (E). To obtain the result,
it is enough to verify that les.otsi:LES → oTSI actually lands in oTSIE. In fact,
this guarantees that the adjunction  les.otsi,otsi.les :LES ⇀ oTSI restricts to an
adjunction LES ⇀ oTSIE whose unit and counit are again, respectively, (η,id) and
(S,id), which are isomorphisms. It follows then, that oTSIE ∼ = LES.
Proposition 2.5.32
The occurrence transition system with independence les.otsi(ES) satisﬁes condi-
tion (E).
Proof. Suppose (c,a,c
′) I (¯ c,b,¯ c
′) and let (c
′ \ c) = {e} and (¯ c
′ \ ¯ c) = {¯ e}. Then,
we must necessarily have e co ¯ e. It follows that c = (⌊e⌋ \ {e}) ∪ (⌊¯ e⌋ \ {¯ e}) is a
ﬁnite conﬁguration of ES which enables both e and ¯ e. Then, in les.otsi(ES) we have
(c,a,c
′) ∼ (c,a,c ∪ {e}) I (c,b,c ∪ {¯ e}) ∼ (¯ c,b,¯ c
′).  
Thus we have the following.
Corollary 2.5.33
The categories LES and oTSIE are equivalent.
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We can interpret such a result as a demonstration of the claim that transition
systems with independence are a generalization of labelled event structures to a
model system. However, there is point a which is worth raising. The fact that
just unfolding transition systems to their occurrence version does not suﬃce to
get a category equivalent to LES, shows that the independence relation on tran-
sitions is not exactly a concurrency relation. As an intuitive explanation of this
phenomenon, it is very easy to think of a transition system with independence in
which independent transitions never occur in the same path, i.e., intuitively, they
are in conﬂict. In the light of such observation, condition (E) can be seen exactly as
the condition which guarantees that independence is concurrency. It is then that
the simple unfolding of transition systems with independence yields the category
oTSIE equivalent to LES.
Next, we brieﬂy see that the coreﬂection LES ֒−⊲ oTSI cuts down to a coreﬂection
dLES ֒−⊲ doTSI, which composes with the coreﬂection given earlier in this section to
give a coreﬂection dLES ֒−⊲ dTSI. As a consequence, we have that dLES ∼ = doTSIE.
These results are shown by the following proposition.
Proposition 2.5.34
If ES is deterministic, then les.otsi(ES) is deterministic. If OTI is deterministic,
then otsi.les(OTI) is deterministic.
Proof. If (c,a,c ∪ {e}) and (c,b,c ∪ {¯ e}) are transitions of les.otsi(ES), then c ⊢ e and
c ⊢ ¯ e and then a  = b.
If c ⊢ [(s,a,s
′)]∼ and c ⊢ [(¯ s,b, ¯ s
′)]∼, we can clearly assume that c is ﬁnite. Then,  
c,a,c ∪ {[(s,a,s
′)]∼}
 
,
 
c,b,c ∪ {[(¯ s,b, ¯ s
′)]∼}
 
are in les.otsi ◦ otsi.les(OTI) and,
therefore,
 
S(c),a,S(c ∪ {[(s,a,s
′)]∼})
 
,
 
S(c),b,S(c ∪ {[(¯ s,b, ¯ s
′)]∼})
 
are in OTI.
Then a  = b.  
These results are summarized in the following theorem.
Theorem 2.5.35 (Moving along the “behaviour/system” axis)
dTSI ⊳− − − − − − − − −֓ dTS
￿
￿
￿
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . ￿
△
| | | | | | | | | |
∪
△
| | | | | | | | | |
∪
dLES ⊳− − − − − − − − −֓ HL
￿
￿
￿
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . ￿
TSI ⊳− − − − − − − − −֓ TS
△
| | | | | | | | | |
∪
△
| | | | | | | | | |
∪
LES ⊳− − − − − − − − −֓ ST
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2.6 Deterministic Transition Systems with Inde-
pendence
Now, we consider the relationship between dTSI and TSI, looking for a generalization
of the reﬂection dTS ֒−⊳ TS. Of course, the question to be answered is whether a
left adjoint for the inclusion functor dTSI ֒→ TSI exists or not. This is actually a
complicated issue and for a long while we could not see the answer. However, we
can now answer it positively!
Thinking about the issue, at a ﬁrst sight, one could be tempted to reﬁne the
construction given in Section 2.2 case of transition systems by deﬁning a suitable
independence relation on the deterministic transition system obtained in that way.
However, this simple minded approach would not work, since, in general, no inde-
pendence relation yields a transition system with independence. Let us see what
happens with the following example.
Example 2.6.1
Consider the transition system T in the following ﬁgure together with its deter-
ministic version ts.dts(T).
s′
s
u
s′′
b
a
c
a
￿ ￿
￿ -
? ?
?
Z
Z ~
￿ ￿ ￿ - ?
[s]≃
ts.dts
[u]≃
[s′]≃
b
a
c
Now, suppose that T carries the structure of a transition system with indepen-
dence, i.e., an independence relation I on its transitions, and suppose further that
(s,a,s′′) I (s′,b,u). Observe now that, in order to establish the reﬂection at the
level of transition systems with independence, since the unit would be a morphism
from the original transition system to the deterministic one, the independence rela-
tion must be preserved by the construction of the deterministic transition system.
Thus, whatever the independence relation on the deterministic transition sys-
tem is, it must be ([s]≃,a,[s′]≃) I ([s′]≃,b,[u]≃). Then, the transition system we
obtain cannot be a transition system with independence, since axiom (iii) of Deﬁ-
nition 2.3.7 of transition systems with independence fails. However, in the rest of
this section, we will show that it is always possible to “complete” the determin-
istic transition system obtained by ts.dts in order to make it a transition system
with independence. Moreover, such a completion will be “universal”, so that it will
give the reﬂection we are seeking. In the case of the transition system above, the
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resulting transition system is shown below.
@
@
@ @ R ?
@
@
@ R ?
￿ ￿
￿ - x [s′]≃
[s]≃
≺
a
c
[u]≃
a
b
b
Observe that it may also not be possible to deﬁne I to be irreﬂexive. Of course,
this happens when there is a diamond of concurrency whose transitions carry the
same label. It is easy to understand that, in this case, the only way to cope with
those transitions is by eliminating them. In other words, autoconcurrency, i.e.,
concurrency between events carrying the same label, add a further level of diﬃculty
to the problem.
Therefore, our task is to complete a deterministic transition system DT whose
transitions carry a relation I, paying particular attention to autoconcurrency, to
construct the “minimal” deterministic transition system with independence which
contains DT and I, i.e., make DT into a deterministic transition system with
independence by adding as few new states and transitions as possible.
Definition 2.6.2 (Pre-Transition Systems with Independence)
A pre-transition system with independence is a transition system together with a
binary and symmetric relation I on its transitions.
A morphism of pre-transition systems with independence is a transition system
morphism which, in addition, preserve the relation I.
Let pTSI denote the category of pre-transition systems with independence.
Given sets S and L, consider triples of the kind (X,≡,I), where X ⊆ S   L∗ =
{sα | s ∈ S and α ∈ L∗}, and ≡ and I are binary relations on X. On such triples,
the following closure properties can be considered.
(Cl1) x ≡ z and za ∈ X implies xa ∈ X and xa ≡ za;
(Cl2) x ≡ z and za I yc implies xa I yc;
(Cl3) xab ≡ xba and xa I xb or xa I xab implies
xa I yc ⇔ xba I yc.
We say that (X,≡,I) is suitable if ≡ is an equivalence relation, I is a symmetric
relation and it enjoys properties (Cl1), (Cl2) and (Cl3). Suitable triples are meant
to represent deterministic (pre) transition systems with independence, the elements
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in X representing both states and transitions. Namely, xa represents the state
reached from (the state corresponding to) x with an a-labelled transition, and that
transition itself. Thus, equivalence ≡ relate paths which lead to the same state
and relation I expresses independence of transitions. With this understanding,
(Cl1) means that from any state there is at most one a-transition, while (Cl2) says
that I acts on transitions rather than on their representation. Finally, (Cl3)—
the analogous of axiom (iv) of transition systems with independence—tells that
transitions on the opposite edges of a diamond behave the same with respect to I.
For x ∈ S   L∗ and a ∈ L, let x↾a denote the pruning of x with respect to a.
Formally,
s↾a = s and (xb)↾a =
 
x↾a if a = b
(x↾a)b otherwise
Of course, (x↾a)↾b = (x↾b)↾a and thus it is possibile to use unambiguously x↾A
for A ⊆ L. Given X ⊆ S  L∗, we use X↾A to denote the set {x↾A | x ∈ X} and for
a binary relation R on X R↾A will be {(x↾A,y↾A) | (x,y) ∈ R}.
For a transition system with independence TI = (S,sI,L,Tran,I), we deﬁne
the sequence a triples (Si,≡i,Ii), for i ∈ ω, inductively as follows. For i = 0,
(S0,≡0,I0) is the least (with respect to componentwise set inclusion) suitable triple
such that
S ∪
 
sa
 
 
  (s,a,u) ∈ Tran
 
⊆ S0;
 
(sa,u)
 
 
  (s,a,u) ∈ Tran
 
⊆ ≡0;
and  
(sa,s
′b)
 
 
  (s,a,u) I (s
′,b,u
′)
 
⊆ I0;
and, for i > 0, (Si,≡i,Ii) is the least suitable triple such that
(ℑ) Si−1↾Ai−1 ⊆ Si; ≡i−1↾Ai−1 ⊆ ≡i; (Ii−1 \ TAi−1)↾Ai−1 ⊆ Ii;
(D1) xa, xb ∈ Si−1↾Ai−1 and xa (Ii−1 \TAi−1)↾Ai−1 xb
implies xab, xba ∈ Si and xab ≡i xba;
(D2) xa, xab ∈ Si−1↾Ai−1 and xa (Ii−1 \TAi−1)↾Ai−1 xab
implies xb, xba ∈ Si and xab ≡i xba;
where Ai = {a ∈ L | xa Ii xa} and TAi = {(xa,yb) ∈ Ii | a ∈ Ai or b ∈ Ai}.
The inductive step extends a triple towards a transition system with indepen-
dence by means of the rules (D1) and (D2), whose intuitive meaning is clearly that
of closing possibly incomplete diamonds. The process could create autoindependent
transitions which must be eliminated. This is done by (ℑ) which drops them and
adjusts ≡i and Ii.
A simple inspection of the rules shows that if a ∈ Ai, then it will never appear
again in the sequence. Thus, if x is removed from Si, it will not be reintroduced,
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and the same applies to the pairs in ≡i and Ii. Then, it is easy to identify the limit
of the sequence as
 
Sω =
 
i∈ω
 
j≥i
Sj, ≡ω =
 
i∈ω
 
j≥i
≡j, Iω =
 
i∈ω
 
j≥i
Ij
 
.
Proposition 2.6.3
The triple (Sω,≡ω,Iω) is suitable. Moreover, Iω is irreﬂexive.
The following proposition gives an alternative characterization of (Sω,≡ω,Iω)
which will be useful later on. In the following let Aω denote
 
i∈ω Ai and let TAω
be
 
i∈ω TAi.
Proposition 2.6.4
(Sω,≡ω,Iω) =
  
i∈ω
(Si↾Aω),
 
i∈ω
(≡i↾Aω),
 
i∈ω
((Ii \ TAω)↾Aω)
 
.
Proof. If x ∈ Sω then there exists i such that x ∈ Sj for any j ≥ i. It follows easily that
x↾Aj = x for any j ∈ ω and then x = x↾Aω ∈ Si↾Aω. On the other hand, suppose
that x = ¯ x↾Aω, with ¯ x ∈ Si. Since ¯ x is a (ﬁnite) string, it must exist k such that
¯ x↾(
 
j=i,...,k−1 Aj) = x. Then x ∈ Sk, and for any j ≥ k, since x↾Aj = x, x ∈ Sj.
Thus, x ∈ Sω.
If (x,y) ∈ ≡j for any j ≥ i, then x,y ∈ Sj for any j ≥ i and, reasoning as before,
x↾Aω = x and y↾Aω = y. Thus, (x,y) = (x↾Aω,y↾Aω) ∈ ≡i↾Aω. If instead (x,y) =
(¯ x↾Aω, ¯ y↾Aω) ∈ ≡i↾Aω, then there exists k such that ¯ x↾(
 
j=i,...,k−1 Aj) = x and
¯ y↾(
 
j=i,...,k−1 Aj) = y. It follows easily that (x,y) ∈ ≡i↾(
 
j=i,...,k−1 Aj) ⊆ ≡k, and
then, for any j ≥ k, (x,y) ∈ ≡j, i.e., (x,y) ∈ ≡ω.
Finally, if (xa,yb) ∈ Ij for any j ≥ i, a,b  ∈ Aω and then (xa,yb) ∈ Ii \ TAω,
whence it follows (xa,yb) = (xa↾Aω,yb↾Aω) ∈ (Ii \ TAω)↾Aω. On the contrary, if
(xa,yb) ∈ (Ii \ TAω)↾Aω, it must be xa = ¯ xa↾Aω and yb = ¯ yb↾Aω with (¯ xa, ¯ yb) ∈ Ii.
Then, it can be proved as in the previous case that there exists k such that (xa,yb) ∈ Ij
for any j ≥ k.  
Proposition 2.6.4 has the following immediate corollary.
Corollary 2.6.5
i) x ∈ Si implies x↾Aω ∈ Sω;
ii) x ≡i y implies (x↾Aω) ≡ω (y↾Aω);
iii) xa Ii yb and a,b  ∈ Aω implies (xa↾Aω) Iω (yb↾Aω).
In the following we shall refer to the sets obtained by applying rules (ℑ), (D1)
and (D2) to Si−1, ≡i−1 and Ii−1 as the generators of the suitable triple (Si,≡i,Ii).
Similarly, the sets S ∪ {sa | (s,a,u) ∈ Tran}, {(sa,u) | (s,a,u) ∈ Tran} and
{(sa,s′b) | (s,a,u) I (s′,b,u′)} are the generators of (S0,≡0,I0). We shall occa-
sionally denote the generators of (Si,≡i,Ii) by γSi, γ≡i and γIi. Now, we take the
occasion to show some general properties of the ﬁrst step of the above construction.
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Lemma 2.6.6
Let TI be a transition system with independence and (Si,≡i,Ii) the corresponding
sequence of triples. For s, s′ ∈ S, sa, s′b, sα, s′β ∈ S0 we have that
i) sα ≡0 s′β if there exists u ∈ S and two sequences of transitions leading,
respectively, from s to u with labels α and from s′ to u with labels β;
ii) s′ ≡0 sa if (s,a,s′) ∈ Tran.
iii) sa I0 s′b if there exist transitions (s,a,u) I (s′,b,u′) in TI.
Proof. Observe that point (ii) is an easy corollary of point (i).
Consider X ⊆ S   L
∗ such that sα ∈ X if and only if s ∈ S and there is a sequence
of transitions (s,a0,s0)   (sn−1,an,sn) in DPT, where a0    an is α. Then, consider
the relations ≡ ⊆ X×X and ¯ I ⊆ X×X such that sα ≡ s
′β if and only if there are two
corresponding sequences of transitions leading to the same state of TI and sα ¯ I s
′β
if and only if there are two corresponding sequences whose last transitions are in the
relation I of TI.
In order to show (i) and (iii) it suﬃces to show that (X,≡, ¯ I) ⊆ (S0,≡0,I0). We do
it by induction on the structure of the elements of X.
Clearly, by deﬁnition, s ∈ X implies s ∈ S0 and sa ¯ I s
′b implies sa I0 s
′b. Moreover,
s ≡ s
′ implies s = s
′ and, therefore, s ≡0 s
′. Now suppose that sαa ≡ s
′β. Then
we have the sequences (s,a0,s0)   (sn−1,an,sn)(sn,a,u) with α = a0    an, and
(s
′,b0,s
′
0)   (s
′
m−1,bm,u), with β = b0    bm. Then, we have sna ≡0 u ≡0 s
′
m−1bm
and, by induction, since sα ≡ sn and s
′β ≡ u, it is sα ≡0 sn and s
′β ≡0 u. Then, by
(Cl1), we have sαa ∈ S0 and sαa ≡0 sna ≡0 u ≡0 s
′
m−1bm ≡0 s
′β.
Finally, if sαa ¯ I s
′βb, we have the two sequences (s,a0,s0)   (sn,a,u) and
(s
′,b0,s
′
0)   (s
′
m,b,u
′), where (sn,a,u) I (s
′
m,bm,u
′). Therefore, it is sna I0 s
′
mb,
and, by induction, sα ≡0 sn and s
′β ≡0 s
′
m. Then, since sna I0 s
′
mb, by (Cl2) we have
sαa I0 s
′
mb and since s
′β ≡0 s
′
m, again by (Cl2), sαa I0 s
′βb.  
If TI is deterministic then there is a neat characterization of (S0,≡0,I0).
Lemma 2.6.7
Let TI be a deterministic transition system with independence. Then
i) sα ≡0 s′β if and only if there is u ∈ S and two sequences of transitions leading
from s to u with labels α and from s′ to u with labels β;
ii) s′ ≡0 sa if and only if (s,a,s′) ∈ Tran.
iii) sa I0 s′b if and only if there exist (s,a,u) I (s′,b,u′) in TI.
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Proof. By exploiting the determinism of TI, point (ii) is again easily obtained from (i).
Therefore, to show the thesis, it suﬃces to show that (X,≡, ¯ I) = (S0,≡0,I0), where
(X,≡, ¯ I) is as deﬁned in the proof of Lemma 2.6.6. Since we know that
(γS0, γ≡0, γI0) ⊆ (X,≡, ¯ I) ⊆ (S0,≡0,I0)
respectively by deﬁnition and by Lemma 2.6.6, and since (S0,≡0,I0) is the least suit-
able triple which contains γS0, γ≡0 and γI0, it is enough to show that (X,≡, ¯ I) is
suitable.
Relations ≡ and ¯ I are, respectively, an equivalence and a symmetric relation. Thus,
we need to prove that (X,≡, ¯ I) is closed with respect to (Cl1), (Cl2) and (Cl3).
(Cl1) By deﬁnition, if sα ≡ s
′β then there is a state u and two sequences leading,
respectively, from s to u with observation α and from s
′ to u with labels β. Moreover,
if s
′βa ∈ X, there is a transition (u,a,u
′) ∈ Tran and therefore a sequence leading
from s to u
′ with labels αa, whence sαa ∈ X and sαa ≡ s
′βa.
(Cl2) If sα ≡ s
′β, then, provided that they exist, sαa and s
′βa represent the same
transition. Therefore, s
′βa ¯ I yc implies sαa ¯ I yc.
(Cl3) Consider sαab ≡ u ≡ sαba and sαa ¯ I sαb or sαa ¯ I sαab. Then, by deﬁnition
we have (¯ s,a,s
′) I (¯ s,b,s
′′) or (¯ s,a,s
′) I (s
′,b,u), for ¯ s ≡ sα, s
′ ≡ sαa and s
′′ ≡ sαb.
In both cases we have (s
′′,a,u) ∼ (¯ s,a,s
′) and, therefore, for any (s,c,s
′), we have
(¯ s,a,s
′) I (s,c,s
′) if and only if (s
′′,a,u) I (s,c,s
′), i.e., sαa ¯ I yc if and only if
sαba ¯ I yc.  
This result admits the following immediate corollary.
Corollary 2.6.8
If TI is deterministic, for any x ∈ S0 there is exactly one s ∈ S such that x ≡0 s.
As anticipated before, (Si,≡i,Ii) encodes a deterministic pre transition system
with independence which contains a deterministic version of the original TI we
started from (apart from the autoindependent transitions). Formally, for each κ ∈
ω ∪ {ω}, deﬁne
TSysκ =
 
Sκ/≡κ,[s
I]≡κ,Lκ,Tran≡κ,I≡κ
 
,
where
• ([x]≡κ,a,[x′]≡κ) ∈ Tran≡κ if and only if x′ ≡κ xa;
• ([x]≡κ,a,[x′]≡κ) I≡κ ([¯ x]≡κ,b,[¯ x′]≡κ) if and only if xa Iκ ¯ xb;
• Lκ = L \
 
j<κ
Aj.
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Observe that the above deﬁnitions are well given. In fact, concerning Tran≡κ,
since xa ∈ Si if and only if xa ∈ Si for any x ≡i x, and since x′ ≡i xa if and
only if x′ ≡i xa for any x ≡i x and x′ ≡i x′, its deﬁnition is irrespective of the
representive chosen. The same holds for the deﬁnition of I≡κ, since xa Ii x′b if and
only if xa Ii x′b for any x ≡i x and x′ ≡i x′.
Proposition 2.6.9
TSysκ is a deterministic pre-transition system with independence.
Proof. TSysκ is certainly a transition system and since (Sκ,≡κ,Iκ) is suitable, I≡κ
is symmetric. Moreover, since [x]≡κ
a −→ [x
′]≡κ if and only if x
′ ≡κ xa, then if
[x]≡κ
a −→ [x
′′]≡κ, we have [x
′′]≡κ = [x
′]≡κ. Therefore, TSysκ is deterministic.  
Lemma 2.6.7, its Corollary2.6.8 and the previous proposition show the similarity
of TSys0 with the construction of the deterministic version of a transition system
as given in Section 2.2. Actually, starting from them, it is not diﬃcult to see that,
when applied to a transition system TS, i.e., a transition system with independence
whose indepencence relation is empty, TSys0 is a deterministic transition system
isomorphic to ts.dts(TS). This fact supports our claim that the construction we
are about to give builds on ts.dts. However, in Section 2.2 a simpler construction
was enough, because we did not need to manipulate transitions but only states.
Proposition 2.6.10
The pair (in,id), where in:S → S0/≡0 is the function which sends s to its equiva-
lence class [s]≡0 and id is the identity of L, is a morphism of pre-transition systems
with independence from TI to TSys0. Moreover, if TI is deterministic, then (in,id)
is an isomorphism.
Proof. Since (s,a,s
′) ∈ Tran implies that s
′ ≡0 sa which in turn implies that
([s]≡0,a,[s
′]≡0) ∈ Tran≡0, we have that (in,id) is a morphism of transition systems.
If TI is deterministic then from Corollary 2.6.8 and from Lemma 2.6.7 (ii), (s,a,s
′) ∈
Tran if and only if ([s]≡0,a,[s
′]≡0) ∈ Tran≡0, and thus (in,id) is an isomorphism of
transition systems. Moreover, since (s,a,s
′) I (¯ s,b, ¯ s
′) implies sa I0 ¯ sb, which in turn
implies ([s]≡0,a,[s
′]≡0) I≡0 ([¯ s]≡0,b,[¯ s
′]≡0), it follows that (in,id) is a morphism of
pre-transition systems with independence. Finally, from Lemma 2.6.7 (iii), if TI is de-
terministic, then (s,a,s
′) I (¯ s,b, ¯ s
′) if and only if ([s]≡0,a,[s
′]≡0) I≡0 ([¯ s]≡0,b,[¯ s
′]≡0),
i.e., (in,id) is an isomorphism of (pre) transition systems with independence.  
For i ∈ ω \ {0}, consider the pair (ini,idi), where ini:Si−1/≡i−1 → Si/≡i is
the function such that ini([x]≡i−1) = [x↾Ai−1]≡i and idi:Li−1 ⇀ Li is given by
idi(a) = a if a  ∈ Ai−1 and idi↑a otherwise. Then, we have the following.
Lemma 2.6.11
The pair (ini,idi):TSysi−1 → TSysi is a morphism of pre-transition systems with
independence.
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Proof. Observe that since x ≡i−1 y implies that x↾Ai−1 ≡i y↾Ai−1, ini is well-deﬁned.
i) ini([s
I]≡i−1) = [s
I↾Ai−1]≡i = [s
I]≡i.
ii) Consider a transition [x]≡i−1
a −→ [xa]≡i−1 in TSysi−1. Now, if a ∈ Ai−1, then
ini([x]≡i−1) = [x↾Ai−1]≡i = [xa↾Ai−1]≡i = ini([xa]≡i−1). Otherwise, xa↾Ai−1 =
(x↾Ai−1)a, and then
ini
 
[x]≡i−1
 
= [x↾Ai−1]≡i
a −→ [(x↾Ai−1)a]≡i = ini
 
[xa]≡i−1
 
.
iii) If ([x]≡i−1,a,[xa]≡i−1) I≡i−1 ([y]≡i−1,b,[yb]≡i−1) and a,b  ∈ Ai−1, then we have
xa Ii−1 yb and (x↾Ai−1)a Ii (y↾Ai−1)b, i.e.,
 
[x↾Ai−1]≡i
a −→ [(x↾Ai−1)a]≡i
 
I≡i
 
[y↾Ai−1]≡i
b −→ [(y↾Ai−1)b]≡i
 
,
i.e.,
 
ini([x]≡i−1)
a
−→ ini([xa]≡i−1)
 
I≡i
 
ini([y]≡i−1)
b
−→ ini([yb]≡i−1)
 
.  
It is interesting to notice that TSysω is a colimit in the category pTSI.
Proposition 2.6.12
TSysω is the colimit in pTSI of the ω-diagram
D = TSys0
(in1,id1)
−→ TSys1
(in2,id2)
−→    
(ini,idi)
−→ TSysi
(ini+1,idi+1)
−→    
Proof. For any i ∈ ω, consider the function in
ω
i :Si/≡i → Sω/≡ω such that in
ω
i ([x]≡i) =
[x↾Aω]≡ω and let id
ω
i :Li ⇀ Lω denote the function such that id
ω
i (a) = a if a  ∈ Aω and
id
ω
i ↑a otherwise. As for Lemma 2.6.11, it is easy to see that (in
ω
i ,id
ω
i ) is a morphism
of pre-transition systems with independence from TSysi to TSysω.
Since for any i we have in
ω
i+1 ◦ ini+1 = in
ω
i and id
ω
i+1 ◦ idi+1 = id
ω
i , then TSysω and
the morphisms {(in
ω
i ,id
ω
i ) | i ∈ ω} form a cocone in pTSI whose base is D. Now,
consider any cocone {(σi,λi):TSysi → PT | i ∈ ω}, for PT any pre-transition system
with independence. Then, by deﬁnition of cocone, it must be σi = σi+1◦ini+1 for each
i ∈ ω, i.e., σi([x]≡i) = σi+1([x↾Ai]≡i+1), whence it follows easily that for any x ∈ Si
and y ∈ Sj such that x↾Aω = y↾Aω it must be σi([x]≡i) = σj([y]≡j). Moreover, again
by deﬁnition of cocone, it must be λi = λi+1 ◦ idi+1. This implies that for a ∈ L \Aω
we have λi(a) = λi+1(a) for any i ∈ ω, while for a ∈ Aj it must be λi↑a for any i ≤ j.
In fact, if a  ∈ Aω, since idi+1(a) = a, it must be λi(a) = λi+1(a). Suppose instead
that a ∈ Aj. Then, idj+1↑a and thus λj↑a. Now, since idi(a) = a if i ≤ j, it follows
that λi↑a for any i ≤ j.
Now, deﬁne (¯ σ, ¯ λ):TSysω → PT, where ¯ σ([x]≡ω) = σi([¯ x]≡i) for any i and ¯ x ∈ Si such
that ¯ x↾Aω = x, and take ¯ λ to be the restriction of λ0 to Lw. Exploiting the features of
the morphisms (σi,λi), it is easy to see that (σi,λi) = (¯ σ, ¯ λ)◦(in
ω
i ,id
ω
i ) for each i, and
that (¯ σ, ¯ λ) is the unique morphism which enjoys this property. Observe that, in view of
Proposition 2.6.4, ¯ σ could be equivalently deﬁned by saying that ¯ σ([x]≡ω) = σi([x]≡i)
for any x such that x ∈ Si.  
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Besides enjoying a (co)universal property, TSysω has another property which
the reader would have already guessed: it is actually a deterministic transition
system with independence.
Proposition 2.6.13
TSysω is a deterministic transition system with independence.
Proof. Proposition 2.6.9 shows that Tsysω is a deterministic pre-transition system
with independence, while it follows immediately from Proposition 2.6.3 that I≡ω is
irreﬂexive. Let us check that the axioms of transition systems with independence
hold.
i) Trivial, since TSysω is deterministic.
ii) Suppose that ([x]≡ω,a,[x
′]≡ω) I≡ω ([x]≡ω,b,[x
′′]≡ω). Then, xa Iω xb and, there-
fore, there exists an index i such that xa Ii−1 xb, which, in turn, implies that there
exist xab ≡i xba ∈ Si. Then, by (Cl3), xa Ii xb implies xba Ii xb and xb Ii xa
implies xab Ii xa. Since a,b  ∈ Aω and x↾Aω = x, then it is xab ≡ω xba, and
xa Iω xab and xb Iω xba, which implies that there exists [xab]≡ω = [u]≡ω = [xba]≡ω
in Sω/≡ω such that ([x]≡ω,a,[x
′]≡ω) I≡ω ([x
′]≡ω,b,[u]≡ω), and ([x]≡ω,b,[x
′′]≡ω) I≡ω
([x
′′]≡ω,a,[u]≡ω).
iii) Similar to the previous point.
iv) It is enough to show that
([x]≡ω,a,[x
′]≡ω) (≺ ∪ ≻) ([x
′′]≡ω,a,[u]≡ω) I≡ω ([¯ x]≡ω,b,[¯ x
′]≡ω)
implies ([x]≡ω,a,[x
′]≡ω) I≡ω ([¯ x]≡ω,b,[¯ x
′]≡ω).
Suppose that the ‘≺’ case holds. Then, there exists an index i such that x
′ ≡i xa,
x
′′ ≡i xb, xa Ii xb, xab ≡i u ≡i xba, and xba Ii ¯ xb. Then, by (Cl3), we have xa Ii ¯ xb.
Then, it is xa Iω ¯ xb, whence it follows that ([x]≡ω,a,[x
′]≡ω) I≡ω ([¯ x]≡ω,b,[¯ x
′]≡ω).
A similar proof shows the case in which ‘≻’ holds.  
Thus, TSysω is the deterministic transition system with independence we will
associate to the transition system with independence TI. Formally, deﬁne the map
dtsi from the objects of TSI to the ojects of dTSI as dtsi(TI) = TSysω. Figure 2.3
exempliﬁes the construction in an easy, yet interesting, case.
Let TI = (S,sI,L,Tran,I) and TI
′ = (S′,s′I,L′,Tran
′,I′) together with a
morphism (σ,λ):TI → TI
′ in TSI. In the sequel, let (Sκ,≡κ,Iκ) and (S′
κ,≡′
κ,I′
κ),
κ ∈ ω ∪ {ω}, be the sequences of suitable triples corresponding, respectively, to
TI and TI
′. Moreover, we shall write Aκ, TAκ, Lκ, TSysκ, A′
κ, TA
′
κ, L′
κ and
TSys
′
κ to denote the sets and the transition systems determined respectively by
the sequences (Sκ,≡κ,Iκ) and (S′
κ,≡′
κ,I′
κ). In the following, we shall construct a
sequence of morphisms (¯ σi,λi):TSysi → TSys
′
i, which will determine a morphism
(¯ σω,λω):TSysω → TSys
′
ω, i.e., dtsi
 
(σ,λ)
 
.
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TSysκ ≡κ Iκ
κ = 0
￿
￿ ￿ ￿
@
@ @ I
￿
￿ ￿ ￿ ....... ..............
[0]≡0
[2]≡0
I
[3]≡0
a b
b
[1]≡0
[1]≡0 = {1,0a}
[2]≡0 = {2,0b}
[3]≡0 = {3,2b,0bb}
[0a]≡0 I≡0 [0b]≡0
[0a]≡0 I≡0 [2b]≡0
κ = 1
￿
￿ ￿ ￿
@
@ @ I
@
@ @ I
￿
￿ ￿ ￿
￿
￿ ￿ ￿
......
[0]≡1
[2]≡1
[3]≡1
a
I
b
b
[1]≡1
[2a]≡1
≺
a
b
[1]≡1 = {1,0a}
[2]≡1 = {2,0b}
[3]≡1 = {3,2b,0bb}
[2a]≡1 = {2a,1b,0ab, 0ba}
[0a]≡1 I≡1 [0b]≡1
[0a]≡1 I≡1
[0ab]≡1
[0b]≡1 I≡1 [0ba]≡1
[1b]≡1 I≡1 [2a]≡1
[0a]≡1 I≡1 [2b]≡1
[0ba]≡1 I≡1 [0bb]≡1
κ = 2
￿
￿ ￿ ￿
@
@ @ I
@
@ @ I
￿
￿ ￿ ￿
@
@
@ I
￿
￿ ￿ ￿
￿
￿ ￿ ￿
[0]≡2
[2]≡2
[3]≡2
a b
a
b
[1]≡2
[2a]≡2
≺
a
b
[3a]≡2
≺
b
[0]≡2 = {0}
[1]≡2 = {1,0b}
[2]≡2 = {2,0a}
[3]≡2 = {3,2a,0aa}
[2b]≡2 = {1a,2b, 0ba,0ab}
[3b]≡2 = {3b,2ab, 2ba,1aa,
0abb,0baa, 0aba}
[0a]≡2 I≡2 [0b]≡2
[0a]≡2 I≡2 [1b]≡2
[0b]≡2 I≡2 [2a]≡2
[1b]≡2 I≡2 [2a]≡2
[2a]≡2 I≡2 [2b]≡2
[2a]≡2 I≡2 [2bb]≡2
[2b]≡2 I≡2 [3a]≡2
[2bb]≡2 I≡2 [3a]≡2
κ = ω
￿
￿ ￿ ￿
@
@ @ I
@
@ @ I
￿
￿ ￿ ￿
@
@
@ I
￿
￿ ￿ ￿
￿
￿ ￿ ￿
[0]≡ω
[2]≡ω
[3]≡ω
a b
a
b
[1]≡ω
[2a]≡ω
≺
a
b
[3a]≡ω
≺
b
Comments. The transition system we start from
gets us to TSys0, where the dotted lines indicate
relation I. TSys0 fails to a be transition system
with independence because there is no diamond for
the transitions sticking out [0]≡0. In TSys1, this
problem has been solved by use of (D1). However,
now there is no diamond for the transitions leav-
ing from [2]≡1, which are independent because of
the closure (Cl3). The problem is ﬁxed in TSys2
which is a transition system with independence
and coincides with TSysω.
Figure 2.3: An example of the construction of TSysω.
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For i ∈ ω, let σi be the function such that
σi(x) = σ(x) for x ∈ S;
and
σi(xa) =
 
σi(x)λi(a) if λi↓a
σi(x) otherwise;
where
λi(a) =
 
λ(a) if λ(a)  ∈
 
j<i A′
j
↑ otherwise.
The next step is to show that σi is well-deﬁned, i.e., it is actually a function
from Si to S′
i, and that it respects both ≡i and Ii. In order to do that, we need
the following lemmas.
Lemma 2.6.14
If x ∈ Si−1↾Ai−1 then σi(x) = σi−1(x)↾A′
i−1.
Proof. We proceed by induction on the structure of x. Observe that the claim trivially
holds for the base case x ∈ S.
(Inductive step). Consider xa ∈ Si−1↾Ai−1. Then, x ∈ Si−1↾Ai−1 and by inductive
hypothesis σi(x) = σi−1(x)↾Ai−1. Now, if λi↓a then λi−1↓a and λ(a)  ∈ A
′
i−1. Thus,
σi(xa) = σi(x)λ(a) = (σi−1(x)↾A
′
i−1)λ(a) = (σi−1(x)λ(a)↾A
′
i−1) = σi−1(xa)↾A
′
i−1.
Suppose instead that λi↑a. In case λi−1↑a, it is σi(xa) = σi(x) = σi−1(x)↾A
′
i−1 =
σi−1(xa)↾A
′
i−1. Then, suppose that λi−1↓a. This means that we have λ(a) ∈ A
′
i−1.
Then, σi(xa) = σi(x) = σi−1(x)↾A
′
i−1 = (σi−1(x)λ(a))↾A
′
i−1 = σi−1(xa)↾A
′
i−1.  
Lemma 2.6.15
Suppose that xa Ii yb and λi↓a, λi↓b implies σi(xa) I′
i σi(yb). Then, if ¯ x↾Ai = x,
it is σi(¯ x)↾A′
i = σi(x)↾A′
i.
Proof. By induction on the structure of ¯ x, the thesis being obvious for the base case
¯ x ∈ S.
(Inductive step). Consider ¯ xa. If a ∈ Ai, then (¯ xa)↾Ai = ¯ x↾Ai = x and then, by in-
duction, we have σi(¯ x)↾A
′
i = σi(x)↾A
′
i. Now, if λi↑a, we have σi(¯ xa)↾A
′
i = σi(¯ x)↾A
′
i =
σi(x)↾A
′
i. Otherwise, there are the following two cases.
1. If λ(a) ∈
 
j<i A
′
j, then again σi(¯ xa) = σi(¯ x) and the induction is mantained.
2. If λ(a)  ∈
 
j<i A
′
j, then σi(¯ xa) = σi(¯ x)λ(a). Since a ∈ Ai, there exists ya ∈ Si
such that ya Ii ya, and by hypothesis we have that σi(y)λ(a) I
′
i σi(y)λ(a). Then,
we have λ(a) ∈ A
′
i. It follows again that σi(¯ xa)↾A
′
i = σi(¯ x)↾A
′
i = σi(x)↾A
′
i.
If otherwise a  ∈ Ai, then it is x = x
′a and ¯ xa↾A
′
i = (¯ x↾A
′
i)a = x
′a, with ¯ x↾a = x
′.
Then, by inductive hypothesis we have σi(¯ x)↾A
′
i = σi(x
′)↾A
′
i. Now, if λi↑a, the thesis
follows easily. Otherwise, if λi↓a, there are again the two cases above which can be
treated analogously.  
183Chapter 2. Models for Concurrency
Now, we can prove that σi is well-deﬁned and respects ≡i and Ii.
Lemma 2.6.16
For any i ∈ ω, we have that
i) x ∈ Si implies σi(x) ∈ S′
i;
ii) x ≡i y implies σi(x) ≡′
i σi(y);
iii) xa Ii yb and λi↓a, λi↓b implies σi(xa) I′
i σi(yb).
Proof. We show the three points at the same time, by induction on i. The base case
for i = 0 follows directly from the deﬁnition of σ0 and from the fact that (σ,λ) is a
morphism.
(Inductive step). We start by proving that the generators of (Si,≡i,Ii) are mapped
by σi to the generators of (S
′
i,≡
′
i,I
′
i). Let us start with the elements generated by
(ℑ). Let x belong to Si−1↾Ai−1. Then, by Lemma 2.6.14, we have that σi(x) =
σi−1(x)↾A
′
i−1. Taken ¯ x ∈ Si−1 such that ¯ x↾Ai−1 = x, we can apply Lemma 2.6.15 and
conclude that σi−1(x)↾A
′
i−1 = σi−1(¯ x)↾A
′
i−1. Since by inductive hypothesis σi−1(¯ x) ∈
S
′
i, it follows that σi(x) ∈ S
′
i↾A
′
i. Suppose now that (x,y) ∈ ≡i−1↾Ai−1. Then
there exists (¯ x, ¯ y) ∈ ≡i−1 such that ¯ x↾Ai−1 = x and ¯ y↾Ai−1 = y. By induction
we have σi−1(¯ x) ≡
′
i−1 σi−1(¯ y), and then (σi−1(¯ x)↾A
′
i−1) ≡
′
i−1 ↾A
′
i−1 (σi−1(¯ y)↾A
′
i−1).
Then, again by Lemma 2.6.14 and Lemma 2.6.15, we have σi(x) = σi−1(¯ x)↾A
′
i−1 and
σi(y) = σi−1(¯ y)↾A
′
i−1. It follows that σi(x) ≡
′
i−1 ↾A
′
i−1 σi(y). Finally, suppose that
(xa,yb) ∈ (Ii−1 \TAi−1)↾Ai−1 and that λi↓a and λi↓b, which implies that λi−1↓a and
λi−1↓b. Reasoning as above, we can ﬁnd (¯ xa, ¯ ya) ∈ Ii−1 such that ¯ x↾Ai−1 = x and
¯ y↾Ai−1 = y and σi−1(¯ xa) I
′
i−1 σi−1(¯ yb). Then, (σi−1(¯ xa)↾A
′
i−1) (I
′
i−1 \ TA
′
i−1)↾A
′
i−1
(σi−1(¯ yb)↾A
′
i−1), which clearly implies σi(xa) (I
′
i−1 \ TA
′
i−1)↾A
′
i−1 σi(yb).
Then, we have shown that σi maps Si−1↾Ai−1 to S
′
i−1↾A
′
i−1, ≡i−1 ↾Ai−1 to ≡
′
i−1 ↾A
′
i−1
and (Ii−1 \ TAi−1)↾Ai−1 to (I
′
i−1 \ TA
′
i−1)↾A
′
i−1. Then, the induction hypothesis
ensures that (i), (ii) and (iii) hold for elements generated by (ℑ). Now, we need to
prove the claim for the generators introduced in the i-th inductive step.
Consider x ∈ γSi. Let us show that σi(x) ∈ γS
′
i. The following two cases are possible.
1. x is generated by (D1), i.e., x is yba for yb (Ii−1 \TAi−1)↾Ai−1 ya in Si−1↾Ai−1.
Then, if λi↑a then σi(x) = σi(yb) ∈ S
′
i−1↾A
′
i−1 ⊆ γS
′
i. Otherwise, if λi↑b, then
σi(x) = σi(y)λ(a) = σi(ya) ∈ γS
′
i. Finally, if λi is deﬁned on both a and b, then
σi(y)λ(a) (I
′
i−1 \TA
′
i−1)↾A
′
i−1 σi(y)λ(b) and therefore σi(y)λ(b)λ(a) = σi(x) is
in γS
′
i.
2. x is generated by (D2), i.e., x is ya or yab for yb (Ii−1 \TAi−1)↾Ai−1 yba in
Si−1↾Ai−1. Then, the proof goes as in the previous case.
Now, suppose x γ≡i y and let us show that σi(x) γ≡
′
i σi(y). Again, there are two
cases.
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1. x γ≡i y is generated by (D1), which means that x is of the kind zab and y is
zba for za (Ii−1 \ TAi−1)↾Ai−1 zb in Si−1↾Ai−1. Then, if λi↑a or λi↑b, we have
that σi(x) = σi(y) and we are done. Otherwise, if λi is deﬁned on both a and b,
since σi(z)λ(a) (I
′
i−1 \ TA
′
i−1)↾A
′
i−1 σi(z)λ(b), it is σi(x) = σi(z)λ(a)λ(b) γ≡
′
i
σi(z)λ(b)λ(a) = σi(y).
2. x ≡i y is generated by (D2), which means that x is of the kind zab and y is
zba for za (Ii−1 \ TAi−1)↾Ai−1 zab in Si−1↾Ai−1. This case is analogous to the
previous one.
Then, we have proved that x ∈ γSi implies σi(x) ∈ γS
′
i, x γ≡i y implies σi(x) γ≡
′
i
σi(y), and xa γIi yb and λi↓a, λi↓b implies σi(xa) γI
′
i σi(yb). To conclude the proof,
now it is enough to check that the closure rules preserve points (i), (ii) and (iii).
(Cl1) & (Cl2) Suppose that x ≡i z and za ∈ Si, where σi(x) ≡
′
i σi(z) and σi(za) ∈ S
′
i.
Now, if λi↑a, then σi(xa) ≡
′
i σi(za) ∈ S
′
i, and we are done. Otherwise, since
σi(x) ≡
′
i σi(z) and σi(z)λ(a) ∈ S
′
i, we have σi(xa) = σi(x)λ(a) ≡
′
i σi(z)λ(a) =
σi(za) in S
′
i, since (S
′
i,≡
′
i,I
′
i) is suitable.
Now suppose that za Ii yc, λi↓a and λi↓c, and assume σi(z)λ(a) I
′
i σi(y)λ(c).
Then, σi(x)λ(a) ≡
′
i σi(z)λ(a) and, therefore, σi(xa) = σi(x)λ(a) I
′
i σi(y)λ(c) =
σi(yc), since (S
′
i,≡
′
i,I
′
i) is suitable.
(Cl3) Suppose xab ≡i xba and xa Ii xb or xa Ii xab. Moreover suppose that λi↓a
and λi↓c. Then if σi(x)λ(a)λ(b) ≡
′
i σi(x)λ(b)λ(a) and σi(x)λ(a) I
′
i σi(x)λ(b) or
σi(x)λ(a) I
′
i σ(x)λ(a)λ(b), we are in the condition of (Cl3), and we conclude that
σ(xa) I
′
i σ(yc) if and only if σ(xba) I
′
i σ(yc).  
It follows immediately from Lemma 2.6.16 that for i ∈ ω, ¯ σi, deﬁned to be the
map which sends [x]≡i to [σi(x)]≡′
i is a well-deﬁned function from Si/≡i to S′
i/≡′
i.
Then, the following lemma follows easily.
Lemma 2.6.17
For i ∈ ω, the map (¯ σi,λi):TSysi → TSys
′
i is a morphism of pre-transition systems
with independence.
For any i ∈ ω, consider the morphism of pre-transition systems with inde-
pendence (in′ω
i ,id
′ω
i ) ◦ (¯ σi,λi):TSysi → TSys
′
ω. Recall that for x ∈ Si, we have
σi+1(x↾Ai) = σi(x↾Ai)↾A′
i = σi(x)↾A′
i, whence σi+1(x↾Ai)↾A′
ω = σi(x)↾A′
ω. Then
in
′ω
i ◦ ¯ σi([x]≡i) = in
′ω
i ([σi(x)]≡′
i) = [σi(x)↾A
′
ω]≡′
ω
= [σi+1(x↾Ai)↾A
′
ω]≡′
ω = in
′ω
i+1([σi+1(x↾Ai)]≡′
i+1)
= in′ω
i+1 ◦ ¯ σi+1([x↾Ai]≡i+1) = in′ω
i+1 ◦ ¯ σi+1 ◦ ini+1([x]≡i),
i.e., in′ω
i ◦ ¯ σi = in′ω
i+1 ◦ ¯ σi+1 ◦ ini+1 for any i ∈ ω. Moreover, since a ∈ Ai implies
λ(a) ∈ A′
i, it is easy to see that id
′ω
i ◦λi = id
′ω
i+1 ◦λi+1 ◦idi+1 for any i ∈ ω. Thus,
we have that  
(in
′ω
i ,id
′ω
i ) ◦ (¯ σi,λi):TSysi → TSys
′
ω
 
 
  i ∈ ω
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is a cocone for the ω-diagram D given in Proposition 2.6.12. Then, there exists
a unique (¯ σω,λω):TSysω → TSys
′
ω induced by the colimit construction, which
is the morphism of transition systems with independence we associate to (σ,λ),
i.e., dtsi
 
(σ,λ)
 
= (¯ σω,λω). From Proposition 2.6.12, it is immediate to see
that ¯ σω([x]≡ω) = [σi(¯ x)↾A′
ω]≡′
ω for ¯ x ∈ Si such that ¯ x↾Aω = x, or, equivalently,
¯ σω([x]≡ω) = [σi(x)↾A′
ω]≡′
ω for any i such that x ∈ Si, and that
λω(a) =
 
λ(a) if λ(a)  ∈ A′
ω
↑ otherwise.
The following proposition follows easily from the universal properties of colimits.
Proposition 2.6.18 (dtsi:TSI → dTSI is a functor)
The map dtsi is a functor from TSI to dTSI.
The question we address next concerns what we get when we apply dtsi to a
deterministic transition system with independence DTI. We shall see that in this
case the inductive construction of TSysω gives a transition system which is iso-
morphic to DTI. More precisely, each ≡ω-equivalence class of (SDTI)ω contains
exactly one state of the original transition system, and the transition system with
independence morphism (inω
0 ◦in,id
ω
0):DTI → dtsi(DTI)—whose transition com-
ponent sends s ∈ SDTI to [s]≡ω—is actually an isomorphism. Moreover, we shall
see that its inverse (ε,id), where ε([x]≡ω) is the unique s ∈ SDTI such that s ≡ω x,
is the counit of the adjunction.
Lemma 2.6.19
Let DTI = (S,sI,L,Tran,I) be a deterministic transition system with indepen-
dence. Then, (S1,≡1,I1) coincides with (S0,≡0,I0). Therefore, (inω
0 ◦ in,id
ω
0) is
an isomorphism whose inverse is (ε,id).
Proof. We know from Proposition 2.6.10 that (in,id) is an isomorphism if DTI is
deterministic. Thus, (in
ω
0 ◦in,id
ω
0) is an isomorphism if and only if (in
ω
0,id
ω
0):TSys0 →
TSysω is so, which, in turn, is a consequence of the ﬁrst part of the claim.
Observe that A0 = ∅ and, therefore, TA0 = ∅. In fact, since DTI and TSys0 are
isomorphic, if there were xa I0 xa, then IDTI would not be irreﬂexive. Then, in order
to show that (S1,≡1,I1) = (S0,≡0,I0), it is enough to see that no new elements are
introduced by (D1) and (D2). In fact, in this case, (S1,≡1,I1) would be the least
suitable triple which contains (S0,≡0,I0) which is clearly (S0,≡0,I0) itself.
(D1) Suppose xa I0 xb. Then, by Corollary 2.6.8, there exist s, s
′, s
′′ ∈ S such
that s ≡0 x, s
′ ≡0 xa and s
′′ ≡0 xb. Therefore, by Lemma 2.6.7, we have
(s,a,s
′) I (s,b,s
′′) in Tran. Since DTI is a transition system with independence,
there exists u such that
Diam
 
(s,a,s
′),(s,b,s
′′),(s
′,b,u),(s
′′,a,u)
 
,
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and then we have sab ≡0 u ≡0 sba and, therefore, by (Cl1), we already have
xab ≡0 xba in (S0,≡0,I0).
(D2) Analogous to the previous case.  
Thus, we have proved the following corollary.
Corollary 2.6.20
(ε,id):dtsi(DTI) → DTI is a transition system with independence isomorphism.
Before showing that (ε,id) is the counit of the reﬂection of dTSI in TSI, we need
the following lemma which characterizes the behaviour of transition system with
independence morphisms whose target is deterministic.
Lemma 2.6.21
Let DTI be a deterministic transition system with independence and consider a
morphism (σ,λ):TI → DTI in TSI. Let TSysκ, κ ∈ ω ∪ {ω} be the sequence of
pre-transition systems with independence associated to TI. Consider a ∈ LTI and
suppose that a ∈ Ai. Then λ↑a.
We are ready now to show that (ε,id) is couniversal.
Proposition 2.6.22 ((ε,id):dtsi(DTI) → DTI is couniversal)
For any transition system with independence TI, deterministic transition system
with independence DTI and morphism (ϕ, ):dtsi(TI) → DTI, there exists a
unique k:TI → DTI such that (ε,id) ◦ dtsi(k) = (ϕ, ).
dtsi(DTI) DTI
dtsi(TI)
(ε,id) //
dtsi(k)
OO
(ϕ, )
 
 
 
 
 
 
 
 
 
 
 
 
 66
Proof. Let us consider k = (σ,λ), where σ(s) = ϕ([s]≡ω) and λ is the function which
coincides with   on (LTI)ω and is undeﬁned elsewhere. Observe that this is the only
possible choice for k. In fact, any k
′:TI → DTI which has to make the diagram
commute must be of the kind (σ
′,λ
′) with λ
′(a) =  (a) = λ(a) for a ∈ (LTI)ω.
Moreover, by Lemma 2.6.21, if a ∈ Aω, it must be λ
′↑a, i.e., λ
′ = λ. Furthermore,
σ
′(s) must be an ¯ s in SDTI such that ε([¯ s]≡ω) = ¯ s coincides with ϕ([s]≡ω), i.e., σ
′ is
the σ we have chosen.
In order to show that (σ,λ) is a morphism of pre-transition systems with independence,
it is enough to observe that (σ,λ) can be expressed as the composition of the transition
system with independence morphisms (ϕ, ) ◦ (in
ω
0 ◦ in,id
ω
0):TI → dtsi(TI) → DTI.
This makes easy to conclude the proof.  
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Corollary 2.6.23 (dtsi ⊣ ←֓)
Functor dtsi is left adjoint to the inclusion functor dTSI ֒→ TSI. Therefore, the
adjunction  dtsi,←֓ :dTSI ⇀ TSI is a reﬂection.
The adjunction dTSI ֒−⊳ TSI that we have so established closes another face of
the cube. In particular, we have obtained the following square, which matches the
one presented in Section 2.2.
TSI ⊳− − − − − − − − −֓ TS
▽
| | | | | | | | | |
∪
▽
| | | | | | | | | |
∪
dTSI ⊳− − − − − − − − −֓ dTS
2.7 Deterministic Labelled Event Structures
In this section we prove that there exists a reﬂection from the categoryof determinis-
tic labelled event structures to labelled event structures. A reﬂection dLES ֒−⊳ LES
does exist, for it follows from the reﬂections we have presented in the previous sec-
tions. In fact, the results in Section 2.5 and 2.6 show that there exist adjunctions
dLES ֒−⊲ dTSI ֒−⊳ TSI ⊳−֓ LES.
Now, in order to show that there is a coreﬂection from dLES to LES, since dLES ∼ =
doTSIE and LES ∼ = oTSIE, it is enough to show that dTSI ֒−⊳ TSI cuts down to a
reﬂection doTSIE ֒−⊳ oTSIE. In this case, we would have an adjunction
dLES ∼ = doTSIE ֒−⊳ oTSIE ∼ = LES,
whose right adjoint is isomorphic to the inclusion functor dLES ֒→ LES. As usual,
to establish that doTSIE ֒−⊳ oTSIE, it is enough to show that if OTI in oTSI
satisﬁes axiom (E), then dtsi(OTI) is a deterministic occurrence transition system
with independence which satisﬁes (E).
However, since this task is rather boring, we prefer to introduce the reﬂection
dLES ֒−⊳ LES as a construction given directly on labelled event structures. In
order to simplify the exposition, we factorize dLES ֒−⊳ LES in two parts: dLES ֒−⊳
LESI ֒−⊳ LES, where LESI is the category of labelled event structures without
autoconcurrency, i.e., those labelled event structures in which all the concurrent
events carry distinct labels.
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Labelled Event Structures without Autoconcurrency
As already remarked in Section 2.6, the only way to cope with autoconcurrent
events is by eliminating them. However, the reader will notice that the task is now
much easier than in the case of transition systems with independence. Once again,
this is due to the diﬀerence between independence and concurrency and it gives
a “measure” of how this diﬀerence can play a role when dealing with transition
systems with independence.
Let ES = (E,#,≤,ℓ,L) be a labelled event structure. Consider the sets
A(ES) = {a ∈ L | ∃e,e′ ∈ E,e co e′ and ℓ(e) = a = ℓ(e′)} and TA(ES) =
{e ∈ E | ℓ(e) ∈ A(ES)}. Then deﬁne
lesi(ES) =
 
¯ E, # ∩ ( ¯ E × ¯ E), ≤ ∩ ( ¯ E × ¯ E), ¯ ℓ, ¯ L
 
where ¯ E = E \ TA(ES), ¯ L = L \ A(ES) and ¯ ℓ: ¯ E → ¯ L is ℓ restricted to ¯ E.
Of course lesi(ES) is a labelled event structure without autoconcurrency. As a
candidate for the unit of the adjunction, consider the map ( ¯ in, ¯ id):ES → lesi(ES)
where
¯ in(e) =
 
e if e ∈ ¯ E
↑ otherwise;
and
¯ id(a) =
 
a if a ∈ ¯ L
↑ otherwise
It is extremely easy to verify that this deﬁnition gives a morphism in LES.
Lemma 2.7.1
Let (η,λ):ES → ES
′ be a morphism of labelled event structures and suppose that
ES
′ has no autoconcurrency. Then, η↑e for any e ∈ TA(ES).
Proof. Let e ∈ TA(ES). Then ℓES(e) ∈ A(ES) and therefore there exist e
′,e
′′ ∈ EES
such that e
′ co e
′′ and ℓES(e
′) = ℓES(e) = ℓES(e
′′). Suppose now that η↓e
′ and η↓e
′′.
Then, by general properties of event structures morphisms, it must be η(e
′) co η(e
′′) in
ES
′. But ℓES′(η(e
′)) = λ(ℓES(e
′)) = λ(ℓES(e
′′)) = ℓES′(η(e
′′)), which is impossible,
since ES
′ has no autoconcurrency. It follows that η↑e
′ or η↑e
′′. Without loss of
generality suppose that η↑e
′. Then, λ↑ℓ(e
′) and thus λ↑ℓ(e). Therefore, it must be
η↑e (and, of course, η↑e
′′).  
It is now easy to show that lesi extends to a functor from LES to LESI which is
left adjoint to the inclusion LESI ֒→ LES.
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Proposition 2.7.2 (( ¯ in, ¯ id):ES → lesi(ES) is universal)
For any labelled event structure ES, any labelled event structure without au-
toconcurrency ES
′ and any morphism (η,λ):ES → ES
′, there exists a unique
(¯ η, ¯ λ):lesi(ES) → ES
′ in LESI such that (¯ η, ¯ λ) ◦ ( ¯ in, ¯ id) = (η,λ).
ES lesi(ES)
ES
′
( ¯ in, ¯ id) //
(η,λ)
 
 
 
 
 
 
 
 
 
 
 
 
 ((
(¯ η,¯ λ)
￿￿
Proof. Consider ¯ η: ¯ EES → EES′ and ¯ λ: ¯ LES → LES′ to be, respectively, η restricted
to ¯ EES and λ restricted to ¯ LES. Exploiting Lemma 2.7.1 it is not diﬃcult to conclude
the proof.  
Therefore, we have the following corollary.
Corollary 2.7.3 (lesi ⊣ ←֓)
The map lesi extends to a functor from LES to LESI which is left adjoint to the
inclusion functor LESI ֒→ LES. Therefore, the adjunction  lesi,←֓ :LES ⇀ LESI is
a reﬂection.
Deterministic Labelled Event Structures
Let us now turn our attention to dLES ֒−⊳ LESI. Given a labelled event structure
without autoconcurrency ES = (E,≤,#,ℓ,L), consider the sequence of relations
(∼i,≤i,#i), for i ∈ ω, where
• ∼0 =
 
(e,e)
 
 
  e ∈ E
 
; ≤0 = ≤; #0 = #;
and, for i > 0,
• ∼i is the least equivalence on E such that
i) ∼i−1 ⊆ ∼i;
ii) e  ≤i−1 e′, e′  ≤i−1 e, ℓ(e) = ℓ(e′)
⌊e⌋≤i−1
 
#
i−1
⌊e′⌋≤i−1 \ {e′} and
⌊e⌋≤i−1
 
#
i−1
⌊e′⌋≤i−1 \ {e′}
implies e ∼i e′,
where ⌊e⌋≤i is a shorthand for {e′ ∈ E | e′ ≤i e} and, for x,y ⊆ E, x
 
#
i
y
stands for ∀e ∈ x, ∀e′ ∈ y, not e #i e′.
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• e ≤i e′ if and only if ∀ ¯ e′ ∼i e′ ∃ ¯ e ∼i e. ¯ e ≤i−1 ¯ e′;
• e #i e′ if and only if ∀¯ e′ ∼i e′ ∀¯ e ∼i e. e #i−1 e′;
Observe from the previous deﬁnitions that, while ∼i ⊆ ∼i+1 and #i ⊇ #i+1,
it is ≤i   ≤i+1 and ≤i   ≤i+1. Each triple (∼i,≤i,#i) represents a quotient of
the original labelled event structure in which—informally speaking—the “degree”
of non-determinism has decreased. This will be delevoped in the following.
Lemma 2.7.4
For any i ∈ ω, ≤i is a preorder on E such that
e ≤i e′ and e′ ≤i e if and only if e ∼i e′.
Proof. Reﬂexivity and transitivity of ≤i are obvious. Concernig the rest of the claim, for
i = 0 there is nothing to show, while for any i the ‘⇐’ implication follows immediately
by taking the ¯ e
′ in the deﬁnition of ≤i to be ¯ e itself. To conclude, we show the ‘⇒’
implication by induction on i, the base case for i = 0 being already discussed.
Suppose e ≤i e
′ and e
′ ≤i e. Then, since e ≤i e
′, there exists ¯ e ∼i e such that ¯ e ≤i−1 e
′,
and since e
′ ≤i e, there exists ¯ e
′ ∼i e
′ such that ¯ e
′ ≤i−1 ¯ e. Thus, ¯ e
′ ≤i−1 ¯ e ≤i−1 e
′.
Now, since ¯ e
′ ∼i e
′, we have ¯ e
′ ∼i−1 e
′ and thus, exploiting the ‘⇐’ implication, we
also have e
′ ≤i−1 ¯ e
′. Then we have e
′ ≤i−1 ¯ e
′ ≤i−1 ¯ e ≤i−1 e
′, whence e
′ ≤i−1 ¯ e and
¯ e ≤i−1 e
′. So, by induction, ¯ e ∼i−1 e
′ and, therefore, ¯ e ∼i e
′. Finally, since ¯ e ∼i e, we
conclude that e ∼i e
′.  
Lemma 2.7.5
For any i ∈ ω, #i is a symmetric, irreﬂexive relation on E which satisﬁes
e #i e′ ≤i e′′ implies e #i e′′.
Proof. The fact that #i is symmetric and irreﬂexive follows by straightforward in-
duction from the fact that #0 is such. We show the other property by induction
on i.
The claim is immediate for i = 0. For a generic i, since e
′ ≤i e
′′, ∀ ¯ e
′′ ∼i e
′′, ∃ ¯ e
′ ∼i e
′
such that ¯ e
′ ≤i−1 ¯ e
′′. Moreover, since e #i e
′, ∀ ¯ e ∼i e, we have ¯ e #i−1 ¯ e
′, i.e.,
¯ e #i−1 ¯ e
′ ≤i ¯ e
′′. Then, by induction hypothesis, ¯ e #i−1 ¯ e
′′. Summarizing, ∀ ¯ e ∼i e,
∀ ¯ e
′′ ∼i e
′′ we have ¯ e #i−1 ¯ e
′′, i.e., e #i e
′′.  
Observe that a direct consequence of the previous two lemmas is that e ∼i e′
implies e
 
#
i
e′.
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Lemma 2.7.6
For any i ∈ ω, for any e ∈ E, the set
 
[e′]∼i
   
  e′ ≤i e, e′ ∈ E
 
is ﬁnite.
Proof. The proof is straightforward, by induction on i. For i = 0 the thesis is trivially
true, since ES is a labelled event structure. For a general i the existence of an inﬁnite
set of predecessors of [e]∼i for ≤i would imply, by deﬁnition of ≤i and since ∼i−1 ⊆ ∼i,
the existence of an inﬁnite set of predecessors of [e]∼i−1 for ≤i−1.  
It follows immediately from the previous lemmas that, for any i ∈ ω,
Evi = (E/∼i,≤∼i,#∼i,ℓ∼i,L),
where
• E/∼i is the set of ∼i-classes of E;
• [e]∼i ≤∼i [e′]∼i if and only if e ≤i e′;
• [e]∼i #∼i [e′]∼i if and only if e #i e′;
• ℓ∼i([e]∼i) = ℓ(e);
is a labelled event structure. Observe that Ev0 is (isomorphic to) the labelled event
structure ES we started from. Using the same notation as in Section 2.6, we denote
by (in,id):ES → Ev0 the isomorphism which sends e to [e]∼0.
The interesting fact about the labelled event structures Evi is that they have
no autoconcurrency. This fact plays a crucial role in establishing the adjunction we
are seeking. We shall prove it by means of the following lemmas.
Lemma 2.7.7
Suppose that Evi has no autoconcurrency and that e ∼i+1 e′ and e  ∼i e′. Then,
∀ ¯ e ∈ E such that ℓ(¯ e) = ℓ(e) = ℓ(e′) we have ¯ e ≤i e ⇔ ¯ e ≤i e′.
Proof. Since e  ∼i e
′ and e ∼i+1 e
′, we must have a chain
e  ⋚i e0  ⋚i e1  ⋚      ⋚i en−1  ⋚i en  ⋚i e
′,
where the events adjacent to each other satisfy condition (ii) of the deﬁnition of ∼i+1.
Now, since Evi has no autoconcurrency, and since all the events in the chain have the
same label, it must be
e #i e0 #i e1 #i     #i en−1 #i en #i e
′.
Now suppose that ¯ e ≤i e
′. Then, it cannot be en ≤i ¯ e, otherwise we would have
e
′ #i en ≤i ¯ e ≤i e
′ and so e
′ #i e
′, which is impossible. Moreover, it cannot be
¯ e #i en, otherwise, since ¯ e ∈ ⌊e
′⌋≤i \ {e
′} and en ∈ ⌊en⌋≤i, e
′ and en would not
satisfy condition (ii), as supposed. Finally, ¯ e and en cannot be concurrent, because
they have the same label. Then, necessarily, it is ¯ e ≤i en. Therefore, repeating
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inductively the same argument for the other elements of the chain, we have ¯ e ≤i e
′,
¯ e ≤i en,..., ¯ e ≤i e0, ¯ e ≤i e, as illustrated in the following picture.
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e
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Thus ¯ e ≤i e. A symmetric argument shows that if ¯ e ≤i e, then ¯ e ≤i e
′.  
Lemma 2.7.8
Suppose that e ∼i+1 e′ and e  ∼i e′. Then, if Evi has no autoconcurrency, we have
e  i e′ and e′  i e, and therefore, since e ∼i+1 e′ implies that ℓ(e) = ℓ(e′), and
since Evi is in LESI, it follows that e #i e′.
Proof. Since ℓ(e) = ℓ(e
′) we are in the hypothesis of the previous lemma. Then, if it
were e ≤i e
′, it would be e
′ ≤i e and so e ∼i e
′, which is a contradiction. The same
argument shows that it cannot be e
′ ≤i e.
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The above picture illustrates how, starting from the hypothesis e ≤i e
′ and applying
the same argument exploited in the proof of Lemma 2.7.7, a contradiction would be
reached, since it would be e1 #i e ≤i e1.  
Lemma 2.7.9
For any i ∈ ω, Evi is in LESI.
193Chapter 2. Models for Concurrency
Proof. Since Ev0 is (isomorphic to) ES, by hypothesis it has no autoconcurrency. Then,
in order to show the claim, it is enough to show that if Evi−1 has no autoconcurrency,
then so does Evi.
Suppose that [e]∼i  ∼i [e
′]∼i and [e]∼i  ∼i [e
′]∼i, and that ℓ(e) = ℓ(e
′). Then, by
deﬁnition, there exist e ∈ [e]∼i and e
′ ∈ [e
′]∼i such that
∀ ¯ e ∼i e ¯ e  i−1 e
′, i.e. [¯ e]∼i−1  ∼i−1 [e
′]∼i−1;
∀ ¯ e
′ ∼i e
′ ¯ e
′  i−1 e, i.e. [¯ e
′]∼i−1  ∼i−1 [e]∼i−1.
In particular, we have [e]∼i−1  ∼i−1 [e
′]∼i−1 and [e]∼i−1  ∼i−1 [e
′]∼i−1. Then, since
ℓ(e) = ℓ(e
′) and Evi−1 has no autoconcurrency, it must be [e]∼i−1 #∼i−1 [e
′]∼i−1.
Consider now any ¯ e ∼i e and ¯ e
′ ∼i e
′. It must be either ¯ e ≤i−1 ¯ e
′ or ¯ e ≥i−1 ¯ e
′ or
¯ e #i−1 ¯ e
′. If ¯ e ∼i−1 e and ¯ e
′ ∼i−1 e
′ we obviously have ¯ e #i−1 ¯ e
′. Then, suppose
¯ e ∼i−1 e and ¯ e
′  ∼i−1 e
′. The ﬁrst hypothesis prevents ¯ e to be below ¯ e
′, otherwise we
would have ¯ e ≤i−1 ¯ e
′ ≤i−1 e
′, which is a contradiction. On the other hand, if it were
¯ e
′ ≤i−1 ¯ e, then, by Lemma 2.7.7, it would be ¯ e
′ ≤i−1 e, which again is impossible.
Therefore, it must be ¯ e #i−1 ¯ e
′.
A symmetric argument shows that it must necessarily be ¯ e #i−1 ¯ e
′ whenever ¯ e  ∼i−1 e
and ¯ e
′ ∼i−1 e
′. Finally, two applications of Lemma 2.7.7 show that, if ¯ e  ∼i−1 e and
¯ e
′  ∼i−1 e
′, once again we have ¯ e #i−1 ¯ e
′.
Thus, ∀ ¯ e ∼i e ∀ ¯ e
′ ∼i e
′ it is ¯ e #i−1 ¯ e
′, i.e., e #i e
′. Then, [e]∼i #∼i [e
′]∼i and Evi is
in LESI.  
As a consequence of the results just presented, we have that if ES has no
autoconcurrency, then all the elements in any ∼i class are pairwise conﬂicting, i.e.,
if e  = e′ and e ∼i e′ for some i ∈ ω, then e # e′. In fact, if e ∼i e′ and e  = e′,
then there exists j such that e  ∼j e′ and e ∼j+1 e′. Then, since Evj is in LESI, by
Lemma 2.7.8, it is e # e′.
Useful alternative characterizations of ≤i and #i are given by the following
crucial lemma.
Lemma 2.7.10
Let (∼i,≤i,#i), i ∈ ω, be the sequence constructed from a labelled event structure
without autoconcurrency ES as given above. Then
i) for any i ∈ ω and for any j ≤ i, e ≤i e′ ⇔ ∀ ¯ e′ ∼i e′ ∃ ¯ e ∼i e. ¯ e ≤j ¯ e′;
ii) for any i ∈ ω and for any j ≤ i, e #i e′ ⇔ ∀ ¯ e ∼i e ∀ ¯ e′ ∼i e′. ¯ e #j ¯ e′.
Proof. We start by proving (ii) by induction on i − j. For j = i the statement follows
immediately from Lemmas 2.7.4 and 2.7.5. Otherwise, consider ¯ e ∼i e and ¯ e
′ ∼i e
′.
Then, by induction hypothesis, we have ¯ e #i−1 ¯ e
′ if and only if ∀¯ ¯ e ∼i−1 ¯ e and
∀¯ ¯ e
′ ∼i−1 ¯ e
′ it is ¯ ¯ e #j ¯ ¯ e
′. Then, the thesis follows immediately, since, by deﬁnition,
e #i e
′ if and only if ∀ ¯ e ∼i e and ∀ ¯ e
′ ∼i e
′ it is ¯ e #i−1 ¯ e
′, i.e., by induction, if and
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only if ∀ ¯ e ∼i e and ∀ ¯ e
′ ∼i e
′ we have that ∀¯ ¯ e ∼i−1 ¯ e and ∀¯ ¯ e
′ ∼i−1 ¯ e
′ it is ¯ ¯ e #j ¯ ¯ e
′,
which, in turn, happens if and only if ∀¯ ¯ e ∼i e and ∀¯ ¯ e
′ ∼i e
′ it is ¯ ¯ e #j ¯ ¯ e
′.
Concerning point (i), we ﬁrst show the ‘⇒’ implication by induction on i−j. If j = i,
then the results follows directly from Lemma 2.7.4. Otherwise, suppose that e ≤i e
′.
Then, by deﬁnition, ∀ ¯ e
′ ∼i e
′, ∃ ¯ e ∼i e such that ¯ e ≤i−1 ¯ e
′. Thus, by induction
hypotesis, we have that ∃¯ ¯ e ∼i−1 ¯ e such that ¯ ¯ e ≤j ¯ e
′. Clearly, we have ¯ ¯ e ∼i e, whence
the thesis.
Let us show the ‘⇐’ implication, again by induction on i − j. Observe that the base
case for j = i has already been proved. Then, suppose that ∀ ¯ e
′ ∼i e
′, ∃ ¯ e ∼i e such
that ¯ e ≤j ¯ e
′. We must show that e ≤i e
′. Exploiting the induction hypothesis, it is
enough to show that ∀ ¯ e
′ ∼i e
′, ∃ ¯ e ∼i e such that ¯ e ≤j+1 ¯ e
′, i.e., such that ∀¯ ¯ e
′ ∼j+1 ¯ e
′,
∃¯ ¯ e ∼j+1 ¯ e such that ¯ ¯ e ≤j ¯ ¯ e
′.
¯ ¯ e
′ ∼j+1 ¯ e
′
≤j
 
 
 
 
 
 
 
 
 
 
≤j
¯ ¯ e #j+1 ¯ e
Thus, given ¯ e
′ ∼i e
′, consider any ¯ e ∼i e such that ¯ e ≤j ¯ e
′. By hypothesis, such ¯ e
exists. Again by hypothesis, since ¯ ¯ e
′ ∼j+1 ¯ e
′ implies ¯ ¯ e
′ ∼i e
′,
we know that ∃¯ ¯ e ∼i e, and thus ¯ ¯ e ∼i ¯ e, such that ¯ ¯ e ≤j ¯ ¯ e
′.
Then, it is enough to show that, actually, ¯ ¯ e ∼j+1 ¯ e. To this
aim, suppose that ¯ ¯ e  ∼j+1 ¯ e. Then, by Lemma 2.7.8, ¯ ¯ e #j+1 ¯ e.
The situation is summarized in the picture on the side.
¯ ¯ e
′ ≤j ¯ e
′
≤j
   
 
 
 
   
 
 
 
≤j
¯ ¯ e #j ¯ e
Clearly, it must be ¯ ¯ e
′  ∼j ¯ e
′. In fact, if it were ¯ ¯ e
′ ∼j ¯ e
′, it would also be, by Lemma 2.7.4,
¯ ¯ e
′ ≤j ¯ e
′, and the situation would be the one indicated in the
ﬁgure on the side. Now, since ¯ e #j ¯ ¯ e ≤j ¯ ¯ e
′ ≤j ¯ e
′, we have
¯ e #j ¯ e
′ and then, since ¯ e
′ #j ¯ e ≤j ¯ e
′, it would be ¯ e
′ #j ¯ e
′,
which is absurd.
Then, we must have a chain
¯ ¯ e′ #j e
′
0 #j e
′
1     #j e
′
n−1 #j e
′
n #j ¯ e
′
whose elements are directly related by clause (ii) of the deﬁnition of ∼j+1. Since
¯ ¯ e′ ∼j+1 e
′
0 ∼j+1     ∼j+1 e
′
n ∼j+1 ¯ e
′, then, by hypothesis, we can ﬁnd e0,...,en such
that ek ≤j e
′
k, for k = 0,...,n and such that ¯ ¯ e ∼i e0 ∼i     ∼i en ∼i ¯ e, as shown in
the following picture.
¯ ¯ e
′ #j e
′
0     e
′
n #j ¯ e
′
≤j
 
 
 
   
 
 
 
   
≤j ≤j
 
 
 
   
 
 
 
   
≤j
¯ ¯ e ∼i e0     en ∼i ¯ e
Now, it must be ¯ ¯ e ∼j e0, otherwise it would be ¯ ¯ e #j e0 and thus ⌊¯ ¯ e⌋≤j and ⌊e0⌋≤j\{e0}
would not be conﬂict free. Then, inductively, for k = 0,...,n − 1 it is ek ∼j ek+1
and ﬁnally en ∼j ¯ e. This contradicts the hypothesis that ¯ ¯ e  ∼j+1 ¯ e, and, therefore,
concludes the proof.  
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The next lemma shows that, although neither ≤i ⊆ ≤i+1 nor ≤i ⊇ ≤i+1, the
“behaviour” of the sequence of preorders ≤i, is not so bad as it could seem. This
lemma is the last step we miss in order to see that the sequence (∼i,≤i,#i) admits
a limit.
Lemma 2.7.11
If e ≤j e′ and e  j+1 e′, then ∀i > j. e  i e′.
Proof. Since e  j+1 e
′, there exists e
′ ∼j+1 e
′ such that for any ¯ e ∼j+1 e it is ¯ e  j e
′.
Now, suppose that there exists i > j such that e ≤i e
′. Then, there exists e ∼i e such
that e ≤j e
′, using the characterization of ≤i given in Lemma 2.7.10. Since e ≤j e
′,
e  ∼j+1 e and, therefore, e #j+1 e, we are in the following situation.
e
′ ∼j+1 e
′
≤j
   
 
 
 
   
 
 
 
≤j
e #j+1 e
But, since e ≤i e
′, this is exactly the situation we already came across in the proof of
Lemma 2.7.10 and which led us to a contradiction. Thus, i cannot exist.  
Observe that the analogous property for  i does not hold, i.e., it is possible
that e  j e′, e ≤j+1 e′ and e  i e′ for j +1 < i. This is illustrated by the following
example.
Example 2.7.12
Consider the event structure ES in the picture.
L
L L
￿
￿ ￿
........
a
c
d d
a
c
b
c
#
# #
As a convention, assume that events carrying the same label are distinguished by
numbering them starting from the left. We have that a2  0 c1. Then, since
[a2]∼1 = {a1,a2} and [c1]∼1 = {c1}, we have that a2 ≤1 c1. However, since
[a2]∼2 = [a2]∼1 while [c1]∼2 = {c1,c2,c3}, it is a2  2 c1.
Now, consider the triple of relations (∼ω,≤ω,#ω), where
∼ω =
 
i∈ω
∼i, ≤ω =
 
i∈ω
 
j>i
≤i, #ω =
 
i∈ω
#i
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or, equivalenty, ≤ω is deﬁned by
e ≤ω e′ if and only if ∃k ∀i > k e ≤i e′.
Thanks to Lemma 2.7.11, it is immediate to show that ≤ω enjoys the following
relevant property.
Lemma 2.7.13
e  ω e′ if and only if ∃k. ∀i > k e  i e′.
Proof. By deﬁnition, e  ω e
′ if and only if ∀k ∃i > k. e  i e
′. Then, the ‘⇐’
implication is obviously true. Suppose that e  ω e
′ and for k = 0 let i0 be the ﬁrst
index such that e  i0 e
′. Now, if ∀i > i0 it is e  i e
′ we are done. Otherwise let
k0 > i0 be an index such that e ≤k0 e
′. Then, we can ﬁnd i1 > k0 such that e  i1 e
′
and, from Lemma 2.7.11, we know that ∀i > i1 it must be e  i e
′.  
The following characterization of ≤ω derives easily from Lemma 2.7.10 and
Lemma 2.7.13.
Lemma 2.7.14
For any j ∈ ω, e ≤ω e′ if and only if ∀ ¯ e′ ∼ω e′ ∃ ¯ e ∼ω e. ¯ e ≤j ¯ e′.
Proof. Suppose that e ≤ω e
′. Then, there exists k such that for any i > k it is e ≤i e
′.
Then, chosen any j and exploiting Lemma 2.7.10, ∀i > max{j,k} ∀ ¯ e
′ ∼i e
′ ∃ ¯ e ∼i
e. ¯ e ≤j ¯ e
′, whence it immediately follows that ∀ ¯ e
′ ∼ω e
′ ∃ ¯ e ∼ω e. ¯ e ≤j ¯ e
′.
In order to show the inverse implication, we start by showing that, if ∀ ¯ e
′ ∼ω e
′ ∃ ¯ e ∼ω e
such that ¯ e ≤j ¯ e
′ holds for a particular j, then it holds for all j ∈ ω. It is immediately
clear from the deﬁnitions that
∀ ¯ e
′ ∼ω e
′ ∃ ¯ e ∼ω e. ¯ e ≤j ¯ e
′ implies ∀ ¯ e
′ ∼ω e
′ ∃ ¯ e ∼ω e. ¯ e ≤j−1 ¯ e
′.
Therefore, it is enough to show—with a proof similar to the one of Lemma 2.7.10—that
∀ ¯ e
′ ∼ω e
′ ∃ ¯ e ∼ω e. ¯ e ≤j ¯ e
′ implies ∀ ¯ e
′ ∼ω e
′ ∃ ¯ e ∼ω e. ¯ e ≤j+1 ¯ e
′.
Consider ¯ e
′ ∼ω ¯ e. Then, we know that ∃ ¯ e ∼ω e such that ¯ e ≤j ¯ e
′. Now, for any
¯ ¯ e′ ∼j+1 ¯ e
′, again from the hypothesis, we can ﬁnd ¯ ¯ e ∼ω e ∼ω ¯ e such that ¯ ¯ e ≤j ¯ ¯ e
′.
Now, assuming that ¯ ¯ e #j+1 ¯ e and reasoning as in the proof of Lemma 2.7.10 would
lead to a contradiction. Therefore, it must be ¯ ¯ e ∼j+1 ¯ e. Then, we have shown that
∀¯ ¯ e
′ ∼j+1 ¯ e
′ ∃¯ ¯ e ∼j−1 ¯ e such that ¯ ¯ e ≤j ¯ ¯ e
′, i.e., ¯ e ≤j+1 ¯ e
′, and thus we have that
∀ ¯ e
′ ∼ω e
′ ∃ ¯ e ∼ω e. ¯ e ≤j+1 ¯ e
′.
To conclude the proof suppose that ∀ ¯ e
′ ∼ω e
′ ∃ ¯ e ∼ω e such that ¯ e ≤j ¯ e
′. Then, in
particular ∀j ∈ ω ∃ ¯ ej ∼ω e such that ¯ ej ≤j e
′. We claim that the sequence of the
¯ ej’s cannot be such that ∀k ∃j > k. ¯ ek  ∼j ¯ ej. In fact, if this were the case, then we
could build the following subsequence ¯ ejn, n ∈ ω, of the ¯ ej’s.
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Let j0 and k0 be 0, and let j1 be the least index greater than k0 such that
¯ ej1  ∼j1 ¯ ej0. Observe that j1 exists by hypothesis. Moreover, let k1 be
the least integer (greater that j1) such that ¯ ej1 ∼k1 ¯ ej0, which exists since
¯ ej0 ∼ω e ∼ω ¯ ej1.
Inductively, ¯ ejn is chosen to be the event in {¯ ej | j ∈ ω} whose index jn is
the least index greater than kn−1 such that ¯ ejn  ∼jn ¯ ejn−1. Then, kn is the
least integer (greater than jn−1) such that ¯ ejn ∼kn ¯ ejn−1.
It is immediate to understand that the sequence ¯ ejn, n ∈ ω, is built in such a way that
i) ∀n ∀m,m
′ < n, ¯ ejm ∼jn ¯ ejm′;
ii) ∀n ∀m < n, ¯ ejn  ∼jn ¯ ejm.
In fact, since jn is greater than kn−1, we have that ¯ ejn−1 ∼jn ¯ ejn−2 and thus, induc-
tively, ∀m,m
′ < n it is ¯ ejm ∼jn ¯ ejm′. Therefore, if it were ¯ ejn ∼jn ¯ ejm for some
m < n, it would be ¯ ejn ∼jn ¯ ejn−1, which is impossible by construction.
Thus, we are in the situation illustrated by the following picture.
e
′ e
′ e
′ e
′ e
′         
 
 
   
≤j0
 
 
 
   
≤j1
 
 
 
   
≤j2
 
 
 
   
≤j3
 
 
 
   
≤j4
¯ ej0  ∼j1 ¯ ej1  ∼j2 ¯ ej2  ∼j3 ¯ ej3  ∼j4 ¯ ej4       
It is now easy to show that this situation implies that e
′ has inﬁnitely many pre-
events in the event structure ES or, equivalenty, in Ev0. In fact, by Lemma 2.7.10,
since ¯ ej0 ≤j0 e
′, there exists ¯ ¯ ej0 ∼j0 ¯ ej0 such that ¯ ¯ ej0 ≤ e
′. (Here we are confusing ≤
and ≤0.) For the same reason, there exists ¯ ¯ ej1 ∼j1 ¯ ej1 such that ¯ ¯ ej1 ≤ e
′. Of course, it
must be ¯ ¯ ej0  ∼j0 ¯ ¯ ej1, otherwise it would be ¯ ej1 ∼j1 ¯ ej0, which is impossible. It follows
that ¯ ¯ ej0  = ¯ ¯ ej1. In general, for any n ∈ ω, it must exist ¯ ¯ ejn ∼jn ¯ ejn such that ¯ ¯ ejn ≤ e
′,
and such that, for any m < n, ¯ ¯ ejn  ∼jn−1 ¯ ¯ ejm, since this last condition would imply
¯ ejn ∼jn ¯ ejm. We conclude that, therefore, for any m < n, ¯ ¯ ejn  = ¯ ¯ ejm.
It follows from the previous discussion that, if ∀k ∃j > k. ¯ ek  ∼j ¯ ej, then we have
that {e ≤ e
′ | e
′ ∈ EES} ⊇ {¯ ¯ ejn | n ∈ ω} is inﬁnite. But this is absurd, since ES is an
event structure.
Thus, we can assume that ∃k. ∀i > k ¯ ek ∼i ¯ ei. But this means that ∀i > k we have
¯ ek ≤i ¯ ei ≤i e
′. Then, since ∃k
′ such that ¯ ek ∼k′ e, we have that ∀i > max{k,k
′}
e ≤i ¯ ek ≤i e
′, i.e., e ≤ω e
′.  
The next three lemmas are the equivalent of Lemma 2.7.4, Lemma 2.7.5 and
Lemma 2.7.6 for the triple (∼ω,≤ω,#ω).
Lemma 2.7.15
Relation ≤ω is a preorder such that
e ≤ω e′ and e′ ≤ω e if and only if e ∼ω e′.
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Proof. That ≤ω is a preorder is easily shown from the deﬁnition, exploiting the fact
that, for any i ∈ ω, ≤i is a preorder.
Now suppose that e ≤ω e
′ and e
′ ≤ω e. Then, there exists i such that e ≤i e
′ and
e
′ ≤i e. Thus, by Lemma 2.7.4, e ∼i e
′ whence e ∼ω e
′. On the contrary, if e ∼ω e
′,
then there exists k such that ∀i > k e ∼i e
′. Then, again by the same lemma, for any
i > k, e ≤i e
′ and e
′ ≤i e, i.e., e ≤ω e
′ and e
′ ≤ω e.  
Lemma 2.7.16
Relation #ω is symmetric, irreﬂexive and such that
e #ω e′ ≤ω e′′ implies e #ω e′′.
Proof. Since for any i ∈ ω #i is symmetric and irreﬂexive and since #ω =
 
i∈ω #i,
the ﬁrst part of the claim is immediate.
Suppose that e #ω e
′ and e
′ ≤ω e
′′. By deﬁnition of #ω, for any i ∈ ω we have e #i e
′.
Moreover, there exists k such that ∀i > k it is e
′ ≤i e
′′. Thus, ∀i > k we have e #i e
′
and e
′ ≤i e
′′, i.e., by Lemma 2.7.5, e #i e
′′. Then, since #i ⊆ #i−1 we have e #i e
′′
for any i ∈ ω, i.e., e #ω e
′′.  
Lemma 2.7.17
For any e ∈ E, the set
 
[e′]∼ω
 
 
  e′ ≤ω e, e′ ∈ E
 
is ﬁnite.
Proof. If [e
′]∼ω ≤∼ω [e]∼ω, then there exists ¯ e
′ ∼ω e
′ such that ¯ e
′ ≤0 e. Moreover,
if [e
′]∼ω  = [e]∼ω, then clearly ¯ e
′  = e. Hence, if we have inﬁnitely many events in  
[e
′]∼ω
 
 
  e
′ ≤ω e
 
, we also have inﬁnitely many events in
 
[e
′]∼0
 
 
  e
′ ≤0 e
 
, which,
by Lemma 2.7.6, is impossible.  
Then, we can deﬁne a labelled event structure Evω out of the triple (∼ω,≤ω,#ω)
exactly as for the Evi’s: Evω is the event structure (E/∼ω,≤∼ω,#∼ω,ℓ∼ω,L),
where
• E/∼ω is the set of ∼ω-classes of E;
• [e]∼ω ≤∼ω [e′]∼ω if and only if e ≤ω e′;
• [e]∼ω #∼ω [e′]∼ω if and only if e #ω e′;
• ℓ∼ω([e]∼ω) = ℓ(e).
Similarly to the case of the sequence TSysi, i ∈ ω, presented in Section 2.6, event
structures Evi are related to each other by inclusion morphisms. For i ∈ ω \ {0},
let ini:E/∼i−1 → E/∼i be the function such that ini
 
[e]∼i−1
 
= [e]∼i. Then we
have the following.
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Lemma 2.7.18
For any i ∈ ω\{0}, (ini,id):Evi−1 → Evi is a labelled event structure morphism.
Proof. Axiom (iii) of Deﬁnition 2.3.1 of labelled event structure morphisms trivially
holds for (ini,idi). Let us check axioms (i) and (ii).
i) ini
  
[e]∼i−1
 
≤i−1
 
⊆
 
ini
 
[e]∼i−1
  
≤i
, i.e., for any [e
′]∼i ≤∼i [e]∼i there
exists [¯ e
′]∼i−1 ≤∼i−1 [e]∼i−1 such that [¯ e
′]∼i = [e
′]∼i. But this is immediate
because e
′ ≤i e implies, by deﬁnition of ≤i, that there exists ¯ e
′ ∼i e
′ such that
¯ e
′ ≤i−1 e.
ii) ini
 
[e]∼i−1
 
∨ ∨ ini
 
[e
′]∼i−1
 
implies [e]∼i−1 ∨ ∨ [e
′]∼i−1, i.e., [e]∼i ∨ ∨ [e
′]∼i
implies [e]∼i−1 ∨ ∨ [e
′]∼i−1. Clearly, by deﬁnition, [e]∼i #∼i [e
′]∼i implies
[e]∼i−1 #∼i−1 [e
′]∼i−1.
Now suppose that [e]∼i = [e
′]∼i but [e]∼i−1  = [e
′]∼i−1. Then, we have e ∼i e
′ but
e  ∼i−1 e
′. Then, by Lemma 2.7.8, we have e #i−1 e
′, i.e., [e]∼i−1 #∼i−1 [e
′]∼i−1.
 
Next, we shall show that Evω is the colimit of the ω-diagram formed by the
Evi’s. For any i ∈ ω, consider the mapping inω
i :E/∼i → E/∼ω which, for any
e ∈ E, sends [e]∼i to [e]∼ω.
Lemma 2.7.19
For any i ∈ ω, (inω
i ,id):Evi → Evω is a labelled event structure morphism
Proof. The proof is formally identical to that of Lemma 2.7.18. With respect to
Deﬁnition 2.3.1, property (i), i.e., in
ω
i
  
[e]∼i
 
≤i
 
⊆
 
in
ω
i
 
[e]∼i
  
≤ω
, derives im-
mediately from Lemma 2.7.10; property (ii), i.e., in
ω
i
 
[e]∼i
 
∨ ∨ in
ω
i
 
[e
′]∼i
 
implies
[e]∼i ∨ ∨ [e
′]∼i derives immediately from Lemma 2.7.8; and property (iii) is trivially
true.  
Proposition 2.7.20
Evω is the colimit in LESI of the ω-diagram
D = Ev0
(in1,id)
−→ Ev1
(in2,id)
−→    
(ini−1,id)
−→ Evi
(ini,id)
−→    
Proof. Since for any 1 < j < i it is in
ω
j = in
ω
i ◦ ini ◦     ◦ inj+1, then {(in
ω
i ,id):Evi →
Evω | i ∈ ω} is a cocone with base D.
Consider now any other cocone {(ηi,λi):Evi → ES | i ∈ ω} for D, ES being any object
in LESI. Since for any i it is (ηi,λi) = (ηi+1,λi+1) ◦ (ini+1,id), it must necessarily
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be λi = λ0 = λ and ηi
 
[e]∼i
 
= ηi+1
 
[e]∼i+1
 
, for any i. Thus, we can deﬁne
¯ η:E/∼ω → EES by ¯ η
 
[e]∼ω
 
= η0
 
[e]∼0
 
. Clearly, we have that
¯ η
 
[e]∼ω
 
= η0
 
[e]∼0
 
= ηi
 
[e]∼i
 
,
i.e., for any i, ηi = ¯ η ◦ in
ω
i , and, moreover, ¯ η is clearly the unique mapping for which
that happens. Thus, to conclude the proof, we only miss to show that (¯ η,λ):Evω → ES
is a labelled event structure morphism.
Again, axiom (iii) of Deﬁnition 2.3.1 trivially holds by deﬁnition. Let us show axioms
(i) and (ii).
i) Consider ¯ e ∈ EES such that ¯ e ≤ ¯ η
 
[e]∼ω
 
. Then, by deﬁnition, for each i,
¯ e ≤ ηi
 
[e]∼i
 
and, since (ηi,λi) is a morphism, for any i there exists ¯ ¯ ei ∈ E such
that ¯ ¯ ei ≤i e and ηi
 
[¯ ¯ ei]∼i
 
= ¯ e. Thus, we are in the same situation we came
across while proving Lemma 2.7.14. And in fact, reasoning as in that proof, we
have that there can be only ﬁnitely many ¯ ¯ ei which are not in the relation ∼ω,
i.e., there must be a k such that ¯ ¯ ek ≤i e for any i > k. Then, ¯ ¯ ek ≤ω e and
¯ η
 
[¯ ¯ ek]∼ω
 
= ηk
 
[¯ ¯ ek]∼k
 
= ¯ e.
ii) Suppose that ¯ η
 
[e]∼ω
 
∨ ∨ ¯ η
 
[e
′]∼ω
 
. Then, clearly, for any i ∈ ω we have that
ηi
 
[e]∼i
 
∨ ∨ ηi
 
[e
′]∼i
 
. Now, if there exists i such that [e]∼i = [e
′]∼i, then
[e]∼ω = [e
′]∼ω. Otherwise, [e]∼i #∼i [e
′]∼i for any i ∈ ω, i.e., [e]∼ω #∼ω [e
′]∼ω.
In both cases, [e]∼ω ∨ ∨ [e
′]∼ω and we are done.  
Exploiting the characterizations of ≤ω previously given, it is not diﬃcult to
show the following.
Lemma 2.7.21
Evω is deterministic.
Proof. Consider a conﬁguration cω of Evω and two events [e]∼ω  = [e
′]∼ω enabled at
cω, i.e., such that cω ⊢ [e]∼ω and cω ⊢ [e
′]∼ω. We shall show that there exist i and a
conﬁguration ci of Evi in which [e]∼i and [e
′]∼i are enabled. Since [e]∼i+1  = [e
′]∼i+1,
which follows from the fact that [e]∼ω  = [e
′]∼ω, and since [e]∼i  ⋚i [e
′]∼i, which follows
from the fact that both are enabled at ci, it must necessarily be
ℓ∼ω
 
[e]∼ω
 
= ℓ∼i
 
[e]∼i
 
 = ℓ∼i
 
[e
′]∼i
 
= ℓ∼ω
 
[e
′]∼ω
 
,
which shows that Evω is deterministic.
Suppose that [¯ e]∼ω ≤∼ω [e]∼ω. Then, there exists k such that ∀j > k [¯ e]∼j ≤∼j [e]∼j.
Since the set
 
[e]∼ω
 
≤ω
is ﬁnite, we can ﬁnd ¯ k
′ such that for any j > ¯ k
′ [¯ e]∼ω ≤∼ω
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[e]∼ω implies [¯ e]∼j ≤∼j [e]∼j. If otherwise [¯ e]∼ω  ∼ω [e]∼ω and [¯ e]∼¯ k′ ≤∼¯ k′ [e]∼¯ k′,
there exists j > k such that [¯ e]∼j  ∼j [e]∼j. Now, observe that there can be only
ﬁnitely many such [¯ e]∼k. In fact, if it were not, reasoning as done in previous proofs,
and exploiting Lemmas 2.7.10 and 2.7.13, we would easily derive a contradiction show-
ing that e has inﬁnitely many pre-events in Ev0. Then, we can ﬁnd ¯ k
′′ such that for
any j > ¯ k
′′
[¯ e]∼ω ≤∼ω [e]∼ω ⇔ [¯ e]∼j ≤∼j [e]∼j.
In the same way, we can ﬁnd ¯ ¯ k
′′ such that for any j > ¯ ¯ k
′′, [¯ e]∼ω ≤∼ω [e
′]∼ω if and only
if [¯ e]∼j ≤∼j [e
′]∼j. Thus, considering ¯ k = max{¯ k
′′,¯ ¯ k
′′} we have that for any i > ¯ k
[¯ e]∼ω ∈
 
[e]∼ω
 
≤ω
⇔ [¯ e]∼i ∈
 
[e]∼i
 
≤i
and
[¯ e]∼ω ∈
 
[e
′]∼ω
 
≤ω
⇔ [¯ e]∼i ∈
 
[e
′]∼i
 
≤i
.
Now, consider [¯ e]∼¯ k ≤¯ k [e]∼¯ k and [¯ e
′]∼¯ k ≤¯ k [e
′]∼¯ k. Clearly, it is still possible that
[¯ e]∼¯ k #∼¯ k [¯ e
′]∼¯ k. However, since [¯ e]∼ω
 
#
∼ω
[¯ e
′]∼ω, it must exist k such that for any
i > k [¯ e]∼i
 
#
∼i
[¯ e
′]∼i. Then, since there can be only ﬁnitely many such pairs, we can
ﬁnd an integer i (greater than ¯ k) such that the set
 
[e]∼i
 
≤i
∪
 
[e
′]∼i
 
≤i
is conﬂict
free (wrt. to #∼i).
It is immediate now to see that
ci =
  
[e]∼i
 
≤i
\
 
[e]∼i
  
∪
  
[e
′]∼i
 
≤i
\
 
[e
′]∼i
  
is a conﬁguration of Evi which enables [e]∼i and [e
′]∼i.  
As it was probably clear from a while, the object component of the functor
dles:LESI → dLES is the function which maps a labelled event structure without
autoconcurrency ES to the deterministic event structure Evω limit of the sequence
of event structures Evi built from it.
An example of the construction is given in Figure 2.4, in which we also show how
the construction of the deterministic transition system with independence works on
the transition system of conﬁgurations of ES. Now, the last step we miss is to show
that dles can be extended to a functor which is left adjoint to the inclusion functor
dLES ֒→ LESI. This is done in the following proposition.
Proposition 2.7.22 ((inω
0 ◦ in,id):ES → dles(ES) is universal)
For any labelled event structure without autoconcurrency ES, any deterministic
labelled event structure DES and any (η,λ):ES → DES, there exists a unique
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Figure 2.4: An event structure ES and dles(ES)
(¯ η,λ):dles(ES) → DES in dLES such that (¯ η,λ) ◦ (inω
0 ◦ in,id) = (η,λ).
ES dles(ES)
DES
(in
ω
0 ◦in,id) //
(η,λ)
 
 
 
 
 
 
 
 
 
 
 
 
 ((
(¯ η,λ)
￿￿
Proof. Suppose for a while that we are able to show that (η,λ):ES → DES gives rise
to a cocone {(ηi,λ):Evi → DES | i ∈ ω} with base D such that η = η0 ◦ in, (in,id)
being the isomorphism of ES and Ev0. Then, by Proposition 2.7.20, there exists a
unique (¯ η,λ):dles(ES) → DES such that, for any i, ηi = ¯ η ◦in
ω
i . Then, in particular,
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η0 = ¯ η ◦ in
ω
0, and thus
(η,λ) = (η0 ◦ in,λ) = (¯ η,λ) ◦ (in
ω
0 ◦ in,id).
In other words, ¯ η:EES/∼ω → EDES given, as in the proof of Proposition 2.7.20, by
¯ η
 
[e]∼ω
 
= η(e) would be such that (¯ η,λ) makes the diagram commute.
The hypothesis above is suﬃcient also to show the uniqueness of (¯ η,λ). Suppose in
fact that there exists ¯ ¯ η such that η = ¯ ¯ η ◦ (in
ω
0 ◦ in), then it is η0 = ¯ ¯ η ◦ in
ω
0. It follows
that, for any i,
ηi
 
[e]∼i
 
= (¯ η ◦ in
ω
i )
 
[e]∼i
 
= (¯ η ◦ in
ω
0)
 
[e]∼0
 
= (¯ ¯ η ◦ in
ω
0)
 
[e]∼0
 
= (¯ ¯ η ◦ in
ω
i )
 
[e]∼i
 
,
i.e., for any i it is ηi = ¯ ¯ η ◦ in
ω
i . Then, by deﬁnition of colimit, it is ¯ ¯ η = ¯ η.
Thus, we only need to show that the cocone {(ηi,λ):Evi → DES | i ∈ ω} actually
exists. However, by deﬁning for any integer i the mapping ηi:EES/∼i → EDES by
ηi
 
[e]∼i
 
= η(e), we obviously have a cocone {(ηi,λ) | i ∈ ω} as required. So, we just
need to prove that (ηi,λ) is a well-deﬁned labelled event structure morphism from Evi
to DES. We shall do it by induction on i.
For i = 0 everything is ﬁne, since (η0,λ) is the composition of two morphisms, namely
(η,λ) ◦ (in
−1,id). So, assuming that (ηi,λ) is a well-deﬁned morphism from Evi to
DES, let us show that (ηi+1,λ):Evi+1 → DES is such.
To show that ηi+1 is well-deﬁned, it is enough to show that η(e) = η(e
′) whenever e
and e
′ are related directly from condition (ii) of the deﬁnition of ∼i+1. Since ∼i+1 is
an equivalence generated by that unique rule starting from ∼i, the other cases follow
immediately using the inductive hypothesis. Thus, it is e  ⋚i e
′, ℓ(e) = ℓ(e
′) and
⌊e⌋≤i \ {e}  #i ⌊e
′⌋≤i and ⌊e⌋≤i  #i ⌊e
′⌋≤i \ {e
′}.
First observe that η↓e if and only if λ↓ℓ(e) if and only if λ↓ℓ(e
′) if and only if η↓e
′.
Thus, ηi+1 is deﬁned or not on a class [e]∼i+1 irrespectively of the representative
chosen. Suppose then that η is deﬁned on e. Thus ηi is deﬁned on both [e]∼i and
[e
′]∼i. By general properties of event structure morphisms,
ηi
  
⌊e⌋≤i \ {e}
 
∪
 
⌊e
′⌋≤i \ {e
′}
  
is a conﬁguration of DES which enables both ηi
 
[e]∼i
 
and ηi
 
[e
′]∼i
 
. Then, since
those two events have the same label in DES, which is deterministic, it follows that
ηi
 
[e]∼i
 
= ηi
 
[e
′]∼i
 
.
Let us show now that (ηi+1,λ) is a morphism.
i)
 
ηi+1
 
[e]∼i+1
  
≤
⊆ ηi+1
  
[e]∼i+1
 
≤∼i+1
 
.
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Consider e ≤ ηi+1
 
[e]∼i+1
 
. Then, for any e
′ ∼i+1 e, we have that ηi
 
[e
′]∼i
 
=
ηi+1
 
[e]∼i+1
 
. Thus, we have e ≤ ηi
 
[e
′]∼i
 
and, by induction, there exists ¯ e
′ ≤i e
′
such that ηi
 
[¯ e]∼i
 
= e. In the following, let ¯ x denote the event identiﬁed in such a
way in correspondence of a generic event x. Observe that, since by induction (ηi,λ)
is a morphism, for any e
′ ∼i+1 e it is [¯ e]∼i ∨ ∨ [¯ e
′]∼i. Consider now e
′ ∼i+1 e. Then,
there exists a chain
e
′ #i e0 #i     #i en #i e,
where the elements adjacent to each other satisﬁes condition (ii) of the deﬁnition
of ∼i+1. Thus we are led to the following situation.
e
′ #i e0 #i     #i en #i e    
 
 
 
≤i
   
 
 
 
≤i
   
 
 
 
≤i
   
 
 
 
≤i
¯ e
′ ∨ ∨ ¯ e0 ∨ ∨     ∨ ∨ ¯ en ∨ ∨ ¯ e
However, since by hypothesis it cannot be [¯ e
′]∼i #i [¯ e0]∼i, we must conclude that
[¯ e
′]∼i = [¯ e0]∼i and, inductively, that ¯ e
′ ∼i ¯ e. Summing up, there exists ¯ e such that
∀e
′ ∼i+1 e ∃ ¯ e
′ ∼i+1 ¯ e. ¯ e
′ ≤i e
′, i.e., ¯ e ≤i+1 e, and such that ηi+1
 
[¯ e]∼i+1
 
= e.
ii) ηi+1
 
[e]∼i+1
 
∨ ∨ ηi+1
 
[e]∼i+1
 
implies [e]∼i+1 ∨ ∨ [e]∼i+1.
For any [¯ e]∼i ⊆ [e]∼i+1 and any [¯ e
′]∼i ⊆ [e
′]∼i+1 we have
ηi
 
[¯ e]∼i
 
= ηi+1
 
[e]∼i+1
 
∨ ∨ ηi+1
 
[e
′]∼i+1
 
= ηi
 
[¯ e
′]∼i
 
Then, by induction, [¯ e]∼i ∨ ∨ [¯ e
′]∼i. Thus, if [¯ e]∼i = [¯ e
′]∼i for any such ¯ e and ¯ e
′, it
is [¯ e]∼i+1 = [¯ e
′]∼i+1, i.e., [e]∼i+1 = [e]∼i+1. Otherwise, ∀ ¯ e ∼i+1 e ∀ ¯ e
′ ∼i+1 e
′ it is
¯ e #i ¯ e
′. Then, by Lemma 2.7.10, we have e #i+1 e
′. In both cases, [e]∼i+1 ∨ ∨ [e]∼i+1.
iii) ℓDES
 
ηi
 
[e]∼i+1
  
= λ
 
ℓ∼i+1
 
[e]∼i+1
  
.
Trivial, since ℓDES
 
η(e)
 
= λ
 
ℓES(e)
 
.  
As usual, the universality of (inω
0 ◦ in,id) allows us to conclude what follows.
Corollary 2.7.23 (dles ⊣ ←֓)
The mapping dles extends to a functor which is left adjoint of the inclusion of dLES
in LESI. Then,  dles,←֓  is a reﬂection.
The coreﬂection dLES ֒−⊳ LES closes the last two faces of the cube. So, our
results may be summed up in the following cube of relationships among models.
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Theorem 2.7.24 (The Cube)
dTSI
￿
￿
￿
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . ￿
⊳− − − − − − − − −֓ dTS
￿
￿
￿
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . ￿
△
| | | | | | | | | |
∪
△
| | | | | | | | | |
∪
dLES
￿
￿
￿
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . ￿
⊳− − − − − − − − −֓ HL
￿
￿
￿
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . ￿
TSI ⊳− − − − − − − − −֓ TS
△
| | | | | | | | | |
∪
△
| | | | | | | | | |
∪
LES ⊳− − − − − − − − −֓ ST
Conclusions
This chapter established a complete “cube” of formal relationships between well-
known and (a few) new models for concurrency. Thus, we have a complete picture
of how to translate between these models via adjunctions along the axes of “in-
terleaving/noninterleaving”, “linear/branching” and “behaviuor/system”. Notice
also the pleasant conformity in the picture, with coreﬂections along the “inter-
leaving/noninterleaving” and “behaviour/system” axes, and reﬂections along “lin-
ear/branching”.
It should be mentioned that not all squares (surfaces) of the “cube” commute.
Of course, they do with directions along those of the embeddings.
It is worth remarking that all the adjunctions in this chapter would still hold if
we modiﬁed uniformly the morphisms of the involved categories by eliminating the
label component. However, if we considered only total morphisms, the reﬂections
dTSI ֒−⊳ TSI and dLES ֒−⊳ LES would not exist.
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Inﬁnite Computations
Abstract. For any cardinal ℵ, there exists a KZ-doctrine on the 2-category of the
locally small categories whose algebras are exactly the categories which admits all the
colimits indexed by chains of cardinality not greater than ℵ. The chapter presents a wide
survey of this topic.
In addition, we show that this inductive completion KZ-doctrine lifts smoothly to KZ-
doctrines on (many variations of) the 2-categories of monoidal and symmetric monoidal
categories, thus yielding, in particular, a universal construction of colimits of ω-chains
in those categories. Since the processes of Petri nets may be axiomatized in terms of
symmetric monoidal categories this result provides a universal construction of the algebra
of inﬁnite processes of a Petri net.
So that we may say that the door is now opened ...
to a new method ...which in future years
will command the attention of other minds.
Galileo Galilei
Tra questa immensit` a s’annega il pensier mio:
e il naufragar mi ` e dolce in questo mare.
Giacomo Leopardi
L’inﬁnito ` e drasticamente diverso
da tutte le cose ﬁnite.
Antonino Zichichi, L’inﬁnito
This chapter is based on joint work with Jos´ e Meseguer and Ugo Montanari [123].
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208Introduction
The idea of completing a mathematical stucture by adding to it some desirable
limit “points” is indeed a very natural one and it arises in many diﬀerent ﬁelds of
mathematics, and in particular topology and partial order theory. Since categories
are a generalization of the notion of partial orders, the issue of completing categories
for a given class of limits or colimits arose rather early in the development of the
theory (see [79] and references therein).
As far as computer science is concerned, the theory of complete partial orders
and associated completion techniques have assumed great relevance since the pio-
neering work on semantics by D. Scott [128, 133]. In the last few years, however,
many computing systems have been given a semantics through the medium of cat-
egory theory, the general pattern being to look at objects as representing states
and at arrows as representing computations. It is therefore natural to expect that
the theory of cocompletion of categories may play an interesting role in this kind
of semantics. The main purpose of this chapter is to illustrate how this theory
ﬁts well with the issue of inﬁnite computations and, therefore, to make it more
easily available to the computer science community. In a sense, by viewing cate-
gories as generalized posets, this view of inﬁnite computations is very natural and
indeed generalizes to categories similar constructions for adding limits to posets.
We motivate this further in terms of processes of Petri nets in Section 3.1.
Petri nets [109] are probably the most clear exampliﬁcation of the categorical se-
mantics pattern discussed above. They are unanimously considered among the most
representative models for concurrency, since they are a fairly simple and natural
model of concurrent and distributed computation. Recent works [97, 16, 121, 122]
have shown that the semantics of Petri nets can be understood in terms of symmet-
ric monoidal categories—where objects are states, arrows processes, and the tensor
product and the arrow composition model respectively the operations of parallel
and sequential composition of processes. This yields an axiomatization of the causal
behaviour of nets as an essentially algebraic theory. However, when modeling per-
petual systems, describing ﬁnite processes is not enough: we need to consider also
inﬁnite behaviours. We remark that our interest here resides on processes of Petri
nets, i.e., on structures able to describe concurrent computations taking into ac-
count causality. More precisely, we aim at deﬁning an algebra of net computations
which includes inﬁnite processes as well. To the best of our knowledge, this issue
is still completely unexplored.
Although we are mainly interested in considering colimits of ω-chains, we shall
present the theory of the cocompletion for ﬁltered colimits of cardinality not greater
than ℵ, where ℵ is an inﬁnite cardinal. In particular, since ℵ-ﬁltered cocompleteness
is equivalent to the cocompleteness by colimits taken over chains of cardinality not
greater that ℵ, for ℵ = ω we have the ω-cocompletion as instantiation of the general
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theory. More precisely, for any inﬁnite cardinal ℵ, we deﬁne a Kock-Z¨ oberlain
(KZ-)doctrine Ind( )ℵ on the 2-category of locally small categories such that the
categories admitting ﬁltered colimits of cardinality ℵ are the algebras [76, 149]
for the doctrine, while the Ind–homomorphisms are the functors which preserve
those colimits. This result has already appeared in several diﬀerent forms in the
literature, e.g. [71, 43] and the related [76, 79, 28, 149, 150, 137, 56, 58]. However,
we aim at giving a simple and complete tutorial, which integrates the best features
of the existing approaches and explores the application of these ideas to computer
science.
Concerning the organization of this chapter, in Section 3.2 we recall that, for
any small category C, the category Set
C
op
of all presheaves on C may be considered
the “free” cocompletion of C under all small colimits. This suggests immediately
a strategy for identifying the cocompletion of C for ℵ-ﬁltered colimits, i.e., to look
for an appropriate subcategory of Set
C
op
. Moreover, this approach generalizes also
to locally small categories. This part of the theory is illustrated in Section 3.3.
Then Section 3.5 gives the functors Ind( )ℵ bulding on the theory of KZ-doctrines,
whose deﬁnitions and basic results are given in Section 3.4.
Getting back to our starting motivations about the process semantics of Petri
nets, in Section 3.6 we study the application of the doctrine to symmetric monoidal
categories. Precisely, we show that the KZ-doctrine Ind( )ℵ lifts to KZ-doctrines re-
spectively on any of the 2-categories of monoidal categories appearing in Table 3.1.
This, from the technical point of view, is the main original contribution of the
chapter. Finally, in Section 3.7, we discuss how this result generalizes the algebraic
approach to the process semantics of Petri nets discussed in detail in Chapter 1 to
the case in which inﬁnite processes and composition operations on them are con-
sidered. In particular, the inﬁnite processes of a Petri net can in this way be given
an algebraic presentation which combines the essentially algebraic presentation of
monoidal categories with the monadic presentation of their completion in terms of
KZ-doctrines. A further link with Chapter 1, and in particular with the results of
Section 1.9 about the relationships between process, unfolding, and algebraic views
of net semantics is provided by showing that the arrows of the cocompletion of the
category of decorated concatenable processes of N coincides with the conﬁgurations
of the event structure associated to N by the unfolding semantics.
However, the correspondence between inﬁnite net processes obtained via the
cocompletion doctrine and the algebraic theory of net processes is not as “precise”
as one would like. In fact, in addition to the symmetric monoidality, the categories
of processes of Petri nets satisfy further axioms which are, in general, not preserved
by Ind( )ℵ. Therefore, although the arrows of the cocomplete category correspond
precisely to inﬁnite computations, they do not enjoy the global structural properties
of ﬁnite net processes, i.e., Ind( )ℵ does not restrict to an endofunctor on the
category of categories of net processes. It is still an open problem whether a more
satisfactory solution to this problem can be found.
210small locally small
monoidal strict monoidal monoidal strict monoidal
S
T
R
I
C
T
non
symmetric
MonCat sMonCat MonCAT sMonCAT
symmetric
SMonCat SsMonCat SMonCAT SsMonCAT
strictly
symmetric
sSMonCat sSsMonCat sSMonCAT sSsMonCAT
S
T
R
O
N
G
non
symmetric
MonCat⋆ sMonCat⋆ MonCAT⋆ sMonCAT⋆
symmetric
SMonCat⋆ SsMonCat⋆ SMonCAT⋆ SsMonCAT⋆
strictly
symmetric
sSMonCat⋆ sSsMonCat⋆ sSMonCAT⋆ sSsMonCAT ⋆
M
O
N
O
I
D
A
L
non
symmetric
MonCat⋆⋆ sMonCat⋆⋆ MonCAT⋆⋆ sMonCAT⋆⋆
symmetric
SMonCat⋆⋆ SsMonCat⋆⋆ SMonCAT⋆⋆ SsMonCAT ⋆⋆
strictly
symmetric
sSMonCat⋆⋆ sSsMonCat⋆⋆ sSMonCAT⋆⋆ sSsMonCAT⋆⋆
Legenda: The data in the deﬁnition of monoidal categories and functors (see Sec-
tion A.2 for the relevant deﬁnitions) give rise to many combinations according to
whether the monoidality and the symmetry are strict or not and so on. To ﬁx no-
tation, we propose the nomenclature above. The idea is that, since we consider the
categories with strict monoidal functors as the “normal” categories, we explicitly
indicate with simple and double superscripted ⋆’s the categories with, respectively,
strong monoidal functors and simply monoidal functors. This is indicated by the
leftmost column in the table. Clearly, the categories of symmetric monoidal cate-
gories consists always of symmetric monoidal functors. Moreover, sS means strictly
symmetric while sMon means monoidal strict. We distinguish between categories
of locally small and of small categories by using uppercase letters in the ﬁrst case.
Of course, there is an analogous table for the categories above considered as one-
dimensional categories. We use a single underline in order to distinguish the two
situations.
Table 3.1: A nomenclature for categories of monoidal categories
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3.1 Motivations from Net Theory
Building on the formalization of the processes of a net N as a monoidal category, it
looks conceptually very simple to describe the inﬁnite computations of N. However,
in order to appreciate the discussion in this section, it is not necessary to know in
detail what Petri nets are. Indeed, the relevant facts are, as already stressed in
the introduction, that we have a category C whose objects represent the states
and whose arrows represent the ﬁnite processes of a computational device, say a
net N. To make the situation more interesting, we assume that, in addition, there
is a notion of parallel composition of transitions, expressed by the fact that C is
a monoidal category. Then, since arrows in the category C, are ﬁnite processes,
and since we understand inﬁnite computations as “limits” of countable sequences
of ﬁnite processes, we can think of them as sequences of arrows in C, i.e., C-valued,
ω-shaped diagrams
c0
f0 −→ c1
f1 −→    
fn−1 −→ cn
fn −→ cn+1
fn+1 −→    
which are exactly the functors from the partial ordered category ω = {0 < 1 < 2 <
3 <    } to C.
However, this is only part of the story, actually the easiest. First of all, we
are not interested in a set-theoretic treatment of inﬁnite processes, but rather in
their categorical description. In other terms, we aim at extending our category C
to a larger category whose objects represent states and whose arrows represent the
processes of N, including the inﬁnite ones. Secondly, but not less importantly, we
want to preserve for inﬁnite computations the view already available for categories
of ﬁnite net computations as models of (essentially) algebraic theories.
Changing the viewpoint, one may look at an ω-diagram F in C as a “formal
state”, rather than as a computation, namely the state reached by (the computation
represented by) F. Then, a tentative solution which immediately arises is provided
by C
ω, the category of functors from ω to C and natural transformations. The
tensor product ⊗ on C is easily lifted to C
ω by deﬁning
(F,F′) ⊗ ◦  F,F ′ 
(G,G′) ⊗ ◦  G,G′ 
  //
(σ,σ
′)
￿￿
σ˜ ⊗σ
′
￿￿
  //
C
ω C
ω × C
ω ˜ ⊗ //
where   ,   is the pairing of functors induced by the product C × C and ˜ ⊗ acts on
the natural transformations σ and σ′ componentwise. The tensor ˜ ⊗ is exempliﬁed
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in the diagram below.
c0 ⊗ c′
0 c1 ⊗ c′
1 c2 ⊗ c′
2 c3 ⊗ c′
3    
d0 ⊗ d′
0 d1 ⊗ d′
1 d2 ⊗ d′
2 d3 ⊗ d′
3    
f0⊗f
′
0 //
σ0⊗σ
′
0
￿￿
f1⊗f
′
1 //
σ1⊗σ
′
1
￿￿
f2⊗f
′
2//
σ2⊗σ
′
2
￿￿
σ3⊗σ
′
3
￿￿
g0⊗g
′
0
//
g1⊗g
′
1
//
g2⊗g
′
2
//
However, it is easily realized that the functor category C
ω is quite removed from the
category we are looking for. For example, for any non-identity arrow f in C, there
are inﬁnitely many F ∈ C
ω such that F(j < j + 1) = f, for some j ∈ ω, while for
any i  = j, F(i < i+1) is an identity arrow. Although in our intended interpretation
all these functors clearly represent the same computation, viz. f, they are distinct
in C
ω and, even worse, they are not necessarily isomorphic to each other, which
is the very least one would desire. Of course, a way out of this problem could be
to construct a suitable quotient of C
ω, or, more in the spirit of category theory,
to make some appropriate arrows be isomorphisms; otherwise said, the notion of
morphism for the category we search for is not at all self-evident.
Another conceptual approach to the issue of inﬁnite computations which lies
fully in the categorical framework is to exploit the notion of colimit. Suppose that
we can “complete” C by adding suitable objects and arrows so that we can ensure
that every ω-diagram in the completed category has a colimit. Then, in particular,
for every sequence c0
f0 −→ c1
f1 −→     of processes of N, we have a unique (up to
isomorphism) object c and a cocone
c0 c1 c2 c3 c4    
c
f0 //
λ0
 
 
 
 
 
 
 
 
 
 
 
 
 ((
f1 //
λ1
 
 
 
 
 
 !!
f2 //
λ2
￿￿
f3 //
λ3
}}
 
 
 
 
 
  λ4
vv
 
 
 
 
 
 
 
 
 
 
 
 
 
where, by deﬁnition, fi;λi+1 = λi for any i ∈ ω. Then, it follows immediately that
the arrow λ0:c0 → c represents the inﬁnite computation c0
f0 −→ c1
f1 −→    .
In the following, we shall give (some diﬀerent representations of) the “free” (in a
lax sense to be explained later) completion of C by ω-colimits. Moreover, Section 3.6
will clarify how the two, seemingly diﬀerent, approaches discussed in this section
can be reconciled. Although we shall not achieve a representation of the category
of inﬁnite computations of N (or equivalently a free cocompletion of C) where
“just the needed points” and “nothing else” is added, nevertheless, all the desired
inﬁnite computations will be represented faithfully, and all the computations which
are “intuitively” the same will have isomorphic colimits in the completed category.
Also, C will be embedded (fully and faithfully) by means of a strict monoidal functor
in it. We start working by analogy with the well know case of the completion of C
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by arbitrary small colimits; the next section recalls this result, while the following
ones exploit the same techniques to our case.
Remark. Concerning foundational issues, we assume as usual the existence of a ﬁxed uni-
verse U of small sets [55, 43] upon which small and locally small categories are built [89].
A category is small if the collection of its arrows form a small set, i.e., it belongs to U;
it is locally small if the collection of arrows between any two objects of the category is a
small set (see [24, 84] for smoother choices about foundations of category theory; a brief
discussion of the topic is provided in Appendix A.2).
Notation. In the following, Set, Cat and CAT are, respectively, the category of small
sets and functions, the category of small categories and functors and the category of locally
small categories and functors. Concerning notation, we shall use a double underlying to
denote a 2-category. Thus, Cat and CAT are the 2-categories corresponding to Cat
and CAT. Apart from the large categories above, and unless diﬀerently speciﬁed, in
the following C stands for a generic locally small category. We denote indiﬀerently by
juxtaposition and by ◦ the composition of functors, while the composition of arrows is
always written as ◦ , except in the categories of net processes where, in order to emphasize
the fact that it represents sequentialization, we write composition as ; and we use the
(left to right) diagrammatic order. Finally, we shall preferably denote homsets in C by
HomC(a,b). However, since this notation can easily become heavy, we shall occasionally
write C[a,b].
3.2 Presheaf Categories as Free Cocompletions
Given a locally small C, a presheaf on C is a contravariant functor P:C
op → Set.
The (not necessarily locally small) category Set
C
op
is the category of all presheaves
on C.
We remind the reader that C is embedded fully and faithfully in Set
C
op
via the
Yoneda embedding Y deﬁned as follows. To any c ∈ C we associate the presheaf
Y(c) = HomC( ,c), often denoted by hc. This is the presheaf which associates to
d ∈ C the set HomC(d,c) and to f:d′ → d in C the function ( ◦ f):HomC(d,c) →
HomC(d′,c), as in the diagram below.
d HomC(d,c)
d′ HomC(d′,c)
  //
f
￿￿
( ◦f)
￿￿
  //
Set C
op Y(c) //
Now, Y can be extended to the arrows of C by mapping f:c → c′ to the (con-
stant) natural transformation (f ◦ ):Y(c)
￿ → Y(c′). It is very easy to see that this
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deﬁnition makes Y into a (covariant) functor from C to Set
C
op
.
c HomC( ,c) = Y(c)
c′ HomC( ,c′) = Y(c′)
  //
f
￿￿
(f◦ )
￿￿
  //
Set
C
op
C
Y //
Functors of the form Y(c), i.e., those set-valued contravariant functors on C
isomorphic to Y(c) for some c ∈ C, are very important for at least two reasons.
Firstly, they represent faithfully the category C, and secondly, if C is small, they
generate via small colimits all the others presheaves in Set
C
op
. They are called
representable functors.
Lemma 3.2.1 (Yoneda Lemma)
For any P ∈ Set
C
op
we have that HomSetCop(Y(c),P) ∼ = P(c) via the natural
isomorphism θ which sends σ:Y(c)
￿ → P to σc(idc).
In other words, there is a natural isomorphism between the natural transforma-
tions from Y(c) to P and the elements of P(c).
Corollary 3.2.2 (Yoneda Embedding)
The functor Y:C → Set
C
op
is full and faithful. Thus, Y determines an equivalence
between C and its replete image in Set
C
op
, i.e., between C and the full subcategory
of Set
C
op
consisting of the representable functors.
Proof. Immediate: Set
Cop
[Y(c),Y(c
′)] ∼ = Y(c
′)(c) = C[c,c
′].  
There is also a contravariant version of Yoneda’s embedding Y′:C
op → Set
C
deﬁned as follows:
c HomC(c, ) = Y′(c)
c′ HomC(c′, ) = Y′(c′)
  //
f
￿￿
  //
Set
C C
op Y
′ //
( ◦f)
OO
Y′ is dual to Y; in particular there is a version of Yoneda’s Lemma which says
that, for each c ∈ C and for each P ∈ Set
C, it is
Set
C[HomC(c, ),P] ∼ = P(c).
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It is worthwhile to recall that Y preserves limits and Y′ preserves colimits, i.e.,
for any F:J → C, if F has a limit, one has Y(lim ←− F) ∼ = lim ←−(YF), and if F has a colimit
one has Y′(lim − → F) ∼ = lim ←−(Y′F). By rewriting these formulas in terms of the explicit
deﬁnitions of Y and Y′, we have
HomC( ,lim ←− F) ∼ = lim ←−J HomC( ,Fj) and HomC(lim − → F, ) ∼ = lim ←−J HomC(Fj, ),
which say that the functor HomC( , ):C
op×C → Set is “continuous” in the second
argument and “cocontinuous” in the ﬁrst.
Definition 3.2.3 (The Category of Elements of P)
Let C be a locally small category. Given P ∈ Set
C
op
, the category of elements
of P,
 
C
P, has objects the pairs (c,p) with c ∈ C and p ∈ P(c), and arrows
u:(c′,p′) → (c,p) if u:c → c′ in C and P(u)(p) = p′.
Since, thanks to Yoneda’s lemma, we can identify c and Y(c), an equivalent
description of
 
C
P is obtained by taking the objects to be pairs (Y(c),p), where p is
a natural transformation from Y(c) to P, and the arrows from (Y(c′),p′) → (Y(c),p)
to be natural transformations u:Y(c′)
￿ → Y(c), i.e., an arrow f:c′ → c, such that
p ◦ u = p′. The reader will have already recognized this as being the (comma)
category of the representable functors over P in Set
C
op
. Throughout the chapter
we shall often switch between these two descriptions. Notice that the category of
elements of P is locally small, respectively small, when C locally small, respectively
small.
Observe that the projection on the ﬁrst component πP:
 
C
P → C deﬁned by
the diagram below is a functor.
(c′,p′) c′
(c,p) c
  //
u
￿￿
u
￿￿
  //
C
 
C
P
πP //
Let C be a small category. In the following we shall see that every presheaf
on C is a colimit of representables in a canonical way. In other words, there is
a canonical way to associate to P ∈ Set
C
op
a small diagram D:J → C such that
P ∼ = lim −→(Y ◦D). In more complex, but equivalent terms, in view of Corollary 3.2.2,
one could say that C is dense in Set
C
op
or that the identity on Set
C
op
is the left
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Kan extension of the Y along Y itself. The proof here follows along the lines of [92].
Recall from general results in category theory (see also Appendix A.1) that functor
categories are as cocomplete (and complete) as their target categories, the colimits
being computed “pointwise”. Thus, Set
C
op
is cocomplete, and so we can consider
the colimit of any small diagram of presheaves. Consider now a cocomplete category
E and suppose that there is a functor A:C → E. Then deﬁne R:E → Set
C
op
as
follows:
e HomE(A( ),e)
e′ HomE(A( ),e′)
  //
f
￿￿
(f◦ )
￿￿
  //
Set
C
op
E
R //
Remark. The restriction to a small category C is needed in order to deﬁne L properly. In
fact, colimits indexed on locally small categories, in general, do not exist in Set. Of course,
another possible way out of the problem consists of choosing a “superlarge” category of
large sets which, therefore, admits large colimits. However, we prefer to stick to the
standard deﬁnition of Set.
Theorem 3.2.4
R has a left adjoint L:Set
C
op
→ E which sends P to lim − →
  
C
P
πP −→ C
A −→ E
 
.
Proof. An arrow τ:P
￿ → R(e) is a family of arrows {τc:P(c) → E[A(c),e]} indexed by
the objects of C. The naturality condition for τ says that for any u:c
′ → c in C, the
following diagram commutes
P(c) E[A(c),e]
P(c
′) E[A(c
′),e]
τc //
P(u)
￿￿
( ◦A(u))
￿￿
τc′ //
We can safely consider it a family of arrows {τc(p):A(c) → e} indexed by the object
of the category of elements of P. Then, the diagram above becomes τc(p) ◦ A(u) =
τc′(P(u)(p)). In other words, for any u:c
′ → c, putting p
′ = P(u)(p), we have the
commutativity of the following diagram.
A(c) = A(πP(c,p))
e
A(c
′) = A(πP(c
′,p
′))
τc(p)
 
 
 
 
 
 
 
 
 
 
 ''
τc′(p′)
 
 
 
 
 
 
 
 
 
 
 77 A(u)
OO
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In other words,
 
τc(p) | (c,p) ∈
 
C
P
 
is a cocone for A ◦ πP. Since we have this
correspondence between natural transformations from P to R(e) and cocones for A◦πP
with vertex e, it follows easily from the universal property of colimits that there is a
natural bijection between natural transformations from P to R(e) and arrows from
lim − →(A ◦ πP) to e, i.e., Set
Cop
[P,R(e)] ∼ = E[L(P),e], which means that L ⊣ R.  
Corollary 3.2.5
Every presheaf is a colimit of representable functors.
Proof. Apply the previous theorem with Set
Cop
in place of E and Y in place of A.
Observe that then we have L,R:Set
Cop
→ Set
Cop
. Now, by deﬁnition, R(P)(c) =
Set
Cop
[Y(c),P] and then, by Yoneda’s lemma, R(P)(c) ∼ = P(c) for any c ∈ C and any
P ∈ Set
Cop
. If follows that R ∼ = IdSetCop. Now, the identity is left adjoint to itself
and since adjoints are unique up to isomorphisms and since we know that L is left
adjoint to R and, therefore, to the identity, we conclude that L ∼ = IdSetCop. Therefore
P ∼ = L(P) = lim − →
  
C
P
πP −→ C
Y −→ Set
Cop 
= lim − →
 
Y ◦ πP
 
.
 
An application of this result is that the morphisms in Set
C
op
can be character-
ized as follows:
Set
C
op
[P,Q] ∼ = Set
C
op 
lim − →
  
C
P
Y◦πP −→ Set
C
op 
,Q
 
∼ = lim ←−c∈
 
P Set
C
op
[hc,Q] ∼ = lim ←−c∈
 
P Q(c).
We have also the following corollary that states that Set
C
op
is “universal” up
to isomorphism and bring us back to the issue of cocompletion of categories.
Corollary 3.2.6
Let C be a small category. Then, for any cocomplete category E and any functor
A:C → E, there is a functor L:Set
C
op
→ E which preserves the colimits and such
that the following diagram commutes.
Set
C
op
E
C
L //
Y
/
￿
OO
A
 
 
 
 
 
 
 
 
 
 
 
 
 77
Moreover, L is unique up to isomorphisms.
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Proof. Let us consider L(P) = lim − →
  
C
P
πP −→ C
A −→ E
 
. Since L is a left adjoint, it
preserves colimits. Now, let us show that the diagram commutes. If P is representable,
then P ∼ = Y(c) for some c ∈ C. It is then easy to realize that the category of elements
of P has a terminal object, namely the object (c,idc). Thus, without loss of generality,
may assume that
L(Y(c)) = lim − →(A ◦ πY(c)) = A(πY(c)(c,idc)) = A(c),
i.e., the diagram commutes.
Now, suppose that K:Set
Cop
→ E renders the diagram commutative and preserves
colimits. Then, since for any presheaf P we have P ∼ = lim − →(Y ◦ πP), it is
L(P) ∼ = L(lim − →(Y ◦ πP)) ∼ = lim − →(L ◦Y ◦ πP) = lim − →(A ◦ πP)
= lim − →(K ◦Y ◦ πP) ∼ = K(lim − →(Y ◦ πP)) ∼ = K(P),
and thus K ∼ = L.  
Observe that the above construction does not give rise to an adjunction from
Cat to some “superlarge” category of large cocomplete categories for at least two
reasons. First, there are problems of cardinality, since Set
C
op
is not necessarily
small and thus there is no evident forgetful functor which could make it so. Equally
important, and more relevant from our point of view, is that the free construction
above is deﬁned only up to equivalences. We shall get back to this point later.
3.3 ℵ-Filtered Cocompletion
In this section we apply the techniques of Section 3.2 to the case of the ℵ-chain
cocompletion. The understanding of Set
C
op
as the “free” completion of a small
category C by arbitrary small colimits gives a strong hint on what the completion
of C by ℵ-chains, say   Cℵ, should be: the full subcategory of Set
C
op
which contains
the representables and their ℵ-chain colimits in Set
C
op
. We shall see that this is
indeed the case, i.e., that   Cℵ is closed for colimits of ℵ-chains and it is “universal”
(in the weak sense above) among the ℵ-chain cocomplete categories which extends
C. Moreover, since the deﬁnition of   Cℵ makes sense for any locally small category,
the following theory applies to any such C.
Although chains are pretty simple structures, they are rather uncomfortable
to manage, at least in our context, since, as categories, they are very strongly
restricted. For instance, one cannot form products and coproducts of chains. This
situation, however, is common to other ﬁelds of mathematics, like partial order
theory and topology, where one uses the—equivalent in many contexts—notion of
directed set [93, 52, 61, 133]. Thus, as a ﬁrst step, we abandon ℵ-chains and we
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broaden the class of index categories we use for the colimits, but, as we shall see,
this will not change the kind of cocompleteness   Cℵ will have. Of course, as in many
examples in the literature, e.g. [43, 58], we use ﬁltered categories, which are the
categorical correspondent of directed sets.
Chains versus Directed Partial Orders
In this subsection we recall the relevant results about the equivalence of the no-
tions of chain-completeness and direct-completeness for posets. By applying to
categories, one sees that a category admits all the colimits indexed over chains if
and only if it admits all colimits indexed by directed sets. The development here
follows [52, 130, 93]. Our reference for set theory is [55].
Definition 3.3.1
A non-empty subset D of a partial order P is directed if any pair of elements in D
has an upper bound in D. Equivalently, D is directed if it contains an upper bound
of any of its ﬁnite subsets. A chain is a non-empty partial order which is totally
ordered.
P is ℵ-directed complete if P has the least upper bound of any directed subset
of cardinality not greater than ℵ. It is directed complete if it has the least upper
bound of any directed subset. P is ℵ-chain complete if P has the least upper bound
of any chain of cardinality not greater than ℵ. It is chain complete if it has the
least upper bound of any chain.
Directed sets and chains are, as usual, required not to be empty. This is because
the least upper bound of an empty set, if it exists, is the least element of the poset
and in many applications—and in particular here—one desires to consider limits
without requiring the existence of such an element.
Lemma 3.3.2
Let D be an inﬁnite directed set. Then, there exists a transﬁnite sequence {Dα}α
of directed subsets of D, with α < |D|, such that
i) For any α
• If α is ﬁnite so is Dα;
• If α is inﬁnite, then |Dα| = |α| (and therefore |Dα| < |D|).
ii) For any ordinals α < β < |D|, Dα ⊂ Dβ.
iii) D =
 
α Dα.
Proof. Let γ be the cardinality of D. Remember that the cardinals correspond to the
least ordinal of a given cardinality. Let {xα}α<γ be a well-ordering of D and for each
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ﬁnite subset F of D, let uF denote an upper bound of F in D. Then consider the
countable sequence
D0 = {x0};
Di+1 = Di ∪
 
yi+1,uDi∪{yi+1}
 
;
where yi+1 is the least element of D \ Di (wrt. to the order {xα}α<γ). Of course, for
any i ∈ ω, Di is ﬁnite of cardinality greater or equal to i, is directed, and for any j > i
we have Di ⊂ Dj. Let Dω be
 
i<ω Di. Now, if γ = ω, we are done. In fact, Dω ⊆ D
by construction, while if x ∈ D, then x = xj for some j and therefore x ∈ Dj ⊆ Dω,
whence it follows Dω = D.
Suppose instead that γ > ω. Consider now β < γ and suppose that the sequence
{Dα}α<β enjoys properties (i) and (ii) above. We show that the sequence can be
extended to β. There are the following two cases.
(a) If β is a limit ordinal, then deﬁne Dβ =
 
α<β Dα. Then, for any α < β it
is Dα ⊂ Dβ. Moreover, since |Dα| = |α| and since β =
 
α<β α, we have |Dβ| =
Σα<β|α| = |β| × sup|α| = |β| × |β| = |β|.
(b) β = δ + 1. Then consider the countable sequence
Dβ,0 = Dδ ∪ {y
′
β}, y
′
β being the least element in D \ Dδ;
Dβ,i+1 = Dβ,i ∪
 
uF | F ⊂ Dβ,i, F ﬁnite
 
;
and take Dβ =
 
i<ω Dβ,i. Let S be a ﬁnite subset of Dβ. Then, S ⊂ Dβ,i for some i
and, therefore, uF ∈ Dβ,i+1. It follows that Dβ is directed. Moreover, |Dβ,i| = |Dδ|,
since the set of the ﬁnite subsets of X has the same cardinality as X. Then |Dβ| =
ω × |Dδ| = |Dδ| = |δ| = |δ + 1| = |β|. Finally, we of course have Dδ ⊂ Dβ.
Now, the thesis follows by transﬁnite induction.  
The relevance of the previous lemma shows in the proof of the following.
Corollary 3.3.3
P is ℵ-directed complete if and only if P is ℵ-chain complete.
Proof. One implication is obvious, since chains are directed sets. Let us show the other
implication.
Suppose that the conclusion is false, i.e., that there exists a directed D ⊆ P with
|D| ≤ ℵ such that supD does not exist. Observe that D cannot be ﬁnite, since a
ﬁnite directed set always has a least upper bound: its greatest element. Clearly, we
can assume that every D
′ ⊂ D with |D
′| < |D| has a least upper bound. Then we are
in the hypothesis of Lemma 3.3.2. Let {Dα}, with α < |D|, be the sequence obtained
by applying it to D. Since |Dα| < |D|, supDα exists in P. Therefore we have a chain
{supDα}α<|D| of cardinality |D|. Then, sup{supDα}α<|D| exists and it is clearly the
least upper bound of D.  
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The previous proof depends heavily on the axiom of choice, because of the
well-ordering chosen for D. Observe that Corollary 3.3.3 does not say that from
any directed set we can extract a coﬁnal subchain, which is in fact false. (For a
counterexample see e.g. [130].)
Corollary 3.3.4
P is directed complete if and only if P is chain complete.
Proof. Immediate from Corollary 3.3.3.  
Next, we apply Lemma 3.3.2 to the notion of cocompleteness in categories. Since
an ordinal number α is an ordered set, which in turn is a category, we can consider
functors F:α → C. We shall refer to such functors as chain functors, or simply
chains. We call F a ℵ-chain functor, or simply ℵ-chain, if α = ℵ, where | | gives
the cardinality of sets. Similarly, for D a directed set, a functor F:D → C is called
directed functor. If |D| ≤ ℵ then F is called ℵ-directed.
Definition 3.3.5
A category C is (ℵ-)directed cocomplete if it admits colimits of all (ℵ-)directed
functors. It is (ℵ-)chain cocomplete if it has colimits of all (ℵ-)chain functors.
Of course, as in the case of posets, for ℵ ﬁnite, the ℵ-directed and ℵ-chain
cocompleteness are trivial notions, since they are enjoyed by any category.
Remarkably, the notion of colimits indexed over directed posets is a pretty
powerful one—indeed it was the original deﬁnition of colimits in category theory. In
fact, if C has all ﬁnite coproducts and colimits of directed sets, then it is cocomplete,
i.e., it has all small colimits [90, chap. IX, pp. 208].
Proposition 3.3.6
C is ℵ-directed cocomplete if and only if it is ℵ-chain cocomplete.
Proof. Once again one implication is trivial. Let us show that when C admits colimits
of all ℵ-chains it has colimits of all ℵ-directed functors. If ℵ is ﬁnite the thesis is trivial;
so suppose ℵ inﬁnite. Let F:D → C be a ℵ-directed functor. If F is n-directed then
D has a greatest element, say d, and, therefore, F has a colimit, namely Fd with the
obvious limit cocone.
Now suppose that a colimit exists for any β-directed functor with β < γ ≤ ℵ, γ
an inﬁnite cardinal, and let |D| be γ in F:D → C. Applying Lemma 3.3.2, we get a
sequence {Dα}α<γ with Dα ⊂ D, |Dα| = |α| < γ, Dα directed and
 
α<γ Dα = D. Let
inα:Dα → D denote the injection of Dα in D. For any α < γ, let Fα:Dα
inα
֒→ D
F
−→ C
be the restriction of F to Dα and let σα:Fα
￿ → cα be a colimit for Fα. Now, observe
that for any α ≤ β, since Dα ⊆ Dβ, we have (σβ)α:Fα
￿
→ cβ, where (σβ)α is the
restriction of σβ to Dα. Then, by deﬁnition of colimit, there exists a unique induced
arrow fα,β:cα → cβ such that
fα,β ◦ (σα)d = (σβ)d for any d ∈ Dα. (3.1)
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It follows, again from the universal property of colimits, that the following deﬁnition
deﬁnes a functor G:γ → C.
Gα = cα for any α ∈ γ; G(α ≤ β) = fα,β.
Since G is a γ-chain we can consider lim − → G in C. Let λ:G
￿
→ c be the limit cocone.
We claim that c is lim − →D F.
Next we deﬁne a cocone σ:F
￿
→ c for F and we show that it is the limit cocone. Since
for any d ∈ D there exists α such that d ∈ Dα, the obvious choice is σd = λα ◦ (σα)d.
Observe that σd is irrespective of the choice of α. In fact, suppose d ∈ Dβ and let
σ
′
d be λβ ◦ (σβ)d. Without loss of generality suppose α ≤ β. Then, since we have
λ:G
￿ → c, it is λα = λβ ◦fα,β. Moreover, by construction, (σβ)d = fα,β ◦(σα)d. Then,
λβ ◦ (σβ)d = λβ ◦ fα,β ◦ (σα)d = λα ◦ (σα)d = σd. Thus, σ is well-given. Let us see
that it is a cocone. Suppose d ≤ e in D. Let α be large enough so that d,e ∈ Dα.
Now, since we have σα:Fα → cα, it is (σα)d = (σα)e ◦Fα(d ≤ e) and then, taking into
account also that Fα(d ≤ e) = F(d ≤ e), it is λα◦(σα)d = λα◦(σα)e ◦F(d ≤ e) which
is σd = σe ◦ F(d ≤ e).
Then, we only miss to show that σ is universal. Let η:F
￿
→ c
′ be a cocone with vertex
c
′ for F. In particular, for any α ∈ γ, η restricts on Dα to (η)α:Dα
￿ → c
′, and thus it
exists a unique να:cα → c induced by the colimit, i.e., such that να ◦ (σα)d = ηd for
any d ∈ Dα. Let us show that the collection of the ν’s form a cocone with vertex c
′ for
G. We must show that, for any α ≤ β, να = νβ ◦fα,β which comes as follows: for any
α ≤ β, and for any d ∈ Dα, we have by (3.1) that νβ ◦ fα,β ◦ (σα)d = νβ ◦ (σβ)d = ηd,
which is enough since να is the unique arrow with this property. Thus, we have
shown that a cocone η:F
￿ → c
′ determines a unique ν:G
￿ → c
′. Then, by universality
of λ, there exists a unique k:c → c
′ such that να = k ◦ λα for any α ∈ γ, which
implies να ◦ (σα)d = k ◦ λα ◦ (σα)d for any α ∈ γ and for any d ∈ Dα, which implies
ηd = k ◦ λα ◦ (σα)d for any α ∈ γ and for any d ∈ Dα, which is ηd = k ◦ σd for
any d ∈ D. The construction itself shows that k is the unique morphism from c to c
′
enjoying this property, and thus the proof is concluded.  
A particular case which will interest us in the following is the one where ℵ is ω.
Of course, we have the following corollary.
Corollary 3.3.7
C is directed cocomplete if and only if C is chain cocomplete.
Proof. Immediate from Proposition 3.3.6.  
Filtered Categories and Cofinal Functors
In this subsection we broaden further the kind of index categories over which col-
imits are considered. In particular, we recall the basic facts about ﬁltered categories
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and coﬁnal functors. Moreover, we state results which show that requiring the ex-
istence of colimits indexed by ﬁltered categories is not stronger than requiring the
existence of colimits indexed by directed sets and, therefore, of chain colimits.
Definition 3.3.8 (Filtered Categories)
A category J is ﬁltered if it is not empty and
i) for all j,j′ ∈ J there exists k and u:j → k, v:j′ → k, i.e.,
j
k
j′
u
 
 
 ''
v
 
 
 77 .
ii) for all i j
u //
v // in J, there exists w:j → k such that w ◦ u = w ◦ v, i.e.,
i j
u //
v //
w −→ k is commutative.
A functor F:J → C is ﬁltered if J is ﬁltered. By ﬁltered colimits we mean colimits
of ﬁltered functors.
The following propositions list some of the good properties enjoyed by ﬁltered
categories.
Proposition 3.3.9
The cartesian product of ﬁltered categories is ﬁltered.
Proof. Immediate.  
A good point is that ﬁltered colimits in Set are easily characterized.
Proposition 3.3.10
Let F:J → Set be ﬁltered and suppose that J is small. Consider the set
 
j∈J Fj
and the binary relation R on it deﬁned as follows
ini(x) R inj(y) ⇔ ∃k ∈ J and
i
k
j
u
 
 
 ''
v
 
 
 77 such that F(u)(x) = F(v)(y).
Then
i) R is an equivalence relation;
ii)
  
j∈J Fj
   
R ∼ = lim −→J F;
iii) Given x,y ∈ Fk, then ink(x) R ink(y) if and only if there exists u:k → h
such that F(u)(x) = F(u)(y).
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Proof. (i). R is manifestly reﬂexive and symmetric. Let us show that it is symmetric.
Suppose ini(x) R inj(y) via u:i → h and v:j → h, and suppose that inj(y) R ink(z)
via v
′:j → h
′ and u
′:k → h
′. Using jointly the properties (i) and (ii) of ﬁltered
categories, we ﬁnd w:h → m and w
′:h
′ → m such that w ◦ v = w
′ ◦ v. Now we
have F(w ◦ u)(x) = F(w)(F(u)(x)) = F(w)(F(v)(y)) = F(w ◦ v)(y) = F(w
′ ◦ v
′)(y) =
F(w
′)(F(v
′)(y)) = F(w
′)(F(u
′)(z)) = F(w
′ ◦ u
′)(z), i.e., ini(x) R ink(z) via w and w
′.
This is summarized by the following picture.
i j k
h h
′
m
u
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v
 
 
 
 
 
  ••
v′
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(ii). For any j ∈ J, let σj be the composition of the injection of Fj in
 
j∈J Fj with the
quotient map
 
j∈J Fj  →
  
j∈J Fj
   
R. Since for any u:i → j in J, it is obviously
ini(x) R inj(F(u)(x)) via u and idj, we have σi = σj ◦ F(u). Thus, the collection of
the σ’s is a cocone σ:F
￿ →
  
j∈J Fj
   
R which is easily shown to be universal. In
fact, if η:F
￿ → X is another cocone, by deﬁnition it must be ηi(x) = ηj(y) whenever
ini(x) R inj(y) whence the result follows at once.
(iii). Obvious from point (i) and condition (ii) of Deﬁnition 3.3.8.  
Proposition 3.3.11
The category of small ﬁltered categories has all small ﬁltered colimits.
Proof. It is easy to see that the characterization of indexed colimits in Set given by
Proposition 3.3.10 can be extended to Cat-valued ﬁltered functors. Then, it is easy to
show that the category resulting as colimit of a ﬁltered diagram of ﬁltered categories
is itself ﬁltered.  
Coﬁnal subcategories are the categorical generalization of the set-theoretic no-
tion of coﬁnal chains. Intuitively, a subcategory I of J is coﬁnal in J if the colimit
of any J-indexed diagram coincides with the colimit of the same diagram restricted
to I. Of course, there is no conceptual need to limit oneself to subcategories, and
that is why one introduces coﬁnal functors.
Definition 3.3.12 (Coﬁnal Functors)
A functor φ:I → J is coﬁnal if for any functor F:J → C
lim −→I(F ◦ φ) exists ⇒ lim − →J F exists and lim − →I(F ◦ φ) ∼ = lim − →J F,
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the isomorphism being via the canonical comparison map lim −→I(F ◦ φ) → lim −→J F
induced by the colimit.
A subcategory I of J is coﬁnal if the inclusion functor is coﬁnal.
Of course the name is inherited from the corresponding notion in set theory
and the “co” preﬁx has nothing to do with duality in categories. For this reason,
MacLane [90, chap. IX] and others use the term “ﬁnal” to name the concept.
However, once the reader has been warned about this mismatch, we prefer to keep
using the classical terminology.
The proof of the following proposition is immediate.
Proposition 3.3.13
The composition of coﬁnal functors is a coﬁnal functor.
The following key lemma gives a characterization of coﬁnal functors between
ﬁltered categories.
Lemma 3.3.14
For a functor φ:I → J the following properties can be stated:
F1: for any j ∈ J, there exists i ∈ I such that HomJ(j,φi)  = ∅.
F2: for any i ∈ I and for any j φi
f //
g // in J, there exists h:i → k in I such
that φh ◦ f = φh ◦ g.
Then, we have the following facts:
i) if φ is coﬁnal, then F1 holds;
ii) if I is ﬁltered, then φ is coﬁnal if and only if F1 and F2 hold and, in this
case, J is also ﬁltered;
iii) if J is ﬁltered and φ is full and faithful, then φ is coﬁnal if and only if F1
holds, and, in this case, I is also ﬁltered.
Proof. Let us consider the Yoneda’s embedding Y:J → SetJop
. Without loss of gen-
erality, we can assume that Set is based on a universe U such that I and J are small
with respect to U. In fact, if this were not the case we could replace Set with a larger
category and the following arguments would apply unchanged. Then, we can consider
the lim − →I(Y ◦ φ), which exists by the hypothesis above. Since φ is coﬁnal, this implies
that lim − →J Y exists.
Now, in order to show that F1 is a necessary condition, suppose that there exists ¯  ∈ J
such that, for any i ∈ I, HomJ(¯ ,φi) = ∅. Then, again by coﬁnality of φ, it must be
lim − →I(Y ◦ φ) = lim − →i∈I HomJ( ,φi) ∼ = lim − →j∈J HomJ( ,j) = lim − →J Y.
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But this is impossible, since
 
lim − →i∈I HomJ( ,φi)
 
¯  ∼ = lim − →ı∈I HomJ(¯ ,φi) = ∅ by hy-
pothesis on ¯ , while
 
lim − →j∈J HomJ( ,j)
 
¯  ∼ = lim − →j∈J HomJ(¯ ,j)  = ∅, since it must at
least contain an element to match id¯  ∈ HomJ(¯ ,¯ ).
Assume now that I be ﬁltered. Let us see that J is ﬁltered. Consider j,j
′ ∈ J. Then,
by F1, we can ﬁnd j
u −→ φi and j
′ u′
−→ φi
′ in J, and since I is ﬁltered we have i
w′
−→ k
and i
′ w′
−→ k in I whose image via φ gives
j
φk
j
′
φw◦u
 
 
 ((
φw′◦u′
 
 
 66 . Thus, property (i) of the deﬁnition
of ﬁltered categories is shown.
In order to show the other condition, we need the following lemma: for any k ∈ I it is
lim − →I HomI(k, ) = {∗}. Observe that this is an easy consequence of the (contravariant)
Yoneda’s Lemma: let ∆(S):I → Set be the constant functor which returns the set S;
then
SetI[HomI(k, ),∆(S)] ∼ = S ∼ = Set[{∗},S],
which is the required adjointness condition for colimits. Consider now ¯  ¯ 
′
f //
g // and
take x:¯ 
′ → φ¯ ı, which exists by F1. Then, lim − →i∈I HomI(¯ ,φi) = lim − →j∈J HomJ(¯ ,j)
by coﬁnality of φ, which is {∗} by the previous argument. Then, by point (iii) of
Proposition 3.3.10, since x ◦ f,x ◦ g ∈ HomI(¯ ,φ¯ ı) and x ◦ f R x ◦ g, it must exist
h:¯ ı → k in I such that φh◦x◦f = φh◦x◦g. Thus, φh◦x equalizes
1 f and g and the
second condition of ﬁlteredness is shown. Now, if we consider ¯  φ¯ ı
f //
g // , reasoning
as above, we ﬁnd h:¯ ı → k such that φh ◦ f = φh ◦ g. Thus, the necessity of F2 is
shown.
Next, we see that F1 and F2 are suﬃcient to ensure that φ is coﬁnal. Let F:J → C
be a functor and suppose that c = lim − →(F ◦ φ). It is possible to show that there is a
one-to-one correspondence between cocones with base F ◦ φ and vertex c and cocones
with base F and vertex c. Let σ:F ◦ φ
￿ → c. Now, for j ∈ J, chosen u:j → φi, deﬁne
τj = σi◦Fu. First, we have to show that τj does not depend on the choice of u:j → φi.
In fact, if u
′:j → φi
′, since I is ﬁltered, we can ﬁnd x:i → k and y:i
′ → k. Moreover,
by F2 we can ﬁnd h:k → z such that φh ◦ φx ◦ u = φh ◦ φy ◦ u
′. Then
τ
′
j = σi′ ◦Fu
′ = σk ◦Fφy ◦ Fu
′
= σz ◦Fφh ◦Fφy ◦Fu
′
= σz ◦Fφh ◦Fφx ◦Fu
= σk ◦Fφx ◦ Fu
= σi ◦ Fu = τj
1Here and in the following the term equalizer is used in its English sense, not in the categorical
one.
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The situation is summarized by the following picture.
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Thus, the τ’s are well-deﬁned. Now consider a morphism w:j → j
′ in J. By F1 and
F2, exploiting that I is ﬁltered, we can ﬁnd i ∈ I, u:j → φi and v:j
′ → φi such that
u = v ◦ w. Then, τj = σi ◦ Fu = σi ◦ Fv ◦ Fw = τj′ ◦ Fw. Therefore, τ:F
￿
→ c is a
cocone. Observe ﬁnally that, since I is ﬁltered, by deﬁnition of cocone, any τ:F → c is
completely determined through the construction just illustrated by the morphisms of
the form τφi. It follows that the restriction of τ to the elements τφi is the inverse of
constructing τ from σ. Therefore, point (ii) is proved.
Lastly, concerning point (iii), if J is ﬁltered and φ is fully faithful it is immediate to
realize that F1 implies that I is ﬁltered. Consider now j φi
′
f //
g // in J. By ﬁlteredness
of J we ﬁnd h:φi
′ → j
′ which equalizes f and g, and by F1 we ﬁnd k:j
′ → φi
′′. Thus,
by hypothesis on φ, there exists x:i
′ → i
′′ in I such that φx = k ◦ h and which,
therefore, equalizes f and g. This means that F2 follows from the hypothesis and,
exploiting the previous points, concludes the proof.  
Definition 3.3.15 (Filt and Filtℵ)
Given a category J, by the cardinality of J, in symbols |J|, we mean, as usual, the
cardinality of the underlying set of arrows of J. If J is ﬁltered and |J| ≤ ℵ, we say
that J is ℵ-ﬁltered.
Let Filt denote the full subcategory of Cat consisting of ﬁltered categories and let
Filtℵ be the full subcategory of the ℵ-ﬁltered categories.
The next proposition shows that requiring the existence of ﬁltered colimits is
not more than requiring the existence of directed colimits.
Proposition 3.3.16
Let J be small and ﬁltered. Then, there exists a directed set D and φ:D → J which
is coﬁnal. Moreover, if |J| is inﬁnite, then |J| = |D|.
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Proof. First suppose that J has no greatest object, i.e., that for any j ∈ J it is possible to
ﬁnd j
′ ∈ J, j
′  = j, such that HomJ(j,j
′)  = ∅. D consists of all the ﬁnite subcategories
A of J which have a unique terminal object ordered by inclusion. Of course, one deﬁnes
φ(A) to be its terminal object. Moreover, if A ⊆ B, there is a unique arrow f in B
such that f:φ(A) → φ(B), and one deﬁnes φ(A ⊆ B) to be such an arrow.
For A and B in D an upper bound is identiﬁed as follows. Let a and b be the terminal
objects of, respectively, A and B. Since J is ﬁltered one can ﬁnd u:a → j and v:b → j.
Then consider the category E whose objects are the union of those of A and B plus j
and whose arrows are the union of those of A and B plus u and v. Clearly, E is a ﬁnite
subcategory of J with a unique terminal object and is an upper bound for A and B.
Thus, D is directed.
In order to show that φ is coﬁnal we use point (ii) of Lemma 3.3.14. It is obvious that
F1 holds: for any j ∈ J consider the subcategory of J consisting of the only j with its
identity arrow. Verifying that F2 holds requires a bit more of work. Let j φ(A)
f //
g //
be in J. Since J is ﬁltered, we can ﬁnd u:φ(A) → j
′ which equalizes them. Since we
assume that J has no greatest object, we can suppose that j
′ is diﬀerent from φ(A). It
follows that j
′ cannot be an object of A and that the subcategory B obtained from A
by adding the new object j
′ and the arrow u belongs to D. Moreover, φ(A ⊆ B) = u
equalizes f and g as required.
We miss the case in which J has a greatest element. In this case one considers the
category ω × J, which is ﬁltered and does not have a greatest object. Then one ﬁnds
D
φ
−→ ω × J, with φ coﬁnal and compose it with the projection ω × J
π
−→ J, which is
manifestly coﬁnal because of Lemma 3.3.14, point (iii). Thus, D
π◦φ
−→ J is coﬁnal. The
statement about cardinalities follows at once, since the set of ﬁnite subcategories of J
has the same cardinality as J if this is inﬁnite.  
Recall that we say that a functor F:J → C is ﬁltered if J ∈ Filt. Moreover, if
J ∈ Filtℵ, then F is ℵ-ﬁltered. A category C is ℵ-ﬁltered cocomplete if it admits
colimits of all ℵ-ﬁltered functors, and it ﬁltered cocomplete if it has colimits of all
ﬁltered functors.
Corollary 3.3.17
A category C is ℵ-ﬁltered cocomplete if and only if it is ℵ-directed cocomplete, if
and only if it is ℵ-chain cocomplete.
A category C is ﬁltered cocomplete if and only if is directed cocomplete, if and only
if it is chain cocomplete.
Proof. Concerning the ﬁrst claim, the second double implication is Proposition 3.3.6
and one direction of the ﬁrst one is trivial. The other direction follows immediately
by Proposition 3.3.16 as follows. Let C be directed complete and consider F:J → C.
Suppose that ℵ is inﬁnite. Then, we can ﬁnd a directed D and φ:D → J such that
|D| = |J| and φ is coﬁnal. Then, Fφ:D → C has a colimit and therefore, by coﬁnality,
lim − → F exists in C. Suppose instead that ℵ is ﬁnite. If J has no greatest object, the
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D obtained from Proposition 3.3.16 is ﬁnite and the argument above can be applied,
since the colimits indexed by ﬁnite D’s always exist in C. Finally, if J has a greatest
object, take φ to be the functor which maps the singleton set to such an object. Of
course φ is coﬁnal, and thus we can apply again the argument above. (Observe that
this just proves that, as in the case of directed colimits, ﬁnite ﬁltered colimits are a
trivial notion, since they exist in any category C.)
The second statement is proved similarly.  
Exploiting further the notion of coﬁnal functor, we can still broaden further the
class of index categories over which we shall consider colimits. We shall do so by
being as lax as possible with respect to cardinalities.
Definition 3.3.18 (Essentially ℵ-Filtered Categories)
A category J is essentially ℵ-ﬁltered if it is locally small and if there exists I ∈ Filtℵ
together with φ:I → J which is coﬁnal. J is essentially ﬁltered if it is essentially
ℵ-ﬁltered for some cardinal ℵ.
Let E-Filt be the full subcategory of CAT consisting of the essentially ﬁltered
categories. E-Filtℵ denotes the full subcategory of E-Filt consisting of the essentially
ℵ-ﬁltered categories.
We say that C is essentially (ℵ-)ﬁltered cocomplete if it admits colimits of all
functors indexed over essentially (ℵ-)ﬁltered categories. Then, we have the following
immediate corollary which closes this subsection and allows us in the rest of the
chapter to use the quite liberal essentially ℵ-ﬁltered categories in place of ℵ-chains
without changing the kind of cocompleteness of the category involved.
Corollary 3.3.19
A category C is essentially (ℵ-)ﬁltered cocomplete if and only if it is (ℵ-)ﬁltered
cocomplete if and only if it is (ℵ-)directed cocomplete if and only if it is (ℵ-)chain
cocomplete.
Proof. The missing step is to prove that if C is (ℵ-)ﬁltered cocomplete then it is
essentially (ℵ)-ﬁltered cocomplete. But this follows immediately from Corollary 3.3.17
and from the deﬁnition of coﬁnal functor.  
Thus, although we shall preferably use the (ℵ-)ﬁltered alternative, the previous
corollary allows us to use the terms above interchangeably.
Remark. We have already observed that the notion of cocompleteness coincide (trivially)
for all the ﬁnite cardinals. However, this is just a limit case of a general situation: if ℵ
and ℵ
′ are inﬁnite cardinals having the same coﬁnality, then C is ℵ-ﬁltered cocomplete
if and only if it is ℵ
′-ﬁltered cocomplete. Clearly, diﬀerent regular cardinals give rise to
diﬀerent notions of cocompleteness.
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ℵ-Ind-Representable Functors
We are ready now to give the results about the chain cocompletion, or equivalently
the essentially ﬁltered cocompletion, of C.
Definition 3.3.20 (ℵ-Ind-Representable Functors)
Given a locally small category C, let   Cℵ denote the full subcategory of Set
C
op
which
contains the representables hc, c ∈ C, and lim − → YF for any ℵ-chain functor F:α → C,
Y being the Yoneda’s embedding.
Similarly,   C denotes the full subcategory of Set
C
op
which contains the representables
hc and lim −→ YF for any chain functor F.
The presheaves in   Cℵ are called ℵ-ind-representable (ind standing for inductively),
those in   C are called the ind-representable functors.
Observe that, in view of the development in the previous sections,   C (  Cℵ) can
be equivalently deﬁned as the full subcategory of Set
C
op
which contains the rep-
resentables and lim −→(YF) for any F:J → C, where J ∈ E-Filt (J ∈ E-Filtℵ). In the
following, we shall use often this equivalent description.
Proposition 3.3.21
The categories   Cℵ and   C are locally small.
Proof. Since   Cℵ is a full subcategory of   C, it is enough to prove the result for   C. Given
P and Q in   C we can assume they are of the form P ∼ = lim − →I hci and Q ∼ = lim − →J hcj, for
I,J ∈ Filt. Then,
  C[P,Q] = Set
Cop
[P,Q]
∼ = Set
Cop
[lim − →Ihci,lim − →J hcj]
∼ = lim ← −ISet
Cop
[hci,lim − →J hcj] (since Y
′ preserves colimits)
∼ = lim ← −I
 
lim − →J hcj
 
ci (by the Yoneda’s lemma)
∼ = lim ← −I lim − →J HomC(ci,cj).
Thus, as a lim ← − lim − → construction in Set indexed by small categories, Hom  C(P,Q) is a
small set.  
The following is an interesting property of ind-representables.
Proposition 3.3.22
ℵ-ind-representable functors preserve ﬁnite colimits.
Proof. Let I be ﬁnite and consider F:I → C such that lim − → F exists. Let us show that for
every P be in   Cℵ it is lim ← −(P ◦ F) ∼ = P(lim − → F).
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First observe that this is true for the representable functors.
hc(lim − → F) = HomC(lim − → F,c)
∼ = lim ← − HomC(F,c) (since Y
′ preserves colimits)
∼ = lim ← −(hc ◦F)
Now, if P is ℵ-ind-representable, then P = lim − →J hcj. Therefore,
(lim − →J hcj)(lim − →IF) = lim − →J(hcj(lim − →I F)) = lim − →J lim ← −I(hcj ◦ F)
∼ = lim ← −I lim − →J(hcj ◦ F)
= lim ← −I((lim − →J hcj) ◦ F) = lim ← −I(P ◦ F),
the key passage being because ﬁnite limits and ﬁltered colimits commute in Set.  
We have seen in Section 3.2 that the Yoneda’s embedding Y preserves arbitrary
small limits. If we look at Y as a functor from C to the category of (ℵ-)ind-
representable functors, we can show that Y preserves ﬁnite colimits. However, it is
false that Y preserves ﬁltered colimits which exist in C, i.e., c = lim −→ F in C does not
imply hc ∼ = lim − →(YF).
Proposition 3.3.23
Y:C →   C (Y:C →   Cℵ) preserves ﬁnite colimits
Proof. Let c = lim − →I ci. Then, for any P ∈   C, supposing that P ∼ = lim − →K hxk, we have
Set
Cop
[hc,P] ∼ = P(c) ∼ = (lim − →Khxk)c ∼ = lim − →K HomC(c,xk)
∼ = lim − →K HomC(lim − →I ci,xk) ∼ = lim − →K lim ← −I HomC(ci,xk)
∼ = lim ← −I lim − →K HomC(ci,xk) ∼ = lim ← −ISet
Cop
[hci,lim − →Khxk]
∼ = Set
Cop
[lim − →Ihci,P].
It follows that Y(lim − →I ci) ∼ = lim − →IY(ci).  
Now, we see that the results about Set
C
op
in Section 3.2 can be mimicked for
  Cℵ. The key fact is the following proposition, which gives us a canonical way to
see every ℵ-ind-representable functor as an essentially ℵ-ﬁltered diagram in C.
Proposition 3.3.24
A presheaf P on C is ℵ-ind-representable if and only if
 
C
P is essentially ℵ-ﬁltered.
Proof. Since for any presheaf P we have P ∼ = lim − →
  
C
P
πP −→ C
Y −→ Set
Cop 
, one
implication is obvious.
Therefore, if the category of elements of P is essentially ℵ-ﬁltered then P is in   Cℵ.
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Suppose now that P ∼ = lim − →I hci, where I is essentially ℵ-ﬁltered and let λi:hci → P be
the components of the limit cocone. Let (c,p) and (c
′,p
′) be objects of
 
C
P. Recall
that p and p
′ can be thought of as morphisms p:hc
￿ → P and p
′:hc′
￿ → P, and since
Set
Cop
[hc,P] ∼ = lim − →I HomC(c,ci), from the characterization of set-valued ﬁltered col-
imits of Proposition 3.3.10, these transformations must come from morphisms f:c → ci
and g:c
′ → cj in C, for i,j ∈ I, such that p = λi ◦(f ◦ ) and p
′ = λj ◦(g ◦ ). Thus we
have (c,p)
f
−→ (ci,λi) and (c
′,p
′)
g
−→ (cj,λj) in
 
C
P. Now, since I is ﬁltered, we can
ﬁnd k in I and h:cj → ck and h
′:c
′
j → ck in C. Consider (ck,λk). Of course, we have
λi = λk ◦ (h ◦ ) and λj = λk ◦ (h
′ ◦ ) and thus we have (c,p)
f
−→ (ci,λi)
h
−→ (ck,λk)
and (c
′,p
′)
g
−→ (cj,λj)
h′
−→ (ck,λk) in
 
C
P. This is summarized by the following
picture.
hc hci hcj hc′
hck
P
p
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(f◦ ) //
h
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λi
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h′
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λj
 
 
 
 
 
 
 
 
 
 
 
 
  ￿￿
p′
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(g◦ ) oo
λk
￿￿
Consider now (c,p) (c
′,p
′)
f //
g // . Recall that by deﬁnition of morphism in the cat-
egory of elements of P, p
′ ◦ (f ◦ ) = p = p
′ ◦ (g ◦ ). Reasoning as before we
get that p
′ corresponds to h:c
′ → ci such that (c
′,p
′)
h −→ (ci,λi). Then we have
λi ◦ (h ◦ f ◦ ) = λi ◦ (h ◦ g ◦ ) By the characterization of ﬁltered colimits in Set of
Proposition 3.3.10 this means that it must exist an arrow i → j in the index category I
whose image in C, say k, equalizes h◦f and h◦g. It follows that (hci,λi)
k −→ (hcj,λj)
equalizes f and g in
 
C
P. This is illustrated below.
hc
hc′
hci
F hcj
(f◦ )
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(h◦ )
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(k◦ )
 
 
 
 
 
    λj oo
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Finally, we need to see that
 
C
P is essentially ℵ-ﬁltered. To this aim consider the full
subcategory J of
 
C
P consisting of objects of the form (ci,λi), which is isomorphic to
I and, therefore, ℵ-ﬁltered. Then, to conclude the proof it is enough to show that the
inclusion of J in
 
C
P is coﬁnal. However, reasoning as before, this follows immediately
from Lemma 3.3.14 (iii).  
Of course, it follows from the proof above that P is ind-representable if and
only if its category of elements is essentially ﬁltered. Proposition 3.3.24 allows us
to show the following.
Proposition 3.3.25
The category   Cℵ is ℵ-ﬁltered cocomplete.
Proof. Consider a diagram F:J →   Cℵ, where J belongs to E-Filtℵ. Consider T =
lim − →J F in Set
Cop
. Let us construct K =
 
C
T. Now, reasoning as in the proof of
Proposition 3.3.24, it is not diﬃcult to see that K is essentially ℵ-ﬁltered.
In the following let Pj denote Fj. Consider (c,p) ∈ K. Then p:hc → lim − →J Pj cor-
responds to an element of (lim − →J Pj)c = lim − →J(Pj(c)) which by Yoneda’s lemma is
lim − →J Hom(hc,Pj). Therefore, p factorizes through an object Pj and the component λj
of the limit cocone for T. Then, we can proceed as in Proposition 3.3.24 to conclude
the proof. It follows that   Cℵ in ℵ-ﬁltered cocomplete.  
Clearly, there is the corresponding result for the ind-representables.
Proposition 3.3.26
The category   C is ﬁltered cocomplete.
Finally, we have the expected 2-universal property for   Cℵ and   C.
Corollary 3.3.27
For any ℵ-ﬁltered cocomplete E, any locally small C and any functor A:C → E,
there is a functor L:   Cℵ → E which preserves ℵ-ﬁltered colimits and such that the
following diagram commutes.
  Cℵ E
C
L //
Y
/
￿
OO
A
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Morevover, L is unique up to isomorphisms.
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Proof. Consider L(P) = lim − →
  
C
P
πP −→ C
Y −→   Cℵ
 
. Observe that this is just the
restriction to   Cℵ of the functor used for the general case of Set
Cop
in Corollary 3.2.6,
and that this restriction can be used because of the particular shape the category of
elements of P takes when P is ℵ-ind-representable. It follows at once that it preserves
the colimits which exist in   Cℵ and that it renders the diagram commutative. The
uniqueness up to isomorphisms of L comes from these two facts following the same
formal development of Corollary 3.2.6.  
Corollary 3.3.28
For any ﬁltered cocomplete E, any locally small C and any functor A:C → E, there
is a functor, unique up to isomorphisms, L:   C → E which preserves ﬁltered colimits
and such that LY = A.
Observe that the cardinality problem we met at the end of Section 3.2 disappears
in the case of the ℵ-ﬁltered cocompletion. Therefore, the construction above gives a
2-categorical (pseudo) adjunction [40]. However, it does not look very easy to deﬁne
such a construction functorially on CAT. Moreover, the fact that the universal
property holds only up to isomorphisms, brings us away from the classical world of
free constructions. Next section is devoted to a wide discussion of this fact.
3.4 KZ-Doctrines and Pseudo-Monads
Free constructions are deﬁned up to isomorphism, which reﬂects the fact that the
stress is on the essential structure to be added, irrespective of the actual repre-
sentation chosen for such a structure. Correspondingly, free constructions, as left
adjoints to forgetful functors, give rise to monads [22] (see also Appendix A.1), i.e.,
to algebraic constructions.
In the formulation above, however, the freeness condition is veriﬁed only up to
isomorphism of the functors involved. Thus, the free object is identiﬁed up to equiv-
alence of categories, in the precise sense that the (inﬁnitely many) categories which
enjoy the universal property are “only” equivalent—as opposed to isomorphic—to
each other. Correspondingly, the cocompletion functors do not give rise to co-
completion functors do not give rise to an adjunction or, equivalently, to a monad
(however see [71]). We would like to stress that, since the notion of colimit is de-
ﬁned only up to isomorphism, it is not a strictly algebraic operation, and therefore
it would not be reasonable to expect a stronger form of universality.
Situations like this arise often in the everyday practice in mathematics, and a lot
of work has been done in order to formalize them in category theory, e.g. [5, 42, 76,
39, 40, 135, 137, 10, 149], where equality is replaced by equivalence of morphisms
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or, even weaker, by the mere existence of a 2-cell between two morphisms. Needless
to say, it is very often the case that this 2-cells have to be related by coherence iso-
morphisms themselves. So these constructions make sense in 3-categories, like Cat.
There are many natural examples of situations where the pseudo version (i.e. up to
coherent isomorphisms) or the lax version (i.e. up to coherent 2-cells) of algebraic
laws seems to be the natural requirement. Perhaps the most evident example is the
case of monoidal categories [21] where the standard notion of monoidal functor is
not required to commute with the monoidal structure “on the nose”, but only up
to isomorphisms or up to canonical 2-cells.
Of course another such example is, in our opinion, the cocompletion construc-
tion we are interested in. Thus, instead of trying to “ﬁsh out” some peculiar
representatives in order to make the colimit notion behave strictly algebraically,
we prefer to adopt a viewpoint also taken by other authors [71, 76, 149] who rec-
ognize its 2-categorical “lax” nature and formalize it as a pseudo-adjunction, or
equivalently as a pseudo-monad. However, the problem with this approach is that
the needed coherence conditions may look quite overwhelming sometimes. For in-
stance, Z¨ oberlein’s 2-doctrines [149, 150], i.e., 2-functors on 2-categories with unit
and multiplication natural only up to isomorphism for which the laws for monads,
algebras and homomorphisms hold up to isomorphisms, must be provided with
19 coherence axioms. Fortunately enough, in the nice case of coquasi-idempotent
doctrines [149, 150], which are what is needed for the cocompletion construction,
most of them disappear. In the following we shall recall the basics of KZ-doctrines
or KZ-monads [76, 137] (KZ standing for Kock-Z¨ oberlein), which are a simpler
representation of the cited notion. In particular, the most relevant feature of KZ-
doctrines is that all we need about coherent isomorphisms of 1-cells is contained in
a single piece of information, namely a family of 2-cells.
Remark. In the following we shall be dealing with 2-categories (see Appendix A.3). As
a matter of notation, we shall denote by ∗ the horizontal composition (Godement [35])
and by   the vertical composition of 2-cells, while we stick to the classical ◦ for the
horizontal composition of 1-cells. Identity 1-cells are written as idC, or simply id, while for
the identity 2-cell of a 1-cell f we use f itself, since confusion is never possible. Moreover,
when the 1-cell involved is not relevant, we write 1 to indicate a generic identity 2-cell.
We tend to avoid parenthesis around the arguments of 2-functors.
Definition 3.4.1 (KZ-Doctrines)
A KZ-doctrine on a 2-category C is a tuple (T,y,m,λ), where
• T:C → C is a 2-endofunctor;
• y:Id
￿ → T and m:T2 ￿ → T are 2-natural transformations;
• λ is a family of 2-cells {λC:TyC ⇒ yTC:TC → T2C}C∈C indexed by the
objects of C;
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satisfying the following axioms.
T0: mC ◦ TyC = mC ◦ yTC = idTC;
TC T2C TC
TC
idTC
 
 
 
 
 
 
 ""
TyC //
mC
￿￿
idTC ||
 
 
 
 
 
 
 
yTC oo
T1: λC ∗ yC = 1;
C TC ⇓ λC T2C
yC //
#
" TyC
￿￿
 
!
yTC
OO = 1
Observe that TyC ◦ yC = yTC ◦yC follows by naturality of y, so the equation
between 2-cells makes sense.
T2: mC ∗ λC = 1;
TC ⇓ λC T2C TC
#
" TyC
￿￿
 
!
yTC
OO
mC // = 1
Observe that by T0 we have mC ◦ TyC = mC ◦ yTC = idTC.
T3: mC ∗ TmC ∗ λTC = 1;
T2C ⇓ λTC T3C T2C TC
#
" TyTC
￿￿
 
!
yT2C
OO
TmC // mC // = 1
Here mC ◦TmC ◦TyTC = mC ◦TmC ◦yT2C = mC comes as follows. We have
TmC ◦ TyTC = T(mC ◦ yTC) = idT2C, by T0. By naturality of y, we have
TmC ◦yT2C = yTC ◦mC, and thus mC ◦TmC ◦yT2C = mC ◦yTC ◦mC = mC,
the last equality by T0.
Thus, T, y and m play the role of the functor, unit and multiplication of an
ordinary 2-monad [10]. In particular, y and m are actual (not pseudo) 2-natural
transformations. As anticipated, the only additional 2-dimensional information
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around is λ and every coherence isomorphism is obtained from it. Axiom T0
corresponds to the unit law of monads, that therefore holds strictly also in KZ-
doctrines. Axioms T1, T2 and T3 express the coherence of λ with the unit and
the multiplication. Observe that there is no explicit mention of a pseudo form of the
multiplication law. However, we shall see later that this is indeed the case and, for
any C ∈ C, there exists an isomorphism  C:mC ◦ TmC ⇒ mC ◦ mTC:T3C → TC.
T3C T2C
T2C TC
TmC //
mTC
￿￿
mC
￿￿
mC
//
 C
{￿
 
 
 
 
 
 
 
 
Proposition 3.4.2
For any C ∈ C we have a reﬂection mC ⊣ yTC:T2C ⇀ TC, the unit of the adjunction
being TmC ∗ λTC:idT2C ⇒ yTC ◦ mC.
Proof. Here and in the following, we denote by η and ε respectively the unit and counit
of a generic adjunction. Let us check that the triangular identities hold. Remember
that for a reﬂection the counit is the identity 2-cell.
T
2C T
2C
TC TC
id //
mC
 
 
 
 
 
 ""
⇓ η mC
 
 
 
 
 
 ""
yTC
 
 
 
 
 
 <<
id
//
⇓ 1
= mC ∗TmC ∗ λC = 1, by T3.
T
2C T
2C
TC TC
id //
mC
 
 
 
 
 
 ""
⇓ η yTC
 
 
 
 
 
 <<
id
//
⇓ 1
yTC
 
 
 
 
 
 <<
= TmC ∗ λTC ∗ yTC = 1, by T1.
 
Definition 3.4.3 (T-Algebras)
An algebra for T is an object A ∈ C together with a structure map a:TA → A
which is a reﬂection left adjoint for yA:A → TA.
Thus, structures are adjoints to units [76]. Observe that, since a ⊣ yA is a
reﬂection, we have a ◦ yA = id. Therefore, as in the case of the KZ-doctrine itself,
the unit law for the structure of an algebra holds strictly. Since we have mC ⊣ yTC,
for any C ∈ C there is a “free” algebra on C, namely (TC,mC).
In order to deﬁne T-homomorphisms, we need to recall the well known concept
of 2-cells mates under adjunctions (see, e.g., [69]). It is based on the operation of
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diagram pasting [5, 69] (see also Appendix A.3). Given the adjunctions f ⊣ u:A →
B and f′ ⊣ u′:A′ → B′ whose respective units and counits are η, ε and η′, ε′ and
given the 1-cells ˆ f:A → A′ and ˆ u:B → B′, there is a bijection between the 2-cells
α:f′ ◦ ˆ f ⇒ ˆ u ◦ f and β: ˆ f ◦ u ⇒ u′ ◦ ˆ u given by the following correspondence:
α  →
A A′ A′
B B B′
ˆ f //
f
 
 
 
 
 ￿￿
f
′
 
 
 
 
 
   
id //
⇓ ε
u
 
 
 
 
 ??
id
//
⇓ α
ˆ u
//
u
′
 
 
 
 
 
 >>
⇓ η
′
β  →
A A A′
B B′ B′
id //
f
 
 
 
 
 ￿￿
ˆ f //
f
′
 
 
 
 
 
   
⇓ η u
 
 
 
 
 ??
ˆ u
//
⇓ β
id
//
u
′
 
 
 
 
 
 >>
⇓ ε
′
In other words, the mate of a 2-cell is obtained by pasting the appropriate unit
and counit at its ends. Although the mate of an identity 2-cell is not necessarily
an identity, the bijection above respects composition, both horizontal and vertical.
Corresponding α and β are said to be mates under the adjunctions f ⊣ u and
f′ ⊣ u′ (wrt. ˆ f and ˆ u).
Using the fact that mating respects vertical composition, it is easy to show the
following easy lemma [76], which will be useful later on.
Lemma 3.4.4
Let f ⊣ u:A ⇀ B and f′ ⊣ u′:A′ ⇀ B′ be adjunctions, and let q,q′:A → A′ and
p,p′:B → B′ together with 2-cells η:p′ ⇒ p and ε:q′ ⇒ q such that ε ∗ f = f′ ∗ η.
Now consider the 2-cells φ:f′ ◦ p ⇒ q ◦ f and φ′:f′ ◦ p′ ⇒ q′ ◦ f and let ψ and ψ′
be the respective mates under the given adjunctions (wrt. p and q and to p′ and q′,
respectively). Then
φ   (f′ ∗ η) = (ε ∗ f)   φ′ ⇔ ψ   (η ∗ u) = (u′ ∗ ε)   ψ′
The situation is summarized in the picture below.
A A′
B B′
#
" p
′
￿￿
 
!
p
OO
f
￿￿
η
w•
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
f
′
￿￿
#
" q
′
￿￿
 
!
q
OO ε
w•
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
φ
￿￿
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
φ
′
￿￿
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  ⇔
A A′
B B′
#
" p
′
￿￿
 
!
p
OO
η
w•
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
#
" q
′
￿￿
 
!
q
OO
u
OO
ε
w•
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ψ
￿￿
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ψ
′
￿￿
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  u
′
OO
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Given T-algebras (A,a) and (B,b), consider a morphism f:A → B in C. By
naturality of y, we have that Tf ◦ yA = yB ◦ f. Thus, we can consider the identity
1:Tf ◦ yA ⇒ yB ◦ f and its mate φ:b ◦ Tf ⇒ f ◦ a under the adjunctions a ⊣ yA
and b ⊣ yB wrt. f and Tf.
TA TB
A B
Tf //
a
￿￿
b
￿￿
f
//
φ
{￿
 
 
 
 
 
 
 
  =
TA TB B
TA A B
Tf // b //
⇓ η
id
 
 
 
 
 
 <<
a //
⇓ 1
f
//
yA
OO
id
 
 
 
 
 
 ==
yB
OO
1⇓
We shall refer to φ as the canonical 2-cell associated to f.
Definition 3.4.5 (T-homomorphisms)
A T-homomorphism f from the T-algebra (A,a) to the T-algebra (B,b) is a mor-
phism f:A → B whose canonical 2-cell is invertible.
Since the calculus of mates preserves composition, given the algebras (A,a)
and (B,b), we have that if φf and φg are the canonical 2-cells of f:A → B and
g:B → C, then the canonical 2-cell φg◦f associated to g ◦ f is φg ∗ φf. Moreover,
a simple shot of pasting shows that the canonical 2-cell associated to idA is the
identity 2-cell. Therefore, we have the following.
Proposition 3.4.6
T-algebras and T-homomorphisms form a category T-Alg which is lifted to a 2-
category T-Alg by enriching it with all the 2-cells in C.
It follows immediately from the deﬁnitions that the forgetful functor
(A,a) A
(B,b) B
  //
f
￿￿
f
￿￿
  //
C T-Alg U //
and
f
−→
f
−→
−→
g −→
g
α
￿￿
 
 
 
 
 
 
 
 
 
  α
￿￿
 
 
 
 
 
 
 
 
 
 
  //
C T-Alg U //
is faithful and locally fully faithful, i.e., T-Alg[f,g] = C[f,g].
Next, we state two important cases in which one can conclude that a morphism
is a T-homomorphism.
Proposition 3.4.7
Let (A,a), (B,b) be T-algebras. If f:A → B is invertible, then f is a T-homomor-
phism.
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Proof. The canonical 2-cell associated to f
−1 ◦ f = id = f ◦ f
−1 is the identity 2-cell,
but it is also the composition φf−1 ∗ φf and the composition φf ∗ φf−1. This means
that φf is invertible.  
Proposition 3.4.8
Let (A,a), (B,b) be T-algebras. If f:A → B is a left adjoint, then f is a T-
homomorphism.
Proof. Let η,ε:f ⊣ g:A ⇀ B be an adjunction. Observe that, since T is a 2-functor,
we also have an adjunction Tη,Tε:Tf ⊣ Tg:TA ⇀ TB. Now consider the following
diagram built on the canonical 2-cells φf and φg respectively for f and g.
TA TB TA
A B A B
#
" id
￿￿ Tf //
a
￿￿
⇓ TηA
b
￿￿
Tg //
a
￿￿
f
//
φf
z￿
 
 
 
 
 
 
 
 
 
!
id
OO g //
φg
{￿
 
 
 
 
 
 
 
 
⇓ε
f
//
(3.2)
Now, dropping from (3.2) the square corresponding to φf and pasting the rest of it we
obtain a 2-cell ψ:f ◦a ⇒ b◦Tf, which is the mate of φg under the adjunctions f ⊣ g
and Tf ⊣ Tg.
TA A
TB B
a //
Tf
￿￿
f
￿￿
b
//
ψ
{￿
 
 
 
 
 
 
 
 
Now, we claim that
TA A
TB
A B
a //
a
￿￿
Tf
 
 
 
 
 
 !!
f
￿￿
ψ
y￿
 
 
 
 
 
 
 
 
 
 
b
 
 
 
 
 
 !!
φf
x￿
 
 
 
 
 
 
 
 
 
 
f
//
= 1 and
TA TB
A
TB B
Tf //
a
 
 
 
 
 
 !!
Tf
￿￿
b
￿￿
φf
y￿
 
 
 
 
 
 
 
 
 
 
f
 
 
 
 
 
 !!
ψ
y￿
 
 
 
 
 
 
 
 
 
 
b
//
= 1,
i.e., ψ and φf are each other’s inverse, which shows the proposition. In order to
show the ﬁrst of the two equations, one has to show that pasting (3.2) yields the
identity 2-cell. By 2-naturality of y, it is TηA ∗yA = yA ∗ ηA, which can be written as
1   (TηA ∗ yA) = (yA ∗ ηA)   1.
Now, by applying Lemma 3.4.4 to the equality above, we get (ηA∗a) ¯ φ = ¯ φ
′ (a∗TηA).
But ¯ φ is the mate of 1yA, which is easily seen to be an identity 2-cell, while ¯ ψ
′ reduces
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to φg ∗ψf. Therefore, we have ηA ∗a = (φg ∗ψf) (a∗TηA). Therefore, diagram (3.2)
reduces to
TA TA
B A
B
id //
f◦a
￿￿
a
￿￿
g //
id
 
 
 
 
 
 
 
 
 
 
 
 ''
φ
{￿
 
 
 
 
 
 
 
 
f
￿￿
ε
{￿
 
 
 
 
 
 
which is (ε ∗ f ∗ a)   (f ∗ η ∗ a) = ((ε ∗ f)   (f ∗ η)) ∗ a = f ∗ a = 1, the last but one
equality being because the ﬁrst subterm is a triangular identity for f ⊣ g.
Thus, the ﬁrst equality is shown. The other one is obtained in an similar way working
on the diagram obtained from (3.2) by moving the part corresponding to φf on the
right hand side of (3.2).  
T-algebras are characterized by structure maps which are adjoint to a given mor-
phism. Therefore, the structure on a given algebra is unique up to isomorphisms.
Moreover, ﬁxed a structure map the unit of the adjunction is uniquely determined
via λ.
Proposition 3.4.9
Let (A,a) be an algebra and suppose that η is the unit of a ⊣ yA. Then, η = Ta∗λA.
Moreover, a morphism a:TA → A such that a ◦ yA = id is a structure map if and
only if a ∗ Ta ∗ λA = 1.
Proof. Consider
TA TA T
2A TA
id
⇓η
//
yA◦a //
TyA
⇓λA
//
yTA
//
Ta //
We can calculate the pasting in two diﬀerent ways as follows.
(i) (Ta∗yTA∗η) (Ta∗λA) which, by naturality of y, is (yA∗a∗η) (Ta∗λA) = Ta∗λA,
since a ∗ η = 1 is one of the triangular identities.
(ii) (Ta ∗ λA ∗ yA ∗ a)   (Ta ∗ TyA ∗ η), which, by T1, reduces to (Ta ∗ TyA ∗ η) =
T(a ◦ yA) ∗ η = η, since a ◦ yA = id by hypothesis.
Therefore, η = Ta∗λA. Take now any a:TA → A such that a◦yA = id. Suppose that
a ⊣ yA. Then, by deﬁnition of adjunction, a ∗ η = 1, and since η = Ta ∗ λA, we are
done. On the other hand, suppose that Ta∗ λA ∗a = 1. Then, choosing η = Ta ∗λA,
it is easy to verify that the conditions for adjointness hold: a ∗ η = 1 because of our
choice and η ∗ yA = Ta ∗ λA ∗ yA = 1 by T1.  
Since the canonical 2-cells of morphisms f:A → B are mates of an identity
2-cell under adjunctions whose units can be expressed through λ and whose counits
are identities, the following result is vary natural.
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Proposition 3.4.10
Let (A,a) and (B,b) be algebras and consider f:A → B. Then, the canonical
2-cell associated to f is φf = b ∗ Tf ∗ Ta ∗ λA.
Proof. The mate under a ⊣ yA and b ⊣ yB of 1:Tf ◦ yA ⇒ yB ◦ f, is easily computed
as (f ∗ εB)  (b ∗ 1 ∗ a)  (b ∗Tf ∗ ηA) = b ∗ Tf ∗ ηA = b ∗Tf ∗Ta ∗ λA.  
The following result, due to Street [135], is rather interesting.
Proposition 3.4.11 (Recognition Lemma)
Let (A,a) and (B,b) be algebras and consider a morphism f:A → B. Then, a
2-cell φ:b ◦ Tf ⇒ f ◦ a is the canonical 2-cell of f if and only if φ ∗ yA = 1.
Proof. If φ is the canonical 2-cell associated to f, then, by the previous proposition,
φ = b∗Tf ∗Ta∗λA and thus φ∗yA = 1 by T1. Suppose instead that φ∗yA = 1. The
mate of φ under the adjunctions a ⊣ yA and b ⊣ yB is ψ = (yB ∗φ∗yA) (η∗yB ∗f) =
(yB ∗ φ ∗ yA), since η being the unit of b ⊣ yB is annihilated by yB. Therefore, if
φ∗yA = 1 then ψ = 1. Since the calculus of mates provides a bijection, it follows that
φ is the mate of the appropriate identity, i.e., the canonical 2-cell of f.  
Next, we recall some properties of the multiplication m. The following proposi-
tion identiﬁes an equation “dual” to T3.
Proposition 3.4.12
In a KZ-doctrine we have T′
3: mC ∗ mTC ∗ TλC = 1.
Proof. Observe that the source and the target of the 2-cell above are both mC. In fact,
mC ∗mTC ∗TλC:mC ◦mTC ◦T
2yC ⇒ mC ◦mTC ◦TyTC. Now, mTC ◦TyTC = id, by
T0, and thus the target is mC. On the other hand, by naturality of m, we have that
mTC ◦ T
2yC = TyC ◦ mC, whence, again by T0, it follows mC ◦ mTC ◦ T
2yC = mC.
Therefore, putting φ = mC ∗ mTC ∗ TλC, we have
T
2C T
2C
TC TC
Tid //
mC
￿￿
mC
￿￿
id
//
φ
{￿
 
 
 
 
 
 
 
 
and then, to conclude that φ = 1, it is enough to see that it is the canonical 2-cell
associated to id:TC → TC. From Proposition 3.4.11, this follows if φ ∗ yTC = 1.
mC ∗ mTC ∗TλC ∗ yTC = mC ∗ mTC ∗ yT2C ∗ λC by 2-naturality of y
= mC ∗ λC by T0
= 1 by T2,
which proves the proposition.  
The deﬁnition of KZ-doctrine implies that for any C ∈ C there is a reﬂection
mC ⊣ yTC. It follows from T′
3 that mC has also a left adjoint.
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Proposition 3.4.13
For any C ∈ C there is a coreﬂection TyC ⊣ mC.
Proof. We choose ε = mTC ∗ TλC:TyC ◦ mC ⇒ id as a candidate for the counit. Let
us verify the triangular identities.
(i) (ε∗TyC) (TyC ∗ 1) = mTC ∗TλC ∗TyC = mTC ∗T(λC ∗yC), which collapse to 1
because of T1.
(ii) (mC ∗ ε)   (1 ∗ mC) = mC ∗ ε = mC ∗ mTC ∗TλC, which, by T
′
3, is 1.  
We complete this recapitulation section about KZ-doctrines by stating more
precisely in what sense they are pseudo-monads. First of all, notice that the asso-
ciativity of m holds up to a canonical isomorphism. In fact, since mC:T2C → TC
is left adjoint to yTC, by Proposition 3.4.8, it is a T-homomorphism with canonical
2-cell  C:mC ◦ TmC ⇒ mC ◦ mTC, i.e.,
T3C T2C
T2C TC
TmC //
mTC
￿￿
mC
￿￿
mC
//
 C
{￿
 
 
 
 
 
 
 
 
Of course, as canonical 2-cell associated to mC, we have by Proposition 3.4.10 that
 C = mC ∗ TmC ∗ TmTC ∗ λT2C. Moreover, Proposition 3.4.11 provides coherence
conditions which link   with y, namely  C ∗ yT2C = 1 and  C ∗ TyTC = 1. While
the ﬁrst equation comes directly from the recognition lemma, the second one can
be proved as follows.  C ∗TyTC:mC ◦TmC ◦TyTC ⇒ mC ◦mTC ◦ TyTC, i.e., from
T0  C ∗TyTC:mC ⇒ mC, which is of the form mC ◦TidTC ⇒ idTC ◦mC. Then, by
Proposition 3.4.11, if  C ∗TyTC ∗yTC = 1, we have that  C ∗TyTC is the canonical
2-cell associated to idTC, i.e., 1. Now,  C ∗ TyTC ∗ yTC =  C ∗ yT2C ∗ yTC, by
naturality of y, which is the identity 2-cell by T2. Recall from Deﬁnition 3.4.1 T0
that the unit law holds strictly.
The same things can be said for any algebra (A,a): since a:TA → A is a left
adjoint we have an isomorphism α:a ◦ Ta ⇒ a ◦ mA, i.e., the associativity law for
a holds up to isomorphisms.
T2A TA
TA A
Ta //
mA
￿￿
a
￿￿
a //
α
{￿
 
 
 
 
 
 
 
 
Moreover, α is coherent with y in the sense that α ∗ yTA = 1 and α ∗ TyA = 1,
which can be shown as in the case of  . Also in this case the fact that a ⊣ yA is a
reﬂection implies that the unit law holds strictly for T-algebras.
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Finally, the fact that here the monad-theoretic deﬁnition of homomorphisms is
matched up to isomorphism is just the deﬁnition of T-homomorphism.
TA TB
A TC
Tf //
a
￿￿
b
￿￿
f
//
φf
{￿
 
 
 
 
 
 
 
 
Once more, the isomorphism φf:b ◦ Tf ⇒ f ◦ a satisﬁes the coherence condition
that φf ∗ yA = 1.
Summing up, KZ-doctrines (T,y,m,λ) can be thought as pseudo-monads
(T,y,m, ) where the unit law holds strictly and the associativity law holds up
to the family of isomorphisms  , which satisﬁes the coherence conditions  ∗yT2 =
  ∗ TyT = 1. For such pseudo-monads one deﬁnes a pseudo-algebra to be a triple
(A,a,α), where a:TA → A satisﬁes the unit law strictly and the associativity up
to the isomorphism α which satisﬁes the coherence axioms α ∗ yTA = α ∗ TyA = 1.
Finally, one deﬁnes the homomorphisms of pseudo-algebras to be pair (f,φf) where
f:A → B is a morphism which satisﬁes the condition b◦Tf = f ◦a only up to the
isomorphism φf. Furthermore, φf is required to satisfy the coherence φf ∗yA = 1.
Let us denote by Pseudo-Alg the 2-category of pseudo-algebras and their mor-
phisms, the 2-cells being those of C. Then, it is not diﬃcult to show the following.
Proposition 3.4.14
T-Alg ∼ = Pseudo-Alg
In the following section, we shall see how this notion is perfectly suited to
describe the cocompletion construction. Of course, this is not surprising since KZ-
monads arose from Kock’s work on completion of categories [71].
3.5 A KZ-Doctrine for the Ind Completion
Although the construction of Section 3.3 is perfectly satisfactory from the theoreti-
cal viewpoint, it does not lend itself easily to a functorial treatment, which is indeed
a desirable property. Moreover, in many occasions a more concrete description of
the objects of   C may be useful. In particular, we think of something very close to
the description of inﬁnite processes we have sketched in Section 3.1. Close to this
issue, there is the fact that, as already noticed at the beginning of Section 3.4, one
would often like a more algebraic description of colimits in terms of pseudo monads.
In this section we study a KZ-doctrine for the ℵ-ﬁltered cocompletion. In other
words, we study alternative representations for the ind-representable presheaves.
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Remark. Since the case of ℵ ﬁnite is trivial, in the following we implicitly assume that
ℵ is inﬁnite. Moreover, since everything which follows is parametric with respect to ℵ,
we shall mention it explicitly only when unavoidable. However, the reader should keep in
mind that every statement below about “ﬁltered” objects can safely be restated in terms
of “ℵ-ﬁltered” objects.
Ind Objects
The following deﬁnition of ind-object follows the same simple idea about represen-
tation of inﬁnite computations we discussed in Section 3.1.
Definition 3.5.1 (Ind-objects)
A functor X:J → C is an ind-object if J is small and ﬁltered. If |J| ≤ ℵ, then X is
a ℵ-ind-object.
We shall identify ind-objects X:I → C and Y :J → C if there exists a coﬁnal φ:I → J
whose object component is an isomorphism and such that Y ◦ φ = X.
Thus, ind-objects are nothing but ﬁltered diagrams in C. We can think of ind-
objects as “syntactic” representations of ind-representable functors. In particular,
we shall say that the ind-object X:I → C represents the ind-representable functor
L(X) = lim −→(I
X −→ C
Y −→   C) ∼ = lim −→i∈I HomC( ,X(i)).
Observe then that the imposed equalities are perfectly harmless because they
identify objects which represent isomorphic presheaves.
In order to simplify notation, we shall often use the so-called indexed notation
for ind-objects. We write (Xi)i∈I for X:I → C with X(i) = Xi. Admittedly
this notation is rather poor but it will not be misleading, and therefore it will be
acceptable, provided one never forgets that we are not handling sequences or chains
of objects, but ﬁltered diagrams in C. Of course, given an ind-object (Xi)i∈I, we
reserve the right to use X also in every context in which a functor is expected.
As already observed in Section 3.1, the key point is the deﬁnition of morphisms
for ind-objects. The right notion should be such that it identiﬁes, i.e., it makes
isomorphic, ind-objects which intuitively should be the same. Moreover, it has to
make the category of ind-objects ﬁltered cocomplete. Clearly, the theory exposed
in Section 3.3 allows us to identify such notion of morphism immediately.
Definition 3.5.2
The category Ind(C) is the category whose objects are the ind-objects of C, and
whose homsets are deﬁned by
HomInd(C)(X,Y ) = Hom  C(L(X),L(Y )).
The category Ind(C)ℵ is the full subcategory of Ind(C) whose object are ℵ-ﬁltered
functors.
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This makes L into a full and faithful functor from Ind(C) to   C. However, observe
that it is far from being injective on the objects. Nevertheless, we have that Ind(C)
and   C are (weakly) equivalent.
Proposition 3.5.3
Ind(C)
￿ ∼ =   C.
Proof. Exploiting Corollary 3.3.17 and Proposition 3.3.6, it is immediate to see that L
is a weak equivalence, i.e., a full and faithful functor whose replete image is the whole
target category, i.e., such that every object P in   C is isomorphic to some L(X) for X in
Ind(C). Freyd and Scedrov [26] show that the hypothesis that every weak equivalence
is a strict (classical) one is equivalent to the axiom of choice. Since in our context we
have largely used such an axiom, we can also assume that L is an equivalence.  
Proposition 3.5.4
Ind(C)ℵ
￿ ∼ =   Cℵ.
An interesting fact about Ind(C) is the following.
Proposition 3.5.5
If C is small, then so are Ind(C)ℵ and Ind(C).
Proof. There is “only” a small set of (ℵ-)ﬁltered diagrams in C and, therefore, the
objects of Ind(C) (Ind(C)ℵ) form a small set. Regarding morphisms, by Proposi-
tion 3.3.21, the morphisms of Ind(C) (Ind(C)ℵ) are a family of small sets indexed by
a small set, and therefore a small set [89].  
Another immediate consequence of the deﬁnition of Ind(C) is that the ﬁrst
requirement we made on the morphisms is satisﬁed. Of course, the same holds for
Ind(C)ℵ.
Proposition 3.5.6
Consider the ind-objects (Xi)i∈I and (Yj)j∈J and suppose that there exists a coﬁnal
φ:I → J such that Y ◦ φ = X. Then, (Xi)i∈I
∼ = (Yj)j∈J in Ind(C).
Proof. Since φ is coﬁnal L(X) = L(Y ◦ φ) ∼ = L(Y ).  
Next, we give more explicit representations of morphisms of ind-objects. In
particular, we describe three more diﬀerent ways of understanding such morphisms.
Recalling a computation we have done in the previous section, we have that
HomInd(C)((Xi)i∈I,(Yj)j∈J) = Set
C
op
[L(X),L(Y )]
∼ = Set
C
op
[lim −→I hXi,lim −→J hYj]
∼ = lim ←−I Set
C
op
[hXi,lim −→J hYj] Y′ preserves colimits
∼ = lim ←−I lim −→J Set
C
op
[hXi,hYj] Yoneda’s lemma
∼ = lim ←−I lim −→J HomC(Xi,Yj)
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From Proposition 3.3.10, we know how to compute ﬁltered colimits in Set. An
element x ∈ lim − →J HomC(Xi,Yj) is an equivalence class of arrows [f]∼ each repre-
sentative of which is an arrow f:Xi → Yj of C for some j ∈ J and where
 
f:Xi → Yj′
 
∼
 
g:Xi → Yj′′
 
⇔ ∃
j′
k
j′′
u
 
 
 ''
v
 
 
 77 in J st. Y (u) ◦ f = Y (v) ◦ g,
as summarized below
Xi
Yj′ ∼ Yj′′
Yk
f
~~
 
 
 
 
 
 
g
 
 
 
 
 
 !!
Y (u)
 
 
 
 
 
   
Y (v) }}
 
 
 
 
 
 
Concerning limits, their calculus in Set is much simpler than that of colimits.
Let us remind it.
Proposition 3.5.7
Let I be a small category and F:I → C. By  f  we denote a function f:Obj(I) →  
i∈Obj(I) F(i) such that, for all i ∈ Obj(I), it is f(i) ∈ F(i). Then,
lim ←−I F =
 
 f 
 
 
  F(h)(f(i)) = f(j), ∀h:i → j in I
 
.
Proof. Let S denote the set indicated above. For any i ∈ I deﬁne the projection
πi:S → F(i) such that πi( f ) = f(i). Since for any h:i → j in I it is F(h) ◦ πi( f ) =
F(h)(f(i)) = f(j) = πj( f ), i.e., F(h)◦πi = pj, we have that the family {πi} is a cone
with base F and vertex S.
Suppose now that there is a cone β:X → F. For any x ∈ X we can consider the function
fx:Obj(I) →
 
i∈Obj(I) F(i) such that fx(i) = βi(x) for any i ∈ I. Since β is a cone,
we have that fx is of the kind  f . Thus, fx ∈ S. Therefore, α:X → S which sends x
to fx is well deﬁned. Moreover, for any i ∈ I, it is πi ◦ α(x) = πi(fx) = fx(i) = βi(x)
for any x ∈ X and of course α is the unique function with such a property. Therefore,
S = lim ← − F.  
Getting back to our problem, the elements x in lim ←−I lim − →J HomC(Xi,Yj) are there-
fore a collection of equivalence classes [fi]∼ indexed by the objects of I which are
compatible in the precise sense that for any h:i → i′ in I it is [fi]∼ = [fi′ ◦ X(h)]∼,
2483.5. A KZ-Doctrine for the Ind Completion
as shown below.
Xi
Xj′
Yj Yj′
fi
￿￿
X(h)
 
 
 
 
 
 !!
fi′
￿￿
∼
We shall denote this kind of families of equivalence classes with a notation similar
to the one used for ind-objects, namely ([fi])i∈I:(Xi)i∈I → (Yj)j∈J, where fi is an
arrow from Xi to some Yj. The square brackets remind us that each component is
an equivalence class and the index i means that fi is a representative for the i-th
class. We nearly always avoid explicit mention of ∼. However it should be taken
into account that ∼, and thus the elements of [fi]∼, of course depends on the actual
J, while the compatibility of the various components depends also on I.
The composition of ind-morphisms from (Xi)i∈I to (Yj)j∈J and from (Yj)j∈J to
(Zk)k∈K can be of course deﬁned explicitly through the canonical function induced
by the limit
lim ←−J lim −→K HomC(Yj,Zk) × lim ←−I lim −→J HomC(Xi,Yj) → lim ←−I lim −→K HomC(Xi,Zk).
However, the equivalent description in terms of families of equivalence classes above
is simpler: given
([fi])i∈I:(Xi)i∈I → (Yj)j∈J and ([gj])j∈J:(Yj)j∈J → (Zk)k∈K,
their composition is the I-indexed family whose i-th component is [g ◦ f]∼′ for
(f:Xi → Yj) ∈ [fi]∼ and (g:Yj → Zk) ∈ [gj]∼′, with the equivalence ∼ being
relative to J and the equivalence ∼′ to K. In other words, the i-th class of the
composition is obtained by considering the class (wrt. K) of the composition of one
representative of the i-th component of ([fi])i∈I and one representative of the ji-th
component of ([gj])j∈J, where ji is determined by the chosen representative of fi.
Of course, one needs to show that this is well-deﬁned, i.e., that the deﬁnition
does not depend on the choice of f and g above and that it gives an ind-morphism
from (Xi)i∈I to (Zk)k∈K.
Concerning the ﬁrst issue, for fi:Xi → Yj, let us see that the composite does
not depend on the choice of g ∈ [gj]∼. Consider (gj:Yj → Zk) ∼ (g′
j:Yj → Zk′). Of
course, since there exist u:k → k′′ and v:k′ → k′′ such that Z(u) ◦ gi = Z(v) ◦ g′
i,
we have Z(u) ◦ gj ◦ fi = Z(v) ◦ g′
j ◦ fi, i.e., [gj ◦ fi]∼ = [g′
j ◦ fi]∼.
Now, let us verify that the composite does not depend on the choice of f ∈ [fi]∼.
To this aim, take (fi:Xi → Yj) ∼ (f′
i:Xi → Yj′). By deﬁnition of ∼, we have
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Y (x)◦fi = Y (y)◦f′
i for x:j → j′′ and y:j′ → j′′ in J. Consider (gj:Yj → Zk) ∈ [gj]∼
and (gj′′:Yj′′ → Zk′′) ∈ [gj′′]∼. Then, again by deﬁnition of ∼, there are u:k → h
and v:k′′ → h in K such that Z(u) ◦ gj = Z(v) ◦ gj′′ ◦ Y (x). In the same way, we
have Z(x) ◦ gj′ = Z(w) ◦ gj′′ ◦ Y (y), for z:k′ → h′ and w:k′′ → h′ in K. Finally,
since K is ﬁltered, we ﬁnd t:h → h′′ and t′:h′ → h′′ such that t ◦ v = t′ ◦ w. Then,
t◦u:k → h′′ and t′◦z:k′ → h′′ show that (gj◦fi) ∼ (gj′ ◦f′
i). (See the commutative
diagram below.) In fact,
Z(t ◦ u) ◦ gj ◦ fi = Z(t) ◦ Z(v) ◦ gj′′ ◦ Y (x) ◦ fi
= Z(t′) ◦ Z(w) ◦ gj′′ ◦ Y (x) ◦ fi
= Z(t
′) ◦ Z(w) ◦ gj′′ ◦ Y (y) ◦ f
′
i
= Z(t′) ◦ Z(z) ◦ gj′ ◦ fi
= Z(t
′ ◦ z) ◦ gj′ ◦ fi
Xi
Yj Yj′
Yj′′
Zk Zk′
Zk′′
Zh Zh′
Zh′′
fi
￿￿
f
′
i
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 ((
gj
￿￿
Y (x)
 
 
 
 
 
 !!
gj′
￿￿
Y (y)
}}
 
 
 
 
 
 
gj′′
￿￿
Z(u)
￿￿
Z(z)
￿￿
Z(v)
}}
 
 
 
 
 
  Z(w)
 
 
 
 
 
 ""
Z(t)
 
 
 
 
 
 !!
Z(t
′) ||
 
 
 
 
 
 
Thus, the deﬁnition does not depend on the choice of the representatives. The
point we miss in order to conclude that ([gj])j∈J ◦ ([fi])i∈I is well-deﬁned, is to see
that it is an ind-morphism. Let h:i → i′ be in I. We have to see that (gj ◦ fi) ∼
(gj′ ◦ fi′). Of course, since ([fi])i∈I is an ind-morphism, we have u:j → j′′ and
v:j′ → j′′ in J such that Y (u)◦fi = Y (v)◦fi′ ◦X(h). Then, the proof follows very
much on the same line as before, as shown by the following commutative diagram
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(which in fact, apart from the ﬁrst level, is isomorphic to the previous one).
Xi Xi′
Yj Yj′
Zk Yj′′ Zk′
Zl′ Zk′′ Zl′′
Zl
fi
￿￿
X(h) //
fi′
￿￿
gj
~~
 
 
 
 
 
  Y (u)
 
 
 
 
 
 !!
Y (v)
}}
 
 
 
 
 
  gj′
 
 
 
 
 
 !!
Z(x)
 
 
 
 
 
   
gj′′
￿￿
Z(x
′)
}}
 
 
 
 
 
 
Z(u)
 
 
 
 
 
 !!
Z(y) oo Z(y
′) //
Z(u
′) ||
 
 
 
 
 
 
In order to remember that in the composition ([gj])j∈J ◦([fi])i∈I the i-th equiv-
alence class can be obtained by composing any representative of [fi]∼ with any
representative of an appropriate [gji]∼, we shall denote it (gj ∗ fi)i∈I. Sometimes,
we shall write explicitly ([gji ◦ fi])i∈I, meaning that ji is the index of the target
of fi.
An alternative description of ind-morphisms can be obtained using equivalence
classes of families of arrows, rather than families of equivalence classes of arrows.
At a ﬁrst attempt, one would say that a morphism from the ind-object (Xi)i∈I to
the ind-object (Yj)j∈J is a pair (α,φ) where φ:I → J is a functor and α:X
￿ → Y φ
is a natural transformation
I J
C
φ //
X
 
 
 
 
 
 ￿￿
Y
 
 
 
 
 
  ￿￿
α -6
 
 
 
 
 
 
 
 
 
 
 
 
subject to the equivalence ≃ deﬁned as follows: (X
α =⇒ Y φ) ≃ (X
β
=⇒ Y φ′) if and
only if ∃ψ:I → J and η:φ
￿ → ψ, ν:φ′ ￿ → ψ such that Zη ◦ α = Zν ◦ β.
I
I J I
C
id
xx
 
 
 
 
 
 
 
 
 
 
 
id
 
 
 
 
 
 
 
 
 
 
 &&
ψ
￿￿
φ
//
X
 
 
 
 
 
 
 
 
 
 
 &&
η 6>
 
 
 
 
 
 
 
  ν `h
 
 
 
 
 
 
 
 
Z
￿￿
φ
′ oo
Y
xx
 
 
 
 
 
 
 
 
 
 
  α 3;
 
 
 
 
 
 
β ck
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However, although this deﬁnition can be easily proved equivalent to that of ind-
morphisms when J is a chain, we currently do not know whether this is true in gen-
eral. More precisely, every transformation α:X → Y φ is clearly an ind-morphism,
but it is not clear whether, given ([fi])i∈I:(Xi)i∈I → (Yj)j∈J, it is possible to choose
an element fi,ji:Xi → Yji from [fi]∼ for any i ∈ I in such a way that the mapping
i ; ji could be extended to a functor φ:I → J. When J is a chain, a morphism
([fi])i∈I has an easy description. In fact, since for any pair of objects in j,k ∈ J
there is exactly one morphism j → k or one morphism k → j, the equivalence
∼ assumes a simpler form, namely (f:Xi → Yj) ∼ (g:Xi → Yk) if and only if
Y (j ≤ k) ◦ f = g and j ≤ k or Y (k ≤ j) ◦ g = f and k ≤ j, which makes very easy
to deﬁne the wanted functor φ.
Therefore, while maintaining the notation and terminology of functors and nat-
ural transformations, for the time being, we work with the following deﬁnition,
which consists merely of taking a representative for each class of an ind-morphism.
A morphism from the ind-object (Xi)i∈I to the ind-object (Yj)j∈J is a pair
(α,φ), where φ:Obj(I) → Obj(J) is a function and {αi:Xi → Yφ(i)}i∈I is a fam-
ily of arrows of C such that for any h:i → i′ in I, there exists k:φ(i) → j and
k′:φ(i′) → j in J such that Y (k) ◦ αi = Y (k′) ◦ αi′ ◦ X(h). These transformations
are subject to the following equivalence: (X
α −→ Y φ) ≃ (X
β
−→ Y φ′) if there exists
a function ψ:Obj(I) → Obj(J) and two families of arrows {ηi:φ(i) → ψ(i)}i∈I and
{νi:φ′(i) → ψ(i)}i∈I such that Y η ◦ α = Y ν ◦ β, the last equation meaning, as in
the case of actual natural transformations, that, for all i ∈ I, Y (ηi)◦αi = Y (νi)◦βi.
It is now immediate to see that this is nothing but an alternative description of
ind-morphisms.
Proof. Given the ind-morphism ([fi])i∈I, choose any representative αi = fi,ji:Xi → Yji
from each equivalence class. Then, take φ:Obj(I) → Obj(J) which sends i to ji.
Let α
′
i = fi,j′
i be the transformation obtained with a diﬀerent choice of the f’s in
the equivalence classes. Of course, αi and α
′
i are equivalent:in fact, by deﬁnition of
ind-morphism, for any i there exist ψ(i), ηi:ji → ψ(i) and νi:j
′
i → ψ(i) such that
Y (ηi) ◦ fi,ji = Y (νi) ◦ fi,j′
i.
On the contrary, given a transformation α, just take ([αi])i∈I. Of course, this transla-
tions are inverse to each other.  
This description allows a simple formula for the composition of ind-morphisms
I J K
C
φ //
X
 
 
 
 
 
 
 
 
 
 
 &&
ϕ //
Y
￿￿
Z
xx
 
 
 
 
 
 
 
 
 
 
  β 4<
 
 
 
 
 
 
 
 
 
  α 2:
 
 
 
 
 
 
 
 
=
I K
C
ϕφ //
X
 
 
 
 
 
 ￿￿
Z
 
 
 
 
  ••
βφ∗α -6
 
 
 
 
 
 
 
 
 
 
 
 
where, by (ab)using the notation of natural transformations, the i-th component of
βφ ∗ α is βφ(i) ◦ αi.
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A third description of ind morphisms can be found via a category of fractions
construction [29, 127] (see also Appendix A.4). The interest of this approach, intro-
duced in [149, 150], resides in the fact that it explains the cocompletion construction
“just” by making invertible a class of arrows in a universal way. Moreover, such class
of arrows is as simple as possible and, therefore, the approach gives insights on the
subject by making intuitively clear how the arrows chosen similarly to Section 3.1
should be enriched in order to get cocompleteness.
Let Filt/C be the category of ﬁltered categories over C in CAT, i.e., the comma
category  Filt ↓ C  in CAT. The objects of this category are functors X:I → C, for
I ∈ Filt, i.e., they are exactly the ind-objects of Ind(C). The arrows, however, are
pretty simple: for X:I → C and Y :J → C a functor φ:I → J is a arrow in Filt/C
from X to Y if it makes the following diagram commutative.
I J
C
φ //
X
 
 
 
 
 
 ￿￿
Y
 
 
 
 
 
  ￿￿
Consider now the class of arrows Σ = {φ in Filt/C | φ is coﬁnal}. Let us see that
Σ admits a calculus of left fractions (see Appendix A.4).
Proposition 3.5.8
Σ admits a calculus of left fractions.
Proof. Let us check the condition of page 340. Of course Σ contains the identities and,
by Proposition 3.3.13, is closed by composition.
Concerning point (iii), given X:I → C, Y :J → C and Z:K → C, let φ:X → Y belong
to Filt/C and ψ:X → Z to Σ. Then, consider the pushout of φ:I → J and ψ:I → K
in Cat. Let us denote it by L together with the functors ψ
′:J → L and φ
′:K → L.
Remind that this can be described as the quotient of J + K modulo the congruence
generated by the rule
in1(φ(x)) R in2(ψ(x)),
ψ
′ and φ
′ being the injections in the respective equivalence classes. Then, we have
W:L → C in Filt/C deﬁned by
W([in1(x)]R) = Y (x) and W([in2(x)]R) = Z(x).
Observe that this deﬁnition is well given, since Y φ = X = Zψ implies that whenever
[in1(x)]R = [in2(y)]R we have Y (x) = Z(y). This is summarized by the picture below.
I
J C K
L
φ
xx
 
 
 
 
 
 
 
 
 
 
 
 
ψ
 
 
 
 
 
 
 
 
 
 
 
 &&
X
￿￿
Y //
ψ′
 
 
 
 
 
 
 
 
 
 
 &&
Z oo
φ′
xx
 
 
 
 
 
 
 
 
 
 
 
W
OO
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Let us see that L is ﬁltered. Consider l and l
′ in L. If l = [ini(x)]R and l
′ = [ini(y)]R,
for i ∈ {1,2}, then we ﬁnd an upper bound for l and l
′, since J and K are ﬁltered.
Suppose instead that l = [in1(j)]R and l
′ = [in2(k)]R. Let us consider k in K. Since
ψ is coﬁnal, we ﬁnd k
u −→ ψ(k
′), and therefore an upper bound j
v −→ j
′, φ(k
′)
w −→ j
′
for j and φ(k
′) in J. Then, we have in L the arrows [in1(v)]R:[in1(j)]R → [in1(j
′)]R
and [in1(w)]R ◦ [in2(u)]R:[in2(k)]R → [in1(j
′)]R.
Consider now l l
′
u //
v // . Again, the only interesting case is when u = [in1(f)]R
and v = [in2(g)]R. In this hypothesis, it must necessarily be f:φ(i) → φ(i
′) and
g:ψ(i) → ψ(i
′). Now, if f is of the kind φ(h) (g is of the kind ψ(h)), we have
ψ(i) ψ(i
′)
φ(h) //
g // in K ( ψ(i) φ(i
′)
f //
ψ(h)
// in J), and we ﬁnd an equalizer for u and v
in L, since K is ﬁltered (J is ﬁltered). Thus, suppose that f and g are not in the image
of φ and ψ, respectively. Since I is ﬁltered we ﬁnd h:i → i
′′ and h
′:i
′ → i
′′. Then, by
coﬁnality of ψ, we can ﬁnd h
′′ such that ψ(h
′′◦h) = ψ(h
′′◦h
′)◦g. Now, by ﬁlteredness
of J, we have an equalizer x for the parallel pair φ(h
′′ ◦ h) = φ(h
′′ ◦ h
′) ◦ f.
ψ(i)
ψ(i
′′) ψ(i
′)
ψ(i
′′′) in K
g
￿￿
ψ(h)
{{
 
 
 
 
 
 
 
ψ(h′′) {{
 
 
 
 
 
 
  ψ(h′)
oo
φ(i)
φ(i
′′) φ(i
′)
φ(i
′′′) in J
j
f
￿￿
φ(h)
||
 
 
 
 
 
 
 
φ(h′′) {{
 
 
 
 
 
 
  φ(h′)
oo
x
}}
 
 
 
 
 
 
Then, we clearly have
[x ◦ φ(h
′′ ◦ h
′)]R ◦ [f]R = [x ◦ φ(h
′′ ◦ h
′) ◦ f]R = [x ◦ φ(h
′′ ◦ h)]R
= [x ◦ ψ(h
′′ ◦ h)]R = [x ◦ ψ(h
′′ ◦ h
′) ◦ g]R
= [x ◦ ψ(h
′′ ◦ h
′)]R ◦ [g]R
= [x ◦ φ(h
′′ ◦ h
′)]R ◦ [g]R
Thus, L is ﬁltered. Now, using Lemma 3.3.14, it is now immediate to see that ψ
′ is
coﬁnal and thus belongs to Σ, and thus condition (iii) is veriﬁed.
Consider now φ,φ
′:X → Y in Filt/C and suppose that there exists ψ:Z → X in Σ
which equalizes φ and φ
′, i.e., φ ◦ ψ = φ
′ ◦ ψ. Consider the coequalizer of φ,φ
′:I → J
in Cat. This construction can be described as a quotient of J for the congruence
generated by φ(x) R φ
′(x). Then, if the coequalizer is ψ
′:J → L, W:L → C can be
deﬁned as above and, exploiting the existence of ψ, it can be proved in very much the
same way of the previous case that L is ﬁltered and ψ
′ is coﬁnal.  
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Then, we can consider the category Σ−1Filt/C of left fractions of Filt/C for Σ,
i.e., the category obtained from Filt/C by making formally invertible the arrows
in Σ. By standard results of the theory of the categories of fractions [29], an
arrow ¯ φ:X → Y in Σ−1Filt/C can be described as an equivalence class of pairs
(φ:X → Z,φ′:Y → Z) of arrows of Filt/C where φ′ is coﬁnal
I K J
C
φ //
X
 
 
 
 
 
 
 
 
 
 
 &&
Z
￿￿
Y
xx
 
 
 
 
 
 
 
 
 
 
 
φ
′
oo
the equivalence given by (φ:X → Z,φ′:Y → Z) ∼ (ψ:X → Z′,ψ′:Y → Z′) if
there exist Z
α −→ W and Z′ β
−→ W such that α ◦ φ′ and β ◦ ψ′ are coﬁnal and the
following diagram commutes.
X Y
Z Z
W
φ
￿￿
ψ
 
 
 
 
 
 
 
 
 
 
 
 
 ((
φ
′
vv
 
 
 
 
 
 
 
 
 
 
 
 
 
ψ
′
￿￿
α
 
 
 
 
 
   
β ~~
 
 
 
 
 
 
Now, it is not diﬃcult to show that this yields ind-morphisms.
Proposition 3.5.9
Σ−1Filt/C ∼ = Ind(C).
Proof. Since Ind(C) and Σ
−1Filt/C have the same objects, it is enough to show
that HomΣ−1Filt/C(X,Y ) ∼ = HomInd(C)(X,Y ) = Set
Cop
[L(X),L(Y )], where L is the
usual lim − → YX. Every morphism φ:X → Y in Filt/C induces a canonical morphism
¯ φ:lim − →(YX) → lim − →(YY ), namely the morphism identiﬁed by the universal property
of colimits for the cocone λφ:YX
￿
→ lim − →(YY ), where λ:YY
￿
→ lim − →(YY ) is the limit
cocone for lim − →(YY ). Of course, if φ is coﬁnal, then ¯ φ is invertible.
Now, ﬁxed X:I → C and Y :J → C, consider the mapping L:Σ
−1Filt/C[X,Y ] →
Set
Cop
[L(X),L(Y )] which assigns to each [(φ,ψ)]∼ the corresponding ¯ ψ
−1 ◦ ¯ φ. We
shall show that L is a set-isomorphism.
First, we see that L is well-deﬁned. Suppose that (φ,ψ) ∼ (φ
′,ψ
′), where φ:X → Z,
ψ:Y → Z, φ
′:X → Z
′, ψ
′:Y → Z
′, and consider ¯ ψ
−1 ◦ ¯ φ and ¯ ψ
′−1 ◦ ¯ φ
′. By deﬁnition
of ∼, we ﬁnd ϕ:Z → W and ϕ
′:Z
′ → W such that ϕ◦φ = ϕ
′ ◦φ
′ and ϕ◦ψ = ϕ
′ ◦ψ
′,
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the latter being coﬁnal. This gives us the following situation in Set
Cop
L(Z)
L(X) L(W) L(Y )
L(Z
′)
¯ ϕ
￿￿
¯ φ
 
 
 
 
 
 
 
 
 
 
 77
¯ φ′
 
 
 
 
 
 
 
 
 
 
 ''
¯ ψ
gg
 
 
 
 
 
 
 
 
 
 
 
¯ ψ′
ww
 
 
 
 
 
 
 
 
 
 
 
¯ ϕ′
OO
where (ϕ◦ψ)
−1◦ϕ◦φ = (ϕ
′◦ψ
′)
−1◦ϕ
′◦φ
′. Now, since in Set
Cop
the isomorphisms are
the injective and surjective (on each component) transformations, and since ψ and ψ
′
are invertible, it follows that ϕ and ϕ
′ are invertible and it is (ϕ◦ψ)
−1 = ψ
−1◦ϕ
−1 and
(ϕ
′◦ψ
′)
−1 = ψ
′−1◦ϕ
′−1 and then, from the equation above, it follows ψ−1◦φ = ψ
−1◦φ.
Next, we see that L is surjective. Consider any morphism ¯ φ:lim − →(YX) → lim − →(YY ).
Then, consider the following functor φ between the categories of elements of
L(X) = lim − →(YX) and L(Y ) = lim − →(YY ).
(c,p) (c, ¯ φ ◦ p)
(c
′,p
′) (c
′, ¯ φ ◦ p
′)
  //
f
￿￿
f
￿￿
  //
 
C
lim − → YY
 
C
lim − → YX
φ //
Observe that we are indentifying p with an arrow in Set
Cop
p:hc
￿ → lim − →(YX), and so
the mapping above is well-deﬁned on the objects. Concerning the morphisms, we have
f:(c,p) → (c
′p
′) if f is a morphism c → c
′ in C such that p
′◦(f ◦ ) = p, which implies
that ¯ φ ◦ p
′ ◦ (f ◦ ) = ¯ φ ◦ p, i.e., f:φ(c,p) → φ(c
′,p
′). It follows at once that φ is well-
deﬁned and is a functor. We have already noticed in the proof of Proposition 3.3.24
that I is coﬁnal in the category of elements of lim − →(YX) via the functor F which sends
i to (Xi,σi), σi being the component at i of the limit cocone for lim − →(YX), and which
is the identity on the arrows. In the same way, we conclude that J is coﬁnal in the
category of elements of lim − →(YY ) via the analogous functor G. So we have the following
diagram, which is immediately proved commutative.
I J
C
X
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 ))
F //
 
C
lim − → YX
π
 
 
 
 
 
   
φ //
 
C
lim − → YY
π
~~
 
 
 
 
 
 
Y
uu
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
G oo
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Observe further that
 
C
lim − → YX and
 
C
lim − → YY are not necessarily ﬁltered, since they
are “only” essentially ﬁltered. However, this is not a problem, since we can just
work with any ﬁltered small part of them, e.g., the smallest ﬁltered subcategory of  
C
(lim − → YX) which contains the image of I through φ ◦ F and the image of J through
G, which is clearly small. It is now evident that, φ ◦ F = ¯ φ, while G = id. Therefore,
L([(φ ◦F,G)]∼) = ¯ φ.
Finally, we need to show that L is injective. Consider φ:X → Z, ψ:Y → Z,
φ
′:X → Z
′, ψ
′:Y → Z
′ and suppose that ¯ ψ
−1 ◦ ¯ φ = ¯ ψ
′−1 ◦ ¯ φ
′. Then, L(Z) and
L(Z
′) are isomorphic and, in particular, ¯ ϕ = ¯ ψ
′ ◦ ¯ ψ
−1:L(Z) → L(Z
′) is an isomor-
phism such that ¯ ϕ ◦ ¯ ψ = ¯ ψ
−1 and ¯ ϕ ◦ ¯ φ = ¯ φ
′. Now, construct as above ϕ:
K
 
C
L(Z)
 
C
L(Z
′) K
′
C
Z
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 ))
F //
πL(Z)
 
 
 
 
 
   
ϕ //
πL(Z′)
~~
 
 
 
 
 
 
Z′
uu
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
G oo
From the discussion above it is immediate to realize that ϕ◦F and G make commutative
the diagram which shows (φ,ψ) ∼ (φ
′,ψ)
′. Lastly, observe that since ¯ ϕ is invertible,
then ϕ above is a isomorphism whose inverse sends (c,p) to (c, ¯ ϕ
−1 ◦ p). Therefore, ϕ
is coﬁnal, which concludes the proof.  
Clearly, the same description of morphisms holds in Ind(C)ℵ for any cardinal ℵ.
When C is a poset P, there is the following connection of Ind(C) with the theory
of complete posets.
Proposition 3.5.10
Let P be a small poset. Then Ind(P) is equivalent to the ideal completion of P
viewed as a category.
Proof. An ideal in P is a downward closed directed subset I ⊆ P, i.e., a set such that
i ∈ I and j ≤ i implies j ∈ I. Observe that HomInd(P)(X,Y ) = lim ← − lim − → HomP(Xi,Yj)
must be either a singleton or the empty set, since each HomP(Xi,Yj) is such. Then
Ind(P) is a preorder. Moreover, an ideal I of P is naturally an ind-object, namely
the inclusion I ֒→ P. Conversely, an ind-object X:I → P can be thought as an ideal
just by taking the “downward” closure of its image in P. Since X is coﬁnal in the
ind-object corresponding to such a closure, this deﬁnes an equivalence.  
In the same way it can be shown that Ind(P)ℵ is equivalent to the completion
of P by all ideals of cardinality not greater than ℵ. A general treatment of the
completion of posets in a categorical framework, namely via monads, has been
given in [95].
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Ind( ) as a 2-endofunctor on CAT
We have already seen that if C is locally small, then so is   C. It follows immediately
from the deﬁnitions that the same holds for Ind(C) and Ind(C)ℵ. Therefore, it
may look plausible that Ind( ) is the object part of an endofunctor on CAT. In
this subsection we show that this is the case. In particular, we show that Ind( )
can be extended to the 2-cells of CAT obtaining in this way a 2-functor.
Let F:C → D be a functor in CAT. We deﬁne a functor Ind(F):Ind(C) →
Ind(D). Concerning the objects, the deﬁnition is evident: we map X to the com-
position of X with F.
I
X −→ C
F −→ D.
For the morphisms the situation is slightly more diﬃcult.
Consider X:I → C and Y :J → D. By deﬁnition, for any i ∈ I and any
j ∈ J, F induces a function Fi,j:HomC(Xi,Yj) → HomD(FXi,FYj) which sends
f to Ff. Therefore, by injecting Ff in its equivalence class [Ff]∼, we get a co-
cone FX,Y :HomC(Xi,Yj) → lim −→J HomD(FXi,FYj), and thus an induced function
Fi:lim − →J HomC(Xi,Yj) → lim −→J HomD(FXi,FYj). Now, composing each Fi with the
i-th component of the limit cone for lim ←−I lim −→J HomC(Xi,Yj), we get a cone with
base I → lim ←−J HomD(FXi,FYj), which therefore gives
F
∗
X,Y :lim ←−I lim − →J HomC(Xi,Yj) → lim ←−I lim − →J HomD(FXi,FYj).
By the universal properties of limits and colimits, it is easy to see that
i) F∗
X,X(idX) = idFX;
ii) F∗
Y,Z(g) ◦ F∗
X,Y (f) = F∗
X,Z(g ◦ f);
iii) Id
∗
X,Y (f) = f;
iv) G∗
FX,FY ◦ F∗
X,Y = (G ◦ F)∗
X,Y .
Points (i) and (ii) above make it clear that the following scheme deﬁnes a functor.
X F ◦ X
Y F ◦ Y
  //
f
￿￿
F
∗
X,Y (f)
￿￿
  //
Ind(D) Ind(C)
Ind(F) //
In terms of the representation of ind-morphisms by families of equivalence
classes, we have the following obvious situation:
([fi])i∈I:(Xi)i∈I → (Yj)j∈J  → ([Ffi])i∈I:(FXi)i∈I → (FYj)j∈J,
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which can be also written in terms of equivalence classes of families as
I J
C
φ //
X
 
 
 
 
 
 ￿￿
Y
 
 
 
 
 
  ￿￿
α -6
 
 
 
 
 
 
 
 
 
 
 
 
 →
I J
C
D
φ //
X
 
 
 
 
 
 ￿￿
Y
 
 
 
 
 
  ￿￿
Fα -6
 
 
 
 
 
 
 
 
 
 
 
 
F
￿￿
Observe that, of course, [Ffi]∼ is not necessarily the image of [fi]∼, since, intu-
itively, D could have “more” morphisms.
Thanks to points (iii) and (iv) above, we conclude that Ind( ) is a functor
from CAT to itself. Consider now F,G:C → D. Given a natural transformation
α:F
￿ → G there is then an obvious candidate for Ind(α):Ind(F)
￿ → Ind(G), namely
the family {αX}X∈Ind(C) where αX:(FXi)i∈I → (GXi)i∈I is the arrow of Ind(D)
whose i-th component is [αXi]∼. In other words, Ind(α) is determined by (taking
the equivalence classes of the component arrows of) αX:FX
￿ → GX. Observe that
the condition [αXi]∼ = [αXj ◦FX(h)]∼ for any h:i → j in I comes directly from the
naturality in CAT of α.
FXi GXi
FYj GYj
FX(h)
￿￿
αXi //
GX(h)
￿￿
αYj
//
In order to show that {αX}X∈Ind(C) is natural, we have to see that, for any
f = ([fi])i∈I:(Xi)i∈I → (Yj)j∈J, the following diagram commutes.
(FXi)i∈I (GXi)i∈I
(FYj)j∈J (GYj)j∈J
Ind(F)(f)
￿￿
αX //
Ind(G)(f)
￿￿
αY
//
Again, this comes easily from the naturality of α.
αY ◦ Ind(F)(f) = ([αYj]∼)j∈J ◦ ([Ffi])i∈I
= ([αYj ∗ Ffi]∼)i∈I = ([Gfi ∗ αXi]∼)i∈I
= ([Gfi])i∈I ◦ ([αXi]∼)i∈I = Ind(G)(f) ◦ αX.
259Chapter 3. Infinite Computations
Next, we show that this deﬁnition makes Ind( ) into a 2-functor. It comes di-
rectly from the deﬁnition that the identity natural transformation is sent to the
identity and that Ind( ) respects the vertical composition of natural transforma-
tions. Consider now α:F
￿ → G and β:H
￿ → K as in the picture below.
X ⇓ α Y ⇓ β Z
#
" F
￿￿
 
!
G
OO
#
" H
￿￿
 
!
K
OO
The horizontal composition of α and β is γ = βG◦Hα. Let us ﬁx the attention on
the X-th component of Ind(γ). We have
Ind(γ)X = ([(βGXi ◦ HαXi)]∼)i∈I = ([(βGXi]∼)i∈I ◦ ([HαXi]∼)i∈I
= ([(βXi]∼)i∈IInd(G) ◦ Ind(H)([αXi]∼)i∈I
= (Ind(β)Ind(G) ◦ Ind(H)Ind(α))X,
which is the X-th component of the horizontal composition of Ind(α) and Ind(β).
It follows that Ind( ) respects horizontal composition. Thus, we have proved the
following.
Proposition 3.5.11
Ind( ):CAT → CAT is a 2-functor.
It follows immediately from the deﬁnitions that, for any cardinal ℵ, Ind( )
restricts to a 2-endofunctor Ind( )ℵ:CAT → CAT.
Constant Ind-objects: the 2-natural unit y
In this section we see that the Yoneda embedding Y:C →   C has an analogous
embedding y:C → Ind(C). This shall provide us with a 2-natural transformation
for the KZ-doctrine we are building.
The category 1 consisting of a unique element and its identity arrow, i.e., the
terminal object in CAT, is a ﬁltered category. For any c ∈ C we denote by c the
ind-object c:1 → C which picks up c. These kind of ind-objects are called constant
ind-objects and provide a full and faithful image of C in Ind(C) via the functor y
deﬁned below.
c c
d d
  //
f
￿￿
f
￿￿
  //
Ind(C) C
y //
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Observe that, by deﬁnition y(f), is [f]∼. However, since the index category for d
is 1, in this case ∼ is trivial, i.e., [f]∼ consists of the unique element f.
Since L(c) = lim − →1(Y ◦ c) = hc, we have the following commuting diagrams.
Set
C
op
Ind(C)   C
C
L
 
 
 
 
 
 
 
 ::
∼ oo //
L
aa
 
 
 
 
 
 
 
y
dd
 
 
 
 
 
 
 
 
 
Y
 
 
 
 
 
 
 <<
Set
C
op
Ind(C)ℵ   Cℵ
C
L
 
 
 
 
 
 
 
 ::
∼ oo //
L
bb
 
 
 
 
 
 
 
y
ee
 
 
 
 
 
 
 
 
 
Y
 
 
 
 
 
 
 <<
Thus, y plays the role which Y played in the case of   C. Of course there are
many objects in Ind(C) which can represent C and, consequently, many possible
embeddings y’s. (For instance, in Section 3.6 we shall use another y.) If we consider
a constant functor c:I → C, which always takes the value c, we have that L(c) =
lim − → hc = hc, i.e., c and c are isomorphic in Ind(C). The same happens if we consider
a ﬁnite index category I and a functor X:I → C which sends the greatest element
of I to c. The ind-objects X such that X ∼ = c for some c ∈ C, or equivalently
such that L(X) ∼ = hc, are called essentially constant ind-objects. Of course, y is an
equivalence of C and the full subcategory of the essentially constant ind-objects in
Ind(C).
A ﬁrst connection with KZ-doctrines is the following proposition, where the
reader will recognize the similarity with the deﬁnition of algebra for a KZ-doctrine.
Proposition 3.5.12
A locally small category C is ℵ-ﬁltered cocomplete if and only if y:C → Ind(C)ℵ
has a left adjoint.
Proof. C has ℵ-ﬁltered colimits if and only if for every (Xi)i∈I in Ind(C)ℵ and c in C
there is a natural isomorphism
HomC(lim − → X,c) ∼ = CI[X,∆c],
where ∆c:I → C is the constant functor which selects c. By deﬁnition of c, it is
immediate to see that such cocones X
￿ → ∆c are in one-to-one correspondence with
ind-morphisms X → c. It follows that C has all ℵ-ﬁltered colimits if and only if there
is a natural isomorphism
HomC(lim − → X,c) ∼ = HomInd(C)ℵ(X,y(c)),
which is the isomorphism for the adjointness lim − → ⊣ y. Observe that, since y is full and
faithful, the adjunction is a reﬂection.  
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Of course, the above result holds also for Ind(C)
Proposition 3.5.13
A locally small category C is ﬁltered cocomplete if and only if y:C → Ind(C) has
a left adjoint.
Now, we see that the family {yC}C∈CAT is a 2-natural transformation Id
￿ →
Ind( ). The task is fairly easy. Concerning naturality, we have to prove that
the following diagram commutes for every C, D and F:C → D, which is really
immediate.
C Ind(C)
D Ind(D)
F
￿￿
yC //
Ind(F)
￿￿
yD
//
For any α:F → G in CAT, the equation for 2-naturality is Ind(α)yC = yDα, i.e.,
C Ind(C) ⇓Ind(α) Ind(D)
yC //
#
" Ind(F)
￿￿
 
!
Ind(G)
OO = C ⇓ α D Ind(D)
#
" F
￿￿
 
!
G
OO
yD //
Now, the X-th component of Ind(α) is ([αXi]∼)i∈I:(FXi)i∈I → (GXi)i∈I, and there-
fore the c-th component of Ind(α)yC is [αc]∼. On the other hand, the c-th compo-
nent of yDα is yD(αc) which is again [αc]∼. Thus, we can conclude this subsection
with the following propositions.
Proposition 3.5.14
y:Id
￿ → Ind( ) is a 2-natural transformation.
Proposition 3.5.15
y:Id
￿ → Ind( )ℵ is a 2-natural transformation.
Filtered Colimits in Ind(C): the 2-natural multiplication
In this subsection we show that Ind(C) (Ind(C)ℵ) is (ℵ-)ﬁltered cocomplete. This
is not surprising, since we have already seen in Section 3.3 that   C (  Cℵ) is the “free”
cocompletion of C by (ℵ-)ﬁltered colimits and we have shown that Ind(C) and   C
(Ind(C)ℵ and   Cℵ) are equivalent (Proposition 3.5.3). However, we shall see that
the calculus of colimits in Ind(C) (Ind(C)ℵ) may be expressed “naturally” in C,
i.e., that it gives rise to a 2-natural transformation on CAT.
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Consider a ﬁltered diagram T of ind-objects, i.e., an ind-object in Ind2(C) =
Ind(Ind(C)). Suppose that T(i) = (Xi,j)j∈Ji, and deﬁne the functor U:K → C as
follows:
• the objects of K are the pairs (i,j) where i ∈ I and j ∈ Ji;
• the arrows of K are pairs (α,f):(i,j) → (h,k) where α:i → h in I and
f:Xi,j → Xh,k is a representative of the j-th component of T(α):T(i) →
T(h), i.e., (Xi,j)j∈Ji → (Xh,k)k∈Jh;
the composition in K being obviously given by (β,g) ◦(α,f) = (β ◦α,g ◦ f). Now,
U is deﬁned by
(i,j) Xi,j
(h,k) Xh,k
  //
(α,f)
￿￿
f
￿￿
  //
C K
U //
Lemma 3.5.16
U:K → C is a functor
Proof. Of course U is well given. Since the identities of K are the pairs (idi,idXi,j),
U respects them. It follows immediately from the deﬁnition of composition that U
respects it.  
Moreover, we have the following.
Lemma 3.5.17
K is ﬁltered.
Proof. Consider (i,j) and (h,k) in K. Since I is ﬁltered, we ﬁnd an upper bound
α:i → x, β:h → x. Then we have (i,j)
(α,f)
−→ (x,m) and (h,k)
(β,g)
−→ (x,n) in K
and since T(x) is ﬁltered we have u:m → l and v:n → l in T(x), which have to be
component of the identity T(x) → T(x). Then, we have an upper bound for (i,j) and
(h,k).
(i,j) (x,m)
(x,l)
(h,k) (x,n)
(α,f) //
(id,u)
 
 
 
 
 
 
 ##
(β,g)
//
(id,v)
 
 
 
 
 
 
 ;;
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Consider now (i,j) (i
′,j
′)
(α,f) //
(α′,f′)
// . We can equalize α and α
′ in I via β. Consider
then any arrow in the j
′-th component of T(β), say g. Then we are in the following
situation
Xi,j Xi′,j′ Xi′′,j′′
f //
f′ //
g //
Now, g◦f belongs to the j-th component of T(β)◦T(α) and g◦f
′ to the j-th component
of T(β)◦T(α
′). Then, since T(β◦α) = T(β◦α
′), we have that (g◦f) ∼ (g◦f
′), which
means that there exists a pair of arrows in T(i
′′) with common target that equalize
them. Finally, since T(i
′′) is ﬁltered, these two arrows can be equalized themselves,
so getting a single arrow which equalizes (α,f) and (α
′,f
′) as required.  
Observe that, since we are assuming ℵ inﬁnite and since in this case a ℵ-indexed
union of sets of cardinality ℵ has cardinality ℵ, if I and Ji have cardinality not greater
than ℵ, so does K. Therefore, the following proposition applies to Ind(C)ℵ as well.
Proposition 3.5.18
U:K → C is the colimit in Ind(C) of T:I → Ind(C).
Proof. For any i ∈ I we can consider the functor
j (i,j)
j
′ (i,j
′)
  //
f
￿￿
(id,f)
￿￿
  //
K T(i)
ui //
Of course, we have U ◦ ui = T(i):Ji → C, and therefore ui induces a morphism
λi:lim − →(Y ◦ T(i)) → lim − →(Y ◦ U), i.e., an ind-morphism λi:T(i) → U.
It is easy to see that the λi’s form a cocone with vertex U. First of all, observe
that, by deﬁnition, (λi)j the j-th component of λi is the class of the identity of Xi,j.
Then, (λi)j contains any f:Xi,j → Xh,j′ such that (i,j)
(α,f)
−→ (h,j
′) is in K. It is now
immediate to conclude that for any α:i → h in I we must have λh◦T(α) = λi. Consider
now another cocone {τi}, τi:T(i) → Y . Explicitly, we have τi:(Xi,j)j∈Ji → (Yj)j∈J.
Then, by collecting together these arrows we have ¯ τ:(Xi,j)i∈I,j∈Ji → (Yj)j∈J, which,
thanks to the naturality of the τ’s, is easily shown to be an ind-morphism ¯ τ:U → Y .
Of course we have ¯ τ ◦ λi = τi for any i ∈ I, and that ¯ τ is the unique ind-morphism
U → Y which enjoys this property.  
Thus, we have the following.
Proposition 3.5.19
Ind(C) (Ind(C)ℵ) is (ℵ-)ﬁltered cocomplete.
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The following proposition matches the ones about presheaves and ind-repre-
sentable functors. It says that every ind-object is built as a colimit of the constant
ind-objects.
Proposition 3.5.20
For any ind-object X:I → C, it is X = lim − →I y(Xi), the limit being in Ind(C).
Proof. Apply the construction given above.  
Observe, however, that in general it is false that y preserves the ﬁltered colimits
which exist in C. In other words, c = lim −→I ci does not imply c ∼ = lim −→I ci. We shall
get back to this point in a following subsection.
Our claim that y plays the role which Y plays in the case of presheaves can now
be fully justiﬁed by the following proposition which states the pseudo universal
property enjoyed by Ind(C).
Proposition 3.5.21
Let C be a locally small category. For any (ℵ-)ﬁltered cocomplete category E and
any functor A:C → E, there is a functor F:Ind(C)(ℵ) → E which preserves the
(ℵ-)ﬁltered colimits and such that the following diagram commutes.
Ind(C)(ℵ) E
C
F //
y
/
￿
OO
A
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 77
Moreover, F is unique up to isomorphism.
Proof. Consider F which sends the (ℵ-)ind-object (Xi)i∈I to lim − →I(A ◦ X) in E and
whose behaviour on the morphisms is induced by the universal property of colimits.
Since without loss of generality we may assume that F(c) = lim − → y(A(c)) = A(c), it
follows immediately that the diagram commutes. Moreover, by exploiting the explicit
deﬁnition of (ℵ-)ﬁltered colimits in Ind(C)(ℵ) given in Proposition 3.5.18, it is easy
to check directly that F preserves them.
Now, suppose that K:Ind(C) → E renders the diagram commutative and preserves
(ℵ-)ﬁltered colimits. Then, for any (Xi)i∈I in Ind(C)(ℵ), we have:
F(X) ∼ = lim − → A(Xi)
∼ = lim − → K(y(Xi)) ∼ = K(lim − →(y(Xi))) ∼ = K(X),
where the last equality follows from (Xi)i∈I = lim − →I(y(Xi)) in Ind(C)(ℵ), as the reader
can check directly. Thus, we have K ∼ = F.  
Our next step is to remark that the construction given above is functorial. More
precisely, since a ﬁltered diagram in Ind(C) is an object of Ind2(C), the colimit
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construction identiﬁes a function mC from the objects of Ind2(C) to the objects
of Ind(C). It follows by the very deﬁnition of colimits that mC can be extended
canonically to a left adjoint functor Ind2(C) → Ind(C). Moreover, by Proposi-
tion 3.5.12, the right adjoint to mC is yInd(C). In other words, the proof of the
functoriality of mC has been implicitly given in Proposition 3.5.18. Nevertheless,
in the following we shall make explicit the deﬁnition of mC on the morphisms of
Ind2(C).
Consider T:I → Ind(C) and T ′:I′ → Ind(C) in Ind2(C). Suppose that
T(i) = (Xi,j)j∈Ji and T ′(i′) = (Y i
′
j )j∈J′
i′. Thus, in the indexed notation, we
write ((Xi,j)j∈Ji)i∈I for T and ((Yi,j)j∈J′
i
)i∈I′ for T ′. Consider now a morphism
α:T → T ′ in Ind2(C). By deﬁnition α = ([αi])i∈I, is a compatible family of
equivalence classes (wrt. I′) of ind-morphisms αi = ([αi,j])j∈Ji:T(i) → T ′(i′) (the
equivalence being now wrt. J′
i′) in Ind(C), which in the indexed notation can be
written as   
([αi,j])j∈Ji
  
i∈I
.
Then, as it appears neatly in the proof of Proposition 3.5.18, the collection ¯ α =
([αi,j])(i,j)∈K of all the equivalence classes (wrt. K′) of representatives αi,j of the
j-th class of some representative αi of the i-th component of α, is an ind-morphism
from mC(T) = U:K → C to mC(T ′) = U′:K′ → C, where U and U′ are the colimits
of T and T ′ determined as earlier in this section. We shall take mC(α) to be ¯ α.
In order to show that this is well deﬁned, we only need to verify that the
[αi,j]’s are compatible, i.e., that for any (h,f):(i0,j0) → (i1,j1) in K and for any
pairs of representatives of the (i0,j0)-th and of the (i1,j1)-th component of α,
say αi0,j0:Xi0,j0 → Yi′
0,k0 and αi1,j1:Xi1,j1 → Yi′
1,k1, we have [αi1,j1 ◦ U(h,f)]∼ =
[αi0,j0]∼. Recall that (h,f) is an arrow of K if h:i0 → i1 is an arrow of I and
f:Xi0,j0 → Xi1,j1 is a representative of the j0-th class of T(h):T(i0) → T(i1).
Then, consider the representatives of the i0-th and the i1-th components of α, say
αi0:T(i0) → T ′(i′
0) and αi1:T(i1) → T ′(i′
1), which αi0,j0 and αi1,j1, respectively,
come from. Then, since α is an ind-morphism, there exist x0:i′
0 → i′
2 and x1:i′
1 → i′
2
in I′ such that T ′(x0) ◦αiO = T ′(x1) ◦αi1 ◦T(h), as described in the picture below
(Xi0,j)j∈Ji0 (Xi1,j)j∈Ji1
(Yi′
0,j)j∈J′
i′
0
(Yi′
1,j)j∈J′
i′
1
(Yi′
2,j)j∈J′
i′
2
T(h) +3
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
αi0
￿￿
 
 
 
 
 
 
 
 
 
  αi1
￿￿
 
 
 
 
 
 
 
 
 
 
T(x0) !*
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  T(x1) t}
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2663.5. A KZ-Doctrine for the Ind Completion
Now, looking at the representative f of the j0-th class of T(h), we have that
[g0 ◦ αi0,j0]∼ = [g1 ◦ αi1,j1 ◦ f]∼ where g0:Yi′
0,k0 → Yi′
2,h0 and g1:Yi′
1,k1 → Yi′
2,h1
are, respectively, representatives of the k0-th class of T(x0) and of the k1-th class of
T(x1), and ∼ is wrt. J′
i′
2. Now, by deﬁnition of ∼, we have y0:h0 → h2 y1:h1 → h2
in J′
i′
2 such that Yi′
2(y0) ◦ g0 ◦ αi0,j0 = Yi′
2(y1) ◦ g1 ◦ αi1,j1 ◦ f.
Xi0,j0 Xi1,j1
Yi′
0,k0 Yi′
1,k1
Yi′
2,h0 Yi′
2,h1
Yi′
2,h2
f //
αi0,j0
￿￿
αi1,j1
￿￿
g0
 
 
 
 
 
 
 ##
g1 {{
 
 
 
 
 
 
 
Yi′
2
(y0)
 
 
 
 
 
 
 ##
Yi′
2
(y1) {{
 
 
 
 
 
 
 
Finally, observe that (x0,g0):(i′
0,k0) → (i′
2,h0) and (x1,g1):(i′
1,k1) → (i′
2,h1) are
morphisms in K′, and moreover that Yi′
2(y0) and Yi′
2(y1) are representatives, re-
spectively of the h0-th and the h1-th class of the identity of T ′(i′
2). It follows
that (id,Yi′
2(y0)):(i′
2,h0) → (i′
2,h2) and (id,Yi′
2(y1)):(i′
2,h1) → (i′
2,h2) are mor-
phisms in K′. Therefore, we have β0 = (x0,Yi′
2(y0) ◦ g0):(i′
0,k0) → (i′
2,h2) and
β1 = (x1,Yi′
2(y1)◦g1):(i′
1,k1) → (i′
2,h2) in K′, such that U′(β1)◦αi1,j1 ◦U(h,f) =
U′(β0) ◦ αi0,j0, i.e., [αi1,j1 ◦ U(h,f)]∼ = [αi0,j0]∼, as required. It is easy to verify
that this deﬁnition coincides with the behaviour induced by the colimit construc-
tion in Proposition 3.5.18, and therefore gives a functor. Alternatively, it is easy
to check directly that mC(id) = id and mC(β ◦ α) = mC(β) ◦ mC(α). Thus, we
conclude as follows.
Proposition 3.5.22
mC:Ind2(C) → Ind(C) is a functor which is left adjoint to yInd(C).
Let us now show that the collection mC:Ind2(C) → Ind(C) is a 2-natural
transformation Ind2( )
￿ → Ind( ).
First, we have to show that
Ind2(C) Ind(C)
Ind2(C) Ind(D)
mC //
Ind
2(F)
￿￿
Ind(F)
￿￿
mD
//
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commutes. Let T = ((Xi,j)j∈Ji)i∈I be in Ind2(C). Then,
Ind2(F)(T) = Ind(F) ◦ T =
 
Ind(F)
 
(Xi,j)j∈Ji
  
i∈I
=
 
F ◦ (Xi,j)j∈Ji
 
i∈I
,
i.e., ((FXi,j)j∈Ji)i∈I. Then, mD
 
Ind2(F)(T)
 
= (FXi,j)(i,j)∈K′, where K′ is built
in Ind(D) for the diagram Ind(F) ◦ T.
On the other hand, it is mC
 
((Xi,j)j∈Ji)i∈I
 
= (Xi,j)(i,j)∈K, and therefore
Ind(F)(mC(T)) = F ◦ mC(T) = (FXi,j)(i,j)∈K, where K is built in Ind(C) for
the diagram T. Observe that K and K′ do not need to be isomorphic. More
precisely, the objects in K and K′ coincide, being the pairs (i,j) for i ∈ I and j ∈ Ji.
However, the morphisms of K′ are pairs (α,f):(i,j) → (i′,j′) for α:i → i′ in I
and f:FXi,j → FXi′,j′ in D a representative of the j-th class of FT(α), while in the
morphisms of K the component f is a morphism f:Xi,j → Xi′,j′ in C, representative
of the j-th class of T(α). Of course, these do not need to be the same, since, as
observed earlier, [Ff]∼ is not necessarily the image through F of [f]∼.
However, observe that, if φ is the functor deﬁned by
(i,j) (i,j)
(i′,j′) (i′,j′)
  //
(α,f)
￿￿
(α,Ff)
￿￿
  //
K′ K
φ //
which is clearly well deﬁned, we have mD
 
Ind2(F)(T)
 
φ = Ind(F)(mC(T)). We
shall see next that φ is coﬁnal. Then, by Deﬁnition 3.5.1, we conclude that
mD
 
Ind2(F)(T)
 
= Ind(F)(mC(T)), since we identify such objects in Ind(D).
Remark. It is worth noticing that the purpose of the identiﬁcation of ind-objects in
Deﬁnition 3.5.1 is mainly to have the (strict) naturality of m. However, we shall see in the
next subsection that it is also important to make of mC a strict left inverse for yInd(C).
With respect to Lemma 3.3.14, point (ii), condition F1 is immediate; so, in
order to conclude φ is coﬁnal, we only need to check condition F2. Consider
(i,j) (i′,j′)
(α,f)//
(α,g)
// in K′. This means that f,g:FXi,j → FXi′,j′ are representatives
of the j-th equivalence class of FT(α). Then, by deﬁnition of ind-morphism, there
exist j′ j′′ x //
x
′ // in Ji′ such that f ◦ FXi′(x) = g ◦ FXi′(x′). Moreover, since Ji′ is
ﬁltered, we can ﬁnd y such that y◦x = y◦x′. Thus, f ◦FXi′(y◦x) = g◦FXi′(y◦x).
It follows that (id,y◦x) in K is such that f ◦φ((id,y◦x)) = g◦φ((id,y◦x)), which
means that φ is coﬁnal.
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Consider now a morphism α =
  
([αi,j])j∈Ji
  
i∈I
from T to T ′ in Ind2(C).
Then,
Ind2(F)(α) =
  
Ind(F)(([αi,j])j∈Ji)
  
i∈I
=
  
([F(αi,j)])j∈Ji
  
i∈I
,
and thus mD
 
Ind2(F)(α)
 
= ([F(αi,j)])(i,j)∈K′, K′, as before, being built in Ind(D)
for Ind(F) ◦ T. Following the other edge of the diagram, we have
Ind(F)(mC(α)) = Ind(F)
 
([αi,j])(i,j)∈K
 
= ([F(αi,j]))(i,j)∈K,
for K in Ind(D) built for T. We shall show that these morphisms are the same.
Let K0 and K′
0 be the categories built along the two diﬀerent edges of the
diagram for T ′ and let ∼ and ∼′ indicate, respectively, the equivalences wrt. K0 and
wrt. K′
0. We know that K0 and K′
0 have the same elements and that there is a coﬁnal
φ:K0 → K′
0. Of course, if f ∼ g then f ∼′ g. Therefore, [F(αi,j)]∼ ⊆ [F(αi,j)]∼′.
Now, suppose that (F(αi,j):Xi,j → i0,j0) ∼′ (f:Xi,j → Xi1,j1). Then, there exist
(β0,g0):(i0,j0) → (i2,j2) and (β1,g1):(i1,j1) → (i2,j2)
such that g0 ◦ F(αi,j) = g1 ◦ f. Since (i0,j0) and (i2,j2) belong to K0, we ﬁnd
an upper bound (γ0,x0):(i0,j0) → (i3,j3) and (γ1,x1):(i2,j2) → (i3,j3) in K0.
Then, consider the pair of arrows φ((γ0,x0)) = (γ0,F(x0)):(i0,j0) → (i3,j3) and
φ((γ1,x1)) = (γ1,F(x1)):(i2,j2) → (i3,j3) in K′
0. These arrows provide a parallel
pair of arrows in K′
0, namely (γ1,F(x1)) ◦ (β0,g0) and (γ0,F(x0)), and since φ is
coﬁnal we ﬁnd (δ0,y0):(i3,j3) → (i5,j5) such that
φ((δ0,y0)) ◦ (γ0,F(x0)) = φ((δ0,y0)) ◦ (γ1,F(x1)) ◦ (β0,g0),
i.e., (δ0 ◦ γ0,F(y0 ◦ x0)) = (δ0 ◦ γ1 ◦ β0,F(y0 ◦ x1) ◦ g0).
Applying the same argument above to (i2,j2) and (i1,j1), one ﬁnds the arrows
(γ2,x2):(i1,j1) → (i4,j4) and (¯ γ1, ¯ x1):(i2,j2) → (i4,j4) in K0, and then an upper
bound (δ1,y1):(i4,j4) → (i6,j6) such that
φ((δ1,y1)) ◦ (γ2,F(x2)) = φ((δ1,y1)) ◦ (¯ γ1,F(¯ x1)) ◦ (β1,g1),
which is (δ1 ◦ γ2,F(y1 ◦ x2)) = (δ1 ◦ ¯ γ1 ◦ β1,F(y1 ◦ ¯ x1) ◦ g1).
Finally, since K0 is ﬁltered, we have
(δ2,y2):(i5,j5) → (i7,j7) and (δ3,y3):(i6,j6) → (i7,j7)
such that (δ2,y2)◦(δ0,y0)◦(γ1,x1) = (δ3,y3)◦(δ1,y1)◦(¯ γ1, ¯ x1), which means that
(δ2 ◦ δ0 ◦ γ1,y2 ◦ y0 ◦ x1) = (δ3 ◦ δ1 ◦ ¯ γ1,y3 ◦ y1 ◦ ¯ x1). Then, we have the following
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commutative diagram in D.
(i,j)
(i0,j0) (i1,j1)
(i2,j2)
(i3,j3) (i4,j4)
(i5,j5) (i6,j6)
(i7,j7)
f
 
 
 
 
 
 
 
 $$
F(αi,j)
zz
 
 
 
 
 
 
 
 
(γ0,F(x0))
￿￿
(β0,g0)
 
 
 
 
 
 
 
 $$
(γ2,F(x2))
￿￿
(β1,g1)
zz
 
 
 
 
 
 
 
 
(γ1,F(x1)) zz
 
 
 
 
 
 
 
 
(¯ γ1,F(¯ x1))
 
 
 
 
 
 
 
 $$
(δ0,F(y0))
￿￿
(δ1,F(y1))
￿￿
(δ2,F(y2))
 
 
 
 
 
 
 
 $$
(δ3,F(y3)) zz
 
 
 
 
 
 
 
 
Now, consider (δ2◦δ0◦γ0,y2◦y0◦x0) from (i0,j0) to (i7,j7) and (δ3◦δ1◦γ2,y3◦y1◦x2)
from (i1,j1) to (i7,j7) in K. We claim that these morphisms show that F(αi,j) ∼ f.
In fact,
F(y2 ◦ y0 ◦ x0) ◦ F(αi,j) = F(y2) ◦ F(y0) ◦ F(x0) ◦ F(αi,j)
= F(y2) ◦ F(y0) ◦ F(x1) ◦ g0 ◦ F(αi,j)
= F(y2) ◦ F(y0) ◦ F(x1) ◦ g1 ◦ f
= F(y3) ◦ F(y1) ◦ F(¯ x1) ◦ g1 ◦ f
= F(y3) ◦ F(y1) ◦ F(x2) ◦ f
= F(y3 ◦ y1 ◦ x2) ◦ f.
Thus, we conclude that [F(αi,j)]∼ = [F(αi,j)]∼′. In order to complete the identiﬁca-
tion of the two morphisms above, we should that show that the ∼-classes of F(αi,j),
which by deﬁnition are compatible wrt. K, i.e., for morphisms (β,g):(i,j) → (i′,j′)
in K, are compatible also wrt. K′. However, we omit this proof which can be done
exactly as the previous one thanks to the fact that also in this case there exists a
coﬁnal φ:K → K′ which is the identity on the objects.
Remark. We would like to stress that the result above proves the naturality of the iden-
tiﬁcation of ind-objects imposed in Deﬁnition 3.5.1. In fact, it is important to notice that
the proof given above does not rely on the fact that φ:K → K
′ is the identity on the
objects, but just on the fact that it is an isomorphism. Thus, the proof above applies to
all the ind-objects identiﬁed via the coﬁnal φ.
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Next, we have to show that m is 2-natural, i.e., that for any α:F
￿ → G the
following equation holds.
Ind2(C) Ind(C) ⇓Ind(α) Ind(D)
mC //
#
" Ind(F)
￿￿
 
!
Ind(G)
OO =
Ind2(C) ⇓ Ind
2(α) Ind2(D) Ind(D)
#
" Ind
2(F)
￿￿
 
!
Ind
2(G)
OO
mD //
Consider an object T = ((Xi,j)j∈Ji)i∈I of Ind2(C), and let U:K → C be mC(T).
Then, the component at T of Ind(α) ∗ mC is (Ind(α) ∗ mC)T = Ind(α)U =
([αXi,j])(i,j)∈K:(FXi,j)(i,j)∈K → (GXi,j)(i,j)∈K.
On the other hand, Ind2(α)T = ([Ind(α)T(i)])i∈I = ([([αXi,j])j∈Ji])i∈I, and thus
mD(Ind2(α)T) = ([αXi,j])(i,j)∈K′. But this is again the situation we met before
and, thus, we can conclude that the two morphisms coincide. Since the same holds
for each T in Ind2(C), it follows that Ind(α) ∗ mC = mD ∗ Ind2(α).
Then, we have shown the following.
Proposition 3.5.23
m:Ind2( )
￿ → Ind( ) (m:Ind2( )ℵ
￿ → Ind( )ℵ) is a 2-natural transformation.
Remark. It is worth noticing the primary role played in establishing the naturality of m
by the fact that our index categories are ﬁltered. There is no obvious way to achieve the
same result working with chains or directed sets.
We complete this subsection by stating the following relevant fact.
Proposition 3.5.24
Let C and D be locally small categories. Then, for any F:C → D, the functor
Ind(F) preserves ﬁltered colimits.
Proof. We have proved that mC is 2-natural. In particular the following diagram
commutes.
Ind2(C) Ind(C)
Ind2(C) Ind(D)
mC //
Ind2(F)
￿￿
Ind(F)
￿￿
mD
//
271Chapter 3. Infinite Computations
However, since mC is an explicit choice of colimits and the colimits of a given diagram
are isomorphic, this can be read as Ind(F) ◦ lim − →C
∼ = lim − →D ◦Ind2(F), i.e., Ind(F)
preserves ﬁltered colimits.  
Of course, the same holds for Ind( )ℵ.
Some Remarks on Ind(C)
This subsection states some further results which, although not central in our in-
terest, may have future applications and, therefore, be useful. We omit all the
proofs.
We have noticed earlier that y does not preserve colimits. The following is a
general statement of the properties of y with respect to preservation of limits.
Proposition 3.5.25
For any C, consider the embedding y:C → Ind(C) (y:C → Ind(C)ℵ). Then, we
have the following.
i) y preserves limits.
ii) y preserves ﬁnite colimits.
iii) The following are equivalent:
(a) y preserves (ℵ-)ﬁltered colimits;
(b) y is an equivalence of categories;
(c) C has ﬁltered colimits and y preserves them;
(d) C has ﬁltered colimits and for any c the functor HomC(c, ) preserves
them.
One of the most interesting issue in order theory (domain theory) is that, from
a complete poset, it is often possible—by considering some special elements—to
extract a poset whose completion gives back the complete poset. Examples of this
situation are the principal ideals in a lattice, the algebraic elements of a Scott’s
domain and the prime algebraic elements in Berry’s dI-domains. There is a similar
issue also on the categorical ground which allows, in some cases, to get back from
Ind(C) a category which is equivalent to C. The following notions are studied in
great detail in e.g. [28, 64].
Let D be a ℵ-ﬁltered cocomplete category. An object c ∈ D is (ℵ-)ﬁnitely pre-
sentable if the functor Y′(c) = HomD(c, ):D
op → Set preserves ℵ-ﬁltered colimits.
Let DF denote the subcategory of D consisting of the ﬁnitely presentable (fp) ob-
jects. A category D is (ℵ-)locally ﬁnitely presentable (lfp) if DF contains a base
which generates D by (ℵ-)ﬁltered colimits. In other words, D is locally ﬁnitely
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presentable if Ind(DF)
￿ ∼ = D (Ind(DF)ℵ
￿ ∼ = D). The following is stated for Ind(C),
but, of course, it holds also for Ind(C)ℵ.
Proposition 3.5.26
For any c ∈ C, y(c) is ﬁnitely presentable in Ind(C).
If the idempotents split in C, then Ind(C) is lfp and Ind(C)F
￿ ∼ = C, since it is the
subcategory of the essentially constants ind-objects.
The Ind KZ-Doctrine
In this subsection we sum up the results by showing that the data Ind( ) (Ind( )ℵ),
y, and m determine a KZ-doctrine on CAT. We treat mainly the case of Ind( ),
but everything below can be restated for Ind( )ℵ.
We have shown in the previous subsection that Ind( ) is a 2-functor and that
y and m are 2-natural transformations. We still need to give the family of 2-cells
λC. Recall that, by Proposition 3.5.22, we have a reﬂection mC ⊣ yInd(C). Let
ηC:idInd2(C)
￿ → yInd(C) ◦ mC be the unit of this adjunction. Then, we take λC to
be ηC∗Ind(yC). For general reasons, we know that ηC gives the limit cocones. Let
us give it explicitly.
Given T = ((Xi,j)j∈Ji)i∈I, we have mC(T) = (Xi,j)(i,j)∈K and therefore we
have yInd(C)(mC(T)) = ((Xi,j)(i,j)∈K)1, where we use the notation (T)1 for the
singleton diagram of value T. Thus, ηT is an I-indexed family of ind-morphisms
αi in Ind(C), where αi is the “inclusion” of T(i) in the colimit of T, which is the
Ji-indexed family of the equivalence classes (wrt. K) of the identities of Xi,j. In
other words, we have ηT = ([([idXi,j])j∈Ji])i∈I:((Xi,j)j∈Ji)i∈I → ((Xi,j)(i,j)∈K)1.
Thus, we can conclude the triangular identities, which in the particular case of a
reﬂection take the form
ηC ∗ yInd(C) = 1 and mC ∗ ηC = 1.
Let us verify the KZ-doctrine axioms in Deﬁnition 3.4.1.
T0: mC ◦ yInd(C) = id and mC ◦ Ind(yC) = id.
mC
 
yInd(C)
 
(Xi)i∈I
  
= mC
 
((Xi)i∈I)1
 
= (Xi)(∗,i)∈K. Once again, K deter-
mined from 1 and I is not isomorphic to I. In fact, its objects are pairs (∗,i) and its
morphisms are pairs (∗,i)
(id,f)
−→ (∗,i′), where f is a representative of the i-th class
wrt. I of the identity on (Xi)i∈I. Thus, although every f:i → i′ in I corresponds
to (id,f) in K, the converse is not true. However, the embedding φ:I → K, which
sends i to (∗,i) and f to (id,f), is easily shown to be coﬁnal. Thus, the last formula
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is equal to (Xi)i∈I. The same formal steps prove that mC ◦yInd(C) is the identity
also on the morphisms.
mC
 
Ind(yC)((Xi)i∈I)
 
= mC
 
((Xi)1)i∈I
 
= (Xi)(i,∗)∈K. This time the objects of
K are pairs (i,∗) for i ∈ I and the morphisms are pairs (α,k) where α:i → i′ is in I
and k is a representative of the unique equivalence class wrt. 1 of X(α). However,
because of the particular form of 1 there is a unique representative in that class.
Therefore, in this case, K is isomorphic to I. Thus, the last formula is equal to
(Xi)i∈I. The same argument can be used for the morphisms of Ind(C) to show
mC ◦ Ind(yC) = id, as required.
Observe now that Ind(yC):Ind(C) → Ind2(C), and thus
λC = ηC ∗ Ind(yC):Ind(yC)
￿ → yInd2(C) ◦ mC ◦ Ind(yInd(C)) = yInd2(C),
as required.
Let us proceed to show that the remaining KZ-doctrine axioms hold in our
context.
T1: λC ∗ yC = 1.
The left hand side of the equation actually is ηC∗Ind(yC)∗yC, which by naturality
of y is ηC ∗ yInd(C) ∗ yC. But the last two elements of this composition are one of
the triangular identities for the adjunction, and therefore the formula above is an
identity 2-cell.
T2: mC ∗ λC = 1.
The left hand side of the equation is mC ∗ ηC ∗ Ind(yC), and using the other
triangular identity we again can show that it equals 1.
T3: mC ∗ Ind(mC) ∗ λInd2(C) = 1.
Consider T = ((Xi,j)j∈Ji)∈I. We have Ind(yInd(C))(T) = (((Xi,j)j∈Ji)1)i∈I. Thus,
the unit ηInd(C) at this object is the I-indexed family α of equivalence classes [αi]
whose representatives are ind-morphisms
αi:((Xi,j)j∈Ji)1 → ((Xi,j)j∈Ji)(i,∗)∈K0,
where K0 is built by mInd(C) for I and 1. Each αi has a unique component which,
by deﬁnition, is the equivalence class (wrt. K) of the identity ind-morphism of
(Xi,j)j∈Ji. Then Ind(mC)(α) is the I-indexed family β of equivalence classes [βi]
whose representatives are ind-morphisms
βi:(Xi,j)(∗,j)∈Hi → ((Xi,j)j∈Ji)(i,∗,j)∈Li,
where Hi is built by mC for 1, and Ji and Li corresponds to K0 and Ji. Observe that
each component of βi is the equivalence class (wrt. Li) of the identity of Xi,j in C.
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Finally, we must compute mC(β). We have the index categories K built from I and
the Hi’s and K′ built from 1 and the Li’s. Thus, mC(β) is a (i,∗,j) ∈ K-indexed
family γ whose components are equivalence classes (wrt. K′) of the identity arrow
of Xi,j. Now let K′′ be the index category for mC(T). Of course, K, K′ and K′′ all
have isomorphic sets of objects and, as usual, it is not diﬃcult to show that there
exist coﬁnal functors φ:K′ → K and φ′:K′′ → K. It follows that the component
at T of mC ∗ Ind(mC) ∗ ηIndC ∗ Ind(yInd2(C)) = mC ∗ Ind(mC) ∗ λInd2(C) is the
identity of mC(T), i.e., mC ∗ Ind(mC) ∗ λInd2(C) = 1, as required.
Thus, we have proved the following.
Proposition 3.5.27  
Ind( ),y,m,{λC}C∈CAT
 
is a KZ-doctrine on CAT, the category of locally small
categories.
Of course, the same holds for Ind( )ℵ.
Proposition 3.5.28  
Ind( )ℵ,y,m,{λC}C∈CAT
 
is a KZ-doctrine on CAT, the category of locally small
categories.
Moreover, by Proposition 3.5.5, we also have the following results concerning
Cat, the category of the small categories.
Proposition 3.5.29  
Ind( ),y,m,{λC}C∈Cat
 
is a KZ-doctrine on Cat.
Proposition 3.5.30  
Ind( )ℵ,y,m,{λC}C∈Cat
 
is a KZ-doctrine on Cat.
We now turn our attention to the category Ind-Alg of Ind( )-algebras. By
Deﬁnition 3.4.3, an algebra is a category A together with a functor a:Ind(A) →
A which is a reﬂection left adjoint for yA:A → Ind(A). By Proposition 3.5.12
we conclude immediately that the algebras are exactly the locally small ﬁltered
cocomplete categories with a choice a of colimits. Recall that, by the general
theory of KZ-doctrines, the same category A gives rise to diﬀerent algebras only
via isomorphic a’s, i.e., via diﬀerent choices of colimits in A.
As usual, the same holds for Ind( )ℵ, whose algebras are the locally small ℵ-
ﬁltered cocomplete categories with a choice of colimits.
Let us consider the Ind-homomorphisms. From the theory in Section 3.4 we
know that F:A → B is a morphism of the algebras (A,a) and (B,b) if and only if
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the 2-cell φ = b ∗ Ind(F) ∗ Ind(a) ∗ λA is invertible.
Ind(A) Ind(B)
A B
Ind(F) //
a
￿￿
b
￿￿
F
//
φ
{￿
 
 
 
 
 
 
 
 
Consider A = (Ai)i∈I in Ind(A). Then, a(A) is (a choice of) the colimit lim − →A A,
and F(a(A)) is F(lim −→A A). On the other hand, Ind(F)(A) = (FAi)i∈I is the transla-
tion through F of the diagram A in B and b(Ind(F)(A)) is (a choice for) its colimit
lim − →B FA.
In our context we have φ = b ∗ Ind(F) ∗ Ind(a) ∗ ηA ∗ Ind(yA). Moreover, the
unit of the reﬂection a ⊣ yA is given by Ind(a) ∗ ηA ∗ Ind(yA). Observe now that
the i-th component of η = (ηA ∗ Ind(yA))A:((Ai)1)i∈I → ((Ai)i∈I)1 is the class
of ηi:(Ai)1 → (Ai)i∈I whose unique component is the class of the identity of Ai.
Then,
Ind(a)(η) = ([a(ηi)])i∈I:(Ai)i∈I → (a((Ai)i∈I))1
is the limit cocone for A. Therefore, by applying Ind(F) to Ind(a)(η), we get
([Fa(ηi)])i∈I:(FAi)i∈I → (Fa((Ai)i∈I))1, which is the translation in B of the co-
cone, and ﬁnally, by applying b, we get b(([Fa(ηi)])i∈I):b((FAi)i∈I) → (Fa((Ai)i∈I))
which is the canonical comparison morphism lim − →B(FA) → F(lim −→A). Then, we have
that φ is invertible if and only if (by deﬁnition) F preserves colimits (up to isomor-
phism).
Therefore, we can conclude with the following proposition.
Proposition 3.5.31
The 2-category of Ind( )-algebras (Ind( )ℵ-algebras) on CAT (Cat) is the 2-cate-
gory of the (ℵ-)ﬁltered cocomplete locally small (small) categories with a choice of
colimits and of the functors which preserve them up to isomorphism.
In equivalent terms, Ind-Alg on CAT (Cat) is the category ℵ-CAT (ℵ-Cat) of
the ℵ-chain cocomplete locally small (small) categories with a choice of colimits
and ℵ-cocontinuous functors. It follows from general facts about KZ-doctrines that
Ind( ) determines a KZ-adjunction from CAT (Cat) to ℵ-CAT (ℵ-Cat).
Remark. As stressed more than once, the construction we have just given could have
been carried out using just chains or, even less, just ω-chains, which after all are our in-
tended application. The diﬃculty with this is that, although it is easy to guess a“diagonal
construction” for it, it is not evident at all how to deﬁne the multiplication m to be a
(strict) natural transformation. Of course, this is a matter that we would like to study
further in the future.
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The well developed theory of monads provides a lot of useful results about
categories of algebras. Notably, several works by Kock [72, 73, 74, 75] are devoted to
the study of conditions which give a (cartesian) closed structure to such categories.
Unfortunately, these results are not (yet) available for (KZ-)doctrines. Therefore,
we conclude this section by showing directly the following easy result.
Proposition 3.5.32
The category of small (ℵ-)ﬁltered cocomplete categories is cartesian closed.
Proof. Observe that the restriction to the small categories is necessary, since an expo-
nential D
C of two locally small categories is not necessarily locally small. However, this
is not a problem in our context, since we know that Ind( ) restricts to a KZ-doctrine
on Cat, the 2-category of small categories. Thus, in the following, let Filt-Cat be the
category of small ﬁltered cocomplete categories and Filtℵ-Cat the category of small
ℵ-ﬁltered cocomplete categories. We give the proof for Filt-Cat, but of course, it
work also for Filtℵ-Cat.
The terminal is the singleton category 1. The cartesian product is just the product
in CAT, since C × D is cocomplete whenever C and D are. In fact, the colimits are
computed pointwise lim − →(F) = (lim − →(π0 ◦ F),lim − →(π1 ◦ F)).
Finally, we have to show that for each ﬁltered cocomplete C the endofunctor C× on
Filt-Cat has a right adjoint [ , ]. Clearly, we take [C,D] to be the category of the
functors F:C → D which preserve ﬁltered colimits. Let us see that [C,D] is ﬁltered
cocomplete.
Let D:I → [C,D] be a ﬁltered diagram. Then, ¯ D = lim − → D exists in D
C and it is given
by (lim − → D)c = lim − →(D(i)(c)). In order to conclude that it belongs to [C,D] we have
to see that it is cocontinuous. To this purpose, consider a ﬁltered diagram X:J → C
together with
(i,j) D(i)(X(j))
(i
′,j
′) D(i
′)(X(j
′))
  //
(α,f)
￿￿
D(i′)(X(f))◦D(α)X(j)=D(α)Xj′ ◦D(i)(f)
￿￿
  //
D I × J
φ //
Observe that, since for any F
α −→ G
β
−→ H in [C,D] and any x
f
−→ y
g
−→ z in C the
following diagram in D is commutative, φ is a functor.
F(x) F(y) F(z)
G(x) G(y) G(z)
H(x) H(y) H(z)
F(f) //
αx
￿￿
F(g) //
αy
￿￿
αz
￿￿ G(f) //
βx
￿￿
G(g) //
βy
￿￿
βz
￿￿
H(f)
//
H(g)
//
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Thus by general results about colimits, the colimits on I and on J commute with each
other, i.e., lim − →I lim − →J φ = lim − →J lim − →I φ. Then we have
¯ D(lim − →J X(j)) = (lim − →I D(i))(lim − →J X(j))
= lim − →I D(i)(lim − →J X(j))
= lim − →I lim − →J D(i)(X(j))
= lim − →J lim − →I D(i)(X(j))
= lim − →J(lim − →I D(i))(X(j)) = lim − →J
¯ D(X(j)).
Finally, we have to see that there is a natural isomorphism
HomFilt-Cat(C × D,E) ∼ = HomFilt-Cat(C,[D,E]).
But this can clearly be obtained via the usual
F:C × D → E ; λc:C.(λd:D.F(c,d)):C → [D,E].
 
3.6 Ind Completion of Monoidal Categories
In this section we show that the (ℵ)-ﬁltered cocompletion of a monoidal category is
a monoidal category in a canonical way. Moreover, the KZ-doctrine (Ind( ),y,m,λ)
lifts to KZ-doctrines on any of the 2-categories in Table 3.1 in page 211, giving in
this way their “free” cocompletion.
This fact can be proved in some equivalent ways, corresponding to the diﬀerent
characterization of the category Ind( ) we have given in the previous sections. In
particular, a very elegant approach is to work on categories of fractions. For those
categories, in fact, there are recent results [65, 66, 68] extending the seminal work
by Lawvere [82, 83], which state that any ﬁnitary essentially algebraic structure on
a category—that is a structure which can deﬁned by functors which are left Kan
adjoints to their restrictions to the category of ﬁnite sets viewed as categories, or
equivalently functors of the kind A
n → A, for n ∈ ω, and by natural transformations
which enforce equations—is preserved by any “category of fractions” construction.
Since the monoidal structure (but not a closed monoidal one!) on a category
consists of a ﬁnitary functor C
2 → C and of three natural transformations sub-
ject to a few axioms, the theory above applies to our case. Without using such
sophisticated tools, it is easy to prove directly that a monoidal structure on a
category C can be lifted canonically to the category of fractions C[Σ−1], for any
Σ which is closed for the tensor product. However, such approach would require
two steps, since we should ﬁrstly extend the monoidality of C to Filt/C and later
to Σ−1Filt/C. Therefore, here we prefer to work directly on ind-morphisms and
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their indexed representation. We shall illustrate two equivalent approaches, the
second being actually a variation of the ﬁrst. As usual, we state deﬁnitions and
results preferably for Ind(C), although everything which follows can be rephrased
for Ind(C)ℵ.
For the sake of readability, we recall the deﬁnitions concerning monoidal cate-
gories, functors and transformations.
A monoidal category [3, 21, 90] is a structure (C,⊗,e,α,λ,ρ), where C is a
category, ⊗:C × C → C is a functor, α: 1 ⊗ ( 2 ⊗ 3)
∼ −→ ( 1 ⊗ 2) ⊗ 3 is “the
associativity” natural isomorphism,2 λ:e ⊗ 1
∼ −→ 1 is “the left unit” natural
isomorphism and ρ: 1 ⊗ e
∼ −→ 1 is “the right unit” natural isomorphism, e is an
object in C, subject to the following Kelly-MacLane coherence axioms [87, 62]:
(αx,y,z ⊗ idk) ◦ αx,y⊗z,k ◦ (idx ⊗ αy,z,k) = αx⊗y,z,k ◦ αx,y,z⊗k;
idx ⊗ λy ◦ αx,e,y = ρx ⊗ idy. (3.3)
A monoidal category is strict if α, λ and ρ are the identity natural transforma-
tion, i.e., if ⊗ is strictly monoidal. It is symmetric if it is given a symmetry natural
isomorphism γ: 1 ⊗ 2
∼ −→ 2 ⊗ 1 satisfying the following axioms.
(γx,z ⊗ idy) ◦ αx,z,y ◦ (idx ⊗ γy,z) = αz,x,y ◦ γx⊗y,z ◦ αx,y,z;
γy,x ◦ γx,y = idx⊗y; (3.4)
ρx ◦ γe,x = λx.
When γ is the identity, C is said strictly symmetric.
Given C = (C,⊗,e,α,λ,ρ,γ) and (D,⊗′,e′,α′,λ′,ρ′,γ′), a monoidal functor
from C to D is a triple (F,ϕ0,ϕ), where F:C → D is a functor, ϕ0:e′ → F(e) is an
arrow in D, and ϕ:F( 1) ⊗′ F( 2)
￿ → F( 1 ⊗ 2) is a natural transformation, required
to satisfy
Fαx,y,z ◦ ϕx,y⊗z ◦ (idFx ⊗′ ϕy,z) = ϕx⊗y,z ◦ (ϕx⊗y ⊗′ idFz) ◦ α′
Fx,Fy,Fz;
Fλx ◦ ϕe,x ◦ (ϕ
0 ⊗
′ idFx) = λ
′
Fx (3.5)
Fρx ◦ ϕx,e ◦ (idFx ⊗′ ϕ0) = ρ′
Fx.
Moreover, (F,ϕ0,ϕ) is symmetric if
Fγx,y ◦ ϕx,y = ϕy,x ◦ γ
′
Fx,Fy. (3.6)
If ϕ0 and ϕ are isomorphisms, then (F,ϕ0,ϕ) is a strong monoidal functor, if they
are the identity, then F is a strict monoidal functor. The combination of these data
give the one-dimensional versions of the categories in Table A.3.
2We use the symbols n for n ∈ ω as placeholders.
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A monoidal transformation between the functors (F,ϕ0,ϕ) and (F′,ϕ′0,ϕ′) is a
natural transformation σ:F
￿ → F′ such that
σx⊗y ◦ ϕx,y = ϕ′
x,y ◦ (σx ⊗′ σy)
σe ◦ ϕ0 = ϕ′0 (3.7)
By combining in a sensible way the data above, we get the 2-categories listed
in Table 3.1 in page 211.
Cocompletion of Monoidal Categories: First Solution
The ﬁrst issue is to extend the tensor ⊗ to a functor ˆ ⊗:Ind(C)×Ind(C) → Ind(C).
Observe that by composing ⊗ with yC we get a functor yC ◦ ⊗:C × C → Ind(C).
Therefore, by the universality of Ind( ), we get a functor
⊗′:Ind(C × C) → Ind(C)
which is the unique-up-to-isomorphism free extension of ⊗ to the ind-objects. It is
easy to realize that a possible choice for ⊗′ is exactly Ind(⊗).
Ind(C × C) Ind(C)
C × C C
Ind(⊗) //
yC×C
OO
⊗
//
yC
OO
Thus, we look for a canonical way to relate Ind(C × C) and Ind(C) × Ind(C).
We observe that Ind(C × D)
￿ ∼ = Ind(C) × Ind(D), although they are not at all
isomorphic. Consider the mapping ∇ deﬁned below
I
X −→ C × D (I
π0X −→ C,I
π1X −→ D)
J
Y −→ C × D (J
π0Y −→ C,J
π1Y −→ D)
([fi])
i∈I
￿￿
  //
([fst(fi)])
i∈I
￿￿
([snd(fi)])
i∈I
￿￿
  //
Ind(C) × Ind(D) Ind(C × D)
∇ //
where fst f,g  = f, snd f,g  = g and πi are the projections associated to the
cartesian product.
Given X:I → C × D, suppose X(i) = (ci,di). Then, the identity of X is
([(idci,iddi)])i∈I, and therefore ∇(idX) is the pair (([idci])i∈I,([iddi])i∈I) which is
(idπ0X,idπ1X). Moreover, since fst(g◦f) = fst(g)◦fst(f) and snd(g◦f) = snd(g)◦
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snd(f), it is immediate to show that the deﬁnition above respects compositions.
Thus, ∇ is a functor.
For a quasi-inverse of ∇, we consider the following ∆.
(I
X −→ C,J
Y −→ D) I × J
X×Y −→ C × D
(I′ X
′
−→ C,J′ Y
′
−→ D) I′ × J′ X
′×Y
′
−→ C × D
  //
([fi])
i∈I
￿￿
([gj])
j∈J
￿￿
([fi×gj])
i∈I,j∈J
￿￿
  //
Ind(C × D) Ind(C) × Ind(D)
∆ //
Also in this case it is immediate to see that ∆ is a functor. In fact, the image of
the identity of the pair X and Y is the I×J-indexed family whose component (i,j)
is the class of the idXi × idYj which is idXi×Yj, the identity of (X × Y )i,j. Thus,
∆ respects the identities. Moreover, since (f ◦f′) ×(g ◦g′) = (f ×g) ◦(f′ ×g′), it
follows that ∆ is a functor.
Now, given X = ((ci,di))i∈I, we have ∆∇(X) = π0X × π1X:I × I → C × D.
Observe that φX:I → I × I which sends i to (i,i) is clearly coﬁnal. Moreover, the
following diagram commutes.
I I × I
C × D
φX //
X
 
 
 
 
 
 
 
 
 
 
 
 ''
π0X×π1X
￿￿
It follows that X and π0X × π1X are isomorphic in Ind(C × D) via the canonical
morphism ¯ φX induced from φX by colimit, i.e., via the injection L(X) = lim − → YX of
Ind(C × D) in the category of presheaves over C ×D. Since φX enjoys a universal
property, it is clear that the family {¯ φX}X∈Ind(C×D) gives a natural transformation
Id
￿ → ∆∇.
On the other hand, given the pair ((Xi)i∈I,(Yj)j∈J) in Ind(C) × Ind(D), we
have ∇∆((X,Y )) = (π0(X × Y ),π1(X × Y )), where π0(X × Y ):I × J → C and
π1(X ×Y ):I×J → D. Of course, I×J is coﬁnal both in I and in J, via the functors
(i,j) i
(i′,j′) i′
  //
(f,g)
￿￿
f
￿￿
  //
I I × J
ψ
0
(X,Y ) //
and
(i,j) j
(i′,j′) j′
  //
(f,g)
￿￿
g
￿￿
  //
J I × J
ψ
1
(X,Y ) //
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Moreover, the following diagrams commute.
I × J I
C
ψ
0
(X,Y ) //
π0(X×Y )
 
 
 
 
 
 
 
 
 
 
 ''
X
￿￿
and
I × J J
D
ψ1(X,Y ) //
π1(X×Y )
 
 
 
 
 
 
 
 
 
 
 ''
Y
￿￿
and so we have that there exist invertible ind-morphisms ¯ ψ0
(X,Y ):π0(X × Y ) → X
and ¯ ψ1
(X,Y ):π1(X × Y ) → Y induced by the universal property of colimits from
ψ0
(X,Y ) and ψ1
(X,Y ). For general reasons, it follows that we have a natural transfor-
mation ¯ ψ:∇∆
￿ → Id, where ¯ ψ(X,Y ) = ( ¯ ψ0
(X,Y ), ¯ ψ1
(X,Y )). In other words we have the
following.
Proposition 3.6.1
Id ∼ = ∆∇ via ¯ φ and ∇∆ ∼ = Id via ¯ ψ. Therefore, Ind(C × D)
￿ ∼ = Ind(C) × Ind(D).
It is clear from the deﬁnition that ∆ and ∇ are such that
Ind(C) × Ind(D) Ind(C × D)
C × D
∆ //
∇
oo
yC×yD
gg
 
 
 
 
 
 
 
 
 
 
 
yC×D
 
 
 
 
 
 
 
 
 88
and, if C and D are (ℵ-)ﬁltered cocomplete, then
Ind(C)(ℵ) × Ind(D)(ℵ)
C × D
Ind(C × D)(ℵ)
lim −→C ×lim − → D
 
 
 
 
 
 
 
 
 
 
 
 ((
∆
￿￿
∇
OO
lim −→ C×D
 
 
 
 
 
 
 
 
 
 
 
 66
￿ ∼ =
i.e., lim −→C×D(F) = (lim −→C π0F,lim − →D π1F) and (lim − →C F,lim −→D G) = lim − →C×D F × G.
So we are allowed to deﬁne
Ind(C) × Ind(C) Ind(C × C) Ind(C)
C × C C
∆ // Ind(⊗) //
yC×yC
ff
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
yC×C
OO
⊗
//
yC
OO
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Observe that this diagram commutes, which means that the tensors of C and
Ind(C) coincide on the (essentially) constant ind-objects. We shall see that actually
the entire monoidal structure of C, and not merely the tensor, is preserved in
Ind(C). In the following we shall denote Ind(⊗) ◦ ∆ by ˆ ⊗. In terms of indexed
representation of ind-object we can then write
(Xi)i∈I
(X′
i)i∈I′
([fi])
i∈I
￿￿
ˆ ⊗
(Yj)j∈J
(Y ′
j)j∈J′
([gj])
j∈J
￿￿
=
(Xi ⊗ Yj)(i,j)∈I×J
(X′
i ⊗ Y ′
j)(i,j)∈I′×J′
([fi⊗gj])
(i,j)∈I×J
￿￿
In order to get acquainted with the indexed representation, we check again the
functoriality axioms directly on such representation of ind-morphisms. Consider the
ind-objects X and Y and their identities idX = ([idXi])i∈I and idY = ([idYj])j∈J.
It is
idX ˆ ⊗ idY = ([idXi ⊗ idYj])(i,j)∈I×J = ([idXi⊗Yj])(i,j)∈I×J,
which is idX ˆ ⊗Y . Consider now the ind-morphisms
([fi])i∈I:(Xi)i∈I → (X′
i)i∈I′, ([f′
i])i∈I′:(X′
i)i∈I′ → (X′′
i )i∈I′′, (3.8)
([gj])j∈J:(Yj)j∈J → (Y ′
j)j∈J′, ([g′
j])j∈J′:(Y ′
j)j∈J′ → (Y ′′
j )j∈J′′ (3.9)
We have ([fi])i∈I ˆ ⊗ ([gj])j∈J = ([fi ⊗ gj])(i,j)∈I×J. Then,
 
([f′
i])i∈I′ ˆ ⊗ ([g′
i])i∈J′
 
◦
 
([fi])i∈I ˆ ⊗ ([gj])j∈J
 
= ([(f′
i′
i ⊗ g′
j′
j) ◦ (fi ⊗ gj)])(i,j)∈I×J
= ([(f′
i′
i ◦ fi) ⊗ (g′
j′
j ◦ gj)])(i,j)∈I×J
= ([(f′
i′
i ◦ fi) ⊗ (g′
j′
j ◦ gj)])(i,j)∈I×J
=
 
([f
′
i])i∈I′ ◦ ([fi])i∈I
 
ˆ ⊗
 
([g
′
j])j∈J′ ◦ ([gj])j∈J
 
,
To make explicit the remaining monoidal structure we have to identify the unit
for ˆ ⊗, to lift the coherence natural isomorphisms α, λ, ρ and γ to Ind(C), and to
prove that the axioms are satisﬁed. This task is fairly easy now. Concerning the
unit, of course we take ˆ e = yC(e) = e.
ˆ α: 1 ˆ ⊗ ( 2 ˆ ⊗ 3)
∼ −→ ( 1 ˆ ⊗ 2) ˆ ⊗ 3.
For X = (Xi)i∈I, Y = (Yj)j∈J, Z = (Zk)k∈K in Ind(C), let H be I × J × K and
deﬁne ˆ αX,Y,Z as follows
([αXi,Yj,Zk])(i,j,k)∈H:(Xi ⊗ (Yj ⊗ Zk))(i,j,k)∈H → ((Xi ⊗ Yj) ⊗ Zk)(i,j,k)∈H.
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Observe that ˆ α can be described as Ind(α) ∗ ∆ ∗ (IdInd(C) × ∆). It follows that
ˆ α, since it is the image of a natural isomorphism through a 2-functor, is a natural
isomorphism.
ˆ λ: ˆ e ˆ ⊗ 1
∼ −→ 1.
For X = (Xi)i∈I in Ind(C), the component at X of ˆ λ is
ˆ λX = ([λXi])i∈I:(e ⊗ Xi)i∈I → (Xi)i∈I.
This time ˆ λ can be written as Ind(λ) ∗ ∆(ˆ e, ), which implies that it is a natural
isomorphism.
ˆ ρ: 1 ˆ ⊗ ˆ e
∼ −→ 1.
Given X = (Xi)i∈I in Ind(C), we deﬁne
ˆ ρX = ([ρXi])i∈I:(Xi ⊗ e)i∈I → (Xi)i∈I.
Observe that ˆ ρ is Ind(ρ) ∗ ∆( , ˆ e), and thus a natural isomorphism.
ˆ γ: 1 ˆ ⊗ 2
∼ −→ 2 ˆ ⊗ 1.
For X = (Xi)i∈I and Y = (Xj)j∈J, we deﬁne
ˆ γX,Y = ([γXi,Yj])(i,j)∈I×J:(Xi ⊗ Yj)(i,j)∈I×J → (Yj ⊗ Xi)(j,i)∈J×I,
which again is Ind(γ) ∗ ∆, and thus a natural isomorphism.
Now it is really simple to check that these deﬁnitions enjoy the Kelly-MacLane
coherence axioms [87, 62, 67] (see also Appendix A.2). Thus, we have the following.
Proposition 3.6.2
For any symmetric monoidal category (C,⊗,e,α,λ,ρ,γ) the ﬁltered cocomplete
category (Ind(C), ˆ ⊗, ˆ e, ˆ α, ˆ λ, ˆ ρ, ˆ γ) is a symmetric monoidal category.
Moreover, if C is monoidal strict, then so is Ind(C); if C is strictly symmetric so is
Ind(C).
Of course, the same holds for (Ind(C)ℵ, ˆ ⊗, ˆ e, ˆ α, ˆ λ, ˆ ρ, ˆ γ).
Proof. Concerning the cases where C is strict monoidal or strictly symmetric, observe
that the structure transformations ˆ α, ˆ λ, ˆ ρ and ˆ γ are identities when the corresponding
transformations of C are so.  
As anticipated above, the embedding yC preserves the monoidal structure of
C. Therefore, Ind(C) can be considered the “free” cocomplete monoidal category
on C.
Proposition 3.6.3
The subcategory yC(C) of Ind(C) is isomorphic to C in the monoidal sense, i.e.,
yC is a strict monoidal functor.
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Proof. Of course, yC(c ⊗ d) = yC(c) ˆ ⊗ yC(d), since we identify 1 and 1 × 1. For the
rest, observe that
yC(e) = ˆ e;
yC(αx,y,z) = ˆ αyC(x),yC(y),yC(z);
yC(λx) = ˆ λyC(x);
yC(ρx) = ˆ ρyC(x);
yC(γx,y) = ˆ γyC(x),yC(y);
which is enough to conclude the desired result.  
We conclude this subsection by studying the behaviour of Ind( ) on monoidal
functors and monoidal transformations. Let (F,ϕ0,ϕ) be a monoidal functor be-
tween the monoidal categories C = (C,⊗,e,α,λ,ρ,γ) and (D,⊗′,e′,α′,λ′,ρ′,γ′).
Consider the triple (Ind(F),yC(ϕ),Ind(δ) ∗ ∆), i.e., a functor Ind(F):Ind(C) →
Ind(D), a morphism yC(ϕ): ˆ e′ → Ind(F)(ˆ e) and a natural transformation from
Ind(F)( 1) ˆ ⊗′ Ind(F)( 2) → Ind(F)( 1 ˆ ⊗ 2), whose component at the ind-objects
X:I → C and Y :J → C is
([δXi,Yj])(i,j)∈I×J:(F(Xi) ⊗
′ F(Yj))(i,j)∈I×J → (F(Xi ⊗ Yj))(i,j)∈I×J.
It is just a matter of a few calculations to verify that the axioms (3.5) hold for
(Ind(F),yC(ϕ),Ind(δ) ∗ ∆). Moreover, if (F,ϕ,δ) is symmetric, then (3.6) also
holds, i.e., (Ind(F),yC(ϕ),Ind(δ)∗∆) is symmetric. Clearly, strongness and strict-
ness are also preserved. Let σ:(F,ϕ0,ϕ)
￿ → (F′,ϕ′0,ϕ′) be a monoidal transfor-
mation. Recall that the component of Ind(σ) at the ℵ-ind-objects X = (Xi)i∈I
is ([σXi])i∈I:(FXi)i∈I → (F′Xi)i∈I. Therefore, it follows easily that, when σ satis-
ﬁes (3.7), Ind(σ) is a monoidal transformation from (Ind(F),yC(ϕ0),Ind(ϕ)∗∆) to
(Ind(F′),yC(ϕ′0),Ind(ϕ′) ∗ ∆). Therefore, we can state the following proposition.
Proposition 3.6.4
The KZ-doctrine Ind( ) (Ind( )ℵ) on CAT (Cat) lifts to KZ-doctrines on B, for
any B appearing in Table 3.1.
Proof. Concerning the categories of locally small categories, the result follows immedi-
ately from the previous considerations about monoidal functors and transformations
and from Proposition 3.6.2. In the cases where B is a category of small categories, it
follows from the above and Proposition 3.5.29.  
For each B appearing in Table 3.1, let ω-B be the category consisting of the
(ℵ-)chain cocomplete categories in B with a choice of colimits and of the functors
in B which preserve (ℵ-)chain colimits up to isomorphism. Then, by general facts
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in the theory of KZ-doctrines, we have that any B in Table 3.1, Ind( ) (Ind( )ℵ)
determines a KZ-adjunction from B to ω-B.
Cocompletion of Monoidal Categories: Second Solution
The extension of the monoidal structure of C to Ind(C) given in the previous subsec-
tion may look rather far from our intended interpretation motivated in Section 3.1.
For instance, the tensor of two ω-chains is (represented by) a two-dimensional struc-
ture ω × ω. However, this is just a comfortable representation for the tensor. One
could consider another representation taking for example the “diagonal” coﬁnal
chain in ω×ω, which is isomorphic as ind-object to the “whole square”, and which
corresponds to the motivating diagram shown in Section 3.1. In this subsection,
we study an alternative description of the monoidal structure of Ind(C) which is
more intuitive and better suited for our intend applications. Since to be ℵ-ﬁltered
cocomplete is equivalent to be ℵ-chain cocomplete, we could consider the subcate-
gory of Ind(C) consisting of ℵ-chains. This choice essentially does not change the
category. However, it is not clear whether we could or not deﬁne a KZ-doctrine out
of it, because of the problem with the multiplication we have already mentioned.
In the following, we focus only on ω-chains.
Let C
ω be the full subcategory of Ind(C) consisting of the ind-objects indexed
by ω. Then we have the following.
Proposition 3.6.5
C
ω ￿ ∼ = Ind(C)ω.
Proof. The inclusion functor C
ω ֒→ Ind(C)ω is by deﬁnition full and faithfull. We
show that is replete image is Ind(C). Then, by exploting the results of [26] as in
Proposition 3.5.3, we have the desired result.
Let X be an ω-ind-object, i.e., a countable ﬁltered diagram in C. We have to show
that it is isomorphic in Ind(C)ω to an ω-chain. By applying the lemma (from [43])
stated in Proposition 3.3.17, and thanks to Proposition 3.5.6, we may assume that X
is indexed over a countable directed set D. Then, using the lemma (from [93]) given
in Proposition 3.3.6, we ﬁnd a countable sequence of ﬁnite directed subsets {Di}i∈ω
such that, Di ⊂ Di+1, for any i ∈ ω, and D =
 
i∈ω Di. Then, we can extract from
{Di}i∈ω a sequence of {ci}i∈ω, where ci is the greatest element of Di, which exists
since Di is directed and ﬁnite. Now, deﬁne the functors φ:ω → D and Y :ω → C as
follows:
φ(i) = ci and Y (i < i + 1) = ci < ci+1;
Y (i) = X(ci) and Y (i < i + 1) = X(ci < ci+1).
Clearly, by Lemma 3.3.14 (iii), we have that φ is coﬁnal, and since Y φ = X, by
Proposition 3.5.6, we conclude that X and Y are isomorphic in Ind(C)ω. Since Y is
an ω-chain, this concludes the proof.  
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Observe that, as immediate consequence of the proposition above, we have that
C
ω is ω-chain cocomplete. Of course, working withC
ω, we have to redeﬁne y. We
shall consider the obvious choice ¯ y(c) = c = ω
c −→ C, the constant chain. Of course,
we still have that ¯ y:C → C
ω is full and faithful. Moreover, the following diagram
is commutative
C
ω
C   C
Ind(C)
L
 
 
 
 
 
 
 ""
¯ y
 
 
 
 
 
 
 <<
y
 
 
 
 
 
 
 ""
L
 
 
 
 
 
 
 <<
Restricting our attention to ω makes possible expressing the commutativity of
( )
ω and × by an isomorphism.
Proposition 3.6.6
There is an isomorphism (C × D)
ω ∼ = C
ω × D
ω, deﬁned by ∆ and ∇ below.
ω
X −→ C × D (ω
π0X −→ C,ω
π1X −→ D)
ω
Y −→ C × D (ω
π0Y −→ C,ω
π1Y −→ D)
([fi])i∈ω
￿￿
  //
([fst(fi)])i∈ω
￿￿
([snd(fi)])i∈ω
￿￿
  //
C
ω × D
ω (C × D)
ω ∇ //
fst and snd being as in the previous subsection.
(ω
X −→ C,ω
Y −→ D) ω
 X,Y  
−→ C × D
(ω
X
′
−→ C,ω
Y
′
−→ D) ω
 X
′,Y
′ 
−→ C × D
  //
([fi])i∈ω
￿￿
([gi])i∈ω
￿￿
([fi×gi])i∈ω
￿￿
  //
(C × D)
ω C
ω × D
ω ∆ //
Proof. We have
∆∇(ω
X −→ C × D) = (ω
 π0X,π1X 
−→ C ×D)
∆∇(ω
Y
−→ C × D) = (ω
 π0Y,π1Y  
−→ C × D)
∆∇(([fi])i∈ω)
￿￿
([fst(fi)×snd(fi)])i∈ω
￿￿
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which is a strict equality, since  π0X,π1X  = X and fst(fi) × snd(fi) = fi. On the
other hand, we have
∇∆(ω
X −→ C,ω
Y −→ D) = (ω
π0 X,Y  
−→ C,ω
π1 X,Y  
−→ D)
∇∆(ω
X′
−→ C,ω
Y ′
−→ D) = (ω
π0 X′,Y ′ 
−→ C,ω
π1 X′,Y ′ 
−→ D)
∇∆(([fi])i∈ω,([gi])i∈ω)
￿￿
(([fi])i∈ω,([gi])i∈ω)
￿￿
which is of course the identity functor.  
As in the previous subsection, we have the following commutative diagrams.
C
ω × D
ω (C × D)
ω
C × D
// oo
¯ yC×¯ yD
ee
 
 
 
 
 
 
 
  ¯ yC×D
 
 
 
 
 
 
 
 99
C
ω × D
ω
C × D
(C × D)
ω
lim −→C ×lim −→ D
 
 
 
 
 
 
 
 
 %%
￿￿
OO
lim − → C×D
 
 
 
 
 
 
 
 99
￿ ∼ =
the second diagram existing when C and D are ω-chain cocomplete, and thus we
can deﬁne
C
ω × C
ω (C × C)
ω C
ω
C × C C
∆ // ⊗
ω //
¯ yC×¯ yC
dd
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
¯ yC×C
OO
⊗
//
yC
OO
In the following, ⊗ω ◦ ∆ will be denoted by ˜ ⊗. Writing the tensor in terms of the
indexed representation of ind-object and morphisms makes clear the correspondence
of this approach with the discussion in Section 3.1.
(Xi)i∈ω
(X′
i)i∈ω
([fi])i∈ω
￿￿
˜ ⊗
(Yi)i∈ω
(Y ′
i )i∈ω
([gi])i∈ω
￿￿
=
(Xi ⊗ Yi)i∈ω
(X′
i ⊗ Y ′
i )i∈ω
([fi⊗gi])i∈ω
￿￿
So, given the symmetric monoidal category (C,⊗,e,α,λ,ρ,γ), the monoidal
structure on C
ω is (C
ω, ˜ ⊗, ˜ e, ˜ α, ˜ λ, ˜ ρ, ˜ γ), where
• ˜ e = ¯ yC(e) = e;
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• ˜ αX,Y,Z = ([αXi,Yi,Zi])i∈ω;
• ˜ λX = ([λXi])i∈ω;
• ˜ ρX = ([ρXi])i∈ω;
• ˜ γX,Y = ([γXi,Yi])i∈ω.
Showing that these data form a symmetric monoidal category is a routine task.
Therefore, we can summarize the results in the following propositions.
Proposition 3.6.7
For any symmetric monoidal category (C,⊗,e,α,λ,ρ,γ) the ω-ﬁltered cocomplete
category (C
ω, ˜ ⊗, ˜ e, ˜ α, ˜ λ, ˜ ρ, ˜ γ) is a symmetric monoidal category.
Moreover, if C is monoidal strict, then so is C
ω; if C is strictly simmetric so is C
ω.
Proposition 3.6.8
The subcategory ¯ yC(C) of C
ω is isomorphic to C in the monoidal sense, i.e., ¯ yC is
a strict monoidal functor.
Proposition 3.6.9
C
ω is, up to equivalence, the free ω-chain cocomplete monoidal category on C.
Proof. It follows easily from Proposition 3.6.5 and the pseudo universal property of
Ind(C)ω (see, e.g., Proposition 3.5.21).  
Of course, the results above can be restated for any chain α and the correspond-
ing subcategory C
α of Ind(C).
3.7 Applications to Petri Nets
The previous sections have shown how we can build the (pseudo) free (ℵ)-ﬁltered
cocomplete category Ind(C) over a given C. In particular, in Section 3.6 we have
proved that the construction lifts to a KZ-doctrine on SsMonCat, giving in this way
the completion of symmmetric strict monoidal categories (SSMC’s). The theories
we have formalized and the arguments we have discussed in Chapter 1 of this thesis,
and in particular in Sections 1.1, 1.2, 1.3 and 1.9 support the claim that this result
brings us close again to Petri nets. This section, which matches in style Section 3.1,
explains further these facts.
It is important to observe that Petri nets are not precisely symmetric strict
monoidal categories, since they enjoy other important axioms, the principal one
being the free monoidal structure on the objects. In order to ﬁx the ideas, we recall
that Chapter 1 presented four relevant monoidal constructions for net computa-
tions, namely
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i) T [N], which gives a CatPetri object, i.e., a strictly symmetric strict monoidal
category whose objects form a free commutative monoid, corresponding to
the notion of commutative processes of N (see Deﬁnition 1.1.7 and Proposi-
tion 1.1.12).
ii) P[N], which gives the symmetric strict monoidal category obtained by quo-
tienting the free symmetric strict monoidal category on N via the axioms
γa,b = ida⊗b if a,b ∈ S and a  = b,
(id ⊗ γa,a ⊗ id);t = t if t ∈ T and a ∈ S,
t;(id ⊗ γa,a ⊗ id) = t if t ∈ T and a ∈ S,
and corresponds to the concatenable processes of N. (See Deﬁnition 1.1.16,
Propositions 1.1.19, and 1.2.5 and Corollary 1.2.7.) We shall refer to the
category of small symmetric monoidal categories with the properties above
as CatProc.
iii) DP[N], which is as above, but satisfying only the ﬁrst two axioms, and cor-
responds to the decorated concatenable processes of N. (See Deﬁnition 1.9.13
and Proposition 1.9.14.) Let CatDecProc denote the category of the small
categories with the properties above.
iv) Q[N], which gives the quotient of the free symmetric strict monoidal category
on the graph of the “linearizations” of the transitions of N modulo the axiom
s;tu′,v′;s = tu,v for s:u → u′, s′:v′ → v symmetries.
and corresponds to the strong concatenable processes of N. (See Deﬁni-
tion 1.3.8 and Proposition 1.4.5.) Proposition 1.1.19). We shall refer to the
category of small symmetric monoidal categories with the properties above
as CatStrProc.
Since we already know that the monoidal structure of such categories is pre-
served by the ℵ-ind-completion process, the remaining question is whether the
additional structure is preserved by the (ℵ-)ind-completion or, in other words, if
Ind( ) lifts to KZ-monads on CatPetri, CatProc, CatDecProc and CatStrProc.
Clearly, this would be the best possible result from our point of view, since it would
allow a full application of the theory of the cocompletion of monoidal categories
to the case of Petri nets, thus giving a full account of inﬁnite behaviours of nets.
Unfortunately, this is not the case. More precisely, only the objects of CatPetri are
rather close to keep their structure under the cocompletion construction. In fact, we
know from Proposition 3.6.2 that Ind(T [N]) is a strictly symmetric strict monoidal
category. However, Ind(T [N]) does not belong to CatPetri since its monoid of ob-
jects is not free. The situation is worse for the other categories. Observe, in fact,
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that when C is not strictly symmetric, then the primary requirement about the
monoid of objects being commutative fails immediately. In fact, in this case, the
tensor of diagrams in general will not be commutative because of the arrows.
Thus, Ind( ) does not restrict to an endofunctor on the categories we are mainly
concerned with. A possible way out of this problem, which is currently under in-
vestigation, consists of looking for an alternative presentation of the cocompletion
doctrine, i.e., for a doctrine whose functor is isomorphic to Ind( ) but better suited
for the case of Petri nets. For the time being, however, we present some consid-
erations about the relationships between Petri nets and the cocompletion of their
categories of processes which aim at showing that, at the level of a single net,
Ind( ) behaves as expected, giving a faithful description of inﬁnite processes. In
particular, we shall present the following considerations about the relationships be-
tween Petri nets and the cocompletion of their categories of processes. We shall
focus on decorated concatenable processes, although all the following, apart from
Proposition 3.7.4, applies also to T [ ], P[ ] and Q[ ]. Consider again the diagram
Petri SsMonCat
MPetri
∗ PreOrd
PTNets DecOcc Occ PES
DP[ ] //
 uN↓  
 
 
 
 
 
 
 
 
 
 &&
OO
￿￿
U[ ]
//
F[ ]
//
E[ ]
//
LF [ ]
 
 
 
 
 
 
 
 
 
 88 (1.26)
of Section 1.9, where we have shown that for any net (N,uN) in MPetri
∗ we have
that the decorated concatenable processes of N leaving from u coincide with the
ﬁnite marked processes of FU[N], i.e., with the ﬁnite conﬁgurations of EFU[N].
As a simple application of the theory illustrated in this chapter, we shall extend
the result to inﬁnite processes and inﬁnite conﬁgurations, as shown by the diagram
below.
Cat
Petri SsMonCat
MPetri
∗ PreOrd
PTNets DecOcc Occ PES
 uN↓  
 
 
 
 
 
 
 
 
 
 
 
 
 ￿￿
DP[ ] //
Ind(P[N])ω
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 22
 uN↓  
 
 
 
 
 
 
 
 
 
 &&
OO
￿￿
U[ ]
//
F[ ]
//
E[ ]
//
LF [ ]
 
 
 
 
 
 
 
 
 
 88
(3.10)
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First of all, we need to show that Ind(DP[N]) can be considered the category
of inﬁnite decorated concatenable processes of N. Consider a net N ∈ Petri and
an ω-chain
u0
α0 −→ u1
α1 −→ u2    un
αn −→ un+1    
i.e., an ind-object U in DP[N]
ω. We look at this chain as a limit point for an inﬁnite
computation (and not as the inﬁnite computation itself!), i.e., a sort of generalized
inﬁnite marking represented by the computation which produces it from the ﬁnite
markings. Observe that the adjective “generalized” is appropriate, since, in general,
the inﬁnite marking above depends on the transitions which appear in the chain,
not just on their sources and targets. For instance, if we consider a net with two
transitions t,t′:a → a, then the chains consisting respectively of a sequence of t
and a sequence of t′ represent diﬀerent inﬁnite markings.
In order to substantiate the intuition about morphisms, let us start with the
following case. Let u be the standard representative of u in Ind(DP[N]), i.e. y(u)
the diagram with value uI on the singleton ﬁltered category 1. Given the particular
shapes of 1 and ω, an arrow from u to U in Ind(DP[N]), is an equivalence class
[β]:u → U of arrows β:u → un in DP[N], where (β:u → un) ∼ (β′:u → uk) with
n ≤ k if and only if β;αn+1;   ;αk = β′.
u
u0 u1 u2    
β
￿￿
 
 
 
 
 
 
 
 
 
  β
′
￿%
 
 
 
 
 
 
 
 
 
 
 
 
β
′′
$,
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
α0 //
α1 //
α2 //
Now, recalling the characterization of arrows in DP[N] as decorated concaten-
able processes (see also Proposition 1.9.16), we conclude that an arrow from u to
U in Ind(DP[N]) is an ω-chain of decorated concatenable processes embedded into
each other, i.e., it represents a unique inﬁnite decorated process. Before getting
to the generality of arrows between ind-objects, it is worthwhile to point out the
following particular case. Recall that each ind-object is the limit in Ind(C) of its
component constant ind-objects. Then, it follows immediately from the discussion
above that, for any n ∈ ω, the component at n of the limit cocone for U, say
λn:un → U, contains the set
{αn, αn;αn+1, αn;αn+1;αn+2,...}
as a coﬁnal subset. Then, λ0:u0 → U represents the limit of the sequence of
processes αi, as expected.
Consider now the ind-objects
U = u0
α0 −→ u1
α1 −→     and V = v0
β0 −→ v1
β1 −→    
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and an arrow ([σi])i∈ω:U → V . As explained above, each component [σi] repre-
sents an inﬁnite process leaving from ui, i.e., leaving from the i-th approximation
of the generalized marking U. Now, the “compatibility” condition on the com-
ponents of ([σi])i∈ω means that for any n ≤ k and for any σi:un → vn′ and
σk:uk → vk′, representatives of, respectively, the i-th and the k-th component
of the ind-morphism, assuming without loss of generality n′ ≤ k′, we must have
αn;   ;αk−1;σk = σn;βn′;   ;βk′−1. It follows that the inﬁnite processes (corre-
sponding to) [σi] form a sequence of embedded processes which leave from better
and better approximations of U. Then, this chain admits a colimit process which
is the decorated inﬁnite process corresponding to ([σi])i∈ω. In other words, mor-
phisms from generalized inﬁnite markings are deﬁned via continuity from “ﬁnite”
approximation morphisms. The same, of course, happens for the composition of
decorated inﬁnite processes.
It is now easy to translate the previous informal discussion into a formal proof
of the following.
Of course, the previous informal discussion could be easily translated into a
formal proof of the fact that P[N]
ω captures the usual intuitive notion of inﬁnite
processes, thus yielding a smooth extension of the algebraic theory of Petri nets
of [97, 16] to an axiomatization in terms of monoidal categories of the inﬁnite causal
behaviour of N. For the purpose of this section, however, we simply claim that the
following deﬁnitions are completely adequate.
Definition 3.7.1
Ind(T [N])ω is, up to equivalence, the (strictly symmetric strict monoidal) category
of inﬁnite commutative processes of N.
Ind(P[N])ω is, up to equivalence, the (symmetric strict monoidal) category of
inﬁnite concatenable processes of N.
Ind(DP[N])ω is, up to equivalence, the (symmetric strict monoidal) category of
inﬁnite decorated concatenable processes of N.
Ind(Q[N])ω is, up to equivalence, the (symmetric strict monoidal) category of
inﬁnite strong concatenable processes of N.
Moreover, since C
ω and Ind(C) are equivalent categories, we have also the
following proposition.
Proposition 3.7.2
T [N]
ω is the category of inﬁnite commutative processes of N.
P[N]
ω is the category of inﬁnite concatenable processes of N.
DP[N]
ω is the category of inﬁnite decorated concatenable processes of N.
Q[N]
ω is the category of inﬁnite strong concatenable processes of N.
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In addition, by comparing Deﬁnition 1.9.6 of decorated processes and Deﬁni-
tion 1.9.10 of decorated concatenable processes, the following proposition is easily
proved.
Proposition 3.7.3
The comma category  uN↓Ind(DP[N])  is the category of inﬁnite marked processes
of (N,u)N in MPetri.
The comma category  u
N↓DP[N]
ω  is the category of inﬁnite marked processes of
(N,uN) in MPetri.
Finally, we get back to diagram 3.10, and we conclude with the following exten-
sion of Proposition 1.9.16.
Proposition 3.7.4
For any (N,u) in MPetri
∗,
 u ↓ Ind(DP[N])  ∼ =  u ↓ DP[N]
ω  ∼ = DP[(N,u)]
ω ∼ = LEU
′[(N,u)].
Proof. By Proposition 1.9.16, we have that  u↓DP[N]  ∼ = DP[(N,u)] ∼ = LFEU
′[(N,u)],
whence it follows that  u ↓ DP[N] 
ω ∼ = DP[(N,u)]
ω ∼ = LFEU
′[(N,u)]
ω. Now, from
Proposition 3.5.10, LFEU
′[(N,u)]
ω = LEU
′[(N,u)], the domain of conﬁgurations of
EU
′[N]. Finally, we are left to see that  u ↓ DP[N] 
ω ∼ =  u ↓ DP[N]
ω . The objects
of  u ↓ DP[N] 
ω are commutative diagrams of the kind
u
u0 u1 u2    
β
￿￿
β′
 
 
 
 
 
 !!
β′′
 
 
 
 
 
 
 
 
 
 
 
 
 ((
α0 //
α1 //
α2 //
which give rise to the ind-morphism ([β])i∈ω:u → U, U being the chain above. Thus,
the thesis follows.  
Conclusions and Further Work
Of course, besides the problems with the semantics of nets we have noticed in
the previous section, there are many other applications to be investigated, and
we plan to explore many of these in the near future. For example, a mainstream
in the research on inﬁnite computations focuses on topology—more precisely on
metric spaces [13, 118, 78]. Roughly, the approach consists of deﬁning a suitable
distance between ﬁnite computations and applying to the resulting metric space
a standard Cauchy completion, thus yielding a complete metric space where the
inﬁnite computations are the cluster points. One of the most valuable aspects
2943.7. Applications to Petri Nets
of this approach is that, by choosing appropriate metrics, it is possible to factor
out those inﬁnite computations which do not enjoy certain properties, in particular
fairness properties [18]. It is indeed a very interesting question whether these results
can be recovered in the categorical framework building on the seminal paper [85].
Moreover, since by now there are several categorical approaches to the semantics
of computing systems in which objects represent states and arrows computations,
this also yields a general method to construct and manipulate inﬁnite computations
of those systems. A notable example is given by Meseguer’s concurrent rewriting
systems [96]. This issue deserves to be fully investigated in future.
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Let us come to references to authors.
You have nothing else to do but
to look for a book that quotes them all, from A to Z.
Then you put this same alphabet in yours.
Perhaps there will be even someone silly enough
to believe that you have made use of them all
in your simple and straightforward story.
Miguel de Cervantes, Don Quixote
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These appendices are mainly intended to ﬁx the basic notations, even though we tried
to stick always to the standard ones. They also can serve as a quick reference to simple
categorical notions not quite diﬀused among the computer scientists, such as monoidal
categories, 2-categories and categories of fractions.
Se comprendere ` e impossibile,
conoscere ` e necessario.
Primo Levi, I sommersi ed i salvati
Neglect of mathematics
works injury to all knowledge,
since he who is ignorant of it
cannot know the other sciences
or the things of this world.
Roger Bacon
There is no branch of mathematics,
however abstract,
which may not some day be applied
to phenomena of the real world.
Nikolai Ivanovich Lobachevsky
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312A.1. Categories
A.1 Categories
In this section, we recall the classical concepts from Category Theory that we use
in the paper. The appendix is not intended to be an introduction to the theory,
but rather to ﬁx the notation. For a complete introduction to category theory the
reader is referred to [90, 1, 103, 127, 26, 92].
We assume, as in [90, 89], the existence of a universe U of small sets upon
which categories are built. In particular, U is a set, whose elements are called small
sets, which is closed under the usual set theoretic constructions. The idea is that
U is “big enough” in order for the small categories to model all the “ordinary”
mathematical objects. Therefore, a set theory which contains U is “big enough” to
construct all the “needed” categories. In order to be more precise about U and its
role in the foundations of category theory, the following discussion—in which some
knowledge of set theory is assumed—can be useful. The uninterested reader may
safely skip the remark below.
Remark. The issue of foundations for category theory raised some problems for the set
theoretic approach to the foundations of mathematics, in the precise sense of providing
an example in which set theory, in the classical formulations of Zermelo-Fraenkel [147, 25]
and G¨ odel-Bernays [7, 34] (see [55, 136] for a thorough exposition), does not ﬁt directly
to the common practise of (naive) category theory. The need of foundations arises from
the facts that the deﬁnition of category is based on the notion of set—actually it includes
that of sets—and it is self-applicative, i.e., that the collection of all categories has itself
the structure of a category. Clearly, considering such totalities as the category of all sets,
of all groups, of all categories, and so on, leads to the usual paradoxes. But of course,
this is not new at all! Similar situations arise often and they are well-known to logicians,
as for instance in the cases of the set structure of the collection of all sets, the well-
ordering structure of well-orderings, the semigroup structure of semigroups, and so on.
This consideration, together with the fact that “being a category” can be simply viewed
as a ﬁrst order property of sets, has prevented logicians to take seriously the matter for a
long while.
However, the novelty presented by categories is that category theorist intend (well, a
categorist would say “need” and a logician “want”) to consider the aforesaid illegitimate
categories very seriously. In other words, the key resides in the fact that category theory
aim at working in the “small”, i.e., at describing mathematical objects via categories,
and in the “large”, i.e., at studying the global structure of the collection of such objects.
Therefore, any foundation for category theory, in order to be useful and to reﬂect the very
aspiration of the theory, has to take into account this issue.
The ﬁrst approaches to the foundations of category theory consisted, as directly suggested
by the discussion above, of working with the G¨ odel-Bernays axiomatization of set theory,
were both the notions of set and class are present. Details can be found in [86]. This
solution, however, is not satisfactory at all, since it does not allow to construct functor
categories. In fact, the collection of all class functions between two classes is not a class.
This easy observation makes it clear that the axioms of set theory have to be strengthen
if one wants to fullﬁl the requirements. The Grothendieck school has suggested then
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to postulate the existence of a hierarchy of universes [27, 43] by means of which all
the paradoxes are avoided: considering the collection of all sets of a universe, or similar
constructions, brings to a larger universe. Although this provides sound foundations based
on a simple intuition, it still does not allow to consider the category of all sets, while
presenting the annoying need of relating diﬀerent universes. In other words, the approach
is probably more complicated than needed, especially with respect to its achievements. In
fact, as pointed out by MacLane [89], one can dispense with the hierarchy above and enrich
system ZFC with axioms which guarantee the existence of a single universe U playing the
role already mentioned. This approach has the clear advantages of abandoning classes and
being as simple as possible. Yet, the admissible collections are only those consisting of
“small objects”. Working on the same guidelines, Feferman [24] axiomatizes very smoothly
the notion of small sets, under fairly weak conditions, by enriching the language of ZFC
with a new symbol S representing the set of small sets and ﬁve axioms. Remarkably,
Feferman’s system allows to show the following relevant facts about the set of small sets
which fully justify the claim that they are “enough” to model the “ordinary” mathematical
objects.
• U is an initial segment of the cumulative hierarchy Rα, where, for any ordinal α, Rα
is obtained by iterating α times the cumulative power set operator R:x  → x∪℘(x).
• There exists the smaller ordinal σ which does not belong to S; moreover σ is a limit
ordinal greater that ω and S = Rσ.
• If α < σ then ℵα < σ; therefore
ℵ0,ℵ1,...,ℵℵ0,ℵℵ1,...ℵℵℵ0,...
can all be proved to belong to S.
The current trends in the mathematical development clearly show the growth of the con-
viction that the relevant features of mathematical objects are those given by their abstract
stucture rather than those residing in the individuality of the elements they are made of.
This brings immediately to the consideration that such a viewpoint should be reﬂected,
if possible, by providing a foundation for mathematics in which membership and sets do
not play any role. It is self-evident that, if such a foundation is to exist, it must be dealt
with category theory. Therefore, instead of trying to found category theory on set the-
ory, one could try to establish an axiomatic theory of categories upon which the whole
mathematics could be based. The considerable amount of work recently devoted to topos
theory [57, 92] seems to indicate that the latter may be possible.
A very interesting attempt along the lines discussed above is Lawvere’s axiomatization
of the category of all categories [84]. Although it is somehow incomplete in the sense
that it still needs some metatheorems supporting the claim of adequacy for the proposed
axiomatization, the cited work has, at the very least, the merit of giving good insights on
the structure of the category of categories. In [6], B´ enabou moves from very well motivated
and strong criticisms to the set theoretic approaches to category theory illustrating, in
particular, the misjudged relevance of enriching the language of set theory in order to make
deﬁnable the usual categorical constructions. Moreover, he proposes ﬁbrations [42, 41, 4]
as a natural vehicle to provide foundations of category theory independently of sets. As
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for Lawvere’s paper, and for the same reason, the aforecited work is somehow incomplete.
However, it is a very instructive, almost pedagogical, paper.
Getting back to our immediate interests, in this thesis we follow the MacLane by ﬁxing
a universe U of small sets. This choice is motivated by the simplicity of the approach,
besides the fact that it suﬃces to our aims. In the following, we shall brieﬂy list the
relevant deﬁnitions and their most immediate consequences.
The Zermelo-Fraenkel theory of sets is a ﬁrst order theory whose language L has a symbol
of a binary relation ∈ representing membership. The axioms of the theory ZFC can be
informally stated as follows.
Extensionality Axiom: ∀x.(x ∈ a ↔ x ∈ b) → a = b;
Sum Axiom: for every set a there exists a set
 
a = {x | x ∈ b ∈ a};
Power Set Axiom: for every set a there exists a set ℘(a) = {x | x ⊆ a};
Axiom of Regularity: for every non empty set a ∃x.(x ∈ a ∧ x ∩ a  = ∅);
Axiom of Inﬁnity: there exists a set ω such that
∅ ∈ ω ∧ ∀b.(b ∈ ω → b ∪ {b} ∈ ω);
Replacement Schema: for every formula ϕ(x,y) of L
∀x.∀y.∀z.(x ∈ a ∧ ϕ(x,y) ∧ ϕ(x,z) → y = z)
∃b.∀y.(y ∈ b ↔ ∃x.(x ∈ a ∧ ϕ(x,y))) ;
Axiom of Choice: for every set a there exists a function f such that
∀x.(x ⊆ a ∧ x  = ∅ → f(x) ∈ x);
A universe U is a set with the following properties:
i) x ∈ y ∧ y ∈ U → x ∈ U;
ii) ω ∈ U;
iii) x ∈ U → ℘(x) ∈ U;
iv) x ∈ U →
 
x ∈ U;
v) If f:x → a is a surjective function and x ∈ U and a ⊆ U, then a ∈ U.
Among the immediate consequences of the deﬁnition of universe in the setting of ZFC,
we have that all the natural numbers belong to U; if x and y are in U, then the cartesian
product x × y and the set of all functions from x to y are in U. Moreover, if y is a subset
of x and x is in U then y belongs to U. Finally, we have that if I ∈ U and xi is a I-indexed
family of sets in U, then
 
i∈I xi also belongs to U.
Then, the theory proposed as foundations for category theory is Zermelo-Fraenkel ZFC
plus one axiom which postulate the existence of a universe U. To conclude, it is worthwhile
to remark that the sets we consider in the deﬁnition of categories and throughout this thesis
are not limited just to the elements of U—which includes only the small sets, intended to
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model all the “ordinary” mathematical objects—and not even just to the subsets of U—
which in this view may be considered as playing the role classes played in the Grothedieck’s
approach—but it also includes many other things, such as ℘(U), ℘(℘(U)) and so on. For
instance, we also have the set {U}. Observe that, as far cardinality is concerned, this is a
very small set, namely a singleton, but it is not a small set in our formal sense. If fact, if
it were {U} ∈ U, it would be U ∈ U which is impossible by the Regularity Axiom. This
is to remark that the term small does not refer to a set with a small cardinality, but to
members of U.
Definition A.1.1 (Graphs)
A graph is a structure (dom,cod:A → O), where A is a set of arrows, O is a set of
objects and dom and cod are functions which associate to each arrow, respectively,
a domain and a codomain.
A graph is small if its arrows form a small set, i.e., it belongs to U, it is locally
small if, for any o, o′ in O, the arrows of domain o and codomain o′ form a small
set, and large otherwise.
Given a graph G, the set of its composable arrows is
A ×O A = { g,f  | g,f ∈ A and dom(g) = cod(f)}.
A category is a graph in which the set of arrowsis closed under a given associative
operation of composition ◦:A ×O A → A, and each object has an assigned arrow,
the identity, which is a unit for such operation.
Definition A.1.2 (Categories)
A category C is a graph together with two additional functions
id:O → A and ◦:A ×O A → A,
called, respectively, identity and composition, such that
for all a ∈ O, cod(id(a)) = a = dom(id(a)),
for all  g,f  ∈ A ×O A, cod(g ◦ f ) = cod(g) and dom(g ◦ f ) = dom(g).
Moreover, ◦ is associative and for all f ∈ A, given a = dom(f ) and b = cod(f), we
have f ◦ id(a) = f = id(b) ◦ f.
A category is small, locally small or large, when its underlying graph is respec-
tively small, locally small or large. Usually, the arrows of a category, also called
morphisms, are denoted by f:a → b, where a = dom(f ) and b = cod(f ). Identities
are denoted by ida, or simply id when the object is clear from the context. The set
of arrows f:a → b in C is denoted by HomC(a,b) or equivalently C[a,b]. Moreover,
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in dealing with a category C the actual sets A and O are never mentioned: we write
c ∈ C for objects and f in C for arrows. A subcategory B of C is a category whose
sets of objects and arrows are contained in the respective sets of C. A subcategory
B is full if for each a,b ∈ B, B[a,b] = C[a,b].
The ﬁrst examples of categories are O, the empty category, and 1, the category
consisting of a single object and its identity arrow. Categories whose only arrowsare
identity arrows are called discrete. Clearly, any set S can be regarded as a discrete
category. Further natural examples of categories are provided by preordered sets.
These are particular kinds of categories C in which the homset HomC(a,b) is the
singleton set exactly when a is below b and it is empty otherwise. Partial orders
are preordered categories whose only isomorphisms are identities. A monoid may
be viewed as a category possessing a single object and viceversa. Clearly, the
elements of the monoid are the morphisms of the category, the operation of the
monoid is the composition of arrows and the neutral element is the identity arrow.
In [80, 81], categorieswith additional structure are used to model deductive systems.
Interesting examples of large categories are Set, the category of small sets and
functions between them, Mon, the category of small monoids and homomorphisms,
Grp, the category of small groups, and so on. These categories are large in the
sense that the collection of their arrows form a subset of the universe U. Observe,
however, that they are locally small. The category Setf of ﬁnite sets and functions
between them is a full subcategory of Set.
An arrow i:a → b in C is invertible if there exists (a necessarily unique) i′:b → a
in C which is left and right inverse to i, i.e., i′◦i = ida and i◦i′ = idb. An invertible
arrow is also said isomorphism, or simply iso. The set theoretic notions of injective
and surjective functions are captured by the categorical concepts of monic and epic
morphisms. An arrow m:b → c is a monomorphism, or simply monic, if for any
parallel pair of morphisms f,g:a → b in C whenever m ◦ f = m ◦ g it is f = g.
Conversely, e:a → b is an epimorphism, or epic, if for any pair f,g:b → c in C,
f ◦e = g ◦e implies f = g. Given f:a → b and g:b → a, if g ◦f = ida, i.e., if g is a
(not necessarily unique) left inverse for f, then f is called section and g retraction.
Equation in category theory are expressed by imposing the commutativity of
diagrams. A diagram consist of nodes, labelled by objects, and arcs, labelled by
arrows. It commutes if for each pair of paths leaving from and leading to the same
nodes, the compositions of the actual functions which label the paths yield the same
arrow. For instance, given C, the unit law of the identities in Deﬁnition A.1.2 can
be expressed by saying that for all f:a → b in C the diagram
a a
b b
ida //
f
 
 
 
 
 
 
 
 
 $$
f
￿￿
f
 
 
 
 
 
 
 
 
 $$
idb
//
commutes.
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Statement ψ Dual statement ψ∗
f:a → b f:b → a
a = dom(f ) a = cod(f )
i = id(a) i = id(a)
f is monic f is epic
f is right inverse to h f is left inverse to h
f is a section f is a retraction
f is invertible f is invertible
t is a terminal object t is an initial object
η:F
￿ → G is a natural transformation η:G
￿ → F is a natural transformation
 F,G,ϕ  is an adjunction  G,F,ϕ−1  is an adjunction
η is the unit of  F,G,ϕ  η is the counit of  G,F,ϕ−1 
Table A.2: The principle of duality
A relevant notion in category theory is that of duality principle. Given C, its
opposite category C
op is the category obtained from C by “formally” reversing its
arrows. More precisely, the objects of C
op are the objects of C, its homsets are
given by the correspondence HomCop(a,b) = HomC(b,a), and the composition f ◦g
in C
op is the arrow g ◦ f, the latter composition being in C. Of course (C
op)op is
again C.
Statements about categories are easily formalized in a simple ﬁrst order lan-
guage that, as already mentioned, serves as the formal framework for the ﬁrst steps
towards an axiomatic approach to category theory [84]. In its elementary form,
such a language is nothing but the formalization of the one we used to introduce
the notion of category. Clearly, it has variables for objects and arrows and symbols
for the functions domain, codomain, identity and composition. Thus, its atomic
statements are of the form “a = dom(f )”, “b = cod(f )”, “f = id(a)”, “h = g ◦ f”
and so on. Any statement ψ of the language admits a dual statement ψ∗ which is
obtained simply by replacing in ψ “dom( )” with “cod( )”, “cod( )” with “dom( )”
and “g◦f” with “f◦g”. The duals of some of the most used statements are given in
Table A.2. (The still undeﬁned notions which appear in the table will be introduced
shortly.) Observe that the dual of the dual is again the original statement.
Now, the duality principle of category theory is expressed by the following.
MetaTheorem. Let ψ the a sentence of the language of categories,
i.e., a formula without free variables. Then, ψ is a theorem, i.e., it
holds for every category, if and only if its dual ψ∗ is so.
Let ψ be any formula of the language of categories. Then, ψ is true in
C for a given instantiation of its free variables if and only if φ∗ is true
in C
op for the same instantiation of the free variables.
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This principle implies that it is never necessary to prove a statement and its
dual. For instance, the proof that f is monic in a category C is also a proof that
f is epic in C
op. Of course, since deﬁnitions may be dualizated as well, every
notion “X” introduced in the theory comes with a “dual” notion “coX”. Instances
of this pattern are products and coproduct, equalizers and coequalizers, limits and
colimits, and many more.
Functors are essentially morphisms of categories, in the informal sense that they
are mappings which respect the relevant structure of categories.
Definition A.1.3 (Functors)
A functor F:A → B is a function which maps objects of A to objects of B and
arrows in A to arrows in B, in such a way that
i) for all f:a → b in A, F(f):F(a) → F(b) in B;
ii) for all a ∈ A, F(ida) = idF(a);
iii) for all composable pairs  g,f , F(g ◦ f) = F(g) ◦ F(f).
A functor F:A → B is full if, for all a,b ∈ A, its restriction to HomA(a,b) is a
surjective function., i.e., if for any g:F(a) → F(b) in B there exists f:a → b in A
such that F(f) = g. Analogously, F is faithful, or an embedding, if for any parallel
pair f,g:a → b in A, if F(f) = F(g) then f = g, i.e, if F restricted to any homset
HomA(a,b) is injective. A functor F which is full and faithful is also called a full
embedding.
Since some situations of great relevance occur frequently in the categorical prac-
tise, there are some kinds of functors which are named after their characteristics,
as in the case of the aforesaid embeddings and in the case of forgetful and inclusion
functors. Given a category B whose objects are objects of A with some additional
structure and whose morphisms are the morphisms of A which in addition preserve
such structure, a functor from B to A which sends each object to its “underlying”
A-object a category and each morphism to its A-version is called a forgetful functor.
Strictly speaking, an inclusion functor is a functor from a subcategory A of B to B
whose object and arrow components are all set inclusions. However, it is easy to
realize that the key feature of such functors is that they are full and faithful, i.e.,
full embeddings, and, in addition, they are injective on the objects. Thus, with a
little abuse, one often refers to any functor with this properties as to an inclusion
A functor F:A
op → B is usually called a contravariant functor from A to B. In
fact, looking at them as “mappings” from A to B, for f:a → b in A, we have that
F(f):F(b) → F(a) and F(g ◦ f) = F(f) ◦ F(g), whence their name.
A composition operation for functors is easily obtained by composing their ob-
ject and arrows components as functions. It is immediate to see that this operation
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is associative and admits identities, namely the (endo)functors IdA:A → A whose
components are the identities on the sets of objects and arrows of A. Therefore,
we can deﬁne the category Cat whose objects are small categories and whose ar-
rows are functors. Analogously, we can deﬁne CAT, the category of locally small
categories and functors.
Given two functors F:A → C and G:B → C with a common target category C we
can consider the comma category  F↓G .3 This is a standard categorical construc-
tion which makes (a selected subset of) the arrows of C be objects of a new category.
More precisely,  F↓G  is the category whose objects are the arrows F(a) → G(b) in
C, for a ∈ A and b ∈ B, and whose arrows h:(x:F(a) → G(b)) → (y:F(a′) → G(b′))
are pairs (f:a → a′,g:b → b′) of arrows respectively of A and B, such that the
following diagram commutes.
F(a) G(b)
G(b) G(b′)
x
￿￿
F(f) //
y
￿￿
G(g)
//
Clearly, by varying the choice of F and G, we obtain several diﬀerent “comma
constructions”. For example, if A is 1, then F reduces to select an object c of C. If
moreover B = C and G = IdC, we have that  F↓G , denoted in this case by  c↓C ,
is the category whose objects are the arrows c → c′ of C and whose arrows from
(x:c → c′) to (y:c → c′′) are the arrows f:c′ → c′′ in C which make the following
diagram commute.
c
c c′
x
 
 
 
 
 
  ￿￿
y
 
 
 
 
 ￿￿
f
//
The category  c↓C  is commonly called the category of object under c. Dually, in
case F = IdC, B = 1 and G(∗) = c, we obtain the comma category  C↓c , called the
category of objects over c.
We can think of natural transformations as morphisms between functors: they
respect the structure of functors in the sense that they provide a uniform way to
traslate images of objects and arrows through F to images through G. They are
natural in this sense.
Definition A.1.4 (Natural Transformations)
Given two functors F,G:A → B, a natural transformation τ:F
￿ → G is a family of
3The notation originally used by Lawvere in [82, 83] is (F,G), whence the name “comma”
category.
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morphisms τ = {τa:F(a) → G(a)}a∈A such that the following diagram commutes
for any f:a → a′ in B.
F(a) G(a)
F(a′) G(a′)
τa //
F(f)
￿￿
G(f)
￿￿
τa′ //
Given two natural transformations τ:F
￿ → G and  :G
￿ → H we can deﬁne their
(vertical) composition as the natural transformation   ◦ τ = { a ◦ τa}:F
￿ → H.
The operation of vertical composition of natural transformations is associative
and has identities IdF:F
￿ → F. So, if we take the functors between two categories
A and B as objects and the natural transformations as morphisms, we obtain a
category denoted by B
A. Categories as such, called functor categories, are very
relevant. Later on, we shall get back to them.
A fundamental concept in mathematics is that of universal construction. It
arises in many forms. Here are some classical universal constructions.
Definition A.1.5 (Initial and Terminal Objects)
An object i ∈ C is initial if for any object c ∈ C there exists a unique morphism
f:i → c in C. Dually, t ∈ C is terminal if for any c ∈ C there exists a unique arrow
f:c → t in C.
Definition A.1.6 (Products and Coproducts)
The product in C of objects a,b ∈ C is an object a×b ∈ C together with two arrows
πa:a×b → a and πb:a×b → b, called projections, such that for any pair of arrows
f:c → a, g:c → b there exists a unique arrow  f,g :c → a × b in C such that the
diagram
c
a a × b b
f
}}
 
 
 
 
 
 
 
 
 
g
 
 
 
 
 
 
 
 
 !!
 f,g 
￿￿
πa oo
πb
//
commutes.
Dually, the coproduct of a,b ∈ C is a + b ∈ C and two arrows ina:a → a + b and
inb:b → a + b, called injections, such that for any pair of arrows f:a → c, g:b → c
there exists a unique arrow [f,g]:a + b → c in C such that the diagram
a a + b b
c
ina //
f
 
 
 
 
 
 
 
 
 !!
[f,g]
￿￿
inb oo
g
}}
 
 
 
 
 
 
 
 
 
commutes.
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Definition A.1.7 (Universal Arrows)
Given a functor F:A → B and an object b ∈ B, a universal arrow from b to F is a
pair  a,u  consisting of an object a ∈ A and an arrow u:b → F(a) such that for all
a′ ∈ A
b
F(a′)
∀k
￿￿
a
a′
∃!h
￿￿
such that
b F(a)
F(a′)
u //
k
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 &&
F(h)
￿￿
commutes.
i.e., every arrow k from b to (an object in the image of) F factors uniquely through
u.
Dually, a universal arrow from F to b is a pair  a,u , where a ∈ A and u:F(a) → b,
such that for all a′ ∈ A
b
F(a′)
∀k
OO a
a′
∃!h
OO
such that
F(a) b
F(a′)
u //
F(h)
OO
k
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 88
commutes.
A basic concept in Category Theory is that of adjunction, due to Kan [59]. It
provides a diﬀerent formulation for the concept of universal constructions.
Definition A.1.8 (Adjunction)
An adjunction from A to B is a triple  F,G,ϕ :A ⇀ B, where F:A → B and
G:B → A are functors and ϕ is a function which assigns to each pair of objects
a ∈ A and b ∈ B a bijection
ϕa,b:HomB(F(a),b) ∼ = HomA(a,G(b)),
which is natural both in a and b, i.e., such that for all k:a′ → a and h:b → b′ the
following diagrams commute.
HomB(F(a),b) HomA(a,G(b))
HomB(F(a′),b) HomA(a′,G(b))
ϕa,b //
◦F(k)
￿￿
◦k
￿￿
ϕa′,b
//
HomB(F(a),b) HomA(a,G(b))
HomB(F(a),b′) HomA(a,G(b′))
ϕa,b //
h◦
￿￿
G(h)◦
￿￿
ϕa,b′ //
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If  F,G,ϕ :A ⇀ B is an adjunction, F is called left adjoint to G and, viceversa,
G is called right adjoint to F. This is denoted by F ⊣ G.
The following two theorems state the relation between universal arrows and
adjunctions.
Theorem A.1.9 (Adjoints and Universal Arrows, part I)
Let G:B → A a functor such that
∀a ∈ A ∃F(a) ∈ B and ηa:a → GF(a) in A which is universal from a to G.
Then F extends to a functor F:A → B, where for each f:a → a′ ∈ A, F(f) is deﬁned
to be the unique morphism h:F(a) → F(a′) in B which makes
a GF(a)
a′
GF(a′)
ηa //
f
 
 
 
 
 !!
G(h)
￿￿ ηa′
 
 
 
 
 
 $$
commute.
Moreover, the pair  F,G,ϕ :A ⇀ B is an adjunction, where
ϕa,b = G( ) ◦ ηa:HomB(F(a),b) → HomA(a,G(b)),
F ⊣ G, i.e., F is left adjoint to G and G is right adjoint to F and η = {ηa}a∈A is a
natural transformation IdA
￿ → GF, called the unit of the adjunction.
Theorem A.1.10 (Adjoints and Universal arrows, part II)
Let F:A → B a functor such that
∀b ∈ B ∃G(b) ∈ A and ǫb:FG(b) → b in A which is universal from F to b.
Then G extends to a functor G:B → A, where for each f:b → b′ ∈ B, G(f) is
deﬁned to be the unique morphism h:G(b) → G(b′) in A which makes
FG(b′) b′
b
FG(b)
ǫb′ //
f
 
 
 
 
 >>
G(h)
OO
ǫb
 
 
 
 
 
 ::
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Moreover, the pair  F,G,ϕ :A ⇀ B is an adjunction, where
ϕa,b = ǫb ◦ F( ):HomA(a,G(b)) → HomB(F(a),b),
F ⊣ G, i.e. F is left adjoint to G and G is right adjoint to F and ǫ = {ǫb}b∈B is a
natural transformation FG
￿ → IdB, called the counit of the adjunction.
An adjunction  F,G,η,ǫ :A ⇀ B is called (generalized) reﬂection of A in B,
or B is said reﬂective in A, if the counit is a natural isomorphism. Dually, it is a
(generalized) coreﬂection of B in A, or A is coreﬂective in B, if the unit is a natural
isomorphism.
We end this section by recalling the concept of colimit, which is a generalization
of that of coproduct. Of course, there is the dual notion of limit that we shall not
give here. However, later on we shall consider again both limits and colimits.
Definition A.1.11 (Diagrams)
Given a small category J, the index, and a category C a diagram (of shape J) in C
is a functor D:J → C.
Informally speaking, a diagram selects an object cj ∈ C for any object j in J
and an arrow ui:cj → ck in C for any arrow i:j → k in J.
The diagonal functor ∆J:C → CJ associates to each object c the functor
∆J
c:J → C such that
i) ∆J
c(j) = c for any j ∈ J;
ii) ∆J
c(h) = idc for any h:i → j in J.
and associates to each arrow f:c → c′ the natural transformation {fj:∆J
c → ∆J
c′}
where fj = f for any j ∈ J. Intuitively, for each c in C, ∆ builds the diagram
consisting of the unique point c, i.e. {cj}j∈J = {c} and {uh}h in J = {idc}.
Definition A.1.12 (Cocones and Colimits)
A cocone of a diagram D in CJ is a natural transformation τ:D
￿ → ∆J
c for some c
in C, i.e., an object c in C and a family of arrows {τj}j∈J such that τj = τk ◦ui for
any ui:cj → ck.
The colimit (or inductive or direct limit) of a diagram D is an universal cocone,
i.e., a cocone  :D
￿ → ∆J
c such that for each cocone τ:D
￿ → ∆J
c′ there exists a unique
f:c → c′ in C such that ∆J(f) ◦   = τ, that is f ◦  j = τj for each j ∈ J.
By abuse of notation, we will call c itself colimit of D and will denote it by
lim − → D. Moreover, when J is clear from the context, we write simply ∆ and often we
omit ∆ itself writing τ:D
￿ → c for τ:D
￿ → ∆c.
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Theorem A.1.13 (Uniqueness of the Colimit)
The colimit of a diagram D, if it exists, is unique up to isomorphisms.
Functor Categories
Given categories C and D, the category D
C has objects the functors F:C → D and
has morphisms the natural transformations between them. (See also, e.g. [92, 14].)
Observe that, since the category of categories is actually a 3-category (i.e., we have
modiﬁcations ρ:α ⇛ β:F ⇒ G:C → D between natural transformations) D
C is a
2-category (see Appendix A.3).
There is an interesting connection between functor categories and limits and
colimits that we brieﬂy recall. Let J be a small category. There is an obvious
embedding ∆J:C → CJ deﬁned as follows to Set
C
op
.
c J
c
−→ C
c′ J
c
′
−→ C
  //
f
￿￿
f
￿￿
  //
CJ C
∆J //
where c is the constant functor with value c and f is the natural transformation
with each component equal to f.
By deﬁnition, ∆J has a right adjoint ∆J ⊣ lim ←−J if and only if C admits limits of
type J. In this case, the component at F of the counit εF:∆J lim ←−J → F is the limit
cone.
Dually, ∆J has a left adjoint lim −→J ⊣ ∆J if and only C admits colimits of type
J, and in this case ηF:F → lim ←−J ∆J, the component at F of the unit η, is the limit
cocone.
Given categories C and D which admits limits of type J, and given a functor
F:C → D, consider the following diagram
CJ C
DJ D
lim ←−C //
GJ
￿￿
G
￿￿
lim ←− D
//
where GJ is the functor which sends F:J → C to GF:J → D. From the universal
property of limits, we have a “canonical” natural transformation
αJ:G ◦ lim ←−C
￿ → lim ←−D ◦GJ
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which gives the comparison G(lim ←− F) → lim ←−(GF). If αJ is an isomorphism, we say
that G preserves limits of type J.
Dually, we can consider
CJ C
DJ D
lim −→C //
GJ
￿￿
G
￿￿
lim −→ D
//
and obtain the canonical comparison
βJ:lim − →D ◦GJ ￿ → G ◦ lim −→C,
i.e., the comparison lim −→(GF) → G(lim ←− F). If βJ is an isomorphism, we say that G
preserves colimits of type J.
It is interesting to recall that limits and colimits in functor categories are com-
puted “pointwise”. It follows that, when D admits limits (colimits) of type J, then
D
C admits limits (colimits) of type J. Moreover, for any c ∈ C, the evaluation
functor ( )c:D
C → D which applies F:C → D to c, preserves such limits (colimits).
More precisely, let F:J → D
C be a functor. For any c ∈ C, consider the functor
Fc = ( )c ◦ F, i.e.,
j F(j)(c)
j′ F(j′)(c)
  //
f
￿￿
F(f)c
￿￿
  //
D J
Fc //
If lim ←− Fc (lim −→ Fc) exists for all c ∈ C, then lim ←− F (lim −→ F) exists and
(lim ←− F)c ∼ = lim ←− Fc ((lim −→ F)c ∼ = lim −→ Fc).
Monads
Monads [22, 10, 72, 73, 74, 75] are a formalization of the notion of algebraic struc-
tures on sets. They are a very important and pervasive concept in category theory
and they are intimately connected to adjunctions. Formally monads are a general-
ization of the notion of monoid. Actually, a monad is a monoid in the category of
endofunctors on a given category C, as their deﬁnition shows.
Definition A.1.14
A monad on a category C is a triple (T,η, ), where
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• T is a endofunctor T:C → C;
• η:Id
￿ → T is a natural transformation, called the unit of the monad;
•  :T2 ￿ → T is a natural transformation, called the multiplication of the monad.
such that the following two diagrams commute
T T2 T
T
ηT //
id
__





￿￿
 
￿￿
Tη oo
id
??
••
 
 
 
 
 
 
Unit Laws
T3 T2
T2 T
T  //
 T
￿￿
 
￿￿
  //
Associative law
In order to realize how a monad is connected with algebra, one should think of
T as being the “signature”, in the precise sense of associating to each object c ∈ C
a “free algebra” Tc, should think of η as the injection of c in the “free algebra” on
it, and should think of   as providing the interpretation for the operations in Tc.
In this view, the following deﬁnition is self-explaining.
A ﬁrst connection between monads and adjunctions is obtained by noticing that
any adjunction η,ǫ:F ⊣ G:C ⇀ D determines a “canonical” monad (GF,η,GǫF) on
C.
Definition A.1.15
A T-algebra is a pair (x,h), where x ∈ C and h:Tx → x is a morphism, called the
structure map, such that
Tx Tx
Tx
ηx //
id
gg
 
 
 
 
 
 
 
 
 
 
 ''
h
￿￿
Unit
T2x Tx
Tx Tx
Th //
 x
￿￿
h
￿￿
h
//
Associativity
commute.
In terms of the algebraic interpretation above, one could rephrase this deﬁnition
by saying that an algebra for T is an object together with a map h which interprets
the “free operations” of Tx in actual operations in x. Of course, while doing this, one
must interpret the generators of the “free algebra” in the corresponding “elements”
of x, and this is what the unit axiom says, and must “respect” the signature, which
is the associativity axiom.
Observe that the “free algebras” are algebras, i.e., for any x we have that
(Tx, x) is a algebra.
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Definition A.1.16
A morphism of T-algebras, or a T-homomorphism, f:(x,h) → (x′,h′) is a morphism
f:x → x′ in C such that the following diagram commute.
Tx Tx′
x x′
Tf //
h
￿￿
h
′
￿￿
f
//
Observe that the condition above just says that a morphism in C is a T-
homomorphism if it respects the algebraic structure given by T and  . As in the
case of algebra, morphisms of the kind Tf are always T-homomorphisms.
T-algebras and their morphisms deﬁne the category C
T, which is related to C
by an adjunction ηT,ǫT:FT ⊣ GT:C ⇀ C
T deﬁned as follows.
•
x (Tx, x)
x′ (Tx′, x′)
  //
f
￿￿
Tf
￿￿
  //
C
T C
F
T //
• (x,h) x
(x′,h′) x′
  //
f
￿￿
f
￿￿
  //
C C
T G
T //
• ηT = η;
• ǫT is the natural transformation whose element at (x,h) is h.
Observe that the monad (GTFT,ηT,GTǫTFT) determined by the adjunction
above is again (T,η, ).
Thus, an adjunction determines a monad and a monad determines an adjunc-
tion. It is easy to see that this correspondence is not one-to-one. In fact, given an
adjunction F ⊣ G:C ⇀ D, consider the category DF image of F in D. Of course, F
and the restriction of G to DF still form an adjunction which determines exactly
the same monad on C. However, among the adjunctions which identify a given
monad, it is possible to distinguish two best choices, i.e., those which enjoys the
two kinds of universal properties. The ﬁrst of these is the adjunction FT ⊣ GT just
given.
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Theorem A.1.17
Let F ⊣ G:C ⇀ A be an adjunction which determines the monad (T,η, ). Then,
there exists a unique K:A → C
T such that the following diagrams commute.
A C
T
C
K //
F
OO
F
T
 
 
 
 
 
 
 
 
 
 
 88
and
A C
T
C
K //
G
￿￿ G
T
xx
 
 
 
 
 
 
 
 
 
 
 
In other words, one could say that FT ⊣ GT is terminal in the category of the
adjunctions F ⊣ G which determines T.
The functor K of theorem above is called comparison functor. When K is an
isomorphism, one says that F is monadic, which means that F is isomorphic to a
“category of algebras” construction.
The other canonical adjunction which identiﬁes T is given by the Kleisli category
CT of free algebras for T [70], which is again motivated by algebraic considerations.
A free algebra is characterized by the well-know property that each homomor-
phism from it to any other algebra is uniquely determined by its behaviour on the
generators. Thus, given the monad (T,η, ) on C, the category of “free algebras”
for T can be reasonably deﬁned as follows:
Objects: for any c ∈ C there is a (formal) object cT in CT, representing the free
algebra on c;
Arrows: for any arrow f:c → Tc′ there is a morphism f∗:cT → c′
T; observe that
this makes cT a free algebra.
The composition of arrow in CT is given by the following rule
xT
f
∗
−→ yT
g
∗
−→ zT ;
 
x
f
−→ Ty
Tg
−→ T2z
 z −→ Tz
 ∗
.
Observe that the identity on xT is η∗
x
As announced, there is an adjuction ηT,ǫT:FT ⊣ GT:C ⇀ CT. Let us give the
relevant deﬁnitions.
• x xT
x′ x′
T
  //
f
￿￿
(ηx′◦f)
∗
￿￿
  //
CT C
FT //
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•
xT Tx
x′
T Tx′
  //
f
∗
￿￿
( x′◦f)
￿￿
  //
C CT
GT //
• ηT = η;
• ǫT is the natural transformation whose element at xT is id
∗
Tx.
Of course,the monad (GTFT,ηT,GTǫTFT) which this adjunction determines is
(T,η, ), and we have the following theorem.
Theorem A.1.18
Let F ⊣ G:C ⇀ A be an adjunction which determines the monad (T,η, ). Then,
there exists a unique L:CT → A such that the following diagrams commute.
A CT
C
L oo
F
OO
FT
 
 
 
 
 
 
 
 
 
 
 88
and
A CT
C
G
￿￿
L oo
GT
xx
 
 
 
 
 
 
 
 
 
 
 
which means that FT ⊣ GT is initial in the category of the adjunctions F ⊣ G which
determines T.
We conclude this section by recalling that a natural transformation σ:T → T′ is
a morphisms of monads between (T,η, ) and (T′,η′, ′) if the following diagrams
commute.
Id
T T′
η
••
 
 
 
 
 
  η
′
 
 
 
 
 
   
σ //
T2 T′2
T T′
σ
2 //
 
￿￿
 
′
￿￿
σ //
Monad T is a submonad of T′ is σ is mono.
A.2 Monoidal Categories
A monoidal category [3, 21, 90] is a structure V = (V0,⊗,e,α,λ,ρ), where
• V0 is the underlying category and e ∈ V;
• ⊗:V0 × V0 → V0 is a functor;
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• α: 1 ⊗ ( 2 ⊗ 3)
∼ −→ ( 1 ⊗ 2) ⊗ 3 is “the associativity” natural isomorphism;
• λ:e ⊗ 1
∼ −→ 1 is “the left unit” natural isomorphism;
• ρ: 1 ⊗ e
∼ −→ 1 is “the right unit” natural isomorphism;
subject to the Kelly-MacLane coherence axioms [87, 62, 67] expressed by the com-
mutativity of the diagrams below.
x ⊗ (y ⊗ (z ⊗ k)) (x ⊗ y) ⊗ (z ⊗ k) ((x ⊗ y) ⊗ z) ⊗ k
(x ⊗ (y ⊗ z)) ⊗ k) x ⊗ ((y ⊗ z) ⊗ k)
idx⊗αy,z,k
￿￿
αx,y,z⊗k // αx⊗y,z,k //
αx,y⊗z,k
//
αx,y,z⊗idk
OO
x ⊗ (e ⊗ y) (x ⊗ e) ⊗ y
x ⊗ y
αx,e,y //
idx⊗λy
 
 
 
 
 
 
 
 
 &&
ρx⊗idy xx
 
 
 
 
 
 
 
 
 
Such axioms are needed in order to guarantee the coherence of the structural
isomorphisms α, λ and ρ. In fact, these are meant to express the usual laws of
monoids “up to isomorphism” by giving explicitly the isomorphism, e.g., between
e ⊗ x and x. It is reasonable then to require that, between two given objects,
there is at most one such isomorphism, that is to say that the isomorphisms are
“well-given”.
Theorem. Every diagram of natural transformations each arrow of
which is obtained by repeatedly applying ⊗ to “instances” of α, λ,
ρ, their inverses and identities, where in turn “instances” means com-
ponents of the natural transformations at objects of V0 obtained by
repeated applications of ⊗ to e and to “variables”, commutes.
A monoidal category is strict if α, λ and ρ are the identity natural transfor-
mation, i.e., if ⊗ is strictly monoidal. An interesting example of a strict monoidal
category is the category of endofunctors on a category C, the tensor product be-
ing given by the composition of functors and horizontal composition of natural
transformations.
A monoidal category is symmetric if it is given a symmetry natural isomorphism
γ: 1 ⊗ 2
∼ −→ 2 ⊗ 1
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satisfying the axioms expressed by the commutativity of the following diagrams.
x ⊗ y y ⊗ x
x ⊗ y
γx,y //
id
 
 
 
 
 
 
 
 
 
 
 ((
γy,x
￿￿
and
e ⊗ x x ⊗ e
x
λx
 
 
 
 
 
 
 ""
γe,x //
ρx
||
 
 
 
 
 
 
 
x ⊗ (y ⊗ z) (x ⊗ y) ⊗ z z ⊗ (x ⊗ y)
x ⊗ (z ⊗ y) (x ⊗ z) ⊗ y (z ⊗ x) ⊗ y
idx⊗γy,z
￿￿
αx,y,z // γx⊗y,z //
αz,x,y
￿￿
αx,z,y
//
γx,z⊗idy
//
Observe that the ﬁrst axiom says that the inverse of γ is γ∆, where ∆ is the
bifunctor which swaps its arguments, which is the coherence of γ wih itself. The
other two axioms express the coherence of γ respectively with λ, ρ and α.
When γ is the identity, V is said strictly symmetric.
A monoidal functor (F,ϕ0,ϕ):V → V′ is given by
• a functor F:V0 → V′
0;
• an arrow ϕ0:e′ → F(e) in V′
0;
• a natural transformation ϕ:F( 1) ⊗′ F( 2)
￿ → F( 1 ⊗ 2);
which make the following diagrams commutative
F(x) ⊗′ (F(y) ⊗′ F(z)) F(x) ⊗′ F(y ⊗ z) F(x ⊗ (y ⊗ z))
(F(x) ⊗′ F(y)) ⊗′ F(z) F(x ⊗ y) ⊗′ Fz F((x ⊗ y) ⊗ z)
idFx⊗
′ϕy,z //
α
′
Fx,Fy,Fz
￿￿
ϕx,y⊗z //
Fαx,y,z
￿￿
ϕx,y⊗
′idFz
//
ϕx⊗y,z
//
e′ ⊗′ F(x) F(e) ⊗′ F(x)
F(e ⊗ x)
F(x)
ϕ
0⊗
′idFx //
λ
′
Fx
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 ##
ϕe,x
￿￿
Fλx
￿￿
and
F(x) ⊗′ e′ F(x) ⊗′ F(e)
F(x ⊗ e)
F(x)
idFx⊗
′ϕ
0
//
ρ
′
Fx
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 ##
ϕx,e
￿￿
Fρx
￿￿
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A monoidal functor (F,ϕ,δ) is symmetric if, in addition, the following commutes.
F(x) ⊗′ F(y) F(x ⊗ y)
F(y) ⊗′ F(x) F(y ⊗ x)
ϕx,y //
γ
′
Fx,Fy
￿￿
Fγx,y
￿￿
ϕy,x //
When ϕ0 and ϕ are isomorphisms, respectively identities, then (F,ϕ0,ϕ) is called
strong, respectively strict, (symmetric) monoidal functor. Combining strictness
and non-strictness conditions, one obtains the category of small and locally small
monoidal categories listed in Table A.3
A monoidal transformation is a natural transformation σ:F
￿ → F′ such that
F(x) ⊗′ F(y) F(x ⊗ y)
F′(x) ⊗′ F′(y) F′(x ⊗ y)
ϕx,y //
σx⊗
′σy
￿￿
σx⊗y
￿￿
ϕ
′
x,y
//
and
F(e) F′(e)
e′
σe //
ϕ
0
``
 
 
 
 
 
  ϕ
′0
 
 
 
 
 
 ==
Clearly, all the categories B appearing in Table A.3 have a corresponding 2-
category B obtained by providing B with monoidal transformations as 2-cells. (See,
e.g., Table B.)
A.3 2-Categories
A relevant part of the work in category theory has been devoted to the study of
an interesting and conceptually relevant generalization of the notion of category,
namely the enriched categories [63]. The idea is to replace the homsets in a category
by objects of a chosen monoidal closed category V [21], giving rise to V-categories,
or categories enriched over V. This idea is supported by the observation that what
makes of sets a suitable place where the hom-objects can live is their monoidal
closed structure, whose tensor product allows the deﬁnition of arrow composition.
2-categories [69, 5] are a special case of enriched categories, namely the cate-
gories enriched over Cat. Of course this choice is a bit special, since Cat is a rather
special category which enjoys many properties and thus allows much more than a
generic monoidal category. Consequently, the theory of 2-categories has developed
on its own way.
Formally, a 2-category C consists of a collection {a,b,c,...} of objects, or 0-cells,
a collection {f,g,h,...} of morphisms, or 1-cells, and a collection {α,β,γ,...} of
transformations, or 2-cells. 1-cells are assigned a source and a target 0-cell, written
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small locally small
monoidal strict monoidal monoidal strict monoidal
S
T
R
I
C
T
non
symmetric
MonCat sMonCat MonCAT sMonCAT
symmetric
SMonCat SsMonCat SMonCAT SsMonCAT
strictly
symmetric
sSMonCat sSsMonCat sSMonCAT sSsMonCAT
S
T
R
O
N
G
non
symmetric
MonCat⋆ sMonCat⋆ MonCAT⋆ sMonCAT⋆
symmetric
SMonCat⋆ SsMonCat⋆ SMonCAT⋆ SsMonCAT⋆
strictly
symmetric
sSMonCat⋆ sSsMonCat⋆ sSMonCAT⋆ sSsMonCAT ⋆
M
O
N
O
I
D
A
L
non
symmetric
MonCat⋆⋆ sMonCat⋆⋆ MonCAT⋆⋆ sMonCAT⋆⋆
symmetric
SMonCat⋆⋆ SsMonCat⋆⋆ SMonCAT⋆⋆ SsMonCAT ⋆⋆
strictly
symmetric
sSMonCat⋆⋆ sSsMonCat⋆⋆ sSMonCAT⋆⋆ sSsMonCAT⋆⋆
Legenda: The data in the deﬁnition of monoidal categories and functors give rise
to many combinations according to whether the monoidality and the symmetry are
strict or not and so on. To ﬁx notation, we propose the nomenclature above. The
idea is that, since we consider the categories with strict monoidal functors as the
“normal” categories, we explicitly indicate with simple and double superscripted
⋆’s the categories with, respectively, strong monoidal functors and simply monoidal
functors. This is indicated by the leftmost column in the table. Clearly, the cat-
egories of symmetric monoidal categories consists always of symmetric monoidal
functors. Moreover, sS means strictly symmetric while sMon means monoidal strict.
We distinguish between categories of locally small and of small categories by using
uppercase letters in the ﬁrst case. Enriching the categories above with monoidal
transformations between monoidal functors, one gets an analogous table for the
categories above considered as 2-categories.
Table A.3: A nomenclature for categories of monoidal categories
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as f:a → b, and 2-cells are assigned a source and a target 1-cell, say f and g, in
such a way that f,g:a → b, and this is indicated as α:f ⇒ g:a → b, or simply
α:f ⇒ g. Moreover, the following operations are given:
• a partial operation ◦ of horizontal composition of 1-cells, which assignes to
each pair (g:b → c,f:a → b) a 1-cell g ◦ f:a → c;
a b c
#
" g◦f
￿￿
f
//
g //
• a partial operation ∗ of horizontal composition of 2-cells, which assigns to
each pair (β:h ⇒ k:b → c,α:f ⇒ g:a → b) a 2-cell β∗α:h◦f ⇒ k◦g:a → c.
a b c
f
⇓α
//
g //
h
⇓β
//
k
// ; a c
h◦f
⇓β∗α
//
k◦g
//
• a partial operation   of vertical composition of 2-cells, which assignes to
each pair (β:g ⇒ h:a → b,α:f ⇒ g:a → b) a 2-cell (β   α:f ⇒ h:a → b.
Moreover, to each object a there is an associated identity 1-cell ida and to
each morphism f there is an associated 2-cell identity 1f. These data satisfy the
following axioms.
• The objects and the morphisms with the horizontal composition of 1-cells and
the identities ida form a category C, called the underlying category of C;
• For any pair of objects a and b, the morphisms of the kind f:a → b and their
2-cells form a category under the given operations of vertical composition of
2-cells with the identities 1f;
• the objects and the 2-cells form a category under the operation of horizontal
composition of 2-cells with identities 1ida;
• for all f:a → b and g:b → c, it 1g ∗1f = 1(g◦f). Finally, for all the situations
of the kind
a b c
#
" f
⇓α ￿￿
g //
 
!
h
⇓β
OO
#
" u
⇓γ
￿￿
u //
 
!
w
⇓δ
OO
it is (δ ∗ β)   (γ ∗ α) = (δ   γ) ∗ (β   α).
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All the above is the long way to say that a 2-category C is a category “enriched
with morphisms” between the morphisms of ﬁxed source and target, in such a way
that each homset becomes a category HomC(a,b) and, moreover, the composition
HomC(b,c) × HomC(a,b) → HomC(a,c) is a functor.
Notations. Very often horizontal composition is denoted just by juxtaposition. More-
over, ∗ takes precedence over   . Identities 2-cells are almost always denoted by the
correspondent 1-cell. Therefore 1g ∗ α ∗ 1f is written as g ∗ α ∗ f, or even gαf.
One of the most used techniques in the theory of 2-categories is the pasting of
diagrams of 2-cells [5, 69]. The two basic situations are
• •
• •
f //
g




￿￿
⇓ α u




￿￿
h
 
 
 
 
 ??
v //
⇓ β
= βg   uα:uf ⇒ uhg ⇒ vg
• •
• •
u //
h




￿￿
⇓ α f
 
 
 
 
 ??
g //
⇓ β v
 
 
 
 
 ??
= vα   βf:uf ⇒ vhf ⇒ vg.
The pasting of a general diagram can be obtained from these two cases by reducing
the diagram step by step. It can be shown that the result of the pasting does
not depend on the order in which it is reduced, and that is what makes of this a
powerful technique.
The notion of 2-functors and 2-natural transformations are the natural exten-
sions of the corresponding one dimensional version when 2-cells are present. Here
follow the deﬁnitions.
Definition A.3.1
Given the 2-categories C and D, a 2-functor F:C → D is a function which maps ob-
jects to objects, morphisms to morphisms and 2-cells to 2-cells, preserving identities
and composition of all kinds.
Definition A.3.2
Given the 2-functors F,G:C → D, a 2-natural transformation η:F
￿ → G is a C
indexed families of arrows ηc:F(c) → G(c) in D such that for any f:c → d in C, the
following diagram commutes
F(c) G(c)
F(d) G(d)
ηc //
F(f)
￿￿
G(f)
￿￿
ηd
//
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and, for any α:f → g in C,
F(c) F(d) G(d)
F(f)
⇓F(α)
//
F(g)
//
ηd // = F(c) G(c) G(d)
ηc //
G(f)
⇓G(α)
//
G(g)
//
It is a general fact from the theory of enriched categories that, for any pair of V-
functors, the V-natural transformations between them form an object of V. Since in
the case of 2-categories V is Cat, we have that the 2-natural transformations F
￿ → G
are a category. In other words, the category of the small 2-categories is a 3-category.
It also follows that the category of functors between two 2-categories is still a 2-
category We state the notion of “morphism” between natural transformations.
Definition A.3.3
Given the 2-natural transformations η,σ:F → G, a modiﬁcation ρ:η ⇛ σ is a C
indexed family of 2-cells ρc:ηc ⇒ σc:F(c) → G(c) in D, such that, for any f:c → d
in C, it is
F(c) F(d) G(d)
F(f) //
ηd
⇓ρd
//
σd
// = F(c) G(c) G(d)
ηc
⇓ρc
//
σc
//
G(f) //
We conclude this section by recalling the deﬁnition of adjunction in a 2-category,
which the usual deﬁnition of adjunction in Cat is a particular case of.
Definition A.3.4
An adjunction η,ε:f ⊣ u:a → b in C is a pair of 1-cells f:a → b and u:b → a
together with two cells
a a
b
id //
f
 
 
 
 
 
 ￿￿
⇓ η u
??
 
 
 
 
 
 
and
a
b b
f
 
 
 
 
 
 ￿￿ ⇓ ε
u
??
 
 
 
 
 
 
id
//
called respectively unit and counit of the adjunction, which are inverse to each
other wrt. the two possible pastings of them, i.e.,
a a
b b
id //
f
 
 
 
 
 
 ￿￿
⇓ η f
 
 
 
 
 
 ￿￿
u
??
 
 
 
 
 
 
id
//
⇓ ε = 1f
and
a a
b b
id //
f
 
 
 
 
 
 ￿￿
⇓ η u
??
 
 
 
 
 
id
//
⇓ ε u
??
 
 
 
 
 
 
= 1u
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which are called the triangular equalities of the adjunction.
Clearly, adjunctions in C can be composed and, actually, they form a category
whose identities are the adjunctions 1,1:ida ⊣ ida:a → a. Let η1,ε1:f1 ⊣ u1:a → b
and η2,ε2:f2 ⊣ u2:b → c be adjunctions. Their composite is η,ε:f2f1 ⊣ u1u2:a → c
where η and ε are given by the pastings of diagrams below.
a a
b b
c
f1
 
 
 
 
 
 ￿￿
id //
id //
f2
 
 
 
 
 
 ￿￿
u1
??
 
 
 
 
 
 
⇓ η1
⇓ η2 u2
@@
 
 
 
 
 
 
a
b b
c c
f1
 
 
 
 
 
 ￿￿ ⇓ ε1
⇓ ε2
u1
??
 
 
 
 
 
 
id
//
f2
 
 
 
 
 
 ￿￿
id
//
u2
@@
 
 
 
 
 
 
A relevant notion linked to adjunction is that of 2-cells mates under adjunctions.
Given the adjunctions η,ε:f ⊣ u:a → b and η′,ε′:f′ ⊣ u′:a′ → b′, and given the 1-
cells ˆ f:a → a′ and ˆ u:b → b′, there is a bijection between the 2-cells α:f′◦ ˆ f ⇒ ˆ u◦f
and β: ˆ f ◦ u ⇒ u′ ◦ ˆ u given by the following correspondence:
α  →
a a′ a′
b b B′
ˆ f //
f
 
 
 
 
 
 ￿￿
f
′
 
 
 
 
 
   
id //
⇓ ε
u
@@
 
 
 
 
 
 
id
//
⇓ α
ˆ u
//
u
′
 
 
 
 
 
 >>
⇓ η
′
β  →
a a a′
b b′ b′
id //
f
 
 
 
 
 
 ￿￿
ˆ f //
f
′
 
 
 
 
 ￿￿
⇓ η u
@@
 
 
 
 
 
 
ˆ u
//
⇓ β
id
//
u
′
 
 
 
 
 ??
⇓ ε
′
In other words, the mate of a 2-cell is obtained by pasting the appropriate unit
and counit at its ends. The interesting fact is that the bijection above respects
composition, both horizontal and vertical. Correspondent α and β are said to be
mates under the adjunctions f ⊣ u and f′ ⊣ u′ (wrt. ˆ f and ˆ u).
A.4 Categories of Fractions
An important technique in many ﬁelds of mathematics is “taking the quotient”,
which, generally speaking, permits to reduce an “object” by identifying some of “its
elements”. The kind of device one needs in order to be able to quotient an object
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of course depends on the structure on the object itself. For instance, in set theory
one uses equivalence relations, while an algebra is quotiented via congruences.
There is also an obvious way to quotient categories, namely, instead of consider-
ing equivalence classes of objects and/or morphisms, leave the categorical structure
do the work for you, and just rend isomorphic some objects. Observe that this is
completely in tune with category theory, where the individuality of the objects is
given by the morphisms.
Given a category C we say that a functor F:C → D makes a morphism f in
C invertible, or simply inverts f, if F(f) is invertible. If Σ is a class of arrows
C, C[Σ−1], the category of fractions [29, 127] of C for Σ, is a category with a
functor PΣ:C → C[Σ−1] which is universal among the functors which make all the
morphisms in Σ invertible. In explicit terms, this means that for any F:C → D
which inverts Σ there is a unique functor G:C[Σ−1] → D which makes the following
diagram commutative.
C C[Σ−1]
D
PΣ //
F
 
 
 
 
 
 
 
 
 
 
 
 
 ''
G
￿￿
If C is locally small then C[Σ−1] exists for any Σ and it is given by the following
construction.
Let A be the disjoint union of the arrows of C and Σ, and let in1 an
in2 denote the respective injections. Let G be the (large) graph whose
nodes are the objects of C, whose class of arcs is A and where the source
and target relations are given as follows
f:c → d in C ⇒ c
in1(f)
−→ d in G
f:c → d in Σ ⇒ d
in2(f)
−→ c in G
Then, C[Σ−1] is the category freely generated from G modulo the fol-
lowing equations:
in1(g) ◦ in1(f) = in1(g ◦ f) and idc = in1(idc);
in1(f) ◦ in2(f) = id = in2(f) ◦ in1(f)
Now, PΣ is given by
c c
d d
  //
f
￿￿
in1(f)
￿￿
  //
C C[Σ−1]
PΣ //
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This makes evident that PΣ inverts Σ. Consider now any F:C → D which inverts
Σ. Deﬁne G:C[Σ−1] → D as follows
c F(c)
d F(d)
  //
in1(f)
￿￿
F(f)
￿￿
  //
and
c F(c)
d F(d)
  //
in2(f)
￿￿
F(f)
−1
￿￿
  //
which immediately gives GPΣ = F. If G′ has the same property, then it coincides
with G (and with F) on the objects. Moreover, G′(in1(f)) = F(f) = G(in1(f)),
while, by deﬁnition of functor G′(in2(f)) = G′(in2(f)−1)−1 = G′(in1(f))−1 =
G(in1(f))−1 = G(in2(f)−1), i.e., G′ = G.
Of course, the morphisms in Σ will not necessarily be the unique morphisms
inverted by PΣ. The class of morphisms f such that PΣ(f) is invertible, is called
the saturation of Σ.
Example A.4.1
Consider the monoid N∗ of the non-zero natural numbers with the usual product,
viewed as a category, and take Σ to be the set of primes. Then, N∗[Σ−1] is Q, the
group of the non-zero rational numbers, and the saturation of Σ is N∗ itself.
The following is an interesting fact which relates categories of fractions, reﬂec-
tions and coreﬂections. The reader is referred to [29] for the proof.
Proposition A.4.2
Let F ⊣ G:C ⇀ D be an adjunction. Consider ΣF = {f in C | F(f) invertible} and
ΣG = {f in D | G(f) invertible}. Then
i) F ⊣ G is a reﬂection ⇔ H:C[Σ
−1
F ] → D s.t. H ◦ PΣF = F is an equivalence;
ii) F ⊣ G is a coreﬂection ⇔ H:D[Σ
−1
G ] → C s.t. H ◦ PΣG = G is an equivalence;
Although the description of C[Σ−1] is very simple, managing its morphisms can
sometime be awkward. However, there is a particularly happy case in which such
morphisms can be characterized very smoothly.
We say that Σ admits a calculus of left fractions if
i) All the identities of C belong to Σ;
ii) If s:x → y and t:y → z are in Σ, then t ◦ s belongs to Σ.
iii) For any
x y
x′
f //
s ￿￿ with s ∈ Σ, there exists a commutative
x y
x′ y′
f //
s￿￿ t ￿￿
g //
with t ∈ Σ;
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iv) For any x
s −→ y z
f //
g // , s ∈ Σ and f◦s = g◦s, there exists y z
f //
g //
t −→ y′
with t ∈ Σ and t ◦ f = t ◦ g.
Suppose that Σ admits a calculus of left fractions and for any c,d ∈ C consider
the set H(c,d) of pairs of morphisms (s,f) with f:c → d′ in C and s:d → d′ in Σ.
Then, deﬁne the binary relation ∼ on H(c,d) as follows:
(s,f) ∼ (t,g) if there exist d′ a −→ x d′′ b −→ x such that a ◦ f, b ◦ t ∈ Σ
and
c d
d′ d′′
x
f
￿￿
g
 
 
 
 
 
 
 
 
 
 
 
 
 ''
s
ww
 
 
 
 
 
 
 
 
 
 
 
 
 
t
￿￿
a




￿￿
b ~~
 
 
 
 
 
 
commutes.
Thanks to the fact that Σ admits a calculus of left fractions, it is very easy to
see that ∼ is an equivalence relation on H(c,d). Consider (s,f) ∈ H(c,d) and
(t,g) ∈ H(d,e). By points (ii) and (iii) above, we can push it out to an element
(t′ ◦ t,f′ ◦ f) ∈ H(c,e), as shown by the diagram below.
c d e
d′ e′
x
f
 
 
 
 
 
 ￿￿
s
￿￿
g
 
 
 
 
 
 ￿￿
t
￿￿
f
′
 
 
 
 
 
   
t
′
￿￿
(A.11)
Exploiting again the four properties of Σ, one can shown quite easily that a diﬀerent
choice of f′:d′ → x and t′:e′ → x in the diagram (A.11) would give a pair ∼-
equivalent to (t′ ◦ t,f′ ◦ f) in H(c,e). Moreover, it is again elementary to verify
that replacing (s,f) and (g,t) by ∼-equivalent pairs, does not aﬀect the equivalence
class of the resulting pair, which remains [(t′ ◦ t,f′ ◦ f)]∼. Thus, for any triple
c,d,e ∈ C, we have a well-deﬁned function ∗:H(d,e)/∼ × H(c,d)/∼ → H(c,e)/∼,
which, denoting with s|f the ∼-equivalence class of (s,f), can be expressed in
elementary terms as t|g∗s|f = (t′ ◦t)|(f′ ◦f) for some f′ in C and t′ ∈ Σ for which
the diagram (A.11) commutes.
It is now just a matter of a few calculations to see that ∗ is associative and
that the elements idc|idc behaves as identities. Therefore, we can consider the
category Σ−1C whose objects are those of C and whose homsets are the quotient
sets H(c,d)/∼.
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Proposition A.4.3
Suppose that Σ admits a calculus of left fractions. Then Σ−1C ∼ = C[Σ−1].
Proof. It is enough to see that there exists ΣP:C → Σ
−1C which inverts Σ and enjoys
the same universal property as C[Σ
−1]. To this aim, consider ΣP which acts as the
identity on the objects and sends f:c → d in C to idd|f in Σ
−1C.
Then, concerning the ﬁrst point, consider the following diagram, which shows that,
for any s ∈ Σ, it is s|s = id|id.
c c
d c
d
s
￿￿
id
 
 
 
 
 
 
 
 
 
 
 
 ''
s
ww
 
 
 
 
 
 
 
 
 
 
 
 
id
￿￿
id
 
 
 
 
 
 ￿￿
s
 
 
 
 
 
  ￿￿
Then, it is easy to see that s|id is the inverse of id|s. In fact, considering the appro-
priate diagrams of the kind of diagram (A.11), we obviously have s|id ∗id|s = s|s and
id|s ∗ s|id = id|id.
Let now F:C → D be a functor which inverts Σ. Then, G:Σ
−1C → D such that
G(c) = F(c) and G(s|f) = F(s)
−1 ◦ F(f) is the unique functor such that G ◦ ΣP = F.
 
Example A.4.4
Let us consider again the situation of Example A.4.1, but with Σ = N∗. Then,
we can look at the pairs (n,m) as fractions. Then n|m is the rational number
represented by (n,m). In fact, it is easy to see that (n,m) ∼ (p,q) if and only if
nq = pm, i.e., if and only if n/m = p/q.
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functor, 319
coﬁnal functor, 225
(ℵ-)chain functor, 222
(ℵ-)directed functor, 222
embedding, 319
(ℵ-)ind-representable functor, 231
forgetful functor, 319
faithful, 319
full, 319
left adjoint functor, 323
monadic adjoint functor, 329
representable functor, 215
right adjoint functor, 323
embedding, 319
full embedding, 319
generalized trace languages, 148
graph, 12
graphs, 316
horizontal composition of 1-cells, 335
horizontal composition of 2-cells, 335
ind-morphisms, 248, 251, 252
ind-objects, 246
ind-representable functors, 231
indexed notation for ind-objects, 246
inﬁnite multise monad, 66
inﬁnite multisets, 66
initial marking, 66, 67
initial object, 321
interchange permutation, 45
interleaving surface, 137
interleaving/noninterleaving axis, 143
invertible arrows, 317
labelled event structures, 138
conﬁgurations, 138
deterministic, 139
morphisms, 138
labelled partial orders, 143
labelled transition systems, 131
languages of prime strings, 94
left adjoint functors, 323
left unit isomorphisms, 331
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linear/branching axis, 206
linearization of multisets, 52
lifting monad, 14
lluf subcategory, 18
marked petri nets, 15
marked process, 20
marked process nets, 20
mates under adjunctions, 239, 338
modiﬁcation, 337, 325
monads, 326
monadic functor, 329
monic morphisms, 317
monoidal
categories, 330
functors, 332
natural isomorphisms, 52, 54
quotient categories, 33
transformations 333
monoids monad 45, 52
morphisms
of generalized trace languages, 149
of labelled event structure, 138
of labelled transition system, 132
of monads, 52, 330
of occurrence nets, 88, 107
preserve concurrency, 88
of pre-transition systems with inde-
pendence, 174
of PT nets, 67
of prime algebraic domains, 102
of prime event structures, 100
of safe nets, 68
of semilanguages 146, 147
of transition system with indepen-
dence, 142
multisets, 65
ﬁnite, 12
inﬁnite, 66
linearization of multiset, 52
underlying a string, 50
with inﬁnite multiplicities, 65
natural transformations, 320
nondeterministic composition of nets, 75
oTSIE and LES are equivalent, 171
objects under c, 107
occurrence nets, 69
deterministic occurrence nets, 18
occurrence transition systems with inde-
pendence, 151
opposite category, 318
parallel composition of nets, 70
with synchronization, 71
partial words, 143
pasting diagram of 2-cells 336
permutation 23, 34, 45, 47, 60
operations on permutations, 45
pointed Petri nets, 15
pre-transition systems with
independence, 174
preﬁx order on SW(L), 144
prime algebraic domains, 101
prime event structures, 100
prime strings, 94
processes, 19
process nets, 18
product and permutation categories, 22
products 321
in DecOcc, 90, 91
in PTNets, 70, 71
pruning of a string, 175
pseudo-functor, 51, 53
reachable markings, 68
reﬂection, 324
reﬂective subcategory, 324
representable functors, 215
retractions, 317
right unit isomorphisms, 331
safe nets, 68
sections, 317
securing for a conﬁguration, 139
semilanguages, 145
coherence axiom for semilanguages,
146
deterministic semilanguages, 145
semiwords, 144
small categories, 214
small sets, 313
“smoother than” ordering, 145
steps, 15, 68
step sequences, 16, 68
strict monoidal categories, 331
350Index
strictly symmetric monoidal categories,
332
strong concatenable processes, 57, 61
composition, 57
parallel composition, 58
subcategory, 317
coﬁnal subcategories, 225
coreﬂective subcategory, 324
full subcategory, 317
lluf subcategory, 18
reﬂective subcategory, 324
submonad, 330
subnets of a net, 83
suitable triples, 174
symmetric Petri category, 53
symmetric group of order n!, 23
symmetric monoidal category, 331
symmetric monoidal functors, 332
symmetric strict monoidal category, 21
symmetries, 22
in DCP[N] 114
in CQ[N], 58
symmetry isomorphisms, 332
synchronization trees, 132
terminal object, 321
transition systems with
independence, 141
transitions
in in CP[N] 29
transitions in CQ[N] 59
transitions in DCP[N] 115
transposition, 23, 34, 60
unfolding semantics, 99
unfoldings
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of safe nets, 90
of transition systems 133
of transition systems with indepen-
dence, 156
units of the adjunction, 323
unit of a monadm 327
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universe, 313, 315
universe of small sets, 214
vector of permutations, 23
vertical composition of 2-cells, 335
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operations on vperms, 23
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