Abstract-The integration of renewable energy sources such as wind and solar into the electric power grid is a coveted yet challenging goal. The difficulties arise from the intermittency of the sources, the required increase in transmission capacity, and the lack of coordination between control entities. In this paper, a method is developed and implemented for the optimal coordination between storage and intermittent resources in multiple control areas. The problem is formulated as a decomposed multi-step optimization problem using the Optimality Condition Decomposition method. This allows reducing the computational effort by dividing the overall optimization problem into subproblems. Simulation results show convergence to the centralized solution and provide an indication of the benefits of coordinating control areas.
I. INTRODUCTION
T RADITIONAL energy generation from sources such as fossil fuel power plants is harmful to the environment as well as non-sustainable. It is desirable to replace these generation plants by renewable sources such as wind power, but these sources are intermittent and non-dispatchable. Another challenge is that in the United States, the locations with the highest wind speeds are located in the Midwest but load centers are mainly on the coasts, and the existing grid infrastructure was not designed for transmitting significant power from these locations to the coasts. This situation is complicated by the fact that there is a lack of coordination between control areas, resulting in a non-optimal usage of available balancing resources. In order to reach the US Department of Energy's goal of 20% wind penetration by 2030 [1] , a solution to these problems must be obtained.
Some goals of the "smart grid", a redesigned power grid, are to provide better control over the power flow in the grid, monitor the system state more accurately, and increase communication capabilities within the grid. These features will allow better usage of the existing system infrastructure and efficiently integrate new elements such as renewable generation and/or storage devices into the system. This paper focuses on how to optimally coordinate available storage capabilities in one control area with intermittent renewable generation in another area to reliably supply the requested load. By using storage located near load centers, it is possible to transmit the produced power to these locations during times when the transmission system is not heavily loaded and feed it into the storage devices. This energy can then be used during high load situations when the transmission capacity is
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at its limit and the demand exceeds the supply, alleviating the problem of underrated infrastructure. The intermittency issue is addressed as well, as storage also allows balancing the intermittent power output from the renewable generators.
With storage devices in the system, the question arises of when to store and when to withdraw energy from the device. In this paper, we will use a multi-step optimization based on model predictive control for optimal usage of the storage device because it allows taking into account wind forecasts and explicitly incorporates capacity constraints of the storage device.
Thus, optimization does not just take place over a single time step but over an entire time horizon. The consequence is that the number of variables and problem size grows greatly. It becomes challenging to apply this computationally intensive technique to a large system with fast time constants such as a power system. This, along with the fact that the control decisions in the system are made across separate control areas, makes using a mathematical decomposition algorithm very valuable. Optimality Condition Decomposition [4] , a technique based on Lagrangian Relaxation, in combination with the Unlimited Point Algorithm, is used to decompose and efficiently solve the overall optimization problem.
The paper is organized as follows: Section II discusses related work in this area. Section III discusses how the generators, load, storage, and system constraints are modeled. In Section IV, the background for the methodologies used in the algorithm are explained. Simulation results and discussion are given in Section V and concluding remarks and plans for future work are discussed in Section VI.
II. PREVIOUS RELATED WORK
The multi-step receding horizon optimization used in this paper is based on model predictive control (MPC). MPC has been previously applied to the field of power systems. In [8] , intermittent resources are coordinated with conventional generators to minimize an economic dispatch function subject to DC power flow equations. Centralized control is implemented, and there are no nonlinear constraints on the system. A distributed model predictive control algorithm is developed in [9] , and is applied to linear, time-invariant systems. An interior-point/barrier method is used for the optimization, and each agent uses the same set of Lagrange multipliers. A two-area power system load-frequency control application is used to illustrate that the algorithm achieves the same solution as the centralized problem.
Distributed MPC is applied to power systems in [10] for the mitigation of cascading failures, and uses models of neighboring areas. The control agents may anticipate that neighboring areas will make different control decisions than those calculated by the other agents themselves according to the accuracy of these models. The agents exchange these decisions with neighbors to minimize the differences.
In [11] , distributed MPC is applied to automatic generation control. A communication-based MPC technique is discussed where each area optimizes its own cost function until a Nash Equilibrium is achieved. Along with this approach, a cooperation-based MPC approach is discussed that achieves the same solution as the centralized case for achieving systemwide objectives. Local controller cost functions are replaced by objective functions that measure the systemwide impact of local actions.
Two methods used in conjunction in this paper, Optimality Condition Decomposition and Unlimited Point Algorithm, were both used in [12] to achieve coordinated power flow control using FACTS (Flexible AC Transmission Systems) devices for the enhancement of power system steady-state security.
The method we develop in this paper optimizes an economic and environmental dispatch objective utilizing distributed multi-step optimization. The advantages of the employed decomposition technique is that no parameter tuning, other than step size damping, is necessary; fast convergence is achieved, and it is computationally inexpensive. Furthermore, no approximate models of neighboring areas are required and AC power flow is incorporated.
Power systems, in general, are large-scale systems with hundreds or thousands of variables. With the developed technique, the computational effort is greatly reduced. Only one Newton-Raphson iteration is performed for each subproblem before the areas are required to exchange data. In other distributed MPC techniques, the subproblems must be solved to optimality. A central controller is not needed, unlike in Lagrangian Relaxation, for example, where a central controller is responsible for updating the Lagrange multipliers.
III. SYSTEM MODELING

A. Problem Formulation for Economic Dispatch and Emission Minimization
The objective in this paper is to increase the penetration of renewable resources, with the ultimate goal of reducing harmful emissions and the cost of traditional generation. This objective is modeled using the following multi-objective economic and environmental dispatch cost function:
where a i , b i , c i are the penalizing coefficients for active power generation from generator i, and η i and ξ i are penalizing coefficients related to generator i's emissions cost. The optimization control variables include the active power generation, and power flow into/out of storage.
B. Storage
The utilization of storage is a key component to the integration of intermittent resources. Firstly, it provides a balance to the intermittency of renewables. Directly using the power output of a wind generator will result in highly fluctuating generation levels, which means the conventional generators must consequently ramp up and down to provide an overall constant level of power. Secondly, if the transmission lines are heavily loaded and additional power is needed to be transmitted to a load, having the option of storage nearby is highly advantageous. Power can be transmitted to the storage during times when the lines are lightly loaded, and that stored power can be used to supply the load as needed during times when the power lines are near capacity. The model of storage used in this paper is depicted in Figure 1 . Storage devices in the system are modeled as having a current amount of stored energy E and a roundtrip efficiency of α 2 . Defined also is the time scale, T , the time between control decisions. The constraints on storage are as follows:
Note that a constraint preventing the simultaneous charging/discharging of the storage device, P out (t)P in (t) = 0 is omitted here. This constraint is unnecessary for the given objective function and problem setup; only in the unrealistic case where the efficiency α = 1, the optimizer will never find it optimal to charge and discharge at the same time, because energy will only be lost.
C. System Equations
Along with the constraints on storage, constraints on power balance and generators are considered. The following variables are defined:
Active power generation at bus k Q Gk :
Reactive power generation at bus k P W k :
Available wind at bus k P Lk :
Active power consumption at bus k Q Lk :
Reactive power consumption at bus k P k :
Active power injected into system at bus k Q k : Reactive power injected into system at bus k
Power put into storage at bus k P out,k : Power withdrawn from storage at bus k The constraints on power balance and generators used in this paper is as follows:
with the well-known power balance equations at bus k defined as:
where Ω k is the set of all buses connected to bus k (including bus k itself), |V k | is the voltage magnitude at bus k, θ km is the voltage angle difference between buses k and m, G km is the real part of the admittance matrix element y km , and B km is the imaginary part of y km .
IV. METHODOLOGIES A. Model Predictive Control
The look-ahead optimization procedure used in this paper is derived from Model Predictive Control (MPC). MPC, also called receding horizon control, shown in Figure 2 , minimizes the cost of control decisions on a system over a prediction horizon N . This is done by forming a model of the system to be controlled and optimizing over a chosen number of time steps in the future using the predicted output of the system. After this optimization from discrete times t to t + N is complete, only the actions for time t are applied. Measurements from the actual system are then taken, the model is updated, and the optimization is recalculated for the next time step [2] . The model of the system used is described in the previous section, with models for the wind and load curve predictions. The formulation for a discrete-time, nonlinear MPC problem is as follows [3] :
with state variables x and input variables u. Optimal values are calculated for the entire horizon but only the first step is applied. The simulation moves to the next step and the process is repeated using updated measurements of the system state. The multi-step optimization procedure is based on this methodology, but differs from traditional MPC; power systems are modeled using steady-state equations rather than the dynamic equations typically used to model control systems in MPC. In addition, traditional MPC seeks to minimize prediction errors; we currently do not correct wind or demand prediction errors. Developing an improved prediction scheme with reduced errors will be considered as our future work.
B. Optimality Condition Decomposition
Decomposing an optimization problem has multiple advantages. In large-scale systems such as power systems, multiple entities share the responsibility of controlling the system. A centralized controller may not exist or entities may not be willing to exchange extensive data. Decomposing problem also allows for ease of parallel computations for the subproblems; to perform calculations on one large centralized system results in a higher computational complexity than parallelizing the calculations over multiple smaller subproblems.
In this paper, Optimality Condition Decomposition [4] , a modified version of Lagrangian Relaxation Decomposition, is used. Using this decomposition method, separability is achieved by fixing certain coupled variables as constants during each iteration step. The general optimization problem can be formulated as follows:
where P is the total number of subproblems and x p are the decision variables in subproblem p, where p ∈ {1, . . . , P }. g p and h p are constraints dependent only on variables x p in subproblem p. g p,coup and h p,coup are called "coupling constraints" corresponding to constraints that contain variables from multiple subproblems. Optimality Condition Decomposition decomposes this optimization problem by assigning variables and constraints to specific subproblems. Every coupling constraint is assigned to one specific subproblem which takes this constraint into account as a hard constraint in its constraint set. This coupling constraint is taken into account as a soft constraint in the objective function of the other subproblems. If a subproblem contains a constraint with a variable belonging to another subproblem, that so-called "foreign" variable is set to a constant value given by its corresponding subproblem. This value is updated at the next iteration when the subproblems exchange these coupled variables. An optimization problem is formed for each subproblem p ∈ {1 . . . P } as follows: coup (x 1 , ...,x p−1 , x p ,x p+1 , . ..,x P )) subject to g p (x p ) = 0,
Variables denoted with an overhead bar are foreign variables, set to constant values given by their corresponding subproblem, and variables without the bar are the optimization variables of that subproblem. λ n and μ n are the Lagrange multipliers for the equality and inequality constraints (respectively) determined by the subproblem n for which this constraint is a hard constraint. An outline of this iterative procedure is as follows: A major advantage of this decomposition over others using Lagrangian techniques is that no parameter tuning is needed and updates for the Lagrange multipliers do not have to be estimated -they are explicitly given from the solutions of the subproblems that they belong to. In power systems, assigning variables and constraints to subproblems is very straightforward; subproblems are defined as physical areas which contain certain buses, so the variables and constraints associated with each bus are automatically assigned to the subproblem/area that bus is in. Another, perhaps greater improvement is that the subproblems do not need to be solved until optimality; one Newton-Raphson iteration is performed, the subproblems exchange information, and then the process is repeated. This results in a significant improvement in computational efficiency, and differs from other Lagrange decompositions that require the subproblems to be solved entirely in order to obtain updates for the Lagrange multipliers. The optimality conditions that must be fulfilled for convergence are the same as that of the centralized problem, and the distributed algorithm will converge to the same solution as in the centralized case given that the requirements on spectral radius described in [4] hold.
C. Unlimited Point Algorithm
We will employ the Unlimited Point Algorithm to solve the constrained optimization problem. This method provides a way to formulate the first order optimality conditions such that they do not contain any inequalities. The Lagrangian function is formed for subproblem p:
where λ p and μ p are the Lagrange multipliers for the equality and inequality constraints, respectively, for subproblem p. The Karush-Kuhn-Tucker (KKT) conditions [7] , i.e., the firstorder conditions for optimality, are formed and the inequality constraints are transformed to equalities using slack variables z:
with non-negativity constraints μ p ≥ 0, z p ≥ 0 for μ and z. The Unlimited Point Algorithm [5] offers a simple method to ensure these constraints are fulfilled without having to implement penalty or barrier terms. By raising μ and z to an even power, it ensures that they are always positive -the feasible region is now "unlimited." After this transformation, the final optimality conditions become:
where integers s, r > 0.
Faster convergence may be achieved by increasing s and r, however, making these parameters too large may result in divergence. The simulations in this paper do not deal with tuning these parameters for faster convergence and only use s = r = 1.
The form of the Jacobian matrix, J p , of the partial derivatives of the KKT conditions with respect to the optimization variables, Lagrange multipliers, and slack variables in subproblem p is shown below (the subscript p is omitted here for readability):
After each iteration, data is exchanged between subproblems and the foreign variables are updated to new constant values. The optimization stops when the convergence criteria is fulfilled for every subproblem. The KKT p vector is defined as a vector containing the first order conditions for optimality for subproblem p. The convergence criteria for subproblem p is that the Euclidean norm of KKT p must be less than some tolerance :
Overall system convergence is achieved when this condition is fulfilled for all subproblems. Cases where a solution does not exist can occur; if, for example, the power flow equations cannot be fulfilled -but we have yet to encounter such a situation for our problem setup and therefore such considerations are beyond the scope of this paper. Solving the decomposed optimization problem over several time steps greatly increases the computational complexity; the number of variables per optimization is multiplied by the horizon length N . The advantage of having to perform only one Newton-Raphson iteration before exchanging data between subproblems is now even more evident. A flowchart of the final algorithm is shown in Figure 3 . 
A. Data Sets and Results
Simulations were run on the IEEE 14-bus system [6]. This system contains two generators and three synchronous condensers (which exclusively generate reactive power). The system has been modified to include wind generators at buses 5 and 14 and a storage device at bus 5. The synchronous condenser at bus 3 has been changed to additionally generate active power, and all of the line parameters were kept as stated in the IEEE specifications. The modified system is shown in Figure 4 . Table I illustrates the values in the objective function (1) chosen for generators in the simulations. The storage device was modeled to have roundtrip efficiency α 2 = 0.95, a minimum state-of-charge of 0.2p.u.· 5-minutes, and a maximum state-of-charge as 1.5p.u.· 5-minutes; i.e., a fairly small amount of storage compared to the total system load. 
The wind and load data for these simulations was obtained from the Bonneville Power Administration [14] forecasts for 2011. The data samples are given in 5-minute increments and the simulations were run over a period of 200 samples (1000 minutes; 16.67 hours). In the simulations in this paper, wind and load forecasts are assumed to be equal to their predicted values for times up to N = 10 (50 minutes). The value for the base power used to convert the units to per-unit is S b = 100M W . The data used for the wind and load are shown in Figure 5 . In Figure 6 , the generation values with no storage in the system are shown. The system was decomposed into two subproblems with the following sets of buses for each subproblem as seen in (13) and Figure 7 . The coupling variables, i.e., the voltage magnitudes and angles at the border buses as well as the Lagrange 
The optimal generation and energy in storage determined by using the proposed approach for horizons 1, 5, 8, and 10 is shown in the following Figures 8 -13 . By zooming in to focus on t = 0 . . . 50 in Figure 14 , the peak-smoothing effect of storage utilization can be seen more clearly. When the algorithm detects that the demand is sharply increasing or wind generation varies rapidly, it realizes that it is more optimal to put energy into storage early to utilize at It is clear that the utilization of storage helps keep generation levels more constant, limiting the ramping up/down of the generators. As the length of the prediction horizon increases, this ramping is limited further. However, for longer horizons, the wind predictions may or may not be completely accurate as assumed here, and the introduction of this error dictates that this trend will not necessarily continue. An increase in storage size will be beneficial in this case.
B. Convergence Rates of Centralized vs. Distributed
As with many gradient-based optimization algorithms, if the step size in the Newton-Raphson update is too large, the algorithm may diverge from the optimal solution. A damping factor was implemented for the variable update for all subproblems p ∈ {1, . . . , P }:
Trials for γ = {1, 0.75, 0.5, 0.25, 0.1} were performed until the algorithm reached convergence. Only in 17.25% of the cases in the simulations required damping, however; and only 0.0187% of those cases required heavier damping than 0.75. The convergence rates are shown in Figures 15 -18 for the centralized and distributed cases using various horizons for an arbitrarily chosen time sample in the simulation (t = 10), which is a sample that demonstrates typical performance observed over the entire simulation. The distance from the solution is measured in terms of the sum of the Euclidean norm of the KKT p vectors for all subproblems p ∈ {1, . . . , P }:
It is clear that as the number of variables in the optimization increases, it becomes more difficult for the optimization to converge, and the discrepancy between the centralized and distributed convergence rates grows. However, it is important to note that this does not indicate anything about computation time. An advantage of the distributed algorithm is that the subproblems can perform their Newton-Raphson steps in parallel and the computational complexity of calculating this update for each subproblem is far less than that needed for the centralized problem.
C. Accuracy of Results
The optimal generation values calculated were compared in MATLAB (TOMLAB) using the SNOPT solver [15] . The results indicate that the distributed algorithm presented in this paper converges to the centralized solution calculated using a commercial solver.
VI. CONCLUSION AND FUTURE WORK
The method we have developed in this paper shows promising results for enhancing the integration of intermittent resources. The solution achieved with decomposition into two control areas is the same as the centralized solution achieved by a commercial solver. By decomposing the system, a better representation of physical control areas is achieved and subproblem computations can easily be parallelized. Because performing one Newton-Raphson iteration before exchanging subproblem data is sufficient, computations are also expedited. Utilization of storage and predictive control provides the benefit of reducing overall generation costs and harmful emissions, and effectively increases the penetration of renewable energy sources.
Future work will focus firstly on making the algorithm more robust. For some load and wind data, especially for longer horizons, the algorithm may fail to converge at certain time samples. The specific conditions under which this happens will be further investigated and a solution for such cases will be determined. After these cases have been accounted for, we will make efforts to determine what the optimal size of storage and backup generation should be for a given level of intermittent energy penetration. This is important for the planning of future electric power systems in the sense that we want to avoid overdesigning the system while still maintaining a secure operation of the system. Finally, with these objectives in mind, we will move to simulations using larger power systems.
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