Many databases store data in relational format, with different types of entities and information about links between the entities. The field of statistical-relational learning has developed a number of new statistical models for such data. Instead of introducing a new model class, we propose using a standard model class-Bayes nets-in a new way: Join Bayes nets contain nodes that correspond to the descriptive attributes of the database tables, plus Boolean relationship nodes that indicate the presence of a link. Join Bayes nets are class-level models whose random variables describe attributes of generic individuals (e.g., age(P ) rather than age(Jack ) where P stands for a randomly selected person). As Join Bayes nets are just a special type of Bayes net, their semantics is standard (edges denote direct associations, dseparation implies probabilistic independence etc.), and Bayes net inference algorithms can be used "as is" to answer probabilistic queries involving relations. We present a dynamic programming algorithm for estimating the parameters of a Join Bayes net and discuss how Join Bayes Nets model various well-known statistical-relational phenomena like autocorrelation and aggregation.
Introduction
Many databases store data in relational format, with different tables for entities and their links. Standard machine learning techniques are applied to data stored in a single table, that is, in nonrelational, propositional or "flat" format. The field of statistical-relational learning (SRL) aims to extend machine learning algorithms to relational data [11] . One of the major machine learning tasks is to use data to build a generative statistical model that represents the joint distribution of the random variables that describe the application domain. Generative SR models support key inference tasks like link prediction and link-based classification [9] . Bayes nets [19] have been one of the most widely studied and applied generative model classes. A Bayes net (BN) is a directed acyclic graph whose nodes represent random variables and whose edges represent direct statistical associations. In this paper we introduce a class of Bayes nets that models a joint distribution over descriptive fields or attributes in a relational database; we refer to these models as Join Bayes nets (JBNs). Join Bayes nets have the following novel features.
With any statistical model class, an important issue is how to estimate its parameters from data. The key problem in parameter estimation is finding parameter values that maximize the likelihood of the data given the model, either as an estimation procedure on its own or as an ingredient in others. For Bayes nets, the parameters are conditional probabilities, and the maximum likelihood estimates are the conditional frequencies observed in the data. As our data are stored in the form of a relational database D, maximum likelihood estimation raises a conceptual and a computational question. The conceptual question is how to define conditional frequencies involving variables from different tables in the database. The computational question is how to efficiently combine frequency information from different tables to compute the conditional frequencies.
To address the conceptual question, we associate with a given database D a joint distribution over links and descriptive attributes. An outline of the basic idea is as follows. We assume that the relational database schema is based on the entity-relationship model (ER model) [12, 24] , where each entity belongs to an entity set, or entity type, and a relationship links entities from fixed entity types. Both entities and relationships may have descriptive attributes. Given a tuple of entities (e 1 , ...e n ), a relational database determines (1) the descriptive attributes of the entities e 1 , .., e n , (2) whether or not a given relationship links any of these entities, and (3) the values of the descriptive attributes of a relationship when a relationship exists. Thus descriptive attributes and the Boolean function that indicates whether a relationships exists can be viewed as deterministic functions of a given entity tuple. Treating entity types as uniformly and independently distributed, we obtain a joint distribution over entity tuples (e 1 , ...e n ). Since the values of descriptive attributes and relationship indicators are a function of entity tuples, and functions of random variables are themselves random variables, we obtain a joint distribution over attributes and relationships. This is the joint distribution that we associate with a given database D.
To estimate parameter values in a Join Bayes net, the conditional frequencies defined by this distribution can in principle be computed by constructing the Cartesian product of entity tables and joining it with information from relationship tables. However, the size of the cross product is prohibitive in many realistic databases. We introduce a dynamic programming algorithm with the following property: The only table joins performed by the algorithm are joins of relationship tables that already exist in the database. This is much more efficient than constructing the Cartesian product of entities, since relationship tables are typically sparse compared to the cross product. Other SRL methods also perform joins of existing relationship tables [10, 25] , so parameter estimation in our framework is competitive with existing SRL methods with respect to the cost of database operations.
We address several well-known phenomena that arise in SRL within our framework, notably aggregation and autocorrelation [3] . Our general approach is to model these phenomena by introducing additional random variables within the standard Bayes net format. We show how aggregate functions can be directly included in this way. To represent autocorrelations, we introduce additional random variables ranging over entities that allow a JBN to distinguish between different roles played in a relationship by entities of the same type (e.g., to distinguish between the parent P 1 and the child P 2 in a Parent(P 1 , P 2 ) relation). Two key predictive tasks for statistical-relational models are link prediction and link-based classification [9] . Standard approaches to this problem can be adapted for use with JBNs (e.g., applying aggregate functions or combination rules). As an alternative, we derive from our definition of a joint database distribution a new approach to link-based prediction that does not require the specification of additional structure like aggregate functions or combination rules.
Related Work Researchers in statistical-relational learning have developed a number of generative models that include attributes and relationships of entities; for an overview see [11, 9, 5] . The closest alternatives to Join Bayes nets are Probabilistic Relational Models (PRMs) with uncertainty about the existence of links [10, Sec.5.5.3] , and Bayes Logic Networks (BLNs) [13] ; like JBNs, PRMs and BLNs are based on directed graphs. Markov Logic Networks are a prominent class of SR models that are based on undirected graphs [5] . The semantics of many SRL systems is given with reference to a model whose random variables comprise the attributes of individual entities and/or their relationships [11, p.4 ] (e.g., age(Jack ) where age is an attribute of a person and Jack is an individual person, or Registered (Jack , CMPT 100 )). Such a model is variously referred to as an instance dependency graph, an unrolled network, or an instantiated or ground model. In this paper we refer to models whose random variables are attributes and/or relationships of individuals as entity-level models, to use a term that is not associated with any particular SR system. In contrast, we refer to models with variables or other parts that refer to generic individuals or classes as classlevel models. For instance, a class-level model may contain a variable age(P ), where P stands for a randomly selected person. Most generative models in SRL feature a class-level model that serves as a template for an entity-level model: given a database instance that specifies entities and their relationships, the class-level model is instantiated with this information to produce an entity-level model. The class-level model is specified in a (more or less) special syntactic format, for example as a graph as with PRMs, or in a logic-based language [13, 5, 2] . Join Bayes nets are class-level models in standard Bayes net format whose random variables make no reference to specific entities, only to attributes and relationships of generic (i.e., randomly selected) members of an entity class. The semantics of a JBN is the same as for any other Bayes net: it compactly encodes a joint probability distribution over its variables (nodes). We do not view a JBN as a template for an entity-level graphical model.
The part of the JBN that depends on the particular set of entities and relationships in a database instance is the target distribution to be modelled; the database instance for a JBN plays the same role as a sample of cases in single table learning. The counterpart to an entity-level model in our framework is a single table, the extended entity Cartesian product table described in the introduction. This table features individual entities, their attributes and their relationships. By applying simultaneous marginalization over all entity IDs (primary key fields), we specify a table without entities that contains information only about the distribution of attributes and relationships; this marginalized table is the basis for learning and parameter estimation in JBNs.
In both approaches, the representation of a database instance as a single structure (entity-level model or entity cross product table) is a conceptual aid, not an object to be computationally constructed. For instance, Getoor et al. remark that "the unrolled network is just a thought experiment" [10, Sec.5.3] . One advantage to conceptually translating the database instance into a single table is that this makes learning statistical-relational generative models a special case of learning statistical generative models. The multiple tables in the database instance on this view are a factored representation of a large single table. While all the concepts for standard statistical learning with a single table apply, new algorithms are required that operate with multiple tables. One such algorithm is the dynamic programming algorithm for parameter estimation that we introduce in this paper. For directed models, a second advantage to conceptually translating the database instance into a single table rather than into an entity-level model is that we avoid issues with potential cycles at the entity level. For example, suppose that the class-level model indicates that if a student S 1 visits another student S 2 , then their ages are likely to be similar, so age(S 1 ) predicts age(S 2 ). Now if in the database we have a situation where a visits b, and b visits c, and c visits a, the entity-level model could contain a cycle age(a) → age(b) → age(c) → age(a) unless further restrictions are met [10, 23, 17] .
There are a number of other differences between Join Bayes nets and other SR models, such as the use of aggregation, modeling autocorrelations, and defining data frequencies involving nonexistent links. As these issues and how they are treated in different models is fairly complex, we defer further comparison of JBNs with other SR models until Section 9 after we have introduced our approach in detail. As a rule, while Join Bayes nets have less expressive power than modeling frameworks that incorporate both class-level and entity-level models, they are conceptually simpler and inference and learning is less computationally complex.
Paper Organization. We review the relevant background, which comprises probability theory, Bayes nets and entity-relationship models. The next section presents the definition of the random variables associated with a database schema that is based on an ER-model. A Join Bayes net is defined to be a Bayes net whose nodes comprise these random variables and whose edges satisfy certain constraints. We next introduce a new kind of table join called the entity join as a conceptual tool for defining the database distribution over the random variables in a JBN. We establish that our constraints for a JBN involve no loss of generality in that for any database distribution, there is a JBN satisfying these constraints that represents the distribution. The following section completes the exposition with two examples of JBNs constructed for actual datasets. We continue the theoretical discussion by showing how the join-based semantics incorporates features of SR models such as autocorrelation and aggregation. We show how to add aggregation functions to JBNs and outline a hybrid approach that combines the strength of both joins and aggregation as operations for combining information from different tables. The next section discusses how JBNs can be applied for link-based prediction. Finally, we compare in more detail our approach with other SRL systems, especially Probabilistic Relational Models and Bayes Logic Networks.
Preliminaries
We combine the concepts of random variables and Bayes nets from statistics, and entity-relational models from database theory. This section introduces notations and definitions for these background subjects.
Random Variables and Bayes Nets
A random variable is a pair X = dom(X), P X where dom(X) is a set of possible values for X called the domain of X and P X : dom(X) → [0, 1] is a probability distribution over these values. For simplicity we assume in this paper that all random variables have finite domains (i.e., discrete or categorical variables). Generic values in the domain are denoted by lowercase letters like x and a.
Let X 1 , .., X n be a set of random variables. A basic assignment assigns a value x 1 , ..., x n to each random variable, where x i ∈ dom(X i ). A joint distribution for X 1 , .., X n assigns a probability to each basic assignment; we write P (X 1 = x 1 , ..., X n = x n ) = p, sometimes abbreviated as P (x 1 , ..., x n ) = p.
Suppose we have a joint distribution P over random variables X 1 , .., X n and divide the set of random variables into {X 1 , ..., X k } and {X k+1 , ..X n }. Then the marginal distribution over X 1 , ..., X k is defined by
where the summation is taken over all possible assignments x k+1 , ..., x n to the variables in {X k+1 , ..X n }. The two sets of variables {X 1 , ..., X k } and {X k+1 , ..X n } are independent if for all basic assignments
To compactly refer to a set of variables like {X 1 , ..X n } and an assignment of values x 1 , .., x n , we use boldface X and x. If X, Y and S are three disjoint sets of variables, then X and Y are independent given S in probability distribution P , denoted by (X ⊥ ⊥ Y|S) P , if P (x, y|s) = P (x|s) P (y|s) for any assignments x, y, s with P (s) > 0.
A fundamental fact for our work is that a function of a random variable is also a random variable. Formally, a func-
To simplify notation, we sometimes use f for both the function and its corresponding random variable. This can be extended to functions of a vector of random variables providing a joint distribution over the random variables, as follows. Let X 1 , ..X n be a set of random variables with joint distribution P , and let f : × i dom(X i ) → Z be a function that assigns a value to basic assignments. Then f defines a random variable f (X) = Z, P f (X) with [P f (X) = z] = x:f (X)=z P (x) where the summation is taken over all possible assignments x to the variables in X to which f assigns the value z. We use without proof the elementary fact that if X and Y are two independent random variables, then f (X) and g(Y ) are also independent of each other.
We employ notation and terminology from [19, 22] for a Bayesian Network. A Bayes net structure is a directed acyclic graph (DAG) G, whose nodes comprise a set of random variables denoted by V . When discussing a Bayes net, we refer interchangeably to its nodes or its variables. The parents of a node X in graph G are denoted by PA G X , and an assignment of values to the parents is denoted as pa G X . The neighbors and spouses of a node X form the Markov blanket of X. A Bayes net (BN) is a pair G, θ G where θ G is a set of parameter values that specify the probability distributions of children conditional on instantiations of their parents, i.e. all conditional probabilities of the form P (X = x|pa G X ). These conditional probabilities are specified in a conditional probability table for variable X or CP-table. A BN G, θ G defines a joint probability distribution over V = {X 1 , .., X n } according to the formula
We say that structure G is compatible with distribution P if there is a parametrization θ G such that P is the joint distribution over V defined by G, θ . If G, θ represents distribution P , then given the Markov blanket of a node X, every node outside the Markov blanket of X is independent of X in P .
Student(student id: integer, intelligence: string, ranking: string) Course(course id: integer, difficulty: string, rating: string, teaching ability prof : string, P opularity prof : string) Registered (student id: integer, course id : integer, grade: string, satisf action: string) Table 1 : A relational schema for a University model. Key fields are underlined. The schema lists students and courses and records courses taken by each student and the grade and satisfaction achieved. For each course, the table lists the teaching ability and popularity for the professor teaching the course (who is assumed to be unique).
The Entity-Relationship Model
We begin with a standard relational schema containing a set of tables, each with key fields, descriptive attributes, and possibly foreign key pointers. A database instance specifies the tuples contained in the tables of a given database schema. Table 1 shows a relational schema for a database related to a university (cf. [10] ), and Figure 1 displays a small database instance for this schema. To keep the schema simple, we introduce only a limited number of attributes for each entity class. For purposes of illustration, we sometimes also refer to additional attributes (e.g., age and GPA for students).
We assume that tables in the relational schema can be divided into entity tables and relationship tables. This is the case whenever a relational schema is derived from an entity-relationship model (ER model) [ Relationship to Social Network Analysis Social networks have been much studied in statistics, sociology, computer science and other disciplines [18] . They can be seen as a special case of an ER model as follows. A basic social network is a graph whose nodes are referred to as actors. An edge between two actors indicates the existence of a relationship between them. A corresponding ER model has a single entity table whose entries are the actors, and a relationship table that indicates which actors are linked by an edge. In social network terminology, ER models include the following generalizations of a basic social network: 
Join Bayes Nets
In an ER model, a descriptive attribute of an entity table E can be viewed as a deterministic function of an entity from E, and descriptive attributes of a relationship and relationships can be treated as random variables once we assign a probability distribution to entity tuples. Based on this functional view, we associate a set of random variables with a given database schema as follows.
Definition 1
We define the following random variables associated with a database schema.
1. The arity of entity table E in relation R is the number of times E occurs in the entity type of R; that is, the number of fields in the schema of R that are foreign key pointers to E. The maximum arity of E in the database D is the maximum arity of E in any relation We assume that all entity random variables of all types are jointly independent, so for any m entity variables, their joint distribution is given by
We write P D (e 1 , ..., e m ) or in vector notation, P D (e) as shorthand for P D (X E1 = e 1 , ..., X Em = e m ).
2. For each descriptive attribute E.name of an entity table E with maximum arity k, we have k entity attribute variables name(X 1 E ), . . . , name(X k E ), each of type E with domain dom(E.name). When there is no risk of confusion, we sometimes omit the entity variable argument and simply write name for the random variable name(X E ). For example, we may simply write age instead of age(S).
3. For each relationship table R of entity type (E 1 , .., E n ) a set of relationship indicator variables that comprises all functions of the form R(X 1 , .., X n ) such that (1) each X i is an entity variable with entity type E i (i.e., X i = X j,Ei for some j), and (2) no variable appears twice among the arguments in the list X 1 , .., X n (i.e., X i = X j for i = j). When there is no risk of confusion, we sometimes omit the entity variable arguments and simply write R for the random variable R(X 1 , .., X n ).
4. For each descriptive attribute R.name of a relationship table with type (E 1 , .., E n ), a set of relationship attribute variables that comprises all functions of the form R.name(X 1 , .., X n ) whose arguments satisfy the same two conditions as with the relationship indicator variables. The domain of values of these relationship attribute variables is dom(R.name) ∪ {⊥}. The ⊥ symbol stands for "undefined", which is the value we assign to the attribute random variable for an entity tuple (e 1 , ..., e n ) not in the relation instance [R] D . When there is no risk of confusion, we sometimes omit the reference to the R table, and sometime also the type argument. For example, we may write grade(S, C) instead of Registered .grade(S, C) or even just grade.
We use A to refer to a generic descriptive attribute, of either an entity or a relationship. Table 2 summarizes the types of random variables associated with a relational schema. The k variables associated with an entity table E defined in Clause 1 can be thought of k samples with replacement from the population in table E. The reason why the definition requires introducing distinct entity variables for each occurrence of an entity table in a relationship is that this allows the model to distinguish different roles played by entities from the same table. For example, if Parent(P 1 , P 2 ) is a binary relation linking two people, then the two entity variables P 1 , P 2 required by Definition 1(1) allow us to assign different variables to the parent P 1 and the child P 2 . We discuss the role of multiple identically distributed entity variables further in the context of autocorrelation in Section 7.
Excluding the entity variables, the random variables associated with a relational schema form the nodes of a Join Bayes net for that schema. The edges and parameters of a Join Bayes nets satisfy constraints that reflect functional relationships between the random variables. One of these constraints is that neighbors in the graph must share an entity type or be linked by a chain of shared entity types; formally, we define this notion as follows using the concept of a slot chain [10] . Let X 1 , X 2 , Y 1 , .., Y k , k > 0 be random variables associated with a database schema as defined in Definition 1. The variables Y 1 , .., Y k form a slot chain from X 1 to X 2 if the entity variables of X 1 and Y 1 share at least one entity variable, the entity variables of X k and Y k share at least one entity variable, and for every i the entity variables of Y i and Y i+1 share at least one entity variable. For example, Y 1 = Registered (S, C) forms a slot chain for X 1 = intelligence(S) and X 2 = difficulty(C). Table Instances : Student, Registered , Course. The entity join table is formed from the database tables as follows: take the cross product of the student and course table (3 x 3 = 9 rows) and extend it with the matching attribute and relationship information. The attribute-relation table is obtained by removing the primary entity keys from the entity join table. The figure also shows a Join Bayes Net for the university schema variables.
Definition 2 A Join Bayes Net (JBN) structure for a database schema with entity tables and relationship tables is a DAG G satisfying the following conditions.
1. The set of nodes V comprises the entity attribute variables name(X E ), the relationship attribute variables R.name(X E1 , ..., X En ), and the relationship indicator variables R(X E1 , ..., X En ) from Definition 1.
2. If G contains an edge U → V , then U and V share an entity variable among their arguments, or the parents of V contain a slot chain from U to V .
3. If a node V has a relationship attribute variable R.name as a parent, then V does not also have the indicator variable R as a parent.
4. If G contains a link R.name − R in either direction between an indicator variable and an attribute variable for the same relationship, the CP table for R has to respect the constraints that P (R = F |R.name = ⊥) = P (R.name = ⊥|R = F ) = 1 and P (R = T |R.name = ⊥) = P (R.name = ⊥|R = T ) = 1.
5. If G contains a link from R.name 1 → R.name 2 between two descriptive attributes of the same relationship, the CP table for R.name 2 has to respect the constraints that P (R.name 2 = ⊥|R.name 1 = ⊥) = 1 and
Section 5 presents two examples of Join Bayes nets. In the next section we define a joint distribution for a given database instance, and prove that the constraints on a Join Bayes net involve no loss of generality: for any given database distribution, there is a DAG that satisfies the constraints and is compatible with the distribution.
The Database Distribution
The joint distribution over entity tuples specified in Definition 1(1) induces a joint distribution over all attributes and relations in the database viewed as functions of the entity tuples. The goal of Join Bayes Nets is to model the corresponding marginal joint distribution over attribute values and relationship indicators. We refer to this marginal distribution as the database distribution, defined in the next section.
Definition of the Database Distribution
We give three complementary definitions of the database distribution over attributes and relationships: First, formally in terms of entity random variables and their functions. Second, a tabular representation of the distribution in terms of table joins. Third, a graphical representation in terms of a Bayes net that encodes the functional dependencies in the ER schema.
Definition 3 Let D be a relational database with associated entity variables X 1 , .., X m as in Definition 1. Let e = (e 1 , ...e m ) stand for a generic tuple of entities listed in the database D, one for each entity variable; formally e
where E i is the entity type of variable X i . Let a denote a vector assigning a value to each attribute variable associated with the schema, and b a vector assigning a Boolean value to each relationship variable associated with the schema. The expression A(e) denotes the vector of attribute values that specifies the value of each attribute variable for a given entity tuple e, and the expression R(e) denotes the vector of Boolean values that specifies the value of each relationship indicator variable for a given entity tuple e.
The formula for the database distribution is
2. Let J be a parametrized Join Bayes net. The likelihood of database D given Join Bayes net J is defined as
Here P (X = x|J) denotes the probability assigned by JBN J to an assignment of values to its nodes (as in Equation 1 ).
The database distribution can be defined in terms of a table join as follows. (1) For each entity table E with maximum arity k in the database, form k "copies" E 1 , .., E k . (2) Form the cross product of all entity tables, including the copies. (3) Extend each entity tuple in the cross product with the attribute and relationship indicator values determined by the tuple. We refer to this table as the entity join table. (4) Remove the columns with the primary keys to obtain a table whose row frequencies are exactly the database distribution frequencies. We refer to this table as the attribute-relation table. Figure 1 shows the attribute-relation table for a small instance of the university schema. Definition 3 can be interpreted as treating the attribute-relation table as a regular data table representing a random sample: Clause 3(1) defines the data frequency of an event as the number of rows in the attribute-relation table in which the event occurs, divided by the total number of rows. Clause 3(2) defines the likelhood of the data table given a JBN model as the product of the likelihoods of its rows given the model. In typical databases, the entity cross product will be too large to construct this table, so we present it as a conceptual aid rather than as a computationally feasible object. One reason why the database distribution requires the full cross product of the entity tables rather than just the join of the entity tables with relationship tables is that in the relationship table, entities with more links (e.g., students taking more courses) appear more frequently than in the original entity table. For instance, a join of the Student table with the Registered table may not correctly indicate the frequency P D (age(S) = 40). In terms of the database distribution P D , the join of the entity tables with a relationship table R represents the database distribution conditional on setting the indicator variable R = T , rather than the entire joint distribution.
The next figure presents a Bayes net for the university domain that compactly encodes the joint distribution in the entity join table. For simplicity, we omit information about professors. The edges in the Bayes net simply reproduce the functional relationships in the ER-schema, so attributes are functions of the entity node, or entity nodes in the case of descriptive attributes of a relationship. The CP-table entries for nodes other than the entity variables contain only 0 or 1 values, reflecting the deterministic dependence of attribute values on the entity tuples. The only nodes whose distribution is not directly determined by the database instance are the entity nodes which are source nodes in the Bayes net. Choosing a uniform prior distribution for each completes the specification of the Bayesian network and therefore defines a unique joint probability distribution over the nodes in the network. This distribution is the same as that defined by the entity join, and the marginalization of the joint distribution in the Bayes net is the attribute-relation distribution.
The restrictions on Join Bayes nets in Definition 2 facilitate the development of algorithms for model search and parameter estimation. Clause 4 requires a link between relationship attribute and indicator variables, which reflects the deterministic implication that if a relationship indicator variable is false, then the corresponding attribute variables take on the value ⊥. For the same reason, an indicator variable becomes irrelevant given any of the associated relationship attribute variables, which is reflected in Clause 3. The next observation justifies the slot chain constraint of Clause 2; it says that two variables that depend on a disjoint set of entity variables are independent in the database distribution unless linked by a slot chain. The proof can be found in [21] .
., Y k , k ≥ 0 be random variables associated with a database schema and let P D be the joint distribution associated with a database instance for the schema. Then X 1 and X 2 are conditionally dependent given {Y 1 , .., Y k } in P D only if (1) the entity variables of X 1 and X 2 share an entity variable among their arguments, or (2) the variables Y 1 , .., Y k contain a slot chain for X 1 and X 2 .
The observation implies that two entity attribute variables are independent unless they correspond to descriptive attributes for the same table. An entity attribute variable for entity set E is independent of a relationship attribute/indicator variable unless E is one of the entity sets linked by the relationship. The next proposition establishes that the constraints of Definition 2 lead to no loss of representational power for database distributions. In the I-map terminology of [19, Ch.3] , the proposition shows that there is an I-map G of the database distribution P D that satisfies the conditions of Definition 2. The proof can be found in [21] . ! is a special value representing "undefined" Figure 1 that encodes the information in the database instance (with information about professors omitted for simplicity). The structure of the Bayes net simply reproduces the functional relationships in the ER model. The CP-tables directly encode the database instance with deterministic 0-1 entries. A uniform prior over the value of each entity node specifies a joint distribution over all nodes in the Bayes net. Marginalizing this distribution with respect to the nonentity nodes (the nodes that are not sources in the net) is another definition of the attribute-relation distribution.
Proposition 1 Let D be a database instance with associated attribute-relationship distribution P D . Then there is a JBN structure G satisfying the conditions of Definition 2 for the schema of D that is compatible with P D . That is, there is a parametrization θ of G such that P D is the joint distribution over V defined by G, θ .
Although the attribute-relation table translates the relational structure into a single flat table, the structural information about entity types and relationships presented in the ER model is implicitly preserved in the entity types of the random variables in the Join Bayes net. Specifically, we know a priori that entity variables of the same type are identically distributed in the database distribution, and that therefore relationship and attribute variables associated with a relationship table R are also identically distributed since they share the entity type of R. From a modelling and learning point of view, this means that we only need to specify one probability in our model to obtain another. Specifically, if E 1 and E 2 are two entity random variables of the same type, then the probability P D of any statement remains the same if we exchange all occurrences of E 1 with those of E 2 . For example
In the special case of a symmetric relation R(E 1 , E 2 ), it is even possible to just replace a single occurrence of R(E 1 , E 2 ) with R(E 2 , E 1 ) without changing the probability of a statement. So if Friend is a symmetric relation, the probability of Visits(S 1 , S 2 ), Friend (S 1 , S 2 ) is the same as the probability of Visits(S 1 , S 2 ), Friend (S 2 , S 1 ). [21] provides an algorithmic criterion for recognizing the redundant probabilities.
Examples: Join Bayes Nets for Two Databases
This section describes Join Bayes nets for two example domains. Our purpose is not to present a thorough empirical evaluation of Join Bayes nets in these domains but simply to illustrate this new type of model. The datasets discussed are available for ftp download from ftp://ftp.fas.sfu.ca/pub/cs/oschulte.
The nodes in the first JBN shown in Figure 1 are the variables associated with the university schema from Table 1 . We manually created a small dataset with 80 students and 10 courses. The Registered table has 184 rows. Because the dataset is small, the attribute-relation table can easily be materialized (800 rows). The JBN was constructed by applying a standard single table propositional BN learner to the attribute-relation table. We used the Tetrad implementation User (user id: integer, age: integer, gender: string, occupation: string) Item (item id: integer, action: boolean, crime: boolean, f ilm noir: boolean, romance: boolean, war: boolean ) HasRated (user id: integer, item id: integer, rating: integer) [20] . The GES search produces the JBN of Figure 1(e) . As is to be expected, the model shows some links between attributes of the same table, such as intelligence(S) → ranking(S ) and difficulty(C) → rating(C ) and grade(S, C) → satisfaction(S , C ). The model also indicates cross-table dependencies between attributes of different tables, such as intelligence(S) → grade(S, C) and grade(S, C) → difficulty(C).
The second dataset is the MovieLens dataset from the UC Irvine machine learning repository. The schema for the dataset is shown in Table 3 . 4. Add the Boolean variable HasRated (U , I ) to the output from the previous step with the following links: (1)
) is a parent of rating(U , I ), and (2) for every link A → B between two attributes from different entity tables, HasRated (U , I ) is a parent of B. In our dataset, this step added the links HasRated (U , I ) → gender (U ) and HasRated (U , I ) → age(U ). The reason for step (1) is to be able to enforce the deterministic constraint that P D (HasRated (U , I ) = T , rating(U , I ) = ⊥) = 0 .
Step (2) satisfies the slot chain condition of Definition 2(2).
Structure learning for Join Bayes nets is a topic for future research that we do not treat in this paper, so while the learn-and-merge procedure described above is plausible and attractive in terms of computational cost, we do not claim that it is optimal or superior to other possible methods for JBN structure learning. Our goal here is simply to produce a plausible JBN structure to illustrate this new type of model. The output of the structure search procedure applied to the MovieLens dataset is shown in Figure 3 . The search finds various intra-table links, such as occupation(U ) → age(U ), and links between attributes of different tables, such as action(I ) → gender (U ). Table 3 . The network was constructed mainly by learning from the MovieLens data set available from the UCI machine learning repository.
We now illustrate the point that once a Join Bayes net has been constructed, it can be queried like any other Bayes net. Inference requires the computation of the conditional probability tables. Using the dynamic programming algorithm described in the next section, we calculated the maximum likelihood estimates of these values for the MovieLens data tables. The queries were executed using the Approximate Updater algorithm implemented in Tetrad. Table 4 displays the result of some queries for the MovieLens dataset. Informally, the inferences show that males rate more action films while females tend to rate romance films. Middle-aged people seem to be more positive when rating films and do not give as many low ratings. War movies are generally highly ranked in that the probability that a film has rating 5 increases given that war is one of the genres of the film.
Basic Query
Prior probability Added evidence Posterior probability
0.625 rating(U,I) = 1 0.58 Table 4 : Some illustrative inferences from the MovieLens dataset = D. The queries were executed by a standard Bayes net algorithm, the Approximate Updater algorithm in CMU's Tetrad package.
Parameter Estimation for Join Bayes Nets from a database instance
Conceptually, learning tasks for a JBN can be performed by applying a regular propositional BN learning algorithm to the attribute-relation table obtained from the entity join, as we did in the first example from the previous section relating to the university domain. However, because materializing the entity join is generally not feasible, we must instead treat the tables in the database as a factored representation of the database distribution defined by the attributerelation table, where the learning is based on a virtual join rather than an actual one. This gives rise to a rich set of computational challenges of the type: construct a learning algorithm that, while operating on the database tables as input, produces the same output as a corresponding propositional BN learner would produce if it were provided with the attribute-relation table as input. We refer to such problems as learning from factored data. Figure 4 illustrates the design of learning algorithms for factored data. In this section we consider a basic problem of this type: parameter estimation for a given JBN structure from a database instance. We describe a dynamic programming algorithm for estimating conditional probabilities in a database instance whose database operations involve only joins of relationship tables from the database. Relationship tables such as Registered are typically much smaller than the cross product of the entities they relate [10] , so our algorithm is much more efficient than explicitly constructing entity cross products as defined in Section 4. Moreover, in typical cases, further optimizations are possible to determine frequency counts in a join of relationship tables with virtual joins that avoid materializing the entire join table [8, 25] . The key idea behind our dynamic programming algorithm is that while the CP-table of a Join Bayes Net requires conditional probabilities of the form P D (X = x|Y = y, R = F ), that is, conditioning on the event that a relationship does not hold, we can evaluate this probability without constructing the set of nonrelated tuples. The basic idea is described most simply in terms of joint frequencies P D (x, y, R = F ); the required conditional probabilities can be computed from the joint ones. From basic probability laws, we have the relation
So for a single relationship variable R, the case in which R is false can be reduced to two other computations: (1) the case in which the value of R is unspecified, and (2) the case in which R is true. The second probability can be obtained from a frequency count in the relationship table R in the database. The first probability can also be computed with frequency counts, using the fact that the joint frequencies involving two distinct entity tables are independent unless they are linked by a relationship variable (Observation 1). For instance, P D (gpa(S) = 3.0, difficulty(C) = 1) is equal to P D (gpa(S) = 3.0) × P D (difficulty(C) = 1). The case where a joint frequency involves just a single relationship variable is treated in a similar way in [10, Sec.5.8.4.2]; our dynamic programming algorithm extends this base case inductively to any number of relationships through the following mechanism: Consider a joint probability with m > 0 nonexistent relationships R 1 = F , .., R m = F . Then first, change one of the nonexistent relationships to be present, e.g., R 1 = T , and compute the joint probability for this case recursively, since it involves one less nonexistent relationship. Second, change one of the nonexistent relationships to be unspecified, e.g., R 1 = unspecified , and compute the joint probability for this case recursively, since it involves one less nonexistent relationship.
The algorithm can be visualized as successively filling in rows in a joint probability table, or JP-table, where we first fill in rows with 0 nonexistent relationships, then rows with 1 nonexistent relationship, etc. We introduce some notation to describe the JP-tables. A row r in a JP-table τ for child X and parents pa 1 , ..., pa k corresponds to an assignment X = x, pa 1 = a 1 , ..., pa k = a k where the JP-table τ is for node X and pa 1 , .., pa k is the list of parents for node X. We write X(r) = a when row r assigns value a for variable X. The JP-table stores a value for row r denoted by τ (r); the goal of our algorithm is to compute these values such that τ (r) = P D (X = x, pa 1 = a 1 , ..., pa k = a k ). As equation 6 shows, our algorithm requires computing the value of the child node when a value of relationship parent node has been left unspecified; it is therefore convenient to let a relationship indicator variable take on a third value * , which stands for "value unspecified". Similarly, we add the value * to the domain of relationship attribute values.
A relationship indicator variable R should be unspecified in a row if and only if all of the corresponding relationship attribute variables A(R) are also unspecified. A similar constraint is that a relationship indicator variable R should be false in a row if and only if all of the corresponding relationship attribute variables A(R) are undefined. So we define a JP-table row r to be valid if for all relationship variables R appearing in r and any attribute A(R) we have (1) . For simplicity, we assume that if a descriptive attribute variable A(R) of a relationship is in a JP-table (i.e., A(R) is either a child or a parent), then so is the indicator variable R. This involves no loss of generality as the indicator variable can be temporarily added to the JP-table for computational purposes and later removed. The algorithm table 1 shows the pseudocode for our algorithm. The algorithm does not exploit the fact that the model may contain identically distributed random variables, as observed in Section 4. Since it is straightforward to recognize these cases of shared parameters (see Section 4), exploiting the redundancies is just a matter of checking whether a required parameter can be inferred from a previous computation before calculating it from the data. Figure 5 illustrates the recursive computations in a concrete example.
Complexity Analysis. The number of computation steps is essentially filling in the entries in the JP-table, so it is on the order of the size of a JP-table. Compared to the CP-tables for a given Join Bayes net structure, our algorithm adds an extra auxilliary value * to each relationship indicator variable and corresponding attribute variables. Because only valid rows need to be considered, the increase in the number of rows in the JP-table compared to the CP-table is the same as what results from adding a third possible value to binary relationship variables, which is a manageable increase in the size of the table associated with a given node. Given the base entries of the algorithm that correspond to joins of existing relationship tables, the remaining entries in the JP-table are filled in by simple updates. So the complexity of the algorithm is dominated by the number of existing or true relationships considered at the same time. In practice this number is small as it corresponds to a chain of relationships. For example, it is rare for a learning algorithm to consider a chain of relationships longer than 2 (e.g., R 1 (W, X), R 2 (X, Y ), R 3 (Y, Z)), so for most applications a bound of m = 2 will suffice to cover the predictively important correlations. 16) . To illustrate our dynamic programming algorithm, we have added a relationship RA(S , P ) to the database schema that relates students and professors. The relationship has descriptive attribute salary. To reduce clutter, we abbreviated some of the random variables.
Autocorrelation and Aggregation
We consider in this section two important aspects of statistical-relational learning. Our method is to model them within the Bayes net format through an appropriate choice of random variables.
Autocorrelation
Let A be an attribute of entity type E. When an entity e 1 of type E is related to another entity e 2 of type E, we may have a correlation between the attribute value A(e 1 ) and the attribute value A(e 2 ). For example, if there is a relationship Parent between two entities of type Person and each person has some trait trait(P ), then it may be the case that the attribute trait(p 1 ) predicts the attribute trait(p 2 ) given that the relationship Parent holds between p 1 and p 2 : if a parent has a trait, this may predict that the child will have the trait also. Correlations between the value of an attribute of objects of the same type were dubbed autocorrelations by Jenkins and Neville [3] , because 
Output: Joint Probability table τ such that the entries corresponding to child = x, PA = pa are the frequencies P D (child = x, PA = pa) in the database distribution D.
1: {fill in rows with no false relationships using table joins} 2: for all valid rows r with no assignments of F to relationship indicator variables do 3:
if r has exactly i true relationship variables R 1 , .., R i then {r has m − i unspecified relationship variables} 5: find
Store the result in τ (r).
6:
end if
end for 8: end for 9: {Recursively extend the table to JP-table entries with false relationships.} 10: for all valid rows r with at least one assignment of F to a relationship variable do 11: for i = 1 to m − 1 do
12:
if r has exactly i false relationship variables R 1 , .., R i then {find conditional probabilities when R 1 is true and when unspecified} 13: Let r T be the valid row such that (1) R 1 (r T ) = T , (2) R 1 .name(r T ) = * for all attributes R 1 .name of R 1 , and (3) r T matches r on all other variables. 14: Let r * be the valid row that matches r on all variables X that are not R 1 or an attribute of R 1 and has R 1 (r * ) = * .
15:
{The rows r * and r T have one less false relationship variable than r.} 16: Set τ (r) := τ (r * ) − τ (r T ).
17:
end if 18: end for 19: end for at the class level, the predictive association may appear as a correlation between trait (of the parent) with trait (of the child). Autocorrelations make it difficult for Probabilistic Relational Models to avoid self-loops at the class level, and lead to cycles at the entity level for models based on the template/instantiation approach (Section 1). Neville and Jensen conclude that "the acyclicity constraints of directed PRMs precludes the learning of arbitrary autocorrelation dependencies and thus severely limits the applicability of these models in relational domains" [17, p.241] . In this section we describe how the expressive power of the random variables from Definition 1 can be utilized to incorporate autocorrelations in a directed graphical model without cycles.
For the Parent table, Definition 1(1) requires the introduction of two identically distributed entity variables ranging over the entries in the Person table, which we denote by P 1 and P 2 . We also have random variables that are functions of these entity variables such as trait(P 1 ), trait(P 2 ) and Parent(P 1 , P 2 ). With these random variables included in the model, we can express the association between the trait of a parent and that of a child by the relation P (trait(P 2 ) = T |trait(P 1 ) = T , Parent(P 1 , P 2 ) = T ) > P (trait(P 2 )). A corresponding BN structure is shown in Figure 6 . It
Parent(P1,P2) Figure 6 : A JBN that models the autocorrelation between the trait of a randomly selected person P 1 and that of a randomly selected person P 2 given that P 1 is a parent of P 2 . The variables P 1 , P 2 (not part of the JBN) range over entries in a Person database table; they are independent and identically distributed. The variables trait(P i ), i = 1 , 2 are Boolean random variables that respectively indicate whether person P i has the trait. The relationship variable Parent(P 1 , P 2 ) is a Boolean variable that indicates whether P 1 is a parent of P 2 according to a Parent database table.
is instructive to compare our use of two entity random variables with the use of first-order variables in logic. Suppose that there is a deterministic association in that a child has the trait if and only if one of the parents has it. This entails the first-order rule ∀P 1 , ∀P 2 .Parent(P 1 , P 2 ) ∧ trait(P 1 ) → trait(P 2 ) where → denotes material implication. This rule requires two quantified variables P 1 , P 2 referring to persons. A rule with just one variable P 1 cannot express this relationship, because we need to distinguish between a generic person taking the parent role and another generic person taking the child role.
Aggregation
An aggregate function maps a set of values to a single set; prominent aggregate functions include average (AVG), cardinality (COUNT), and existence (cardinality > 0). Many statistical-relational systems employ aggregation to summarize information about the set of entities related to a given entity e. While aggregate functions are defined in terms of relationships, mathematically they return a single number for a given entity (e.g., the degree for a node in a graph). They can therefore be modelled in a JBN as another function of an entity variable, like a descriptive attribute. For example, suppose we base the prediction of a student's ranking on their average grade over all her courses (as in the PRM of [16, Fig 5.3] ). The average grade of a generic student S may be denoted by AVG{grade(S , C ) : Registered (S , C )}, which is a function of random variable S and hence itself a random variable that can be added to the Join Bayes net. For example, a JBN may include links grade(S, C) → AVG{grade(S , C ) : Registered (S , C )} → ranking(S ) to indicate that while both variables grade(S, C) and AVG{grade(S , C ) : Registered (S , C )} are predictors of ranking(S ), a student's grade in a randomly selected course does not add predictive power once her average grade over all courses is known. Figure 7 illustrates a JBN for the university domain with two aggregate functions, a student's average grade and a course's average satisfaction score. The structure and the aggregate functions are taken from the PRM presented in [10, Fig.5.2] .
JBNs with aggregate functions combine the join-based semantics with the expressive power of aggregate variables. For learning models with aggregation, an interesting possibility is to first learn a JBN without aggregation and use it as a relevancy filter to guide the search for predictive aggregate functions. For example, if a JBN indicates a link Registered (S , C )} returns the average grade for a student S and is thus a function of entity random variable S. Similarly, the variable labeled AVG{satisfaction(S , C ) : Registered (S , C )} returns the average satisfaction score assigned by students to a course C, and is thus a function of entity random variable C. In this structure, both grade(S) and AVG{grade(S , C ) : Registered (S , C )} predict a student's ranking, but given the student's average grade, the grade in a randomly selected course C adds no further information for predicting a student's ranking. Similarly, given the average satisfaction with a course, the prediction of the rating of a course is based on the average satisfaction with a course rather than the satisfaction score assigned by a randomly selected student, if both are available.
between gpa(S) and difficulty(C ) given Registered (S , C )-say with the structure gpa(S) → difficulty(C ) ← Registered (S , C )-the learner may consider adding to the model the aggregate function AVG{difficulty(C ) : Registered (S , C )}. This approach has both computational and statistical advantages. The computational advantage is that the search for a predictive aggregate function is expensive, as the search space is the set of combinations (relationship + aggregate function) rather than just the set of relationships as with a JBN. As for the statistical advantage, empirical studies suggest that the loss of information involved in aggregation often leads models to posit spurious correlations or miss actual ones [3] . In our hybrid proposal, a learning algorithm first establishes the presence of a predictive association between two random variables based on the join semantics only, and then considers aggregate functions for making the predictions.
One of the motivations for using aggregate functions in statistical-relational models is that they support predictions about the attributes of an entity given its relational context, that is, given other entities that it is related to and their attributes. In the next section we consider how Join Bayes nets can be applied to support such predictions.
Link-Based Prediction
One of the purposes of building a statistical model is to support predictions. Two key predictive tasks for statisticalrelational models are link prediction and link-based classification [9] . In link prediction, the problem is to predict whether or not two entities are related, given their attributes and attributes of related entities. For example, we may wish to predict whether an individual student s is registered in a course c given the attributes of s, c and other courses that s has registered in. In link-based classification, the problem is to predict the value of the class label for an entity, given its other attributes and attributes of related entities. For example, we may wish to predict the gender of a student s given the other attributes of s and information about courses that s has registered in. Both of these problems can be viewed as instances of a more general problem: Given a partially specified database instance D, predict the missing information in D. We refer to this general type of problem as link-based prediction. This section considers how Join Bayes nets can support link-based prediction.
The key issue in link-based predictions derived from a model formulated at the class level in terms of generic relationships is how to translate the generic relationships, which consider just a constant number of relationships at a time, into predictions about individuals, who may participate in an unbounded number of relationships with other individuals. Two established approaches to relational model-based prediction are the following. (1) The prediction can be based on aggregating relevant properties of the related entities (e.g, predict the gender of a student given his or her average grade). This is the approach taken by PRMs; it can be supported in a JBN by including the relevant aggregation functions, as in Section 7.2. (2) The JBN specifies the probabilistic dependency of the attributes of an entity given a single related entity (e.g., predict the gender of a generic student given his or her enrolment in a single course with a certain grade). These single-link dependencies can be combined to utilize information about multiple links using combining rules (e.g. noisy or, average). Combining rules are employed in Bayes Logic Networks [13] and Relational Bayes Nets [7] , and they can in principle also be applied with JBNs. When link-based prediction is based on combining rules, a Join Bayes net does not support it directly by formulating predictions as probabilistic queries to the Bayes net, but indirectly by supplying the probabilities to be combined as the answers to such queries. So with suitable extensions such as aggregate functions and/or combining rules, it appears that Join Bayes Nets can be used in predictive models that are similar to other SRL approaches. Our view of a relational database as a factored representation of a large random sample of cases suggests another new approach to link-based prediction that does not require the specification of additional structure like aggregate functions or combination rules; we describe the new approach in the remainder of this section.
We assume that the entities in the database instance are known, that is, the key fields in the entity tables have been assigned values. Link-based prediction can be visualized as follows: Given that some cells in the database tables have been assigned values, predict the values of other cells. For instance, to predict the intelligence score of an individual student s is to predict the value of the column intelligence in the row of the student entity table corresponding to s given the value of some other cells in the student table and in other database tables. It is in general possible that table entries are missing in addition to the the target value for prediction. If the goal is to predict attributes or relationships involving a new entity not yet in the database, a new id (key field value) can be added with unspecified attributes/relationships to represent the entity. Link-based prediction can in principle be reduced to the problem of computing the likelihood of a database instance given a JBN: The likelihood of a predicted value is defined by summing over the likelihood of all tables containing the value. For instance, given a partially specified database D * , we can compute the probability that intelligence(Jack ) = 3 as the sum of likelihoods of all completely specified databases D that extend D * and set intelligence(Jack ) = 3. If the goal is to find the most likely score for Jack's intelligence, the corresponding maximization problem is
where is one of the possible values for the predicted field (e.g., 1,2,3 for intelligence scores), and D * is the set of all completely specified databases, whose entities are the same as in D * , that extend D * and assign value to the predicted field. The likelihood P (D|J) of a database D given a parametrized JBN J was specified in Definition 3 (2); it is the product of the likelihoods assigned by J to each row of the attribute-relation table associated with D.
While a complete development of our approach to link-based prediction is beyond the scope of this paper, we illustrate it by showing how it can be efficiently applied to the following variant of link-based classification: suppose a database D * contains complete information about all entities in the database and their relationships, except for the class label L(e 0 ) of an individual entity e 0 , where the class variable is one of the nodes in a given Join Bayes net J. In this case a closed-form solution for the maximization problem in Equation 2 can be derived. Briefly, the solution is to take the average log-likelihood of a predicted label L = over all possible configurations of the Markov blanket of L, weighting each configuration by the frequency with which it occurs in the entity join of D * in rows that involve the entity e 0 . As the procedure takes an average of the possible predictions corresponding to the possible Markov blanket valules, we refer to it as the prediction averaging algorithm. We give pseudocode for the prediction algorithm that uses the following shorthand notation. Let v i be a variable (node) in V with r i possible values, enumerated as x i,1 , . . . , x i,ri . We write mb i to denote the Markov blanket of v i . We use m i to denote vj ∈mbi r j , which is the number of possible configurations of the Markov blanket of v i (one if the Markov blanket is empty). The configurations of the Markov blanket of variable v i will be ordered as x mbi,1 , . . . , x mbi,mi . Let D * be a partially specified database that contains all information except for the class label of e 0 . The joint frequency P D * (X = x) was specified in Definition 3 (1); it is the number of rows in the entity-join table associated with D * that satisfy X = x, divided by the size of the entity join. The frequency is well-defined as long as the variables X do not contain the class variable. We write P J (·) for the probability assigned by the JBN to a joint or conditional probability over its nodes. compute P D * (mb 0,m , E = e 0 )
6:
{The database frequencies P D * can be found using the parameter estimation algorithm 1 from Section 6.}
7:
for = 1 to r 0 do 8:
end for 10: end for 11: return x 0 = argmax p[ ] Remark. The algorithm can be optimized when A is a descriptive attribute of entity class E, because its value a for target entity e 0 is specified in the database D * , so we need consider only Markov blanket configurations that assign value a to variable A (E) (for other Markov blanket configurations mb 0,m we have P D * (mb 0,m , E = e 0 ) = 0).
Example and Discussion. Suppose that a Join Bayes net for the university domain has the structure shown in Figure 1 . We want to predict the intelligence of a student named Jill whose ranking is known to be 3; Jill's courses and grades are also known; this information is contained in a partially specified database D * . We write P J (·) for the probability assigned by the JBN to a joint or conditional probability over its nodes. The Markov blanket of intelligence(S) comprises the nodes Registered (S, C), grade(S, C), ranking(S ). Since grade(S, C) determines the value of Registered (S, C), we need consider only grade(S, C). Assuming that the possible grades are A, B, C, D, and applying the optimization mentioned above to the descriptive attribute ranking, the predicted value for intelligence(Jill ) maximizes the following sum:
The algorithm makes a prediction for each possible grade that Jill may have attained in a given course, and weights it by the proportion of courses that she took in which she achieved the grade. It also takes into account the relationship between Jill's intelligence, ranking and not registering in a course (in the case where grade(S, C) = ⊥, which is equivalent to Registered (S, C) = F ). It is easy to see that the prediction algorithm generalizes the standard prediction algorithm with just a single entity table: in that case all other attributes are known and there are no related objects to consider, so the values of the Markov blanket are fixed to be those of the known attribute and the class label is predicted based on a single Markov blanket configuration. The corresponding special case in the relational setting occurs when the goal is to predict a property of an entity tuple. For instance, suppose the goal is to predict the grade of Jill in course CMPT120 given that she has registered in CMPT120 and all other information about Jill and CMPT120 . In that case, the condition S = Jill , C = CMPT120 specifies a unique row in the entity-join table, so different predictions will be based just on that row, or in other words, will be based just on the attributes of Jill and CMPT120 . For instance in the JBN of Figure 1 , the predicted value for Registered (S, C) maximizes the expression P J (grade(S, C) = |intelligence(S) = intelligence(Jill ), difficulty(C) = difficulty(CMPT120 ), sat(S , C ) = sat(Jill , CMPT120 )). An interesting intermediate case arises when the goal is to predict an attribute of a link between two entities but some of the attributes of the entities are unknown. In this case the link prediction may proceed in two steps: (1) use linkages of the entities to infer the unknown attributes, and (2) based on the inferred attributes, predict the attribute of the link. For example, if Jill's intelligence is not known, her grades in courses other than CMPT120 may be used to assign probabilities to a given intelligence score, which in turn can then be used to assign a probability to her grade in CMPT120 . We leave closed-form solutions for this and other more general cases for future research. The correctness of Algorithm 2 is formally established in Section 11. The proof can be generalized beyond Join Bayes nets to general discriminative predictive models P M (Y |X) where the variables in X, Y are among those associated with a relational database D * : to apply the model to score a prediction that Y (e 0 ) = y for a specific entity e 0 , choose the class label that solves the maximization
So the prediction averaging procedure generalizes to other classification models with discrete variables (e.g., decision trees, naive Bayes nets, logistic regression). This outline of a new approach to link-based prediction completes our description of how Join Bayes nets can be used to treat three important phenomena in SR modelling: aggregation, autocorrelation and link-based prediction. Having developed the description of JBNs as a model class in some detail, we provide more comparison with other SR model classes in the next section.
Comparison with Specific SRL Systems
This section provides more details of how Join Bayes Nets compare to other SRL systems, in particular Probabilistic Relational Models (PRMs) and Bayes Logic Networks (BLNs). We chose these for comparison because they are both based on directed graphical models, and because they are representative in that PRMs specify class-level dependencies using a graphical model, while the class-level model of BLNs is based on logical syntax. Our points of comparison apply to other graphical and logic-based models as well.
Comparison with Probabilistic Relational Models. PRMs are similar to JBNs in that the format of their class-level model is a graph whose nodes represent attributes of entities and relationships, and also includes Boolean variables that indicate the existence of a link (in PRMs that model link existence uncertainty [10, Sec.5.5.3] ). Further points of comparison include the following.
Many-many Relationships and Aggregation. Like many SRL approaches, PRMs require the use of aggregation with many-many relationships [10, Def.5.2] . One way to visualize this is that an edge in a PRM that corresponds to a many-many relationship must be annotated with an aggregate function. For example, an edge from the intelligence of a student to the difficulty of a course must be annotated with an aggregate function (e.g., average) that indicates how to predict the difficulty of a course given the set of intelligence scores of students taken the course (e.g., use the average intelligence to predict). While JBNs do not require the use of aggregation functions, they can be added to a JBN, as we saw in Section 7.2. A difference is that an aggregate function is itself treated as a random variable in the JBN, as part of the joint distribution over its nodes (e.g., the JBN defines a probability distribution for the average intelligence of students taking a course). In contrast, a PRM uses the values of aggregate functions to make predictions about the values of nodes in the PRM, but the distribution of the aggregate values themselves is not modeled. We discussed pros and cons of using aggregation with JBNs in Section 7.2.
Class vs. Entity-Level Modeling. Recall from Section 1 that the semantics of many SRL systems is given with reference to an entity-level graphical model [11, p.4] . PRMs enforce parameter sharing in the entity-level model, which means that entities from the same class share the same parameters in the model. For example, the probability of a student having GPA 3.0 given that the student is 40 years old will typically be estimated as the same for any specific student. Parameter sharing in the entity-level network is the counterpart to marginalizing over entity ids in the entity join. As a result, it appears that the database frequency counts represented by the entity-level directed graph are essentially the same as those defined by our attribute-relation table-provided that it is possible to translate a database instance into a legal entity-level directed graph without cycles. In the presence of many-many relationships, a direct comparison is difficult, however, because PRMs require the use of aggregate functions in that case. Another consequence of parameter sharing is that the power of PRMs to formulate statistical patterns that involve particular individuals is limited. Heckerman et al. show that various types of background knowledge can be captured in a PRM by placing constraints on mapping the formal class dependency model to an unrolled network [12] .
Autocorrelation and Cycles. Consider again the example from Section 7.1 where a trait is passed on from parent to child. A PRM contains only one node corresponding to the trait attribute of the Person class, so this kind of dependency appears as a self-loop in the graph that represents the class-level dependencies. Further conditions must be met to ensure that such self-loops in the class-level model do not correspond to self-loops in the entity-level model Structural Uncertainty and Non-existent Links. Both PRMs and JBNs model uncertainty about the existence of a relationship with Boolean variables. When a model allows link existence uncertainty, the issue arises how to define the probability of a descriptive attribute value for a nonexistent relationship. For example, given that a student has not registered in a course, what is the probability that the student receives an A in the course? PRMs assign a uniform distribution over grades in this case [10, Sec.5.5.3.2], whereas our proposal is to assign the value "undefined" with probability 1.
Comparison with Bayes Logic Networks. BLNs associate conditional probabilities with logical clauses of the form head |atom 1 , ..., atom k . For example, we may have a clause of the form Registered (S, C)|intelligence(S), difficulty(C) to represent conditional probabilities of a student being registered in a course given the intelligence of the student and the difficulty of the course.
Syntax. The nodes in a JBN are in fact atoms in the sense of BLNs, so it appears that syntactically, a JBN can be translated into a BLN by writing for each node X exactly one clause of the form X|pa are the parents of X in the JBN. The key difference is that in a JBN, each variable is assigned a type based on the entity-relation schema. For example, in the atom intelligence(S), the variable S is assigned the type Student, so that its only possible values are students (entries from the student table). In contrast, in the semantics for a BLN, all variables range over a common domain (the Herbrand base of terms [13, Sec.10.3] ). Adding types to variables is common in logic-based approaches to SRL (see e.g., [4] ), so this seems to be an uncontroversial extension of the BLN syntax. With the addition of types, JBNs appear to be a special case of BLNs from a syntactic point of view. As a result, issues like autocorrelation and aggregation can be addressed with BLNs in the same way as with JBNs. One way in which BLNs have more expressive power than JBNs is that they can include formulas containing special constants of interest (e.g., Registered (S, CMPT100 )) to represent special statistical patterns involving the entities denoted by the constants.
Semantics. BLNs do not rely on the types of variables to specify their semantics, but instead use the concept of an entity-level model as PRMs do. As with PRMs, there is an issue with ensuring that the entity-level model is an acyclic graph. BLNs use combining rules with many-many relationships to represent in the entity-level model the probabilistic dependency of an entity's attributes on attributes of related objects. It is an interesting question for future research if typed BLNs in general can be given the same kind of semantics as JBNs, rather than a semantics based on entity-level models. Table 9 summarizes the comparison of JBNs with PRMs and BLNs.
Finally, we mention that among the many SRL systems whose goal is discriminative learning rather than building a generative model, LINUS is a classic Inductive Logic Programming (ILP) system that is based on join rather than aggregation, specifically on a Cartesian product of tables somewhat similar to the semantics for Join Bayes Nets laid out in Section 4 [15, 6] . In empirical comparisons with other ILP classification systems, the classification accuracy of the LINUS -style systems is excellent, which we take as evidence for the statistical power of join-based approaches. However, the LINUS system imposes quite severe limitations on the type of predictive associations that it can represent, which JBNs do not share. 
Conclusion and Future Work
We have presented Join Bayes nets as a new type of class-level model for statistical-relational learning. Our methodology is to specify the model as a standard-format Bayes net; the relational structure of a database is reflected in the semantics of the random variables in the Bayes net, which is based on the functional dependencies between entities (key fields in the schema) as arguments or inputs, and descriptive attributes and the existence of relationships as values or outputs. We model statistical-relational phenomena like aggregation and autocorrelation by including additional variables in the Bayes net. From a software engineering point of view, an advantage of Join Bayes nets is that their development can make immediate use of the theory, algorithms and code for general Bayes nets. In particular, inference algorithms for answering probabilistic queries can be used "as is". Given the functional semantics of the variables in a Join Bayes net, a database instance defines a target distribution over the variables, which we refer to as the database distribution. The database distribution can be conceptualized as a table join based on the cross product of the entity tables. Conceptually Join Bayes net learning is the same as Bayes net learning from the database distribution. However, for practical applications new algorithms are required because in most problems the entity join table is too large to be materialized. These algorithms should operate directly on the tables given in the database to compute the same output as a regular BN learner would if it were given a tabular representation of the database distribution. On this view, the database instance is a factored representation of a large join table, and the challenge is to adapt regular single table learners to perform learning from factored data. This approach to learning JBNs shares the spirit of ILP-related work: relational learning contains single-table propositional learning as a special case [14] . We developed a dynamic programming algorithm for parameter estimation for Join Bayes nets that computes the required conditional frequencies from a database instance; the only table joins materialized by the algorithm are joins of relationship tables already existing in the database. A fruitful avenue for future research is to develop algorithms that perform learning from factored data for further learning tasks, especially structure learning for Join Bayes nets. We outlined several approaches for applying JBNs for link-based prediction, which is an important topic for further investigation. Another research direction is to consider richer logical languages for defining new random variables of possible interest. Our approach in this paper has been to start with an entity-relationship model and define an arguably minimal set of random variables that represents the logical-relational structure of the ER model. An alternative is to include random variables that correspond to logical formulas specified by the user. For example, a JBN could include a variable like (age(S) = 40 OR intelligence(S) = Hi ) as a Boolean function of a generic student S, or it could include formulas containing special constants of interest as in Registered (S, CMPT100 ). Another application of introducing additional random variables is to model recursive patterns where the presence of a link among given entities depends on its presence between other entities [21, Sec.7.2] . On this approach, a user would have the rich resources of logic to specify random variables of interest (one of the advantages of logic-based SRL approaches, [2, 5] ), and then apply the Bayes net format for representing a joint distribution over these variables. In sum, Join Bayes nets are a class of directed graphical models that have a principled semantic foundation, avoid some of the major problems of other directed models, and provide the resources for important statistical-relational tasks such as modelling autocorrelations and performing link-based predictions.
We introduce the following shorthand notation. Let v i be a variable (node) in V with r i possible values. We write mb i to denote the Markov blanket of v i . We use m i to denote vj ∈mbi r j , which is the number of possible configurations of the Markov blanket of v i (one if the Markov blanket is empty). The values of variable v i will be ordered as x i,1 , . . . , x i,ri and the configurations of its Markov blanket will be ordered as x mbi,1 , . . . , x mbi,mi . Without loss of generality, assume that the class variable to be predicted is labelled v 0 , so there are r 0 possible class labels. The class variable is of the form A(E); we want to predict its value for a target entity e 0 whose entity type matches E. Let D * be a partially specified database instance that contains all information except for the class label of e 0 , and let D be the completed database that assigns class label to entity e 0 . We write N for the number of rows in the attribute-relation table in database D ; since the same entities are featured in all completions of D * , this number does not depend on the predicted label and is given by since a node is independent of all other nodes given its Markov blanket. Thus we have argmax P (D |J) = argmax e P J (v 0 (e, )|mb 0 (e, )).
Considering the possible co-occurrences of class labels and Markov blanket configurations, we obtain e P J (v 0 (e, )|mb 0 (e, )) = 
Now the rows in the entity join can be partitioned into those with E = e 0 and those with E = e 0 ; so, N (v 0 = x 0,c , mb 0 = mb 0,m ) = N (v 0 = x 0,c , mb 0 = mb 0,m , E = e 0 ) + N (v 0 = x 0,c , mb 0 = mb 0,m , E = e 0 ). Rows that do no set E = e 0 are the same for all predicted class labels for e 0 , and hence do not make a difference to the maximization. In each row of the entity join for database D with E = e 0 , the class label L(e 0 ) is just the predicted label . So we have argmax P (D |J) = argmax 
Since the class variable v 0 is not contained in its own Markov blanket, the number N (mb 0,m , E = e 0 ) is just N · P D * (mb 0,m , E = e 0 ) where D * is the partially specified database. Take the logarithm of the last maximization expression and divide the result by N , the number of rows in the entity-join and attribute-relation tables, to arrive at argmax P (D |J) = argmax 
which is the weighted average of the Markov blanket predictions used in Algorithm 2. Since we assume that the values of all attributes of e 0 other than the class label are specified in the database D * , all Markov blanket configurations with a nonzero frequency P D * (mb 0,m , E = e 0 ) assign these attributes their known values, which validates the optimization mentioned at the end of Algorithm 2. Hence the summation m0 m=1 can be restricted to Markov blanket configurations with these known values, which establishes the correctness of Algorithm 2.
