A Gelfand triplet for the Hamiltonian H of the infinite-dimensional Friedrichs model on the positive half line with Hilbert-Schmidt perturbations is constructed such that exactly the resonances (poles of the inverse of the Livšic-matrix) are eigenvalues of the extension H × of H. The corresponding eigenantilinear forms are calculated explicitly. Using the wave matrices for the Abelian wave (Möller) operators the corresponding eigenantilinear forms for the unperturbed Hamiltonian H 0 turn out to be of pure Dirac type and can be characterized by their corresponding Gamov vector which is uniquely determined by restriction to the intersection of the Gelfand space for H 0 with P + H 2 + , where H 2 + is the Hardy space of the upper half plane. Simultaneously, this restriction yields a truncation of the unitary evolution t → e −itH 0 to the well-known decay semigroup for t ≥ 0 of the Toeplitz type on P + H 2 + . That is, exactly those eigenvectors λ → k(λ − ζ) −1 , , k element of the multiplicity space K, of the decay semigroup have an extension to an eigenantilinear form for H 0 hence for H if ζ is a resonance and k is from that subspace of K which is uniquely determined by its corresponding Dirac type antilinear form. Moreover, the scattering matrix which is meromorphic in the lower half plane has only simple poles there and the main part of its Laurent representation is a linear combination of Gamov vectors.
Introduction
Breit-Wigner formulas E → c((E − E 0 ) 2 + (Γ/2) 2 ) −1 describe bumps in quantum scattering cross sections, where E 0 is the resonance energy, Γ/2 the half width. These bumps are associated to unstable particles with finite lifetimes. If the scattering matrix is meromorphically continuable into the lower half plane, they can be connected with poles E 0 − i(Γ/2) there. Then c(E − E 0 ) − i(γ/2)) −1 is called the Breit-Wigner amplitude (see e.g. Bohm [1] The perturbation is given by Γ + Γ * , i.e. we put
H is selfadjoint and dom H = dom H 0 ⊕ E.
In the finite-dimensional case where dim E < ∞, dim K < ∞ this includes the case of the usual (finite-dimensional) Friedrichs model, where Γ is a partial isometry with Γ * Γ = P E , the projection onto E, and ΓΓ * < 1l−P E , such that ∞ 0 M(λ) * M(λ)dλ = 1l E . In the following also the case of "small perturbations" is of interest, where Γ is replaced by ǫΓ, 0 < ǫ ≤ 1, ǫ the so-called coupling constant.
For convenience in the following Γ E is identified with Γ without confusion. On this model we impose the following assumptions:
(i) H 0,+ = clo spa{E 0 (∆)f, f ∈ ΓE} and H = clo spa{E(∆)e, e ∈ E}, where E 0 (·), E(·) denote the spectral measures of H 0 , H, respectively. This means: ΓE is generating for H 0,+ w.r.t. H 0 and E is generating for H w.r.t. H. (In the case dim E < ∞ this implies dim E = dim K.) If dim E = ∞ then necessarily dim K = ∞.
(ii) H has no real eigenvalues.
(iii) ∞ 0 λ 2 M(λ) 2 2 dλ < ∞. This is equivalent with ΓE ⊂ dom H 0 .
The essential parameter of the model is the Hilbert-Schmidt-valued operator function M(·) on the positive half line. For this parameter we require the following further conditions of analytic continuability:
(iv) The operator function M(·) is analytically continuable into the complex plane,
which is rational, with no simple poles and with no poles on the real line. That is, M(·) is holomorphic on the real line. The point ∞ is a holomorphic point of M(·) and M(∞) = 0.
The set of all poles of M(·) is finite, the operator function C ∋ z → M(z) * is rational, too. The poles of this function are complex-conjugated to the poles of M(·). The set of all these poles is denoted by P, it is a finite set, symmetric w.r.t. complex conjugation.
(v) ima M(z) =: A ⊂ K is a dense set in K for all z ∈ P which is independent of z.
is a holomorphic operator function of type A (in the sense of Kato [10] ) on A.
The conditions (v)-(vii) imply that M(z) = M(z 0 )C(z), where z 0 ∈ P and z → C(z) ∈ L(E) is a rational operator function with poles in P such that C(z) is bounded invertible for z ∈ P and z → C(z) −1 is holomorphic at the points of P, too. A simple example of M(·) satisfying these conditions is given in the case
The operator function Φ
We put
where C >0 is the complex plane with cut [0, ∞), i.e.
By straightforward residual calculation one obtains
where log(−1) = iπ and H(·) denotes the (Laurent) main part of log z · M(z) * M(z) in C >0 . That is, (1) confirms that Φ(·) is holomorphic on C >0 and shows that Φ(·) is meromorphic on the Riemannian surface of z → log z. For convenience we use the denotation Φ ± for Φ C ± (where C ± are in the "first sheet" C >0 . In the following Φ ± are mainly considered in C <0 , the complex plane with cut (−∞, 0], i.e.
The poles of Φ + are contained in C − ∩ P, those of Φ − are contained in C + ∩ P, i.e. there are only finitely many poles. One has
where R is sufficiently large.
Livšic-matrix and partial resolvent
The Livšic-matrix is defined by
is meromorphic on C <0 , the poles are contained in
The sandwiched resolvent R(z) := (z − H) −1 by the projection P E is called the partial resolvent. A straightforward calculation (see e.g. [11, p. 136 f.]) gives
(2) shows that
where
−1 is meromorphic on C <0 , according to a well-known result due to Keldysch [12] . A straightforward estimation gives
where R is sufficiently large. Therefore L + (·) −1 has at most finitely many poles which are contained in C − . The set of these poles is denoted by R, they are called resonances. To simplify the treatment it is assumed that the sets of poles of L + (·) and L + (·) −1 are disjoint, R ∩ P = ∅. Applying Theorem 1 of [11, p. 139 ] to the partial resolvent one obtains: λ → L ± (λ) −1 is holomorphic on R + becauuse of (ii). Moreover, for λ < 0 we have
−1 are holomorphic there, again because of (ii). Further we have
The sandwiched spectral measure E(·) of H satisfies
(4) It vanishes for λ < 0. Therefore spec H = [0, ∞) and it follows that H is pure absolutely continuous.
Spectral representations by spectral integrals
The spectral integral
According to assumption (i) the linear manifold of all such spectral integrals is dense in H 0,+ . It defines a spectral representation of H 0,+ w.r.t. H 0 which is given by the isometric isomorphism between H 0,+ and
, where the Hilbert spaceÊ λ is the completion of E w.r.t. the scalar product e 1 , e 2 λ := (M(λ)e 1 , M(λ)e 2 ) K . Note that ΓE is a spectral manifold w.r.t.
The same procedure for H and H leads to a distinguished spectral representation defined by the spectral integral
where (5) exists iff
That is, for these dense sets of spectral integrals we call f (·) the E 0 -representer of x, x(λ) = M(λ)f (λ), and g(·) the E-representer of y. Note that if y ∈ dom H then λ → λg(λ) is the E-representer of Hy. These two spectral representations we call the natural spectral representations of H, H 0 w.r.t. H, H 0 , respectively.
Wave operators, wave matrices and scattering matrix
The strong wave operators are defined by
where P 0 ac denotes the projection onto the absolutely continuous subspace of H 0 . If H is pure absolutely continuous and the condition of asymptotic completeness is satisfied then
If the wave operators (6) exist, they can be rewritten as so-called Abelian limits
Note that the existence of the Abelian limits Ω ± does not imply the existence of the wave operators (6) . The time integrals in (7) and (8) can be transformed into spectral integrals (see [14, p. 361] ):
LEMMA 2. The limits
That is, the Abelian limits of the wave operators exist and they are isometric from H 0,+ onto H.
Proof. The existence of (12) follows by straightforward calculation. The result is
is the E-representer of y. (13) says that the
. One calculates easily that the "multiplication operator" λ → L ± (λ) −1 acts, w.r.t. the natural spectral representations of H, H 0 , isometrically from H into H 0 , because
. and the spectral integrals in H are dense, i.e.
follows. This meansΩ ± is isometric on H. To show that the image ofΩ ± is H 0,+ it is sufficient to show that the dense set of all spectral integrals belongs to the image:
and one obtainsΩ ± y = x, henceΩ ± H = H 0,+ follows orΩ * ±Ω ± = 1l H ,Ω ±Ω * ± = 1l H 0,+ . W.r.t. the representers of x, y the operatorΩ * ± is given by the transformation of
However, this can be rewritten intõ
i.e. (11) exists and Ω ± =Ω * ± . 2 The proof of Lemma 2 yields COROLLARY 1. The (isometric) Abelian wave operators Ω ± , Ω * ± are given by the formulas
For example, the E 0 -representer of the vector Ω * + e, e ∈ E, is given by
the E 0 -representer of Ω * + Γe is
because (λ − A)e is the E-representer of Γe:
note that e ∈ dom H, because He = Ae + Γe. Corollary 1 means that the Abelian wave operators act by application of the Livšsic-matrix resp. its inverse on the corresponding representers. In general, operator functions with these properties are called wave matrices of Ω ± , Ω * ± . Note that wave matrices are well-defined only if the spectral representations are fixed. COROLLARY 2. The wave matrices of Ω ± , Ω * ± w.r.t. the natural spectral representations of H 0,+ H are given by
Note that Lemma 2 implies that H and H 0 are unitarily equivalent. REMARK 1. Since Ω ± is isometric, (7) and (8) can be improved. In this case even lim
are true. The conditions (16) , (17) are strongly related to the existence of the strong limits (6), i.e. to the existence of the strong wave operators (for details see [13, p.
f.])
. If Γ is even trace class, Γ ∈ L 1 (H), then the strong limits (6) exist. In particular, in the finite-dimensional case dim E < ∞ the wave operators W ± exist. The scattering operator S is defined by S := W * + W − = Ω * + Ω − , it is unitary on H 0,+ and can be represented by its scattering matrix w.r.t. a given spectral representation of H 0,+ . LEMMA 3. W.r.t. the natural spectral representation of H 0,+ the corresponding scattering matrix S E is given by
is meromorphically continuable into C <0 , its poles are contained in R ∪ (P ∩ C + ).
The scattering matrix S K (·) w.r.t. the original spectral representation of H 0,+ given by the K-valued functions λ → x(λ) ∈ K for x ∈ H 0,+ satisfies
which is satisfied by
S K (·) is meromorphically continuable into C <0 , its poles are contained in R ∪ P.
In the case of "small perturbations" where Γ is replaced by ǫΓ, i.e. M(·) is replaced by ǫM(·), there is an essential difference between the resonances (poles of L + (·) −1 ) and the poles of L − (·) (which are in C + ) because the poles of z → ǫM(z) and z → ǫM(z) * are independent of ǫ, whereas the poles of L + (·) −1 depend on ǫ. This implies that also these poles of S K (·), contained in R, depend on ǫ, those in P are independent of ǫ. The most interesting resonances are those whose trajectories for ǫ → 0 run into the embedded eigenvalues, i.e. the eigenvalues of A.
The Gelfand triplet
A Gelfand triplet is given by the Gelfand space and its topology. The Gelfand space G ⊂ H 0,+ is defined to be the manifold of all s ∈ H 0,+ ,
is the E-representer of g := Ω + s), such that g(·) is holomorphic on R + , meromorphic on C <0 with poles at most in P, and λ → λg(λ) is also an E-representer.
The Gelfand topology in G is defined by the collection of norms
Obviously G is dense in H 0,+ w.r.t. the Hilbert topology and G defines a Gelfand triplet
where G × denotes the set of all continuous antilinear forms w.r.t. the Gelfand topology. Note that Ω * + E ⊕ Ω * + ΓE ⊂ G. This follows from (14) and (15) . Note further that Ω * + ΓE ⊂ dom H 0 because of (iii). The Gelfand space G can be transferred into H by the wave operator Ω + : 
The boundary condition and the solution
The eigenvalue equation for eigenvalues ζ 0 ∈ C − \ P of H × reads then
For the part φ × 0 of a solution we impose a Boundary condition: φ × 0 is required to be the analytic continuation into C − across R + of a holomorphic vector antilinear form φ × 0 (z, e 0 ) on C + such that the Φ-part of the eigenvalue equation is an identity on C + .
The solution of this eigenvalue problem is given by THEOREM 1. The point ζ 0 ∈ C − \ P is an eigenvalue of H × with eigenantilinear form d × 0 := {φ × 0 (ζ 0 , e 0 ), e 0 } iff ζ 0 is a resonance, ζ 0 ∈ R, and e 0 satisfies L + (ζ 0 )e 0 = 0, i.e. e 0 ∈ ker L + (ζ 0 ). That is, the (generalized) eigenspace of ζ 0 has the dimension dim ker L + (ζ 0 ), the geometric multiplicity of the eigenvalue 0 of L + (ζ 0 ).
Proof. According to (19) and (20) the eigenvalue equation (21) means
This is equivalent with (Ae − ζ 0 e, e 0 ) + Γe | φ
where d = φ + e, φ ∈ Φ, e ∈ E. Since e and φ vary independently we obtain two equations:
and
φ × 0 depends on ζ 0 , the possible eigenvalue (and on e 0 ). According to the boundary condition for φ × 0 this antilinear form is required to be the analytic continuation of a holomorphic vector antilinear form C + ∋ z → φ × 0 (z) such that the equation (23) is valid also on C + :
That is, with φ :
Now one has to check that this antilinear form has an analytic continuation into C − across R + which is meromorphic on C <0 . First we use the following identity which can be obtained by a straightforward calculation:
Then we get
(Ω + s, e 0 ) is a constant term. We put g := Ω + s ∈ D and obtain
is meromorphically continuable into C <0 across R + , where
and for z ∈ C − one obtains
. (26) Inspection of (26) proves the assertion. Poles are necessarily in P. Now we know that the antilinear form φ × 0 (z, e 0 ) satisfies the equation (24) for z ∈ C + . Therefore it satisfies the equation (23) for all z ∈ C <0 \P and it is holomorphic there. For this reason we consider the second equation (22) 
and the equation (22) reads simply (e, L + (z)e 0 ) = 0 for all e ∈ E which obviously has no solution in C + ∪ R + . But by analytic continuation the identity (27) is true also in C − . That is, equation (22) is equivalent with
This means: equation (22) has a solution ζ 0 ∈ C − \ P with the corresponding parameter e 0 ∈ E iff equation (28) is satisfied. Conversely, if ζ 0 ∈ C − \ P and e 0 ∈ E satisfy equation (28) 
Proof. For z ∈ C + one has
. For z ∈ C − one has, according to (25) and (26),
If z = ζ 0 is a resonance then
and this is the assertion. 2
The associated Gamov vectors
According to Theorem 2, the back transformed eigenantiliner forms s × 0 (ζ 0 , e 0 ) are of pure Dirac type. This property is crucial for the association of Gamov vectors which are uniquely determined by s × 0 (ζ 0 , e 0 ). In the literature there are several approaches to associate "Gamov vectors" to resonances. In one of them Gamov vectors are considered to be special eigenvectors of a truncated evolution t → T + (t), t ≥ 0, on the Hilbert space P + H 2 + , where T + (t) := P + Q + e −itH 0 P −1 + andH 0 denotes the extension of H 0 to the multiplication operator on H 0 := L 2 (R, K, dλ), P + the projection of H 0 onto H 0,+ , Q + the projection of H 0 onto the Hardy space H 2 + (see e.g. Eisenberg et al [6] , Strauss [7] , see also [15] ). The truncated evolution is a strongly continuous contraction semigroup on P + H 2 + of the Toeplitz type (see Strauss [7] ). As it is well-known, each point ζ ∈ C − is an eigenvalue of the generator of this semigroup and the corresponding eigenspace is given by {P + f : f ∈ H Proof. The density of the inclusion P + H 2 + ⊂ H 0,+ is a standard result. To prove the density of the first inclusion we consider all Schwartz functions R + ∋ λ → v(λ) ∈ E with compact support. Then the functions λ → M(λ)v(λ) are K-valued Schwartz functions with compact support in R + . The linear span of all these functions is denoted by U ⊂ H 0,+ . U is dense in H 0,+ . Note that the functions of U can be considered also as functions on R, i.e. as functions from H 0 and that the functions
is holomorphic on C and one has F −1 u ∈ H 2 + and (
Then z → g(z) is holomorphic on C <0 \ P and
This means that g is the E-representer of w. Therefore one obtains w ∈ G because also λ → λg(λ) is an E-representer. Hence
Now we introduce in G ∩ P + H 2 + a third topology by
Note that the projection P + restricted to H 2 + with image P + H 2 + is a bijection (see e.g [13] ). Moreover, P + H 2 + is a Hilbert space w.r.t. the norm · . 
where in (30) the (unique) extensions of s(·) and λ → k 0 (ζ 0 − λ) −1 onto the whole real line have to be used.
Proof. It follows immediately from the Paley-Wiener theorem. Obviously, the parameter spaces M(ζ 0 ) ker L + (ζ 0 ) resp. ker L + (ζ 0 ) can be expressed by the scattering matrix S E (·) at ζ 0 . Moreover, if ζ 0 is a simple pole of S E (·) then the parameter space can be calculated using the Laurent expansion of S E (·) at
Proof. An easy calculation gives
where Surprisingly it turns out that S K (·) has only simple poles in C − . This is pointed out in the next section.
5 The function-theoretic characterization of the scattering matrix S K (·) on the lower half plane
According to (18) the scattering matrix z → S K (z) is meromorphic on C <0 . In C − there are poles at the resonances (points of R), there are no other poles there because of R ∩ P = ∅. Possible poles in C + are at the points of P. Since S K (·) is unitary on the positive half line one has
On the upper border of C <0 (the negative half line) S K (·) is holomorphic, i.e. λ → S K (λ + i0) is holomorphic for λ < 0 because L + (λ + i0) −1 = P E (λ − H) −1 P E E for λ < 0 and (λ − H) −1 is holomorphic there. Further we have
That is, L + (λ−i0) is holomorphic for λ < 0, hence L + (λ−i0) −1 remains meromorphic for λ < 0 and there is no pole on the negative half line:
In the contrary case, if −λ 0 , λ 0 > 0, is a pole then, according to Lemma 1, we have ker L + (−λ 0 − i0) ⊃ {0}, i.e. there is e 0 ∈ E such that This implies M(−λ 0 )e 0 = 0 and e 0 = 0. Therefore, S K (·) is holomorphic also on the lower border of C <0 , i.e. λ → S K (λ − i0) is holomorphic for λ < 0. Then from (32)
follows, i.e. S K (λ ± i0) is bounded invertible for λ < 0, but not necessarily unitary. Moreover, from (3) and (iv) we have sup z∈C <0 (R)
where R is sufficiently large. Now it turns out that these three conditions
• z → S K (z) is meromorphic on C <0 , holomorphic on R + ,
• there exist the norm limits lim ǫ→+0 S K (λ ± iǫ) =: S K (λ ± i0) for λ < 0, holomorphic on R − := (−∞, 0),
• S K (·) is bounded at infinity on C <0
are sufficient to describe the function-theoretic behaviour of S K (·) on the lower half
