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Rate of approximation of zf ′(z) by special sums asso-
ciated with the zeros of the Bessel polynomials
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Abstract. Let αn1, . . . , αnn be the zeros of the nth Bessel polynomial yn(z) and let
ank = 1− αnk/2, bnk = 1 + αnk/2 (k = 1, . . . , n). We propose the new formula
zf ′(z) ≈
n∑
k=1
(
f(ankz)− f(bnkz)
)
for numerical differentiation of analytic functions f(z) =
∑∞
0 fmz
m. This formula is exact
for all polynomials of degree at most 2n. We find the sharp order of nonlocal estimate of
the corresponding remainder for the case when all |fm| ≤ 1. The estimate shows a high
rate of convergence of the differentiating sums to zf ′(z) on compact subsets of the open
unit disk, namely, O(0.85nn1−n) as n→∞.
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1 Introduction
Throughout the paper we assume that f is a function, analytic in a neighborhood of the
origin, and put f(z) =
∑∞
0 fmz
m. Consider the elementary 2-node differentiation formula
zf ′(z) ≈ f(3z/2)− f(z/2). (1)
We can easily seen that
zf ′(z)− {f(3z/2)− f(z/2)} = O(z3) as z → 0,
whereas for any complex numbers a, b such that a 6= 3/2 and/or b 6= 1/2 the difference
zf ′(z) − {f(az) − f(bz)} is only O(zγ), γ ≤ 2. Hence the formula (1) is exact for all
polynomials of degree at most 2 and is optimal (by the order of local approximation) in
the class of all formulas of the form zf ′(z) ≈ f(az) − f(bz). Moreover, the nodes 3z/2
and z/2 in (1) are independent of f .
In this note we construct the 2n-node generalization of (1) which preserves the main
features of (1) — the exactness for polynomials of degree at most 2n (2n is the number of
nodes), the property that the nodes are independent of f and that the values of f in them
are summed with the multipliers +1 or −1 (some known similar differentiation formulas
are discussed in Sec. 4).
We also find the sharp in order of the quantity n nonlocal estimate of the corresponding
remainder for the case of bounded Taylor coefficients, fm. The estimate shows a very high
rate of convergence of the differentiating sums to zf ′(z) on compact subsets of the disk
|z| < 1, namely, O(0.85nn1−n) as n→∞.
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The nodes in our differentiation formula linearly depend on the zeros αnk (k = 1, . . . , n)
of the nth Bessel polynomial yn(z), first introduced in [9]:
yn(z) =
n∑
k=0
(n + k)!
(n− k)!k!
(z
2
)k
.
Recall that all αnk are simple [6, p. 75] and lie in the semi-annulus
1
n+ 2/3
≤ |αnk| ≤ 2
n+ 1
, Reαnk < 0 (2)
[5, Sec. 5], and there are algorithms for the accurate computation of these zeros [10]. We
also need the following well-known results on the power sums of αnk: if j = 1, 2, . . . and
σnj = α
j
n1 + · · ·+ αjnn, then
σn1 = −1, σn2j+1 = 0 (j = 1, . . . , n− 1); (3)
σn2n+1 = (−1)n4nn!2/(2n)!2. (4)
The formulas (3) and (4) were proved in [2] and in [7], respectively.
2 The differentiation formula and its local properties
For n = 1, 2, . . . , define the quantities
ank = 1− αnk/2, bnk = 1 + αnk/2 (k = 1, . . . , n)
and introduce the main differentiation formula:
zf ′(z) ≈
n∑
k=1
(
f(ankz)− f(bnkz)
)
. (5)
Since y1(z) = 1 + z, then α1,1 = −1, such that the formula (1) is actually the particular
case of (5) with n = 1.
Find the local representation of the remainder
rn(f ; z) := zf
′(z)−
n∑
k=1
(
f(ankz)− f(bnkz)
)
of (5) near the origin. Obviously, we have
rn(f ; z) =
∞∑
m=1
mfmz
m −
n∑
k=1
∞∑
m=1
(amnk − bmnk)fmzm
=
∞∑
m=1
(m− Anm)fmzm, where Anm :=
n∑
k=1
(
amnk − bmnk
)
. (6)
Proposition 1 For n = 1, 2, . . . ,
m− Anm = 0 (m = 1, . . . , 2n); (2n+ 1)− An2n+1 = (−1)n
n!2
(2n)!2
.
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Proof. For m = 1, 2, . . . , by applying the binomial formula, we have
(1− t)m − (1 + t)m = −2
M∑
j=0
(
m
2j + 1
)
t2j+1,
where M = [(m− 1)/2] and [x] denotes the greatest integer ≤ x, so that
Anm =
n∑
k=1
{(1− αnk/2)m − (1 + αnk/2)m} = −
M∑
j=0
(
m
2j + 1
)
σn2j+1
4j
.
If m ≤ 2n, thenM ≤ n−1 and Anm = −
(
m
1
)
σn1 −0 = m by (3). Analogously, ifm = 2n+1,
then M = n, so that
An2n+1 = −
(
2n+ 1
1
)
σn1 − 0−
(
2n+ 1
2n+ 1
)
σn2n+1
4n
= (2n+ 1)− (−1)n n!
2
(2n)!2
by (3) and (4). This completes the proof of Proposition 1.
Corollary 1 For n = 1, 2, . . . , the remainder of (5) has the local form
rn(f ; z) = (−1)n n!
2
(2n)!2
· f2n+1z2n+1 +O(z2n+2) as z → 0.
In particular, the sum in the right side of (5) interpolates the function zf ′(z) at zero with
the multiplicity 2n+ 1 and rn(p; z) ≡ 0 for all polynomials p of degree at most 2n.
We conclude this section with some properties of the quantities ank, bnk.
Because of the properties of αnk (see Sec. 1), all ank and bnk (k = 1, . . . , n) are pairwise
distinct and tend to 1 as n→∞. We now prove
Proposition 2 For n = 1, 2, . . . , |ank| > 1 and |bnk| < 1 (k = 1, . . . , n).
Proof. Since Reαnk < 0, then |ank| ≥ Re ank = 1− Reαnk/2 > 1.
To prove |bnk| < 1 we need the more strong estimate [5, Eq. (6.2)]:
Reαnk < −[n3(n + 1)]−1/2.
Thus we actually have
|bnk|2 = (1 + Reαnk/2)2 + (Imαnk/2)2 = 1 + Reαnk + |αnk|2/4
< 1− 1√
n3(n + 1)
+
1
(n + 1)2
= 1 +
1
(n+ 1)2
[
1−
(
n+ 1
n
)3/2]
< 1,
and the assertion follows.
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3 The nonlocal estimates of the interpolation error
in (5)
Put n0(x) = max {14; x2(1− x)−2} − 1.
Theorem 1 Let x ∈ (0, 1) and all |fm| ≤ 1. If n ≥ n0(x), then
|rn(f ; z)| ≤ |z|
2n+1
x− |z|
2x
(1− x)2n+2
n!2
(2n)!2
, |z| < x, (7)
and this estimate is sharp in order of the quantity n for |z| ≈ x.
In particular, if n ≥ 13 and x = xn =
√
n/(1 +
√
n), then
|rn(f ; z)| ≤ |z|
2n+1
xn − |z|
0.922n
nn−1
, |z| < xn. (8)
Remark 1. Under the condition |fm| ≤ 1, the function rn(f ; ·) is analytic in the disk
|z| < (n+ 1)/(n+ 2). Indeed, f is analytic in the open unit disk D, whereas
|bnk| < 1, |ank| ≤ 1 + |αnk|/2 ≤ (n+ 2)/(n+ 1)
(use Proposition 2 and |αnk| ≤ 2/(n+1)), hence all the nodes ankz and bnkz belong to D
if |z| < (n+1)/(n+2). In particular, rn(f ; ·) is analytic for |z| < x, since by n ≥ n0(x) we
have x ≤ √n + 1/(1 +√n+ 1) < (n+ 1)/(n+ 2). Note that, generally speaking, rn(f ; ·)
is not analytic in the whole disk D by |ank| > 1.
Remark 2. The choice xn =
√
n/(1 +
√
n) is admissible, since n ≥ n0(xn) for n ≥ 13.
Proof. First consider the model function g(z) = z/(1− z) = z+ z2+ . . . . Obviously,
rn(g; z) ≡ zRn(z), where
Rn(z) =
1
(z − 1)2 −
n∑
k=1
ank
1− ankz +
n∑
k=1
bnk
1− bnkz . (9)
The following assertion will be established in Sec. 5, and this proves, in particular, the
sharpness of (7) for |z| ≈ x.
Proposition 3 Let x ∈ (0, 1). If n ≥ n0(x), then
x2n
(1− x)2n+2
n!2
(2n)!2
≤ max
|z|=x
|Rn(z)| < 2x
2n
(1− x)2n+2
n!2
(2n)!2
. (10)
Now assume x ∈ (0, 1), |z| < x and n ≥ n0(x). Then we have |ankz| < 1, |bnkz| < 1
(see Remark 1) and
Rn(z) =
∞∑
m=1
(m− Anm)zm−1 ≡
∞∑
m=2n+1
(m− Anm)zm−1
(see Proposition 1), therefore, by using the Cauchy inequalities∣∣m− Anm∣∣ ≤ x1−mmax|z|=x |Rn(z)|
and the upper estimate in (10), we get
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Corollary 2 Let x ∈ (0, 1). If n ≥ n0(x), then
∣∣m−Anm∣∣ < 2x2n+1−m(1− x)2n+2 n!
2
(2n)!2
(m ≥ 2n+ 1). (11)
(The right side in (11) tends to infinity asm→∞, and the example A1m = (3m−1)/2m
shows that the quantities
∣∣m−Anm∣∣ are indeed unbounded as m→∞.)
Thus (7) immediately follows from (6), |fm| ≤ 1, Proposition 1 and (11):
|rn(f ; z)| ≤
∞∑
m=2n+1
∣∣m− Anm∣∣|z|m ≤ 2|z|2n+1(1− x)2n+2 n!
2
(2n)!2
∞∑
m=0
|z|m
xm
.
To prove (8), put x = xn =
√
n/(1 +
√
n) in (7) and apply the Stirling formula n! =√
2pin(n/e)n exp cn, 0 < cn < 1/(12n), and also the inequalities xn < 1, (1+1/
√
n)
√
n < e,
cn +
√
n + n−1/2 < 0.3n (n ≥ 13) and e1.3/4 < 0.92:
2xn
(1− xn)2n+2
n!2
(2n)!2
<
(1 +
√
n)2n+2e2n+2cn
42nn2n
<
e2(n+cn+
√
n+n−1/2)
42nnn−1
<
0.922n
nn−1
.
This completes the proof of Theorem 1. Note that 0.922 < 0.85.
Analogously, by using the relation limm→∞|fm|1/m ≤ 1 for an arbitrary analytic in D
function f , we get the some more general result (see also [4, Sec. 1]):
Theorem 2 Let x ∈ (0, 1) and f is analytic in D. If n ≥ n0(x), then for any ε ∈ (0, 1)
|rn(f ; z)| ≤ C(f, ε)(1− ε/2)
2nx2n+1
(1− x)2n+2
n!2
(2n)!2
, |z| ≤ (1− ε)x.
4 Similar differentiation formulas
Putting f(z) = f(0) + zh(z) in (5), we get
(zh(z))′ =
n∑
k=1
(
ankh(ankz)− bnkh(bnkz)
)
+O(z2n). (12)
The similar formula was obtained in [4, Sec. 2.4]:
(zh(z))′ = Hn(h; z) +O(zn), Hn(h; z) :=
n∑
k=1
λkh(λkz).
Here {λk} is the (unique) solution of the system
∑n
1 λ
m
k = m (m = 1, . . . , n);
∑n
1 νkh(νkz)
are so-called h-sums, so that the sum in (12) is the difference of h-sums. For the case
when h is analytic in D, the rate of the uniform convergence Hn(h; z) → (zh(z))′ as
n→∞ on compact subsets of D is geometric [4].
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More recently, the other similar formula was constructed in [3, Sec. 5.4]:
zf ′(z) =
n∑
k=1
µkf(λkz)− pfn−1zn−1 − qf2n−1z2n−1 + rn(z), (13)
rn(z) =
6np
(n− 1)(n− 2) · f2nz
2n +O(z2n+1) (n ≥ 3).
Here {µk, λk} is the solution of the discrete moment problem
n∑
k=1
µkλ
m
k = cm, m = 0, 1, . . . , 2n− 1; µk 6= 0; λk 6= λj for k 6= j, (14)
where cm = m (m 6= n− 1, 2n− 1), cn−1 = n− 1+ p, c2n−1 = 2n− 1+ q; p, q are constant
parameters for the unique solvability of (14) (they are independent of f). The remainder
in (13) is of quite high order, O(z2n), and this is achieved by knowing only n + 2 values
of f and its fixed derivatives (while the order O(z2n+1) in (5) is achieved by knowing 2n
values of f). However, to use (13) we need to calculate these derivatives, f (n−1)(0) and
f (2n−1)(0), very accurate. We are not aware of any effective estimates of the nonlocal error
in (13).
The optimal “real” n-node formula for calculation of the first derivative of real func-
tions at zero was obtained in [1] in the form
f ′(0)x ≈
n∑
k=1
wkf(ukx) (x, wk, uk ∈ R; |uk − uj| ≥ 1 for k 6= j);
here wk, uk satisfy d0 = d2 = · · · = dn = 0, d1 = 1 and |dn+1| = minimum, where
dm :=
∑n
k=1wku
m
k (see also References in [1, 3]).
5 Proof of Proposition 3
Consider the normalized polynomial
Qn(z) =
n!
(2n)!
n∑
k=0
(2n− k)!
(n− k)!
zk
k!
(Qn(0) = 1),
and let zn1, . . . , znn be the zeros of Qn. By a simple observation,
Qn(z) ≡ n!
(2n)!
· znyn
(
2
z
)
,
therefore znk = 2/αnk (k = 1, . . . , n). We need
Lemma 1 ([8]) Let ρ > 0. If n ≥ max{14; ρ2} − 1, then
1/2 < |Qn(z)Qn(−z)| < 3/2, |z| ≤ ρ, (15)
and if n > max{2; (ρ2 + 4)/8}, then
0 < 1− ρ2(8n− 4)−1 ≤ Qn(x)Qn(−x) ≤ 1, −ρ ≤ x ≤ ρ. (16)
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For the proof of (15) and (16), see [8, Sec. 6] and [8, Sec. 7], respectively.
Define the polynomials
Mn(z) = (1− z)nQn
(
z
z − 1
)
, Gn(z) = (1− z)nQn
(
z
1− z
)
and put unk = a
−1
nk , vnk = b
−1
nk (k = 1, . . . , n); the last numbers are pairwise distinct, as
well as differ of 1, since αnk are pairwise distinct and Reαnk < 0.
Obviously, {unk} and {vnk} are all the roots of Mn and Gn, respectively, for example,
Mn(unk) = (1− unk)nQn(znk) = 0. Hence (9) takes the form
Rn(z) =
1
(z − 1)2 +
n∑
k=1
(
1
z − unk −
1
z − vnk
)
=
1
(z − 1)2 +
d
dz
(
ln
Mn(z)
Gn(z)
)
=
1
(z − 1)2 −
1
(z − 1)2
d
dw
(
ln
Qn(w)
Qn(−w)
)
,
where w = z/(z − 1). Now we need the formula
1− d
dz
(
ln
Qn(z)
Qn(−z)
)
= (−1)n z
2nγn
Qn(z)Qn(−z) , γn :=
n!2
(2n)!2
(see Sections 2, 5 in [8]; we can also obtain this formula from [2, Eq. (17)]). By using this
formula, we get the identity
Rn(z) = (−1)n z
2nγn
(z − 1)2n+2
1
Qn(w)Qn(−w) , w = z/(z − 1). (17)
Let x ∈ (0, 1). If |z| ≤ x, then |w| ≤ ρ0 with ρ0 := x/(1 − x), ρ0 > 0. Note that
max{14; ρ20} − 1 ≡ n0(x), hence we have
|Qn(w)Qn(−w)| > 1/2
for n ≥ n0(x) by (15). Thus the upper bound in (10) follows from (17).
Analogously, the lower bound in (10) follows from (17) and (16):
max
|z|=x
|Rn(z)| ≥ |Rn(x)| = x
2nγn
(1− x)2n+2
1
Qn(−ρ0)Qn(ρ0) ≥
x2nγn
(1− x)2n+2
(use that n0(x) = max{14; ρ2} − 1 > max{2; (ρ20 + 4)/8}).
This completes the proof of Proposition 3.
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