Cohesive subgroups have always represented an important construct for sociologists who study individuals and organizations. In this article, I apply recent advances in the statistical modelling of social network data to the task of identifying cohesive subgroups from social network data. Further, through simulated data, I describe a process for obtaining the probability that a given sample of data could have been obtained from a network in which actors were no more likely to engage in interaction with subgroup members than with members of other subgroups. I obtain the probability for a specific data set, and then, through further simulations, develop a model which can be applied to future data sets. Also through simulated data, I characterize the extent to which a simple hill-climbing algorithm recovers known subgroup memberships. I apply the algorithm to data indicating the extent of professional discussion among teachers in a high school, and I show the relationship between membership in cohesive subgroups and teachers' orientations towards teaching.
organizations. Social psychologists and sociologists have argued that individuals are most strongly influenced by the members of their primary groups -people with whom they engage in frequent interactions (Burawoy 1979; Cooley 1909; Epstein 1961; Festinger et al. 1950; Freud 1959; Homans 1950; Jones and Moore 1988; Kadushin 1966; Roethlisberger and Dickson 1941; Roy 1952 ) -and anthropologists have argued that primary groups are integral to understanding people within the contexts of their communities (Barnes 1972; Bott 1971) . Homans and other more recent organizational theorists have argued that large organizations are composed of essentially non-overlapping subgroups which contain dense interactions (Blau 1977; Simmel 1955; Simon 1965; see Freeman 1992 for a review). This conception is consistent with theories defined at the level of the individual, in which people influence each other through direct communication within their subgroups, and then integrate into the larger organization through interactions beyond the subgroup boundary (Granovetter 1973; Nadel 1957; Simmel 1955 ).
An extensive literature based on laboratory-controlled interactions demonstrated that patterns of interaction are linked to actors' knowledge bases and resulting actions (behaviors), and that, in particular, members of cohesive subgroups are likely to share sentiments (including beliefs) and exhibit similar actions related to the content of their interactions (Bavelas 1950; Leavitt 1951; Smith 1973) . Of course, in the natural setting it is typically more difficult to tell whether cohesive subgroups create a convergence of sentiment and action or whether subgroups form around pre-existing similarities (Blau 1977; Durkheim 1976; Feld 1981; Festinger et al. 1950; Homans 1950; Merton 1957; Robinson 1981; Simmel 1955) . But the essential point remains that there has long been a strong theoretical basis for believing that cohesive subgroups are related to the sentiments and actions of actors and to the way in which actors are integrated into an organization.
Of course, subgroups might be defined by formally designated positions (Bott 1971; Durkheim 1976; Evans-Pritchard 1951; Granovetter 1973; Johnson 1990; McLaughlin 1992; Roethlisberger and Dickson 1941) . For example, Roethlisberger and Dickson (1941) identified subgroups of actors based on narrowly defined occupations, Festinger et al. (1950) defined subgroups in terms of apartment building residence, and Johnson (1990) and McLaughlin (1992) discussed subgroups of teachers as defined by departmental memberships. But interpersonal interactions often do not correspond to formally designated boundaries (Barnard 1961; Burawoy 1979; Durkheim 1984; Etzioni 1961; Gouldner 1961; Homans 1950; Morey and Luthans 1991; Roethlisberger and Dickson 1941; Selznick 1961; Smith 1973; Weber 1958) . Since actors are directly influenced by their interpersonal interactions, subgroups based on the pattern of interaction are more likely to be related to the sentiments and actions of actors than subgroups based on formal positions (Coleman 1961; White et al. 1976) .
In order to move beyond formally designated subgroups, methodologists have developed and employed various techniques for identifying cohesive subgroups from data indicating the extent of interaction between each pair of actors (e.g. Alba 1973; Arabie and Hubert 1990; Bock and Husain 1948; Borgatti et al. 1990; Cartwright and Harary 1956; Davis 1977; Everett 1983; Festinger et al. 1950; Freeman 1992; Hubbell 1965; Johnson 1968; Katz 1947; Matula 1972; Mokken 1979; Phillips and Conviser 1972; Reitz 1988; Roethlisberger and Dickson 1941; Seidman and Foster 1978) . Many of these were based on heuristics or visualization which could only be applied to small groups of actors (Katz 1947; Hubbell 1965; Reitz 1988) . Others relied on characteristics of actors other than their interactions to help define the subgroups (Roethlisberger and Dickson 1941; Festinger et al. 1950) .
One series of approaches, utilizing graph-theoretic criteria, were reviewed by Wasserman and Faust (1994) . To begin, the optimally cohesive subgroup is a clique, in which all subgroup members interact with each other. But such a definition is restrictive and 'stingy' (Alba, 1973) . Therefore various efforts have been made to relax this requirement. An early approach required that each actor in a subgroup should be able to reach all others in the subgroup in a minimum number of steps (Alba 1973; Luce 1950; Mokken 1979) , which was extended by requiring that the connecting paths occur within the subgroup (Alba 1973; Mokken 1979) . But if influence is to be carried by interactions, then it may be more sensible to define cohesive subgroups in terms of direct interactions than overall path lengths, which may be too long to transmit much influence (Burt 1988 , Hubbell 1965 . Further, the definitions based on path length are restrictive in that they specify the nature of the relationship between each pair of actors within a subgroup instead of a general relationship between each actor and all others in the subgroup. In response to these concerns, Seidman and Foster (1978) and Seidman (1978) introduced definitions of subgroups based on the minimum number of interactions that each actor must share with others in its subgroup, or based on the maximal number of interactions which can be absent between each actor and subgroup members. But the issue arises as to how to choose the minimum or maximum, and often these choices are dependent on interpretations of subgroup membership in terms of other characteristics of the actors. Further, the application of Seidman and Foster's approach does not always result in non-overlapping subgroup boundaries, which are the bases of organizations. A similar criticism can be made of Borgattie et al.'s (1990) extensions of Seidman and Foster to represent the number of nodes which must be removed to disconnect members of a subgroup (Frank 1993; Freeman 1992) .
Perhaps the most promising approaches for identifying non-overlapping cohesive subgroups are those which utilize goodness of fit, or statistical criteria, associated with the fitting of subgroups to social network data (e.g. Alba 1973; Bock and Husain 1948; Freeman 1992; Seidman 1983) . Each of these techniques attempts to define cohesive subgroups in terms of a concentration of interaction within subgroups relative to the extent of interaction between subgroups. These statistical measures have the advantage of allowing for interactions within and across subgroup boundaries at rates which are defined relative to the data instead of absolute criteria. Thus they accommodate variation in the data not by identifying overlapping subgroup boundaries based on fixed criteria, but by identifying non-overlapping, but permeable, subgroup boundaries based on stochastic criteria. Inherent in each of the goodness-of-fit criteria is a statistical model, and in Section 2, I will derive a new criterion from the Pl models (Holland and Leinhardt, 1981) and p( models (Frank and Strauss 1986 ) which were specifically developed for the analysis of social network data. In Section 3, I will show how these models can be applied directly to the identification of non-overlapping cohesive subgroups, and then in Section 4, I will show how one can test the hypothesis that there exist underlying cohesive subgroups which are inherent in actors' patterns of interaction. I then will show in Section 5 that a simple hill-climbing algorithm performs quite well in recovering known subgroup memberships in simulated data. I will interpret subgroups of teachers in a high school with respect to characteristics of the teachers in Section 6. I will draw some conclusions in Section 7, and indicate areas of further research in Section 8.
Cohesive subgroups and stochastic blockmodels
Recently, Wasserman and Anderson (1987) and Anderson et al. (1992) applied the statistical models developed for sociometric data (or directed graphs) to the task of identifying blocks of stochastically equivalent actors. The blocks are different from subgroups in that blocks of actors engage in common patterns of interaction throughout the network, but do not necessarily engage in the direct interactions which occur between the members of cohesive subgroups (Faust and Wasserman 1994) . Nonetheless, the approach taken by Wasserman and Anderson is important because it can be applied to the identification of cohesive subgroups. I begin with the Pl model (Holland and Leinhardt, 1981) . For n actors and n X (n -1) possible pairs of actors i and i', define:
Xii, = 1 if actor i chooses (in a sociometric sense), or initiates an exchange with, i', 0 otherwise.
Note that I refer to exchange as a form of interaction which is captured by social network data (Collins 1981) . Holland and Leinhardt (1981) define X to be the matrix of all Xi/,, and describe it as a random variable. Now define x as the realization of one of the possible matrices of X. The Pl model is then defined as
where x++, xi+, and x+i, are computed from the marginals of x. The number of reciprocated or symmetric or mutual relationships also is computed from the marginals of x and is represented by m. The parameter p represents the extent of reciprocity in the network, 0 the density of the network, a is the expansiveness of the actors (associated with out-degree, x/+) and /3 is the attractiveness of the actors (associated with in-degree, X+g,). Wasserman and Anderson (1987) and Anderson et al. (1992) identify stochastically equivalent actors based on similarities in their as and /3s through visual and standard clustering methods. The approach can be extended by including parameters representing the relationship between members of each block and members of all other blocks, and Snijders and Nowicki (1994) further extend this by employing the EM algorithm and Gibbs sampling to identify maximum likelihood estimates and standard errors of parameters representing between-block exchanges as well as of parameters representing the probabilities of block membership. These approaches are new and have not yet been widely applied, but it is likely that they will be of considerable use in relaxing deterministic criteria for identifying blockmodels.
The identification of cohesive subgroups can benefit extensively from the above framework. In identifying cohesive subgroups, we focus not on sets of actors who have similar values of a parameter, but in maximizing a single parameter or set of parameters which measure the extent to which exchanges occur within subgroups. Following Fienberg et al. (1985) , Fienberg and Wasserman (1981) , Wang and Wong (1987) , and Wasserman and Galaskiewicz (1984) , we assume that actors are partitioned into G subgroups B1, B 2 .... , B a. The Pa models then can be expanded to include parameters, hgh, representing exchanges within and between subgroups. 
But subgroups are often formed, and are of theoretical importance, because the density of exchange is high within the subgroup. That is, the number of exchanges in the subgroup is large relative to the subgroup size, but not necessarily relative to the number of exchanges in which subgroup members engage outside the subgroup nor relative to the amount of reciprocity in the network. This idea was most clearly articulated by early analysts of social networks who sought a constant frame of reference for characterizing exchange within subgroups (Bronfenbrenner 1943; Criswell 1950; Freeman 1978; Smith 1947) , although it is also consistent with the basis for identifying biased networks (Fararo 1981; Skvoretz 1991) . Therefore, in developing a model which will be utilized for identifying cohesive subgroups, I replace the as, /3s, and p with a term 3' associated with the subgroup sizes in terms of the number of pairs which are contained by subgroup boundaries (Bg X Bg) (Bg × Bg) . Therefore, the model can be restated at the level of the pair of actors i and i' in terms of the logit model (Agresti 1984) :
where samegroupii, = 1 if actors i and i' are members of the same subgroup, 0 otherwise.
Model (5) is presented not at the level of the dyad (Xii,, Xi,i) , as is typical for Pl models, but at the level of the pair, Xii, which may not be independent of X~, v Therefore standard statistical technique of multiplying independant probabilities would not apply in deriving the likelihood associated with model (5). But model (5) can be equated with p~* models developed by Frank and Strauss (1986) and described by Wasserman and Pattison (1994) . The following presentation is based on that of Wasserman and Pattison.
In order to express model (5) as a Pl* model, four new quantities are defined.
The first is X/i, which is the full sociomatrix when Xis, is forced to be 1. The second is X~, which is the full sociomatrix when Xii, is forced to be 0. The third is Xi c, which is the complement of X~,, and represents the entire matrix X, except for the cell (i, i'). Last, z(x) is defined as a vector of network statistics. The Pl* models can be defined as
where O is a vector of model parameters. In this case, O consists of 00 and 0~ as defined in (5) 
This right-hand side is precisely the same as in (5). Strauss and Ikeda (1990) show that maximizing the likelihood for model (7) is equivalent to maximizing the pseudo-likelihood function
i' ~ =i which expresses the likelihood conditioning on Xi~,.,, and therefore does not assume independence of pairs in X. But one can maximize the likelihood in model (5) to obtain estimates of 00 and 01 without assuming independence of pairs.
Clustering to maximize 01
Define G 2 to be the likelihood ratio statistic which measures the adequacy of the fit of a given log-linear or logit model to sociometric data (Anderson et al. 1992; Fienberg et al. 1985; Wang and Wong 1987; Wasserman and Anderson 1987) . Anderson and Wasserman argue strongly that G 2 is an excellent choice for a measure of fit of blocks to data, satisfying the characteristics outlined by Carrington et al. (1979) . One natural approach to identifying cohesive subgroups is then to maximize the change in G 2 between a model which includes 01 (e.g. model 5) and an identical model except for the removal of the term involving 01, such as e[x.,= 1]
This would link the clustering of actors based on sociometric data with the corresponding log-linear models in the same way as others have linked the clustering of actors by attributes with the corresponding regression and multivariate models (e.g. Friedman and Rubin 1967; Panning 1982) . Alternatively, since the focus is on 01, one can identify cohesive subgroups by assigning actors so as to maximize 01 . 01 has the convenient interpretation as half the log-odds of the cells in Table 1 and as such incorporates a component of the function density (DAD + C]) which is maximized by Borgatti et al. (1992) in their program FACTIONS. Further, unlike G 2, 01 is invariant with respect to network size, has a range from -oo to 0% and has a readily understandable interpretation (Goodman and Kruskal 1954) . For example, a value of 0 indicates that actors are no more likely to engage in exchanges with subgroup members than they are with non-members. Most importantly, if Table 1 were applied to the exchanges initiated by a single actor, the expected value for cell D would be Ei, Xii,(ng-1)/(n -1), which links the statistical test of 01 with the constant frame of reference for evaluating the concentration of exchanges within subgroups (Bronfenbrenner 1943; Criswell 1950; Freeman 1978; Smith 1947) . The construction of 01 extends the Table 1 Association between common subgroup membership and the occurrence of exchanges between actors Subgroup membership Exchange occurring No Yes (X,, = 0) (X,, = 1)
ng represents the number of actors in subgroup g.
constant frame of reference across the network by evaluating the number of exchanges within subgroups adjusting for subgroup sizes (through Y'.g ng [ng-1] ) and number of exchanges which actors initiate (through 52i~ i, Xii,).
Until now I have referred to 01 as though it were known. This might be the case if one were given a priori subgroups and if one had full sociometric data on all actors in a network. But the subgroup memberships typically are not known.
Define J2 to be the lower triangular portion of an n × n matrix, with toii, = 1 if actors i and i' are in the same subgroup, 0 otherwise, and the restriction that if wij = 1 and wjk = 1 then ~oi~ = 1. In effect, J2 is a block-diagonal 'target' matrix indicating subgroup membership (it is a slight abuse of notation to use a greek letter, J~, to refer to this matrix, suggesting it is composed of parameters, but this will prove convenient when I consider w,, as entities which a clustering algorithm estimates). I will identify latent subgroups by estimating J2 so as to maximize 011S~, X. In this sense, the subgroup memberships are 'estimated' and so is 0 l, which I refer to as t~ 1, where 01 is half the log-odds of the cells in Table 1 based on X and S2.
The hill-climbing algorithm
Given a criterion for evaluating the extent to which subgroups are cohesive, 01, I employ a simple hill-climbing, or iterative partitioning, algorithm to identify cohesive subgroups. Iterative partitioning algorithms, called for by Wallace (1968) and Aldenderfer and Blashfield (1984) , mimic Luce's game-theoretic (Luce 1954 (Luce , 1955 ) and Freud's (1959) sociopsychological descriptions of the formulation of subgroups, and work in the following way:
(1) assume that all actors are assigned to subgroups -call this (~)t; (2) obtain the change in the criterion (01) that would occur if actor i were re-assigned to subgroup g for all actors i and subgroups g containing three or more actors; (3) estimate j~t+ 1 by executing the re-assignment that would result in the maximal increase in t~l; (4) return to Step 1 unless all actors are assigned to their optimal subgroups.
The following comments apply to the algorithm.
• In Step 1, I initiate the algorithm by identifying a subgroup seed as indicated by the largest value in X(X' + I). Subgroup seeds engage in direct exchange with each other as well as indirectly through common others throughout the network. Therefore they will be attractive to common others throughout the network. In practice, I extend this to identifying seeds of three actors. • In Step 2, I stipulate that dyads of actors cannot occur. Therefore new subgroups cannot be formed by joining two isolated actors, and when one member of a subgroup of size three is re-assigned the other two are re-assigned to their next optimal subgroups. 
Subgroups, and actors within subgroups, have been re-ordered according to their ratio of in-degree to out-degree.
• In Step 4, if the algorithm stops at any point with three or more actors who are not assigned to subgroups (isolates), a new seed is identified using the unassigned actors. Everitt (1986) showed that this type of algorithm will converge on a local maximum in the criterion, and, in Appendix A, I restate this procedure in terms of the E-M (expectation-maximization) algorithm (Dempster et al. 1977) , which would ensure convergence to maximum likelihood estimates of 01 and 12.
Examples
In Table 2 , I present an analysis of the familiar Sampson (1969) data based on the monks' unweighted positive responses on the affect criterion as reported by White et al. (1976) . The numbers assigned to each monk are based on Sampson's original numbers, and the subgroups I identified were very similar to those identified by White et al. The only difference is that White et al.'s algorithm assigned actors 1-7 to a single subgroup and my algorithm has assigned them to two different subgroups: (1, 2, 5, 6) and (3, 4, 7). The corresponding value of 01 for the subgroups presented in Table 2 is 1.35. Of course, the subgroups identified by my algorithm are associated with a local maximum in t~l, but so are the subgroups identified by White et al., with 0i = 1.5. (Even though my algorithm did not identify the global maximum in t~l, it is unlikely that the differences between the subgroups I identified and those White et al. identified would lead to substantively different interpretations -see Section 5: Recovery of Y2.) Therefore White et al.'s subgroups are cohesive, as well as structurally equivalent. White et al. acknowledged this when they argued that their subgroups were similar to those identified by Sampson, who used a cohesion-based criterion for identifying subgroups. Indeed, Wang and Wong (1987) found that the Pl model which fits the data best contained parameters representing only within subgroup cohesion.
As a second example, I will use data which came from a project regarding how schools are organized, how decisions are made within schools, and how school organizations affect individual teachers. Teachers and administrators were interviewed and observed, and survey data were gathered from 13 schools within a 100-mile radius of a major city. The survey questions included background information, batteries of items asking teachers to indicate their style of teaching and their perceptions of their environment, and sociometric questions, including one which asked teachers to indicate the five teachers with whom they most frequently engaged in professional discussions. I applied the algorithm to data indicating the occurrence of professional discussion among the 24 of the 29 teachers who responded in a single High School (I chose this school, called 'Our Hamilton High', because I conducted a large portion of the field work in this school -see Section 6) and the results are shown in Table 3 . The value of 01 was 1.25.
Testing whether there are underlying subgroup processes: Evaluating the internal validity of 01
The question arises as to whether there are really subgroup processes, or whether the teachers engage in professional discussions without regard for subgroup boundaries. Typically, within a modelling framework, this could be addressed by testing whether 0~ is different from zero (the change in G 2 between models (5) and (9) for the data in Table 3 was 104.6, which would be associated with p < 0.001). But any test of 01 based on subgroups identified by the algorithm is likely to lead one to reject the hypothesis that 01 is equal to zero. After having applied the algorithm, 01 will have a positive value, 01bas e, even when actors engage in exchanges without regard for subgroup processes. Therefore the subgroup boundaries may have been imposed on a fluid pattern of exchange (Barnes 1972; Davis 1967; Perry 1979) . Holland et al. (1983) responded by testing to see if there was reciprocity not explained by subgroup membership. But cohesive subgroups could still be salient even if there is reciprocity beyond that within subgroup boundaries. Instead of testing whether 01 is different from zero or whether there is reciprocity not captured by subgroup boundaries, it may be more sensible to test whether 01 is greater than 01base, where 01bas e is the value of 0 a associated with subgroups identified by the algorithm when applied to data which are generated Table 3 Partitions among teachers in a high school based on application of the algorithm to data indicating without regard for subgroup memberships. This can be tested through the change in G 2 between the following two models compared to a ,)(2 distribution on one degree of freedom:
and
e[x,,,=l] )
The null hypothesis is that 01 subgroup processes = 0.
(11)
1. 125+* *********** ************************ **************************************** ******************************************* *************************************** ********************* *************** ****** Fig. 1 . Distribution of 01bas e from application of the algorithm to data simulated without regard for subgroup membership.
Specific case
In order to estimate 01b .... I re-assigned discussions among the teachers in Table 3 , while maintaining the number of discussions each teacher listed. For example, Teacher 2 listed two others with whom she engaged in professional discussions. Therefore I randomly reassigned Teacher 2 to engage in professional discussions with two others in the school. After having randomly re-assigned the discussions listed by each teacher, I applied the algorithm and recorded the value of 0~, which constitutes Olbas e because the discussions were generated without regard for subgroup membership (this procedure is similar to that of Jain and ^ Dubes, 1988). The distribution for 01bas e based on 1000 simulations is shown in Fig.  1 . The mean of Oxbase was 0.79, and all of the values were less than the value in the observed data set, resulting in a p-value for the test that 01 subgroup processes = 0 of less than 0.001. The G 2 for model (10), using 0Xbase to estimate 01base, was 37.34. The G 2 for model (11), with 0t subgroup processes in the model, was 104.6, with p < 0.001 associated 2 with the change in G . Therefore I infer that 01 subgroup processes does not equal zero. My estimate of 01 subgroup~processes in these data is the difference between the observed 01 and the mean of 0~bas e. The value equals 1.25 -0.79 = 0.46. Note that here we can say more than that there is a tendency towards clustering as is typified by a tendency towards balance among triads of actors (Davis 1967) . We can say that the clusters identified in Table 3 are more cohesive than are clusters identified in random data, and we can describe the clusters in terms of the partitions in Table 3 . 
General case: Predicting 01bas e
In order to test the hypothesis that 01 subgroup processes = 0 without having to simulate data for each new data set, I have simulated data according to the experimental design in Fig. 2 which allowed me to predict Otbase based on characteristics of the network. I used this design so that I would be able to estimate linear and quadratic effects (based on preliminary simulations which indicated the presence of linear and quadratic, but no cubic, effects) of the network size (n) and maximal number of exchanges (Cm~ x) that each actor initiated, as well as the interaction of the two predictors on 01base" Fifty data sets were simulated within each shaded cell in Fig. 2 .
The predicted value of 01b .... which I will refer to as 01bas e, for Cell v, based on the mean of 01base in each cell, is 
Where e~ ~N(0, ~r2), and Cma x was centered around its mean of 11 and n centered around its mean of 50. d= 0.016, which is roughly equivalent to a three-actor increase in network size, or decrease of one in Cmax, and therefore constitutes a relatively small amount of error (the R 2 was 0.988). The predicted value for the teacher data in Table 3 is 0.77, which is just a little more than a standard deviation less than the mean value of 0.79 obtained from the 1000 simulated data sets, and a conservative 01base could be estimated by adding 2t~ to the predicted value. The predicted, or conservative, value could then be used as the basis for testing whether 01 subgroup processes is different from zero.
Performance of the algorithm: Evaluating
The iterative partitioning algorithm proceeds linearly until it identifies a local maximum in 01. But there are more sophisticated algorithms which do not proceed linearly as they seek to identify a superior local, or even the global, maximum. Lin and Kernigan (1973) describe a direct extension of the iterative partitioning algorithm where, upon convergence, the re-assignments of any two actors (opt-2) are considered for an improvement in 01. If there is a re-assignment of two actors which will increase 0~, then the re-assignments are made and the algorithm is re-initiated for re-assignments of one actor at a time. When the algorithm converges on a second local maximum, re-assignments of two actors are again considered. If, at some point, there is no re-assignment of two actors which will increase 01, then re-assignments of three actors (opt-3) may be considered.
The iterative partitioning algorithm also could be extended through optimal annealing procedures by introducing the possibility of random re-assignment of actors as 01 approaches a local maximum (Hajek 1988) . The extent of random re-assignment is determined relative to the 'temperature' of the solution, or, in other words, relative to the value of t~ 1 and the rate at which 01 is increasing. Also, the algorithm can be extended through taboo searches (Borgatti et al. 1992 ) in which, upon reaching a local maximum, the algorithm proceeds by taking the least possible descent by re-assigning the actor that would result in the smallest decrease in 01. The ascent is then re-initiated. This process is repeated until several local maxima are identified, and these local maxima can then be compared and interpreted.
One can also identify several local maxima by initiating the algorithm based on random subgroup assignments, and then, upon convergence, initiating a second application of the algorithm based on a different set of random subgroup assignments. Again, upon convergence, one can initiate a third, and so on, until the information gained from subsequent applications is no longer informative relative to the cost of applying the algorithm (Reiter and Sherman 1965). After repeated applications of the algorithm one can estimate the distribution of 0~ at local maxima.
Rather than explore improvements in the algorithm in order to identify a higher valued local maximum of 0~, 1 will focus on interpreting the local maximum identified by the iterative partitioning algorithm. In particular, I will ask not "Did the algorithm identify the global maximum?" but "Are the assignments identified by the algorithm similar to the assignments associated with a superior local maximum, or the global maximum?" If the assignments identified by the algorithm are similar to the assignments associated with a superior local maximum or the global maximum of O~ then I can have more confidence in my interpretation of the assignments.
Experimental design
In order to address whether or not the algorithm recovers the true subgroup memberships (the set of assignments associated with the global maximum), I simulated sociometric data sets (X) based on varying values of the concentration of exchanges within subgroups (01 subgroup processes ), network size (n), maximum subgroup size (Max(ng)), and maximum number of exchanges any actor initiated (Cmax). I began with the simulated data sets identified in the experimental design in Table 4 . The range of each parameter was intended to represent the plausible range in observed data sets, and the number of simulations for each parameter was determined so that I could discern the extent to which the relationship between each of the network characteristics and the recovery of information was linear, and to ensure an even increment over the experimental range. In order to explore possible interacting effects of concentration of exchanges within subgroups with each of the other predictors, I followed the experimental design outlined in Table  5 . In Table 5 , the label within each cell indicates the value of CM~ x to complete the Latin square (low = 5, medium = 11, high = 17). Note that in the upper right corner for which network size = 20, I reduced Max(ng) from 15 to 11 because it does not make sense to simulate data sets in which the maximal subgroup size is 75% of the size of the network. Fifty data sets were simulated within each cell, over which I varied 01 subgroup p ........ from 0 to 1.2 (above which the algorithm typically recovers all of the known subgroup memberships).
Generating X and ~2 and identifying an outcome measure
Define the probability density function for a beta distribution as
Similar to Holland et al. (1983) , I generated X according to ~ using the beta-distribution to introduce a random element into the characteristics of the network according to the following procedure:
(1) Determine network size and the range of subgroup sizes. These were defined as in Tables 4 and 5 . The size of each successive subgroup was determined by adding a proportion of the range of subgroup sizes to the minimal subgroup size. The proportion was determined by drawing a random deviate from a beta-distribution with parameters p = q = 2 (defining a distribution which is Gaussian in shape) ~:
(range of rtg)
where the minimum ng was predefined as 3 and the range was determined in the experimental design. The process was continued until the subgroup sizes summed to the number of actors in the network. The last subgroup size was determined when the sum of the subgroup sizes was greater than [(network size) -(minimal subgroup size)]. (3) After subgroup sizes were determined, actors were effectively assigned to subgroups (S2 is known). Actors 1 to n I were assigned to subgroup 1, actors (r/1 + 1) to (171 + r/z) were assigned to subgroup 2, and so on. The number of subgroups, G, was also determined in Step 2. (4) Determine the number of exchanges, % which each actor initiates.
The proportion of the range of c i to be added to the minimal c i was determined by drawing a random deviate from a beta-distribution where p = 3 and q = 0.5 (defining a distribution which is skewed left, with a peak that is moderately large; most actors initiate near the maximal number of exchanges):
where the minimum c i was 3 and the range was determined in the experimental design. (5) Generate X. For each exchange that an actor initiated, assign the exchange to a subgroup member or non-subgroup member according to the odds associated with 01 = 01 base + 01 subgroup processes"
If Table 1 was defined at the level of a single actor, the marginals for the table were determined in Steps 1-4. Then, given 0 a, the count in cell D can be calculated by solving the quadratic (taking the negative of the root). All parameters for beta-distributions were based on estimates from data from the teachers in 13 schools.
Once cell D has been calculated the other cells can be obtained by subtracting from the marginals. The probability that a given actor's exchange occurs within the actor's subgroup is then D/(D + B).
In generating J~ as a standard against which to compare J~, it is possible that some actors would have been better placed (in terms of maximizing 01 ) in another subgroup, given X. Perhaps this is not a concern. Actors would be misassigned according to the data only when the value of 01 subgroup proce .... allowed for many exchanges to occur outside the subgroup. The overlap of subgroup boundaries may reflect the possibility that the data were unreliable in terms of representing the subgroup memberships, or that the subgroup boundaries were not well defined, and is a characteristic of the network structure for which the algorithm does not perform well (rightly so). But because of the above issue, I identified two standards of known assignments against which to compare J2. The first was based on the subgroup assignments which were determined when the data were simulated -S2. This set of assignments will be referred to as the 'true' assignments. The second set of assignments were based on, but not identical to, the 'true' assignments. With this second standard, I recognized it was possible to effect one or more re-assignments of actors to subgroups as defined by J2 which would have resulted in an increase in 01. Therefore I applied the iterative partitioning algorithm, using the 'true' assignments as the starting assignments. Once the algorithm converged (typically after a small number of iterations), I obtained a second set of assignments of actors to subgroups which I will refer to as the 'empirical' assignments, J2 ~.
One might argue that these empirical assignments do not represent an informative standard against which to compare the application of the algorithm because they are based, in part, on the application of the algorithm. But it is not the general algorithm which I seek to evaluate. Iterative partitioning algorithms are known to converge to local maxima (see Everitt 1986) . Rather, I seek to evaluate the results of the algorithm against the assignments associated with the global maximum in 01 . Since the empirical assignments are obtained based on an application of the algorithm which is initiated with the true assignments, the empirical assignments are likely to be similar to, if not exactly the same as, the assignments associated with the global maximum in 01 . Therefore the empirical assignments represent a valid standard against which to compare S2.
Typically one might characterize the performance of the algorithm in terms of recovery of 0 I. But this approach can be deceptive, in that the observed assignments may differ greatly from the empirical or true assignments while yielding a value of 01 which is close to 01. Ultimately the researcher will want to estimate not only 01, but J2. Therefore I measure the extent of recovery of the known subgroups in terms of the log-odds of common classification as shown in Table 6 .
The log-odds measure incorporates information about two types of errors (indicated in cells B* and C * ). Thus the algorithm would not be measured as succeeding if it simply assigned all actors to one subgroup (resulting in no error associated with cell C *) or each actor to a unique subgroup (resulting in no error associated with cell B * ). 
Resul~
I removed 152 data sets in which the log-odds of common classification was greater than 2.00, indicating near perfect recovery of the known subgroup assignments. The mean log-odds based on the empirical assignments for the remaining 418 cases was 1.5, with a corresponding odds ratio of about 4.5, indicating that two actors who were in the same known subgroup were more than four times as likely to be assigned to the same observed subgroup as were two actors in different known subgroups. Through the data simulated in Table 4 , I confirmed that the effects (on the log-odds of common classification) of concentration of exchanges within subgroups, network size and mean subgroup size were linear, although there appeared to be no effect of the maximal number of exchanges initiated. This was confirmed in regression analyses. Below is a model I estimated for predicting the log-odds of Table 6 , using network size (n), 01*base (the predicted value of 01 from model [12] ) and the estimated mean subgroup size based on ~ (~g). I used the empirical assignments as the known subgroups (/2 * ). 
All effects in the model were significant at p < 0.0001. All predictors were • The larger the value of 01 subgroup processes the better the performance of the algorithm, as was to be expected. • The effect of 01 subgroup p ........ did not interact with the effects of any of the other network characteristics.
• The performance of the algorithm was not affected by the maximum number of exchanges which actors could initiate. • More of the original subgroup memberships were recovered when networks were large and observed mean subgroup size was large. The former effect may be a result of using a stochastic-based measure of cohesion which improves as network size increases. This is an encouraging result, since the necessity of using a computer program to identify cohesive subgroups increases as network size increases.
• The pattern of effects was very similar when the true mean subgroup sizes, ~e, was used instead of the estimated mean subgroup sizes, Pt~ (with ~ = 0.2921). I use ~g here because it is the most useful in helping predict recovery of assignments in future analyses when 12 is not known. • The t-values associated with the coefficients in the model when the log-odds of common classification was based on the true assignments, 12, were comparable to those based on the empirical assignments, 12 *, although the coefficients and standard errors tended to be larger (with ~ = 0.9849). This is a result of the lower level of fit of subgroups to data in 12.
The predicted values, based on 01 subgroup p ........ = 0.3 for the Latin-square component of the experimental design in Table 5 , are given in Table 7 . Note that when ffl subgroup pro ...... = 0.3, not an extreme value, the minimum log-odds of common classification was 1.62, indicating that two actors who were in the same known subgroup were more than five times as likely to be assigned to the same observed subgroup as were two actors in different known subgroups. This represents an extremely strong performance by the algorithm. The predicted log-odds of recovery for the teacher data in Table 3 was 1.42, with a corresponding odds ratio of 4.1. The algorithm has probably recovered most of the true subgroup memberships. The predicted log-odds of recovery for Sampson's (1969) data was 1.27 with a corresponding odds ratio of 3.56. Again, it is likely that the algorithm recovered most of the true subgroup memberships. Further, these networks are both small relative to the experimental design in Tables 4 and 5 , and it is likely that the algorithm's performance would improve with an increase in the size of the network.
Interpretation of subgroup memberships
Now that I have confirmed that teachers engage in exchanges within identifiable subgroup boundaries, and that the boundaries identified in Table 3 are likely to be similar to those associated with the global maximum in 01, I will interpret the subgroup memberships with respect to the context of the school and the characteristics of the teachers. The High School is located in a rural area and has experienced declining enrollment. The student population is approximately 2/3 black and 1/3 white, and most of the black students come from homes of considerably lower socio-economic status than those of the white students. Thus our High School is similar to Grant's (1988) Hamilton High and I refer to it as 'Our Hamilton High'. There has always been tension between teachers and parents of different races in 'Our Hamilton High,' but many of the teachers would not comment on racial tensions among teachers.
I have presented the characteristics of the teachers by subgroup in Table 8 , where one can clearly observe that teachers are more likely to be members of a subgroup with others of the same race (a X 2 test of independence and Fisher's exact test produced p < 0.01). All of the teachers in subgroup A are black, and all of the teachers in subgroups C and E are white. This represents the power of analyses of social network data. While the teachers would not confirm racial tensions among themselves, the cohesive subgroups reveal the tendency for teachers to be members of subgroups in which they are a racial majority. This tendency is likely related to the history of racial tension in the school. Only subgroups B and D could be called racially mixed.
Teachers also are aligned according to gender (again, a X 2 test of independence and Fisher's exacts test produced p < 0.01). All of the teachers in Subgroup A, and all but one in subgroup D, are female, while all of the members of subgroups B and E are male. After race and gender, teachers align by subject field. Subgroup A contains both Business teachers, subgroup B contains all of the Physical Education teachers and subgroup D contains both of the Special Education teachers. The teachers in subgroup E teach mostly Maths and Science. The cohesive subgroups are clearly related to the background characteristics of the teachers. But the cohesive subgroups reveal more than would a model predicting professional discussions among teachers. We know more than that teachers tend to engage in discussions with others of the same race or gender. We know that there is one subgroup of black female teachers, another of white males who teach Maths and Science, etc.
I have also indicated each teachers' tendency toward being a moral agent in Table 8 . This measure was one of four based on each teacher's extent of agreement (1 = strongly disagree to 4 = strongly agree) with items referring to the teacher's sentiments and orientation towards teaching. Composite scores were standardized for the teacher's responses across all items, and I confirmed the construction of each measure using a Rasch analysis indicating that no item had a misfit higher than 2.00. The items and reliabilities associated with each orientation are listed in Appendix B. Quiroz et al. (1991) expected the moral agency orientation to be particularly salient in this school. Because this school is small and the students are of low to moderate socio-economic status (SES), Quiroz et al. expected that decisions in the school would be made by a central authority who had the ability to communicate directly with, and influence, most others in the school. They argued that teachers tend to become socialized by the mode of decision-making to which they are exposed and, in turn, reproduce the mode in their classrooms. Therefore, teachers who are exposed to a centralized decision-making body are apt to reproduce that mode of decision-making in the classroom; a mode which is consistent with the moral agency orientation. Further, the teachers must comply with the demands of the central authority, requiring them to establish strong control over their classroom, probably through the moral agency orientation. Therefore, Quiroz et al. expected the moral agency orientation to be most salient for the teachers in this small, low SES school. In fact, the teachers in this school had the second highest mean on moral agency of the 13 schools in the study (the schools were selected to represent a range of size and SES from the public and Catholic sectors), and a t-test comparing the mean value on moral agency in 'Our Hamilton High' with the mean value in all of the other schools was associated with a p-value of 0.07.
But the teachers in 'Our Hamilton High' do not uniformly emphasize the moral agency orientation. A Kruskal-Wallis test revealed that the probability of achieving the differences in moral agency among the subgroups by chance alone was 0.06. Using Tukey's honestly significant differences, the members of subgroup A were significantly higher on moral agency than were the members of subgroup C. Note that this difference cannot be attributed to subject field, since both subgroups contain teachers of various fields, including English. Contrary to what was expected, the moral agency orientation was emphasized by some but not by others in 'Our Hamilton High'. The black female teachers of subgroup A, one of whom was married to the principal, took the principal's sense of mission more seriously than did other teachers in the school (especially those in subgroup C), many of whom discounted the principal as weak and equivocating. This is reflected in the fact that, when interviewed, the teachers of Subgroup A perceived their role to be more that of 'saving' students, than did the teachers in subgroup C. While from these data we cannot tell whether the teachers formed their subgroups based on common sentiments and actions, or whether the sentiments and actions emerged as a result of within-subgroup discussions, this type of cohesion-based subgroup analysis is important to understanding the sentiments and actions of teachers within the context of their school organization.
Conclusion
I have linked the exploratory technique of identifying cohesive subgroups with models used with sociometric data. This approach takes advantage of the structure of network data, and allows for a stochastic criterion through the developments associated with the Pl model (Holland and Leinhardt 1981) and P1* model (Frank and Strauss 1986; Strauss and Ikeda 1990; Wasserman and Pattison 1994) . Identification of this type of cohesive subgroup will allow researchers to study individuals within organizations according to long-standing sociological theories. Not surprisingly, I was able to demonstrate that membership in cohesive subgroups was linked to teachers' background characteristics and their sentiments and behaviors.
Most importantly, I have presented a technique for testing the hypothesis that actors initiate exchanges randomly, without regard for subgroup boundaries. In the observed data in Table 3 , there was enough evidence to reject the hypothesis at p < 0.001. This procedure for testing whether a parameter is larger than would occur by chance alone, given the application of an exploratory technique, could be applied to other exploratory techniques; one could obtain a sampling distribution of a statistic or parameter estimate maximized by an exploratory technique by repeatedly applying the exploratory technique to random data. Further, because the size of 01bas e was influenced by network size and the maximal number of exchanges an actor could initiate, I was able to predict t~ 1 base with a high degree of precision.
Finally, I established that the algorithm performed well over the range of simulated data sets by linking the recovery of subgroup assignments with the test of the validity of subgroups through 01. I showed that even when exchanges were only slightly more concentrated within subgroups than one would observe after having applied the algorithm to data generated without regard for subgroup membership, two actors in the same empirical subgroup were more than five times as likely to be assigned to the same observed subgroup than were two actors in different empirical subgroups. This finding suggests that the algorithm recovers known structures, when structures are defined by 0 v Of course, all of the results based on the simulations are algcrithm-dependent. It is partly for this reason that I utilized the simple hill-climbing algorithm. While there are many algorithms which are more sophisticated, the hill-climbing algorithm is easy to implement, and can be applied by many others.
Directions for further research
One could expand on the approach presented here through modifications of model (5). For example, by maximizing the change in G 2, one could allow 01 s.bgoupproccsses to vary across subgroups, and one could allow for weighted exchanges. Also, one could utilize any of the more sophisticated algorithms which move beyond the local maximum identified by the hill-climbing algorithm. This may be especially helpful in identifying and analyzing the types of data sets in which the hill-climbing algorithm performs poorly. In any case, when the approach described here is extended via the model or algorithm, one can use simulated data to test whether there are tendencies for exchanges to be concentrated within subgroups beyond what would be observed in random data, and whether the algorithm recovers known subgroup memberships. Also, one of the great limitations in the analysis of social networks is the requirement that data be obtained for all actors in a network. But this limitation does not inherently apply when using the approach outlined in this article. Actors can be assigned to subgroups to maximize 01 without requiring that all actors initiate exchanges. This leaves open the effect of missing data on the performance of the algorithm, an area which would be fruitful to explore through simulated data.
Through the use of hierarchical linear modelling (Bryk and Raudenbush 1992 ) and related techniques, it is possible to expand traditional analyses of characteristics of actors by incorporating information related to each actor's subgroup membership. For example, there are techniques for estimating the influences of others on an actor through the actor's exchanges. Define characteristic; to represent any characteristic of actor i. Among High School teachers, this might be the teacher's orientation towards teaching. The general influence of others on actor i [ ( p(Xii, =l, ~o'i, , O, Oo, 01[~o'i, =l, ~O, Oo, 01 (p(sii'=l't°~i''O'O°'Ol[°9~i'=O'o'O°'Ol) )]
--log 1 -p(Xii, = 1, o~,,, ~O, 0o, OlltO~i, = 0, O, 0o, 01)
Oo I
Each of the estimated parameters is based on the counts in the cells in Table 1 , given J2. The sufficient statistics are then the cells in Table 1 , all of which could be expressed in terms of the marginals in Table 1 In my classroom, I usually set a well-defined task for each student. More than anything else, I set a good example for my students. I write detailed lesson plans.
Mentoring (reliability = 0.83)
I encourage students to express opinions different from my own.
My assignments require students to gather information on their own. I teach students how to learn. My homework assignments require students to think in new ways about what I have presented in class.
The class material I choose stimulates students to reflect on their values. In my classes, I encourage students to interact with one another. My students must do more than learn basic facts. I regularly give students a chance to discuss issues among themselves. I regularly give students the opportunity to explore subject matter on their own. I regularly engage students in question and answer.
Pal -low social distance (reliability = O. 79)
Students talk to me about their friendships. Students talk to me about what they do outside of school. Students see me as a friend. Students know what I do outside of school. I know a great deal about students' families. Students see me as someone they can relate to. I try to keep a certain distance from students (reverse coded).
Rigorist (reliability = O. 75)
So far as misbehavior is concerned, I rarely make exceptions for special cases. So far as missed examinations are concerned, I rarely make exceptions for special cases. I refuse to negotiate with students about homework assignments. Students rarely see me break a school rule. I refuse to negotiate with students about grades.
