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Pólya proved that if a form (homogeneous polynomial) with real coefficients is positive on
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“generalized” real formswith arbitrary rational exponents, we show that it does not extend
to generalized real forms with arbitrary real (possibly irrational) exponents.
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1. Introduction
Let n ∈ N := {0, 1, 2, . . .}, let X := (X1, . . . , Xn) be indeterminates, let α := (α1, . . . ,αn) ∈ Nn be a multi-exponent, and
let ‖α‖ = α1 + · · · + αn. Write Xα = Xα11 · · · Xαnn . Let x := (x1, . . . , xn) ∈ Rn. We write R+ = [0,∞) and R++ = (0,∞), and we
write∆n = {x ∈ Rn+ |
∑
i xi = 1} for the closed, (n− 1)-dimensional simplex.
Suppose F ∈ R[X] is homogeneous of degree d. Suppose also F > 0 on ∆n; since F is homogeneous, this assumption is
equivalent to assuming that F > 0 on all of Rn+ \ {(0, . . . , 0)}. We can now state – the conclusion of – Pólya’s theorem [22],
in its weak and strong forms:
Theorem 1.1 (Weak Formof Pólya’s Theorem). 1 Let F be as above. Then F is the quotient of two forms (homogeneous polynomials)
G,H ∈ R[X] (H 6= 0) with every coefficient being strictly2 positive: HF = G. 
Theorem 1.2 (Strong Form of Pólya’s Theorem). Let F be as above. Then for all sufficiently large p ∈ N,
(X1 + · · · + Xn)pF(X1, . . . , Xn) = G(X1, . . . , Xn), (1.2.1)
for some (necessarily real form) G with every coefficient being strictly positive (recall footnote 2). 
I The results in this paper were first presented at the Network Workshop on Real Algebra held at the Univ. Dortmund (Germany), October 23–25, 2003;
http://ihp-raag.org/events/dortmund2003/program.php. An abstract of this paper appeared in Abstracts of Papers Presented to the American Mathematical
Society 26, No. 3, Issue 141 (2005), #1006-14-225, p. 416.
E-mail address: delzell@math.lsu.edu.
URL: http://www.math.lsu.edu/∼delzell.
1 This theorem had been proved by Poincaré [21] for n = 2 (the date is wrong in Hardy et al. [11, p. 57], and byMeissner [17] for n = 3. According to [11],
Meissner’s method is applicable in principle for n > 3, though his method (unlike Pólya’s) does not lead to the stronger conclusion in (1.2).
2 I.e., for every α ∈ Nn with ‖α‖ = degG, the coefficient of Xα in G is positive (and not merely nonnegative); and similarly for H. See also Remark 6.2.
0022-4049/$ – see front matter© 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.jpaa.2008.04.006
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These theorems are also proved in [11, pp. 57–60].
In this paper we consider the question of whether (1.1) and/or (1.2) admit reasonable extensions from ordinary real
forms to what we shall call “generalized real forms”, which differ from ordinary real forms only in that the exponents are
allowed to be arbitrary real numbers; thus, 3Xpi1 X
−1
2 X
0
3 − 5Xpi−41 X3−
√
2
2 X
√
2
3 , for example, is a typical, generalized real form (of
degree pi− 1 in X1, X2, X3) in our sense. If one drops the requirement of homogeneity, then engineers call such generalized
polynomials “signomials”; and they call a signomial with no negative coefficients a posynomial; thus the G and H in (1.1)
and (1.2) above are (homogeneous) posynomials. Generalized polynomials have also been called “power functions” [19],
but other authors (e.g., [18]) use that term differently (see Section 2.4).
Our three main results are:
• that (1.2) does not extend to generalized forms with non-integer exponents (5.1);
• that (1.1) extends to generalized forms with rational exponents, or even those whose exponents lie in a translate
(= coset) of Qn in (Rn,+) (6.1)3; and
• that (1.1) does not extend to arbitrary generalized forms (i.e., homogeneous signomials with arbitrary real, possibly
irrational exponents) (7.1). Specifically, for every  ∈ (−1, 1), let F(X1, X2) be the generalized form X21 − X1+1 X1−2 + X22 .
Then we show that:
(1) F > 0 on∆2, but
(2) F is the quotient of two homogeneous posynomials (= generalized forms all of whose coefficients are positive), if
and only if  is rational.
It is remarkable that for a generalized form F that is positive on ∆n, the (semi-) algebraic condition that F be the
quotient of two homogeneous posynomials is closely related to the arithmetic condition that the exponents of F be
rational.
Here is an outline of the rest of this paper. In Section 2 we review the role played by generalized polynomials in other
branches of mathematics. In Section 3 we give careful definitions of the vocabulary of (formal) generalized polynomials
(as elements of the group ring R[Rn]). Then we consider various elementary algebraic properties of this ring: for example,
it is an integral domain, but not a unique factorization domain or a Noetherian domain. In Section 4, we consider the
function f : Rn++ → R (denoted by f (x)) determined by a formal generalized polynomial f (X). We show that different
formal generalized polynomials f (X) determine different generalized polynomial functions f (x) (4.2), and that a generalized
polynomial function is algebraic over R(X) (3.4) if and only if all its exponents are rational (4.5). We also investigate when
the composition of generalized polynomial functions is a generalized polynomial function (4.7, 4.8). Finally, in Sections 5–7
we prove our three main results (already listed in the previous paragraph).
Beli [1] considered a generalization of (1.1) that is different from the generalization considered in this paper. He kept
Pólya’s original requirement that the exponents of F belong to N, and instead dropped the requirement that the coefficients
of F belong to R, and allowed them to belong to any ordered field (K,>), instead. He showed that when (K,>) is non-
Archimedean, the expected analog of (1.2) fails, while an unexpected analog of (1.1) can be salvaged. (When (K,>) is
Archimedean (or, equivalently, when (K,>) can be embedded in (R,>)), the analog of (1.2), and hence of (1.1), are trivially
true.) Beli’s generalization seems to be incompatible with ours: letting R denote the real closure of (K,>), and R++ and K++
denote the positive elements of R and K, respectively, one could consider elements of, say, the group rings K[Kn], K[Rn], R[Rn],
or R[Rn] as formal objects (see Section 3); but it would not be clear that such objects naturally determine functions as in
Section 4—say, from Kn++ to K, or from Rn++ to R (unless, of course, K = R); thus, the meaning of the hypothesis that F > 0 on
a simplex would require clarification.
2. Generalized polynomials in various branches of mathematics
2.1. One-variable generalized polynomials in differential equations, real root-counting, and the approximation of functions
Generalized polynomials in one variable arise as solutions of certain Cauchy–Euler differential equations (see (4.4)).
Charles Sturm [28] extended the Fourier–Budan theorem (estimating the number of roots in an interval) to generalized
polynomials in one variable4; a fortiori this result extended Descartes’ rule of signs to such functions, as well (an extension
rediscovered by X.Wang in [29]). One-variable generalized polynomials also appeared in various theorems of Müntz (1914)
and Szász (1916) on the approximation of functions—see [2] for an exposition.
3 It has been claimed that (1.1) does not extend to a generalized form F if the additive subgroup of Rn generated by the multi-exponents of F is not
discrete. A counterexample to this claim is F(X1, X2) := Xpi1 X2 + X1Xpi2 (where we may take H = 1 and G = F in (1.1), even though the subgroup of (R2,+)
generated by the multi-exponents (pi, 1) and (1,pi) of F is nondiscrete).
4 In March 2003 the author presented a different kind of extension of the Fourier–Budan theorem to generalized polynomials in one variable; see [5].
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2.2. Multivariable posynomials and signomials in geometric programming
Posynomials in more than one variable seem to have been first studied by Zener [31], who showed how to use the
arithmetic–geometric inequality to find the minimum of a posynomial f over Rn++ (at least when f has n + 1 terms). [8],
however, seems to be the first publication to have coined the word “posynomial” itself, as an abbreviation for “positive
polynomial”.5
A posynomial function f need not be convex, so it is not clear, a priori, that a local minimum of f on a suitable domain
is a global minimum. However, Rockafellar [25] observed that ln f (ex1 , . . . , exn) (defined on all of Rn) is convex. Thus every
“posynomial program” is equivalent to a convex program, i.e., the problem of minimizing a convex function over a convex
domain; and in such problems, every local minimizing point is a global minimizing point.
It was not until [20] that generalized polynomials (with possibly negative coefficients) in more than one variable were
studied; the word “signomial”, however (which seems to come from the words “signum” and “polynomial” used by Passy
and Wilde) did not appear in print until [9], apparently.
Signomials and especially posynomials are used in geometric programming [8], which has diverse applications to
chemical engineering, management science, structural engineering, water-quality management, nuclear engineering,
transportation planning, production planning, and regional economics. Recent applications have been made by electrical
engineers modeling analog integrated circuits (see [3,4]).
In most engineering and other applications, the signomials actually used have fixed exponents that are rational; cf.,
e.g., [26]. So in case Pólya’s theorem, or our extension thereof (6.1), some day find engineering applications, the restriction
to rational exponents in (6.1) should not be a problem.
2.3. Fewnomials, quasipolynomials, and Laurent polynomials
Many Khovanskii-type bounds on the number of common real zeros of a system of “fewnomials” (sparse polynomials
of unbounded degrees) in several variables [12] are often stated for generalized polynomials; see, e.g., [19]. Khovanskii and
others also consider “quasipolynomials”, which are not quite the same as our “generalized polynomials”: the former are real
polynomials in the xi and various eaijxi , for aij ∈ R ([12, p. 3] defines them in a more complicated (but equivalent) way: they
are real polynomials in
x1, . . . , xn, ea11x1+···+a1nxn , . . . , eak1x1+···+aknxn).
Any generalized polynomial in x1, . . . , xn may be transformed into a quasipolynomial in yi via the change of variables
xi = eyi (i = 1, . . . , n). It has been claimed that every quasipolynomial arises in this way; but y1 + ey1 is an easy
counterexample. Consequently, this change of variables does not (except for certain special results) reduce the study of
generalized polynomials to the study of quasipolynomials (any more than it reduces the study of generalized polynomials
to, say, the study of arbitrary continuous functions Rn → R).
Sturmfels [27] treats fewnomials that are Laurent polynomials (in which the exponents are allowed to be arbitrary
(possibly negative) integers).
2.4. Tameness of multivariable generalized polynomials
Chris Miller [18] considered a class of functions f : Rn → R that properly contains the class of (extensions by 0 to Rn of)
generalized polynomial functions. Specifically, he considered terms built up (in a formal language) from variable symbols
x1, x2, . . . (an arbitrary one of which we denote by x) and from constants in R by the usual operation symbols +, −, and · ,
together with the class of operation symbols {xr | r ∈ R}; the symbol xr indicates the “power function” R→ R defined by
x 7→
{
xr if x > 0
0 if x ≤ 0.
He considered the structure
RRan :=
(
R,<,+,−, · , 0, 1, (xr)r∈R,
(
f˜
)
f∈R{X,n},n∈N
)
,
where
(
f˜
)
f∈R{X,n},n∈N denotes a certain class of functions f˜ : R
n → R that are analytic on [−1, 1]n. He proved that the theory
of RRan (like the classical theory of ordered, real closed fields) admits quantifier-elimination and analytic cell-decomposition,
and is universally axiomatizable, o-minimal, and polynomially bounded. Note that Miller’s class of functions is, by its
5While [8] defines a “positive polynomial” to be a posynomial (i.e., with arbitrary real exponents, and with positive coefficients), real algebraists define
(somewhat vaguely) a “positive polynomial” to be a real polynomial (i.e., with exponents in N, and with arbitrary real coefficients, positive or negative)
that takes only positive values on a prescribed subset of Rn; cf., e.g., the titles of [16,24]. Thus Pólya’s Theorem 1.1, and our Theorem 6.1, may be viewed as
establishing connections between these two definitions, when the exponents are in N or Q, respectively.
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definition, closed under composition, while the class of generalized polynomial functions (even if we extend them, by 0,
from their usual domain Rn++ to all of Rn) is not: for example, (x1 + 1)1/2 is not a generalized polynomial function (4.7).
Miller [18] assumes a knowledge of model theory; for an alternate reference, see [14], which reproves most of Miller’s
results (and extends some of them) without using model theory.
Classes of functions even broader than that considered in [18] and the class of quasipolynomials in Section 2.3
are obtained by allowing arbitrary (iterated) composition of ex with polynomial functions, rational functions, restricted
elementary functions, or restricted analytic functions, and have been studied in, e.g., [7,30].
3. Generalities on formal signomials
We keep the same notations as in Section 1, except that from now on we allow the multi-exponent α to be an arbitrary
element of Rn.
Definitions 3.1. A formal signomial (or simply a signomial) or a generalized polynomial is an element of the group ring R[Rn];
the latter is defined to be the set of finite formal sums
f := f (X) :=
m∑
i=1
ciX
αi , (3.1.1)
wherem ∈ N, the “coefficients” ci of f are nonzero elements of (the ring) R, and the (multi-)“exponents” αi := (αi,1, . . . ,αi,n)
of f are distinct elements of (the additive group) Rn; here X denotes n indeterminates as in Section 1 (thus we may call f
a signomial or generalized polynomial “in X”, for clarity). We call a single term ciXαi a formal (generalized) monomial; the
Xj-degree of ciXαi (assuming ci 6= 0) is defined to be αi,j, while its degree is defined to be ‖αi‖ = αi,1 + · · · + αi,n. We call a
signomial f homogeneous, or a generalized form (of degree d ∈ R), if each of its monomials has degree d. We define the support
supp f of f to be {αi | ci 6= 0}.
Definition 3.2. A formal signomial each of whose coefficients is nonnegative is called a (formal) posynomial.
(Thus each signomial is the difference of two posynomials.)
We reserve the term “(real) polynomial” for a formal signomial f with supp f ⊂ Nn ⊂ Rn. As usual, we continue to denote
the ring of polynomials by R[X] (rather than by R[Nn]), and its field of fractions by R(X). The ring operations on R[Rn] are
straightforward generalizations of the operations on R[X].
Gilmer [10] provides a comprehensive presentation of the algebraic properties of (semi)group rings at various levels of
generality and abstraction. Below we mention some algebraic properties of our particular group ring, R[Rn].
For n > 0, R[Rn] is isomorphic to the iterated group ring (R[Rn−1])[R], by writing X′ := (X1, . . . , Xn−1) (so that
X = (X′; Xn)), and by writing f (X1, . . . , Xn) ∈ R[Rn] as
f1(X
′)Xβ1n + · · · + fK(X′)XβKn , (3.2.1)
for some K ∈ N, some β1 < · · · < βK in R, and some fk ∈ R[Rn−1] \ {0}.
The units of the ring R[Rn] are the nonzero (generalized) monomials cXα, for c ∈ R× and α ∈ Rn. Indeed, the inverse of
cXα is c−1X−α; conversely, for f , g ∈ R[Rn], if f g is a nonzero monomial (such as 1), then both f and g are monomials. The
latter fact can be seen by writing f as in (3.2.1) and writing g similarly as g1(X′)X
γ1
n + · · · + gL(X′)XγLn , and then considering
the terms in f g of Xn-degree β1+γ1, and the terms in f g of Xn-degree βK +γL, to conclude that K = L = 1; then use induction
on n to conclude that f1g1 ∈ R[Rn−1] is also a monomial.
By a similar argument, we also see that R[Rn] is an integral domain, i.e., for f , g ∈ R[Rn],
[f 6= 0 and g 6= 0] ⇒ f g 6= 0.
We denote the field of fractions of R[Rn] by R(Rn); then R(X) is a subfield of R(Rn).
For n > 0, R[Rn] is not a unique factorization domain and it is not Noetherian, as seen, for example, by the (nontrivial)
factorizations
X1 − 1 = (X1/21 + 1)(X1/21 − 1)
= (X1/21 + 1)(X1/41 + 1)(X1/41 − 1)
= · · · .
Definitions 3.3. First we define a partial order  on Rn as follows: for α,β ∈ Rn, we define α  β to mean that α1 ≤ β1,
. . . ,αn ≤ βn. Then, for f ∈ R[Rn] \ {0} we define αf ∈ Rn to be the greatest lower bound (with respect to ) of supp f (this
greatest lower bound exists, and can be computed componentwise). Finally, we define the essential part f+(X) of f (X) to be
X−αf f (X).
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Thus f (X) = Xαf f+(X), supp f = αf + supp f+, and supp f+ ⊂ Rn+. For each j ∈ {1, . . . , n}, there exists an α ∈ supp f+
(= (supp f )− αf ) with αj = 0. For example, consider
f (X1, X2, X3) := 3Xpi1 X−12 X03 − 5X−41 X−22 X
√
2
3 ; then αf = (−4,−2, 0) and
f+(X1, X2, X3) = 3X4+pi1 X12X03 − 5X01X02X
√
2
3 .
Definitions 3.4. For formal signomials f , g with g 6= 0, we say that the (formal) quotient f/g ∈ R(Rn) is algebraic over R(X)
(or simply algebraic) if there exists a polynomial P ∈ R(X1, . . . , Xn)[Y] \ {0} involving a single additional indeterminate Y
such that
P
(
X1, . . . , Xn; f (X1, . . . , Xn)
g(X1, . . . , Xn)
)
= 0.
(In this case we may actually take P ∈ R[X1, . . . , Xn][Y] \ {0}.) If f/g is not algebraic, then we call it transcendental. We call f
essentially algebraic if f+ is algebraic (recall (3.3)).
As usual, the relative algebraic closure of R(X) in R(Rn) (i.e., the set of those quotients of signomials that are algebraic)
forms a subfield of R(Rn). In (4.5) below, we shall see that a signomial f is algebraic if and only if supp f ⊂ Qn.
4. Generalities on signomial functions
Each formal signomial (= generalized polynomial) f (X) =∑mi=1 ciXαi determines a function (also denoted by f ) from Rn++
to R, defined by f (x) =∑i cixαi . Such a function is called a signomial function or a generalized polynomial function; and if f (X)
is a formal posynomial, then the function f (x) determined by it is called a posynomial function.
Remark 4.1 (on the “natural domain” of a signomial function). Writing the multi-exponent αf of (3.3) as (αf ,1, . . . ,αf ,n), we
extend f (x) to those faces {xj = 0} of the boundary of Rn++ for which αf ,j ≥ 0; thus f (x) can be defined at least6 on
Rn+ \
⋃
αf ,j<0
{x ∈ Rn+ | xj = 0},
which we call the natural domain of f . (Here, in case for some j, αf ,j ≥ 0, and for some i, αi,j = 0, we define f (x)when xj = 0
according to the convention that 00 = 1.) In particular, since supp f+ ⊂ Rn+, f+(X) determines a real-valued function on all
of Rn+, and for all x ∈ Rn++, sgn f (x) = sgn f+(x).
Every signomial function is real analytic on Rn++; and its extension to its natural domain (⊆ Rn+) is continuous.
Lemma 4.2. Suppose f1, . . . , fe are nonzero formal signomials. Then there exists an x ∈ Rn++ such that f1(x), . . . , fe(x) are all
nonzero real numbers. More precisely, there exists x′ := (x1, . . . , xn−1) ∈ Rn−1++ such that for all sufficiently large xn ∈ R++,
f1(x′, xn), . . . , fe(x′; xn) are all nonzero real numbers.
Proof. As in (3.2.1), for each j ∈ {1, . . . , e}write
fj(X) = fj,1(X′)Xβj,1n + · · · + fj,Kj(X′)X
βj,Kj
n ,
for some Kj ∈ N, some βj,1 < · · · < βj,Kj in R, and some fj,k ∈ R[Rn−1] \ {0}.
For n = 1, note that each fj,k is just a nonzero constant. So for each j,
lim
x1→+∞
fj(x1)
x
βj,Kj
1
= lim
x1→+∞
(
fj,1x
βj,1−βj,Kj
1 + · · · + fj,Kj−1x
βj,Kj−1−βj,Kj
1 + fj,Kj
)
= fj,Kj 6= 0,
and we are done. For n > 1, apply induction to find x′ ∈ Rn−1++ such that for each j, fj,Kj(x′) 6= 0. Then apply the one-variable
case to each fj(x′; Xn) ∈ R[R] \ {0}. 
Remark 4.3 (on the isomorphism between formal signomials and signomial functions). In view of the case e = 1 of the
lemma, we need no longer distinguish carefully, in every case, between f1(X) and f1(x). This corollary (that f1(x) ≡ 0
for all xi > 0 implies f1(X) = 0) can also be seen by using the change of variables xi = eyi (i = 1, . . . , n): then the
quasipolynomial f1(ey1 , . . . , eyn) (2.3) is an R-linear combination of exponential functions of the type eak,1x1+···+ak,nxn , for
various ak,i ∈ R. Suppose f1(x1, . . . , xn) = 0 for all xi > 0. Then f1(ey1 , . . . , eyn) = 0 for all yi ∈ R. Since any finite set of
distinct exponential functions of the above type is R-linearly independent (by a proof similar to that of Lemma 4.2), all the
coefficients of f1(ey1 , . . . , eyn) (i.e., all the coefficients of f1(x1, . . . , xn)) must vanish. I.e., f1(X) = 0, as claimed. But in our
proof of Proposition 4.5, we shall need the full statement of Lemma 4.2; this corollary is not strong enough.
6 In certain cases we may even extend f to points x ∈ Rn with xj < 0 for certain j. Specifically, recall that if xj < 0, then the complete set of values of xαi,jj
is
{
|xj|αi,j · epi
√−1(2k+1)αi,j
∣∣∣∣ k ∈ Z }; this set contains a real number if and only if (2k+ 1)αi,j is an integer, for some k ∈ Z. Thus we may allow negative xj
in f if and only if for all i, αi,j is a rational number with an odd denominator.
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Remark 4.4 (on differential equations). Every signomial function y = f (x1) in one variable is a solution of a suitable
Cauchy–Euler differential equation, i.e., a d’th-order differential equation of the form
a0y+ a1x1y′ + a2x21y′′ + · · · + adxd1y(d) = 0, (4.4.1)
for d ∈ N and real constants ai. To see this, suppose we are given a signomial function y = f (x1) = c0xβ01 + · · · + cdxβd1 with
β0 < · · · < βd. Recall that (4.4.1) can be solved either by substituting x1 = et (which transforms (4.4.1) into a differential
equation with constant coefficients), or by substituting y = xr1, and solving the following polynomial equation (of degree d)
for r:
a0 + a1r + a2r(r − 1)+ · · · + adr(r − 1)(r − 2) · · · (r − d+ 1) = 0. (4.4.2)
Since the polynomials
1, r, r(r − 1), r(r − 1)(r − 2), . . . , r(r − 1)(r − 2) · · · (r − d+ 1)
form a basis for the real vector space of all real polynomials of degree ≤ d in r, there exist (unique) a0, . . . , ad ∈ R such that
(4.4.2) is (r − β0)(r − β1) · · · (r − βd) = 0. Then for each i, y = xβi1 will satisfy (4.4.1), whence so will y = f (x1). The claim is
proved.
The converse is false (except for d = 1). For example, to solve y+ x1y′ + x21y′′ = 0, we try y = xr1, for some unknown r. We
get r(r − 1)xr1 + rxr1 + xr1 = 0, whence r2 + 1 = 0. This suggests the two complex solutions
x
√−1
1 = e
√−1 ln x1 = cos ln x1 +
√−1 sin ln x1 and
x−
√−1
1 = e−
√−1 ln x1 = cos ln x1 −
√−1 sin ln x1,
which lead to the two (R-linearly independent) real solutions y1 = cos ln x1 and y2 = sin ln x1, neither of which is a signomial
function (because, e.g., they both oscillate infinitely often as x1 →+∞). 
As promised after (3.4) above, we now state and prove
Proposition 4.5. A signomial f ∈ R[Rn] is algebraic if and only if supp f ⊂ Qn.
Proof. Suppose first that supp f ⊂ Qn. Any rational power Xp/qj , for p, q ∈ Z with q > 0, is algebraic, since
P(X1, . . . , Xn; Xp/qj ) = 0, where P(X1, . . . , Xn; Y) = Yq − Xpj ∈ R(X)[Y]. Since f is an R-linear combination of products of
such powers, it, too, is algebraic.
For the converse, we continue to write X′ = (X1, . . . , Xn−1). Write f as in (3.2.1). We need a lemma.
Lemma 4.6. Suppose that P(X; f (X)) = 0, for some P ∈ R[X][Y] \ {0}. Write
P(X; Y) = p0(X)+ · · · + pj(X)Y j + · · · + pd(X)Yd (4.6.1)
= P(X′, Xn; Y) =
d∑
j=0
(
pj,0(X
′)+ · · · + pj,l(X′)Xln + · · · + pj,ej(X′)Xejn
)
Y j,
for some d, ej ∈ N and some pj ∈ R[X] and pj,l ∈ R[X′]; for those j with pj 6= 0, choose ej so that pj,ej 6= 0. Let
D = max
0≤j≤d
pj 6=0
(ej + jβK),
where βK is as in (3.2.1). Let
PD(X
′, Xn; Y) =
∑
pj 6=0
ej+jβK=D
pj,ej(X
′)Xejn Y j. (4.6.2)
Then
PD 6= 0; (4.6.3)
PD(X
′, Xn; fK(X′)XβKn ) consists precisely of those terms in P(X′, Xn; f (X′, Xn)) with Xn-degree D
(before any cancellation); and hence (4.6.4)
PD(X
′, Xn; fK(X′)XβKn ) = 0. (4.6.5)
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Proof of Lemma 4.6. (4.6.3) holds since there is some j0 such that pj0 6= 0 and ej0 + j0βK = D, and pj0,ej0 6= 0 by the choice of
ej0 . (4.6.4) follows from (4.6.2) and
P(X′, Xn; f (X′, Xn)) =
d∑
j=0
(
pj,0(X
′)+ · · · + pj,ej(X′)Xejn
) (
f1(X
′)Xβ1n + · · · + fK(X′)XβKn
)j ; (4.6.6)
and (4.6.6), in turn, follows from (4.6.1) and (3.2.1). (4.6.5) follows from (4.6.4) and the hypothesis that P(X, f (X)) = 0. This
proves the lemma. 
Returning to the proof of the converse in (4.5), suppose f is algebraic. Wemust show that each exponent occurring in f is
rational. There is a P as in the hypothesis of (4.6). From (4.6.5) we conclude that PD(X′, Xn; fK(X′)XβKn ) = 0. For later reference
we remark that since PD 6= 0 (4.6.3), we have so far shown that
fK(X
′)XβKn , and hence f1(X
′)Xβ1n + · · · + fK−1(X′)XβK−1n , is algebraic. (4.6.7)
Now we use induction on n. For n = 1, note that fK is just a nonzero constant. The above paragraph shows that
PD(X1; fKXβK1 ) = 0. And by (4.6.4), every term in the expansion of PD(X1; fKXβK1 ) (before cancellation, that is) has (X1-)degree
D. In order for cancellation of nonzero terms to occur, the number of such terms must be at least two; i.e., there exist j1 < j2
in the set {0, . . . , d} such that j1 < j2 and ej1 + j1βK = ej2 + j2βK (and pj1(X1)pj2(X1) 6= 0). Therefore
βK = ej1 − ej2
j2 − j1 ∈ Q,
as required. If K = 1, we are done for the case n = 1; if K > 1, we use a separate induction on K.
Now assume n > 1 and that every algebraic signomial in R[Rn−1] has only rational exponents. Pick x′ := (x1, . . . , xn−1) ∈
Rn−1 such that fK(x′) 6= 0 and PD(x′, Xn; Y) 6= 0 ∈ R[Xn; Y]; this is possible by applying Lemma 4.2 (with n replaced by
n− 1) to fK and the (Xn; Y)-coefficients pj,ej(X′) ∈ R[X′] ⊂ R[Rn−1] of PD, not all of which are zero in R[Rn−1], by (4.6.3). Then
PD(x′, Xn; f (x′, Xn)) = 0. Now by the one-variable case above, βK is rational. Thus XβKn is algebraic, whence fK(X′) is, too (using
(4.6.7)). By the inductive hypothesis, every exponent occurring in fK(X′) is rational. Thus, if K = 1, we are done. If K > 1,
repeat the above argument for f1(X′)X
β1
n + · · · + fK−1(X′)XβK−1n , considering (4.6.7). Thus all the exponents occurring in f are
rational, and (4.5) is proved. 
Thus we sometimes refer to a signomial all of whose exponents are rational as an “algebraic signomial”; the others can
be called transcendental signomials.
Example 4.7. The class of signomial functions is not closed under composition. For example, the composition of f (x1) := x1/21
and g(x1) := x1 + 1 is (f ◦ g)(x1) = f (g(x1)) = (x1 + 1)1/2, which is not a signomial function. (Proof: Suppose
(x1 + 1)1/2 = h1xβ11 + · · · + hexβe1 ∈ R[R],
with β1 < · · · < βe and hi ∈ R \ {0}. Then
x1 + 1 = (h1xβ11 + · · · + hexβe1 )2.
But the right-hand side is either a monomial (in case e = 1), or it contains at least three terms, of degrees 2β1 < β1 + β2 <
2βe, in case e > 1.)
Remark 4.8 (on composition). While the class of signomial functions is not closed under arbitrary composition, usually we
may plug monomials into a signomial function, and still have a signomial function, as follows. Let f (X) denote a formal
signomial as in (3.1.1). Let Y denote new indeterminates (Y1, . . . , Yl) (some l ∈ N), and let b1Yβ1 , . . . , bnYβn be n formal
monomials in Y, where bj ∈ R and βj := (βj,1, . . . ,βj,l) ∈ Rl. We then define
f (b1Y
β1 , . . . , bnY
βn) :=
m∑
i=1
ci · bαi,11 · · · bαi,nn Yαi,1β1,1+···+αi,nβn,11 · · · Yαi,1β1,l+···+αi,nβn,ll ,
which will be a formal signomial in R[Rl] provided that each power bαi,jj is real (which will be the case if either bj > 0, or αi,j
is a rational number with odd denominator, and where 00 is considered to be 1).
5. Impossibility of extending the strong form of Pólya’s theorem to generalized forms
We first note that already for n = 2 (the first nontrivial case), the strong form of Pólya’s theorem (1.2) does not extend
to generalized forms with arbitrary, non-integer exponents (even if they are all rational). To state this precisely, first write
(X, Y) instead of (X1, X2).
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Theorem 5.1 (Falsity of (1.2) for generalized forms). For n = 2 there exists a generalized form F ∈ R[R2] such that F is defined
and > 0 on ∆2, but for every p ∈ N, (X + Y)pF(X, Y) is not a posynomial—i.e., it has a negative coefficient. (We may even take
such an F to have rational exponents.)
Before beginning the proof, we need
Lemma 5.2. For any  ∈ R, let
F(X, Y) = X2 − X1+Y1− + Y2. (5.2.1)
If || < 1, then F is defined and > 0 on ∆2 := {(x, y) ∈ R2+ | x + y = 1} (and hence on the rest of R2+ \ {(0, 0)}, since F is
homogeneous).
Proof of Lemma 5.2. 7 F is defined on∆2 by Remark 4.1 above. To see that F > 0 on∆2, first note that if x > y ≥ 0, then
F(x, y) = x2 − x1+y1− + y2
≥ x1+(x1− − y1−)+ y2
> y2 ≥ 0.
(5.2.2)
If y > x ≥ 0, then F(x, y) = F−(y, x) > 0, by (5.2.2). Finally, if x = y > 0, then F(x, y) = x2 > 0. 
Proof of Theorem 5.1. We shall show that we may take F in (5.1) to be the F in (5.2.1), for any  ∈ (−1, 1) other than 0
(whether rational or not). The previous lemma shows that then F is defined and> 0 on∆2. It remains to show that for every
p ∈ N, (X + Y)pF(X, Y) has at least one negative coefficient. For this, observe first that
(X + Y)pF(X, Y) = (X + Y)p(X2 − X1+Y1− + Y2)
= (X + Y)p(X2 + Y2)− (X + Y)p · X1+Y1−. (5.2.3)
Next observe that none of the terms contributed by (X + Y)p(X2 + Y2) to (5.2.3) can offset any of the (negative) terms
contributed by −(X + Y)p · X1+Y1−, since all the terms in the first product have integer exponents, while all the terms in
the second product have non-integer exponents. 
Having thus ruled out the possibility of extending the strong form (1.2) of Pólya’s theorem to generalized forms (even
those with arbitrary rational exponents), we turn next, in Sections 6 and 7, to the question of the extendability of the weak
form (1.1) of Pólya’s theorem.
6. Extension of the weak form of Pólya’s theorem to essentially algebraic generalized forms
Theorem 6.1 (Weak form of Pólya for essentially algebraic generalized forms). Suppose F is a generalized form in R[Rn]. Suppose
also that F is essentially algebraic (3.4), i.e., that the (necessarily homogeneous) essential part F+ of F (recall (3.3)) is algebraic—
equivalently, that supp F+ ⊂ Qn (recall (4.5)). F+ is defined on∆n, by Remark 4.1. Suppose that F+ > 0 on∆n (and hence on the
rest of Rn+ \ {(0, . . . , 0)}). Then F is the quotient of two homogeneous posynomials (3.2) G and H in R[Rn] \ {0} : HF = G.
Proof. Let q ∈ N \ {0} be the least common denominator of the exponents occurring in F+. Define a new signomial F∗ as
follows:
F∗(X1, . . . , Xn) = F+(Xq1, . . . , Xqn) (6.1.1)
(recall (4.8)). Then F∗ is even a polynomial ∈ R[X], homogeneous of degree q ·deg F+. Also, F∗ > 0 on Rn+ \ {(0, . . . , 0)} ⊃ ∆n,
since for any x ∈ Rn+ \ {(0, . . . , 0)}, F∗(x) = F+(xq1, . . . , xqn) > 0. So there exist G∗,H∗ ∈ R[X] \ {0}, with all coefficients strictly
positive (recall footnote 2 to Theorem 1.1), such that
H∗(X1, . . . , Xn)F∗(X1, . . . , Xn) = G∗(X1, . . . , Xn), (6.1.2)
by (1.1). We may even take H∗ to be (X1 + · · · + Xn)p for sufficiently large p ∈ N, by (1.2). Replacing each Xj in (6.1.2) by X1/qj ,
we get
H∗
(
X
1/q
1 , . . . , X
1/q
n
)
F∗
(
X
1/q
1 , . . . , X
1/q
n
)
= G∗
(
X
1/q
1 , . . . , X
1/q
n
)
. (6.1.3)
Defining
G′(X1, . . . , Xn) := G∗
(
X
1/q
1 , . . . , X
1/q
n
)
and (6.1.4)
H′(X1, . . . , Xn) := H∗
(
X
1/q
1 , . . . , X
1/q
n
)
(6.1.5)
7 This is Bruce Reznick’s proof, which he kindly showed me after seeing my unnecessarily complicated proof.
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by (4.8), we see that G′ and H′ are nonzero (homogeneous) posynomials.8 Recalling (6.1.1) and (6.1.3)–(6.1.5), we get
H′(X1, . . . , Xn)F+(X1, . . . , Xn) = G′(X1, . . . , Xn).
Multiplying both sides by XαF (recalling (3.3)), we get
H′(X)(XαF F+(X)) = XαFG′(X).
Finally, recalling that F(X) = XαF F+(X), we get
H′(X)F(X) = XαFG′(X).
Thus we may take G(X) = XαFG′(X) and H(X) = H′(X) in (6.1). 
Remark 6.2 (on strictly positive coefficients). For n = 2, is “every” coefficient of, for example, the formG := X21X2+X32 positive?
I.e., should one ignore the “missing” monomials X31 and X1X22? In [11, p. 57], Pólya introduced his theorem(s) by noting that
they “assert. . . that a positive form can be represented in a manner which renders its positive character intuitive.” If we
interpret Pólya’s theorems as allowing G to omit somemonomials of degree degH+deg F (or p+deg F), then the conclusion
of those theorems would be too weak to represent F in a manner making its positive character obvious. For example, taking
F = X21X2 + X32 in (1.1), we would be able to take H = 1 and G = F; even though G has no negative coefficients, G is not
positive at (1, 0) ∈ ∆2. (And in general, for any n ≥ 1 and e ≥ 1, a real form G of degree e in X with no negative coefficient is
positive on∆n if and only if the coefficients in G of all the monomials Xe1, . . . , Xen are strictly positive.) Thus Pólya’s intention
was to assert that for every α ∈ Nn with ‖α‖ = degG, the coefficient of Xα in G is positive (and not merely nonnegative);
and similarly for H in (1.1). (In fact, [11] states this clarification explicitly in Appendix I, and notes its importance in the
application of Pólya’s theorem to proving Habicht’s theorem on Hilbert’s 17th problem.)
Remark 6.3 (on H). The above proof actually shows that we may take H(X) in (6.1) to be(
X
1/q
1 + · · · + X1/qn
)p ∈ R [X1/q1 , . . . , X1/qn ] ⊂ R[Qn] ⊂ R[Rn],
where q ∈ N \ {0} is as in the proof, and where p ∈ N is sufficiently large.
Remark 6.4 (on bounds for p in (6.3)). Given a particular F as in (1.2), let us call the minimum p ∈ N for which (1.2.1) holds,
the Pólya exponent of F; we denote it by pF . Andwe call theminimum p ∈ N for which every coefficient of (X1+· · ·+Xn)pF(X)
is nonnegative (recall Remark 6.2), the weak Pólya exponent of F; we denote it by pweakF .
For all F as in (1.2), pweakF ≤ pF , obviously. And there are easy examples of such F with pweakF < pF—see [6], where we also
extract, from Pólya’s original proof of (1.2), an upper bound on pF . Upper bounds on pweakF had been given in [15,23,13]. Those
bounds depend on deg F, minx∈∆n F(x), and either
max
i
|ci|, max
i
{
αi,1!αi,2! . . .αi,n!
d! |ci|
}
, or max
i
{
αi,1!αi,2! . . .αi,n!
d! ci
}
,
respectively; the bound in [15] depends on n, as well. Here, the ci and the αi are as in (3.1.1).
Now let F be any essentially algebraic generalized form for which F+ > 0 on∆n, as in (6.1). Then here we merely remark
that the smallest p ∈ N as in (6.3) is just pweakF∗ , where F∗ is as in (6.1.1).
7. Impossibility of extending the weak form of Pólya’s theorem to arbitrary (transcendental) generalized forms
Theorem 7.1 (Falsity of (1.1) for arbitrary generalized forms). For n = 2 there exists a generalized form F ∈ R[R2] such that F is
defined and> 0 on∆2, but F is not the quotient of any two (nonzero) posynomials.
Proof. Write (X, Y) instead of (X1, X2). Let
F(X, Y) = X2 − X1+Y1− + Y2. (7.1.1)
Then for all  ∈ (−1, 1), F is defined and> 0 on∆n, by (5.2). We shall show that for all irrational (real) , however, F is not
the quotient of any two nonzero posynomials; then we will be able to take F in (7.1) to be F, for any  ∈ (−1, 1) \ Q.
So suppose that
H(X, Y)(X2 − X1+Y1− + Y2) = G(X, Y), (7.1.2)
for some  ∈ (−1, 1) and some posynomials G and H (6= 0); we shall deduce from this that  ∈ Q.
8 In fact, for every α ∈ 1q Nn ⊂ Qn with ‖α‖ = degG′ , the coefficient of Xα in G′ is strictly positive, and similarly for H′ . Recall footnote 2 to Theorem 1.1
above, and see Remark 6.2.
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Wemay assume that G andH are homogeneous; otherwise, extract from G andH the homogeneous components of lowest
degrees. Let d = degH(∈ R). Write
G(X, Y) = a1Xα1Y2+d−α1 + a2Xα2Y2+d−α2 + · · · + anXαnY2+d−αn and
H(X, Y) = b1Xβ1Yd−β1 + b2Xβ2Yd−β2 + · · · + bmXβmYd−βm , (7.1.3)
where n,m ∈ N \ {0},
α1 < α2 < · · · < αn,
β1 < β2 < · · · < βm (all in R),
and each ai, bi ∈ R++. From (7.1.1) and (7.1.3) we get
H(X, Y)F(X, Y) = (b1Xβ1Yd−β1 + b2Xβ2Yd−β2 + · · · + bmXβmYd−βm)(X2 − X1+Y1− + Y2)
= b1Xβ1+2Yd−β1 + b2Xβ2+2Yd−β2 + · · · + bmXβm+2Yd−βm
− b1Xβ1+1+Yd−β1+1− − b2Xβ2+1+Yd−β2+1− − · · · − bmXβm+1+Yd−βm+1−
+ b1Xβ1Yd−β1+2 + b2Xβ2Yd−β2+2 + · · · + bmXβmYd−βm+2. (7.1.4)
We need
Lemma 7.2. Under the above assumptions, for each i ∈ {1, 2, . . . ,m},
either βi + 1+  = βj + 2, for some j ∈ {1, 2, . . . , i− 1},
and/or βi + 1+  = βk, for some k ∈ {i+ 1, i+ 2, . . . ,m}.
Proof of Lemma 7.2. According to (7.1.1) and (7.1.2), we are assuming that HF is a posynomial. Therefore, the negative
term −biXβi+1+Yd−βi+1− in (7.1.4) must be offset by some positive term(s) with the same exponent. Examining (7.1.4),
we see that such a positive term can only be either bjXβj+2Yd−βj or bkXβkYd−βk+2, for some j or k as in (7.2). Now compare
X-exponents. 
Returning to the proof of (7.1), we have
either βj = βi + (−1+ )
or βk = βi + (1+ ), (7.2.1)
by the lemma. Now form a sequence i1, i2, . . . , il, il+1, . . . ∈ {1, 2, . . . ,m}, as follows. Let i1 = 1. For l ≥ 1, once il has been
determined, define il+1 to be
that j ∈ {1, 2, . . . , il − 1} s.t. βj = βil + (−1+ ), if such a j exists; otherwise,
that k ∈ {il + 1, . . . ,m} s.t. βk = βil + (1+ ).
By (7.2.1), il+1 is well defined by the above instructions.
Thus
either βil+1 = βil + (−1+ )
or βil+1 = βil + (1+ ).
Therefore for all l ≥ 1,
βil = βi1 + ml(−1+ )+ m′l(1+ ), (7.2.2)
for some ml,m′l ∈ N such that m1 = m′1 = 0 and for all l ≥ 1,
either (ml+1 = ml + 1 and m′l+1 = m′l)
or (ml+1 = ml and m′l+1 = m′l + 1).
(Therefore, for all l ≥ 1,
ml + m′l = l− 1, (7.2.3)
by induction on l.) Since |{1, 2, . . . ,m}| = m, after≤ m+ 1 steps, we find il1 = il2 , for some l1 < l2 (l1, l2 ∈ {1, 2, . . . ,m+ 1}).
Then βil1 = βil2 , whence by (7.2.2),
βi1 + ml1(−1+ )+ m′l1(1+ ) = βi1 + ml2(−1+ )+ m′l2(1+ ).
Therefore
((ml1 + m′l1)− (ml2 + m′l2)) = −ml2 + m′l2 − (−ml1 + m′l1),
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whence by (7.2.3),
 = ml1 − m
′
l1
− ml2 + m′l2
(l1 − 1)− (l2 − 1) .
Since l1 6= l2, we conclude that  ∈ Q. 
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