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Abstract
In this work, we are concerned with the existence of multiple positive solutions to a second-order nonlinear singular boundary
value problem set on the positive half-line. We mainly use the Krasnozels’kı˘i and Leggett–Williams fixed point theorems in cones
to prove existence of one positive solution, two positive solutions and three positive solutions. The results complement, extend and
correct some recent ones.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction and general framework
Throughout this paper, I = (0,+∞) denotes the set of positive real numbers and R+ = [0,+∞). Given a positive
real parameter k and f : I×R+ → R+ a continuous function, we are interested in the study of the existence of positive
solutions to the singular second-order boundary value problem:{−x ′′(t)+ k2x(t) = m(t) f (t, x(t)), t ∈ I.
x(0) = 0, lim
t→+∞ x(t) = 0.
(1.1)
The function m is allowed to be singular at t = 0. Also, consider the problem{−y′′ + cy′ + λy = m(t)g(t, y(t)), t ∈ I
y(0) = y(+∞) = 0 (1.2)
where c, λ are positive constants and g: I × R+ → R+ is a continuous function. Letting k =
√
λ+ c24 and
x(t) = y(t)e− c2 t , Problem (1.2) leads to Problem (1.1) for the new unknown x and modified nonlinear term
f (t, x(t)) = e−c2 tg(t, e c2 t x(t)).
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Notice that Problems (1.1) and (1.2) arise in many applications in Physics, Combustion Theory and Epidemiology
(see [1–4] and the references therein).
It is clear that Problem (1.1) is equivalent to the integral equation:
x(t) =
∫ +∞
0
G(t, s)m(s) f (s, x(s))ds
with positive Green function G defined on I × I by
G(t, s) = 1
2k
{
e−ks(ekt − e−kt ), 0 < t ≤ s < ∞
e−kt (eks − e−ks), 0 < s ≤ t < ∞. (1.3)
Useful estimates of the kernel G are provided in the following lemma the proof of which is omitted.
Lemma 1.1. The Green function G satisfies the following bounds:
(a) G(t, s)e−µt ≤ G(s, s)e−ks, ∀t, s ∈ I,∀µ ≥ k.
(b) G(t, s) ≥ ΛG(s, s)e−ks ∀(0 < γ < δ), ∀t ∈ [γ, δ] ,∀s ∈ I
where
0 < Λ:= min(e−kδ, ekγ − e−kγ ) < 1. (1.4)
Given a real parameter θ > k, consider the weighted Banach space
X := {x ∈ C(I,R): sup
t∈I
{e−θ t |x(t)|} < ∞}
endowed with the weighted Bielecki’s sup-norm (see [5]):
‖x‖θ := sup
t∈I
{e−θ t |x(t)|}.
For arbitrary positive real numbers 0 < γ < δ, let P be the positive cone defined in X by
P = {x ∈ X : x ≥ 0 on I and min
t∈[γ,δ] x(t) ≥ Λ ‖x‖θ }.
Finally, define on X a mapping A by
Ax(t) =
∫ +∞
0
G(t, s)m(s) f (s, x(s))ds. (1.5)
The aim of this paper is two-fold: first, we complement and extend some existence results obtained in [1,6].
Secondly, we correct some mistakes which appeared in the recent interesting paper [2] by Z.C. Hao, J. Liang and
T.J. Xiao.
Indeed, Problem (1.1) is studied in [2] and existence of one positive solution, then two positive solutions are proved
under the following assumptions:
(H1) f :R+ × R+ → R+ is continuous and it also satisfies
sup
(t,x)∈R+×R+
f (t, x) < ∞.
(H2) m: (0,∞) → R+ is continuous and may be singular at t = 0;m(t) 6≡ 0 on R+.
(H3) 0 <
∫ δ
γ
e−ksG(s, s)m(s)ds < ∞, 0 < ∫∞0 e−ksG(s, s)m(s)ds < ∞.
(H4) 0 ≤ f 0 < L; ` < f∞ ≤ ∞.
(H5) 0 ≤ f∞ < L; ` < f0 ≤ ∞.
(H6) f0 = f∞ = ∞.
(H7) There is an N1 > 0 such that 0 ≤ ‖x‖ ≤ N and t ∈ R+ implies f (t, x) ≤ LN1.
(H8) f 0 = f∞ = 0.
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(H9) There is an N2 > 0 such that ΛN2 ≤ ‖x‖ ≤ N2 and t ∈ R+ implies f (t, x) ≥ `N2eθ(γ−δ)/2.
The authors have used the notations:
L:= 1∫∞
0 e
−ksG(s, s)m(s)ds
, `:= 1
Λ
∫ δ
γ
e−ksG(s, s)m(s)ds
·
f α:= lim sup
‖x‖→α
sup
t∈R+
f (t, x)
‖x‖ for α = 0,∞.
f β := lim inf‖x‖→β inft∈R+
f (t, x)
x
for β = 0,∞.
Remark 1.1. Assumption (H1) on the one hand and either Assumption (H4) or (H6) on the other hand contradict
each other. Indeed, Assumption (H1) implies that
f (t,x)
x tends to zero as x goes to infinity and then f∞ = f∞ = 0,
contradicting l < f∞ in (H4) and f∞ = ∞ in (H6). Assumption (H1) is crucial and is needed to prove that the
operator A defined by (1.5) is completely continuous. However, if we look closely at the proof of Theorem 3.2 in [2],
one may replace (H1) by∫ ∞
0
e−ksG(s, s)m(s) f (s, x(s))ds < ∞,
where the function x ∈ Ω and Ω ⊂ E is any bounded set. The proof then needs some corresponding revision.
The aim of this work is to present alternative hypotheses and recover the results obtained in [2] together with a new
existence result of triple positive solutions. Assumption (H1) is replaced by an intrinsic one with the nonlinearity
f viewed as a function defined on I × R+. The existence of positive solutions to Problem (1.1) is obtained via the
Krasnozels’kı˘i’s fixed theorem of cone expansion [7,8] (Proposition 2.1 and Corollary 2.1). Leggett–Wiliams’ fixed
point theorem [9] (Proposition 2.3) is used to prove the existence of triple positive solutions. This requires certain
compactness of an operator A, which is based on Zima’s compactness criterion [10–12] (Lemma 2.1).
This paper is organized as follows. After studying the compactness of the mapping A in Section 3, we prove in
Section 4 the existence of one positive solution to Problem (1.1) under assumptions different from those given in [2].
Section 5 deals with the existence of two positive solutions while Section 6 is devoted to the existence of triple positive
solutions. We use variant fixed point theorems (see [7]). In Section 7, two examples illustrate the applicability of the
main existence results. Hereafter, we first recall some preliminary results we need to further develop the arguments
(see also [1,2,6]).
2. Preliminaries
2.1. A compactness criterion
Let p: I −→ (0,+∞) be a continuous function. Denote by E the Banach space consisting of all weighted functions
x , continuous on I and satisfying
sup
t∈I
{|x(t)|p(t)} < ∞,
equipped with a Bielecki’s type norm ‖x‖p = supt∈I {|x(t)|p(t)}.
Recall the
Definition 2.1. A set of functions u ∈ Ω ⊂ E is said to be almost equicontinuous if it is equicontinuous on each
interval [0, T ], 0 < T < +∞.
Then state
Lemma 2.1 ([11,12]). If the set of functions Ω ⊂ E is almost equicontinuous on I and uniformly bounded in the
sense of the norm
‖u‖q = sup
t∈I
{|u(t)|q(t)}, u ∈ Ω
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where the function q is positive, continuous on I and satisfies
lim
t→+∞
p(t)
q(t)
= 0,
then Ω is relatively compact in E.
2.2. Fixed point theorems
Before stating two celebrated fixed point theorems in cones (Propositions 2.1 and 2.3), we first recall two simple
definitions (see also [13,14] for general properties of cones in Banach spaces).
Definition 2.2. A nonempty subset K of a Banach space E is called a cone if K is convex, closed, and satisfies the
conditions:
(i) αx ∈ K for all x ∈ K and α ≥ 0,
(ii) x,−x ∈ K implies x = 0.
Definition 2.3. A mapping F : E → E is said to be completely continuous if F is continuous and maps bounded sets
into relatively compact sets.
The following is a version of the Krasnozels’kı˘i’s expansion of a cone theorem:
Proposition 2.1 ([7], Theorem 7.6). Let P be a cone in a Banach space (E, ‖.‖) and 0 < r < R be real constants.
Let A: BR ∩ P → P be a completely continuous operator and assume that the following conditions hold true:
(a) λx 6= Ax for all λ ≥ 1 and x ∈ ∂BR ∩ P.
(b) There exists an x0 ∈ P \ {0} such that
x 6= Ax + λx0, ∀x ∈ ∂BR ∩ P, ∀λ > 0.
Then A has a fixed point in P ∩ (BR \ Br ).
The following theorem is useful to provide existence of two fixed points in a cone:
Proposition 2.2 ([7], Theorem 7.9). Let P be a cone in a Banach space (E, ‖.‖), 0 < L < r < R three real constants
and let ‖.‖ be increasing with respect to the cone P . Let A: BR ∩ P → P be a completely continuous operator and
assume that the following conditions hold true:
(a) x 6= Ax for all x ∈ P ∩ ∂Br .
(b) ‖Ax‖ > ‖x‖, for all x ∈ P ∩ ∂BL .
(c) ‖Ax‖ ≤ ‖x‖, for all x ∈ P ∩ ∂Br .
(d) ‖Ax‖ > ‖x‖, for all x ∈ P ∩ ∂BR .
Then A has at least two fixed points x1 and x2 with x1 ∈ P ∩ (Br \ BL) and x2 ∈ P ∩ (BR \ Br ).
As a consequence, we easily derive
Corollary 2.1. Let P be a cone in a Banach space (E, ‖.‖), 0 < L < r < R be three real constants and let ‖.‖ be
increasing with respect to the cone P . Let A: BR ∩ P → P be a completely continuous operator and assume that the
following conditions hold true:
(a) ‖Ax‖ ≥ ‖x‖, for all x ∈ P ∩ ∂BL .
(b) ‖Ax‖ < ‖x‖, for all x ∈ P ∩ ∂Br .
(c) ‖Ax‖ ≥ ‖x‖, for all x ∈ P ∩ ∂BR .
Then A has at least two fixed points x1 and x2 with x1 ∈ P ∩ (Br \ BL) and x2 ∈ P ∩ (BR \ Br ).
Finally, we define positive functionals on cones (see [13–15]).
2944 S. Djebali, K. Mebarki / Computers and Mathematics with Applications 55 (2008) 2940–2952
Definition 2.4. Let (E, ‖.‖) be a Banach space and P ⊂ E a cone. A map α:P −→ [0,+∞) is said to be a
nonnegative continuous concave functional on P if α is continuous and
α(t x + (1− t)y) ≥ tα(x)+ (1− t)α(y)
for all x, y ∈ P and t ∈ [0, 1].
Let 0 < c < d be constants and α a nonnegative continuous concave functional on P; then define the convex sets
Pd = {x ∈ P: ‖x‖ < d}
and
P(α, c, d) = {x ∈ P:α(x) ≥ c and ‖x‖ ≤ d} .
The following result is known as the Leggett–Williams’ fixed point theorem (see [9]).
Proposition 2.3. Let (E, ‖.‖) be a Banach space, P ⊂ E a cone of E and d > 0 a constant. Let A:Pd −→ Pd be
a completely continuous map and α a nonnegative continuous concave functional defined on P with α(x) ≤ ‖x‖ for
x ∈ Pd . Assume that there are numbers µ, ν and c with 0 < µ < c < ν ≤ d such that
(i) {x ∈ P(α, c, ν) : α(x) > c} 6= ∅ and α(Ax) > c for all x ∈ P(α, c, ν).
(ii) ‖Ax‖ < µ for all x ∈ Pµ.
(iii) α(Ax) > c for all x ∈ P(α, c, d) with ‖Ax‖ > ν.
Then A has at least three fixed points x1, x2 and x3 in Pd satisfying
‖x1‖ < µ, c < α(x2), and ‖x3‖ > µ, α(x3) < c.
3. General assumptions and compactness results
We first enunciate the common assumptions we will use in order to prove our main results. Further assumptions
will be assumed in each existence theorem.
(H1) f : I × R+ −→ R+ is continuous and satisfies the polynomial growth condition:
∃p > 0: p 6= 1, 0 ≤ f (t, x) ≤ a(t)+ b(t)x p, ∀(t, x) ∈ I × R+
where the functions a, b ∈ C(I,R+).
(H2) The function m: I −→ R+ is continuous and may be singular at t = 0. It does not vanish identically on any
subinterval of I.
(H3) Assume the integrals
M1:=
∫ ∞
0
e−ksa(s)G(s, s)m(s)ds
M2:=
∫ ∞
0
e(pθ−k)sb(s)G(s, s)m(s)ds
are convergent and satisfy
∃r > 0, M1 + M2r p < r.
Finally, for some constants 0 < γ < δ, we will use the notation:
`:=
∫ δ
γ
e−ksG(s, s)m(s)ds (3.1)
but we need not impose∫ +∞
0
e−ksG(s, s)m(s)ds < ∞.
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Remark 3.1. (a) When p < 1, the inequality in Assumption (H3) is obviously satisfied. To see this, consider
the continuous function φ defined on R+ by φ(x) = x − M2x p = x
(
1− M2x p−1
)
. It verifies φ(0) = 0 and
limx→+∞ φ(x) = +∞ so that for every real number a > 0, there exists an R > 0 with φ(R) > a; in particular
φ(r) > M1 for some r > 0.
(b) When p > 1, the function φ satisfies φ(0) = 0 and limx→+∞ φ(x) = −∞. It further changes monotonicity
with a maximum assumed at some positive point x0 such that x
p−1
0 = 1pM2 and φ(x0) =
p−1
p x0. Consequently, the
inequality in Assumption (H3) holds true if and only if p−1p x0 ≥ M1, which may be rewritten as
M1 (M2 p)
1
p−1 ≤ p − 1
p
· (3.2)
The following auxiliary results are crucial for the sequel:
Lemma 3.1. Assume that (H1)–(H3) hold. Then for any bounded set Ω ⊂ X, the operator A maps Ω ∩ P into P .
Proof. The proof follows similar ones in [1,2,6] with slight modifications. Let us choose some bounded set Ω ⊂ E .
From (H2) we know that there exists some t0 ∈ (0,∞) such that m(t0) > 0. The function m(t) is continuous at t = t0
and G is positive, the operator (1.5) and Assumption (H1) imply that
Ax ≥ 0, ∀x ∈ Ω ∩ P. (3.3)
By Assumptions (H1), (H3) and Lemma 1.1(a) with µ = θ , we get, for any x ∈ Ω ∩ P , the following estimates:
∀t > 0, |Ax(t)|e−θ t =
∫ +∞
0
e−θ tG(t, s)m(s) f (s, x(s))ds
≤
∫ +∞
0
e−ksG(s, s)m(s) f (s, x(s))ds
≤
∫ +∞
0
e−ksG(s, s)m(s)
[
a(s)+ b(s)|x(s)|p] ds
≤
∫ +∞
0
e−ksG(s, s)m(s)a(s)ds
+ ‖x‖pθ
∫ +∞
0
e(pθ−k)sG(s, s)m(s)b(s)ds
≤ M1 + M2 ‖x‖pθ .
Passing to the supremum over t , we get
sup
t∈R+
{|Ax(t)|e−θ t } ≤ M1 + M2 ‖x‖pθ < ∞.
Hence
Ax ∈ X, ∀x ∈ Ω ∩ P. (3.4)
Moreover, for any x ∈ Ω ∩ P , Lemma 1.1(a) with µ = θ yields
min
t∈[γ,δ] Ax(t) = mint∈[γ,δ]
∫ +∞
0
G(t, s)m(s) f (s, x(s))ds
≥
∫ +∞
0
Λe−ksG(s, s)m(s) f (s, x(s))ds
≥
∫ +∞
0
Λe−θσG(σ, s)m(s) f (s, x(s))ds
= Λe−θσ Ax(σ ), ∀σ > 0.
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Passing to the supremum over σ , we deduce that
min
t∈[γ,δ] Ax(t) ≥ Λ‖Ax‖, ∀x ∈ Ω ∩ P. (3.5)
Relations (3.3)–(3.5) imply that A(Ω ∩ P) ⊂ P , as claimed. 
Lemma 3.2. Assume that m: [0,∞) → [0,∞) is continuous. Then, the mapping A:Ω ∩ P → P is completely
continuous.
Proof. (a) Let Ω = {x ∈ X, ‖x‖η < R} with 0 < R and 0 < η < θ be positive real numbers. The family
{Ax, x ∈ P ∩ Ω} is then uniformly bounded with respect to the norm ‖.‖η. Indeed, arguing as in Lemma 3.1, we
arrive at ‖Ax‖η ≤ M1 + M2r p ≤ r < ∞, for any x ∈ P ∩ Ω .
(b) The family of functions {Ax, x ∈ P ∩ Ω¯} is almost equicontinuous on I . The proof is similar to the one in
Theorem 5.1, [1] and is omitted.
(c) Taking p(t) = e−θ t < q(t) = e−ηt in Lemma 2.1, we conclude that the operator A is completely continuous
on P ∩ Ω¯ . 
Lemma 3.3. Let m(t) be singular at t = 0. Then, the mapping A given by (1.5) is completely continuous.
Proof. We follow the proof of Theorem 3.1 in [2]. For each n ≥ 1, denote the operator An by
Anx(t) =
∫ ∞
1
n
G(t, s)m(s) f (s, x(s))ds, x ∈ Ω ∩ P, t ∈ I.
We prove that An converges uniformly to A on Ω ∩ P . Assumption (H1) and Lemma 1.1 yield
|Ax(t)− Anx(t)|e−θ t =
∫ 1
n
0
e−θ tG(t, s)m(s) f (s, x(s))ds
≤
∫ 1
n
0
e−ksG(s, s)m(s)
[
a(s)+ b(s)|x(s)|p] ds
≤
∫ 1
n
0
e−ksG(s, s)m(s)a(s)ds + ‖x‖pθ
∫ 1
n
0
e(pθ−k)sG(s, s)b(s)ds.
Passing to the supremum over t , we get
‖Ax − Anx‖θ = sup
t∈R+
{|Ax(t)− Anx(t)|e−θ t }
≤
∫ 1
n
0
e−ksG(s, s)m(s)a(s)ds + ‖x‖pθ
∫ 1
n
0
e(pθ−k)sG(s, s)m(s)b(s)ds.
Assumption (H3) and the convergence of the integrals imply that
lim
n→+∞
∫ 1
n
0
e−ksG(s, s)m(s)a(s)ds = 0,
lim
n→+∞
∫ 1
n
0
e(pθ−k)sG(s, s)m(s)b(s)ds = 0.
Since from Lemma 3.2,
An :Ω ∩ P → P is completely continuous for each n ≥ 1,
the uniform limit A is completely continuous, ending the proof of the lemma. 
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4. Existence of one positive solution
We are now in position to prove our first existence result. We will distinguish between the cases p > 1 (super-linear
case) and p < 1 (sub-linear case).
Theorem 4.1. Let p > 1 and assume that Assumptions (H1)–(H3) hold together with
(H4) lim inf
x→+∞ mint∈[γ,δ]
f (t, x)
x
>
1
Λ`
·
Then Problem (1.1) has at least one nontrivial positive solution.
Proof. Let r be as defined by Assumption (H3). By the inequality of (H4), there exist an η > Λr > 0 and ε > 0 such
that
min
t∈[γ,δ] f (t, x) ≥
(
1
Λ`
+ ε
)
x, ∀x ≥ η.
Hence,
f (t, x) ≥
(
1
Λ`
+ ε
)
x, for any x ≥ η and t ∈ [γ, δ]. (4.1)
Let R = max(2r, ηΛ ) and define the open sets
Ω1:= {x ∈ X : ‖x‖θ < r}, Ω2:= {x ∈ X : ‖x‖θ < R}.
Hereafter, we check the hypotheses in Proposition 2.1.
(a) To prove that Ax 6= λx, for any x ∈ ∂Ω1 ∩ P and λ ≥ 1, let x ∈ ∂Ω1 ∩ P and argue as in Lemma 3.1. We
obtain, by Assumption (H1) and (H3), the following estimates
∀t ∈ R+, |Ax(t)|e−θ t ≤ M1 + M2‖x‖pθ
= M1 + M2r p < r.
Passing to the supremum over t , we infer that
‖Ax‖θ < r = ‖x‖θ , ∀x ∈ ∂Ω1 ∩ P. (4.2)
Hence
Ax 6= λx, ∀x ∈ ∂Ω1 ∩ P and ∀λ ≥ 1.
Otherwise, there would exist some x1 ∈ ∂Ω1 ∩ P and λ1 ≥ 1 such that Ax1 = λ1x1 in which case
‖Ax1‖θ = λ1‖x1‖θ ≥ ‖x1‖θ = r,
contradicting (4.2). Our claim, that is Assumption (a) in Proposition 2.1, is then proved.
(b) Since 0 < Λ < 1, it follows that the constant function x0 ≡ 1 ∈ P . We claim that
x 6= Ax + λx0, ∀x ∈ ∂Ω2 ∩ P, ∀λ ≥ 0. (4.3)
On the contrary, there would exist some x2 ∈ ∂Ω2 ∩ P and λ2 ≥ 0 such that
x2 = Ax2 + λ2. (4.4)
Then minγ≤t≤δ x2(t) ≥ Λ‖x2‖θ = ΛR ≥ η and so Condition (4.1) implies that
f (t, x2(t)) ≥
(
1
Λ`
+ ε
)
x2(t), ∀t ∈ [γ, δ]. (4.5)
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By (4.4) and (4.5) together with Lemma 1.1(b), the following estimates are straightforward
∀t ∈ [γ, δ], x2(t) =
∫ ∞
0
G(t, s)m(s) f (s, x2(s))ds + λ2
≥
∫ ∞
0
G(t, s)m(s) f (s, x2(s))ds
≥
∫ δ
γ
G(t, s)m(s) f (s, x2(s))ds
≥ Λ
∫ δ
γ
e−ksG(s, s)m(s)
(
1
Λ`
+ ε
)
x2(s)ds
≥ Λ
(
1
Λ`
+ ε
)
min
s∈[γ,δ] x2(s)
∫ δ
γ
e−ksG(s, s)m(s)ds
= Λ`
(
1
Λ`
+ ε
)
min
s∈[γ,δ] x2(s)
> min
s∈[γ,δ] x2(s),
contradicting the continuity of the function x2 on the compact interval [γ, δ]. This implies that (4.3), that is
Assumption (b) in Proposition 2.1, holds true.
By Proposition 2.1, we finally deduce that the mapping A has at least one fixed point x , which belongs to
(Ω2 \ Ω1) ∩ P and hence satisfies 0 < r < ‖x‖θ < R. 
The following result deals with the other polynomial growth case and can be proved in a similar manner. We omit
the proof.
Theorem 4.2. Let p < 1 and assume that (H1)–(H3) hold together with
(H5) lim inf
x→0 mint∈[γ,δ]
f (t, x)
x
>
1
Λ`
·
Then Problem (1.1) has at least one nontrivial positive solution.
5. Existence of two positive solutions
In this section, we prove an existence theorem of two nontrivial positive solutions to Problem (1.1) in the super-
linear case.
Theorem 5.1. Assume that Conditions (H1)–(H3) are satisfied with p > 1 and
(H6) lim inf
x→0 mint∈[γ,δ]
f (t, x)
x
= lim inf
x→+∞ mint∈[γ,δ]
f (t, x)
x
= +∞.
Then, Problem (1.1) has at least two positive solutions x1 and x2 in P such that 0 < ‖x1‖θ < r < ‖x2‖θ .
Proof. Consider the open set
Ω1:= {x ∈ X : ‖x‖θ < r}
where r is as introduced in Assumption (H3). As in the proof of Theorem 4.1, part (a), we can check that
‖Ax‖θ < ‖x‖θ , ∀x ∈ ∂Ω1 ∩ P. (5.1)
Let the constant
M3:= e
θ t0
`Λ2
for some t0 ∈ [γ, δ].
(a) The condition lim infx→+∞mint∈[γ,δ] f (t,x)x = +∞ in (H6) tells us that there exists some r0 > 0 such that
f (t, x) ≥ M3x, for t ∈ [γ, δ] and x ≥ r0. (5.2)
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Consider the open set Ω2:= {x ∈ X : |x ‖θ < R}, where R = max(2r, r0Λ ). Then, for any x ∈ ∂Ω2 ∩ P, x(t) ≥
Λ‖x‖θ = ΛR ≥ r0,∀t ∈ [γ, δ]. Let t0 ∈ [γ, δ]. The following lower bounds follow from (5.2), Lemma 1.1(b) and
the definition of the constant M3
|Ax(t0)| e−θ t0 =
∫ ∞
0
e−θ t0G(t0, s)m(s) f (s, x(s))ds
≥
∫ δ
γ
e−θ t0G(t0, s)m(s) f (s, x(s))ds
≥
∫ δ
γ
e−θ t0G(t0, s)m(s)M3x(s)ds
≥
∫ δ
γ
e−θ t0G(t0, s)m(s)M3Λ‖x‖θds
≥ M3Λe−θ t0‖x‖θ
∫ δ
γ
Λe−ksG(s, s)m(s)ds
= M3Λe−θ t0‖x‖θΛ` = ‖x‖θ .
As a consequence,
‖Ax‖θ ≥ ‖x‖θ , ∀x ∈ ∂Ω2 ∩ P. (5.3)
(b) From lim infx→0mint∈[γ,δ] f (t,x)x = +∞ in (H6), we infer that, for the constant M3 in (5.2), there exists an r1 > 0
such that
f (t, x) ≥ M3x, for t ∈ [γ, δ] and 0 ≤ x ≤ r1.
Let L = min( r2 , r1eθδ ) and
Ω3:= {x ∈ X : ‖x‖θ < L}.
Proceeding as in part (a), we can prove that
‖Ax‖θ ≥ ‖x‖θ , ∀x ∈ ∂Ω3 ∩ P. (5.4)
Indeed, for any x ∈ ∂Ω3 ∩ P , we have that x(t)e−θ t ≤ L ,∀t ∈ R+. Whence x(t)e−θδ ≤ L ,∀t ∈ [γ, δ] and so
x(t) ≤ eθδ ≤ r1,∀t ∈ [γ, δ].
Finally, by (5.1), (5.3) and (5.4) together with the fact that L < r < R, Corollary 2.1 implies that the operator A
has two fixed points in the cone P , x1 ∈ Ωr \ ΩL and x2 ∈ Ω R \ Ωr such that 0 < L ≤ ‖x1‖θ < r < ‖x2‖θ ≤ R.
Clearly, x1 and x2 are nontrivial positive solutions of Problem (1.1). 
Remark 5.1. It is also possible to use the Krasnozels’kı˘i’s fixed point theorem combined with the fixed point index to
get the existence of two positive solutions x1 and x2. However, the obtained solutions may coincide on the boundary
of a common open set Ω = B(0, r) for some positive r.
6. Existence of three nonnegative solutions
Our final result is concerned with a multiplicity result in the sub-linear and super-linear cases.
Theorem 6.1. Suppose that (H1)–(H3) are satisfied and that there exists a constant d ≥ 2λr such that
M1 + M2d p ≤ d, (6.1)
where r is as defined in (H3) and λ = Λe−θδ.
Suppose further that one of the following conditions holds true:
(H7) either p > 1 and lim infx→+∞mint∈[γ,δ] f (t,x)x = +∞.
(H8) or p < 1 and lim infx→0mint∈[γ,δ] f (t,x)x = +∞.
2950 S. Djebali, K. Mebarki / Computers and Mathematics with Applications 55 (2008) 2940–2952
Then, Problem (1.1) has at least three nonnegative solutions (two of which are positive) x1, x2 and x3 in Pd such
that
‖x1‖θ < r, min
t∈[γ,δ](|x2(t)|e
−θδ) > 2r, ‖x3‖θ > r and min
t∈[γ,δ](|x3(t)|e
−θδ) < 2r.
Proof. Define the nonnegative, continuous and concave function α by
α(x) = min
t∈[γ,δ]{|x(t)|e
−θδ}.
It is clear that α(x) ≤ ‖x‖θ for all x ∈ P and that A:P → P is completely continuous by Lemma 3.3.
(a) Condition (6.1) implies that A(Pd) ⊂ Pd . Indeed, if x ∈ Pd , then, arguing as in Lemma 3.1, we have, by
Assumption (H1)
∀t ∈ I, |Ax(t)|e−θ t ≤ M1 + M2‖x‖pθ
= M1 + M2d p ≤ d.
Passing to the supremum over t , we infer that ‖Ax‖θ ≤ d, as claimed.
(b) ‖Ax‖θ < r for all x ∈ Pr . The proof is identical to the one in (a).
(c) The set
{
x ∈ P(α, 2r, 2
λ
r) : α(x) > 2r
}
is not empty and α(Ax) > 2r for all x ∈ P(α, 2r, 2
λ
r). Notice that the
constant function x0 ≡ 2λr is an element of P(α, 2r, 2λr) and α(x0) > 2r . Indeed, ‖x0‖θ = 2λr supt∈I e−θ t ≤ 2λr and
α(x0) = 2λre−θδ = 2rΛ > 2r. In addition, if x ∈ P(α, 2r, 2λr), then 2λr ≥ ‖x‖θ ≥ α(x) ≥ 2r . We claim that if (H7)
holds true, then α(Ax) > 2r. Indeed, Condition (H7) tells us that, if M4:= 2eθδ`Λ2 then there exists some ρ such that
0 < ρ ≤ 2Λr and
f (t, x) ≥ M4x, ∀t ∈ [γ, δ] and ∀x ≥ ρ. (6.2)
We can see that, for any x ∈ P(α, 2r, 2
λ
r) and t ∈ [γ, δ], the minoration α(x) ≥ 2r implies that x(t) ≥ 2reθδ >
2rΛ ≥ ρ,∀t ∈ [γ, δ]. Furthermore, Lemma 1.1(b) and (6.2) yield
α(Ax) = min
t∈[γ,δ] e
−θδ
∫ ∞
0
G(t, s)m(s) f (s, x(s))ds
≥ e−θδ
∫ δ
γ
Λe−ksG(s, s)m(s)M4x(s)ds
≥ ΛM4e−θδ
∫ δ
γ
e−ksG(s, s)m(s)Λ‖x‖θds
>
Λ2
2eθδ
M4‖x‖θ
∫ δ
γ
e−ksG(s, s)m(s)ds
= Λ
2
2eθδ
M4‖x‖θ` = ‖x‖θ ≥ α(x) ≥ 2r.
Likewise, if Assumption (H8) holds true, then for the same constant M4, there exists some ξ > 2re2θλΛ such that
f (t, x) ≥ M4x, ∀t ∈ [γ, δ] and ∀x ∈ (0, ξ).
Proceeding analogously, we can prove that α(Ax) > 2r for all x ∈ P(α, 2r, 2
λ
r).
(d) α(Ax) > 2r for each x ∈ P(α, 2r, d) with ‖Ax‖θ > 2λr ·
Let x ∈ P(α, 2r, d) be such that ‖Ax‖θ > 2λr . By Lemma 1.1(b), we get the lower bounds
α(Ax) = min
t∈[γ,δ] e
−θδ
∫ +∞
0
G(t, s)m(s) f (s, x(s))ds
≥ e−θδ
∫ +∞
0
Λe−ksG(s, s)m(s) f (s, x(s))ds
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≥ e−θδ
∫ +∞
0
Λe−θσG(σ, s)m(s) f (s, x(s))ds
= Λe−2θδAx(σ ), ∀σ > 0.
Therefore,
α(Ax) ≥ Λe−θδ‖Ax‖θ > λ2r
λ
= 2r, ∀x ∈ P(α, 2r, d).
To sum up, all of the hypotheses of the Leggett–Williams’ fixed point theorem are met if one takes µ = r and ν = 2
λ
r
in Proposition 2.3. Hence, the mapping A has at least three fixed points. More precisely, Problem (1.1) has at least
three nonnegative solutions, two of which are positive, x1, x2 and x3 in Pd such that
‖x1‖θ < r, min
t∈[γ,δ](|x2(t)|e
−θδ) > 2r, ‖x3‖θ > r and min
t∈[γ,δ](|x3(t)|e
−θδ) < 2r. 
Remark 6.1. Note that in case equality holds in (H1), Assumptions (H4)–(H8) are obviously satisfied provided
mint∈[γ,δ] a(t) > 0 and mint∈[γ,δ] b(t) > 0.
7. Applications
7.1. Example 1
Consider the nonlinearity f (t, x) = e−4t (1+ x2) for t > 0, x ≥ 0 and m(t) = 1t for t > 0. Using the elementary
formula∫ +∞
0
e−as − e−bs
s
ds = ln
(
b
a
)
, ∀b ≥ a > 0,
we obtain the convergence and the values of the integrals
M1 = 12k
∫ +∞
0
e−(4+k)s − e−(4+3k)s
s
ds = 1
2k
ln
(
4+ 3k
4+ k
)
and
M2 = 12k
∫ +∞
0
e−(4+k−2θ)s − e−(4+3k−2θ)s
s
ds = 1
2k
ln
(
4+ 3k − 2θ
4+ k − 2θ
)
.
In order to check the inequality in Assumption (H3), that is Condition (3.2), here M1M2 ≤ 14 , we take k = 12 and
θ = 58 so that 0 < p = 2 < k+1k and k < θ < k+1p . Then M1 = ln
(
11
9
)
and M2 = ln
(
17
13
)
; whence (3.2) and all
of Assumptions (H1)–(H3) are met. Moreover, Assumption (H4) in Theorem 4.1 is obvious. As a consequence, the
super-linear singular boundary value problem:−x ′′ +
x
4
= e
−4t
t
(1+ x2), t > 0
x(0) = x(+∞) = 0
(7.1)
has at least one nontrivial positive solution. We can even check that Assumption (H6) in Theorem 5.1 is also satisfied
and thus this problem admits in fact two positive nontrivial solutions.
7.2. Example 2
Let the nonlinearity f (t, x) = (1 − cos t)(1 + x p) for t > 0, x ≥ 0 and the singular function m(t) = 1
t2
√
t
for
t > 0; here the real number p is such that 0 < p < 1. Then
M1 = 12k
∫ +∞
0
(1− cos s)(e−ks − e−3ks)
s2
√
s
ds
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and
M2 = 12k
∫ +∞
0
1− cos s
s2
√
s
e(pθ−k)s(1− e−2ks)ds.
Since in the vicinity of the origin, 1−cos s
s2
√
s
∼ 1
2
√
s
, the two integrals are convergent. In addition the inequality in
Assumption (H3) always holds true (see Remark 3.1) and Assumption (H5) in Theorem 4.2 is satisfied. Therefore,
the sub-linear singular boundary value problem−x ′′ + k2x =
1− cos t
t2
√
t
(1+ |x |p), t > 0
x(0) = x(+∞) = 0
(7.2)
has a positive nontrivial solution for any positive constants k and 0 < p < 1. Moreover, Assumption (H8) in
Theorem 6.1 is also verified and (6.1) holds true. Indeed, the graph of the function φ (see Remark 3.1) shows that,
given the positive constant M1 and r > φ−1(M1), the latter assumption holds true for any constant d > r . By
Theorem 6.1, we deduce that Problem (7.2) admits three nonnegative solutions two of which are positive.
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