An algorithm is presented for determining the subset of the basis functions of a Generalized Single Layer Network needed to solve the classi cation problem de ned by the training data. A Markov Chain Monte Carlo sampling technique is used to traverse the space of models having a low sum squared error (SSE). The frequency of a term's inclusion is an indication of its importance to the classi er. Fast, iterative updates can be used for the matrix calculations needed. Theoretical results for the required length of the chain needed to obtain good discrimination between functions tting the data and those modelling the added noise are given, and these are con rmed by experiment.
Introduction
The self-structuring of arti cial neural networks has been found to have many bene ts 1]. While a large network is required to learn any function, for a speci c function de ned by the training data at hand, a very much smaller network will often be suitable. This smaller network is also much less likely to`over t' the data, and so will generalise more e ectively when presented with data from outside the training set 2].
It will also be easier and faster to train. where w is the weight vector. The optimal weights for this type of network can be simply calculated.
Clearly, the actual basis functions used will determine how easily the network will learn a particular function. A number of di erent sets of basis functions are in common use, namely Radial Basis functions 4], Volterra Expansion functions 5, 6 ] and polynomials, all of which produce useful networks. Combinations of these bases may also be used. A truncated Volterra Expansion has been used to produce the nonlinear functions in the examples presented in this paper.
The V (n; k) Volterra . . .
that is, an expansion up to order k of an input vector of length n. The task of a self-structuring algorithm is to determine which of these terms is important to solve the problem at hand.
Most conventional self-structuring algorithms are based on growing and pruning 7]. A growing algorithm is a method for adding terms to a small network 8], whilst a pruning algorithm removes terms from a large one 9]. In many cases considerable computational e ort is required to determine the change to be made to the network, and very often sub-optimal results are obtained. Many of these algorithms can be considered as a form of steepest ascent in the discrete space of the network architecture 10]. As such they nd a local maximum of some cost function. Unless the cost function is chosen carefully even the global maximum is often unsuitable, as this would give a network which signi cantly over-tted the data.
The algorithm proposed in this paper is fundamentally di erent. A probability distribution is de ned over the space of the network architectures, based on the SSE of the networks. A Markov Chain Monte Carlo (MCMC) sampling technique (see 11] for an excellent review) is used to explore the space of models having a low SSE. Each of the networks visited in a`short' length chain will include the required terms with probability close to one, and the other terms with probability of one half (see section 3). This enables a discrimination to be made between the two types of terms. By only postulating a change in one term of the network at each stage of the chain, the new SSE can be calculated on the basis of inverse matrix updating results, eliminating the need for computationally demanding matrix inverses. This estimation scheme has parallels with the Maximiser of the Posterior Marginals (MPM) scheme advocated in 12]. A uniform sampling based approach has been investigated in 13].
The organisation of the paper is as follows. Section 2 de nes the notation and derives the main results used in the remainder of the paper. Section 3 gives a complete description of the algorithm, with discussion of its convergence times, and possible enhancements. Section 4 contains experimental results demonstrating the algorithm and con rming the theoretical results of section 3. Conclusions are given in section 5 The algorithm requires the calculation of " t+1 and R ?1 t+1 when a term is added to the nonlinear expansion, and " t?1 and R ?1 t?1 when a term is removed.
Adding a term
De nex i to be the nonlinear function of the input vector x i to be added to the network and let
Using 
If the term being added to the expansion is a linear combination of terms currently included then R t+1 will not be of full rank. In this case will be zero, and the above update formulae will not apply. This situation can be avoided by always rejecting such a change to the network in stage 4 of the algorithm, see section 3 below.
Removing a term
A derivation is given in appendix B of the inverse of a matrix which is a sub-matrix of a matrix with known 
The updated matrix R t?1 will always be of full rank as it is a submatrix of the full rank matrix R t .
Algorithm
The self-structuring algorithm is based on the following Assumption Any model comprised of at least all the terms of the`true' model will have a small SSE.
There are 2 N possible models. De ne the probability distribution over the space of possible models
where SSE(k) is the minimum SSE associated with model k, and T scales the distribution. Under the assumption, this distribution places larger probability mass on those models which include all the terms of the`true' model. The Metropolis-Hastings algorithm 14, 15] provides an e cient method of exploring this space by constructing a Markov chain with the distribution of equation 5 as its limiting distribution. A sequence of models is thus generated by the following procedure.
1. Begin with a random model, chosen such that each term in the V (n; k) expansion is included with probability 1=2. Store this model in a list.
2. Choose one of the expansion terms at random. Examination of the stored list allows the terms of the`true' model to be determined.
The algorithm will pass through an initial transient phase, until all the terms of the`true' model have been included. After this phase, under the assumption and the method of construction of the Markov chain, the`true' terms will be included in (almost) every model in the stored list, as removing one of the`true' model terms will cause a large increase in SSE, and such a change will almost always be rejected in step 4. The other terms will be included in half the models in the list, as changing the inclusion status of one of these terms will have little e ect on the SSE, and hence will be accepted in step 4. The variance of the number of inclusions of these other terms will depend on N and the number of iterations.
Convergence results
The assumption above has the following corollaries 1. After a term of the`true' model has been`visited', it will be included in (almost) all subsequent models.
2. When a term not in the`true' model is`visited', the change will (almost) always be accepted.
The rst corollary allows a value for the length of the transient phase to be estimated. It is given by one of the classic`balls in urns' problems of probability theory.
There are N urns. Each initially contains a ball with probability 1=2. Balls are placed in the urns at random. What is the probability that after n 1 balls have been placed, none of the urns are empty.
The 
A value for n 2 can be chosen such that the di erence between the mean inclusion value and n 2 is a su ciently large number of standard deviations, so that discrimination between wanted and unwanted terms is assured with a su ciently high probability.
Small models
If it is known a-priori that a model containing few terms is to be preferred then a bias may be introduced 
where f(k) is the number of model terms included in model k. It can be seen that this will increase the discrimination between wanted and unwanted terms, although this is di cult to quantify, depending on the relative sizes of " and . After the transient phase the wanted terms will still be included in all models.
The unwanted terms, however, will be excluded more often than they are included. Now in equations 10 
and clearly a much smaller value of n 2 will be required to ensure that discrimination is achieved. 1 To the authors' knowlege there is no straightforward closed form solution for the exact probability value, the simplest expression found being too complex to be of practical use for this purpose. 
Fifth order expansion problem
The new algorithm is particularly applicable to large expansion orders due to the elimination of large matrix inverses. Two class data was generated from f = 2x 1 x 2 x 3 3 + 4x 2 Values for x 1 , x 2 , x 3 and x 5 were drawn from a zero mean gaussian with unit variance, and x 4 was then chosen such that f = 1 for a class 1 vector and f = ?1 for a class 2 vector. A V (5; 5) expansion was used.
This has N = 252 terms. The rst n 1 = 1000 iterations were neglected, giving a probability < 0:01 that the transient had not been completed, and the chosen models were recorded for the subsequent n 2 = 4000
iterations. This gives a standard deviation of 500. Figure 4 shows the frequency of inclusion of each term for T = 1, = 0. The correct terms are included in every model. The incorrect terms are distributed around a frequency of inclusion of 2000, and none are included more often than 3300 times, approximately 2:6 standard deviations above the mean.
Because it is known that only a few of the expansion terms are required, the acceptance probabilities can be calculated on the basis of equation 8. Using T = 1, = 5=3, and the same values of n 1 and n 2 as above gives the frequencies of inclusion graph of gure 5. It can be seen that the mean value of the unwanted terms inclusion frequency is much reduced, and that the discrimination between the wanted and unwanted terms has increased.
Conclusions
The use of Markov Chain Monte Carlo sampling techniques for the self-structuring of Generalised Single
Layer Networks has been presented. A fast algorithm has been derived based on matrix updating results.
Theoretical results for determining the length of the transient phase and the chain length required to give good discrimination results have been derived. Experimental results con rm both these results and the usefulness of the algorithm.
A The minimum SSE for a given network architecture 
