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INTRODUÇAO i. 
o oroblema da simulação do movirnehto de penetração de uma 
estaca unidimensional .no solo, sob a ação a e um martelo bate-es 
taCas, foi estudado recentemente pelos professores Marco Antonio 
Raupp, Carlos Moura e Raul Feijó do Laboratório de cálculo do 
centro Brasileiro de Pesquisas FÍsicas. 
Em um primeiro artigo RAUPP -- FEIJóo~ MOURA [1 s J pror:oen um 
modelo consistindo,· em ultima análise, de uma inequação variaci~; 
nal, e apresentam resultados teóricos de existência unicidàde e 
estabilidade da solu9ão, caracterizando um problema matemático 
bem posto. 
Em dois outros trabalhos MOURA - FEIJ_OO - RAUPP [ 12], RAUPP-
FEIJ60 - MÓURA [zo} êles consideram algoiítinos para o cálculo da 
-sa'lução de tal problema bem como apresentam resultados numéricos 
de alguns experimentos computacionais. Dois tipos de algoritmos 
são analisados: num Uzawa para o cálculo de pontos de sela e no 
outro regularização mais elementos finitos no espaço e preditor 
corretor no tempo. 
No presente trabalho nós nos propomos a generalizar os re 
sultados obtidos considerando a estaca como um corpo tridimen-
sional. 
Do ponto de vista da mecânica as diferenças básicas entre 
o modelo unidimensional e o tridimensional são duas. Em prime~ 
ro lugar o atrito, que no caso unidimensional é modelado como 
força de massa, no caso tridimensional é repres·entado ·-por uma 
• 
i i. 
força superficial. Além disto, no modelo unidimensional as pre~ 
sões normais exercidas pelo solo sobre: a estaca se anulam, por 
atuarem em direções opostas em cada partícu,la da estaca que p~ 
netrou no solo. Isto nao ocorre no problema tridimensional, pr~ 
vocando o surgimento de mais um funcional, não linear e não di 
ferenciável, na inequação variacional que representará o probl~ 
ma. 
A apresentação do presente trabalho será feita em trªs ca 
pítulos. 
No primeiro capitul.o descreveremos o problema físico. Uti 
lizaremos as equações da mecânica, da elasticidade e descrevere 
mos ·as forças que atuam na estaca, para estabelecer uma formula 
çao para o problema. A utilização da le_i d·e Coulornb na caracte-
rização da força de atrito f"az com que- o nosso problema seja des 
cri-to por uma inequação variacional que inclui funcionais não li 
neares e não diferenciáveis. 
No capítulo seguinte desenvolveremos a teoria matemática do 
problema, estabelecendo resultados de existência e unicidade da 
solução análogos aos obtidos para o problema unidimensional. A 
técnica utilizada consiste em regularizar os funcionais não di-
ferenciáveis e aplicar o método da Faedo - Galerkin, para então 
lançar mão de argumentos de compacidade adequados. 
No terceiro capitulo faremos a análise numérica do probl.§_ 
ma, apresentando um algoritmo para o cálculo de soluções apr~ 
xirnadas. são estabelecidos resultados de estabilidade e conver 
gência do esquema numérico proposto • 
• 
CAP1TULO 1 
OESCRIÇAO E FORMULAÇAO DO PROBLEMA 
Nosso propósito é analisar o movimento de um corpo sólido 
tridimensional {estaca} que penetra no solo impulsionado pela 
ação de um agente exterior, por exemplo, um martelo. Assumire 
mos que o corpo é composto de um material ·visco-elástico, tipo 
Kelvin (cf. FUNG [5] ). 
Â medida que a estaca penetra no solo surgem forças em opa 
sição ao movimento~ que são as forças de resistência de ponta do 
solo, a força de atrito estaca-solo e a força resultante da pre~ 
sao que o solo exerce sobre a superfície lateral da estaca. 
Para descrevermos o fenômeno introduziremos de início os 
elementos de.mecâniCa que serão utilizados r...;ste trabalho. Con 
sideraremos ós campos. 
- u (x, t) = (u1 (x,t), u 2 (x,t), u 3 (x,t)) - vetor desloca 
mento da particula X = (x1,x2,x3), X e ~ - configur~ 
çao na o deformada - no instante t. Decorrido um tem 
po tas coordenadas desta partícula são x + u(x,t); 
f (x,t) = (f
1 
(x,t), f 2 (x,t), f 3 (x,t)) densidade de 
forças de massa atuando na estaca; f é supostamente 
conhecida~ 
- a - tensor das tensões; 
ij 







·A equaçao do movimento generalizada _é 
( l. 1 ) 
ao .. 
p -Ü. = ~+ f~ 
l êlx. .... . J 
i=1,2,3, 
onde p·é a densidade do material que compoe a estaca, 
2 
()qij 3 aaij a u. .. . ~ 
I ui = 
at 2 
e = ax. ax. 
J j=1 J 
isto é, assumiremos a convençao de somatório sobre índices rep~ 
tidos. 
A lei.de comportamento de materiais visco-elásticos 'rela-
ciona o t;nsor das tensões, o tensor das deformações e o tensor 
das taxas de deformaçõ-es· através da equação {cf. DUVAUT-LIONS [4}) 
( 1 . 2) (o) = a. 'kh 
~J-
ck;h(t) + 
( 1 ) 
aijkh 
na qual os coeficientes sao os coeficientes de elas 
ticidade (viscosidade) do material constituinte da estaca. Admi 
tiremos, de conformidade com a experiência, que estes coeficien 
tes satisfazem às condições: 
(Simetria) 
(~·) = (li ) = (~ ) aijk'.h a. 'hk "khij J~ . ' 
li = o' 1 
(eliticidade)" Cul Eij Ek.h > > o aijkh al-L c .. Eij ' a . - ~J li -
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As forças que exercem açao na estaca sao de dois tipos 
forças ~e massa, cuja 'densidade_ chamaremos f e su 
poremos conhecida; 
forças de superfÍcie. 
As forças de superfície são: 
F(x,t) - força exercida pelo martelo, que irnpulsi~ 
na a estaca, atuando no topo da mesma; assumiremos 
que esta força é normal à superfície; 
GN(x,t) - módulo da força -normal resultant~ da pre~ 
sao que o solo exerce sobre a superfície lateral da 
estaca; 
GT(x,t) - força de atrito solo-estaca exercida na 
superfície lateral da estaca; a força de atrito a-
tua em oposição ao movimento; 
ktu(x,t) - força de resistência direta do solo, d~ 
vide às propriedades elásticas deste; esta força 
exerce sua açao. na direção normal à ponta pene-
trante da estaca. A constante ~t e uma caracterís-
tica do solo chamnda coeficiente de elasticidade do 
solo; 
kv Ü(x,t) - força de resistência direta do solo,~ 
vide às propriedades viscosas deste; esta força ~ 
bém atUa na ponta penetrante da estaca e, admitire 
mos, na direção normal à superfície. Aqui ~v é o 
coefiCiente de viscosidade do solo. 
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A caracterização da força de atrito resultante do contacto 
direto solo-estaca é feita através da lei de Coulomb (cf DUVAUT-
-LIONS [ 4 Jl que estabelece a seguinte: 
"Seja c um ponto qualquer da superfície de contacto solo-
-estaca, GN mó~ulo da força normal exercida pelo solo sobre a 
estaca e ]..! o coeficiente de atrito; num instante t: 
( 1 o 3) i i. .se I GT (c) I ~ p GN (c) então existe À > ó 
tal que ü(c) ~ - À G {c) 11 
T 
o modelo mais si~ples para a pressao lateral exercida pelo 
solo sobre a estaca é a lei experimental da- mecânica dos solos 
conhecida como lei de Rankine [,10 J, que diz que a pressão exeE 
cida pelo solo é simplesmente a "pressão hidrostática" e que em 
nosso caso pode ser expressada matematicamente pela equação: 
( 1 o 4) 
onde K é o coeficiente de Rankine, y é o peso específico do so 
lo, ~ é o comprimento da estaca na configuração não deformada e 
H(Ã) é a função de Heaviside. A pressão do solo sobre a estaCa 
é exercida na direção da normal interior da superfície e somen 
te em partículas que penetraram no solo, donde a presença da fun 
çao de Heaviside na expressão de GN . 
Introduzidos os elementos mecânicos básicos para a especi 
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ficação do modelo, passamos a considerar agora a classe debXbs 
os movimentos admissíveis v (velocidades) para a estaca, que in 
dicaremos por Kin. 
A potência dissipada pela força de inércia ao longo de um 
movimento v é 
p J üi v 1 dx -,-
n 
onde a é a ·configuração da estaca em seU: estado nao deformado. 
Se usarmos a equação do movimento (1.1) esta potência póde 
ser expressa por 
= J aoij 
ax. 
J 
Vi dx + .ff~-vi dx, v e Kin, 
n 
que pela utilização do teorema da divergência, no primeiro ter 
mo do lado direito, passa a: 








onde r representa a fronteira de n e N (x) = {n 1 (x) , n2 {x), n3 (x)) 
é a normal exterior a r em x. 
usando a notação: 
<f,g> = h gi dx 
n 






p<ü,v> = Ja;j nj vi da - <cr,.'VV> + <f,v> , 
r 
v e Kin. 
Neste ponto, se int_roduzimos 
módulo da componente normal da força ., 
·ae traçãO; 
aT = {qiT} - componente tangencial da força dé tração, 
onde criT = crij nj - aN ni . • 
vN =vi ni - módulo da componente norrnàl da velocida-
de, 
vT = v-vN N- componente tangencial da velocidade; 
a potência das forças que atuam na superfície externa da estaca 
tem a seguinte expressao: 
( 1 . 6 ) Jaij nj vi da 
~ 
J (crT.vT + crN VN)dcr • 
r 
Como as forças de superfície que atuam em r têm caracterís 
ticas distintas na superfície lateral, no topo e na ponta pene-
trante da estaca, dividiremos r em três subregiões: 
r1- superfície lateral da estaca, 
r 2 ~ superfície da face superior, topo, da esta-
Ca e 
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r3 - superfície da ponta penetrante da estaca,não 
plana (o significado físico desta hiPótese 
ficará claro no capítulo II) . 




o integral (1.6) calculada em r 2 é: 
- f F (x, t) VN do 
r '2 
visto que a única força que exerce açao em r 2 é a força do marte 
lo, F(x,t), e já admitimos que ela atua na direção da normal in 
terior da superfÍcie. 
Em r 1 atuam as forças de atrito GT(x,t), tangente a super-
fície, e a pressão normal do solo sobre a estaca GN(x,t). Assim 
a integral (1.6) calculada em r
1 
será: 
JH(x3+u 3-t){GT(x,t) .vT- GN(x,t)vN}do ; 
r1 
a presença da função de Heaviside na integral assegura que as 
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forças GT e GN atuam somente nos pontos da superfície lateral que 
no instante t estão em contacto com o solo. 
Na ponta penetrante da estaca atuam as forças de resistên 
cia direta - keu(x,t) e kvü(x,t) - ambas na direção do normal in 
terior da' superfície; assim 
J{keu(x,t)vN + kvú(x,t)vN}dcr 
r3 
será a potência dissipada pelas forças que atuam na suPerfície r 
3
. 
( 1. 7) 
( l . 8) 
Levando estes 'cálculos para ( 1 . 6) Obteremos 
Jcrij nj vi da~ fH(x3+u3-tl{G.r(x,t) .vT- '"N(x,t)vN}dcr-
r r
1 
- J F(x,t)vN dcr -
r2 
f(keu(x,t)vN + kv ü(x,t)vN}dcr 
r3 






















lJ oX . 
Q J 
1 r a v. 
-2 cr . . ( ,--". 1 l] oX.· 
Q J 
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a. w. ~ I a. w. + I o. wij + I a.· w. ~ 1j 1j i<j 1j 1j i=j ;lj i>j l) 1j 
~ r o. w. + I d .• w .. = I (a . . -a .. ) w .. ' i<j 1j 1j j>i J ,1 -) l i<j l) Jl l) 
e tendo em vista a simetria do tensor das tensões (DUVAU~-LIONS 
[ 4]) teremos a nulidade da última· integral de (1.8). 
Levando em consideração a lei do comportamento dO material 
visco-elástiCo que constitue a estaca (1.2), chamando 
ae(u,v) ~ f (o) aijkh s .. (u) 1] skh(v)dx ' 
Q 
av(u,v) r (1 ' sij(u) skh(v)dx ~ a. "kh ' J 1] 
Q 
reescrevemos (1.8): 
( 1 • 9 ) 
(1.10) 
< a , V v > = I O.ij 
Q 
Levando (1. 7) e (1.9) em (1.5') obtemos a equaçao seguinte 
p < u, v>+ ae(u,v) + av(ú,v) + f F vNdcr + 
r2 
+ h u vNdo + h ü vNdo ~ < f f. v > + 
r3 r3 
+ JH~x3+u3-Z){GT.vT - GNvN)da ' v e Kin . 
r1 
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que é a expressao do chamado "Teorema das potências virtuais" p~ 
ra o problema específico que nos estamoS trabalhando. 
Podemos concluir assim que são três as. condiçõeS indepen-
dentes que caracterizam mecânicamente o nosso problema (além das 
condições iniciais, é claro): o teorema das potências virtuais 
(1._10), a lei de Coulomb (1.3) e a lei de Rankine (1.4). As in-
cognitas são u, GT e·GN· e a questão básica é a __ c_ompatibilidade 
deste sistema. 
Em realidade este sistema de condições pode ser resolvido em 
uma única variavel u por eliminação de'GT e GN. 
A incógnita GN pode ser eliminada diretamente atravéz da 
lei de Rankine (1.4} e a lei de Coulomb implica que a relação 
(1:11) 
e satisfeita para todos os pontos de f 1 . De fato: 
i) Be 




i i)· Se 
então existe À > O tal que 
·~ 
u (c) = · ' G (c) ~ " T . ; 
assim . 
Então se tomarmos em (1.10) v igual a uma variação admissí 
vel (não existem vínculos geométricos!) igual a um movimento ~s 
sível menos o QOVimento real, isto é, 
v = W - ü , W e Kin , 
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usarmos (1.4) e {1.11) teremos 
(1.12) 
p < ü, ljJ..:.Ü > + ae {u, ljJ-Ü) + av (ú,. lj.I-Ü) + 
do + 
+ KyJH (x3+u 3 -~) (x3+u3-H (1/J-Ü) N do + 
r1 
do + 
+ KY ~JH<x3+u 3-n <x3+u3 -~) <lwTI--' lúTildo > 
r1 
> < f, 1); - ü >- , v 1/J e Kin • 
Em resumo, os deslocamentos u(x,t) das partículas da esta-
ca são caracterizados pela inequação {1.12). Admitindo ainda que 
a estaca partiu do repouso, devemos juntar a (1.12) as condiçÕes 
iniciais 
u(x,o) = O 
Ü(x,o) = O 
para tOdO X em 0 . 
O fim de dar sentido matemático preciso aos termos da ine-
quação ( 1. 1 2) intrOduziremos a notação seguinte .. 






L2 Wl = espaço das funções mensuráveis tais que 
[f[
0 
{ J f 2 (x) dx} '\12 < m . 
n 
Este espaço e um espaço de Hilbert munido 0-o prQ._ 
duto interno 
< f,g > 
Lm (n) = espaço 
= J f (x) g(x)dx . ' 
n 
das funções 
sup ess I f (x) [ 
xen 
mensuráveis 
< m . 
' 
tais que 
que também é espaço de Hilbert munido do produto 
interno 
<u,v> 1,= 
I < Da u, Da v > 
r~r~1 
munido do produto interno 
< u,v > = <u.,v.> 
~ ~ 
munido do produto interno 
-14-




L· (O,T;X) = {v, (O,T)-+ xl{lvl~ dt < oo} 
o e 
lvl 2 = L (O,T;X) 
1 .• 
dt}/i 
g) L 00 (0,T;X) = {v, (O,T)-+ Xisup essivlx < oo} 
(O,T) 
e 
lvl oo = sup esslvlx 
L (O,T;X) (O,T) 
Com esta notação podemos dar um sentido matemático preciso 
a todas as expressões aparecendo nas várias fases do argumento 
que nos levou ao estabelecimento da inequação {1 .12). Tendo em 
vista que os deslocamentos não estão sujeitos a vínculos, toma-
mos inicialmente 
A partir daí podemos definir a forma linear em V 
L(v) = < f,v > - J F vN dcr , 
r2 
as duas formas bilineares em V x V 
(1.13) 
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Ae(u,v) = ae(u,v) + kef uN vN da 
r3 
Av(u,v) = av(u,v) + kvJ ~ vN dcr , 
r3 
e os funcionais 
J(u,.): V..:_ R 
v---+ f H(x3+u3 -~) (x3+u3-~)vN da 
r, 
J(u,.): V---+ R 
~H(x3+u3-~) (x3+u3-~) [vT[dcr 
1 
Utilizando esta notação na inequação (1.12) o problema do 
movimento da estaca é colocado na seguinte forma: 
determinar u e L2 (0,T;V) tal que 
i. ü e L 2 (O,T:V) 
ii. ü e 2 L (O,T:H) 
u(x,O) = o 
ú (x, O) = o 
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K YJ(u,v-Ü) + K Y ].1 j {u,v) - Ky ].l .j (u,ü) > 
> L(v), v e v . 
Assim posto, o problema ·do movimento da eStaca, que pene-
tra no solo sob a ação de um martelo, se reduz ao problema de re 
solver ·uma ínequação variacional de evolução (segunda ordem no 
tempo) com condições iniciais. Salientamos que o funcional J(u,v) 
é linear na variável v mas. nao diferenciável na variável u e que 
j' (u,v) é não diferenciável tanto na variável u quanto na variá 
vel v. 
Antes de entrarmos ria análise teórica do problema enuncia 
remos um resultado, demonstrado em LIONS-MAGENES [22], que se 
aplica em situações que ocorrerao diversas vezes neste trabalho .. 
Sejam V e H espaços de Hilbert 
V c H, V denso em H. 
Identificando H ao seu dual, H se identifica a um subespaço do 
dual V' de V, isto é, 
V c H c V' 
Se v é tal que 
' 
então, após eventual modificação num conjunto de medida nula em 
(O,T), v é continua de [O,T] em H. 
CAPITULO 2 
ASPECTOS TEORICOS 
Este capítulo é dedicado ao estudo de existência e· unicida 
de de solução do problema proposto no capítulo anterior. Para 
simplificar estabeleceremos p =i= K.= y = 1.1 = ke =_ kv = 1, mas 
obviamente o raciocínio aqui desenvolvido nao se altera se as 
constantes assumirem valores distintos de 1. 
Inicialmente mostraremos que as fo~mas bilineares Ae(u,v) 
e Av(u,v) são coercivas; esta propriedade desempenhará papel fun 
darnental tanto no estudo teórico quanto na análise numérica do 
problema. 
LEMA 2.1 -Seja Q ~aberto limitado de fronteira _regular 
r e r
3 
uma paite não plana de r, medida de r 3 positiva. 
existem constantes positivas ae e av tais que 
A
9 
(v,v) e Av{v,v) 
DEMONSTRAÇM: 
Então 
Demonstraremos a coer.cividade de Ae(u,v); a coer:cividade 
de A (u,v) é obtida analogamente. v 
Da eliticidade dos coeficientes de elasticidade do mate-
rial do qual a estaca é constituida segue 
-17-







o(v) = Joij (v) Eij (v)dX 
ll 
e a·' é urna constante ·positiva. e 
( 2. 2) 
Mostremos inicialmente a existência de c >o tal que 
dv) + [v~ do 
3 
v 
> c Vv e v. 
Substituindo v por lVI em 
.o 
(2.2) obtemos a equivalência 
tre (2.2) e 
(2.2') dv)+Jv~do>c, vvev talquelvlo~1. 
r3 
en 
Suponhamos, por absurdo, que (2.2') nao ocorra. Então exis 
te uma seguência va e V tal que 
lvalo= 1 e E(va) + Jv~N do-+ O • 
r3 
Mas, pela desigualdade de Korn(cf. DUVAUT- LIONS [4 ]l 
(2.3) vv e v 
e portanto • 
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Podemos então extrair de {va} uma subsequência, que também 
denotaremos por {v }, tal que 
a . 
Sendo 
va_--+ v fraco em V-
h(v) = E(v) + J v~ dcr 
r3 
convexa, com· gradiente continuo, será tambem fracamente serni-con 
tínua inferiormente (cf. LIONS [11]). 
Dai, corno 
concluimos que 
lirn inf{s(va) + Jv~N 
r3 
dcr};: E( v) + J v~ dCY 
r3 
lirn inf{s(va) + Jv~N dcr}= O 
r3 
o(v) + J v~ dcr =O , 
r3 
isto é, s(v) = 0 e VN = 0 em r 3 . 
A condição E (v) = O nos diz que (cf. DUVAOT [ 3]) 
-20-
V = a + b ~ X , a,b 9 RJ , 
e a condição vN = O em r 3 implica em 
a.N + bAx. N =O, Vx e r-3 ~ 
que só admite solução nao trivial no caso a = O e b paralelo a 
N, o que sígnifica que r.3 é um plano e v ê um movimento de rota-
ção constante em torno do éixo perpendicular a_r3 • Mas por hipô 
tese r 3 é parte não Plana ae r e portanto 
v= o. 




corno I v 1,·-= 1 está demonstrado, por absurdo, (2.2) .. a o ·-
De (2.2) e da desigualdade de Kotn (2.3) segue 
Ae(v,v) ~a~ €(v) + J v~ da~ 
r3 
' ~e 




, 1} [E< v) 
a' a' 
; E(v) + inf{ ;,1}clvl~ > 
• 
e o lema 2.1 está demonstrado .. 
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De posse da coer.cividade das formas bilineares Ae (u,v) e 
A (u,v) passaremos a discutir as condiç6es a serem impostas a f v . 
e F de modo a garantir a existência e a unicidade da solução do 
problema proposto. o seguinte resultado é obtido: 
TEOREMA 2.1 -Sejam 
( 2. 4) f, f eL2 (0,T; H), f(O) e H, 
( 2. 5) 
Então, para todo T > O, existe urna única 
( 2 ;6) 
00 
u e L (O ,T , v) , 
tal que 
( 2. 7) Ü € L
00
(0,T; V!) 
( 2. 8) 
00 
u e L (O ,T V) ' 
e 
< ü,v-ú >+ Ae(u,v-ú) + Av(ü,v-ü) + J(u,v-ü) + 
( 2 • 9) 
+ j(u,v) - j(u,Ü) > L(v-ü) I Vv e v~ . 
(2.10) u(x,O) = O , 
• 
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(2.11) u(x,O) =O. 
DEMO NS TRAÇM. 
Dividiremos a demonstração do teorema em quatro etapas, de 
acordo com a estratégia seguinte: 
1. unicidade da sOlução; 
2. estabelecimento de um problema aproximado obtido 
da regularização dos funcio_nais J(u,v) e j(u,v). 
Também será mostrado que est~ problema aproxima-
do, envolvendo urna inequação variacional, é equi 
valente a uma equaçao variacional, em uE, com da 
dos iniciais; 
3. solução desta equação variacional pela utiliza-
ção do método de Galerkin; serão obtidas estima 
tivas a priori para as aproximações ~"de Gale~kin 
ph ue,h, que serão independentes de E e de h; em 
consequência das estimativas, as aproximações de 
Galerkin estarão definidas em [D,T] e poderemos 
extrair urna subsequência de e ,h ph u que converge 
para u , quando h tende a zero; 
e 
4. passagem ao limite em E; sendo as estimativas in 
dependentes de E, extrairemos de us subsequência 
que converge para u solução da inequação (2.9). 
Em realidade tendo em conta a unicidade da solu 
ção ficará demonstrado que a sequencia uE inteira 
converge para u. 
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l - UNICIDADE 
' - 1 2 ' Suponhamos que e~istarn duas soluçoes u e u de (2~9)-(2.11) 
e tomemos u = u 2 - u 1 • Fazendo em (2.9) u = u 2 e v.= ü 1 : 
+ .(2.1) '('2.1)> J u ,u - J u ,u - L (ú). ; 
tornando 1 ainda em (2.9}, u = u 1 e v = u2 obtemos 
'('1.2)> - J u ,u L (ú). 
Somando estas duas inequações e usando as definições de 
J(u,v) e j{u,v) teremos 
(2.12) 
Mas, 
- < ü,ü > - Ae(u,Ü) -A (ú,ú) > v -
> JH<x3+u~-1) (x3+u~-1){úN-<Iuil-l~lll dcr + 
r, 
+ JH<x3+u~-1) (x3+u~-1) {-úN+(Iüil-l~ll }dcr 
r, 
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+ -4\ ' 
qualquer que seja À > O . 
-2 5-
-Neste ponto faremos uso do teorema do traço (cf. NEéAs .[13]) · 
que pode ser aplicado -desde que faç.amos hipóteses, <por._, exemplo, 
o aberto limitado do R3 com fronteira Lipchtziana. Ele nos dá 
Usarido a coercividade de Av e A
8 
, as condições iniciais, u(O) = 
= ü(O) = O, e o teorema do traço, em (2.13) integrada de O a t: 
.Tomando À 
a v 
= c ' 
t 





< C À{lül~(s)ds 
o 
juj~(t) < c 1J juj~(s)ds , 
o 
1 c >o , 
e pela desigualdade de Gronwall (cf. BRAÜER [2]l 
o que encerra a demonstração da unicidade. 
2 - O PROBLEMA REGUL.ARIZADO 




para qualquer- R ~ R: definida por 
o ' se À < o ' 
(2.15) ~o(À) 
À' o < À = 2o ' se < o -c 
H(À)À o se À > -2 ' o -
Por de.finição .41E e continua; corno 
1 




, v 2 , v 3 ) eRa, segue .a continuidade de D~E e a existên 
cia de D2 4l (v) qualquer que seja v e R3 • o . 
Para mostrar a convexidade de 4lE usaremos a caracterização 
de funções convexas (cf. PSHENICHNY- DANILIN [16]) 
"f (x) -e convexa <=> Df(x + Àp).p é uma função nao decres 
cente de À" • 
Examinemos a função 
= 
= 
x.p + AIPI' 
lo'+ lxl' + À2 IPI' + 2Àx.p}
1
h 
h' (À) = IPI' 
' lo' + lxl' + À2 IPI 2 + nx.p} 'h 
= 
pois (x.p) 2 :;: lxi'IPI 2 
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fx.p + ÀIPI'J{x.p + ÀIPI'J 
'I lc' + lxl' + À 2 1~1' + 2Ãx.p} 2 
= 
IP!' {c'+ lxl~ + À2 IPI' + 2Ãx.p} 
lc'+lx+Ãpl'l% 
!:_.'IPI'+ ZÀIPI' x.p + (x.p) 2 > o 
{c' + lx + ÀPI'l%. 














(u,v) = J~0 (u3 )t 0 (vT)dcr 
r1 
A inequação 
··E •E: 'E. •E: , ·e: •E: ·e: •e: 
< u, v-u > + Ae(u ,v-u) + Fy(u ,v-u) + JE:(u ,v-u) 
( 2 o 16) 
podemos juntar as condições iniciais 
(2.17) o u (x,O) = O, 
(2.18) ú0 (x, O) = O • 
Chamaremos {2.16)-(2.18) de·problema regularizado. 
Agora mostraremos que o problema regularizado é equivalen-
te a uma equação variacional com dados iniciais. 'Itm:lando em {2.16) 
v = úe: + Àw , À > o e w e v 
temos 
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< üt:, w> + Ae: (uE,w)+Av(üe:,w)+ fl)JE(u3 )w~ da+ 
r1 
+ Jw,<u~) +r~,<ú~ + ÀwT) -~,<ú~)}da > L(w), 
r1 
w e v. 






< üE, w > + Ae(uE,w) +~{úE,w) +fljrs{u~)wN dcr + 
r1 
Jw,<u~) o~,<ú~). wT da> L(w) , Vw·e v. 
r1 
A inequação ficará invertida se tornarmos -w em vez de w. Assim 
(2.16) implica em 
(2.19) 
< üt:,w > + Ae (uE ,w) ,+ Ay(ÜE ,w) + Jl/JE (u~)wN dcr + 
r1 
!w,<u~) o~,<ú~). wT da= L(w), 
1 
vw e v 
Reciprocamente, tornando em (2.19) w =v- úE e usando a propri~ 
dade de funções convexas 
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obteremos (2.16). 
Assim (2.16)-(2.18) é equivalente ao problema (2.19) oom as 
condições iniciais {2.17) e ·2.18). 
3 - SOLUÇ~O DA EQUAÇAO VARIACIONAL 
Usaremos o método· de Galerkin para mostrar que (2.19) com 
as condições iniciais (2.1.7) e (2.18) tem solução 
( 2 o 20) 
tal que 
(Zo21) 
(2o22) .. E o::>( u e L o,T H)(\ L 2 (o,T ; V) o 
Introduzimos uma aproximação convergente (Vh, ph, rh) de V, 
associada ao parâmetro ~ caracterizada pelas condições 
i} o espaço discreto 
Nh v h =R , Nh inteiro, Nh +CO quando h-+ o i 
ii) o operador prolongamento 
• 
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iii) o operador de restrição 
linear e sobre Vh : 
iv) lim lv - phrhvl 1 ~ O, Vv e V. h+o 
A imagem ph (V h) é conhecida como espaço das aproximantes •. 
EXemplos de esquemas convergentes podem ser encontrados em 
RAUPP [18], SCHULTZ [21], QDEN-REDDY [14], AUBIN [1]·. 
As aproximações de Galerkin de uE, associadas a (Vh,ph,rh) , 
sao definidas como as aplicações 
UE ,h : [O,T] --+ Vi, 
tais que 
(2.23) 
h vvh e vh ~ L(phv ) , 
( 2 o 24) UE,h(O) = O, 
(2.25) ÚE,h(O) = o. 
Em (2.2'3) 
E,h . 
phu3 representa a terceira componente 
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h h 
ph vN ('ph vT) representa a componente normal (respectivamente tan · 
tencial)' de p vh • . n 
Tomando· 
..... v . h 
t ~ {gj (t) }~h 
. J=1 
então (2.23)-(2.25) é um sistema de equaçoes diferenciais ardi-
·nárias de segunda ordem ern.gj(t), de dimensão Nh , :COm dados 
iniciais . Corno as funções envolvidas.são r e 
gulares, este siStema tem solução uE,h definida no intervalo 
A seguir obteremos estimativas a priori, independentes de 
E e h; uma primeira consequência destas estimativas será ~~~ = T. 11 
Das definições de ~E e WE segue 
{2.26) " o 
vv e v , 
{2.27) wx e R. 
Estas propriedades serao usadas no que se segue. 
Estimativas a priori (I) 
Tomando em (2.23) vh • E ,h = li 1 em vista de (2.26) e (2.27) 
temos 
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Ou ainda, pela coercividade de Av , 
(2.28) 
Mas 
< L(phü•'hl - Jw.(phu~'hlphü~,h dcr . 
r1 
i) 











IILII lvl 1 
IPhÜ0 'hl 1 + !lphé'hi1Phü
0 'hl dcr 
. , . 
< 
qualquer que seja À > O, sendo C = C{n) uma constante oriunda da 
aplicação do teorema do traço. Levando esta majoração para {2.28) 
e escolhendo ~- tal que (1+c) À' = a v 
< 
Integrando de O a t, t < T, usando às condições iniciais e 
chamando 
K 1 ~ .~ J~lfl~(s) 
o 
+ c I F I> · )ds 
(L 2 (f)) 3 2 
·obteremos 







·e pela desigualdade de Gronwall , 
(2.30) lpuE'hl'(t) < h 1 k 1 (T) • · 
Levando este resultado a (2.29) teremos 
(2.31) IP é'hl'<t> < k 2 <T> , n o 
(2.31') lp U.E,hl < '· ( ) h ~3 T . L 2 (0,T;V) 
ds < 
Em resumo as estimativas a priori (2.30), (2,31) e 2.21') 
nos asseguram que 
(2.32) 





Estimativas a priori(II) 
Derivando (2.23) com relação a t e tomando vh = üE,h temos 
< •.. e;;,h .. e;,h A ( ,.,e::,h .. E:,h) + phu , phu > + e phu ' phu 
= 




Mas tendo em vista que 
o < ~~(À) < 1 ' v e R -
D~ 0 (v) . 







lim ·--1 {p ú0 'h(t+~t) 
H+o 6t. h T 






é•h phü_o,h dcr 
ph 3 N < 
i v) I i <vl I ~ I < i, v > - f F• 
r2 
< {I tI + o Vv e V ; 
A utilização de (i) - (iv) e do teorema do traço nos dará 
.. h 
a I p u"' I' v h 1 + 
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< 2JiphÜE'hl lphÜE'hldo 
r1 
+ {I fi + o 
).I .. E' h I z _1 r l.f•l z z I "I } 2 ph u 1 + 2À' + c F (L 2 (r ) ) ' < 
2 
< ..E..I uE'hlz + .>,,(2c+1) IP U0 'hl 2 + 
À ph 1 2 h 1 
~v 
Tomando À = 7õ~7> e integrando a inequação, obtida (2c+1) desta 





1Phü0 'hl~(t) + Ae(phüE'h) (t) + ~vJ !phüE'hl~ (s)ds < 
o 
K1 = r{lfl.;(s) 
o 
t 
c•J IPhÜ0 'hl~<s)ds 
o 
+ c 2 lil 2 (s) }ds 
(L 2 (f))' 
2 
' 
Para a aplicação do Lema de Gronwall, resta-nos mostrar 
que 
é o que faremos agora. 
Avaliando a equaçao '(2.23) em t = O, usando as condições 
iniciais, observando que Wc(O) =O e escolhendo vh = üc'hobOmos 
JphUs'hJ~(O) ~ <f(O), phUs,h(O)>- JF(O)phu:;,h(O)d<J 
r1 
Corno, por hipoteses, F(O) = O: 
e portanto 
Assim de {2.33) podemos deduzir a desigualdade 
na qual 
t 
aeJphüs'hJ~(t) < Kz + c•J Jphüs'hJ~(s)ds 
o 
Finalmente, usando Gronwall, 
(2.34) a e. 
c't 
Com este resultado em ·(2.33) obtemos 
(2.34'). 
(2.34") IP u"'hl . < c(T) 
. h L 2 (O,T;V) 
c (T) • 
Em resumo as estimativas a priori (2.34), (2.34 1 ) e (2 • .3;4 11 ) 
juntamente com (2. 32) mostram que 
e,h - oo( ) phu estao num limitado de· L O,T;V 
(2.35) .s,h oo phu estão num limitado de L {O,T;V) 
Mostraremos que estas propriedades permitem-nos passar ao 
limite em h1 o que nos leva a urna solução uE de (2.19) com as con 
dições iniciais uE(O) = ÜE(O) =O . 
Chamemos QT = 
tado de L 2 (O,T;V) , 
T 
[ü,T] X ll. Estando num limi 




p uE,h estão num limitado de (H 1 (n_)) 3 
h -r 
Argumentando analogamente, por estarem phúE 
do de L2 (0,T;V)
1
concluirnos 
•• E ,h 
e phu num limi-ta 
Assim, é poss1vel extrair subs~quêncías, que serão também denota __ 
das e 





fraco em (H 1 ( Q ) ) ' . T 
v 
O teorema de RELLICH (cf. NECAS ~3]) ~ser aplicado pois QT é 
um limitado de fronteira continua. Este teorema nos diz que a 




Por outro lado QT é um dominío de~~ com fronteira Lipschitziana; 
v 
estamos nas condições do teorema do traço (cf. NECAS) que nos afir 




phu ---+ u 
Segue também de (2.35) a existência de subsequência, aqui denota 
d 
e:,h .e:,h .. e:,h t . as por phu , phu e phu a~s que 
( 2. 39) 
(2.39') ph 
úe: ,h - ÜE " " " 
(2.39") •. E:, h phu - ··E u " " " 
Mostraremos a seguir que este limite ue: é solução de (2.16). 
Da equivalência entre (2.16) e (2.19) podemos concluir que as 
aproximações de Galerkin são tais que para quaisquer 
~(t) e L2 (0,T; R} e v e v, 
( 2. 40) + A (p ÜE,h v h 
+ 




-+ Jphüo'hi~(T) +-+ A<;!(phuo'h) (T) +J{AV(phÜE'h) + 
o 
+ J 1/J E (ph U~ ,h) 4 E (~h ÜE ,h) -L (ph ,f•h) }dt 
r1 
Observemos que'a.(_t) 8 L 2 (0,T;R) e v e V então et{t)v 8'L 2 (0,T;V) 
e pela conVegência do esquema de aproximações , (Vh, ph, rh) 
(2.41) h a(t)phv --+ a(t)v forte em L 2 (D,T;V) 
Se b ("u, v) é uma forma bi1inea:r continUa. definida num espaço 
normado X , 
e 
u ~ u forte em x 
a 
·v ~v fraco em X 
a 
então podemos verificar sem dificuldade que 
Usando este resultado)de (2.39)-(2.39') e de (2.41) segue a con 
vergência de 
•• E:, h 
·phu ' > + 
para 
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T I { < ÜE, v>+ Ae(uE,v) + Av(üE,v)}a(t)d~ 
o 
quando h+ O. 
' . l-
Por serem normas em espaços de Hilbert, Ae(v) h 
são fracamente semi ·continuas inferiormente. Dai 
T 































lf I $E(phu~'h) (phvh-v)Na(t)dcrdtl + 
o r
1 




< J J lphu~'hll (phvh-v)a(t) ldcrdt + 
o r 
1 




· - L 2 (o,T;V) 















I/ I $ 8 (phu~'h)~E(a(t)phv~)dadt -J J$0 (u~)~0 (a(t)vT)dadtl < 














f f [~ 0 (a(t)phv~) [ 2 dcrdt = 
o. r 1 
T 




e temos os modos de convergências (2.38) e {2.41): 
iii) 
T 
f f ljlo(phu~'hlphü~;h dcrdt-+ 
o r 
1 
de fato, procedendo como em i mostramos 
T 






em vista de (2.38} ; 
i v) 
T 




--+ J Jw0 (u~)~0 (~)àodt ; 
o r
1 
esta convergência-pode ser mostrada procedendo como em (ii): 
T T 
J Jw0 (pt,_u~'h)~0 (pt,_~'h)àodt- J JiJ0 (u~)t0 (~)àodt! 
or1 or1 . 
< c 
+ c 
tendo em vista (2.38). 
Se usarmos estas convergências em (2.40) obteremos, ao fa 
zer h + O , 
T 
f { < üE,v > + Ae(uE,v) + Av(ü8 ,v) + 
o 
ou ainda 
( 2. 42) 
-49-
T 
+f WE(u~)VNda- L(v)) a(t)dt +f fwE(u3)~E(a(t)vT)dcrdt 




1 I ÜE I' (T) + 
2 o 
1 E f 2 Ae (u )(T)+ 
o 
T 
f {h (u~)ü~do + f w0(u~) ~E (üE) do 
r1 o r 1 
T 
J { < üe,a{t)v-üE >+ Ae(ue::,a(t)v-ÜE:) + 
o 
+ 






> L(a(t)v-ÚE:)}dt, ~v 8 V, Va(t) e L 2 (0,T;R). 
SejaS e (O,T), fixo temporariamente, v e V qualquer. Para 
a família de vizinhanças ak de s, 
ek = (S ~ , s + ~) , 
• 
-so-
tomemos a(t) e v tais que 
a(t)v = 
em .(2. 42) • Assim 
< é (t), v-ú0 (t) > + A (u0 (t), v-ú0 (t) . e + 
Av(ÚE(t), v-ú0 (t)) + Jjl 0 (u~(t))(v-ú0 (t))Nda + 
r1 
+ Jji 0 (U~(t))~ 0 (vT)d<J 
r1 
- L(v-ú0 )}dt > 0 . 
- Jjl 0 (u~(t))~ 0 (ü~)da 
r1 
-Dividindo esta equaçao por 2k (medida de ek) teremos 
1 J··Ed < 2k u t,v 
ek 
> + Ae(Z~ Ju0 (t)dt,v) 
ek 






+I 2~ Jw 0 (u~(tlldt~ 0 (vT)dcr 
r 1 ek 
- 2~ JL(v) (t)dt 
ek 
2~ I { < Ü0 ,ü0 > (t) + Ae (u0 ,ü0 ) (t) + Av(ü0 ) (t) + 
e 
+ Jw 0 (u~(tll~(t)dcr 
r1 
+ L(ü0 ) (t) )dt > 0 . 
+ Jw 0 (u~(t))~ 0 (ü~(t))dcr 
r1 
+ 
Por um dos teoremas de Lebesgue, se g e uma função mensurável a 
valores escolares ou vetoriais 
2~ J g(t)dt --+ g(s) 
ek 
pa~a quase todo s, quando k + O. 
Assim, de {2.43) concluimos que, a menos de s num conjunto 
de medida nula, 
< üe: (s), v-üe: (s) > + Ae (ue: (s), v-üE {s)) + 










- jwE (u~(sii~E (~(s))dcr 
r1 
L (v-üE (s)) vv e v. 
e portanto u8 {s) e solução de (2.16). 
> 
Verificaremos que as condições iniciais ( 2. ,1 7) e (2.18) 
sao satisfeitas pela função limite u8 . Seja a(t) e C' (O,T) tal 
que·a(O) = 1 e a(T)·= O. Como 
e 
T 
f d~[ < phé,h,v > a(t)dt =- < phuE'h(O) ,v> =c., 
o 
T 
f d~ [ < E ,h ( I phu t ,v > a(tl]dt 
o 
T T 
+ f < phue::,h,v > a'(t)dt 
h ->o f ~
o 
T 




= f< ÜE:,h ph ,v > a(t)dt 
o 
• E < u ,v > a(t)dt + 




u 8 (O) = o 
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Analogamente, usando {2.39 1 ) e {2.39") mostramos 
ü 0 (0)=0. 
Assim demonstramos que ue:, limite das aproxima-
çoes de Galerkin, é solução do problema. regularizado (2.16)-(2.18}. 
4 - PASSAGEM AO LIMITE EM o: 
As estimativas estabelecidas no item anterior sao indepen-
E "E ' .. E -dentes de e:: isso nos assegura que u , u , e u _estao num subcon 
junto limitado de L 2 (0,T;V) qualquer que seja e:. Assim podemos 
- E · • E extrair subsequências, que também serao indicadas por u -" u e 
üE, tais que 
(2.45) uE--+ u fraco em L~(O,T;V) 
(2.45') 
(2.45") 
Com os mesmos argumentos usados na demonstração de (2.36), 




convocando novamente o teorema de Rellich, a compacidade da imer 
são de H1 (QT) em L2 (QT) no dá 
(2.47) 
(2.47') 
Também, pela compaci~ade 4a aplicação traço de H1 (QT) em L 2 (dQT) 
v 
(cf. NECAS [13]) 
(2.48) 
(2.48') • E: • 2 u ~ u forte em L ( dQT) 
De (2.44) podemos concluir que, para toda v e L 2 (0,T;V) , 
(2.49) 
T 
J { < üe:,v > + Ae(uE,v) + Av(üE 1v) + 
o 
> 1 [uE['(T) + 2 o 
T 








+f {JojJE(u~)~do + --,L (ÜE) }dt 






Com argumentos análogos aos usàdos na etapa anterior- concluirnos 
que, ao fazer E + O, 
T 




J { < ü,v >+ A
8
(u,v) + Av(ü,v)}dt. 
o 
Também por serem normas em espaços de Hilbert fracamente semi-
-contínua inferiormente, 
T 
lim inf {~lüEI~(T) + ~ Ae(uE) (T) + J Av(ÜE)dt} > 
o 
1 + 2 Ae (u) (T) 
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Observemos que 




sao Lipchtz contínuas com constan 
tes de Lipchtz independentes de E ; 
WE e ~ 8 satisfazem a 
~E (v) - I vi ~ h'+lvl' '-I vi 
~&,ViV. 






















J J1~ 0 (u~) - ~ 0 (u3 ) llvldcrdt < 
o r1 
<c% Tv(r, l lvl +clu0 -ul .lvl --+O 
L' (O,T;V) L 2 (3QT) L 2 (O,T;V) 
T 
























(u3)-H(x3+u3-1l (x3+u3-1l ll~ 0 (vT) ldcrdt + 
r1 









+cET~(r 1 llul ---+0. L 2 (O,T;V) 
T 








iJ fw8 (u~l~dcrdt - f fH(x3+u3 -1) (x3 +u3 -1)~dcrdtl ·< 
r 1 . o r
1 
o 




f IH<x3+u3-1) (x3+u3-1) llü8 -üldcrdt 
r1 
< 
+ clu8 -ul lü8 l + 
L 2 (oQT) L 2 (O,T;V) 
+ clul lú8 -ül ---+ O 
L 2 (O,T;V) L 2 (aQT) 
iv) JT Jw 8 (u~)~ 8 (ü~)dcrdt---+ JTj (u,ü)dt; 








< f f~o (u~)~0 (~) - H(x3+u3-1l (x3+u3-1i l~lloodt. 
o r 
f I H (x3-u3-1) (x3+u3 -1) 111 ü~ 1-1 üT li dodt 
r 1 . 
I (o 2 + I ü 0 I') dodt} 'h 
r1 
J (o'+ lüE I ')dodt} 'h 
r1 
+coTp(f 1llul + L 2 (O,T;V) 
+ lul · lü"-ül --+ O 
L' (O,T,V) L' (aQT) 
+ 
< 
Em (iii) e (iv) foram usadas as majorações de (i) e (ii) re~cti 
vamente. 





J{ < ü,v > + Ae(u v) + Av(Ü v) + J(u,v} + 
o 
+ j (u,v) - L(v) }dt > ~ lui~(T)+f Ae(u) (Tf-+ 
T 
+ J {Av(u)dt + J'(u,u) + j(u,ü) - L(ü)}dt 
o 
T 
J { < ü,v-ü > + Ae(u·,v-Ü) + Av(ü,v-ü) + 
o 
+ J(u,v-ü} + j(u,v) - j(u,ü) - L(v-ü)}dt >O 
para v e L 2 (0,T;V). 
Para mostrar que u é solução forte de (2.9) procedemos como na 
etapa anterior. Fixamos s e (O,T), tomamos 
(s 1 1 ek ~ - k ' s + k) 
u(t) se t e ek ' 
v(t) ~ 
w se t e ek ' 
w urna função qualquer de v, em (2.53) diVidida por 2k. A aplica 
. 
ção do teorema de Lebesgue nos dá (2.9). 
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Com os mesmos argumentos usados na verificação de (2.17) e 
(2.18) concluimos as condições iniciais {2.10) e (2.11). Aqui es 
colhemos 
v(t) ~ a(t) w 
1 . 
com w função qualquer de v e a(t) e C (D,T) W_que a(O) .~ 1 e a(T) ~o. 
Como a solução é Única, o processo de extração de subsequê~ 
cias de·p uE.,h 
h 
ra a solução u. 
e de·uE. é inutil: a sequência inteira converge p~ 





1 - INTRODUÇM 
Neste capitulo analizaremos um algor~tmo para ·cálculo de 
soluções aproximadaq do problema proposto no capitulo 1 e teor-i 
camente analisado no capítulo 2. Neste algoritmo é usada uma dis 
cretização na variáyel t, incorrendo em problemas estacionários 
a serem resolvidos em cada nível de t. 
o esquema será proposto na seçao 2; nel·e e usada uma regu-
larização da função lvl presente na expressao de j(u,v). A esta 
bilidade sera analizada na seçao 3 e o estudo da convergência na 
seção 4. 
2 - O ESQUEMA 
-Inicialmente introduziremos a terminologia que sera utili 
zada neste capitulo. 
associamos à h a malha 
O < j i < Mi} 






T k = 1f 1 tn = nk 1 n = 0,1, ..• ,N 
e 
se t e · [t , t ) 
n n+1 ' 
se t e R - r t , t 
1 
) - n n+ 
Seja: 
{ 
1 + À - 1 < À < o ' ' - -
L (À) ~ 1 - À ' o < À < 1 • -
o • À e R - [-1,1] 
e 
~ L(_l_- i), 
s i= 0,1, .•. ,K··< 
definidas em o < À < (K+1)s. Por exemplo, se K 
























Com estas funções formamos o conjunto de funções 
a= 1,2,3 ; jJ.. = 0,1, ... ,M. . J. 
.definidas por 
O , O) 
• o) 
)). 
Chamaremos espaço das aproximantes 
v 1 ~ {v(x) ~ 








A dimensão deste espaço é 3 M
1 
M2 
D · un -- un (x) es.1gnaremos por 
nivel t = t , isto é, 
n • 
M3 • 
a função U(x,t) calculada no 
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- n Para as funçoes U {x), 1 < n < N, consideremos:· 
(i) as diferenças divididas 
(3.1.a) un 
un+1 - uJJ "(inclusive 0) at ~ n ~ k 
a un + a un-1 un+1 n-1 
6 un t t - u (3.1.b) ~ ~ 2k ' t 2 
a on - a on-1 n+1· 20n n-1 
(3.1.c) a' on t t o - + o ~ ~ t k k' 
(ii) as médias ponderadas 
(3.1.d) (inclusive n = O) 
(3.1.e) 
(iii) as funções lineares por partes: 
N-1 
(3.1.f) oh,k(x,t) ~ I 
n=O 
N-2 















(t-t ) } 
n 
9~(t) função caracteristica de (tn, tn+1] 
Introduzida a terminOlogia que se faz necessária, passare 
. - . mos a estudar um algor1tmo para resoluçao do ·ryroblema 
enContrar uE tal que 
UE • E ( E • E) A ( • E • E) < , v-u > + Ae u ,v-u + v u ,v-u + 
( 3. 2) 
UE(O) = 0 
ÜE(O) = 0 
Em (3.2) Ae(u,v), ~(u,v), J(u,v) e L(v) sao os mesmos de 
finidos no capítulo 1; porém, o funcional jE(u,v~ receberá nova 
definição: 




~e (v) ~ (e' + lvl'l 'h 
n n · 
Caracterizemos U = U (x), aproximaç_ões em cada nível tn:. da· · 
- e -soluçao u,. de (3.2), at;raves de 
( 3. 3) 
( 3. 4) 




un e 1 2,3, ... ,N v h n ~ 
uo ~ u1 ~ o 
+ 1\,(ôt~' v- ôtu"l + j H(x3~- 1) (x3~- 1) (v-ôt~)N do 
r1 
Ln(v) ~ < f(t0 ), v>- J F(tn)vN do • 
rz 
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Observamos que um esquema assim definido é consistente com 
o problema continuo (3.2) e o seu erro local é da ordem de k 2 • 
Por outro ladO, 
(i) 
















+ (1-26)Un + 26Un-
1 
• ' 
n a un-1 atu + t o un = = 2 t 
Usando (3.6) e (3.7) na inequação (3.5) teremos: 






j~(v) = f g (Un) ~E (vT) d<J 
. r 1 
+ u~-1) 
Como j~ é diferenciável, o esquema (3.3)-(3.5) e equivalen- · 
te a 
( 3 o 8) ' n = 2,3, .. ~,N 
( 3 o 9) 
(3.10) D.n(' Un) Lnl,v) - J(Un,v) + JE 0 t .v = 
v v e ' n = 1,2, ••• ,N-1 
(3.11) 
que é um algoritmo de cálculo de Un(x) passo a passo; no n-ésirro 
n n-1 n un-1 passo a incógnita de (3.10) é 6tU pois dtU , U e f o-
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ram estabelecidos nos passos anteriores. 
Para simplificação visaremos em (3.10) a notaçã~ 
(3.12) a (u,.v) 2 = k < u,v >+ 2keAe(u,v) + Av(u,v} 
(3.13) 
n n · L (v) - J(U ,v) + 2 - < 
k ' v > 
Mas (3.8)-(3.11) só será um esquema de cálculo efetivo se 
estivermos aptos, em cada Passo, a 
(3.14) 
encontrar ô un tal que 
t 
j~(otun).v = 
v v e v1 h 
. 
' 
a seguir es~udaremos este problema. 
Definindo, em Vh , o funcional 
(3.14) é equivalente a resolver 
(3.15) o , v v e 






GE(v) é contínuo 
GE(v) é estritamente convexo 
G (v)+~ quando I v 1 1 +~ c. 
e ·portanto (3.15) tem solução Única, que é exatamente a função 






.Ge:: (v) é contínuo 
lj~(v 1 l-j~(v2 l I ~ J g(Un) I~Ecv 1 Tl-~E(v2T!da ' 
r1 
g(Unl < lu~l , 
lj~(v 1 ) - j~(v2 l I < J1unllv 1-v2 1da 
r1 
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e está demonstrada a continuidade de G. (v) • 
. O 
i i. G (v} é estritamente -convexo 
·. o 
Sendo ~E(v) função convexa temos a convexidade de j~(v). 
n -corno a(v,v) e i (v) sao convexas, basta mostrarmos que a(v,v) é 
estri:tamente convexà. 
Por. um lado 
a(Àu + (1-À)v, ÀU + (1-À)v) = À 2a(u,u) + 
+ (1-À) 2 a(v,v) + 2À(1-À)a(u,v) ;_ 
.po~ outro lado, a coercividade de a(v,v) nos dá 
alv-ul~ < a(v-u, v-u) = 
= a{v,v) + a(u,u) - 2a(u,v) 
e portanto 
a(v,v) + a{u,ur > 2a(u,v), vu,v e V~ , u 'I v • 
Assim 
a(\u + (1-À)V, ÀU + (1-À)v) < À2a(u,u) + 
• 
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+ 1(1-1)a(u,u) + 1(1-1)a(v,v) + (1-1) 1 a(v,v) = 
= 1a(u,u) + (1-1)a(v,v) 
e, segue a convexidade estrita de GE.(v). 
. iii. Ge (v)+ + w quando JvJ 1 + oo 
Sendo J.n(v) f · 1 ·t· um unc1ona pos1 lVO, E 
pela coerc~vidade de á(v,v) e continuidade de ~n(v), 
onde ] I* e a norma do funcional linear ~n. Assim 
tim G€{v) ~ + oo • 
lv:1-+-oo 
Assegurada. a existência de w que resolva (3.14), resta-nos 
estabelecer o meio de calcula-la. 
Seja Mh a dimensão de V~ ; designemos por 
de V~ . Assim, se w e V~ , 
• 
"·Mh· 
w = I w1~1 , w1 e R i=1 
a base 
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De (3.14) segue 
i = 1 , •.•• ,Mh • ' 
ou ainda 
(3.16) 
i= 1, ••. ,Mh, 
que é um sistema nao linear de equaçoes. 
Existe na literatura (cf. ISAACSON - KELLER [ 8 ] , ORTE 
-
GA- RHEINBOLDT [ 15], RALL, L.B. [ 17]) vacta gama de métodos 
iterativos que podem ser·usados para Resolver (3.16): método de 
Newton, método da secante generalizado, método de Steffensen,rn2 
todo não linear de Gauss - Seidel e suas variações. Analizaremos 
em detalhes a aplicação do método de Newton no nosso problema e~ 
pecífico. 
Para simplificar escrevemos o sistema (3.16} P-a forma 
f(w) ~ O 
onde f(w) = [f1 (w), f 2 (w), •.. ,fM {w)] é urna matriz coluna e cha h 
maremos J a matriz ~ x Mh , Jacobiano: 
J (w) 
df. (w) 
- ( 1 ) 
awj 
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Suponhamos (em seguida verificaremos esta hipótese) que ~ 
xirno da raiz, det J(w) ~ O. 
As iterações do método de Newton são 
Daí obtemos 
que um sistema a ser r e sol v ido em ·(w (k) - w (k+1)) • 
De (3.16) tiramos 
portanto 
Como a(u,v) é coerciva e j~(v) é convexa segue que J(w) e uma 
matriz positiva definida. 
Sendo f(w) duas vezes diferenciavel e J(w).nao singular a 
convergência do método de Newton é quadrática {cf. ISAACSON -




Em resumo, a versao final do algoritmo proposto para o cál 
culo da solução de 
< 
.. < 
u ,v > ~ Ae (uE ,v) + Av(üe:.,v) + 
(3.17) 
. 
v1 < + Dj · (u 0 ) • .v = L (v) vv e J (u., v) ' .E h 
(3.18) u 0(0) = o 
(3.19) 
em cada nível de tempo tn = nk é 
ALGORITMO 3.1 
(A l n = 2,3, .•• ,N; 
( B l u1 =u0 =0; 
(C) para n = 1,2, .•. ,n-1 calculamos 
pelo método iterativo 
(o) 
-77-
o o o 
w = (w 
1 1 
••• 1 wM ) 
h 
k 
= f (w ) , k = 1,~2,.-.• ,N-2 
Neste sistema linear de equaçoes 
. k 






. + ut ' n = 1,2, ••• ,N-1 • 
3 - ESTABILIDADE DO ESQUEMA DE EVOLUÇAD 
Com os valores de Un(x) calculados pelo algoritmo 3.1 con~ 
truimos as funções uh,k(x,t}, 'dtuh,k(x,t),ótuh,k(x,t), d~Uh,k(x,t} 
e ã~uh,k{x,t) definidas em (3.1 f) - (3.1 j). Para estas ~s 
mostraremos o resultado seguinte. 
PROPOSIÇ~O 3.1: Suponhamos que as hipóteses --do teorema 
2.1 sejam satisfeitas e tomemos O < 8 < Y2 • 
Então 
(i) {uh,k},{atuh,k} estão num conjunto limitado de 
ro 
L (O, T 1 V) 1 
-78-




de L.2. (O,T V). 
DEMONSTRAÇM 
Em primeiro lugar mostraremos que 
( 3. 20) 
O < j < N-1 • 
Tomando ·em (3.5) 
fazendo À 4 O e levando em conta que a inequação resultante tam 
bérn é válida para -w mostramos a equivalência de (3.5) àequação 
(3.21) 









(111) de g(Un) ~ lunl e do teorema do traço segue 
l{g(Un) (ótUn)N doi 
r1 







> O e c a constante do teorema do traço; 
(i v) ~E é tal que ID<PE(wl.pl < IPI - e portanto 











< CÀ {I fn!' 
- 1 o 
J F(x,tn)vN dcr 
rz 
para qualquer ~ 1 > O ; 
n 




A (v) V2 e portanto e 
disto. e da coercividade de ~(u,v) obtemos 
' 
Escolhendo._ À1 tal que 
= a; obtemos 
+ 
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Somando estas desigualdades de n = 1 a n = j < N-1 e consi 
o 1 derando que U = U = .o temos 
( 3. 22) 
j j 
I I fn I ' + I 
n=1 n=1 
Como por hipótese 
f e L 2 (0,T; H) e F e L 2 (0,T; (L 2 (r 2 ))
3 ) 
seg'ue 
De (3.22) concluimos que 
e pela desigualdade de Gronwall discreta 
. À2 
IUJ+11' k ( k ") 1 ~ 1 exp El J ' 
1 < j < N-1. Como k~j < (N-1)k < T obtemos 
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I uj+1 I; < conste (T) 
Voltando com este resultado em (3.22) estará concl~ida a 
demonstração de (3.20). Observemos que C(T), além de ·T, depende 
também dos dados do problema. 
Agora mostraremos que 
(3.23) la'uj+ 11' + 
t o 
N-'1 
+ I k 
1 
l a'un+'/,1' < C(T) t . 1 
·subtraindo a equaçao (3.21) no nivel n da mesma equação no 
nivel n+1 obtemos 
+ A (ô un+1 
v t 
vw e 
Tomando w = O un+1 - ô Un , usando t t 







w un+1 - w un = k weat~ e e · 









(i) k A (W' un ó a Un) = 9 [A (a un+1)-A (' undl} + e 9°t ' t t 2 e t e 0 t -
(") A (' un ê. ' un) -A (' un ''un+)',). ·· 
66 e ot ' tot - e ot ' ot . 
(iii) 
e portanto 
iJ{g(Un+1) - g(Un)} . a~un+)', daJ < 
r1 






< k Jratun[fa~un+\f,idcr 
r1 
v y > o ; 
< Jrun+1 ~ unfla~un+\f,ldcr < 
r 
do[ < 
< kc{i[a unf' + yfat'un+\1,11'}' v Y >o; 4y t 1 
-sendo ~€ e convexa , 
o • 
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Usando (i) - (vi) em (3.24) dividida por ~obtemos 
2k[(1-29)C {yla'un+Y2 1' 
. 1 t 1 + 
+ 
Agora escolhendo y tal que y(4C + (1-29)C 1 ) temos 




= rnax{ 4Y , 





Somando estas equaçoes nos níveis n = 1 ao n = j < N-1 
(3.25) 





Pelas hipóteses f e L 2 (0,T; H) e F e L 2 {0,T; (L' (r l l 'l 2 
e portanto. 
( 3. 26) constante. 
Agora mostraremos que 
(3.27) 
Tomando (3.21) no nivel n=1 e 
= u' k'" 
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temos 
I a'u1 1' + 8Ae(atu 1) +lA (ô u 1 ) ~ t o k v t 










f(x,O)v dx ; 
-90-
< 
e fica demonstrado (3.27)~ 
Usando (3.26} .e (3.27} em (3.25} temos 
(3.28} 
para todo j ~ N-1 Recorrendo, mais uma vez à desigua~dade de 
Gronwall discreta (cf. LIONS [ 11]}em 
obtemos 
la uj+1 1' 
t 1 
k 
< ____!__ + · 8a 
e 
exp 
exp j < 
C (T} • 
Cóm este resultado em {3.28) encerramos a demonstração da delími 
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tação (3.23). 
Para t 0 € [O,T} 1 t 0 € e~(t) para algum i, 
e então 
o que demonstra· que 
00 
{uh,k} estão em limitados de L (O,~T : V) 
Analogamente ·mostramos que {atuh,k} estão num limitado de 







+ !>_ L lô un+ 1 
2 1 t 
ô u""1-ô u" 
t t (t-t ) I' Bkn(t)dt 
k n 1 




portanto {ôtun,k} estão num limitado de L 2 (0,T; V). 
Com argumentos análogos concluimos .que {~tuh,k'J estã? num con-
junto 'limitado de L2 (o,T ; V). 
Esta concluída a demonstraÇão da proposição 3.1. 
4. CONVERGtNCIA DO ESQUEMA NUMERICO 
Como consequências diretas da proposição 3.1: 
{Uh,k}·estão num limitado de L 2 (0,T; V), 
{a~uh,k} estão num limitado de L 2 (0,T; H); 
portanto podemos extrair subsequências, que serao também indica 
(2.29a) Uh,k-+ U fraco em L2 (0,T; V) 
(3.29b) 
(3.29c) H) 
Da definição de uh,k(x,t) temos 
0h,k(x,t) € L (O.T ; H) , 
segue então 
!úh k(x,t) !' dxdt < m 
• 
isto é 
onde QT = [o,T] x n • Também 




Também por ser compacta a aplicação traço (cf. NECAS[ 13]) 
de H
1 
(QT) em L 2 (3QT), 
(3.31a) 
(3.31b) 






(O,T)} com a noçao de convergência 
i) ~i possuem suporte compacto _em (O,T) 
ii) Da ~i -+.Da~ uniformemente ~ara qualquer a 
D' (O,T ; V) = espaço das aplicações lineares e contín~s 
de (D(o,T)) 3 em v, i.e., o espaço das distribuições. 
As funções f e L2 {0,T; V) estão associadas distribuições 
T(f) e D'(O,T; V) 
também 




), tjJ >=< T(f
2





, quaisquer que sej·am f
1 
e t 2 em L
2 {O,T ; V); 
(i i) 
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se fn e L 2 (0,T; V}, n = 0,1, ••• , e fn- f
0 
em L 2 (0,T; V) então 
fraco· 
<T(fn)' 1jJ > ~ < T(f
0
), 1jJ > V1ji€ (D(O,T)) 3 ; isto é, 
T(f ) ~ T{f ) no sentido de distribuições. 
n o 













Agora, usando a fórmula de -somatório p:lr_partes (cf. I::l.lffiLC!Uisr-






-b ) = 
n n+ n 
a b - a b 
N N o o 
N-1 
- nlo (an+1-an)bn+1 , 
e tornando O< k < o(1ji), o> O tal que 1jJ se anula fora de ~.T-o]: 
= - 1 
N-1 
k L o 
tn+2 tn+1 
















f. lj! (t) - lj! (t-k)dt 
tn+1 
(t-t. )}{lj!(t) lj!(t-k)}dt = 
n+1 k 
(t-t llen+1 (t){w(tl -·w(t-kl I= 
n+1 . k k 
=- J uh,k {W(tl -kw(t-k)ldt • 
o 
Assim, 
Mas de (3.29b) segue 
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. 
e portanto U = u
1 
q.t.p .• Seguindo exatamente os mesmos passos 
.. 
mostramos que u 2 = u q.t.p .. 
Em resumo, verificamos os seguintes modos de convergência: 
i) fraco em L 2 (O,T ; V) 
( 3. 32) uh,k- u ii) forte ém L' (QT) 
iii} forte em L 2 (aQT) 
i) fraco em L 2 (0,T . V) • 
(3.33) '\0 h,k ~ ü i i) forte em L'(QT) 
iii) forte em L 2 (aQT) 
(3.34) 
Um resultado de convergência das aproximações será demons 
trado a seguir. 
TEOREMA 3.1 
Seja O < 8 :;, Y2 e suponhamos satisfeitas as hipóteses do 
teorema 2. 1. Então u ::: UE - lirni te (nos modos ·.de convergência 
{3.32)-(3.34)) das aproximações uh,k definidas ~m (3.1f) e pelo 
algoritmo 3.1 -é solução de (3.17)-(3.19). 
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DEMONSTRAÇM: 
Em primeiro lugar mostraremos que as aproximações uh,k ::: u~,k 
satisfazem a equação 
( 3. 35) 
T T 
J < a~uh,k , vh,k > dt + J A9 (w9uh,k , vh,k)dt + 
o o 
T 
~ J Lh,k(Vh,k)dt, V v e L2 (0,T 
o 
+ 
nesta equaçao estamos usando aproximações lineares por partes p~ 
ra as funções envolvidasr isto é, 
( 3. 36) 
N-1 




) - v(x,tn) 
k 




n-2 ulli1 Ti' 
g (U ) = I {g(T!') + g( ) - g( ) (t~t. n)) An(t) k h,k k. . -k o. 
N-2 
= I {g(Ti')DPE (~tT!') + 
o 
N~2 n+1 n 
h (V) = I {Ln(V) + L (V) - L (V) 
-h,k . o k 
Para simplicar a notação, usaremos 
n 
V = v(x,t ) 
n 
De (3.1 i) e (3.36): 
T 
J < a~uh,k vh,k > dt = 
o 
N-2 N-2 JT a'ulli1 - a2Tf' 
I I < [a~Tf' + t k t 
.m=O n=O 
o 
(t - t ) 





~ I {k < a~un , vn > + 
n~o· 
''un vn + ot ' > 
T 






k < a~~ , v"-1 + 4v" + v"+1 6 
k 
> +- < 2 
N-2 _ N-1 
_N-1 v- +2V. 
a tu-· ' 3 . > • 
Usando a definição de w8uh,k e (3.36) teremos 
T 






N-2 nl-1 W lf'+1- W lf' +1 
= I J A <w
6
u" + e k e (t-t ), V'+ V' k- V'(t-t ))dt = 
N=O e n n 
tn 
+k A (W lf+1 ~ W lf' ~1 - .J')} 
3 e a ,8 ' 
isto é 
·v1 . ) + 
(3.38) 
N-2 . .n-1 . .n . .n+1 
"kA(Wtf V +4V +V) 
L e 8 ' 6 
1 
N-2 -.N-1 
+ )<;_ A (W N-1 v· + z,r· ) 
2 e eu- ' 3 · 
Procedendo analogamente, de (3.1h) e (3.36) obtemos: 
(3.39) 
N-2 • .n-1 • .n .. n-1-1 
+ I k A (o u" v +4v +v l 
v t , 6 
1 
. .N-2 _.N-1 
+ )<;_A (o J'l-1 V + N ) 
2vt ' 3 · 
-102 
















f g (Un) Dt < (li tUn) 
r1 








(VN-2 + 2VN-1) 
------3,_----~T do 
+ 
k N 1 N-2 + 2 N-1) + _ L - ,_,_v __ ~~~v __ _ 
2 3 
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A qualquer v e L 2 (0,T; V~) podemos associar funções 
w{x,t
1
) e V~, i= O, ... ,N-1, definidaS por 
' 
(3.43) 





--'--'--, i=1,2, .•. ,N-2 
-~ 1 VN-2 + 2~-1 
W.- = W- (X, t._ ) = '---::<-
3 
...=..!!._ 
. -N-1 . 
Tomamos w1 , definidas acima, em '(3.21) n = O, .•• ,N-1 ; mul 
tiplicando as equaçoes nos níveis n=O , N-1 por k -2 , as equaçoes 
nos níveis 1 < n < N-2 por k e somando todas estas equações ob-
teremos (3,35). 
Como 
e em vista de (3.33} ternos 
i) fraco em L 2 (O,T ; V) , 
por ser forte o esquema de aproximações usado, 
(3.45) vh,k~~ v forte em L2 (0,T; V) . 




fraco em L2 (0,T; V) 
forte em L 2 (QT) 
forte em L 2 (aQT) 
fraco em L2 (0,T V) 
forte em L 2 (QT) 
forte em L 2 (aQT) 
fraco em L2 (0,T; H) 
O que diferencia a presente situação e o caso. contínuo é a 
. nao regularização da função H(x + u:r1) (x + u:r1). Como esta regu-
larização não teve influência na passagem do limite em e da de-
monstração do teorema 2.1, podemos usar a mesma demonstração do 
caso continuo para o corolário abaixo. 
COROLAR!O 3.1- Ué solução de (2.9)-(2.11). 
xxxx~xxxx 
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Em consequência dos modos de convergência (3.32)i, (3.34), 
(3.44)i e (3,45) fazendo h e k tenderem a zero a integral 
T 




f { < Ü, V > + A e (U, V) + 1\, (U, V) - L (V) } dt • 
o 
A forma corno· foi definida gk (Uh,k) , os modoS. de convergência 
(3.32)iii e (3.45) são sufic-ientes para garantir a convergência 
T 
f h,k-+0 dcrdt 
o 
Também da definição de gk(Uh,k~D~ 0k(8tuh,k), de (3.44)iii e 
(3. 45\ segue 
T 










Com isto fica demonstrado qu~ o lirni te ,·ru 
U k é solução da equaçao 




. •• E 
{ < u ,v 
o 
+ Jg(U0 )VNda + 
r1 




J g(U')D~ 0 (Ü 0 ) .vda}dt = 
r1 
Yv e L2 (0,T, V). 
Tomando v = v - U e usando a propriedade de fu'nções conve 
. xas 
fica demonstrado que U8 é solução fraca de (3.17). Seguindo os 
mesmos argumentos usados no caso contínuo ao verificar que UE -e 
solução forte de (2.16), mostramos que U8 é solução forte de 
(3.17) o 
Está concluida a demonstração do teorema 3.1. 
Sendo as limitações (3.20) e (3,23) independentes de e, -e 
possível extrair sul;>sequências, tambem denotadaS UE, Üe:e _Ü8 tais 
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fraco em L 2 (0,T V) 
ue: --+ u 
fraco em L 2 {0,T V) 
• e: • 
u -- u 
fraco em L 2 {O ,T H) 
O que diferencia a ·presente situação e o caso. contínuo .. e. a 
nao regularização da função H {x + u3-1) {x + u:r1) . Como esta regu-
larização não teve influência na passagem do limite em e: da de-
monstração do teorema 2.1, podemos usar a mesma demonstração do 
caso contínuo para o corolário abaixo. 
COROLARIO 3.1 -ué solução de {2.9)-{2.11). 
xxxx~xxxx 
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