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Abstract
The effectiveness of the aplication of constructions in G-graded k-categories to the
computation of the fundamental group of a finite dimensional k-algebra, alongside
with open problems still left untouched by those methods and new problems arisen
from the introduction of the concept of fundamental group of a k-linear category,
motivated the investigation of H-module categories, i.e., actions of a Hopf algebra H
on a k-linear category. The G-graded case corresponds then to actions of the Hopf
algebra kG on a k-linear category. In this work we take a step further and introduce
partial H-module categories. We extend several results of partial H-module algebras
to this context, such as the globalization theorem, the construction of the partial smash
product and the Morita equivalence of this category with the smash product over a
globalization. We also present a detailed description of partial actions of kG.
2010 Mathematics Subject Classification : 16T05, 16S35, 16S40, 18E05, 16D90.
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1 Introduction
Group graded rings and algebras became a very important topic of research and several funda-
mental results were proved in this subject, for example, the Cohen Montgomery duality theorem
[CoM]. In fact, the concept of graded ring can be extended to a categorical level, giving rise to
group graded k linear categories and there are several problems leading to this concept, for exam-
ple the problem of finding Galois coverings of a category defined by a quiver. Let A be a basic,
connected, finite dimensional algebra over an algebraically closed field k. By a result of Gabriel[G],
there exists a unique finite connected quiverQ and a two-sided ideal I of the path algebra kQ, such
that A ∼= kQ/I. Such a pair (Q, I) is called a bound quiver. The morphism v : kQ → A ∼= kQ/I
as well as (Q, I) are both called presentations of A. Following [MVP], one can define the funda-
mental group π1(Q, I). This quiver can also be considered as a k-category, denoted by C then, the
fundamental group π1(Q, I) can be viewed as the fundamental group of C . In this situation we
may construct a covering C#G as it is done in [CM], that we shall call a smash covering. Given C , the
∗This work has been supported by the projects Projeto Mobilidade AUGM (Grupo Montevideo), Prosul
CNPq no. 490065/2010-4, Fundaçao Araucaria 490/16032, CNPq 304705/2010-1.
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full subcategory of the category of Galois coverings with a fixed point whose objects are the smash
coverings is equivalent to the whole category, so the computation of the fundamental group of C
may be restricted to this subcategory [CRS]. This fundamental group coincides with the one pre-
viously defined by Bongartz and Gabriel [BG] in certain situations, for example when a universal
covering exists. A universal covering corresponds to a universal grading, i. e. a grading such that
any other one is a quotient of this grading (there are several algebras, such as the matrix algebras,
for which such a universal grading does not exist - see [CRS] for details).
The most apropriated language to treat G graded rings and algebras is of Hopf algebras. A G
graded algebra A can be viewed as a kG module algebra, then it is natural to consider G graded
categories as appropriated kG module categories, more generally, we can define, for any Hopf
algebra H the concept of Hmodule category, where by category we mean k-linear category, this is
done in [CS].
Another rich source of interesting problems is to consider partial actions. Partial actions of
groups were first proposed by R. Exel and other authors in the context of C∗-algebras, see for
example [E], and afterwards they appeared in a purely algebraic setting ([DE, E2, FL, Lo]). Partial
actions of groups became important as a tool to characterize algebras as partial crossed products.
Soon after, the theory of partial actions was extended to the Hopf algebraic setting [CJ]. The most
basic example of partial Hopf action is given by a partial action of a group G on a unital algebra A
in which the partial domains are unital ideals in A, this gives a partial action of the group algebra
kG onA. One of the main concerns when working with partial Hopf actions is to exhibit nontrivial
examples of them which are neither usual actions nor coming from partial group actions. For the
case of H = U(g), the enveloping algebra of a Lie algebra, it is known [CJ] that every partial action
is in fact a global action. The second and the third authors gave in [AB1] an example of a partial
action of the dual group algebra kG on an ideal of kG, this can be considered as a partialG grading.
The idea underlying this article is to consider a more general setting, that is: partialG gradings
of k-categories as a special case of partial Hopf-module categories, in particular, when the category
has only a single object, this characterizes partialG gradings on algebras. Given a Hopf algebraH,
the concept of a partial Hmodule category unifies both Hopf module categories, when the partial
action is global, and partialHmodule algebras, when the category has a single object. We develop
in this article a procedure that may be used to obtain nontrivial examples of partial H module
categories in a systematic way. We apply it to different situations, for instance, the partial actions
of kG over the base field k are fully classified and then lifted to partial kG actions on an arbitrary
k category, making them kG module categories. We show also that the examples of partial action
with H = H4, the Sweedler 4-dimensional Hopf algebra, cover all possible ones.
The contents of the article are as follows.
In Section 2 we deal with some prerequisites.
In Section 3 the definition of partial H-module category is given, and afterwards we refor-
mulate it so as to handle the conditions in an easier way. This reformulation leads to a detailed
description of partial actions for H = kG (see Theorem 3.6). With the same techniques, it is also
possible to classify all partial actions of the Sweedler Hopf algebra on the base field k. In the sub-
sequent subsections we discuss different kinds of examples, including the partial group actions on
k categories [FL] and induced partial Hopf actions.
In Section 4 we prove (see Theorem 4.5) that every partial H-module category has a minimal
globalization, unique up to isomorphism. It is natural, given a partial H-module category C to
define a partial smash product C#H and this is what we do in Section 5, where we also study its
relation with the smash product D#H, where D is a globalization of C , proving in Section 6 that
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there is a Morita equivalence. The proof of Morita equivalence between the partial smash product
and the globalized one, unlike in the algebraic case, done in [AB1], required categorical tools, more
specifically a result for characterizing Morita equivalence between k-categories proved in [CS].
2 A categorical toolkit
This section, as its title suggests, contains definitions and some basic properties that will be used
throughout the article, as well as some examples. We refer the reader to [BG] for the definition of
k-categories. In what follows, if A is a category then A0 and A1 denote respectively the objects
and morphisms of A.
Definition 2.1. Let X be a non-empty set. A k-category over X, or, shortly, an X-category is a k-categoryA
with A0 = X. Given X-categories A and B and a k-functor F : A → B, we will say that F is an X-functor
if F(x) = x for each x ∈ X = A0 = B0.
Note that X-categories with X-functors as morphisms form a category, let us denote it as X−
cat. Most of the constructions in this article involve this category.
Example 2.2. If X is a finite set of n elements, say X = {1, . . . ,n}, and A is an X-category, then we may
construct as in [CS] the matrix algebra
a(A) = { (yfx)y,x | yfx ∈ yAx}
where the product is given by (yfx)(ygx) = (
∑
z yfz ◦ zgx). Note also that if x1
A
x is the identity
morphism of x ∈ X then the matrix ex = x1Ax Ex,x is an idempotent of a(A), and the collection {ex}x∈X
is a complete set of (nontrivial) orthonormal idempotents of a(A). Moreover, if B is another X-category,
every functor F : A → B induces canonically the algebra morphism ( yfx) 7→ (F( yfx)), which takes the
idempotent ex = x1
A
x Ex,x ∈ a(A) to fx = x1
B
x Ex,x ∈ a(B).
This construction suggests the following k-category: let X−Alg denote the category whose objects are
pairs (A, {ex}x∈X), whereA is a k-algebra and {ex}x∈X is a complete system of n orthogonal idempotents of
A, and a morphism ϕ : (A, {ex}x∈X)→ (B, {fx}x∈X) in X−Alg is an algebra morphism ϕ : A→ B such
that ϕ(ex) = fx for each x ∈ X. The remarks above show that the definition of a(A) induces an category
isomorphism Ψ : X− cat→ X−Alg .
In particular, when X is a unitary set the category X− cat coincides with the category of unital algebras
with unital morphisms.
A non-zero walk w(fn, ǫn), . . . , (f1, ǫ1) in C is a sequence of linked non-zero virtual mor-
phisms, that is: each fi is a morphism in the category and each ǫi is ±1, s(fi, 1) = s(fi), t(fi, 1) =
t(fi), s(fi,−1) = t(fi) and t(fi,−1) = s(fi). The target object of each virtual morphism of
w coincides with the source object of the following one, namely s(fi+1, ǫi+1) = t(fi, ǫi) for
i = 1, . . . ,n − 1. The walk w has source object s(f1, ǫ1) and target object t(fn, ǫn) and we say
that these objects are joined by w.
Definition 2.3. A k-category C is called connected if given any pair of objects x and y, there is a non-zero
walk in C from x to y. If C is not connected, then C0 is the disjoint union of subsets Xi, and yCx = 0
whenever x,y are not both in the same component Xi.
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Definition 2.4. [M] A k-semicategory or k-category not necesssarily with units C consists of a col-
lection C0 of objects, a collection C1 of morphisms, two maps s, t : C1 → C0 called source and target,
such that composition of morphisms, whenever possible, is associative. We also suppose that for each x and
y ∈ C0, the morphism space yCx := HomC(x,y) is a k-vector space.
There are lots of natural examples of semicategories. We will exhibit our motivating example
in Subsection 3.5, but first we mention two examples related to non-unital algebras.
Example 2.5. Let A be a non unital k-algebra , then, taking C0 = {•} and C1 = A, we obtain a k-
semicategory.
Example 2.6. Let A and B be two nonunital idempotent k-algebras, that is A2 = A and B2 = B. It
is possible to define a Morita context between A and B in this case [GS]. A Morita context is a sextuple
(A,B,M,N, τ,σ), whereM is a unital A−B bimodule (that is, it verifiesM = AM = MB),N is a unital
B− A bimodule, the k-linear map τ : M ⊗B N → A is an A − A bimodule map and the k-linear map
σ : N⊗AM→ B is a B−B bimodule map such that
m1σ(n⊗m2) = τ(m1 ⊗ n)m2, ∀m1,m2 ∈M, n ∈ N,
n1τ(m⊗ n2) = σ(n1 ⊗m)n2, ∀m ∈M, n1,n2 ∈ N. (2.1)
The above data provides a new associative algebra, the linking algebra
A =
(
A N
M B
)
,
with multiplication given by(
a1 n1
m1 b1
)(
a2 n2
m2 b2
)
=
(
a1a2 + σ(n1 ⊗m2) a1n2 +n1b2
m1a2 + b1m2 b1b2 + τ(m1 ⊗ n2)
)
. (2.2)
The associativity of A is easily verified using relations (2.1).
The algebraA can be viewed as a k-semicategory withA0 = {A,B},A1 given by the morphisms spaces
AAA = A, BAB = B,AAB = M and BAA = N and compositions compatible with matrix multiplication
(2.2).
Similarly , we define:
Definition 2.7. A k-semifunctor F from a k-semicategory C to a k-semicategory D is a k-linear map
sending each object x ∈ C0 to an object F(x) ∈ D0 and each morphism f : x → y in yCx to a morphism
F(f) in F(x)DF(y), such that F preserves composition.
One of the main k-semifunctors that we are going to use is:
Example 2.8. Take F as the embedding of a k-linear category into another k-linear category, where F maps
the identity at some object x ∈ C0 to a nontrivial idempotent endomorphism of F(x). Then F is a semifunctor
but not a functor.
Example 2.9. A slightly different situation is the following: consider a k-algebra A with a central idem-
potent e and define de ideal I = eAe. Let CA be the k-category with one object and A as k-vector space of
morphisms, and let CI be the k-semicategory with one object and I as set of morphisms. Then the embedding
of CI into CA is a k-semifunctor.
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We will also need to consider equivalences of semicategories.
Definition 2.10. Given two k-semifunctors F,G : A → B, a natural transformation between F and G
is a family of morphisms {αx ∈ G(x)BF(x)|x ∈ A0} such that, for any yfx ∈ yAx the following diagram
commutes
F(x)
αx

F(yfx)
// F(y)
αy

G(x)
G(yfx)
// G(y)
A natural transformation, α, between two semifunctors F and G is a natural isomorphism if αx ∈
G(x)BF(x) is an isomorphism for every x ∈ A0. A semiequivalence between two k-semicategories A
and B is a k-semifunctor F : A→ B such that there exists a k-semifunctor G : B → A verifying that F ◦G
and G ◦ F are naturally isomorphic to the respective identity semifunctors.
We are also going to use the notions of X-semicategory and X-semifunctor.
Finally, we recall the concept of ideal of a k-category.
Definition 2.11. An ideal I of a k-category C is a collection of subvector spaces yIx of each morphism
space yCx, such that the image of the composition map zCy ⊗ yIx → zCx is contained in zIx and the
image of the composition map yIx ⊗ xCu → yCu is contained in yIu for each choice of objects.
The same notion makes sense in X-semicategories.
3 Partial H-module categories
In this section we are going to define our main object of study, namely, a partial action of a Hopf
algebraH on a k-categoryA. This definition is motivated both by the notion of a partial action of a
Hopf algebra H on a unital algebra A, as first introduced in [CJ], and by the concept of H-module
category, as defined in [CS], which we recall next.
A k-category A is an H-module category if for each x,y ∈ A0 there is a k-map H⊗ yAx →
yAx sending h⊗ f to h · f, such that
1H · yfx = yfx, (3.3)
h · ( zfy ◦ ygx) =
∑
(h(1) · zfy) ◦ (h(2) · ygx), (3.4)
h · (k · yfx) = (hk) · yfx, (3.5)
h · x1x = ǫ(h) · x1x. (3.6)
3.1 Partial H-module categories
Definition 3.1. Let A be a k-linear category and H a Hopf algebra. We say that there exists a partial
action of H on A if:
1. H acts trivially on objects.
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2. For every x,y ∈ A0, there is a k-linear map α : H⊗ yAx → yAx, denoted by α(h⊗ f) = h · f,
satisfying:
1H · yfx = yfx, (3.7)
h · ( zfy ◦ ygx) =
∑
(h(1) · zfy) ◦ (h(2) · ygx), (3.8)
h · (k · yfx) =
∑
(h(1) · y1y) ◦ ((h(2)k) · yfx) (3.9)
=
∑
((h(1)k) · yfx) ◦ (h(2) · x1x).
In this case, we will also say thatA is a partialH-module category.
Notice that an action of H on A is clearly a partial action. On the other hand, given a partial
action of H on A, whenever (3.6) holds too, it is in fact an action.
We derive the following from (3.8) and (3.9):
h · ( zfy ◦ (k · ygx)) =
∑
(h(1) · zfy) ◦ ((h(2)k) · ygx) (3.10)
In fact,
h · ( zfy ◦ (k · ygx)) =
∑
(h(1) · zfy) ◦ ((h(2) · (k · ygx))
=
∑
(h(1) · zfy) ◦ ((h(2) · y1y) ◦ (h(3)k · ygx))
=
∑
(h(1) · ( zfy ◦ y1y)) ◦ ((h(2)k) · ygx).
=
∑
(h(1) · zfy) ◦ ((h(2)k) · ygx).
Proposition 3.2. Let H be a Hopf algebra and A be a partial H-module category. Then, for every x ∈ A0
the morphism space xAx is a partial H-module algebra.
Proof. The product in xAx is given by the composition, turning this vector space into an algebra
with unit x1x. The condition (3.7) leads to the fact that 1H · f = f, for every f ∈ xAx. Let f, g ∈ xAx
and h, k ∈ H. Then, using (3.8), we have
h · (g ◦ f) =
∑
(h(1) · g) ◦ (h(2) · f)
and, by using (3.9) we get
h · (k · f) =
∑
(h(1) · x1x) ◦ ((h(2)k) · f).
Therefore, xAx is a partialH-module algebra. Moreover, the partial action is symmetric, since (3.9)
also implies that h · (k · f) =
∑
((h(1)k) · f) ◦ (h(2) · x1x).
Corollary 3.3. A partial action of a Hopf algebra H on an X-category, with X a unitary set coincides with
the partial action of H on the algebra defined by this category.
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Given a finite dimensional Hopf algebraH and a partial action ofH on a k-category C , for each
pair of elements x,y ∈ C0 we have a k-linear map
H
Π
−→ Endk( yCx)
h 7→ πh
defined by πh(yfx) = h · yfx.
The conditions (3.7), (3.8) and (3.9) may be formulated in terms of Π. Even if Π depends
on x and y, we will just denote it by Π to simplify the notation. When x = y, we will denote
λxh = πh · x1x. The condition (3.9) in the definition of partialH-action implies that for all h, k in H
πkπh =
∑
k
λxk(1)π(k(2)h) =
∑
k
π(k(1)h)λ
x
k(2)
. (3.11)
Note that the action is global if and only if λxh = ǫ(h) x1x, for all h ∈ H and for all x ∈ C0.
Given x ∈ C0, we have Λ
x ∈ Homk(H, xCx) defined byΛ
x(h) = λxh. Note thatHomk(H,x Cx)
is an algebra with the convolution product. It is not difficult to verify that Λx is an idempotent
and that Λx(1H) = x1x.
The unit ηx : k → xCx is an algebra morphism inducing ηx∗ : Homk(H, k) → Homk(H, xCx).
Given Λx = ηx∗ (Λ˜) with Λ˜ ∈ Homk(H, k), evaluating the equality (3.11) at x1x, we obtain that
λxkλ
x
h =
∑
k
λxk(1)λ
x
(k(2)h)
=
∑
k
λx(k(1)h)
λxk(2) . (3.12)
Startingwith a partial action of a finite dimensional Hopf algebraHwe have themapΠdefined
as before, inducing then a k-linear morphism Λx for each x ∈ C0. Whenever Λ
x is of type Λx =
ηx∗ (Λ˜) with Λ˜ ∈ Homk(H, k) we will say that the partial action is induced by k. In particular, for
a partial H-module category induced by k, we have for each x ∈ C0 that the following equalities
hold:
(a) Λx(1H) = x1x,
(b) Λx(h) =
∑
Λx(h(1))Λ
x(h(2)),
(c) Λx(h)Λx(k) =
∑
Λx(h(1))Λ
x(h(2)k) =
∑
Λx(h(1)k)Λ
x(h(2)).
3.2 Partial actions of kG on k
As we know, given a group G, a G-graded k-category C is the same as a kG-comodule category
and if G is finite this is the same as a kG-module category (see [CS]). It follows from the axioms
that for all x ∈ C0, x1x is homogeneous of degree eG. We have already noticed that if C is a partial
kG-module category such that for any h ∈ kG, h · x1x = ǫ(h) x1x, ∀h ∈ H and ∀x ∈ C0, then C is
in fact a kG-module category. So the first condition needed to have a partial action of kG - let’s call
it a partial grading - which is not global is that x1x is not homogeneous of degree eG for some x.
Given a partial kG-module category induced by k, where G is a finite group and kG has mul-
tiplicative basis {pg}g∈G, writing λ
x
g = Λ
x(pg) for for each x ∈ C0, the equations (a), (b) and (c)
above translate (restricted to this basis) as
(a’)
∑
g λ
x
g = 1,
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(b’) λxg =
∑
h λ
x
gh−1
λxh,
(c’) λxhλ
x
g = λ
x
hg−1
λxg = λ
x
g−1h
λxg
for every g,h ∈ G.
Next we will exhibit an example of partial H-module category which is not global.
Example 3.4. LetH = kCn , where k is a field, char(k) does not dividen andCn is the cyclic group of order
n with generator t. As it is well-known, H is a Hopf algebra with multiplicative k-basis {pti}0≤i≤n−1,
multiplication determined by pti .ptj = δi,jptj and comultiplication ∆(pti) =
∑n−1
j=0 pti−j ⊗ ptj . Let C
be the k-category with C0 = {1, 2, 3} and 2C1, 3C2 and 1C3 are k-vector spaces with generators α, β and γ,
respectively. Also, iCi is the k-vector space with generator i1i (i = 1, 2, 3), such that βα = 0 = γβ = αγ,
endowed with the following partial action of H on C :
pg.a =
1
n
a, ∀a ∈ xCy, ∀g ∈ Cn.
A straightforward computation shows that the above formula defines a partial action of H on C . Since
pg · x1x 6= 0, ∀x ∈ C0 and for all g ∈ Cn, it is clear that this action is not global.
At a first glance, this partial action does not appear as a very interesting one. However, we
will deduce that there is not a lot of choices.
From equation (c’) we deduce that if λxh 6= 0 for all h, then λ
x
g = λ
x
e, for all g ∈ G, and thus,
in this situation Λx is constant. As a consequence of the equality Λx(1kG) = x1x, we get that
λxg = x1x/|G|, for all g ∈ G.
This shows that the partial action of the Example (3.4) is the only possible one if we consider
partial actions induced by partial actions taking values in k∗. Note that in general, λxe is a central
element of xCx.
We summarize these comments in the following proposition.
Proposition 3.5. Given a finite group G and a field k such that char(k) does not divide |G|, any partial
action of kG on xCx, for all x ∈ C0 which is induced by a partial action of k
G on k∗, defines a unique partial
action on the k-category C , given by pg · yfx =
1
|G| y
fx, for all g ∈ G, x,y ∈ C0, for all yfx ∈ yCx.
Proof. Most of the computations are straightforward. The only thing left to prove is the equality
pg · yfx =
1
|G| y
fx, for all g ∈ G, x 6= y ∈ C0, for all yfx ∈ yCx. For this, pg · yfx = pg ·
(y1y yfx) =
∑
h∈G(pgh−1y1y)(ph · yfx) =
∑
h∈G
1
|G|
ph · yfx =
1
|G| y
fx.
Once this fact established, we generalize it as follows.
Theorem 3.6. Let C be a k-linear category and let (C0 × C0)
∗ denote the set of pairs (x,y) ∈ C0 × C0
such that x 6= y and yCx 6= 0. Let G be a finite group and suppose that char(k) does not divide |G|. Given
a partial kG-action on C induced by partial actions of kG on k, let Gx = {g ∈ G; λxg 6= 0}. Then
(i) Each Gx is a subgroup of G, and
(ii) There is a family {ytx}(x,y)∈(C0×C0)∗ of elements of G such that yCx 6= 0 implies Gy = ytx Gx yt
−1
x .
Moreover, if the action of kG on each yCx is also by scalar multiplication, i.e., if each linear map πg : yCx →
yCx is a multiple of IdyCx , then
(iii) (ztyytx)Gx = ztxGx whenever the composition zCy ⊗ yCx → zCx is not zero.
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Conversely, given a pair
(
{Gx}x∈C0 , {ytx}(x,y)∈(C0×C0)∗
)
satisfying (i), (ii) and (iii) one can define a
partial kG-action on C .
Proof. Supposewe have a partial kG-action induced by k. For each x ∈ C0 letΛ
x ∈ Homk(k
G, xCx)
be the associated map and let Gx = {g ∈ G|λxg 6= 0}. It follows from the equality λ
x
kλ
x
g = λ
x
kλ
x
gk−1
that λxg = λ
x
gk−1
for all g, k ∈ Gx. In particular, λxg = λ
x
gg−1
= λxe , and hence λ
x
e ∈ Gx and Λ
x
is constant on Gx. Moreover the same equality can be used to prove that Gx is a subgroup of G.
It follows from the equality
∑
g
λxg = x1x that there is no choice for the common value of λ
x
g for
g ∈ Gx: λxg must be equal to 1/|Gx|.
We shall see that if yCx 6= 0 then the groups Gx and Gy are conjugated. More precisely,
there exists at least one nonzero πt ∈ End( yCx), and for every such t we have Gy = t−1Gxt.
In particular, if G is abelian then the family (Gx)x∈C ′0
, where C ′ is a connected component of C , is
constant. In fact,
∑
πg = Id yCx implies that at least one πt is nonzero. The third condition of a
partial action yields the equations
πsπt = λ
y
st−1
πt = λ
x
t−1s
πt (3.13)
and from these equations it follows that if πt 6= 0 and yfx ∈ yCx is such that πt · yfx 6=
0 then λy
st−1
πt( yfx) = λ
x
t−1s
πt( yfx) and therefore λ
y
st−1
= λx
t−1s
for each s ∈ G. This last
equation implies that λyg = λ
x
t−1gt
for every g ∈ G, then Gy = tGxt−1. Of course, the t’s are not
uniquely determined. Anyway, choosing one ytx for each (x,y) ∈ (C0 × C0)
∗ we obtain a family
{ytx}(x,y)∈(C0×C0)∗ satisfying (ii).
Suppose now that the partial action on each yCx is also induced by a partial action on k.
If πt 6= 0 then πtg 6= 0 if and only if g ∈ Gx; in fact, equation (3.13) implies
π(tg)πt = λ
x
tgt−1
πt (3.14)
and hence πtg 6= 0 iff tgt−1 ∈ Gy, i.e., iff g ∈ Gx. Therefore
{h ∈ G;πh 6= 0} = ytx Gx
and, since πh is a multiple of IdyCx for every h ∈ G and (x,y) ∈ (C0 × C0)
∗ then it follows from
equation (3.14) above that πh = 1/|Gx| if h ∈ ytx Gx and πh = 0 otherwise.
Since we will have to deal with three objects in the following, given (x,y) ∈ (C0×C0)
∗ wewill
use briefly the notation yπxg for the map πg ∈ End(yCx). Now, equation (3.8) implies that
zπxg =
∑
l
zπx
gl−1
yπxl
for every g ∈ G and every triple (x, z), (x,y) and (y, z) in (C0 × C0)
∗. If g ∈ ztxGx, then zπxg =
(1/|Gx|)IdzCx , and hence
(1/|Gx|)IdzCx =
∑
l
zπx
gl−1
yπxl =
∑
l∈ ytxGx
zπ
y
gl−1
(1/|Gx|)IdyCx
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implying that
∑
l∈ ytxGx
zπ
y
gl−1
= 1. Since g = (ztx s) for some s ∈ Gx and each zπ
y
h is equal either
to 1/|Gx| or zero, being nonzero iff h ∈ zty Gx, we conclude that
{gl−1; l ∈ ytxGx} = {ztx h yt
−1
x ;h ∈ Gx} = ztx Gx,
which implies that ztx = ztyytxh for some h ∈ Gx, and hence ztxGx = (ztyytx)Gx, proving
(iii).
In order to prove the second part of the theorem, which may be considered as a kind of "con-
verse" to the first one, consider a pair
(
(Gx)x∈A0 , (ytx)(x,y)∈(C0×C0)∗
)
satisfying (i), (ii) and (iii),
and let n be the common number of elements of the groups Gx. Consider the families of scalars
λxg =
{
1
n if g ∈ Gx
0 otherwise
yπxg =
{
1
n if g ∈ ytx Gx
0 otherwise
and then define the partial action by
pg · (xfx) = λ
x
gxfx,
pg · ( yfx) =
yπxg yfx.
Let us show that this is indeed a partial kG-action. By construction, we already have a partial
kG-action on each algebra xCx.
Consider a pair (x,y) ∈ (C0 × C0)
∗. The equations that must be checked for the operators
πg =
yπxg, for every g ∈ G, x, y ∈ C0 are the following:∑
πg = Id yCx (3.15)
πg =
∑
l
λ
y
gl−1
πl =
∑
l
λx
l−1g
πl (3.16)
πgπh = λ
y
gh−1
πh = λ
x
h−1g
πh. (3.17)
Equations (3.15) and (3.17) are straightforward, and equations (3.16) hold because they are a
consequence of (3.15) and (3.17). For instance,∑
l
λ
y
gl−1
πl =
∑
l
πgπl = πg(
∑
πl) = πg.
Conditions involving three or more distinct objects are automatically satisfied because of the
hypotheses on the family {ytx}.
We remark that this result describes all structures of partial kG-actions on a Schurian category
(where every space of morphisms yCx is either zero or unidimensional).
Taking a closer look at the possible idempotents Λx one sees that, when |G| 6= 0 in k, these
correspond to the transitive permutation representations of G.
In order to explain this correspondence, consider a subgroup H of G, of index m, and let
Ω(H) = {g1H, g2H, g3H, . . . , gmH} be the set of left cosets of H; take g1 = e. There is a canonical
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left action of G onΩ(H) = {H, g2H, g3H, . . . , gmH} by left multiplication: g✄ giH = ggiH (where
‘‘g✄ x ′′ indicates the action of g on x). This action is transitive, i.e., the orbit of any element of
Ω(H) is the whole set. It is easy to see that the stabilizer of the point H, i.e., the group GH = {g ∈
G;g✄H = H} is the groupH itself.
A transitive permutation representation of G is a left action of G on a non-empty set Ω which
is transitive. Given such an action, consider an element x0 ∈ Ω and its stabilizer H = Gx0 = {g ∈
G;g✄ x0 = x0}. If the left cosets ofH areH, g2H, g3H, . . . , gmH, it is easy to see that the elements of
Ω, which correspond to the orbit of x0, are listed as x0, g2x0, . . . , gmx0 (and that their respective
stabilizers are H, g2Hg
−1
2 , . . . , gmHg
−1
m ). The map ϕ : Ω(H) → Ω defined by giH 7→ gix is an
equivalence of left actions: it is bijective and ϕ(g✄ x) = g✄ϕ(x) for every x ∈ Ω(H) and every
g ∈ G. Therefore, the inequivalent transitive permutation representations of G are listed by the
permutation representationsΩ(H) associated to subgroups H of G.
Every permutation representation has a canonical linearization: in the case of Ω(H), we may
consider the k-vector space generated by the left cosets H, g2H, g3H, . . . , gmH, and the left action
of G on Ω(H) gives rise to a linear representation VΩ(H) of G where each g ∈ G permutes the
elements of the basis β = {H, g2H, g3H, . . . , gmH}.
Finally, since |G| 6= 0 in k, we may consider the idempotent eH =
1
|H|
∑
h∈H h of kG; the left
ideal VH generated by eH is the subspace of kG generated by the elements vH, vg1H, . . . , vgmH,
where vgiH =
∑
h∈H gih. These elements are linearly independent and hence form a basis for
VH. The linear representation associated to eH is given by left multiplication on VH, and the canon-
ical bijection between the left cosets ofH and the vectors vgiH determines an equivalence of linear
representations between VΩ(H) and VH. Moreover,G acts on VH by permuting the elements vgiH,
and the restriction of the action of G to the basis Ω = {vgiH; 1 ≤ i ≤ m} is a transitive permuta-
tion representation which is equivalent to the permutation representationΩ(H). Therefore, when
|G| 6= 0 in k the partial actions of kG on k are in correspondence with the transitive permutation
representations of G.
Next we will give two examples of a different type.
Example 3.7. (Partial actions of kG on k)
The same reasoning we have used for describing partial kG-actions induced by k applies for partial
actions of the group algebra kG induced by k. Let {δg}g∈G be a k-basis of kG. Writing λg for Λ(δg), the
defining equations for a partial action are
(1) λe = 1,
(2) λg = λ
2
g,
(3) λgλh = λgλgh.
Similar calculations to those for kG-partial actions yield that the support of Λ -that is, the set supp(Λ) =
{g ∈ G such that λg 6= 0}- is a subgroup of G on which Λ is constant. By (2) we have λh = 1 for
all h ∈ supp(Λ). Again, we have a 1-1 correspondence between partial kG-actions induced by k and
subgroups of G.
Example 3.8. Partial actions of H4 on k Let H4 be the Sweedler 4-dimensional Hopf k-algebra
H4 = 〈1, g, x, xg;g
2 = 1, x2 = 0, gx = −xg〉
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where char(k) 6= 2. Consider the basis of H4 formed by e1 = (1+ g)/2, e2 = (1− g)/2, h1 = xe1,
h2 = xe2. Then {e1, e2} is a complete set of orthogonal idempotents for H4 and {h1,h2} is a basis of
the radical of H4, where h
2
1 = h
2
2 = 0. For the other products of pairs of elements of the basis, we have
e1h2 = h2e2 = h2, e2h1 = h1e1 = h1, and all the remaining products of pairs of basis elements are
zero.
The expressions for the coproducts in this basis are
∆(e1) = e1 ⊗ e1 + e2 ⊗ e2,
∆(e2) = e1 ⊗ e2 + e2 ⊗ e1,
∆(h1) = e1 ⊗ h1 − e2 ⊗ h2 + h1 ⊗ e1 + h2 ⊗ e2,
∆(h2) = e1 ⊗ h2 − e2 ⊗ h1 + h1 ⊗ e2 + h2 ⊗ e1.
The counit takes the values ǫ(e1) = 1 and ǫ(e2) = ǫ(h1) = ǫ(h2) = 0. Finally, the antipode on these
elements is given by
S(e1) = e1, S(e2) = e2, S(h1) = −h2, S(h2) = h1.
Now, consider the k-category C with one object {∗} and a 1-dimensional k-vector space of morphisms.
In fact, we are just looking at the algebra k as a k-category. We want to define a partial action of H4 on C .
For this, we remark that the discussion made in Subsection 3.2 about the definition of a partial action of a
Hopf algebra on a k-category applies also for H4.
Since 1H4 = e1 + e2, equation (3.7) reads as
λe1 + λe2 = 1. (3.18)
Using equation (3.8) for e1 and e2, we get
λe1 = λ
2
e1
+ λ2e2 , (3.19)
λe2 = 2λe1λe2 . (3.20)
Therefore, if λe2 = 0 then λe1 = 1 by (3.18). Writing equation (3.8) for h1 and h2 we get
λh1 = 2λe1λh1 , (3.21)
λh2 = 2λe1λh2 . (3.22)
Hence, if λe1 = 1 then λh1 = λh2 = 0, and the action is the trivial (global) action by ε, i.e., λh = ε(h)
for all h ∈ H4. If λe2 6= 0 then λe1 = λe2 = 1/2 by (3.18) and (3.20). Equation (3.9) provides
λh1λe1 = 2λh1λe1 which shows that if λe1 = λe2 = 1/2 then λh1 = 0. The remaining equations put no
constraints on h2, and for any α ∈ k the sequence
λe1 = λe2 = 1/2, λh1 = 0, λh2 = α
defines a partial action of H4 on k. This is the partial action obtained in [AB2] from the dualization of a
partial H4-coaction on k presented in [CJ]. Therefore, there are essentially two structures of partial H4-
module category on C and thus on the algebra k. We do not know whether different values of α provide
isomorphic partial actions or not.
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3.3 Tensoring partial H-module categories
In this subsection we prove that given a cocommutative k-Hopf algebra H and two partial H-
module categories, their tensor product is canonically a partial H-module category.
So, let H be a cocommutativeHopf algebra and letA and B be two partialH-module categories.
We recall that the k-linear category A⊗B is the category whose objects are A0 × B0, whose mor-
phism spaces are given by
(y,y ′)(A⊗B)(x,x ′) = yAx ⊗ y ′Bx ′
and composition is defined by
(z,z ′)(A⊗B)(y,y ′)⊗ (y,y ′)(A⊗B)(x,x ′) → (z,z ′)(A⊗ B)(x,x ′)
( zay ⊗ z ′by ′)⊗ ( yax ⊗ y ′bx ′) 7→ zay yax ⊗ z ′by ′ y ′bx ′
For every (x, x ′) ∈ A0 × B0, h ∈ H and yax ⊗ y ′bx ′ ∈ (y,y ′)(A⊗ B)(x,x ′), let
h · ( yax ⊗ y ′bx ′) =
∑
(h(1) · yax)⊗ (h(2) · y ′bx ′).
Theorem 3.9. The k-linear maps
H⊗ (y,y ′)(A⊗ B)(x,x ′) → (y,y ′)(A⊗ B)(x,x ′)
h⊗ yax ⊗ y ′bx ′ 7→ h · ( yax ⊗ y ′bx ′)
define a structure of partial H-module category on A⊗B.
Proof. Obviously 1H · yax ⊗ y ′bx ′ = yax⊗ y ′bx ′ for every yax ⊗ y ′bx ′ ∈ (y,y ′)(A⊗B)(x,x ′).
For the other two properties,
h · ( zay yfx ⊗ z ′by ′ y ′gx ′) =
∑
h(1) · ( zay yfx)⊗ h(2) · ( z ′by ′ y ′gx ′) =∑
(h(1) · zay)(h(2) · yfx)⊗ (h(3) · z ′by ′)(h(4) · y ′gx ′)
and ∑
(h(1) · ( zay ⊗ z ′by ′))(h(2) · ( yfx ⊗ y ′gx ′)) =∑
((h(1) · zay)⊗ (h(2) · z ′by ′))((h(3) · yfx)⊗ (h(4) · y ′gx ′)) =∑
(h(1) · zay)(h(3) · yfx)⊗ (h(2) · z ′by ′)(h(4) · y ′gx ′),
and it follows that
h · ( zay yfx ⊗ z ′by ′ y ′gx ′) =
∑
(h(1) · ( zay ⊗ z ′by ′))(h(1) · ( yfx ⊗ y ′gx ′))
when H is cocommutative. Likewise,
h · (k · ( yax ⊗ ybx)) =
∑
h · ((k(1) · yax)⊗ (k(2) · ybx))
=
∑
(h(1) · (k(1) · yax))⊗ (h(2) · (k(2) · ybx))
=
∑
(h(1) · y1
A
y )(h(2)k(1) · yax)⊗ (h(3) · y1
B
y)(h(4)k(2) · ybx)
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and ∑
(h(1) · ( y1
A
y ⊗ y1
B
y))(h(2)k · ( yax ⊗ ybx)) =∑
((h(1) · y1
A
y )⊗ (h(2) · y1
B
y))(h(3)k(1) · yax)⊗ (h(4)k(2) · ybx)) =∑
(h(1) · y1
A
y )(h(3)k(1) · yax)⊗ (h(2) · y1
B
y)(h(4)k(2) · ybx),
thus showing that
h · (k · ( yax ⊗ ybx)) =
∑
(h(1) · ( y1
A
y ⊗ y1
B
y))(h(2)k · ( yax ⊗ ybx))
when H is cocommutative. In the same manner we have
h · (k · ( yax ⊗ ybx)) =
∑
(h(1)k · ( yax ⊗ ybx))(h(2) · ( x1
A
x ⊗ x1
B
x )).
Corollary 3.10. Let H be a cocommutative Hopf algebra, and let A,B be two partial H-module algebras.
The k-algebra A⊗ B is a partial H-module algebra with partial action
h · (a⊗ b) =
∑
h(1) · a⊗ h(2) · b.
Remark 3.11. PartialH-module categories form a monoidal category with the trivial H-module category k
-considered as a category with one object- as its unit.
3.4 Induced partial actions
A key example of a partialH-module category is obtained by restricting an action on a k-category
to an ideal, as we explain after the next definition.
Definition 3.12. A central idempotent in a k-category C is an idempotent natural transformation e
of the identity functor IdC to itself. In other words, it is a collection e = {xex} ∈ xCx, for x ∈ C0 of
idempotents of the endomorphism algebras xCx verifying that for every yfx ∈ yCx,
yey ◦ yfx = yfx ◦ xex. (3.23)
Given an idempotent, we define an ideal I in C as follows: for each x,y ∈ C0,
yIx = yey yCx xex = yey yCx = yCx xex.
As usual, if e is a non trivial central idempotent, then f = ( x1x − xex)x∈C0 is another non
trivial central idempotent, e and f are orthogonal -that is, both compositions are zero-, and if I
and J are respectively the ideals defined by e and f , then for all x and y ∈ C0, yCx is canonically
isomorphic to yIx ⊕ yJx. Every k-category has at least two central idempotents, corresponding
respectively to the zero and the identical natural transformations. The existence of a non trivial
central idempotent in C corresponds to a decomposition of each k-vector space of morphisms
yCx = yAx ⊕ yBx such that
(zay + zby) ◦ (ya
′
x + yb
′
x) = zay ◦ ya
′
x + zby ◦ yb
′
x
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for every x,y, z ∈ C0 and every zay ∈ zAy, zby ∈ zBy, ya
′
x ∈ yAx, yb
′
x ∈ yBx and at least one
yAx and one y ′Bx ′ are not zero.
We will show in the sequel that if C is an H-module category provided of a non trivial central
idempotent, then the associated ideal I has a canonical structure of partial H-module category.
Example 3.13. From [CS] we know that an H-module category is a k-category C , such that each space of
morphisms is an H-module, each endomorphism algebra is an H-module algebra and the composition maps
are morphisms of H-modules – where the tensor product of H-modules is considered as an H-module via the
comultiplication of H.
Assume that e = {xex}x∈C0 is a non trivial central idempotent, and let I be the ideal associated to e.
Given yfx ∈ yIx and h ∈ H, define
h · yfx = yey ◦ (h✄ yfx) = (h✄ yfx) ◦ xex. (3.24)
The above formula endows I with a partialH-module category structure. We shall just verify conditions
(3.8) and (3.9), since (3.7) is straightforward.
For (3.8), given h ∈ H, ygx ∈ yIx and zgy ∈ zIy, we have
h · ( zfy ◦ ygx) = zez ◦ (h✄ ( zfy ◦ ygx))
=
∑
zez ◦ (h(1) ✄ zfy) ◦ (h(2) ✄ ygx)
(3.23)
=
∑
zez ◦ (h(1) ✄ zfy) ◦ yey ◦ (h(2) ✄ ygx)
=
∑
(h(1) · zfy) ◦ (h(2) · ygx).
For the first equality of (3.9), given h, k ∈ H and yfx ∈ yIx,
h · (k · yfx) = yey ◦ (h✄ ( yey ◦ (k✄ yfx)))
=
∑
yey ◦ (h(1) ✄ yey) ◦ (h(2)k✄ yfx)
(3.23)
=
∑
yey ◦ (h(1) ✄ yey) ◦ yey ◦ (h(2)k✄ yfx)
=
∑
(h(1) · yey) ◦ (h(2)k · yfx)
The other equality follows analogously, using this time that h · yfx = (h✄ yfx) ◦ xex. Hence I is, as we
claimed, a partial H-module category.
3.5 Partial group actions and partial kG-module categories
Given a group G, we want now to establish a relation between the concepts of partial kG-module
category and of being a k-linear category with a partialG-action, as defined in [CFM]. So we start
by recalling the latter.
Let C be a k-linear category. The group G acts partially on C if G acts on the set C0 and for
every g ∈ G, there exists an ideal Ig ✂ C and a isomorphism of k-semicategories
αg : I
g−1 → Ig
satisfying the following conditions:
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(a) Ie = C and αe = IdC .
(b) Given x,y ∈ C0 and g,h ∈ G,
αh−1(hyI
h
hx ∩hy I
g−1
hx ) ⊆y I
(gh)−1
x .
(c) For every yfx ∈ αh−1(hyI
h
hx ∩hy I
g−1
hx ), we have αg ◦ αh(yfx) = αgh(yfx).
We shall see next that every partial kG-module category C has a canonical partial G-action.
Proposition 3.14. Let G be a group and C a k-category. There is a one to one correspondence between
partial kG-module category structures on C and partial G-actions on C fixing objects such that the ideals
are generated by idempotents.
Proof. Suppose that C is a partial kG module category. Given g ∈ G, for every x ∈ C0, we define
an idempotent xe
g
x ∈ xCx by
xe
g
x = g · x1x.
The fact that xe
g
x is indeed an idempotent follows from equation (3.8).
The family eg = { xe
g
x}x∈C0 is central since, for each yfx ∈ yAx
ye
g
y ◦ yfx = (g · y1y) ◦ yfx = (g · y1y) ◦ (gg
−1 ◦ yfx) = (g · ( y1y ◦ (g
−1 ◦ yfx))
= (g · ((g−1 ◦ yfx) ◦ x1x) = yfx ◦ (g · x1x)
= yfx ◦ xe
g
x .
Thus we may take Ig as the ideal generated by eg, i.e., (Ig)0 = C0 and
yI
g
x = ye
g
y yCx xe
g
x .
The isomorphism αg : Ig
−1 → Ig is defined by αg(x) = x, for every x ∈ (Ig)0 and αg( yfx) =
g · yfx for yfx ∈ yI
g−1
x ; the fact that this is indeed an isomorphism follows from the definitions
of xe
g
x and of partial kG-module category.
Condition (a) is obviously satisfied. Since G acts trivially on the objects, (b) may be rewritten
as
αh−1(yI
h
x ∩ yI
g−1
x ) ⊆ yI
(gh)−1
x .
Given x,y ∈ C0, g,h ∈ G and yfx ∈ yI
h
x ∩ yI
g−1
x , we have that yfx = yfx xe
g−1
x , and therefore
αh−1( yfx) = αh−1( yfx xe
g−1
x ) = h
−1 · ( yfx(g
−1 · x1x)) = (h
−1 · yfx)(h
−1 · (g−1 · x1x))
= (h−1 · yfx)(h
−1 · x1x)(h
−1g−1 · x1x) = (h
−1 · yfx)((gh)
−1 · x1x)
= (h−1 · yfx) xe
(gh)−1
x
which lies in yI
(gh)−1
x . Finally, consider elements of αh−1(yI
h
x ∩ yI
g−1
x ). They are of the form
(h−1 · yfx) xe
(gh)−1
x , where yfx ∈ yI
h
x ∩ yI
g−1
x , and it can be shown that
αgh((h
−1 · yfx) xe
(gh)−1
x ) = (g · yfx) xe
gh
x = αg(αh((h
−1 · yfx) xe
(gh)−1
x
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Therefore, the data ({Ig}g∈G, {αg}g∈G) define a partial action of G on C .
On the other hand, if ({Ig}g∈G, {αg}g∈G) provide a partial action of G on C , such that G acts
trivially on C0 and every ideal I
g is generated by a central idempotent eg = {xe
g
x}x∈C0 , then the
linear maps
kG⊗ yCx → yCx
g⊗ yfx 7→ g · yfx = αg( yfx ◦ xegx)
define a partial action of kG on C .
4 Globalization of partial H-actions
Globalization of partial actions first appeared in the context of partial group actions on C∗ algebras
[A], then a totally algebraic formulation for the group case appeared in [DE]. For partial actions
of Hopf algebras, the globalization theorem was proved in [AB1]. Basically, it states that every
partial action of a Hopf algebra H on a unital algebra A admits a globalization. A globalization,
or an enveloping action, means that there is a pair (B,ϕ), where B is an H-module algebra and
ϕ : A → B is a monomorphism of algebras such that ϕ(A) is an ideal in B and the partial action
on A can be viewed as an induced partial action on the ideal ϕ(A). In this section we are going to
prove that a partial H-module category C always has a globalization. Roughly speaking, we will
follow the same ideas as in the globalization for partial H-module algebras: we will define an C0-
semicategory B, which is an H-module (semi)category and a faithful semifunctor F : C → B such
that the partial action of H on C can be thought as a restriction of the global action B. Moreover,
we will prove the existence of a minimal globalization, which is unique up to isomorphism.
So we start by giving the definition of globalization.
Definition 4.1. Let C be a partialH-module category. A globalization of the partial action is a pair (B, F)
where
(a) B is an H-module semicategory over C0, with action ✄.
(b) F : C → B is a faithful C0-semifunctor and F(C) is an ideal of B, generated by the central idempotent
e = {F( x1x)}x∈C0 .
(c) B = H✄ F(C).
(d) F intertwines the partial action on C and the induced partial action on F(C): that is, for every yfx ∈
yCx, we have
F(h · yfx) = F( y1y)(h✄ F( yfx)) = (h✄ F( yfx))F( x1x).
Moreover, a globalization (B, F) is said to be minimal if, in addition, it satisfies
(e) For every pair x,y ∈ C0, if we have
n∑
i=1
khi · yf
i
x = 0, ∀k ∈ H,
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then
n∑
i=1
hi ✄ F(yf
i
x) = 0
This definition is motivated by the definition of an enveloping action for a partial H-action on
a unital algebra A given in [AB1] and generalizes it in the following sense.
Proposition 4.2. Let C be a partial H-module category and (B, F) be a (minimal) globalization for this
partial action. Then, for every x ∈ C0, the algebra xBx with the morphism F : xCx → xBx is a (minimal)
globalization for the partial action of H on xCx.
Proof. As B is an H-module semicategory, then xBx is automatically an H-module algebra. As
F : C → B is a faithful semifunctor, then, by definition, its restriction to xCx is an algebramonomor-
phism. The fact that F(C) is an ideal in the semicategory B implies, also by definition, that F(xCx)
is an ideal in xBx. Since B = H✄ F(C), the morphism space xBx coincides with H✄ F(xCx). Let
f ∈ xCx and h ∈ H, then, by the item (d), we have
F(h · f) = F(x1x)(h✄ F(f)),
which is the exact expression that intertwines the partial action ofH on xCx and the induced partial
action on F(xCx). Therefore, (xBx, F) is a globalization for the partial action of H on the algebra
xCx.
Finally, if the globalization (B, F) is minimal, then (e) is valid for any pair x,y ∈ C0, in particu-
lar for y = x, which gives the minimality condition for (xBx, F).
Corollary 4.3. If C is a partial H-module category and C0 is a unitary set, then any globalization (B, F)
coincides with a globalization of the partial action of H on the unital algebra defined by the category C .
Some remarks about the definition above are necessary. Item (a) has no analogue for partial
actions on algebras, it appears only in the categorical context. Item (e) is important because only
in the minimal case one can prove uniqueness of the globalization up to isomorphism.
We shall prove that any partial H-module category admits a globalization satisfying the con-
ditions of the definition above, following the same steps used in [AB1]. We shall first give a defi-
nition.
Definition 4.4. Given a Hopf k-algebra H and a k-linear category C , the categoryHomk(H, C) is defined
as follows:
(a) Its objects are the objects of C .
(b) Given x and y ∈ C0, let yHomk(H, C)x := Homk(H, yCx), with composition given by the
convolution product
zHomk(H, C)y ⊗ yHomk(H, C)x → zHomk(H, C)x
( zfy ∗ ygx)(h) =
∑
zfy(h(1)) ◦ ygx(h(2)).
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(c) The action of H on Homk(H, C) is:
(h✄ yfx)(k) = yfx(kh).
The aim of this section is to prove that any partial H-module category has a minimal global-
ization.
Theorem 4.5. Every partial H-module category C has a minimal globalization, which is unique up to
isomorphism.
Proof. Let C be a partialH-module category with partial action denoted by a dot “·”. The previous
formulas provide the C0-category Homk(H, C) of the structure of and H-module category.
We next define the C0-semifunctor F : C → Homk(H, C) by F(yfx)(h) = h · yfx for every
x,y ∈ C0, yfx ∈ yCx and h ∈ H. To verify that F is, indeed, a semifunctor, take x,y, z ∈ C0,
zfy ∈ zCy, ygx ∈ yCx and h ∈ H, then
F(zfy) ∗ F(ygx)(h) =
∑
F(zfy)(h(1) ◦ F(ygx)(h(2)) =
∑
(h(1) · zfy) ◦ (h(2) · ygx)
= h · (zfy ◦ ygx) = F(zfy ◦ ygx)(h).
The semifunctor F is also faithful. Indeed, let x,y ∈ C0 and yfx ∈ yCx such that F(yfx) = 0.
Then, for every h ∈ H, we have
0 = F(yfx)(h) = h · yfx.
In particular, putting h = 1H, we obtain yfx = 0.
Consider now the C0-subsemicategory B of Homk(H, C) such that for x and y ∈ C0,
yBx = H✄ F( yCx)
= 〈h✄ F( yfx)|h ∈ H, yfx ∈ yCx〉k.
In order to see that F(C) is an ideal of B, note first that given h ∈ H, x, y and z ∈ C0, ygx ∈ yCx
and zfy ∈ zCy, we have
F( zfy)(h✄ F( ygx)) = F( zfy(h · ygx)) (4.25)
(h✄ F( zfy))F( ygx) = F((h · zfy) ygx) (4.26)
since
F( zfy))(h✄ F( ygx))(k) =
∑
F( zfy))(k(1))(h✄ F( ygx))(k(2)) =
∑
(k(1) · zfy)(k(2)h · ygx)
(3.10)
= (k · zfy(h · ygx)) = F( zfy(h · ygx))(k).
The proof of the second equality is analogous.
Now, composing generators of zBy and yBx, we get
(h✄ F( zfy))(k✄ F( ygx)) =
∑
(h(1) ✄ F( zfy))(ε(h(2))k✄ F( ygx))
=
∑
(h(1) ✄ F( zfy))(h(2) ✄ S(h(3))k✄ F( ygx))
=
∑
(h(1) ✄ [F( zfy)(S(h(2))k✄ F( ygx))]
=
∑
(h(1) ✄ F( zfy(S(h(2))k · ygx)),
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which lies in zBx, and therefore B is actually a subsemicategory of Homk(H, C).
It follows from equations (4.25) and (4.26) that if we define xex = F( x1x) for each x ∈ B0, then
e = { xex}x∈B0 is a central idempotent of B and F(C) is the ideal generated by e. Since
F(h · yfx) = F( y1y)(h✄ F( yfx)) = (h✄ F( yfx))F( x1x)
for every yfx ∈ yCx and h ∈ H, the pair (B, F) is a globalization of the partial H-module category
C .
In addition, it is possible to prove that (B, F) as constructed above is actually a minimal glob-
alization. Indeed, let x,y ∈ C0, h1, . . . ,hn ∈ H and f
1, . . . , fn ∈ yCx such that, for every k ∈ H
n∑
i=1
khi · f
i = 0.
Then, given k ∈ H, we have(
n∑
i=1
hi ✄ F(f
i)
)
(k) =
n∑
i=1
(hi ✄ F(f
i))(k) =
n∑
i=1
F(fi)(khi) =
n∑
i=1
khi · f
i = 0
which leads to the conclusion that
∑n
i=1 hi✄ F(f
i) = 0, proving that this globalization satisfies the
minimality condition.
For the uniqueness, consider two minimal globalizations of C , (A, F) and (B,G), where the
global actions ofH onA and on B are denoted, respectively, by ⊲ and◮. Define the C0 semifunctor
Φ : A→ B such that for any pair x,y ∈ C0
Φ
(
n∑
i=1
hi ⊲ F(yf
i
x)
)
=
n∑
i=1
hi ◮ G(yf
i
x).
This functor is given in this form because A = H ⊲ F(C) and B = H ◮ G(C). First, one needs to
prove that the mapsΦ : yAx → yBx above are well defined, as k-linear morphisms, for every pair
x,y ∈ C0, which corresponds to prove that if
∑n
i=1 hi ⊲ F(yf
i
x) = 0 then
∑n
i=1 hi ◮ G(yf
i
x) = 0.
Fix x,y ∈ C0 and take elements h1, . . . ,hn ∈ H and f
1, . . . , fn ∈ yAx such that
X =
n∑
i=1
hi ⊲ F(f
i) = 0
Then, for all k ∈ H we have
0 = F(y1y)(k ⊲X) = F(y1y)
(
n∑
i=1
khi ⊲ F(f
i)
)
= F
(
n∑
i=1
khi · f
i
)
.
As F is a faithful functor, we obtain that
n∑
i=1
khi · f
i = 0,
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for any k ∈ H. And finally, as (B,G) is a minimal, this implies that
n∑
i=1
hi ◮ G(f
i) = 0.
By construction, Φ automatically intertwins the global actions ofH onA and on B. In order to
verify that Φ is, indeed, a semifunctor, consider x,y, z ∈ C0, zfy ∈ zAy, ygx ∈ yAx and h, k ∈ H.
Then
Φ((h ⊲ F(zfy)) ◦ (k ⊲ F(ygx)) = Φ
(∑
(h(1) ⊲ F(zfy)) ◦ (h(2)S(h(3))k ⊲ F(ygx))
)
= Φ
(∑
h(1) ⊲ (F(zfy) ◦ (S(h(2))k ⊲ F(ygx)))
)
= Φ
(∑
h(1) ⊲ F(zfy ◦ (S(h(2))k · ygx))
)
=
∑
h(1) ◮ G(zfy ◦ (S(h(2))k · ygx))
=
∑
h(1) ◮ (G(zfy) ◦G(S(h(2))k · ygx))
=
∑
h(1) ◮ (G(zfy) ◦ (S(h(2))k ◮ G(ygx)))
=
∑
(h(1) ◮ G(zfy)) ◦ (h(2) ◮ (S(h(3))k ◮ G(ygx)))
= (h ◮ G(zfy)) ◦ (k ◮ G(ygx))
= Φ(h ⊲ F(zfy)) ◦Φ(k ⊲ F(ygx)).
By a completely analogue argument, on can construct a semifunctor Ψ : B → A fixing objects and
for all x,y ∈ C0, Ψ : yBx → yAx is given by
Ψ
(
n∑
i=1
hi ◮ G(yf
i
x)
)
=
n∑
i=1
hi ⊲ F(yf
i
x).
it is trivial to prove that the semifunctors Φ and Ψ are mutually inverses, therefore these two
minimal globalizations of the partial action of H on C are isomorphic.
4.1 Globalization of the partial actions of kG on k
Let ΛH ∈ Hom(k
G, k) be the idempotent associated to a partial action of kG induced by k. It is
well-known that
Θ : Hom(kG, k) → kG
f 7→ ∑
g
f(g)δg
is an isomorphism of Hopf algebras. We will identify Hom(kG, k) and kG via this isomorphism.
Following the proof of the globalization theorem, consider the composite map
k
ϕ
−→ Hom(kG, k) Θ−→ kG
21
where ϕ is the map that takes 1 ∈ k to the map ϕ(1)(h) = h · 1, i.e., ϕ(1) = Λ. Therefore
(Θ ◦ϕ)(1) = Θ(Λ) = 1
|H|
∑
h∈H δh, an idempotent which we will call eH.
The canonical action of kG on Hom(kG, k) corresponds, via Θ, to the action of kG on kG asso-
ciated to the G-grading of kG: pg ✄
∑
asδs = ag. The subalgebra B of kG that contains k
G as an
ideal is generated by the elements pg ✄ eH, with g ∈ G, and
pg ✄ eH =
{
1
|H|
δg if g ∈ H
0 otherwise
Therefore, the globalization B is the kG-module algebra kH ⊂ kG.
5 Partial smash products of categories
In this section, we generalize the construction of partial smash products, as defined in [CJ] to the
context of partial Hmodule categories.
First, let us make a brief recall of the construction of partial smash products for algebras. LetH
be a Hopf algebra acting partially on a unital algebra A. One can define a product on the k vector
space A⊗H, given by
(a⊗ h)(b⊗ k) =
∑
a(h(1) · b)⊗ h(2)k.
This product is automatically associative because of the axioms of partial actions. It is also easy to
see that the element 1A ⊗ 1H is a left unit with respect to this product. In order to obtain a unital
algebra, one needs to take the right ideal
A#H = (A⊗H)(1A ⊗ 1H) = {
∑
a(h(1) · 1A)⊗ h(2) |a ∈ A, h ∈ H}.
This is the so-called partial smash product. In the particular case of H being a group algebra kG,
this partial smash product coincides with the partial skew group ring, as defined in [DE].
Next, we will show that just as in the case of partialH-module algebras, we can define a smash
product for partialH-module categories which, of course, generalizes also the smash product con-
struction for categories [CS]. Following the same steps as in [CJ], we begin with an intermediate
semicategory.
Let A be a partial H-module partial category. Consider the A0-semicategory A⊗H which, for
every x,y ∈ A0, has morphism space defined by
y(A⊗H)x = yAx ⊗H
with composition given by
(zfy ⊗ h) ◦ (ygx ⊗ h
′) =
∑
zfy ◦ (h(1) · ygx)⊗ h(2)h
′.
The axioms of partial H-module category guarantee that composition is well-defined and as-
sociative.
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In order to get anA0-categorywith "local" units, whichwewill use to construct a globalization,
we consider a right ideal in A⊗H. Note that the collection e = { x1x ⊗ 1H}x∈A0 is not central.
However, it satisfies
( y1y ⊗ 1H)( yfx ⊗ h) = ( yfx ⊗ h) (5.27)
and, in particular, each morphism x1x ⊗ 1H is an idempotent in the algebra x(A⊗H)x.
Definition 5.1. The partial smash H-module category A#H is the A0-category defined by
y(A#H)x = y(A⊗H)x ◦ ( x1x ⊗ 1H)
= 〈yfx#h | yfx ∈ yAx,h ∈ H〉k
where yfx#h =
∑
yfx ◦ (h(1) ·x 1x)⊗ h(2) and the composition is the same one of A⊗H.
Remark 5.2. Note that A#H is indeed a category: by definition, it is the right ideal in A⊗H generated by
e, and hence composition is well-defined and associative. From equation (5.27) it follows that the element
x1x ⊗ 1H is the identity of x(A#H)x, for each x.
In [AB1] it was proved that if (Bϕ) is a globalization of a partial action of a Hopf algebraH on
a unital algebra A, then there is an algebra monomorphism Φ : A#H→ B#H given by
Φ(a#h) =
∑
ϕ(a)(h(1) ✄ϕ(b))⊗ h(2).
By an analogue construction to the case of algebras, if (B, F) is a globalization of a partialH-module
categoryA, it is straightforward to verify that there is a faithful semifunctor from the partial smash
product category A#H to the smash product B#H.
Remark 5.3. if H is finite dimensional, then there is a canonical global action of H∗ on A#H.
In fact, A⊗H has the canonical right H-comodule structure, as defined in [CS], given by the
coaction ρ : A⊗H→ (A⊗H)⊗H, which, for all x,y ∈ A0 sends yfx⊗h to∑ yfx⊗h(1)⊗h(2).
Since the idempotent xex = x1x ⊗ 1H is a co-invariant, if f xex ∈ yAx#H then
ρ(f xex) = ρ(f)ρ(xex) = ρ(f)(xex ⊗ 1) ∈ yAx#H⊗H
and A#H inherits the H-comodule structure induced by the restriction of ρ. All properties of H-
comodule category are easily checked; for instance,
( y1y ⊗∆)ρ(f xex) = ( y1y ⊗∆)ρ(f)ρ( xex) = (ρ⊗ IH)ρ(f)ρ( xex) = (ρ⊗ IH)ρ(f xex).
When H is finite-dimensional there is a correspondence between right H-comodule categories
and left H∗-module categories. In this particular case, the H∗-action is defined by
H∗ ⊗ yAx#H → yAx#H
ϕ⊗ ( yfx ⊗ h) 7→ ∑ yfx ⊗ h(1)ϕ(h(2))
Now, consider a partial action of a Hopf algebra H on a X-category A, where X is a finite set.
As in example 2.2, we may consider the matrix algebra over A
a(A) = { (yfx)y,x | yfx ∈ yAx} .
It is also possible to define the matrix algebra over the partial smash product category
a(A#H) = { (yfx#h
y,x)y,x | yfx ∈ yAx, h
y,x ∈ H} .
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Proposition 5.4. There is a partial action of H on the algebra a(A) such that the partial smash product
a(A)#H is isomorphic to the matrix algebra a(A#H).
Proof. Define the map • : H⊗ a(A)→ a(A) given by
h • (yfx)y,x = (h · yfx)y,x ,
which is clearly linear. Also obvious is the fact that, for any matrixA ∈ a(A), we have 1H •A = A.
Now, take two matrices A = (yfx)y,x and B = (yfx)y,x and h ∈ H, then
h •AB =
h · (∑
z∈A0
yfz ◦ zgx)

y,x
=
∑
z∈A0
∑
(h(1) · yfz) ◦ (h(2) · zgx)

y,x
=
∑
(h(1) •A)(h(2) • B)
The composition law can be also verified for any h, k ∈ H: recalling that the unity of a(A) is
1a(A) = x11x1E1,1 + · · ·+ x11x1E1,1, we have
h • (k •A) = (h · (k · yfx))y,x
=
(∑
(h(1) · (k · yfx)
)
y,x
=
(∑
(h(1) · y1y)(h(2)k · yfx)
)
y,x
=
∑
(h(1) • 1a(A))(h(2)k •A)
Therefore we can consider the partial smash product a(A)#H. The k-linear map Φ ′ : a(A)⊗H→
a(A#H) defined on generators by
Φ ′ : a(A)⊗H → a(A#H)
yfxEy,x ⊗ h 7→ (yfx#h)Ey,x
induces the k-linear map
Φ : a(A)#H → a(A#H)
yfxEy,x#h 7→ (yfx#h)Ey,x
which is an isomorphism of k-algebras. In fact, it is clear that its inverse is
Ψ : a(A#H) → a(A)#H
(yfx#h)Ey,x 7→ yfxEy,x#h
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so it is enough to check that Φ is an algebra morphism. Given wgzEw,z#k and yfxEy,x#h in
a(A)#H,
Φ(wgzEw,z#k)Φ(yfxEy,x#h) = (wgz#k)Ew,z (yfx#h)Ey,x
= δz,y(wgz#k)(yfx#h)Ew,x
=
∑
δz,y(wgz(k(1) · yfx)#k(2)h) Ew,x.
On the other hand,
(wgzEw,z#k)(yfxEy,x#h) =
∑
(wgzEw,z)(k(1) • (yfxEy,x))#k(2)h
=
∑
(wgzEw,z)((k(1) · yfx)Ey,x)#k(2)h
=
∑
δz,y (wgz(k(1) · yfx))Ew,x#k(2)h
and it follows that
Φ((wgzEw,z#k)(yfxEy,x#h)) = Φ(wgzEw,z#k)Φ(yfxEy,x#h).
6 Morita Equivalence
Following [CS], we say that two categories A and B are Morita equivalent (A ∼M B) if and only
if the corresponding module categories are equivalent.
We start this section by recalling that given a k-category A, a left A-module M is a functor
M : A→ k−Vect, where
M : A0 → (k−Vect)0
x 7→ xM
and, given x,y ∈ A0,
M : yAx → Homk( xM, yM)
yfx 7→ M(yfx) : xm 7→ yfx xm.
In other words, a left A-module M is a collection of k-modules {xM}x∈A0 provided with a
left action on the k-modules of morphisms of A, given by k-module maps yAx ⊗k xM →y M,
where the image of yfx ⊗ xm will be denoted by yfx xm and satisfying the usual axioms
zfy( ygx xm) = (zfy ygx)xm,
x1x xm = xm.
Let C be a k-category, and for each x ∈ C0 let xΛx be an algebra which is Morita equivalent
to xCx. Let us fix a Morita context for each x: let Qx be a (xCx, xΛx)-bimodule and Px be a
(xΛx, xCx)-bimodule; let τx : Qx ⊗ xΛx P
x → xCx be an isomorphism of xCx-bimodules and
σx : P
x ⊗
xCx Q
x → xΛx be an isomorphism of xΛx-bimodules such that
σ(p⊗ q)p ′ = pτ(q⊗ p ′) and τ(q⊗ p)q ′ = qσ(p⊗ q ′).
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Then, we can define a new C0-category D = D(P, C ,Q) in the following way:
yDx = P
y ⊗
yCy
yCx ⊗
xCx
Qx,
with composition defined by
(pz ⊗ zfy ⊗ q
y) ◦ (p ′y ⊗ ygx ⊗ q
′x) = pz ⊗ ( zfy ◦ τy(q
y ⊗ p ′y) ◦ ygx)⊗ q
′x,
which is easily seen to be associative. Note that xDx ≃ xΛx as k-algebras. By [CS, Prop. 4.4],
the k-categories C and D(P, C ,Q) are Morita equivalent, where the equivalence is provided by the
functor which fixes objects and acts as Py⊗
yCy –⊗xCxQ
x on yCx for each pair of objects x, y ∈ C0.
It is proved in [AB1] that if A is a partial H-module algebra and B is a globalization, then the
algebras A#H and B#H are Morita equivalent. From this it follows that if A is a partial H-module
category and B is a globalization then, for each x ∈ A0 = B0, the algebras x(A#H)x and x(B#H)x
areMorita equivalent. This is the first step in a construction of [CS] of Morita equivalent categories,
and here it will provide a Morita equivalence between A#H and B#H.
Theorem 6.1. Let A be a partial H-module category and let B be a globalization; then A#H and B#H are
Morita equivalent.
Proof. LetA an partialH-module category and (B, F) a globalization ofA. Identifying A and F(A)
via F as before, A#H can be considered as a subcategory of B#H. As we have already mentioned
before, for each x ∈ A0 the pair (xBx, F) is indeed a globalization for the partial action of H on the
algebra xAx, then, by theorem 4 in the reference [AB1] we conclude that
x(A#H)x ∼M x(B#H)x
for each x ∈ A0.
A Morita context between x(A#H)x and x(B#H)x is given by the
(x(A#H)x, x(B#H)x)-bimodulesMx and ( x(B#H)x, x(A#H)x)-bimodules Nx defined by
Mx = (xAx#1H)(x1x#H) = {
∑
xf
i
x ⊗ hi| xf
i
x ∈ xAx,hi ∈ H}
and
Nx = (x1x#H)(xAx#1H) = {
∑
(hi(1) ✄ xf
i
x)⊗ h
i
(2)| xf
i
x ∈x Ax,h
i ∈ H},
both subspaces of x(B#H)x. The bimodule structure in both of them is given by the composition
in x(B#H)x.
Now let us take a look atD = D(M,B#H,N), which we know to be Morita equivalent to B#H.
Its objects are the same objects ofA#H and, with respect to the morphisms, since the first tensor in
the definition of yDx is defined over yBy#H, the second over xBx#H, and the bimodulesMy and
Nx live inside yBy#H and xBx#H respectively, we have
yDx = M
y ⊗ y(B#H)x ⊗N
x
= ( yAy#1H)( x1x#H)⊗ y(B#H)x ⊗ ( x1x#H)( xAx#1H)
= ( y1
A
y #1H)⊗ ( yAy#1H)( x1x#H) y(B#H)x( x1
A
x #H)( xAx#1H)⊗ ( x1
A
x #1H)
= ( y1
A
y #1H)⊗ y(A#H)x ⊗ ( x1
A
x #1H)
≃ y(A#H)x
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as vector spaces. Moreover, composition in D is given by
[( z1
A
z ⊗ 1H)⊗ ( zfy#h)⊗ ( y1
A
y ⊗ 1H)] ◦ [( y1
A
y ⊗ 1H)⊗ ( ygx#k)⊗ ( x1
A
x ⊗ 1H)]
= ( z1
A
z ⊗ 1H)⊗
∑
zfy(h(1) · ygx)⊗ h(2)k⊗ ( x1
A
x ⊗ 1H)
and this shows that there is an obvious isomorphism of categories G : A#H → D, which is the
identity on A#H0 = D0 and is defined on morphisms by
G : y(A#H)x → yDx
yfx#k 7→ ( y1Ay ⊗ 1H)⊗ ( yfx#k)⊗ ( x1Ax ⊗ 1H)
Therefore,
A#H∼=D ∼
M
B#H.
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