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What makes a multi-complex exact?
Satoshi Mochizuki Seidai Yasuda
Abstract
In this paper, we give a sufficient condition which makes the total complex of a cube
exact. This can be regarded as a variant of the Buchsbaum-Eisenbud theorem which gives
a characterization of what makes a complex of finitely generated free modules exact in terms
of the grade of the Fitting ideals of boundary maps of the complex.
Introduction
In the celebrated paper [BE73], Buchsbaum and Eisenbud gave a necessary and sufficient
condition for a complex x of finitely generated free modules to be a resolution of the 0-th
homology group H0 x of x (we call such a complex 0-spherical) in terms of the grade of the
Fitting ideals of boundary morphisms of the complex x. (See Theorem 5.18 and also [BJ93,
1.4.2].) The main goal of this paper is to give a variant of this theorem for certain multi-
complexes.
To state our problem precisely, we need to consider what is a natural generalization the notion
of 0-spherical complexes for multi-complexes. In this paper we restrict ourselves to a special
class of multi-complexes which we call cubes. We take the position that admisible cubes
introduced in [Moc13a] are the counterparts of 0-spherical complexes. In the papers [Moc13a],
[MS13] and [Moc13b], we studied resolution of modules by admissible cubes of free modules
and applied them to calculate the derived categories and the K-theory of modules.
To explain our result precisely, we need to introduce some notation. Let S be a finite set. We
denote the cardinality of the set S by #S. We write P(S) for the power set of S. We regard
P(S) as a category whose objects are subsets of S and whose morphisms are inclusions. An
S-cube in a category D is a contravariant functor from P(S) to D. Let x be an S-cube in D.
For any T ∈ P(S), we denote x(T ) by xT and call it the vertex of x (at T ). For any k ∈ T , we
also write dx,kT or shortly dkT for x(T r{k} →֒T ) and call it the (k-)boundary morphism of x (at
T ). (See Definition 2.5 and Example 2.6.) Let F k and Bk be the order preserving maps from
P(S r {k}) to P(S) defined by sending a subset U of S r {k} to U and U ∪ {k} respectively.
For any S-cube x in a category D and any k ∈ S, the compositions xBk and xF k are called
the backside k-face of x and the frontside k-face of x respectively. By a face of x, we mean
any backside or frontside k-face of x. (See Example 3.2.) Let S be a non-empty finite set and
x an S-cube in an additive category B. If we regard x as a multi-complex where x∅ is in degree
(0, · · · , 0), we will take its total complex Totx. (See Notations 3.5.)
Example 0.1 (See Notations 5.1 and Example 5.4). Let A be a commutative ring with unit
and C an abelian category enriched over the category of A-modules. Namely for any pair of
objects x and y in C, the set of morphisms from x to y, HomC(x, y) has a structure of A-module
and the composition of morphisms HomC(x, y) × HomC(y, z) → HomC(x, z) is an A-bilinear
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homomorphism for any objects x, y and z in C. In particular, it induces a homomorphism of
A-modules HomC(x, y) ⊗A HomC(y, z) → HomC(x, z). For any object x in C and any element
a in A, we write ax for the morphism a idx : x → x. A typical example of C is the category
of A-modules. Let fS = {fs}s∈S a family of elements in A and x an object in C. We define
the S-cube Typ(fS ;x) in C, called the typical cubes associated with fS and x, as follows.
For any T ∈ P(S) and any element t in T , we put Typ(fS ;x)T = x and d
t,Typ(fS ;x)
T := (ft)x.
In particular, if C is the category of A-modules, then TotTyp(fS ;A) is isomorphic to the usual
Koszul complex associated with the family of elements fS .
In particular, we study a specific class of cubes in an abelian category which is a categorical
variant of the notion about regular sequences in commutative rings. Let S be a finite set and
A an abelian category. Let us fix an S-cube x in A. For each k ∈ S, the k-direction 0-
th homology of x is the S r {k}-cube Hk0(x) in A defined by Hk0(x)T := CokerdkT∪{k}. When
#S = 1, we say that x is admissible if its unique boundary morphism is a monomorphism. For
#S > 1, we define the notion of an admissible cube inductively by saying that x is admissible
if its boundary morphisms are monomorphisms and if for every k in S, Hk0(x) is admissible.
(See Definition 3.13.)
The relationship between admissibility of cubes and the classical notion of regular sequences
are summed up with the following way. For any elements f1, · · · , fq in A and an object x in C,
we simply write x/(f1, · · · , fq) for x/((f1)x, · · · , (fq)x). Let us fix an object x in C. A sequence
of elements f1, · · · , fq in A is an x-regular sequence if every fi is a non-unit in A, if (f1)x is a
monomorphism in C and if (fi+1)x/(f1,··· ,fi) is a monomorphism for any 1 ≤ i ≤ q − 1. A finite
family {fs}s∈S of elements in A is an x-sequence if {fs}s∈S forms an x-regular sequence with
respect to every ordering of the members of {fs}s∈S. Let fS = {fs}s∈S be a family of elements
in A. Then the S-cube Typ(fS ;x) is admissible if and only if the family fS is an x-sequence.
(See Notations 5.5 and Lemma 5.6.) There are several characterizations of admissibility of
cubes in an abelian category. In particular, the admissibility of a cube x gives a sufficient
condition that the cube x is a resolution of the 0-th homology group H0 Totx of Totx. (See
Theorem 3.15 for details.)
In our main theorem, we give a sufficient condition of admissibility of cubes. To state the main
theorem, we introduce some terminology about a categorical variant of adjugates of matrices.
The existence of regular adjugates of cubes implies the condition about the grade of the Fitting
ideals of boundary morphisms of complexes in the Buchsbaum-Eisenbud theorem in [BE73].
(See Proposition 5.19.) Let S be a finite set and C be an abelian category as in Example 0.1.
An adjugate of an S-cube x in C is a pair (a, d∗) consisting of a family of elements a = {as}s∈S
in A and a family of morphisms d∗ = {dt∗T : xTr{t} → xT }T∈P(S),t∈T in C which satisfies the
following two conditions.
(i) We have the equalities dtT dt∗T = (at)xTr{t} and d
t∗
T d
t
T = (at)xT for any T ∈ P(S) and t ∈ T .
(ii) For any T ∈ P(S) and any two distinct elements a and b ∈ T , we have the equality dbT da∗T =
da∗Tr{b}d
b
Tr{a}. An adjugate of an S-cube (a, d∗) is regular if a forms xT -sequence for any
T ∈ P(S). (See Definition 5.7.) Example 5.8 shows how to relate the notion about adjugates
of cubes and the classical notion about adjugates of matrices. The following theorem is the
main theorem in this paper.
Theorem 0.2 (A part of Theorem 5.14). Let C be an abelian category as in Example 0.1 and
x be an S-cube in C. If x admits a regular adjugate, then x is admissible.
2-dimensional cubes whose boundary morphisms are monomorphisms are admissible if and
only if it is Cartesian. (See Example 3.14.) However a similar statement is no longer valid for
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higher dimensional cubes. Cartesian cubes (we call them fibered cubes in Definition 2.20)
are not necessarily admissible. Theorem 0.2 provides a useful criterion for a Cartesian cube
to be admissible. As application we can derive, as an immediate consequence of the main
theorem, a property stated in Corollary 5.15 of regular sequences, for which one of the author
gave a proof in [Moc13a, Lemma 4.2] by a more straightforward but complicated method.
Theorem 5.14 is a consequence of Theorem 0.3 which is a purely general theorem in category
theory. For any natural number n, let [n]S be the partially ordered set of maps from S to the
totally ordered set of integers k satisfying 0 ≤ k ≤ n. Let 2 : [1]S → [2]S and eT : [1]S → [2]S be
order preserving maps defined by sending a map f : S → [1] to 2f : S → [2] and f +χT : S →
[2] respectively where χT is the characteristic function of T on S. (Compare Example 2.3.) A
double S-cube x in a category D is a contravariant functor from [2]S to D. (See Example 2.6.)
Theorem 0.3 (Double cube theorem). Let x be a double S-cube in an abelian category A.
We assume that the following conditions hold.
(1) The S-cube x2 is admissible.
(2) For any ordering pair j < j′ in [2]S, x(j < j′) is a monomorphism in A.
(3) If #S ≥ 3, all faces of the S-cube xeT are admissible for any proper subset T of S.
Then the S-cube xeS is also an admissible S-cube.
The proof of Theorem 0.3 will be given at 4.11. We explain the structure of this paper. In sec-
tion 1, we introduce and study the notion about universally admissible families in a lattice which
is a lattice theoretic variant of regular sequences in commutative ring theory. In section 2, we
introduce and study the notions of (co)cubes and fibered cubes. In section 3, we review and
establish the foundation of admissible cubes in an abelian category from [Moc13a]. In sec-
tion 4, we develop an abstract version of the main theorem. In section 5, we state and prove
the main theorem. The standard results in this paper will be frequently utilized in the authors’
subsequent works about studying the weight of Adams operations on topological filtrations of
K-theory of commutative regular local rings.
Conventions.
0.1 General assumptions
Throughout this paper, we use the letters A, D, A, S and P to denote a commutative ring with
unit, a category, an abelian category, a set and a partially ordered set respectively.
0.2 Partially ordered sets
0.2.1. For two elements a, b in a partially ordered set P , we write [a, b] for the set of all elements
u in P satisfying a ≤ u ≤ b. We regard [a, b] as a partially ordered subset of P if a ≤ b and
[a, b] = ∅ if otherwise. We often use this notation when P = Z is the partially ordered set of
integers.
0.2.2. For a non-negative integer n and a positive integer m, we denote [0, n] and [1,m] by [n]
and (m] respectively.
0.2.3. The trivial ordering ≤ on a set S is defined by x ≤ y if and only if x = y.
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0.2.4. An element x in a partially ordered set P is said to be maximal (resp. minimal) if for
any element a in P , the inequality x ≤ a (resp. a ≤ x) implies the equality x = a. An element x
in a partially ordered set P is maximum (resp. minimum) if the inequality a ≤ x (resp. x ≤ a)
holds for any elements a in P .
0.2.5. For any set S, we write P(S) for its power set. Namely P(S) is the set of all subsets of
S. We consider P(S) to be a partially ordered set under inclusion.
0.3 Category theory
0.3.1. We say a categoryX is locally small (resp. small) if for any objects x and y, HomX (x, y)
forms a set (resp. if X is locally small and ObX forms a set).
0.3.2. For two categories X and Y, we denote the (large) category of functors from X to Y by
YX . Here the morphisms between functors from X to Y are just natural transformations.
0.3.3. We regard a partially ordered set P as a category in a natural way. Namely, P is a
small category whose set of objects is P and for any elements x and y in P , HomP (x, y) is the
singleton {(x, y)} if x ≤ y and is the empty set ∅ if otherwise. In particular, we regard any set
S as a category by the trivial ordering on S.
0.4 Chain complexes
For a chain complex, we use the homological notation. Namely a boundary morphisms are of
degree −1.
1 Universally admissible families in lattices
In this section, we study the notion about (universally) admissible families in lattices. Let us
start by recalling some basic concepts about lattices.
Definition 1.1 (Lattice). A lattice L is a partially ordered set such that for any elements a and
b in L, their supremum a ∨ b and their infimum a ∧ b exist. We call a ∨ b (resp. a ∧ b the join
(resp. the meet) of a and b.
Notations 1.2. Let S be a non-empty finite set and x = {xs}s∈S a family of elements in a
lattice L.
(1) For any subset T of S, we denote the subfamily {xt}t∈T by xT .
(2) We write x∨S or
∨
s∈S
xs (resp. x∧S or
∧
s∈S
xs) for sup{xs; s ∈ S} (resp. inf{xs; s ∈ S}) and call
x∨S (resp. x∧S) the join (resp. meet) of a family x. For any non-empty subset T of S, we write
x∨T and x∧T for (xT )
∨T and (xT )
∧T respectively. If the lattice L has the maximum element 1,
we use the notation x∧S or
∧
s∈S
xs for S = ∅, which stands for the element 1.
(3) We write x∨y (resp. x∧y) for a family {xs∨y}s∈S (resp. {xs∧y}s∈S). We have the following
inequalities.
(x∧y)∨S ≤ x∨S ∧y. (1)
(x∨y)∧S ≥ x∧S ∨y. (2)
4
Definition 1.3 (Ideals). A subset I of a partially ordered set P is an ideal if for any pair of
elements x ≤ y of P , x ∈ I implies y ∈ I. We write Ideal(P ) for the set of all ideals in P .
Remark 1.4 (Semi-modular law). Let L be a lattice and a, b and c elements in L such that
a ≤ c. Then we have the following inequality called the semi-modular law.
a ∨ (b ∧ c) ≤ (a ∨ b) ∧ c. (3)
Lemma-Definition 1.5 (Modular lattice). A lattice L is modular if the following equivalent
conditions hold.
(1) For any elements a, b and c in L such that a ≤ c, the following equality called the modular
law holds.
a ∨ (b ∧ c) = (a ∨ b) ∧ c. (4)
The modular law is equivalent to the inequality
a ∨ (b ∧ c) ≥ (a ∨ b) ∧ c (5)
by the inequality (3) in Remark 1.4.
(2) For any elements a, b and c in L such that a ≤ b, the equalities a∨c = b∨c and a∧c = b∧c
imply the equality a = b.
Proof. First we assume that condition (1) holds. Then for any elements a, b and c in L such
that a ≤ b, a ∨ c = b ∨ c and a ∧ c = b ∧ c, we have the equalities
a = a ∨ (a ∧ c) = a ∨ (b ∧ c) = (a ∨ c) ∧ b = (b ∨ c) ∧ b = b.
Next we assume that condition (2) holds. Then for any elements a, b and c in L such that a ≤ c,
we put x = a∨ (b ∧ c) and y = (a ∨ b)∧ c. Then we have x ≤ y, x ∨ b = y ∨ b and x ∧ b = y ∧ b.
Hence we have the equalities
a ∨ (b ∧ c) = x = y = (a ∨ b) ∧ c.
Example 1.6 (Well-powered abelian category). An abelian category A is well-powered if
for any object x in A, the isomorphism class of subobjects of x which is written by P(x) forms
a set. For example, it is well-known that if A is the category of A-modules, then A is well-
powered. We claim that for any object x in a well-powered abelian category A, the set P(x) is
a modular lattice with respect to the ordering given by the inclusion. For any abelian category
A, for any object x in A and for any family of subobjects x = {xs֌x}s∈S indexed by a set S,
we write P(x) for the sublattice of P(x) generated by x. Then P(x) is a modular lattice.
Proof of the claim in Example 1.6. In general, for any subobjects a ⊂ b and c ⊂ d of x, we
have the short exact sequence
(b ∧ d)/(a ∧ c)֌ b/a⊕ d/c։(b ∨ d)/(a ∨ c). (6)
By putting c = d in the short exact sequence (6) above, it turns out that the equalities a∧c = b∧c
and a ∨ c = b ∨ c imply the equality a = b. Hence P(x) is modular by Lemma-Definition 1.5
(2).
Definition 1.7 (Distributive, regular and (universally) admissible sequences). Let L be
a lattice, r a positive integer and x = {xs}s∈S a non-empty family of elements in L and y an
element in L.
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(1) We say that a pair (x, y) is distributive if we have an equality x∨S ∧y = (x∧y)∨S . It is
equivalent to the condition that x∨S ∧y ≤ (x∧y)∨S by the inequality (1) in Notation 1.2.
(2) We say that the family x is strictly distributive (resp. admissible) if #S ≤ 1 or if #S ≥ 2
and if for any element t in S (resp. for any non-empty proper subset T of S and for any element
t in S r T ) a pair (xSr{t}, xt) (resp. (xT , xt)) is distributive.
(3) We say that a sequence z1, · · · , zr of elements in L is regular if r = 1 or if r ≥ 2 and for
any integer i ∈ [2, r], a pair ({zj}1≤j≤i−1, zi) is distributive.
(4) We say that the family x is universally admissible if for any two non-empty subsets U
and V of S with U ∩ V = ∅, the pair (xU , x∧V ) is distributive, or equivalently, if for any disjoint
decomposition S = U ⊔ V such that U 6= ∅, a family xU ∧ x∧V is admissible.
Remark 1.8 (Universally admissible sequences). Let S be a finite set, T a non-empty sub-
set of S and x = {xs}s∈S a family of elements in a lattice L. Then
(1) If a family x is admissible (resp. universally admissible), then a family xT is also admissible
(resp. universally admissible).
(2) If #S ≤ 2, then a family x is universally admissible.
(3) If #S ≥ 3, a family x is universally admissible if and only if x satisfies the following two
conditions.
(i) x is admissible.
(ii) xSr{s} ∧xs is universally admissible for any s ∈ S.
(4) In particular if #S = 3, then a family x is universally admissible if and only if x is admissible.
Proof. Assertion (1) for the admissible case is trivial. Let us assume that a family x is uni-
versally admissible. For any disjoint decomposition T = U ⊔ V such that #U ≥ 3, a family
x(SrT )⊔U ∧ x
∧V is admissible by the assumption. Therefore a family xU ∧ x∧V is also admis-
sible by the assertion for the admissible case. Hence a family xT is universally admissible.
Next we prove assertion (3). Let us assume that a family x satisfies conditions (i) and (ii)
and let us fix a pair of disjoint subsets U and V of S such that S = U ⊔ V and #U ≥ 3. If
V = ∅, then xU ∧ x∧V = x is admissible by condition (i). If there exists an element s in V ,
then xU ∧ x∧V = (xSr{s} ∧xs)U ∧ (xSr{s} ∧xs)
∧Vr{s} is admissible by condition (ii). Hence x
is universally admissible. Assertion of the other direction is trivial. Assertions (2) and (4) are
easy.
Example 1.9 (Regular sequences). Let A be a commutative ring with unit, M an A-module,
r an integer such that r ≥ 3 and f1, · · · , fr a sequence of non-unit elements in A. Let us recall
that we say a sequence f1, · · · , fr is M -regular if the multiplication by f1, M →M is injective
and for any i ∈ (r − 1], the multiplication by fi+1, M/(f1, · · · , fi)M → M/(f1, · · · , fi)M is
injective. Now assume that a sequence fi, fj is a M -regular sequence for any 1 ≤ i, j ≤ r
with i 6= j. Then a sequence f1M, · · · , frM in P(M) is a regular sequence if and only if the
sequence f1, · · · , fr is M -regular. (See also Lemma 5.6.)
Example 1.10 (Distributive lattices). We say that a lattice L is distributive if for any finite
subset x = {xs}s∈S of L indexed by a non-empty finite subset S with #S ≥ 2, a pair (xSr{s}, xs)
is distributive for any s ∈ S. For any non-empty finite subset x = {xs}s∈S of L, we consider the
following three assertions.
(1) The sublattice of L generated by x is distributive.
(2) The map Ideal(P(S)) → L defined by sending an ideal I to an element ∨
V ∈I
x∧V in L
preserves the meet operation.
(3) The set {x∧V ;V ⊂ S} is admissible.
Then assertions (1) and (2) are equivalent and assertion (2) implies assertion (3). Moreover
if x satisfies assertion (3), then x is universally admissible.
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Proposition 1.11. Let L be a lattice, S a non-empty finite set, x = {xi}i∈S a family of elements
in L and y an element in L. Assume that the following two conditions hold.
(1) The family x is admissible (resp. universally admissible).
(2) If #S ≥ 2, then for any element s ∈ S and any non-empty subset U of S r {s}, a pair
(xU ∧xs, y) is distributive. (Resp. For any pair of non-empty disjoint subsets U and V of S such
that #V ≥ 2 and any element v ∈ V , a pair (xU ∧ x∧V , x∧Vr{v} ∧y) is distributive).
Then a family x∧y is also admissible (resp. universally admissible).
Proof. We first prove the assertion for the admissible case. What we need to prove is that
the family xU ∧y is strictly distributive for any non-empty subset U of S. We shall assume that
k := #U ≥ 3 and we put U = {i1, · · · , ik}. Then without loss of generality, we just need to
check the following (in)equalities.
k−1∨
j=1
(xij ∧xik ∧ y) =I

k−1∨
j=1
(xij ∧ xik)
∧ y =II
k−1∨
j=1
xij
∧ (xik ∧ y) ≥

k−1∨
j=1
(xij ∧ y)
∧ (xik ∧ y)
where the equality I follows from assumption (2) and the equality II follows from assumption
(1). Next we prove the assertion for the universally admissible case. What we need to prove
is that for any disjoint decomposition U ⊔V = S such that U 6= ∅, xU ∧ x∧V ∧y is admissible. To
prove the assertion above, we apply this Proposition 1.11 for the admissible case to the family
xU ∧ x
∧V and the element x∧V ∧y. What we need to check is the following two conditions.
(i) The family xU ∧ x∧V is admissible.
(ii) For any u ∈ U and any non-empty subset W of U r {u}, a pair (xW ∧ x∧V ⊔{u}, x∧V ∧y) is
distributive.
Condition (i) is a consequence of assumption (1) and condition (ii) is just assumption (2).
Hence we get the desired result.
Corollary 1.12. Let L be a lattice, S a non-empty finite set and a = {as}s∈S , b = {bs}s∈S fam-
ilies of elements indexed by S in L such that as ≥ bs for any s ∈ S. Assume that the following
two conditions hold.
(1) The family b is admissible (resp. universally admissible).
(2) If #S ≥ 2, then for any proper subset W of S, any non-empty subset U of S such that
#U ≥ 2, any elements u ∈ U and s ∈ S r W , a pair (bUr{u} ∧bu ∧ a∧W , as) is distribu-
tive. (Resp. If #S ≥ 2, then for any proper subset W of S, any pair of disjoint non-empty
subsets U and V of S such that #V ≥ 2 and any elements s ∈ S rW and v ∈ V , a pair
(bU ∧ b
∧V ∧ a∧W , b∧Vr{v} ∧ a∧W⊔{s}) is distributive).
Then a family b∧ a∧S is also admissible (resp. universally admissible).
Proof. We set r := #S. We may assume without loss of generality that S = (r] and r ≥ 2.
For any integers k ∈ [−1, r − 1] and s ∈ S, we set c(k)s = bs ∧ a∧[r−k,r] and c(k) := {c(k)s }s∈S .
Notice that c(−1) = b and c(r−1) = b∧ a∧S .
Claim. For any integer k ∈ [−1, r − 1], the family c(k) is admissible (resp. universally admissi-
ble).
We prove the claim by induction on k. For k = −1, the assertion is nothing but assumption (1).
Let us assume that the assertion is true for some integer k ∈ [−1, r − 2]. Notice that we have
the equality c(k+1)s = c(k)s ∧ ar−k−1 for any s ∈ (r]. We apply Proposition 1.11 to the family c(k)
and the element ar−k−1. What we need to check is the following two conditions.
(a) The family c(k) is admissible (resp. universally admissible).
(b) For any element s ∈ S and any non-empty subset U of Sr{s}, a pair (c(k)U ∧c
(k)
s , ar−k−1) is
7
distributive. (Resp. For any pair of non-empty subsets U and V of S and any element v ∈ V ,
a pair (c(k)U ∧c(k)
∧V
, ar−k−1 ∧ c(k)
∧Vr{v}
) is distributive).
Condition (a) is just an inductive hypothesis and condition (b) follows from assumption (2).
Hence the family c(k+1) = c(k) ∧ar−k−1 is admissible (resp. universally admissible), which
completes the proof of the claim. Since c(r−1) = b∧ a∧(r], we obtain the desired result.
Remark 1.13. (1) In the situation Corollary 1.12 condition (2), we shall assume s 6= u for the
admissible case and s 6= v for the universally admissible case.
(2) Moreover if we assume that L is modular, then we shall assume that W ∪ U 6= S and that
s is not in U for the universally admissible case.
Proof. (1) For the admissible case (resp. the universally admissible case), if we assume u = s
(resp. v = s), then we have the (in)equality
bk ∧ bu ∧ a
∧W ≤ as (resp. bk ∧ b∧V ∧ a∧W ≤ b∧Vr{v} ∧ a∧W⊔{s}).
Therefore we have the equality ∨
k∈Ur{u}
(bk ∧ bu ∧ a
∧W )
 ∧ as = ∨
k∈Ur{u}
(bk ∧ bu ∧ a
∧W )
(resp.
{∨
k∈U
(bu ∧ b
∧V ∧ a∧W )
}
∧ (a∧W⊔{s} ∧ b∧Vr{v}) =
∨
k∈U
(bu ∧ b
∧V ∧ a∧W )).
Therefore a pair (bUr{u} ∧bu ∧ a∧W , as) (resp. (bU ∧ b∧V ∧ a∧W , b∧Vr{v} ∧ a∧W⊔{s})) is dis-
tributive.
(2) Let us assume that s is in U . Then since we have the inequality
bs ∧ b
∧V ∧ a∧W ≤ b∧Vr{v} ∧ a∧W⊔{s},
we have the equalities{∨
k∈U
(bu ∧ b
∧V ∧ a∧W )
}
∧ (a∧W⊔{s} ∧ b∧Vr{v})
=
(bk ∧ bs ∧ a∧W ) ∨
 ∨
k∈Ur{s}
(bu ∧ b
∧v ∧ a∧W )

 ∧ (a∧W⊔{s} ∧ b∧Vr{v})
= (bk ∧ bs ∧ a
∧W ) ∨
 ∨
k∈Ur{s}
(bu ∧ b
∧v ∧ a∧W )
 ∧ (a∧W⊔{s} ∧ b∧Vr{v})

by the modularity of L. Hence we shall assume that s is in U by replacing U r {s} with U .
2 Cubes
In this section, we introduce the notions of cubes. Let S be a set, P a partially ordered set and
D a category.
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Definition 2.1 (Successor, Precessor). Let x be an element in a partially ordered set P . A
successor (resp. predecessor) of x in P is an element t in P such that x < t (resp. x > t)
and there exists no element u in P such that x < u < t (resp. x > u > t). If P is a totally
ordered set, then the successor (resp. predecessor) of x is uniquely determined if it exists and
we denote it by Suc(x) (resp. Pre(x)).
Notations 2.2. The set of maps from S to P is denoted by PS . We define the ordering ≤ on
PS by f ≤ g if and only if f(s) ≤ g(s) for any element s in S. Then PS is a partially ordered
set. If P is a lattice, then PS is also a lattice. Here for two elements f , g in PS , the maps
f ∨ g, f ∧ g : S → P send s to f(s) ∨ g(s) and f(s)∧ g(s) respectively, for each element s in S.
(Comapare with Conventions (4) (iii).) Notice that we have the equality as partially ordered
sets
(PS)
op
= (P op)
S
. (7)
Example 2.3 ((Double) Power sets). (1) For any subset T of S, we denote the characteristic
function (of T on S) by χT : S → [1]. Namely χT (s) = 1 if s is in T and otherwise χT (s) = 0.
We write P(S) for the power set of S. Namely P(S) is the set of all subsets of S. We regard
P(S) as a partially ordered set ordered by set inclusion, a fortiori, a category. We also write
P ′(S) for the set P(S)r {∅}. We have the canonical isomorphism of partially ordered sets
P(S)
∼
→[1]S (8)
which is defined by sending a subset T of S to the characteristic function χT of T on S. If we
regard [1] as the Sierpinski space, namely the topolgical space whose class of open sets is
{∅, {1}, {0, 1}}, and S as a discrete topological space, then P(S) ∼→[1]S inherits the compact-
open topolgy from [1] and S. The class of open sets of P(S) is the set of all ideals Ideal(P(S)).
(2) For any ordered pair of disjoint subsets (U, V ) of S, we define the characteristic function
(of (U, V ) on S) χU,V : S → [2] as follows. For any element s in S, χU,V (s) is 0 if s is in
Sr (U ⊔V ), is 1 if s is in U and is 2 if s is in V . We denote the set of all ordered pairs of disjoint
subsets of S by DP(S). Namely
DP(S) := {(U, V ) ∈ P(S)× P(S);U ∩ V = ∅}.
We define the ordering ≤ on DP(S) by declaring to be (U, V ) ≤ (U ′, V ′) if and only if V ⊂ V ′
and U ⊂ U ′ ⊔ V ′. Then DP(S) is a partially ordered set. We have the canonical isomorphsim
of partially ordered sets
DP(S)
∼
→[2]S (9)
which is defined by sending an ordered pair of subsets (U, V ) of S to the characteristic function
χU,V of (U, V ) on S.
(3) For any pair of maps (f, g) from S to [1], we define the map f + g : S → [2] by sending an
element s in S to f(s) + g(s). Then we have the map
+ : [1]S × [1]S → [2]S .
By the virtue of isomorphisms (8) and (9), we also have the map
+ : P(S)× P(S)→ DP(S), (U, V ) 7→ U+V := (U ⊖ V, U ∩ V ).
For any element T in P(S), we write eT for the map from P(S) to DP(S) which is sending a
subset U of S to the element U+T in DP(S). For any pair of disjoint subsets (U, V ) in DP(S)
and for any disjoint decomposition U = A ⊔B, we have the equality
(U, V ) = eA⊔V (B ⊔ V ). (10)
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Notations 2.4. Let U be an element in PS and s an element in S. We write s ∈ SuppU for the
condition that U(s) is not a minimal element in P . Now let us assume that P is a totally ordered
set, s ∈ U and there exists the element PreU(s). Then we define the map U r {s} : S → P by
putting that U r {s}(t) is Pre(U(s)) if s = t and, is U(t) if s 6= t. Then obviously we have the
inequality U r {s} < U . These notations are compatible with the usual ones when P = [1].
Definition 2.5 (Cubes). An (S, P )-cube (resp. (S, P )-cocube) in a category D is a con-
travariant (resp. covariant) functor from PS to D. We denote the category of (S, P )-cubes
(resp. (S, P )-cocubes) in D by Cub(S,P )D (resp. CoCub(S,P )D). Here the morphisms be-
tween (S, P )-(co)cubes are just natural transformations. The associations D 7→ Cub(S,P )D
and D 7→ CoCub(S,P )D give endofunctors on the category of (small) categories. For any
(S, P )-(co)cube x in D, any element T in PS , we write xT for x(T ) and call it the vertex of x
(at T ). We say that an (S, P )-cocube (resp. (S, P )-cube) x in a category D is monic if for any
pair of elements U and V in PS such that U ≤ V (resp. V ≤ U ), x(U ≤ V ) is a monomorphism
in D. Now assume that P is a totally ordered set and let s be an element in S such that s ∈ U
and there exists the element PreU(s) in P . We write ds,xU or shortly dsU for x(U r {s} < U) and
call it the (s-)boundary morphism of x (at T ).
Example 2.6. (1) If P is a singleton P = {∗}, then an (S, P )-(co)cube x in a category D is just
a family {xs}s∈S of objects in D indexed by S.
(2) If P = [1], then an (S, P )-cube (resp. (S, P )-cocube) x in a category D is regarded as
a contravariant (resp. covariant) functor from P(S) to D by the isomorphism (8). We simply
call (S, [1])-(co)cubes S-(co)cubes and we write CubS D (resp. CoCubS D) for Cub(S,[1])D
(resp. CoCub(S,[1])D).
(3) If P = [2], then an (S, P )-cube (resp. (S, P )-cocube) x in a category D is regarded as a
contravariant (resp. covariant) functor from DP(S) to D by the isomorphism (9). We simply
call (S, [2])-(co)cubes double S-(co)cubes and we write DCubS D (resp. CoDCubS D) for
Cub
(S,[2])D (resp. CoCub(S,[2])D). For any double S-(co)cube x, any pair of disjoint subsets
(U, V ) of S and any element s ∈ U ⊔ V , we write xU,V and ds,xU,V (or shorty dsU,V ) for x(U,V ) and
ds,x(U,V ).
Definition 2.7 (Pull-back of cubes). Let S and T be sets, P and Q partially ordered sets
and f : PS → QT an order-preserving map. Then composition with f induces the canonical
natural transformations f∗ : Cub(T,Q) → Cub(S,P ) and f∗ : CoCub(T,Q) → CoCub(S,P ). For
any (T,Q)-(co)cube x in a category D, we call f∗x the pull-back of x (along f ).
Definition 2.8 (Attachment of objects to cubes). Let S be a non-empty set, P a partially
ordered set with the minimum element m. We denote the minimum element in PS by ∅.
Moreover let x be an (S, P )-cube in a category D, f : x∅ → y a morphism in D. We define
an (S, P )-cube xf,y : (PS)
op
→ D as follows. xf,y is equal to x on PS r {∅} and we put
(xf,y)∅ := y and xf,y(∅ ≤ U) := f ◦ x(∅ ≤ U) for any element U in PS r {∅}. We call xf,y the
attachment of y to x (by f ).
Notations 2.9 (Dual (co)cube). Let T be a finite totally ordered set. Then we have a unique
isomorphism DT : T op ∼→T of partially ordered sets and the map DT induces an isomorphism
of partially ordered sets
(T S)
op
= (T op)
S
(DT )
S
∼
→ T S.
Let x be an (S, T )-cube (resp. (S, T )-cocube) in a category D. We define xˆ the dual (S, T )-
cocube (resp. dual (S, T )-cube) (of x) by xˆ := (x(DT )S)−1 (resp. xˆ := x(DT )S).
Example 2.10 (Dual of S-(co)cubes). Let x be an S-(co)cube in a category D. Then we have
the equalities xˆT = xSrT and dt,xˆT := d
t,x
(SrT )⊔{t} for any T ∈ P(S) and any t ∈ T .
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The following lemma is sometimes useful for studying morphisms of cubes.
Lemma 2.11. Let S be a set and P a totally ordered set and x and y (S, P )-cubes in a cate-
gory D. Then
(1) Let U and V be elements in PS such that U ≤ V and the set [U, V ] is a finite set. Then the
morphism x(U ≤ V ) is described as compositions of boundary morphisms.
(2) Assume that S and P are finite sets. Let f = {fU : xU → yU}U∈PS be a family of mor-
phisms in D. Then f : x→ y is a morphism of (S, P )-cubes in D if and only if for any U ∈ PS
and s ∈ U , we have the equality dy,sU fU = fUr{s}d
x,s
U .
Notations 2.12. Let D be a category closed under finite limits, {xs as→ x}s∈S and {ys bs→ y}s∈S
families of morphisms to objects x and y in D respectively indexed by a non-empty finite set
S = {s1, · · · , sr}, f : x → y a morphism in D and {fs : xs → ys}s∈S a family of morphisms in
D indexed by S such that bsfs = fas for any element s in S. Then we write
∏
x
s∈S
xs and
∏
f
s∈S
fs
for xs1 ×x xs2 ×x · · · ×x xsr and fs1 ×f fs2 × · · · ×f fsr : xs1 ×x · · · ×x xsr → ys1 ×y · · · ×y ysr
respectively.
Definition 2.13 (Coverings, associated cubes of coverings). Let P be a partially ordered
set with the minimum element m, S a non-empty finite set and x an object in a category D.
(1) A P -covering (of x indexed by a non-empty set S) is a family of contravariant functors
x := {xs : P op → D}s∈S such that xs(m) = x for any element s in S.
(2) Let us assume that S is a finite set and D is closed under finite limits. Then for any P -
covering x = {xs : P op → D}s∈S of an object x in D indexed by S, we can associate x with
the (P, S)-cube Fib x in D as follows. For any elements U and V in PS such that U ≤ V , we
put (Fib x)U :=
∏
x
s∈S
xs(U(s)) and (Fib x)(U ≤ V ) :=
∏
idx
s∈S
xs(U(s) ≤ V (s)). We call Fib x the
(S, P )-cube associated with the P -covering x.
Definition 2.14 (Pull-back of coverings). Let P and Q be partially ordered sets with the
minimum elements, f : P → Q an order preserving map preserving the minimum element, x
an object in a category D and x = {xs : Qop → D}s∈S Q-covering of x indexed by a non-empty
set S. Then we put f∗ x := {xsfop : P op → D}s∈S and call it the pull-back of x (along f ).
Example 2.15. For any positive integer m, the map m : [1]→ [m] which sends 0 to 0 and 1 to
m is order preserving map preserving the minimum element. Therefore for any [m]-covering x
of an object x in a category, we can define the [1]-covering m∗ x of x.
Notations 2.16. Let P and Q be partially ordered sets and f : P → Q an order preserving
map. For any set S, composition with f induces the order preserving map fS : PS → QS .
If P and Q possess the minimum elements and f preserves the minimum element, then PS
and QS also possess the minimum elements and the oredered map fS also preserves the
minimum element. The map fS is sometimes abbreviated to f .
Definition 2.17 (Attachment of morphisms to coverings). Let P be a partially ordered set
with the minimum element m, x := {xs : P op → D}s∈S a P -covering of an object x in a category
D indexed by a non-empty set S and f : x→ y a morphism in D.
(1) We define a partially ordered set P ∗ := P ⊔ {−∞} where −∞ is a symbol and p > −∞ for
any element p in P .
(2) We define ιP : P → P ∗ to be an order preserving map by sending an element p to p if
p 6= m and m to −∞.
(3) We define the P ∗-covering xf,y := {xsf,y : P ∗op → D}s∈S of y indexed by S as follows.
For any element s in S, xsf,y is equal to xs on P and xsf,y(−∞) = y and xsf,y(−∞ < p) :=
f ◦ xs(m ≤ p) for any element p in P .
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Example 2.18. Let P be a partially ordered set with the minimum element m, x := {xs : P op →
D}s∈S a P -covering of an object x in a category D indexed by a non-empty set S and f : x→ y
a monomorphism in D. Let us assume that D is closed under taking finite limits. Then we have
the canonical isomorphism
ι∗P Fib(xf,y)
∼
→ (Fib x)f,y. (11)
Example 2.19. Let P be a partially ordered set with the minimum element m, S a non-empty
finite set and x an (S, P )-cube in a category D.
(1) Recall the definition of the map ∅ : S → P from Definition 2.8. It is the minimum element in
PS . Namely, it sends any element in S to m.
(2) For any elements p in P and s in S, we define a map δs,p : S → P by sending an element
t in S to p if s = t and to m if s 6= t. Obviously for any elements p ≤ p′, we have an inequality
δs,p ≤ δs,p′ .
(3) We associate with x a P -covering U x := {xs : P op → D}s∈S of x∅ indexed by S as follows.
For any element s in S, we define xs : P op → D to be the functor which sends an element p in
P to xδs,p and any pair p ≤ p′ in P to x(δs,p ≤ δs,p′).
(4) If D is closed under finite limits and S is a non-empty finite set, then we have the canonical
morphism of (S, P )-cubes C(x) : x→ FibUx which is induced from the identity morphisms on
xδs,p for any elements s in S and p in P by the universal property of fiber products.
Definition 2.20 (Fibered cubes). Let P be a partially ordered set with the minimum element
m, S a non-empty finite set, D a category closed under finite limits. An (S, P )-cube x in D is
fibered if the canonical morphism of (S, P )-cubes C(x) : x→ FibUx is an isomorphism.
Lemma 2.21 (Compatibility of pull-backs). Let P and Q be partially ordered sets with the
minimum elements, f : P → Q an order-preserving map which preserves the minimum ele-
ment, S a non-empty set, D a category closed under finite limits.
(1) For a Q-covering indexed by S, x := {xs : Qop → D}s∈S of an object z in D, we have the
canonical isomorphism of (P, S)-cubes
Fib(f∗ x)
∼
→ f∗ Fib x .
(2) For a (Q,S)-cube x in D, we have the canonical equality of P -coverings
f∗ U x = U f∗x.
(3) For a fibered (Q,S)-cube y in D, the pull-back f∗y of y along f is a fibered (P, S)-cube.
Proof. For any elements s in S and p in P and any map U from S to P , we have the canonical
equalities
Fib(f∗x)U =
∏
z
s∈S
xs(fU(s)) = (f∗ Fibx)U and
fδs,p = δs,f(p).
Assertions (1) and (2) follow from the equalities above respectively. For assertion (3), we have
the commutative diagram of (P, S)-cubes.
f∗y
C(f∗y)
//
≀f∗C(y)

FibU f∗y
I
f∗ Fib y
∼
II
// Fib f∗ U y.
Since the morphisms f∗C(y), I and II are isomorphisms by assumption and assertions (1) and
(2), C(f∗y) is also isomorphism. Therefore f∗y is also fibered.
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Definition 2.22 (Power sets of cubes and coverings). Assume that P has the minimum
element m.
(1) Let x be a monic PS-cube in an abelian category A. Then we may ragard all vertices of x
as subobjects of x∅. We write P(x) for the sublattice of P(x∅) generated by all vertices of x.
(2) Let z be an object in A and z is a P -covering of z. Assume that Fib z is monic. Then we
write P(z) for P(Fib z).
Lemma 2.23 (Caracterization of fibered cubes). Let S be a finite set such that #S ≥ 2, then
the following conditions are equivalent for any S-cube x in a category D closed under finite
limits.
(1) The S-cube x is fibered.
(2) For any pair (s, t) of distinct elements in S and for any subset T ⊂ S r {s, t}, the commu-
tative diagram
xT⊔{s,t}
d
t,x
T⊔{s,t}
//
d
s,x
T⊔{s,t}

xT⊔{s}
d
s,x
T⊔{s}

xT⊔{t}
d
t,x
T⊔{t}
// xT
is a Cartesian square.
Proof. Obviously assertion (1) implies assertion (2). We prove the converse implication.
Namely we prove that C(x)T is an isomorphism for any T by induction on the cardinality of T .
If #T ≤ 1, then C(x)T is the identity morphism. For any subset T of S such that #T ≥ 2, we
fix a pair of distinct elements s and t in T . By hypothesis, the square
xT
d
s,x
T
//
d
t,x
T

xTr{s}
d
t,x
Tr{s}

xTr{t}
d
t,x
Tr{t}
// xTr{s,t}
is a Cartesian square. Since C(x)U is an isomorphism for any proper subset U of T by the
inductive hypothesis, C(x)T = C(x)Tr{t} ×C(x)Tr{s,t} C(x)Tr{s} is also an isomorphism by
the universal property of the fiber product (FibUx)T . Hence we get the desired assertion.
Example 2.24. Let D be a category closed under finite limits, S a non-empty finite set, x an
object in D, x = {xs : [2]op → D}s∈S a [2]-covering of x indexed by S and T a subset of S.
We set x |T := U e∗T Fib x, which is a [1]-covering of (Fib x)T,∅ indexed by S, where eT is as in
Example 2.3 (3). Then we have the canonical isomorphisms
e∗T (Fib x)
∼
→Fib(x |T ) (12)
2
∗(Fib x)
∼
→Fib(2∗ x) (13)
by Lemma 2.21 (1) and (3). Here 2 is as in Example 2.15.
Lemma 2.25 (Characterization of fibered double cubes). Let x be a double S-cube in a
category D closed under finite limits.
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(1) For any subset T of S, we have the commutative diagrams
e∗
T
x
e∗TC(x)
//
C(e∗T x)

e∗
T
(FibUx)
≀

Fib(U(e∗Tx)) ∼
// Fib((U x)|T )
2
∗x
2
∗C(x)
//
C(2∗x)

2
∗(FibUx)
≀

Fib(U(2∗x))
∼
// Fib(2∗(U x)).
(2) If #S ≥ 2, then the following conditions are equivalent:
(i) The S-cubes e∗Tx is fibered S-cubes for any subset T of S.
(ii) The S-cubes 2∗x and e∗Tx are fibered S-cubes for any proper subset T of S.
(iii) The double S-cube x is fibered.
(iv) The canonical morphism e∗TC(x) is an isomorphism of S-cubes for any subset T of S.
(v) The canonical morphisms 2∗C(x) and e∗TC(x) are isomorphisms of S-cubes for any proper
subset of S.
Proof. Assertion (1) is straightforward. In assertion (2), conditions (iii), (iv) and (v) are obvi-
ously equivalent. By the virtue of the assertion (1) and Lemma 2.23, condition (i) (resp. (ii))
is equivalent to condition (iv) (resp. (v)). Hence we get assertion (2).
Corollary 2.26. Let x be a monic double S-cube in an abelian category A. We put a :=
{x{s},∅}s∈S and b := {x∅,{s}}s∈S . Moreover let us assume that 2∗x and e∗Tx are fibered for
any proper subset T of S. Then we have the canonical isomorphism xU,V ∼→ a∧U ∧ b∧V as
subobjects of x∅,∅ for any (U, V ) in DP(S). Here the symbol ∧ means the meet in the lattice
P(x).
Proof. We shall only remark that in this case, fiber products of vertices of x over x∅,∅ is just
the wedge products in P(x). The assertions follow from Lemma 2.25.
3 Admissible cubes
In this section, we review some notations of admissible cubes introduced in [Moc13a]. Let S
be a finite set and A an abelian category.
Definition 3.1 (Restriction of cubes). Let U , V and W be a triple of subsets of S such that
U ∩ V = ∅ and U ⊔ V ⊂ W . We define iVU,W : P(U) → P(W ) to be the functor which sends a
set A ∈ P(U) to the disjoint union set A ⊔ V of A and V . Composition with iVU,S induces the
natural transformation (iVU,S)
∗
: CubS → CubU . (See Definition 2.7.) For any S-cube x in a
category D, we write x|VU for (iVU,S)
∗
x and call it the restriction of x (to U along V ). For any
pair of disjoint subsets U and V of S and subsets A ⊂ U and B ⊂ V , we have the following
commutative diagram.
P(S r (U ⊔ V ))
iA
Sr(U⊔V ),SrU
//
iA⊔B
Sr(U⊔V ),S
''◆
◆◆
◆◆
◆◆
◆◆
◆◆
iB
Sr(U⊔V ),SrV

P(S r U)
iBSrU,S

P(S r V )
iASrV,S
// P(S).
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In particular, for any S-cube x in C, we have the equalities
(x|ASrV )|
B
Sr(U⊔V ) = x|
A⊔B
Sr(U⊔V ) = (x|
B
SrU )|
A
Sr(U⊔V ). (14)
Example 3.2 (Faces of cubes). For any S-cube x in a category D and any k ∈ S, x|{k}Sr{k} and
x|∅Sr{k} are called the backside k-face of x and the frontside k-face of x respectively. By a
face of x, we mean any backside or frontside k-face of x. We write dk,x : x|{k}Sr{k} → x|∅Sr{k}
for the natural transformation from x|{k}Sr{k} to x|∅Sr{k} induced by the boundary morphisms
dk,xT⊔{k} : xT⊔{k} → xT for any T ∈ P(S r {k}).
Example 3.3. Let D be a category closed under finite limits and x an object in D and x =
{xs
dxs→ x}s∈S a family of morphisms to x. For any element s ∈ S, we obviously have the
canonical isomorphism
Fib(x)|∅Sr{s}
∼
→Fib(xSr{s}). (15)
Moreover if all dxs are monomorphisms, then we also have the canonical isomorphism
Fib(x)|
{s}
Sr{s}
∼
→Fib(xSr{s} ∧xs) (16)
where the symbol ∧ means the meet in P(x).
Definition 3.4 (Composition of cubes). Let x and y be S-cubes in a categoryD, s an element
in S and α : x|∅Sr{s} → y|
{s}
Sr{s} a morphism of S r {s}-cubes. We define x ◦s,α y to be an
S-cube as follows. Let T be a subset of S and t an element in T r {s}. (x ◦s,α y)T is xT if s
is in T , and is yT if s is not in T . The morphism dt,x◦s,αyT : (x ◦s,α y)T → (x ◦s,α y)Tr{t} is d
t,x
T
if s is in T r {t}, is dt,yT if s is not in T , and we put d
s,x◦s,αy
T := d
s,x
T αd
s,y
T . We call x ◦s,α y the
composition of S-cubes x and y (along s-direction by α).
Notations 3.5 (Total complexes). Let S be a non-empty finite set such that #S = n and x an
S-cube in an additive category B. Let us fix a bijection α from S to (n] and we will identify S
with the set (n] via α. We associate an S-cube x with total complex Totα x = Totx as follows.
Totx is a chain complex in B concentrated in degrees 0, . . . , n whose component at degree k
is given by
(Totx)k :=
⊕
T∈P(S)
#T=k
xT
and whose boundary morphism dTot xk : (Totx)k → (Totx)k−1 are defined by
(−1)
n∑
t=j+1
χT (t)
djT : xT → xTr{j}
on its xT component to xTr{j} component. Here χT is the characteristic function of T . (See
Example 2.3.)
Example 3.6 (Mapping cone). Let B be an additive category. For a chain morphism between
chain complexes f : a → b in B, we denote the canonical mapping cone of f by Cone f .
Namely Cone f is a complex in B and whose component at degree n is given by (Cone f)n =
an−1 ⊕ bn and whose boundary morphism dCone fn : (Cone f)n → (Cone f)n−1 are defined by
dCone fn =
(
−dan−1 0
−fn−1 dbn
)
. Let x be an S-cube in B. Then for any s ∈ S, we have the canonical
isomorphism
Cone(Tot ds,x : Tot(x|
{s}
Sr{s})→ Tot(x|
∅
Sr{s}))
∼
→Totx (17)
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In particular, if B is an abelian category, then we have the long exact sequence
· · · → Hp+1 Totx→ HpTot(x|
{s}
Sr{s})→ HpTot(x|
∅
Sr{s})→
HpTotx→ Hp−1 Tot(x|
{s}
Sr{s})→ Hp−1 Tot(x|
∅
Sr{s})→ · · · . (18)
Definition 3.7 (Spherical complexes, spherical cubes). Let n be an integer. We say that a
complex y in an abelian category A is n-spherical if Hk(y) = 0 for any k 6= n. We say that an
S-cube x in an abelian category A is n-spherical if the complex Totx is n-spherical.
By the long exact sequence (18) in Example 3.6, we can easily get the following result.
Lemma 3.8 (Homology groups of Total complexes). Let x be an S-cube in an abelian
category A and let us assume that x|∅Sr{s} is 0-spherical, then we have the canonical isomor-
phisms
HpTotx
∼
→

CokerH0 Tot d
s,x if p = 0
KerH0 Tot d
s,x if p = 1
Hp−1 Tot(x|
{s}
Sr{s}) if p ≥ 2.
(19)
Here ds,x is as in Example 3.2.
Example 3.9. Let x be an S-cube inA such that all boundary morphisms are monomorphisms.
Then for any s ∈ S, we have the isomorphism
Ker(H0 Tot d
s,x : H0 Totx|
{s}
Sr{s} → H0 Totx|
∅
Sr{s})
∼
→
( ∨
t∈Sr{s}
Im dt,x{t}
)
∧ Im ds,x{s}∨
t∈Sr{s}
(Im dt,x{t} ∧ Im d
t,x
{s})
(20)
where the symbols ∨ and ∧ are the join and the meet in P(x∅) respectively. Therefore the
morphism H0 Tot ds,x is a monomorphism if and only if a pair of (a family of) subobjects
({Im dt,x{t}}t∈Sr{s}, Im d
s,x
{s}) is distributive in P(x∅).
Example 3.10. Let x and y be S-cubes in an additive category B, s an element in S and
α : x|∅Sr{s}
∼
→ y|
{s}
Sr{s} an isomorphism of S-cubes. Then we have a sequence of complexes of
S r {s}-cubes. 
x|
{s}
Sr{s}
ds,x

x|∅Sr{s}

id
→
→
ds,yα

x|
{s}
Sr{s}
ds,yαds,x

y|∅Sr{s}

αds,x
→
→
id

y|
{s}
Sr{s}
ds,y

y|∅Sr{s}

.
We regard the sequence above as
x→ x ◦s,α y → y (21)
and it is a distinguished triangle in the triangulated category of the homotopy category of chain
complexes of Sr {s}-cubes by the octahedron axiom. In particular if B is an abelian category,
we have a long exact sequence
· · · → Hp+1 Tot(y)→ HpTot(x)→ Hp Tot(x ◦s,α y)→
HpTot(y)→ Hp−1 Tot(x)→ Hp−1 Tot(x ◦s,α y)→ · · · . (22)
In particular, let n be a non-negative integer and if x and y are n-spherical, then x ◦s,α y is also
n-spherical.
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Definition 3.11 (Homology of cubes). Let us fix an S-cube x in A. For each k ∈ S,
the k-direction 0-th homology of x is the S r {k}-cube Hk0(x) in A defined by Hk0(x)T :=
CokerdkT∪{k}. For any T ∈ P(S) and k ∈ S r T , we denote the canonical projection morphism
xT ։H
k
0(x)T by πk,xT or simply πkT .
Example 3.12 (Motivational example). Let fS = {fs}s∈S be a family of elements in A. The
typical cube associated with fS = {fs}s∈S is an S-cube in the category of A-modules de-
noted by TypA(fS) and defined by TypA(fS)T = A and d
TypA(fS),t
T = ft for any T ∈ P(S)
and t ∈ T . The complex TotTypA(fS) is the usual Koszul complex associated with a family
fS . If the family fS forms a regular sequence with respect to every ordering of the members
of fS , then for any k ∈ (#S] and any distinct elements s1, · · · , sk in S, boundary maps of
Hs10 (· · · (H
sk
0 (TypA(fS))) · · · ) are injections.
Definition 3.13 (Admissible cubes). Let us fix an S-cube x in A. When #S = 1, we say that
x is admissible if x is monic, namely if its unique boundary morphism is a monomorphism. For
#S > 1, we define the notion of an admissible cube inductively by saying that x is admissible
if x is monic and if for every k in S, Hk0(x) is admissible. If x is admissible, then for any
distinct elements i1, . . . , ik in S and for any automorphism σ of S, the identity morphism on
x|∅Sr{i1,...,ik} induces an isomorphism
Hi10 (H
i2
0 (· · · (H
ik
0 (x)) · · · ))
∼
→H
iσ(1)
0 (H
iσ(2)
0 (· · · (H
iσ(k)
0 (x)) · · · )) (23)
(cf. [Moc13a, 3.11]). For an admissible S-cube x and a subset T = {i1, . . . , ik} ⊂ S, we set
HT0 (x) := H
i1
0 (H
i2
0 (· · · (H
ik
0 (x)) · · · )) and H∅0(x) = x. By virtue of the isomorphism (23), the
definition of HT0 (x) does not depend upon an ordering of the sequence i1, . . . , ik, up to isomor-
phisms. Notice that HT0 (x) is an S r T -cube for any T ∈ P(S). We have the isomorphisms
Hp(Tot(x))
∼
→
{
HS0 (x) for p = 0
0 otherwise.
(24)
(See [Moc13a, 3.13].) We denote the full subcategory of CubS(A) consisting of those admis-
sible cubes by CubSadm(A). The category CubSadm(A) is closed under extensions in CubS(A)
by [Moc13a, 3.20] and therefore it naturally becomes an exact category.
Example 3.14 (Admissible squares). Let x be a {1, 2}-cube in an abelian category such that
the boundary morphisms d1,x{1} and d
2,x
{2} are monomorphisms. Then we can easily prove that
the following conditions are equivalent.
(1) The cube x is 0-spherical.
(2) The cube x is admissible.
(3) The diagram
x{1,2}
d
2,x
{1,2}
//
d
1,x
{1,2}

x{1}
d
1,x
{1}

x{2}
d
2,x
{2}
// x∅
is a Cartesian square.
Theorem 3.15 (Characterization of admissibility). (cf. [Moc13a, 3.15]). Let x be an S-cube
in an abelian category A. Then the following conditions are equivalent.
(1) The S-cube x is admissible.
(2) All faces of the S-cube x are admissible and the S-cube x is 0-spherical.
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(3) All frontside faces of the S-cube x are admissible and the S-cube x is 0-spherical.
(4) The cube x|∅T is admissible for any T ∈ P(S).
Proof. The equivalence of conditions (1) and (2) is proven in [Moc13a, 3.15]. Obviously
condition (2) implies condition (3). We prove the converse implication by indcution on the
cardinality of S. If #S ≤ 1, the assertion is trivial. If #S = 2, the assertion follows from
Example 3.14. Next let us assume that #S ≥ 3. Then for any distinct elements s and t ∈ S,
we have the equality
(x|
{t}
Sr{t})|
∅
Sr{s,t} = (x|
∅
Sr{s})|
{t}
Sr{s,t}
by the equality (14) in 3.1 and (x|∅Sr{s})|
{t}
Sr{s,t} is admissible by the assumption and the equiv-
alence of conditions (1) and (2). Therefore all frontside faces of x|{t}Sr{t} are admissible. On
the other hand, since x and x|∅Sr{t} are 0-spherical, x|
{t}
Sr{t} is also 0-spherical by Lemma 3.8.
Hence x|{t}Sr{t} is admissble for any t ∈ S by inductive hypothesis. The equivalence of condi-
tions (3) and (4) follows from Example 3.14 and induction on the cardinality of S.
Corollary 3.16. Let x and y be S-cubes in an abelian category A, S an element in S and
α : x|∅Sr{s}
∼
→ y|
{s}
Sr{s} an isomorphism of Sr{s}-cubes. If x and y are admissible, then x◦s,α y
is also admissible.
Proof. We proceed by induction on the cardinality of S. If #S ≤ 1, the assertion is trivial. We
will check the condition (3) in Theorem 3.15. Since x and y are 0-spherical, x ◦s,α y is also
0-spherical by Example 3.10. Let us assume #S ≥ 2. We can easily check that we have the
equality
(x ◦s,α y)|
∅
T =
{
y|∅T if s /∈ T
x|∅T ◦s,α|T y|
∅
T if s ∈ T
for any T ∈ P(S) where α|T : (x|∅T )|∅Tr{s} → (y|∅T )|
{s}
Tr{s} is a restriction of α. Therefore
(x ◦s,α y)|
∅
T is admissible by the assumption and the inductive hypothesis. Hence x ◦s,α y is
admissible.
Corollary 3.17. Any admissible S-cube in an abelian category A is fibered.
Proof. The assertion follows from Lemma 2.23 and Example 3.14 and Theorem 3.15.
Corollary 3.18. Let x be an admissible S-cube and f : x∅ → y a monomorphism in A. Then
xf,y is also admissible.
Proof. We prove the condition in Theorem 3.15 (3) to xf,y by induction on the cardinality of S.
For #S = 1, the assertion is trivial and for #S = 2, the assertion follows from Example 3.14
and the standard result in the category theory Lemma 3.19 below. For #S ≥ 3, notice that we
have the following equalities
Hk Totxf,y = Hk Totx = 0 for k > 0 and
xf,y |
∅
Sr{s} = (x|
∅
Sr{s})f,y
for any s ∈ S.
Hence we get the desired result by inductive hypothesis.
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Lemma 3.19. For the commutative diagram below in a category,
• //

I
•
id
b

II
•
ab

• // •
a
// •,
if the square I is Cartesian and the morphism a is a monomorphism, then the square I+II is
also Cartesian.
Proposition 3.20. Let x = {xs
dxs
֌x}s∈S be a family of subobjects in A. Then Fib x is an
admissible S-cube if and only if a family x is universally admissible in P(x). Here P(x) is as in
Example 1.6.
Proof. We proceed by induction on the cardinality of S. If #S ≤ 1, the assertion is trivial. If
#S = 2, then the assertion follows from Example 3.14. Let us assume #S ≥ 3. First notice
that Fib x is admissible if and only if the following three conditions hold by Theorem 3.15 and
the equalities (15) and (16) in Example 3.3.
(1) The S r {s}-cube Fib(xSr{s}) is admissible for any s ∈ S.
(2) The S r {s}-cube Fib(xSr{s} ∧xs) is admissible for any s ∈ S.
(3) The S-cube Fib x is 0-spherical.
Under conditions (1) and (2), condition (3) is equivalent to the condition that H0 Tot ds,x is a
monomorphism for any s ∈ S by Lemma 3.8 and it is equivalent to the condition that a family
x is admissible in P(x) by Example 3.9. Therefore by Remark 1.8, a family x is universally
admissible in P(x).
4 Double cubes
In this section, we develop an abstract version of the main theorem in Theorem 4.9.
Definition 4.1 (Disjoint systems). Let S be a set and T a subset of S. A system of subsets
(A,B,C,D) of S is a disjoint system of S with respect to T if the following three conditions
hold.
(1) The sets A, B, C and D are disjoint in each other.
(2) The sets A and B are contained in T .
(3) The sets C and D are contained in S r T .
Notations 4.2. Let S be a set.
(1) For any ordered pair of disjoint subsets (A,B) of S, we set
DP(A,B)(S) := {(U, V ) ∈ DP(S);A ⊂ U ∪ V, B ∩ V = ∅}
and regard it as a partially ordered subset of DP(S). Notice that DP(∅,∅)(S) = DP(S). For
any subset A of S, we shortly write DPA(S) for DP(A,SrA)(S).
(2) Let T be a subset of S and an ordered system (A,B,C,D) a disjoint system of S with
respect to T . We define i(C,D)(T⊂S),(A,B) : DP(A,B)(T ) → DP(S) to be an order preserving map
which sends an ordered pair (U, V ) in DP(A,B)(T ) to an ordered pair (U ∪C, V ∪D) in DP(S).
If T = S, we shortly write i(A,B) for i(C,D)(T⊂S),(A,B) and it is just the inclusion map DP(A,B)(S) →
DP(S).
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Definition 4.3 (Total functor). For any disjoint pair of subsets (A,B) of S, we define the Total
functor (of (A,B)) TotS(A,B) = Tot(A,B) : P(S) → DP(A,B)(S) by sending a subset T of S to
an ordered pair ((ArT )∪(B∩T ), T rB). For any subset A of S, we shortly write TotSA = TotA
for Tot(A,SrA). We also write eS∅,∅ = e∅,∅ for Tot
S
(∅,∅).
Lemma 4.4. For any set S and any subset A of S, we have an isomorphism of partially ordered
sets
TotA : P(S)
∼
→DPA(S)
which sends a subset T to an ordered pair of disjoint subsets (T ⊖A, T ∩A) of S.
Proof. The inverse map of TotA is given by sending an ordered pair (U, V ) in DPA(S) to a
subset (U rA) ∪ V of S.
Remark 4.5. Let T be a subset of S. Recall the definition of eT from Example 2.3 (3). Then
the equality eT = i(∅,∅)(T,SrT ) Tot(T,SrT ).
P(S)
∼
TotT
//
eT $$❍
❍❍
❍❍
❍❍
❍❍
DPT (S)
i
(∅,∅)
(T,SrT )

DP(S).
In the rest of this section, let S be a finite set and A an abelian category.
Notations 4.6 (Restriction of double cubes). Let T be a subset, (A,B,C,D) a disjoint sys-
tem of S with respect to T and x a double S-cube. We define the restriction of x to (A,B)
along (C,D) by composition of the functors x|(C,D)T,(A,B) := x(i
(C,D)
(T⊂S),(A,B))
op
.
DP(A,B)(T )
op
i
(C,D)
(T⊂S),(A,B)
→ DP(S)op
x
→ D .
If T = S, we shortly write x|(C,D)(A,B) for x|
(C,D)
(T⊂S),(A,B).
Lemma-Definition 4.7 (Patching of cubes). (1) A family x = {xT }T∈P(S) of S-cubes in a cat-
egory D indexed by the subsets of S is a patching family if it satisfies the following patching
condition:
xT |∅Sr{t} = x
Tr{t}|
{t}
Sr{t} (25)
for any subset T of S and any element t ∈ T .
(2) Then there exists a unique double S-cube Pat x in D such that
e∗T Pat x = x
T (26)
for any subset T of S.
Proof. For any (U, V ) in DP(S), there exists a pair of subsets T and W of S such that
(U, V ) = eT (W )
by the equality (10) in Notations 4.2. We put (Pat x)U,V := xTW . We need to check that
this definition does not depend upon the choice of subsets T and W of S. By virtue of
20
the equality (10) again, we shall assume that W 6= S and T 6= ∅ and we just need to ver-
ify the equality xTW = x
Tr{t}
W⊔{t} for any t ∈ T . Since W ⊂ S r {t}, we have the equality
xTW = (x
T |∅Sr{t})W
= (xTr{t}|
{t}
Sr{t})W
= x
Tr{t}
W⊔{t} by the equality (25). Hence we get the
well-definedness of (Pat x)U,V . The definition of boundary morphisms of Pat x is similar.
Example 4.8 (Reconstruction of double cubes). Let x be a double S-cube in a category D.
Then the family x = {e∗Tx}T∈P(S) is a patching family and Pat x = x.
Theorem 4.9. Let x be a double S-cube in A. We assume that the following four conditions
hold.
(1) The S-cube 2∗x is admissible.
(2) The double S-cube x is monic.
(3) The S-cube e∗Tx is fibered for any proper subset T of S.
(4) For any subset W of S, any pair of non-empty disjoint subsets U and V of S such that
W ∪U 6= S and any element s ∈ Sr (W ∪U) and v ∈ V such that s 6= v, we put V ′ := V r {v}
and a family of morphisms to xWrV ′,V ′
x := {xWr(V ⊔{k}),V ⊔{k}
dx
k→ xWrV ′,V ′}k∈U ⊔ {x(W⊔{s})rV ′,V ′
dxs→ xWrV ′,V ′}
where dxk = x((W rV ′, V ′) ≤ (W r(V ⊔{k}), V ⊔{k})) for any k ∈ U and dxs = d
s,x
(W⊔{s})rV ′,V ′ .
Then the morphism
H0 Tot d
s,Fib x : H0 TotFib x |
{s}
U → H0 TotFib x |
∅
U
is a monomorphism.
Then the S-cube e∗Sx is also an admissible S-cube.
To prove the theorem, we utilize the following lemma which is a standard result in the category
theory.
Lemma 4.10. Let D be a category. Then
(1) For a pair of composable morphisms • f→ • g→ • in D, if gf is a monomorphism, then f is
also a monomorphism.
(2) In the commutative diagram in D below,
• //

I
•
b
//

II
•

• //
a

III
• //

IV
•

• // • // •,
if the big square I+II+III+IV is a Cartesian square and if the morphisms a and b in the diagram
above are monomorphisms, then the squares I+II, I+III and I are Cartesian.
Proof of Theorem 4.9. If #S ≤ 2, the assertion follows from Lemma 4.10. We assume that
#S ≥ 3. We put a = {x{s},∅}s∈S and b = {x∅,{s}}s∈S . We have the canonical isomorphism
xU,V
∼
→ a∧U ∧ b∧V as subobjects of x∅,∅ by Corollary 2.26. Then conditions (1) and (4) are
equivalent to the following conditions (1)′ and (4)′ respectively by Proposition 3.20 and Exam-
ple 3.9 respectively.
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(1)′ The family b of subobjects in x∅,∅ is universally admissible in a lattice P(x).
(4)′ For any subset W of S, any pair of non-empty disjoint subsets U and V of S such
that W ∪ U 6= S and any elements s ∈ S r (W ∪ U) and v ∈ V such that s 6= v, a pair
(bU ∧ b
∧V ∧ a∧W , b∧Vr{v} ∧ a∧W⊔{s}) is distributive.
The family of subobjects z := {xSrT,T֌ xS,∅}T∈P(S) of xS,∅ is universally admissible in P(z)
by Example 1.6, Corollary 1.12 and Remark 1.13. Hence e∗Sx
∼
→Fib z is admissible by Propo-
sition 3.20 again.
4.11. Proof of Theorem 0.3. If #S ≤ 2, then the assertion follows from Lemma 4.10. If #S ≥
3, then we will prove condition (3) implies conditions (3) and (4) in Theorem 4.9. Condition
(3) follows from Corollary 3.17. Inspection shows that Fib x in condition (3) in Theorem 4.9 is
written by compositions of restrictions of faces of e∗Tx for some proper subsets T of S. More
precisely, we put U1 := {s, v} ⊔ U and U2 := U ⊔ {s} and
x1 := {x(WrV ′)∪{k},V ′ → xWrV ′,V ′}k∈U1 ,
x2 := {xWrV,V → x(WrV ′)∪{v},V ′} ⊔ {x(WrV ′)∪{k,v},V ′ → x(WrV ′)∪{v},V ′}k∈U2 .
Then Fib x can be written by the composition of
Fib x1 = Tot(∅,U1) x|
(WrV ′,V ′)
U1,(∅,U1)
and
Fib x2 = Tot({v},U2) x|
(WrV ′,V ′)
U1,({v},U2)
and TotU2(∅,{s}) x|
(WrV,V )
U2,(∅,{s})
. Therefore Fib x is admissible by Corollary 3.16. Hence we obtain the
desired result.
5 Regular adjugates of cubes
In this section, let A be a commutative ring with unit and we study the notion about (regular)
adjugates of cubes in an A-linear abelian category.
Notations 5.1. AnA-linear category C is a category enriched over the category of A-modules.
Namely for any pair of objects x and y in C, the set of morphisms from x to y, HomC(x, y) has
a structure of A-module and the composition of morphisms HomC(x, y) ⊗A HomC(y, z) →
HomC(x, z) is a homomorphism of A-modules for any objects x, y and z in C. We fix an A-
linear category C. For an element a in A and an object x in C, we write ax for the morphism
a idx : x → x. In particular, we notice that we have the equality fax = ayf for any morphism
f : x → y in C and an element a in A. The category of A-modules is a typical example of
A-linear category.
Lemma-Definition 5.2 (Adjugate). Let f : x → y and φ : y′ → y be morphisms in C and let
us assume that there exists an element a in A and a morphism f∗ : y → x such that we have
the equalities f∗f = ax and ff∗ = ay. We call a pair (f∗, a) or simply f∗ an adjugate of f .
Moreover let us assume that the diagram below is the pull-back of f along φ.
x′
f ′
//
φ′

y′
φ

x
f
// y .
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Then there exists a unique morphism f ′∗ : y′ → x′ which satisfies the following equalities.
(1) f ′
∗
f ′ = ay′ and f ′f ′∗ = ax′ .
(2) φ′f ′∗ = f∗φ. Namely the following diagram is commutative.
y′
f ′
∗
//
φ

x′
φ′

y
f∗
// x .
We call the morphism f ′∗ the adjugate of f ′ induced from f∗ (along φ).
Proof. Since we have the equality ff∗φ = ayφ = φay′ , there exists, by the universal property
of fiber product, a unique morphism f ′∗ : y′ → x′ with which we can fill in the dotted arrow in
the following commutative diagram:
x′
f ′
//
φ′

f ′ax′
  
y′
f ′
∗
//❴❴❴
φ

ay′
!!
x′
f ′
//
φ′

y′
φ

x
f
// y
f∗
// x
f
// y .
Applying the two morphisms ax′ : x′ → x′ and f ′∗f ′ : x′ → x′ to the universal property of x′
again, we acquire the equality f ′∗f ′ = ax′ .
Example 5.3 (Adjugate of matrices). Let X be an n × n matrix whose coefficients are in
A. We regard X as a homomorphism of free A-modules X : A⊕n → A⊕n. We denote the
adjugate of X by adjX . Namely the matrix adjX is an n×n matrix whose (i, j)-entry is given
by (−1)i+j detXj,i where Xj,i is the (j, i)-cofactor of X and detXj,i means the determinant
of Xj,i. It is well-known that we have the equality (adjX)X = X adjX = (detX)En where En
is the n-th unit matrix. Then a pair (adjX, detX) is an adjugate of X .
Example 5.4 (Typical cubes). Let fS = {fs}s∈S a family of elements in A and x an object in
C. We define Typ(fS ;x) an S-cube in C called the typical cubes associated with fS and x as
follows. For any T ∈ P(S) and any element t in T , we put Typ(fS ;x)T = x and d
t,Typ(fS ;x)
T :=
(ft)x. For example, if C is the category of A-modules and x = A, then Typ(fS ;A) is just the
typical cube associated with fS as in Example 3.12.
Notations 5.5 (x-regular sequences and x-sequences). Let us assume that C is an additive
category and moreover for any finite family of morphisms {φi : yi → x}1≤i≤q in C, there exists
the cokernel x/(φ1, · · · , φq) := Coker(⊕yi
⊕φi
→ x) in C. For any elements f1, · · · , fq in A and an
object x in C, we simply write x/(f1, · · · , fq) for x/((f1)x, · · · , (fq)x). Let us fix an object x in C.
(1) A sequence of elements f1, · · · , fq in A is an x-regular sequence if every fi is a non-
unit in A, if (f1)x is a monomorphism in C and if (fi+1)x/(f1,··· ,fi) is a monomorphism for any
1 ≤ i ≤ q − 1.
(2) A finite family {fs}s∈S of elements in A is an x-sequence if {fs}s∈S forms an x-regular
sequence with respect to every ordering of the members of {fs}s∈S .
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Lemma 5.6. Let fS = {fs}s∈S be a family of elements in A and x an object in C and we put
fx,S := {(fs)x : x → x}s∈S a family of morphisms in C. Then the following conditions are
equivalent.
(1) The S-cube Typ(fS ;x) is admissible.
(2) The family fS is an x-sequence.
(3) The morphism (fs)x : x → x is a monomorphism for any s ∈ S and the family fx,S is
admissible in P(fx,S).
(4) The morphism (fs)x : x → x is a monomorphism for any s ∈ S and the family fx,S is
universally admissible in P(fx,S).
Proof. We prove that condition (1) implies condition (4). If Typ(fS ;x) is admissible, then
Typ(fS ;x)
∼
→Fib fx,S by Corollary 3.17. Therefore a family fx,S is universally admissible by
Proposition 3.20. Obviously condition (4) implies condition (3). Since for any non-empty sub-
set T of S and any element s ∈ S r T , we have the isomorphism
Ker((fs)x/ fT : x/ fT → x/ fT )
∼
→
f∨T ∧(fs)x
(fS ∧(fs)x)
∨T
by Example 3.9 where (fs)x means the subobject (fs)x : x→ x of x, We can easily notice that
condition (3) implies condition (2). We prove condition (2) implies condition (1) by induction
on the cardinality of S. If #S ≤ 1, the assertion is trivial. For #S ≥ 2, we first notice that we
have the equalities
Typ(fS ;x)|
∅
Sr{s} = Typ(fS ;x)|
{s}
Sr{s} = Typ(fSr{s};x) (27)
for any s in S. Therefore all faces of Typ(fS ;x) are admissible by the inductive hypothesis and
Example 3.14. Moreover by Lemma 3.8, we have the isomorphisms
Hp(TotTyp(fS ;x))
∼
→

x/ fS if p = 0
f∨Sr{s} ∧(fs)x
(fSr{s} ∧(fs)x)
∨Sr{s} = 0 if p = 1
Hp−1(TotTyp(fSr{s};x)) = 0 if p ≥ 2.
Therefore Typ(fS ;x) is 0-spherical and hence Typ(fS ;x) is admissible by Example 3.9 and
Theorem 3.15.
Definition 5.7 (Adjugate of cubes). (1) An adjugate of an S-cube x in C is a pair A = (a, d∗)
consisting of a family of elements a = {as}s∈S in A and a family of morphisms d∗ = {dt∗T :
xTr{t} → xT }T∈P(S),t∈T in C which satisfies the following two conditions.
(i) We have the equalities dtT dt∗T = (at)xTr{t} and d
t∗
T d
t
T = (at)xT for any T ∈ P(S) and t ∈ T .
(ii) For any T ∈ P(S) and any two distinct elements a and b ∈ T , we have the equality
dbT d
a∗
T = d
a∗
Tr{b}d
b
Tr{a}. Namely, the following diagram is commutative.
xTr{a}
da∗T
//
db
Tr{a}

xT
dbT

xTr{a,b}
da∗
Tr{b}
// xTr{b} .
(2) An adjugate of an S-cube A = (a, d∗) is regular if a forms an xT -sequence for any T ∈
P(S).
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Example 5.8. The notion of an adjugate of an S-cube is related to the notion of the adjugate
of an matrix in the following sense. Let x be an S-cube and suppose that, for any T ∈ P(S),
the A-module xT is free of finite rank and its rank is independent of T . For each T let us fix a
basis of xT over A and for each pair (T, t) of T ∈ P(S) and t ∈ T , let XtT denote the matrix for
the map dtT : xT → xTr{t} with respect to the fixed basis of xT and xTr{t}. For each s ∈ S,
let us fix an element as ∈ A which is a common multiple of the determinants of XsT , where T
runs over the subsets of S containing s. For each T ∈ P(S) containing s, let us choose bsT ∈ A
satisfying as = bsT detXsT . Let ds∗T : xTr{s} → xT denote the homomorphism of A-modules
whose matrix with respect to the fixed basis is given by the adjugate of XsT multiplied by bsT .
Then the pair ({as}s∈S , {dt∗T }T∈P(S),t∈T ) is an adjugate of the S-cube x.
Remark 5.9. Let x be an S-cube in C and A = (a = {as}s∈S, d∗ = {dt∗T : xTr{t} →
xT }T∈P(S),t∈T ) an adjugate of x. For any subset T of S such that #T ≥ 2 and any pair of
distinct elements s and t in T , if ds,xT or d
t,x
T is a monomorphism, then the following diagram is
commutative.
xTr{s,t}
dt∗
Tr{s}
//
ds∗
Tr{t}

xTr{s}
ds∗T

xTr{t}
dt∗T
// xT .
In particular, if x is monic, then we can define the S-cocube x∗ by x∗T = xT and d
t,x∗
T := d
t∗
T .
We call x∗ the adjugate S-cocube (associated with an adjugate A = (a, d∗)). In this case,
notice that a pair A∗ := (a = {as}s∈S, d := dt,xT : xT → xTr{t}T∈P(S),t∈T ) is an adjugate of an
S-cube x̂∗. We call A∗ the dual adjugate of A. Obviously we have the equality ̂(x̂∗)∗ = x.
We use the following notation. For any pair of sets U and V , we put U⊖V := (U∪V )r(U∩V ).
Example 5.10 (Patching families associated to adjugates). Let x be a monic S-cube in C
and A = (a = {as}s∈S, d∗ = {dt∗T : xTr{t} → xT }T∈P(S),t∈T ) an adjugate of x. We construct
the patching family PA := {xA,T }T∈P(S) associated to an adjugate A as follows. For
T ∈ P(S), we define the S-cube xA,T by setting xA,TU := xU⊖T for any U ∈ P(S) and for any
u ∈ U , du,x
A,T
U := d
u,x
U⊖T if u ∈ UrT and if d
u,xA,T
U := d
u∗
(U⊖T )⊔{u} if u ∈ U∩T . As in Remark 5.9,
we can easily check that xA,T is an S-cube for any T ∈ P(S). For any subsets U and T of
S and any element u in U , we define a morphism du,A
T
U : x
A,T
Ur{u} → x
A,T
U by d
u,AT
U = d
u∗
U⊖T
if u ∈ U r T and du,A
T
U = d
u,x
(U⊖T )⊔{u} if u ∈ U ∩ T . Then a pair A
T = (a = {as}s∈S , d
A,T =
{du,A
T
U : x
A,T
Ur{u} → x
A,T
U }U∈P(S),u∈U ) is an adjugate of xA,T . Notice that xA,∅ = x and A∅ = A
and xA,S = x̂∗ and AS = A∗. We check the patching condition for PA. For any T ∈ P(S) and
any t ∈ T , we need to check the equality xA,T |∅Sr{t} = xA,Tr{t}|
{t}
Sr{t}. We fix a subset W of
S r {t} and an element w in W . Then we have the equalities.
(xA,T |∅Sr{t})W
= xW⊖T = x(W⊔{t})⊖(Tr{t}) = (x
A,Tr{t}|
{t}
Sr{t})W
and
d
w,xA,T |∅
Sr{t}
W =
{
dw,xT⊖W if w ∈W r T
dw∗(T⊖W )⊔{w} if w ∈W ∩ T
=
{
dw,x(Tr{t})⊖(W⊔{t}) if w ∈W r T
dw∗{(Tr{t})⊖(W⊔{t})}⊔{w} if w ∈ W ∩ T
= d
w,xA,Tr{t}|
{t}
Sr{t}
W .
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Hence PA is a patching family of S-cubes in C.
Definition 5.11 (Restriction of adjugates). Let x be an S-cube in C and A = (a := {as}s∈S , d∗ :=
{dt∗T : xTr{t} → xT }T∈P(S), t∈T ) an adjugate of x. For any disjoint pair of subsets U and V
of S, we define an adjugate A |VU := (a |VU , d∗ |VU ) as follows. We put a |VU := {au}u∈U and
d∗ |VU := {d
t∗
V ⊔T : xV ⊔(Tr{t}) → xV ⊔T }T∈P(U), t∈T . We call A |VU the restriction of A (to U
along V ).
Lemma 5.12 (Compatibility of restriction and patching families). Let x be a monic S-cube
in C. Then for any disjoint pair of subsets U and V of S and any subset T of S, if we suppose
either the condition (1) or the condition (2) below, then we have the equality
xA,T |VU = (x|
V
U )
A |VU ,T∩U . (28)
(1) T ⊂ U .
(2) V ⊂ T and V = S r U .
Proof. We suppose either condition (1) or condition (2). For any subset W of S and any
element w of W , we have the equalities
{(xA,T )|VU }W = x
A,T
W⊔V = x(W⊔V )⊖T = x{W⊖(TrV )}⊔V = (x|
V
U )W⊖(TrV ) = {(x|
V
U )
A |VU ,T∩U}W and
d
w,xA,T |VU
W = d
w,xA,T
W⊔V =
{
dw,x(W⊔V )⊖T if w ∈ (W ⊔ V )r T
dw∗(W⊔V )⊖T⊔{w} if w ∈ (W ⊔ V ) ∩ T
=
d
w,x|VU
W⊖(TrV ) if w ∈W r (T r V )
d
w,A |VU
(W⊖(TrV ))⊔{w} if w ∈W ∩ (T r V )
= d
w,(x|VU )
A |VU ,T∩U
W .
Hence we have the equality (28).
The following result is an easy corollary of Lemma-Definition 5.2.
Corollary 5.13. Let x = {xs
dxs
֌x}s∈S be a family of subobjects in an A-linear abelian category.
If all dxs admit non-trivial adjugates (dx,∗s : x → xs, as), then Fib x also admits the adjugate
({as}s∈S , {dt∗T : xTr{t} → xT }T∈P(S), t∈T ) such that ds∗∅ = dx,∗s for any s in S and dt∗T is the
adjugate of dtT induced from dtTr{s} along dsTr{t} for any subset T of S with #T ≥ 2 and for
any distinct pair of elements s and t in T .
Proof. Let ({dx∗s : x → xs}s∈S , {as}s∈S) be a family of adjugates of x. Namely {as}s∈S is a
family of elements in A and we have equalities dx∗s dxs = (as)xs and d
x
sd
x∗
s = (as)x for any s ∈ S.
We inductively define a morphism dt∗T : xTr{t} → xT for any non-empty subset T of S and any
element t in T . For #T ≥ 2, we fix an element s in T and let dt∗T be the adjugate of dtT induced
from dtTr{s} along dsTr{t}. If #T ≥ 3, for any element u ∈ T r {s, t}, we consider the following
26
diagram.
xTr{s,t}
dt∗
Tr{s}
//
du
Tr{s,t}

xTr{s}
du
Tr{s}

xTr{t}
dt∗
Tr{t}
//
du
Tr{t}

ds
Tr{t}
ff▲▲▲▲▲▲▲▲▲▲
⋆
xT
duT

dsT
99ssssssssss
xTr{u,t}
dt∗
Tr{u}
//
ds
Tr{t,u}
xxrr
rr
rr
rr
rr
xTr{u}
ds
Tr{u}
%%❑
❑❑
❑❑
❑❑
❑❑
❑
xTr{s,t,u}
dt∗
Tr{s,u}
// xTr{s,u} .
Since Fibx is an S-cube and by the inductive hypothesis, all squares except⋆ in the diagram
above are commutative. Notice that the morphism dsTr{u} is a monomorphism and hence the
square ⋆ is also commutative. Namely we have the equality duT dt∗Tr{t} = dt∗Tr{u}duTr{t}. This
equality means that the definition of dt∗T does not depend on the choice of s and the pair of
families ({as}s∈S , {dt∗T : xTr{t} → xT }T∈P(S), t∈T ) forms an adjugate of Fib x.
Theorem 5.14. Let C be an A-linear abelian category and x an S-cube in C which admits a
regular adjugate A = ({as}s∈S , d∗). Then
(1) The S-cube x is monic. In particular, we can define the patching family PA = {xA,T }T∈P(S)
associated to the adjugate A as in Example 5.10.
(2) The S-cube xA,T is admissible for any subset T of S. In particular, the S-cube x = xA,∅ is
admissible.
Proof. (1) We apply Lemma 4.10 (1) to pairs of composable morphisms xT
dtT→ xTr{t}
dt∗T→ xT
and xTr{t}
dt∗T→ xT
dtT→ xTr{t} for any subset T of S and any element t of T , and we notice that
the morphisms dtT and dt∗T are monomorphisms. Hence we obtain the desired result.
(2) By replacing xA,T and AT with x and A respectively, we may assume without loss of gen-
erality that T = ∅. We check the assertion for xA,∅ = x. If #S = 1, then x is admissible
by assertion (1). We apply Theorem 0.3 to the double S-cube PatPA∗ . Then we obtain the
desired result by the equality e∗S PatPA∗ = (x̂∗)
A∗,S
=
̂
(x̂∗)
∗
= x. What we need to check is
the following conditions:
(A) 2∗(PatPA∗) is admissible.
(B) All boundary morphisms are monomorphisms.
(C) If #S ≥ 3, then all the faces of e∗T (PatPA∗) are admissible for any proper subset T of S.
Condition (B) follows from assertion (1). Since we have the equality 2∗(PatPA∗) = Typ(a;xS)
and a is xS-sequence, 2∗(PatPA∗) is admissible by Lemma 5.6. Therefore we get the desired
result for #S = 2. For #S ≥ 3, we need to check that all the faces of e∗T PatPA∗ = ((̂x∗))
A∗,T
are admissible for any proper subset T of S. By replacing (̂x∗) and A∗ with x and A respec-
tively, we shall just check that all the faces of xA,T are admissible for any proper subset T of
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S. We have the equality
(xA,T )|VSr{k} =

(x|
{k}
Sr{k})
A |
{k}
Sr{k}
,Tr{k}
if V = {k}
(x|∅Sr{k})
A |
{k}
Sr{k}
,Tr{k} if V = ∅ and k /∈ T
(x|
{k}
Sr{k})
A |
{k}
Sr{k}
,Tr{k}
if V = ∅ and k ∈ T
for any element k of S and any subset V of {k} by Lemma 5.12 and the patching conditions
for PA. Therefore the S r {k}-cube (xA,T )|VSr{k} is admissible by induction of the cardinality
of S.
The main theorem has the following application.
Corollary 5.15. Let fS = {fs}s∈S and {gs}s∈S be families of elements in A. We set hs = fsgs
for any s ∈ S and hS := {hs}s∈S . Assume that hS is an A-sequence and fs is not an invertible
element in A for any s ∈ S. Then fS is also an A-sequence.
Proof. We put dt∗T = gt for any T ∈ P(S) and t ∈ T and d∗ := {dt∗T }T∈P(S), t∈T . Then a family
(hS , d
∗) is a regular adjugate of an S-cube Typ(fS ;A). Therefore Typ(fS ;A) is admissible by
Theorem 5.14 and a family fS is an A-sequence by Lemma 5.6.
We give an explanation about the relationship between Theorem 5.14 and theorem of Buchs-
baum and Eisenbud [BE73].
Definition 5.16 (Fitting ideal). Let U be an m × n matrix over A where m, n are positive
integers. For t in (min(m,n)] we then denote by It(U) the ideal generated by the t-minors of
U , that is, the determinant of t× t sub-matrices of U .
For an A-module homomorphism φ : M → N between free A-modules of finite rank, let us
choose a matrix representation U with respect to bases of M and N . One can easily prove
that the ideal It(U) only depends on φ. We put It(φ) := It(U) and call it the t-th Fitting ideal
associated with φ.
Notations 5.17 (Grade). For an ideal I in A, we put
SI := {n;There are f1, · · · , fn ∈ I which forms an A-regular sequence.}, and
grade I :=

0 if SI = ∅
maxSI if SI is a non-empty finite set
+∞ if SI is an infinite set.
Theorem 5.18 (Buchsbaum-Eisenbud [BE73]). Assume that A is noetherian. For a complex
of free A-modules of finite rank.
F• : 0→ Fs
φs
→ Fs−1
φs−1
→ → · · · → F1
φ1
→ F0 → 0,
set ri =
s∑
j=i
(−1)j−i rankFj . Then the following are equivalent:
(1) F• is 0-spherical.
(2) grade Iri(φi) ≥ i for any i in (s].
The following proposition is essentially proven in the proof of [Moc13a, 4.15].
Proposition 5.19. Let x be an S-cube of free A-modules of finite ranks. Assume that all
vertexes of x have the same rank and x admits a regular adjugate, then Totx satisfies the
condition (2) in Theorem 5.18.
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