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We study the competition between a Pomeranchuk instability in the spin channel with
angular momentum ℓ = 1 and an attractive interaction, favoring Cooper-pair formation.
We found that the superconducting gap strongly suppresses the phase space for the
Pomeranchuk instability. We computed a mean-field phase diagram displaying a first
order transition between two superconductor phases with different symmetries: p-wave
(with spontaneously generated spin-orbit interaction) and s-wave for greater values of the
coupling constant. Moreover, we have looked for a possible modulated superconducting
phase. We have found that this phase appears only as a meta-stable state in the strong
coupling regime.
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1. Introduction
A Fermi liquid is, except in one dimension, a very stable state of matter1. At least
two types of instabilities, related with attractive interactions, are known: Pomer-
anchuk2 and superconducting instabilities. Pomeranchuk instabilities occur in the
presence of two-body interactions containing a strong attractive component in the
forward scattering channel with definite angular momentum. In the context of Lan-
dau theory, the instability sets in when one or more dimensionless Landau param-
eters F s,aℓ , with angular momentum ℓ in the charge (s) or spin (a) channel, acquire
large negative values.
Pomeranchuk instabilities in a charge sector spontaneously break rotational
symmetry3. In particular, an instability in the F s2 channel produces an ellipsoidal
deformation of the Fermi surface4,5. From a dynamical point of view, the result-
ing anisotropic ground state is a non-Fermi liquid, due to over-damped Goldstone
modes that wipe out quasi-particle excitations6,7,8.
Instabilities in the spin channel are also very interesting. For instance, the
ferromagnetic Stoner instability9 occurs when F a0 acquires large negative values,
producing a divergence in the magnetic susceptibility. This phase transition pre-
1
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serves rotational symmetry, however it breaks time-reversal symmetry. On the other
hand, it is possible to have spin instabilities that preserve time-reversal invari-
ance10,11. Higher order angular momentum interactions produce anisotropic as well
as isotropic phases. Several examples were studied in detail12,13. The ℓ = 1 channel
have special interest. When F a1 < 0, an ordered isotropic and time reversal invariant
phase is possible. This phase, called β-phase in ref. [12], dynamically generates a
spin-orbit coupling. This is a very interesting possibility, since it allows the genera-
tion of spin-orbit couplings from many-body correlations, differently from the usual
one-particle relativistic effect.
On the other hand, superconductivity in the presence of spin-orbit interactions
is nowadays of great interest14. Superconductivity is developed in the presence of
a small attractive interaction in the particle-particle (BCS) channel. The super-
conducting (SC) state is generally characterized by a complex order parameter
which breaks gauge symmetry, ∆σ,σ′(~r, ~r
′) = 〈ψ†σ(~r)ψ
†
σ′(~r
′)〉, where the operator
ψ†σ(~r) creates an electron with spin σ at the position ~r. The usual classification of
∆σ,σ′(~r, ~r
′) as s-wave, d-wave, p-wave, etc, resides in the irreducible representations
of the lattice point group. Also, the absence of spin-orbit interactions allows the ad-
ditional differentiation between singlet and triplet order parameters. However, the
SC state could also break lattice translation and/or rotational symmetry. In that
case, this classification is no more possible. One particular example is an oscillating
order parameter like ∆σ,σ′(~r, 0) = ∆σ,σ′ cos(~q · ~r), where ~q is an ordering wave-
vector. In a modulated superconducting state, proposed by Fulde, Ferrell, Larkin
and Ovchinnikov15,16 (FFLO state), the spatial modulation of the Cooper pairing
is due to a mismatch of Fermi surfaces, produced by an external magnetic field
(by Zeeman effect). FFLO states have also been proposed to occur in other sce-
narios like in imbalanced cold atoms with different species17 and in heavy fermions
systems when different orbitals hybridize under external pressure18. Also, for gen-
erally non-local BCS potentials, a modulated SC order parameter can coexist with
charge density waves19. Recently, a striped order parameter, called “Pair Density
Wave, (PDW)”, was proposed20,21,22,23 to explain anomalous transport properties
observed in cuprates superconductors.
Although Pomeranchuk and BCS instabilities are generated by attractive inter-
actions, they are competing ones. A superconducting gap suppresses Fermi surface
deformations. A detailed example of this effect can be observed by considering the
competition between d-wave Pomeranchuk instabilities and a d-wave superconduct-
ing order parameter24,25.
In the spin channel, due to time-reversal symmetry breaking, a stronger compe-
tition is expected. However, it is possible to have instabilities with higher angular
momentum that preserve time-reversal invariance. In this paper, we analyze an ex-
ample of this class of systems. In particular, the β-phase12 opens the possibility
of the formation of Cooper pairs with zero helicity and finite momentum, possibly
producing a modulated superconducting state.
The main point of this paper is to report on the competing character of Cooper
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pairing and a Pomeranchuk instability in the ℓ = 1 spin channel. Our model is
based on a 2D Fermi liquid with interactions in the F a1 channel and a general at-
tracting interaction favoring Cooper pairing. The main results are summarized in
the phase diagram of figure (1), obtained in a self-consistent mean-field approxi-
mation described below. For F a1 > −2, the system is in the usual s-wave SC state.
When F a1 < −2 the Pomeranchuk instability sets in and we observe two types of
superconducting phases. At low coupling g, there is a splitting of the Fermi surface
into two branches, labeled by helicity eigen-values and, the mean field solution is
a p-wave superconducting state coming from intra-band pairing. Notice that the
pairing is in the helicity basis, since the spin in no longer a good quantum number.
The use of the term p-wave refers to the symmetry of the superconducting gap
obtained. For greater coupling, Pomeranchuk instability is suppressed continuously
and the s-wave superconducting state reappears discontinuously at the bold line.
Therefore, at mean field level (and zero temperature) there is a first order phase
transition between two different SC states. Moreover, for a stronger BCS coupling,
a modulated superconducting phase could appear with a finite wave-vector ~q, given
roughly by |~q| ∼ kF
√
1− 2/|F a1 |, produced by inter-band BCS couplings. However,
this phase is metastable at mean field level.
In the rest of the paper we present our model and sketch the mean-field calcu-
lation, leading to the phase diagram of fig. (1).
2. Model Hamiltonian
The β-phase order parameter is given by
V aµ(x) = −iψ†(x)σµ∇ˆaψ(x) , (1)
where ψ is a two-component spinor, σµ are the Pauli matrices, and a = x, y. ∇ˆeikx =
i
~k
|k|e
ikx.
Following ref. [12], we write a Hamiltonian with forward two-body interactions
in this channel
H =
∫
d2x ψ†(x)
(
ǫ(−i∇)− µ− h~σ · ~∇
)
ψ(x) +
+
1
2
∫
d2xd2x′fa1 (x− x
′)V aµ(x)V aµ(x′) . (2)
The Fourier transform of fa1 (x) is given by f
a
1 (k) = f
a
1 /(1+κ|f
a
1 |k
2), defining, in this
way, an effective interaction range r =
√
κ|fa1 |. We have considered, in the quadratic
part of the Hamiltonian, an explicit spin-orbit (SO) coupling with strength h. This
term will serve to compute the SO susceptibility and we may eventually take h→ 0.
It will also be useful to control the stability of the Pomeranchuk β-phase. For a
particle-hole symmetric system we consider the following expansion of the dispersion
relation around a circular Fermi surface,
ǫ(k)− µ = ~vF · [~k − ~kF ] +
b
(vF kF )2
(
~vF · [~k − ~kF ]
)3
, (3)
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Fig. 1. Phase diagram in terms of the BCS coupling constant g and the dimensionless antisym-
metric Landau parameter with angular momentum ℓ = 1, F a
1
= fa
1
N(0). Above the solid line, the
system is mainly in an s-wave superconducting state (n¯ = 0, ∆0 6= 0, ∆ = 0). Below this line, for
F a
1
< −2 and for small g, the system continuously develops an spontaneous spin-orbit interaction,
given by the order parameter n¯. The s-wave order parameter goes to zero discontinuously at this
line, where a superconducting order with py-wave symmetry, coexisting with a spin-orbit coupling
(β-phase) appears. In this phase n¯ 6= 0, ∆0 = 0, ∆ 6= 0. For stronger couplings, the dashed line
indicates the onset of a metastable modulated SC phase (∆q 6= 0).
where the dimensionless parameter b measures the effective curvature of the band
near the Fermi surface and we have ignored terms proportional to (k − kF )
5. The
band curvature in the dispersion relation is essential to stabilize any Pomeranchuk
instability5, for this reason, the usual linear approximation is not suitable to study
this type of phase transitions.
The β-phase is defined by the mean-field Hamiltonian
Hβ =
∫
d2k
(2π)2
ψ†(k)
(
ǫ(k)− µ− (n¯+ h)~σ · kˆ
)
ψ(k), (4)
where n¯ is determined self-consistently by
n¯ = −
1
2
fa1 (0)
∫
d2k
(2π)2
〈ψ†(k)(~σ · kˆ)ψ(k)〉 . (5)
This mean-field theory is valid when kF
√
κ|fa1 | ≫ 1, i. e. , when the range of the
interaction is much larger than the inter-particle distance.
It is not difficult to solve eq. (5), by considering a Fermi liquid ground state12,13.
When limh→0 n¯(h) 6= 0, the spectrum of Hβ spontaneously splits into two opposite
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ζ†↓,−k+q/2
~k↑F
~kF
~k↓F
q
ζ†↑,k+q/2
Fig. 2. Fermi surface splitting in the helicity basis and pairing in the β-phase. The full dots indicate
inter-band Cooper pairing with momentum q, while the empty dots represent intra-band p-wave
Cooper pairing.
chiralities with dispersions ǫ↑ = ǫ(k) − (µ + n¯) and ǫ↓ = ǫ(k) − (µ − n¯), as shown
in figure (2). The Fermi momentum of each branch is given by k↑↓F = kf ± q/2 and
the relation between q and n¯ is computed using eq. (3),
vF q
2
= n¯−
b
(vFkF )2
n¯3 +O(n¯5) , (6)
which is valid close to the Pomeranchuk instability. To obtain this relation we have
fixed the chemical potential. A different result is obtained by considering, instead,
a fixed density13.
The ordered phase is characterized by a spontaneously generated spin-orbit
coupling with the global rotation invariance unbroken. The spin and orbital angular
momentum are not conserved independently, however the total angular momentum
~J = ~L + ~S is conserved. In the helicity basis ζ = (ζ↑, ζ↓), where the operator kˆ · ~σ
is diagonalized with eigenvalues ±1, the mean-field Hamiltonian takes the simpler
form
Hβ =
∫
d2k
(2π)2
ζ†(k) (ǫ(k)− µ− (n¯+ h)σz) ζ(k) , (7)
with the self-consistent equation
n¯ = −
1
2
fa1 (0)
∫
d2k
(2π)2
〈ζ†σzζ〉 . (8)
Therefore, if n¯ 6= 0 (with h = 0), there is a dynamically generated spin-orbit cou-
pling. The mean field Hamiltonian studied in this example is similar to the 2D
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Rashba spin-orbit coupling, characterized by a ground state in which the spin con-
figuration has a vortex structure in momentum space13 with winding number w = 1.
In the Pomeranchuk transition it is also possible to obtain a Dresselhaus spin-orbit
coupling in which the vortex structure has winding number w = −1. However, both
couplings produce the same splitting of the Fermi surface as described in fig. (2).
Therefore, the study of the superconducting instability is completely analog and
the phase diagram is the same of figure (1) in both cases.
A BCS type interaction in the ψ, ψ† basis induces different types of interactions
in the β-phase, where the usual Fermi liquid properties are lost. In the helicity basis
ζ, ζ†, intra-band p-wave pairing, as well as inter-band finite momentum pairing are
induced, as shown in figure (2). These interactions are competing with each other
and with interactions in the forward scattering (Pomeranchuk) channel.
The inter-band pairing can be modeled by considering the following attractive
interaction favoring Cooper-pair formation with linear momentum ~q,
HInter =
∫
d2k
(2π)2
∆q ζ
†
↑,k+q/2ζ
†
↓,−k+q/2 + h.c. , (9)
Note that ~q (eq. (6)) is given by the Pomeranchuk instability and should be deter-
mined self-consistently. The “gap equation” that complements eq. (9) is
∆q = −g
∫
d2k
(2π)2
〈ζ↓,−k+q/2ζ↑,k+q/2〉 . (10)
On the other hand, intra-band pairing can be studied by considering
HIntra =
∫
d2k
(2π)2
{
∆↑(k) ζ
†
↑,kζ
†
↑,−k +∆↓(k) ζ
†
↓,kζ
†
↓,−k
}
+ h.c. , (11)
where the simplest representation for the gap function is ∆↑↓(k) = ∆↑↓ sin(θ) with
(kx, ky) = k(cos θ, sin θ), in such a way that ∆↑↓(k) = −∆↑↓(−k). The self consis-
tent constraint that complements this mean field Hamiltonian is
∆↑↓ = −g
∫
d2k
(2π)2
sin θ 〈ζ↑↓,kζ↑↓,−k〉 . (12)
Thus, ∆↑↓ is the order parameter of a py-wave SC phase. The px component,
proportional to cos θ, exactly cancels due to the anti-commuting character of the
fermionic operators in Eq. (11). This is due to the simple symmetry of the form
factors used to define the BCS couplings.
3. Self-consistent solution
To find the phase diagram of figure (1) we need to solve the self-consistent equations
(8), (10) and (12) where the expectation values should be computed with the mean-
field Hamiltonian H = Hβ +HIntra +HInter given by equations (7), (9) and (11).
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We used the Green’s function method to compute expectation values,
〈BA〉 =
∫
dωf(ω)Im (≪ B;A≫) (13)
where A and B are two fermionic operators and f(ω) is the Fermi function. The
notation ≪ A;B ≫ indicates the Green’s function associated with these operators
and can be computed using the equation of motion for Green’s functions which, in
frequency representation, reads26,
ω ≪ A;B ≫=≪ [A,H ];B ≫ +〈{A,B}〉 (14)
Since H is quadratic, equation (14) has closed solutions. We can compute for in-
stance,
≪ ζ↑,k; ζ
†
↑,k ≫=
(
ω + ǫ↑k
)(
ω + ǫ↓k−q
)
(
ω + ǫ↓k−q
) [
ω2 − (ǫ↑k)
2 −∆2(θ)
]
−∆2q
(
ω + ǫ↑k
) , (15)
where, for simplicity, we assumed ∆↑ = ∆↓ = ∆. Of course, this procedure is
completely equivalent to the diagonalization of the Hamiltonian by means of a
Bogoliuvov transformation.
Single particle excitations are given by the poles of the Green’s function. In our
case this is a cubic polynomial and can be easily computed. For weak couplings, i.
e. , for infinitesimal BCS coupling, we cannot have modulated superconductivity19.
Therefore, in the region where the Pomeranchuk instability sets in, and for small
values of the coupling constant, the only possible solution of equation (10) is ∆q = 0.
Therefore, in this regime, both helicity branches are decoupled, and single particle
excitations have the dispersion relation
ω2 =
(
ǫ↑↓k
)2
+∆2(θ). (16)
Taking the imaginary part of the Green’s function and using equation (13) to
compute expectation values, we can rewrite equation (8) as
n¯ = −
1
2
fa1 (0)
∫
d2k
(2π)2
(
〈ζ†↑ζ↑〉 − 〈ζ
†
↓ζ↓〉
)
= −
1
2
fa1 (0)
∫
d2k
(2π)2

 ǫ↑k√
(ǫ↑k)
2 +∆2(θ)
−
ǫ↓k√
(ǫ↓k)
2 +∆2(θ)

 (17)
Performing the integrals, and considering negative values of fa1 (0) we find,
n¯ =
1
2
|F a1 |
(
1 + 8
(
π∆
2Λ
)2
ln
(
π∆
2Λ
))
n¯
[
1−
b
(vFkF )2
n¯2
]
(18)
with F a1 = f
a
1N(0), where N(0) is the density of states at the Fermi surface, and Λ
is an ultraviolet momentum cut-off. In the absence of pairing ∆ = 0, this equation
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has non trivial solutions n¯ 6= 0 for F a1 < −2, signaling the usual Pomeranchuk
instability. The presence of pairing restricts this region to
|F a1 | >
2
1 + 8
(
π∆
2Λ
)2
ln
(
π∆
2Λ
) (19)
On the other hand, within this region, the two helicity branches are decoupled
and the gap equation for py-wave pairing, equation (12) reads,
∆ = −g
∫
d2k
(2π)2
∆sin2 θ√
ǫ2k +∆
2 sin2 θ
(20)
which, due to the usual logarithmic divergence, has a non-trivial solution ∆ ∼
Λe−1/g. Therefore, at mean-field level, the system develops a p-wave superconduc-
tivity coexisting with a spin-orbit interaction in a small region of the phase diagram
under the bold line in figure (1). As can be seen from equation (18), the line
|F a1 | =
2
1 + 2π2e−2/g ln
[
(π/2)e−1/g
] (21)
represents a continuous Pomeranchuk transition between n¯ 6= 0 and n¯ = 0. Above
this transition, there is no more splitting of the Fermi surface, since q = 0, and the
character of the ground state changes qualitatively.
Above the Pomeranchuk line, Eq. (21), the one-particle excitations are given
now by,
ω2 = ǫ2k +∆
2
0 +∆
2 sin2 θ (22)
as can be seen from the structure of the Green’s function, Eq. (15), by taking q → 0.
In this regime, the gap equations (10) and (12) are coupled,
∆ = −g
∫
d2k
(2π)2
∆sin2 θ√
ǫ2k +∆
2
0 +∆
2 sin2 θ
(23)
∆0 = −g
∫
d2k
(2π)2
∆0√
ǫ2k +∆
2
0 +∆
2 sin2 θ
. (24)
The only solution of these equations above the curve g(F a1 ) (Eq. (21)) is ∆ = 0,
∆0 ∼ e
−1/g. For this reason, the bold curve in the phase diagram represents a
first order transition between two superconducting states: the “normal” s-wave
superconductor and a py-wave superconductor state characterized by a spin-orbit
coupling responsible for the helicity splitting of the Fermi surface. Note that, despite
that pairing is taking place in the helicity basis, we use the terms s-wave and p-wave
to denote different symmetries of order parameters. We stress that, the py-wave
order parameter in the β-phase, when written in terms of the original Cartesian
basis, is a mixture with other partial wave channels, including s-wave.
The only interesting possibility we have left aside is the presence of modulated
superconductivity due to the spontaneous Fermi surface splitting, produced by a
Pomeranchuk instability. In the next subsection we analyze this possibility.
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3.1. Looking for modulated superconductivity
We would like to look for a solution of the self consistent equations of the form
n¯ 6= 0, ∆q 6= 0 and ∆ = 0. In this case, the single particle excitations are,
ω± =
(
ǫ↑k+q/2 − ǫ
↓
k−q/2
2
)
± ξ , (25)
with
ξ =
√√√√( ǫ↑k+q/2 + ǫ↓k−q/2
2
)2
+ |∆q|2 . (26)
The gap equations (8) and (10) are written now as (at zero temperature)
n¯ =
|fa1 |
4
∫
d2k
(2π)2
{Θ(−ω+)−Θ(ω−)} , (27)
∆q = −g
∫
d2k
(2π)2
∆q
2ξ
{Θ(−ω+)−Θ(−ω−)} , (28)
where Θ is the usual Heaviside function. It is simple to realize that the s-wave BCS
order parameter n¯ = 0,∆q = ∆0 is always a solution of eqs. (27) and (28).
Now, we explore the interesting possibility of a modulated solution n¯ ∼ q 6=
0,∆q 6= 0. The ~k-integrals in equations (27) and (28) are strongly constrained by
the Heaviside functions. The main contribution to eq. (27) comes from the region
ω+ < 0. Written in polar coordinates (k, θ), with cos θ = (~k · ~q)/kq, and first
integrating over k, we get
n¯ = |F a1 |n¯
∫ θ+
θ−
dθ
2π
×
×
√(
1−
b
(vF kF )2
n¯2 cos θ
)2
(1 + cos θ)2 − x2 (29)
where we have defined the dimensionless quantity x = ∆q/n¯. θ
±(x, n¯) are the
integration limits which keep the argument of the square root positive. |F a1 | =
N(0)fa1 , where N(0) is the density of states at the original Fermi surface (with
n¯ = 0). This approximation is valid very near the critical point where the number
of states at the split Fermi surfaces are essentially equal. Near the critical point,
we can expand the integrand in powers of n¯/vFkF << 1, obtaining
n¯ =
|F a1 |
2
n¯
[
C0(x) −
b
(vFkF )2
n¯2C1(x)
]
+O((
n¯
vF kF
)5), (30)
with C0(x) ∼ 1 − (x/2)
3/2, C1(x) = 1 + x ln(1 + x/5) and F
a
1 = f
a
1N(0), where
N(0) is the density of states at the Fermi surface.
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On the other hand, the integral in eq. (28) has the usual ultraviolet divergence
of the BCS gap equation. A convenient way to deal with this integral is to sum and
subtract Θ(ω−) in the second term and then to subtract the identity
−1 + g
∫
d2k
(2π)2
1
2ξ0
≡ 0 (31)
from the first term of eq. (28). ξ0 =
√
ǫ2k + |∆0|
2 and ∆0 is the uniform supercon-
ducting gap in the absence of Fermi surface splitting. With this, eq. (28) is rewritten
as
N(0)
2
ln
∣∣∣∣∆0∆q
∣∣∣∣ =
∫
d2k
(2π)2
1
2ξ
{Θ(−ω+) + Θ(ω−)} . (32)
In this way, the above integral is controlled. The coupling constant g and the ultra-
violet cut-off are both contained in the definition of ∆0 (eq. (31)). As before, near
the Fermi surface, where interactions are important, Θ(ω−) = 0. Performing the
remaining integral over k, the gap equation is written as
ln
∣∣∣∣∆0∆q
∣∣∣∣ = Γ(x) , (33)
where x = ∆q/n¯, and we have defined the function
Γ(x) = 2
∫ θ¯(x)
−θ¯(x)
dθ
2π
sinh−1
(√
(1 + cos θ)2 − x2
x2
)
, (34)
with θ¯(x) = cos−1(x − 1) for x ≤ 2 and Γ(x > 2) = 0. Therefore, to look for
modulated superconductivity we need to solve eqs. (30) and (33) self-consistently.
Firstly, we note that for x > 2 the only solution, {n¯ = 0,∆q = ∆0}, corresponds
to the uniform superconducting phase. This imposes a lower limit for modulated
superconductivity since, for obtaining a non-trivial solution, we must have ∆q <
2n¯ < ∆0. This is consistent with the fact that modulated superconductivity is
a strong coupling effect. However, for any value of the parameter ∆0 > 2n¯, the
uniform superconducting mean-field energy is always lower than the modulated
one, 〈H〉∆0 < 〈H〉∆q . On the other hand, there is a region of the phase diagram,
shown above the dashed line in figure (1), in which 〈H〉∆q < 〈H〉β . Therefore,
modulated superconductivity appears as a metastable phase for large values of g
and |F a1 | > 2. The precise location of the onset of metastability depends on the
relation between the band-width in which interactions are relevant (the energy cut-
off), and the band-curvature at the Fermi surface. We would like to note that, the
meta-stable character of the modulated SC phase may depend on the symmetry of
the form factor used to define the effective BCS coupling.
4. Discussion and Conclusions
Summarizing, we have studied, in the context of Fermi liquids, the competition
between a Pomeranchuk instability in the spin channel with angular momentum
June 15, 2018 10:35 WSPC/INSTRUCTION FILE MSC
REFERENCES 11
ℓ = 1, triggered by the Landau parameter F a1 and an attractive interaction fa-
voring Cooper-pair formation. We built up a zero temperature mean-field phase
diagram in terms of the two parameters of the model: F a1 and g. We found that,
as observed in other channels of Pomeranchuk instabilities24,25, the superconduct-
ing gap reduces the tendency to Fermi surface deformation. We have considered
intra-band homogeneous pairing as well as inter-band pairing. The net effect of
the former is to produce a py-wave superconductor state for very small values of
the BCS coupling constant. Then, we have shown that, for stronger couplings, a
first order p-wave/s-wave phase transition takes place. Moreover, we have found a
metastable modulated superconductor, enhanced for larger values of |F a1 |.
The phase diagram of figure (1) could be modified by long wave-length fluc-
tuations in several ways. In the β-phase, there are three branches of Goldstone
modes transforming with SO(3) group, associated with the breaking of relative
spin-orbit symmetry. The longitudinal mode has a linear dispersion relation, while
the transverse modes signal a tendency to produce a non-homogeneous ground
state with parity symmetry breaking13, meaning that, in the absence of SC inter-
actions, the mean field solution of the β-phase is actually meta-stable. However,
an explicit SO coupling (h) can gapped the Goldstone modes, stabilizing the phase
and rounding the Pomeranchuk instability. On the other hand, it is known that a
modulated superconductor order parameter can coexist, at strong coupling, with
non-homogeneous charge configurations19. This coexistence has also been proposed
in the context of cuprates superconductors20. For this reason, we believe that trans-
verse long-wave fluctuations of the β-phase could probably enhance the modulated
SC order.
To the best of our knowledge, there is still no experimental evidence of the phases
described in this paper. However, we believe that they could be possibly observed in
systems with attractive interactions in the antisymmetric ℓ = 1 channel. Negative
values of the Landau parameter F a1 have been measure
27,28,29,30 in systems like 3He.
Also, in ultra cold atomic gases with a p-wave Feshbach resonance31, F a1 should
be negative near the resonance. More generally, strongly correlated systems like
cuprates, heavy Fermions and two dimensional electron systems in high magnetic
fields are an interesting arena to investigate the phenomenology presented in this
paper.
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