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We establish a number of connections between a digital version of Quantum Annealing (QA)
with the Quantum Approximate Optimization Algorithm (QAOA) introduced by Farhi et al.
(arXiv:1411.4028) as an alternative hybrid quantum-classical variational scheme for quantum-state
preparation and optimization. We prove a rigorous bound concerning the performance of QAOA for
MaxCut on a 2-regular graph, equivalent to an unfrustrated antiferromagnetic Ising chain, which
shows that the optimal variational error of a depth-P quantum circuit is generally bound to be
resP ≥ (2P + 2)−1. In particular, we explicitly demonstrate that among the 2P degenerate minima
which can be found, all strictly satisfying the equality resP = (2P + 2)
−1, there is a special regular
optimal solution which can be interpreted as an optimized digital-QA schedule. These findings help
elucidating the intimate relation between digital-QA, QAOA, and optimal Quantum Control.
I. INTRODUCTION
Recent experimental advances in the world of quantum
technologies have prompted the development of various
quantum-based algorithms [1], some of which are suitable
to run on currently available quantum devices, broadly
belonging to the class of Noisy Intermediate-Scale Quan-
tum (NISQ) technologies [2]. Two leading candidates
in this area are Quantum Annealing [3–7], and hybrid
quantum-classical optimization algorithms [8–10].
Quantum Annealing (QA) [3–6], alias Adiabatic Quan-
tum Computation [11], is a strategy for solving interest-
ing hard optimization problems through a continuous-
time adiabatic evolution of an appropriate quantum
Hamiltonian. In the QA framework, the hardness of a
problem is associated with the intrinsic difficulty in fol-
lowing the adiabatic ground state when the system is
driven across a quantum critical point. This is especially
severe in cases where an exponentially small spectral gap
must be crossed to go from the initial state to the fi-
nal ground state one is searching for [12, 13]. Differ-
ent strategies have been proposed to cope with such a
problem, including heuristic guesses for the initial state
[14], strategies for increasing the minimum gap [15, 16] or
avoiding first-order lines [17], and the quantum adiabatic
brachistochrone formulation [18].
Hybrid quantum-classical optimization algorithms, in-
stead, are based on classical minimization and invoke
quantum digital processors to prepare a variational
Ansatz for the problem [8–10]. In the specific field of com-
binatorial optimization this is accomplished by the Quan-
tum Approximate Optimization Algorithm (QAOA) [8]
that operates through a depth-P circuit of digital uni-
tary gates. In this framework, a problem is hard if it
requires large-P (deep) quantum circuits to prepare a
good Ansatz, or if the classical optimization landscape
is complex and difficult to sample.
Although QA and QAOA appear as unrelated mod-
els of computation, in principle both computationally
universal [19, 20], some connections have been recently
drawn between them. In the QA arena, proposals for a
fully digital QA (dQA) [21] — sharing technical similari-
ties with the QAOA quantum circuit —, point towards a
universal-gate approach to QA, with the extra bonus of
the possibility of error-correction [22, 23]. In the field of
optimal quantum control, Yang et al. [24] have pointed
out that the digital nature of the QAOA quantum circuit
Ansatz emerges naturally, when searching for an optimal
protocol, from the “bang-bang” form predicted by the
application of Pontryagin’s principle [25, 26].
Here we close the loop, by making a step forward in
establishing this connection. We show that one can con-
struct optimal QAOA solutions which are inherently adi-
abatic, in a digital-QA framework [21].
More in detail, our paper contains two main results.
The first, methodological, is a technique to establish a
variational bound on the residual energy of a class of
antiferromagnetic Ising problems — essentially related
to the MaxCut combinatorial optimization — on regu-
lar periodic graphs, by exploiting the intrinsic flexibility
in the boundary conditions of a reduced spin problem.
We prove rigorous bounds to the relative error resP of the
QAOA optimal solution on a circuit of depth P. The
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2technique, which can be naturally extended to higher-
dimensional problems, is here applied to the translation-
ally invariant quantum Ising chain, which is analytically
tractable. In one dimension, we provide clear numeri-
cal evidence — obtained by mapping the spin problem
to free fermions through the Jordan-Wigner transforma-
tion — that the variational bound is precisely saturated,
provided 2P < N , where N is the size of the Ising chain.
When 2P = N the system is controllable [25, 26], namely
the residual energy drops to 0, and for 2P > N the man-
ifold of optimal solutions becomes a continuum.
As a second main contribution, we establish a link be-
tween optimal Quantum Control, and the adiabatic dy-
namics behind QA, or more precisely here digital-QA [21].
Indeed, we explicitly show that, for the Ising chain prob-
lem, among the large number of QAOA optimal solutions,
one can iteratively single-out a smooth regular solution
which can be regarded as the optimal digital-QA sched-
ule, satisfying all the expected reasonable requirements
for adiabaticity in a digital context, without any need
for spectral information on the Hamiltonian. This comes
with the extra bonus that the construction of such solu-
tion is computationally less expensive than searching for
unstructured QAOA solutions.
The paper is organized as follows. Section II introduces
the readers to the different methods we will be dealing
with, starting from QA, proceeding with the idea of dig-
italization, and then to QAOA and optimal Quantum
Control. Section III sets the MaxCut problem in general,
and introduces a general technique, involving boundary
conditions in a reduced chain, which allows us to prove
the residual energy bound. In Sec. IV, with the aid of
a Jordan-Winger transformation, we cast the multivari-
ate minimization into a much simpler geometric problem
and we explicitly show how to construct optimal digital-
QA adiabatic solutions, and compare it with other QA
strategies. Finally, Sec. V contains a summary of our re-
sults, a discussion of relevant points, and an outlook on
open questions.
II. QA, DIGITALIZATION AND OPTIMAL
CONTROL
A. From Classical to Quantum Optimization
Let us consider the usual setting of a cost function
C(z1, · · · , zN ) of N binary variables zj = ±1 which we
want to minimize (or maximize). The standard strat-
egy in quantum optimization algorithms [3–6, 8, 11] is to
map zj → σˆzj and regard the cost-function as a quantum
Hamiltonian C(z1, · · · , xN ) → Ĥz(σˆz1 , · · · , σˆzN ), which is
then minimized employing quantum resources. This ap-
proach is quite general, as many optimization problems
can be reformulated in this framework [27].
Here, following Ref. [8], we will illustrate it for the
MaxCut problem [28]. Given a graph, i.e., a set of
vertices or nodes G = {j} connected by certain edges
E = {e}, the MaxCut problem consists in finding the
largest number of edges that need to be cut when par-
titioning the graph into two independent parts. By as-
signing a label zj = +1 and zj = −1 to the nodes of
the two independent parts, the objective cost function
to be maximized is CMaxCut(z) =
∑
〈i,j〉∈E(1 − zizj)/2,
where the sum runs on all the edges 〈i, j〉 = e ∈ E . This
amounts, in the quantum language, to searching for the
minimum of
Ĥz =
∑
〈i,j〉∈E
(σˆzi σˆ
z
j − 1) (1)
which we denote by Emin. Notice that, having omitted
here the factor 1/2, |Emin| is twice the maximum number
of cut edges. The maximum eigenvalue of Ĥz is clearly
0, Emax = 0.
B. Continuous and digital quantum annealing
According to standard continuous-time QA [4–6, 11],
the cost Hamiltonian Ĥz has to be supplemented by a
driving term, usually — but not necessarily [29] — taken
to be of the simple form Ĥx = −
∑N
j=1 σˆ
x
j . In the sim-
plest setting, one would then write a QA Hamiltonian of
the form:
Ĥ(s) = s Ĥz + (1− s) Ĥx . (2)
The parameter s is then varied in time, defining a sched-
ule s(t) interpolating between s(0) = 0 and s(τ) = 1,
where τ is the total annealing time. In its simplest form,
QA is often associated to a linear schedule s(t) = t/τ , but
this restriction can be in principle removed, as one might
optimize the schedule s(t) appropriately [18, 30–33].
Given any schedule s(t), and starting from the ground
state of Ĥx, |ψ0〉 = |+〉⊗N = 2−N/2 (|↑〉+ |↓〉)⊗N , the
state of the system at time t is given by the Schro¨dinger
evolution |ψ(t)〉 = ÛQA(t, 0)|ψ0〉 where
ÛQA(t, 0) = T exp
(
− i
~
∫ t
0
dt′ Ĥ(s(t′))
)
. (3)
In many situations it is meaningful, in some cases nec-
essary, to approximate the schedule s(t) by a step func-
tion attaining P values s1, · · · , sP, with sm ∈ (0, 1], cor-
responding to evolution times ∆tm, with m = 1, · · · ,P
such that
∑P
m=1 ∆tm = τ . Figure 1 is a sketch of such a
step-discretization starting from a smooth s(t) — which
we might refer to as a step-QA scheme — but the discus-
sion below applies to any step function. The evolution
operator Û(τ, 0) is then given by:
ÛQA(τ, 0) =⇒ Ûstep =
←P∏
m=1
e−
i
~ Ĥ(sm)∆tm . (4)
where the arrow ← denotes a time-ordered product.
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FIG. 1: A smooth continuous-time QA s(t), with the associ-
ated step-QA and digital-QA schedules. Here P = 8. Notice
that the time-intervals ∆tm are not identical. The procedure
by which this figure is generated is explained in Sec. IV A.
A further digitalization step would be to perform a
Trotter splitting of the term e−
i
~ Ĥ(sm)∆tm . For instance,
the lowest-order Trotter splitting
e−
i
~ Ĥ(sm)∆tm ' e−iβmĤxe−iγmĤz +O((∆tm)2) (5)
with 
γm = sm
∆tm
~
βm = (1− sm)∆tm~
(6)
would lead to an approximate evolution operator of the
form:
ÛQA(τ, 0) ≈ Ûdigit(γ,β) = Û(γP, βP) · · · Û(γ1, β1) , (7)
with
Û(γm, βm) ≡ Ûm = e−iβmĤxe−iγmĤz . (8)
The parameters γm and βm are such that:
P∑
m=1
(γm + βm) =
τ
~
. (9)
If the original scheme was a QA based on a smooth
s(t), then we might call this a digital-QA (dQA) [21]. A
symmetric, or any higher order, Trotter splitting would
lead to modified expressions for the parameters γ =
(γ1, · · · , γP) and β = (β1, · · · , βP), with identical sum
rule (9).
C. QAOA and optimal quantum control
Eq. (7) naturally leads to the Quantum Approximate
Optimization Algorithm (QAOA) algorithm introduced
by Farhi et al. [8]. Indeed, one can regard the quantum
state
|ψP(γ,β)〉 = Û(γP, βP) · · · Û(γ1, β1)|ψ0〉 , (10)
attained by the digital evolution operator as variationally
dependent on the 2P parameters (γ,β). Using repeated
measurements in the computational basis we then eval-
uate the expectation value of the cost function Hamilto-
nian
EP(γ,β) = 〈ψP(γ,β)|Ĥz|ψP(γ,β)〉 , (11)
as a function to be minimized through a classical algo-
rithm. The global minimum (γ∗,β∗) of the variational
parameters determines a correspondingly optimal energy
EoptP = EP(γ
∗,β∗) which is, by construction, a mono-
tonically decreasing function of P. A classical algorithm
that uses a quantum processor and a measuring device
as an oracle to prepare |ψP(γ,β)〉 and evaluate EP(γ,β)
is then used to find the values of γ∗ and β∗ that min-
imize EP. Afterwards, an approximate solution of the
classical problem can be obtained by repeated measures
on the state |ψP(γ∗,β∗)〉. The total evolution “time”
τ , however, is no longer fixed, but rather related to the
optimal parameters (γ∗,β∗) by the sum rule in Eq. 9.
For Boolean Satisfiability problems, where Ûdigit(γ,β)
turns out to be periodic in the variational parameters,
one might still show that τ < 2piP. Remarkably, this
QAOA approach has been shown to be computationally
universal [20], although this fact does not guarantee, by
itself, efficiency or speedup [34].
Incidentally, one can slightly generalize the QAOA
construction to look for the ground state of a target
Hamiltonian of the form ĤT = Ĥz + gĤx. This has
been dubbed Variational Quantum-Classical Simulation
(VQCS) in Ref. [35].
An interesting recent result [24] concerns optimal
Quantum Control [25, 26]. Indeed, suppose that the
total evolution time τ is fixed, and one asks for a the
optimal schedule s(t) with values bounded in the inter-
val [0, 1] without any continuity or monotonicity require-
ment. Then, as shown by Yang et al. [24], an application
of Pontryagin’s principle shows that the optimal schedule
has to be of the so-called bang-bang form, with s(t) hav-
ing a square-wave form between the two extremal values
1 and 0, as sketched in Fig. 1. Denoting by γm and βm
the “time-lags” spent in the m-th intervals with s = 1
and s = 0, respectively, we recover once again the form
given in Eq. (7) or (10) where, however, the total number
of recursions P is no longer fixed.
These considerations point towards a crucial point that
we elucidate in our paper. While, by definition, any
digital-QA schedule is of the bang-bang form, it is a pri-
ori not obvious if and when an optimal control bang-bang
solution can be constructed which is also adiabatic. We
will later on shed light on the last point, by explicitly
constructing such an adiabatic optimal schedule for the
translationally invariant quantum Ising chain case, and
arguing that it is indeed computationally convenient to
do so, rather than searching for an arbitrary unstructured
optimal solution.
4III. QAOA RESIDUAL ENERGY BOUND FOR
MAXCUT ON PERIODIC 2-REGULAR GRAPHS
Having set the ground for the different algorithms, let
us turn our attention to the performance of the QAOA
algorithm on MaxCut problems.
Let us consider the QAOA strategy where, as men-
tioned above, EP(γ,β) = 〈ψP(γ,β)|Ĥz|ψP(γ,β)〉 is the
expectation value of the cost-function Hamiltonian.
We can quantify the degree to which a variational
state |ψP(γ,β)〉 approximates the solution of the quan-
tum problem with the rescaled residual energy (or frac-
tional error) [6]
resP (γ,β) =
EP(γ,β)− Emin
Emax − Emin . (12)
The function resP (γ,β) is normalized in such a way that
resP (γ,β) ∈ [0, 1] and that resP (γ,β) = 0 if and only if
|ψP(γ,β)〉 is a ground state of the quantum Hamiltonian
Eq. (1). This quantity is related to the approximation
ratio rP considered in the context of QAOA [8, 36, 37]
by the simple relation
rP = 1− resP . (13)
By evaluating rP (or 
res
P ) on the output of the QAOA
we get the approximation ratio r∗P = rP(γ
∗,β∗), a nat-
ural figure of merit for the performance of the algo-
rithm [8]. As in most variational algorithms, increasing
the number of variables improves the QAOA’s perfor-
mance, hence r∗P+1 ≥ r∗P or, equivalently,
(
resP+1
)opt ≤(
resP+1
)opt
. Moreover, if the Hamiltonian Ĥ(s) = s Ĥz +
(1 − s) Ĥx has a finite minimum gap in the interval
s ∈ [0, 1], an arbitrarily good solution can be obtained by
Trotterization of an adiabatic evolution, so that r∗P → 1
(or
(
resP+1
)opt → 0) for P→∞ [8].
Previous results [8, 36–38] on this problem have consid-
ered particular classes of MaxCut graphs. The simplest
cases are connected k-regular graphs, where the connec-
tivity (or degree) k, i.e., the number of edges originating
from each node, is fixed and identical for all nodes.
A 2-regular graph is essentially a closed ring, and the
MaxCut problem — sometimes refereed to as ring of dis-
agrees [8] — is equivalent to finding the classical ground
state of an anti-ferromagnetic Ising model on a chain, a
computationally “easy” problem which, physically, shows
no frustration (for N even). However, generic k-regular
graphs with k ≥ 3 are frustrated and solving the asso-
ciated Max-Cut problem is hard. For 3-regular graphs,
Ref. [8] has shown that the worst case value of the approx-
imation ratio rP is bound, for P = 1, to be r
∗
P=1 ≥ 0.6924.
This implies that for on any 3-regular graph, the QAOA
will always return a partition such that the number of
cut edges is at least 0.6924 times the size of the optimal
cut.
In this paper we will show that:
1a. For the 2-regular case, or equivalently the antiferro-
magnetic Ising chain, we prove that when 2P < N ,
one can give a lower bound for the residual energy
resP or, equivalently, an upper bound for rP given
by:
resP ≥
1
2P + 2
, rP ≤ 2P + 1
2P + 2
, (14)
while for 2P ≥ N we explicitly exhibit an optimal
schedule attaining r∗P = 1:
βoptm = γ
opt
P+1−m =

0 if 2m > N
pi/8 if m =
⌈
N+2
4
⌉
.
pi/4 otherwise
(15)
1b. By mapping the problem to free fermions, through
Jordan-Wigner, we verify numerically that the
bound in Eq. (14) is saturated (at least for P ≤
128). This extends the results of Ref. [36], which
were limited to P ≤ 10.
2. We find that among the many degenerate “structure-
less” optimal solutions there is a “smooth” repre-
sentative (γreg,βreg). We show that it can be asso-
ciated to a smooth QA schedule s(t) which imple-
ments a digital adiabatic dynamics [39].
We show here that the upper bound in Eq. (14) applies
to the 2-regular graph, i.e., the antiferromagnetic Ising
chain, when (2P + 2) ≤ N .
The translational invariance of Ĥz, Ĥx and of the ini-
tial state |ψ0〉 implies that we can write the residual en-
ergy in Eq. (12) as:
resP (γ,β) = 〈ψP(γ,β)|
σˆzjs σˆ
z
js+1
+ 1
2
|ψP(γ,β)〉 , (16)
where js is any site of the chain, for instance the central
site js = N/2. (We restrict ourself to even N so that the
chain is unfrustrated.) As demonstrated in Ref. [8], the
application of the digital unitary operator Ûdigit(γ,β) =
ÛP · · · Û1 — where Ûm = Û(γm, βm) — to link operator
σˆzjs σˆ
z
js+1
Û†1 · · · Û†P σˆzjs σˆzjs+1 ÛP · · · Û1 (17)
involves only spins which have a distance at most P
from the link (js, js + 1). Such an operator spread-
ing is sketched in Fig. 2, were a certain similarity with
the light-cone idea emerges [40]. Considering for in-
stance the central link js =
N
2 , if (2P + 2) < N , this
leads to a reduced spin chain with Ns = (2P + 2) sites,
j = js−P, · · · , js+ P + 1, while if (2P + 2) ≥ N , all sites
are involved, Ns = N . Without loss of generality, we can
always re-number the sites belonging to the reduced spin
chains from 1 to Ns, and assume that the link we are
“measuring” is the central one, js = Ns/2.
Notice that for (2P + 2) = Ns ≤ N , in the spirit of the
spin reduction explained above, any boundary term is
5Space
“Time”
N = 10 spins
σ1 σ2 σ3 σ4 σ5 σ6 σ7 σ8 σ9 σ10
ÛP = e−iβP(σ x4+σ x5+σ x6+σ x7)e−iγP(σz4σz5+σz5σz6+σz6σz7)
ÛP−1 = e−iβP−1(σ x3⋯+σ x8)e−iγP−1(σz3σz4⋯+σz7σz8)
ÛP−2 = …
ÛP−3 = …
Û†P
m
P
P − 1
P − 2
P − 3
P − 4
Û†P−1
Û†P−2
Û†P−3
FIG. 2: A sketch of how the successive application of digital
evolution results in an operator spreading that justifies the
use of a reduced spin chain. Notice the systematic absence of
boundary terms in the reduced chain Hamiltonian.
absent in the reduced chain Hamiltonian. Hence, we are
free to add an arbitrary boundary link term Jb σˆ
z
Ns
σˆz1 .
We restrict our choice here to Jb = ±1. For Jb = +1
the reduced spin chain has periodic boundary condi-
tions (PBC), hence recovering full translational invari-
ance. For Jb = −1 we have anti-periodic boundary con-
ditions (ABC), but an effective translation operator in-
volving a spin-flip can still be introduced (see App. A).
Our claim now is that we can work with a reduced spin
chain Hamiltonian of the form:
Hˆ(±)z =
Ns−1∑
j=1
(
σˆzj σˆ
z
j+1 − 1
)
+
(± σˆzNs σˆz1 − 1) , (18)
while keeping the transverse term unmodified
Hˆx = −
Ns∑
j=1
σˆxj , (19)
and show that this would not modify the expectation
value we need, i.e.,
resP (γ,β) = 〈ψ˜P(γ,β)|
σˆzjs σˆ
z
js+1
+ 1
2
|ψ˜P(γ,β)〉 (20)
where
|ψ˜P(γ,β)〉 =
←P∏
m=1
e−iβmHˆxe−iγmHˆ
(±)
z |ψ˜0〉 , (21)
with |ψ˜0〉 = |+〉⊗Ns . Such extra freedom in the boundary
conditions will be used shortly to derive a bound for the
residual energy. We notice that when 2P + 2 > N the
reduced spin chain coincides with the full chain, Ns = N ,
and there is no freedom whatsoever: we must use PBC.
Returning to the case 2P + 2 = Ns ≤ N , the next
crucial step is to show that:
〈ψ˜P|
(
σˆzjs σˆ
z
js+1 − 1
) |ψ˜P〉 = 1
Ns
〈ψ˜P|Hˆ(±)z |ψ˜P〉 . (22)
For the PBC case, this is a trivial consequence of trans-
lational invariance. For the ABC case, one needs to show
that a modified translation operator can be introduced,
by incorporating a spin-flip at site 1, which does the job:
this is shown explicitly in App. A. Using Eqs. (22) and
(20) we immediately conclude that
resP (γ,β) = 〈ψ˜P(γ,β)|
(
Hˆ(±)z
2(2P + 2)
+ 1
)
|ψ˜P(γ,β)〉
≥
(
E(±)gs
2(2P + 2)
+ 1
)
, (23)
where E(±)gs is the ground state energy of Hˆ(±)z and the in-
equality follows from the standard variational principle.
Now observe that E(+)gs = −2Ns = −2(2P + 2). Hence,
if PBC are used in the reduced spin chain, the bound is
a trivial useless inequality resP (γ,β) ≥ 0. The inequal-
ity, however, becomes non-trivial if ABC are used, since
E(−)gs = −4P − 2 due to the frustrating boundary term
Jb = −1, we get:
resP (γ,β) ≥
(
E(−)gs
2(2P + 2)
+ 1
)
=
1
2P + 2
, (24)
This establishes the promised bounds in Eq. (14).
As a check, observe that the computation of the opti-
mal r∗P=1 carried out in Ref. [36] (Eq. (16)) and valid for
triangle-free k-regular graphs, when translated into our
notation would imply that:
resP=1 ≥
1
2
−
(
1− 1k
) k−1
2
2
√
k
. (25)
This shows that the optimal result in Eq. (25), when
specialized to k = 2, coincides with Eq. (24). Later on,
see Fig. 4 and accompanying discussion, we will explicitly
demonstrate numerically the tightness of the bound in
Eq. (24) also for larger P.
The derivation of the bound in Eq. (14) given here
relies on the locality and translational invariance of the
problem. It can therefore be generalized to systems in
higher dimensions [41]. However, the fact that the bound
is actually saturated by the optimal solutions seems to be
a feature associated with the one-dimensional case only.
IV. CONNECTION BETWEEN QAOA AND
ADIABATIC ALGORITHMS
For the 2-regular graph case, i.e., the antiferromagnetic
Ising chain case, a lot more can be said. First of all,
as discussed in Ref. [36], one can take advantage of the
Jordan-Wigner transformation [42] to map the problem
into a free-fermion one. In particular, one can show that
the system is equivalent to a set of independent two-level
systems.
Let us recall, for the reader’s convenience, that if
2P + 2 > N , then we are dealing with a standard Ising
6chains of length Ns = N with the original (PBC) bound-
ary conditions; otherwise, if 2P + 2 = Ns ≤ N , the re-
duced spin chain discussed in the previous section can be
taken to have an arbitrary boundary term. As discussed
previously, using ABC leads to the bound we have de-
rived. Hence, Ns = min(N, 2P + 2) is the effective chain
length, and we will set the boundary condition appropri-
ately.
Using a Jordan-Wigner transformation (see App. B),
the relevant Hamiltonians can be expressed as a sum of
independent two-level systems labelled by a wave-vector
k whose values depend on the boundary conditions used.
In particular, we define KPBC = { piNs , 3piNs · · · ,
(Ns−1)pi
Ns
}
and KABC = { 2piNs , 4piNs , · · · ,
(Ns−2)pi
Ns
} to be the set of k-
vectors associated to PBC and ABC, respectively, for
the spin chain. The final result, see App. B, is that the
residual energy can also be decomposed, for 2P + 2 ≤ N
as:
resP (γ,β)
2P+2≤N
=
1
2P + 2
+
1
2P + 2
KABC∑
k
k(γ,β) , (26)
while for 2P + 2 > N we get:
resP (γ,β)
2P+2>N
=
1
N
KPBC∑
k
k(γ,β) . (27)
Here:
k(γ,β) = 1− vˆTk
(←P∏
m=1
Rzˆ(4βm)Rvk(4γm)
)
zˆ ≥ 0 ,
(28)
is the k-contribution to the residual energy, expressed
in terms 3 × 3 rotation matrices R around unit vectors
zˆ = (0, 0, 1)T and vˆk = (− sin k, 0, cos k)T by rotation
angles 4βm and 4γm, respectively.
Eqs. (26), (27) and (28) are our starting points to dis-
cuss the properties of the QAOA landscape. The first
observation is that the landscape has periodicity of pi/2
in each variable γm and βm [8]. Without loss of generality
we can assume γm, βm ∈ [0, pi2 ].
A second observation emerges from the inspection of
Eq. (26). For 2P < N we use ABC and therefore Ns =
2P + 2, which implies that resP (γ,β) is totally indepen-
dent of N . This N -independence is, in retrospective, a
general consequence of the spin reduction behind QAOA
for translational invariant models [8], valid well beyond
the Jordan-Wigner framework used to derive Eq. (26).
Moreover, the optimal residual energy resP (γ
∗,β∗) satu-
rates the bound in Eq. (14), hence resP (γ
∗,β∗) = 12P+2 ,
provided we are able to make the contribution from
∑
k k
to vanish (which we can, as discussed below).
Finally, in the Supplementary Material (SM), Sec. I,
we show how some simple transformation properties of
the system translate into corresponding properties for the
QAOA landscape. In particular, one can show [36] that:
resP (γ,β) = 
res
P (−γ,−β)
resP (γ,β) = 
res
P (β
′,γ′) , (29)
where we have defined the vectors β′,γ′ as β′m = βP−m−1
and γ′m = γP−m−1. In Ref. [36] it was shown that the
optimal values for the parameter lie in the sub-manifold
β = γ′ for P ≤ 10. We have confirmed this result —
which applies to the case 2P < N — for P ≤ 128.
The function k(γ,β) has a simple geometrical inter-
pretation: it contains the scalar product of vˆk with the
vector
(∏←P
m=1Rzˆ(4βm)Rvk(4γm)
)
zˆ obtained by apply-
ing 2P successive rotations to zˆ. Therefore k assumes its
minimum value 0 when
(∏←P
m=1Rzˆ(4βm)Rvk(4γm)
)
zˆ =
vk. These can be regarded as a set of constraints, whose
number depends on the number of k-vectors involved.
The minimum residual energy is obtained by simultane-
ously minimizing, whenever possible, all the addends of
the k-sum in Eqs. (26)-(27). By counting the number of
free variational parameters and the number of constraint
equations one can get a picture of the QAOA landscape.
Figure 3 illustrates the role of these counting arguments
for P = 3. Here we observe that:
For 2P < N: the number of constraints (2|KABC| = 2P)
— corresponding to P equations for 3-dimensional
unit vectors — and of variables (2P) — in the full
space of variables (γ,β) — are equal. Therefore
the equations have a finite set of discrete solutions.
When all equations are satisfied, we get, according
to Eq. (26), the optimal res(γ∗,β∗) = 1Ns =
1
2P+2 .
Numerically, we find that all optimal solutions lie
in the symmetric manifold β = γ′.
For 2P = N: again the the number of constraints
(2|KPBC| = N) and of variables (2P) are equal.
Therefore the equations still have discrete solu-
tions. When all equations are satisfied, the residual
energy, according to Eq. (27), is res(γ∗,β∗) = 0.
We find, numerically, that all optimal solutions lie
in the symmetric manifold β = γ′.
For 2P > N: the number of constraints (2|KPBC| = N)
is smaller than the number of variables (2P). The
equations therefore have a continuous set of solu-
tions that define a manifold of dimension 2P −N .
In this case, however, the symmetry β = γ′ does
not hold for all optimal solutions.
Figure 4 illustrates the minimum residual energy ob-
tained for different values of N as a function of P. The
numerical data are obtained by looking for optimal solu-
tions via a numerical minimization of the residual energy,
Eq. (26), using Eq. (28) to compute the terms k. Specif-
ically we implement the function resP (γ,β) with PyTorch
that provides built-in auto-differentiation routines [43].
We then minimize resP (γ,β) with the Broyden-Fletcher-
Goldfard-Shanno (BFGS) optimization algorithm [44],
using back-propagation to compute the required gradi-
ents. The algorithm is halted when the residual energy
is sufficiently close — specifically, within 10−7 — to our
theoretical lower bound resP =
1
2P+2 .
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FIG. 3: Visualization of the optimal solutions of QAOA for P = 3 in the symmetric manifold β = γ′. Blue circles correspond
to values resP=3 = 0 while red ones corresponds to the values 
res
P=3 = 1/(2P + 2) = 1/8. In (a), for 2P < N (N ≥ 8), the
optimization problem has a finite set of solutions corresponding to strictly positive values of res = 1/8. In (b), for 2P = N
(N = 6), there is a finite set of optimal solutions, now having res = 0. In (c), for 2P > N (here N = 4), the manifold of
solutions attaining res = 0 has dimension 2P−N = 2: the curves shown are obtained by intersecting the solution surface with
the symmetric manifold β = γ′.
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FIG. 4: Optimal residual energies res obtained applying the
QAOA with P Trotter steps for various system sizes N =
50, 100, 150, 200. The symbols represent the data obtained by
numerical optimization while the dashed black line represents
the theoretical bound obtained in Eq. (24), which holds for
2P < N . The bound is saturated for 2P < N while for
2P ≥ N the residual energy drops to zero due to existence of
the solution described by Eq. (36).
The global minima returned by the BFGS routine de-
pend on the arbitrary choice of the initial guess for γ
and β. In particular, there are 2P degenerate minima
all sharing the same resP =
1
2P+2 for N > 2P. Notice
that resP drops to 0 when 2P ≥ N , as predicted by the
parameter counting argument presented above.
We will now show that, among all these degenerate so-
lutions, one can single-out a rather special regular solu-
tion which is closely related to the problem of an optimal
QA [18].
A. Optimal schedules for 2P < N and connection to
adiabatic digital-QA
As discussed previously, for 2P < N the QAOA land-
scape is independent on the system size, and one is ef-
fectively considering an infinite chain N → ∞. As we
already mentioned there are various equivalent optimal
choices for the γm and βm, most of which lack any struc-
ture or pattern. In this section we exhibit a regular
schedule that shows a well defined continuous limit when
P→∞.
To specifically target the regular solution, we proceed
iteratively in P [37]. The optimal solution at level P is
obtained by using as initial guess for γ,β the regular so-
lution previously obtained at level P′ < P. For instance,
starting from P = 2 we can then iteratively obtain regu-
lar solutions for larger values of P, as illustrated in Fig. 5.
For P = 2, the solution, when represented in terms of the
effective s parameter obtained by inverting Eq. (6)
sm =
γm
γm + βm
(30)
coincides to a good approximation with the expected
“linear interpolation” between s = 0 and s = 1, a stan-
dard choice in ordinary continuous-time QA, which is
here used as initial starting point in the BFGS search for
the minimum. We next consider P = 4 and start the
BFGS minimization search from the interpolation of the
P = 2 values. The minimum found deviates now from
the “linear interpolation”. Proceeding further, we get
the solutions shown in the main plot of Fig. 5(a), whose
inset, by contrast, illustrates the “irregular” values of sm
that one would obtain, for the same P, by starting the
search from a random initial point. Summarizing, among
the vast majority of irregular solutions, one can single
out, through an appropriate iterative search scheme, a
regular solution whose parameters sm appear to have a
well recognizable “structure”, which is further analyzed
in Fig. 5(b). The inset of Fig. 5(b) shows that by increas-
ing P, hence the total τ given by Eq. (9), the schedule
sm, when expressed in terms of the corresponding time
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FIG. 5: (a) Construction of the “regular” solution for in-
creasing P. We plot here the parameter sm =
γm
γm+βm
. The
regular solution for P Trotter steps is obtained using as ini-
tial guess for the local search algorithm the solution obtained
for a smaller value of P (e.g. P/2). This procedure pro-
duces a smooth schedule. The inset shows a set of generic
optimal solution obtained when initializing the QAOA angles
randomly. This procedure apparently produces irregular pat-
ternless solutions. (b) Control protocol s(t) induced by the
QAOA algorithm for several values of the total time τ (or
equivalently the number of Trotter steps P). The protocols
have been scaled according to Eq. (31). The inset shows the
unscaled protocols.
tm =
∑m
m′=1(γm′ + βm′)/~, appears to become flatter
and flatter close to the quantum critical point s = 1/2.
Remarkably, the whole regular solution shows a simple
scaling of the form
sτ (t) =
1
2
+
1
τα
f
(
t
τ
)
(31)
with α = 1, as illustrated by the data collapse in the
main plot of Fig. 5(b). Such a shape of s(t) is clearly
reminiscent of the adiabatic protocols described in the
context of a continuous-time QA in Ref. [30] or [31]. We
will further comment on such an issue in Sec. IV C.
We now explore the connection with QA, or more prop-
erly to a form of digital-QA [21]. The optimal param-
eters of the regular solution (γreg,βreg) define a can-
didate digital-QA schedule, from which, by inverting
Eq. (6), one can construct an associated step-QA and
a continuous-time QA protocol, as illustrated in Fig. 1
for P = 8.
Our iterative construction targets an optimal solution
γreg,βreg that varies weakly from P to P + 1. However,
to explore the connection with a digital-QA, we also need
to verify and quantify the adiabaticity of the dynamics
defined by γreg,βreg.
During the preparation of the variational state given
in Eq. (10), the system undergoes a unitary discrete
time evolution. The intermediate state |ψm+1,P(γ,β)〉
after m steps satisfies the following discrete version of
Schro¨dinger’s equation
|ψ0(γ,β)〉 = |ψ0〉 (32)
|ψm+1(γ,β)〉 = Ûm|ψm(γ,β)〉 (33)
where we recall that the effective discrete time evo-
lution operator is defined to be Ûm = Û(γm, βm) =
e−iβmĤxe−iγmĤz . We can always find an orthonormal
basis |θm〉 that diagonalizes Ûm:
Ûm|θm〉 = e−iθm |θm〉 (34)
We say that (γ,β) defines an adiabatic dynamics if the
state |ψm(γ,β)〉 closely follows an eigenstate |θm〉 of Ûm.
This is a natural extension [39] of the concept of adi-
abadicity in continuous-time dynamics. For instance,
one can show that a digital-QA schedule obtained by
discretizing a continuous-QA (e.g. using Eq. (5) and
Eq. (6)) is as adiabatic as its continuous counterpart
when P → ∞. Moreover this definition is further jus-
tified by the statements in Ref. [39], where a discrete
version of the adiabatic theorem is given.
Let pγ,β(θm) = |〈θm|ψm(γ,β)〉|2 be the probability
of finding the system in a given eigenstate |θm〉. The
definition of adiabatic dynamics given above, suggests
to quantify the degree of adiabaticy by measuring how
close the distribution pγ,β(θm) is to a degenerate one
(i.e., a Kro¨neker-delta in θm). The adiabaticity of the
discrete dynamics with P steps, can then be quantified
with the average Shannon entropy Sγ,β(P) of the distri-
bution pγ,β(θm):
Sγ,β(P) = − 1
P
P∑
m=1
∑
θm
pγ,β(θm) log[pγ,β(θm)] (35)
For an adiabatic dynamics Sγ,β(P) → 0 as P → ∞,
otherwise it should remain finite. In Fig. 6 we show
such Shannon entropy for three different schedules on
an Ising chain with N = 1024 sites. We first take a look
at Sγ,β(P) for a linear digital-QA schedule (∆tm = 1)
which is represented by red squares. Through the adi-
abatic theorem we know that the linear-digital schedule
is adiabatic for P → ∞ and Sγ,β(P), decaying to zero
when P is increased, correctly signals the emerging adi-
abaticity of the schedule. We then consider a generic
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FIG. 6: Average Shannon entropy Sγ,β defined in Eq. (35),
normalized to N/4, for various schedules.
optimal solution found by the QAOA algorithm staring
form a random initialization (black triangles). We find
that 4Sγ,β(P)/N ≈ 1 independently of P, signalling a
non-adiabatic dynamics. Finally, the blue circles were
obtained from the regular QAOA solution γreg,βreg. The
fact that Sγreg,βreg(P) vanishes as P → ∞ immediately
conveys the message that the regular QAOA solution de-
fines an adiabatic schedule. Moreover Sγ,β(P) allows us
to make quantitative statements: In particular, the reg-
ular QAOA solution is evidently more adiabatic than the
linear digital-QA schedule. We conclude that such opti-
mal solution can be interpreted as an improved adiabatic
digital-QA schedule. In the SM, Sec. II, we discuss how a
suitable effective Hamiltonian can be introduced for the
digital-QA.
B. Optimal schedules for 2P ≥ N and quantum
control
For 2P ≥ N it is always possible to prepare the Ising
Ĥz ground state with a QAOA Ansatz: the system is
controllable. This can be done by explicitly showing that
the specific schedule
βm = γP+1−m =
{
pi/8 if m =
⌈
P+1
2
⌉
pi/4 otherwise
(36)
realizes exactly resP = 0. The rationale behind such a
remarkably simple expression is that most of the rota-
tions Rzˆ(4βm)Rvk(4γm) involved in Eq. (28) are rota-
tions by pi and their combined effect leave the vector vˆk
in the same plane as zˆ while shifting the angle between
them by 2k. The discrete nature of the k-vectors involved
guarantees that one effectively rotates, by using the an-
gles in Eq. (36), each vˆk onto zˆ, as a detailed construc-
tion (not given here) shows. More generally, however,
since the problem is now underdetermined (the number
of variational parameters is larger than the number of
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FIG. 7: (a) Construction of the “regular” solution for in-
creasing P when 2P ≥ N . We plot here the parameter
sm =
γm
γm+βm
. The regular solution for P Trotter steps is
obtained using as initial guess for the local search algorithm
the solution obtained for a smaller value of P (e.g. P/2). This
procedure produces a smooth schedule. The inset shows the
optimal solution in Eq. (36). (b) Control protocol s(t) in-
duced by the QAOA algorithm for several values of the total
time τ (or, equivalently, number of Trotter steps P). The pro-
tocols have been scaled according to Eq. (31) with α = 1.75.
The inset shows the unscaled protocols.
constraints), one can construct a continuum of optimal
solutions. In particular, using the same iterative strategy
described in the previous section, we can single-out a reg-
ular solution attaining resP (γ
reg,βreg) = 0. Figure 7(a)
shows the construction of such a regular schedule for
2P = N . Concerning a collapse of the data, we veri-
fied that the Ansatz in Eq. (31) still works, but now with
a modified exponent α ≈ 1.75. On the practical side, ob-
serve that the schedule becomes flatter and flatter across
the quantum critical point (s = 1/2).
C. Comparison with other QA strategies
One might ask how the optimal regular solution found
by QAOA compares with other standard QA approaches
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for the ordered Ising chain problem. Specifically, one
standard route is that of a linear-schedule continuous-
time QA, henceforth referred to as “linear-QA”, where
s(t) = t/τ . This is well known [45, 46] to lead to a Kibble-
Zurek [47–49] power-law residual energy res(τ) ∼ τ−1/2.
A closely related method involves a digitalization of QA,
for instance with ∆tm = 1 (in units of ~/J). Figure 8
shows that both linear-QA and linear-dQA display the
correct KZ behaviour res(τ) ∼ τ−1/2, with dQA only
separated by a constant offset due to the discretization
error.
Next, we consider other optimized schedules that have
been proposed in the past in the context of continuous-
time QA. One such approach was proposed by Roland
and Cerf [30], where s(t) has the form:
s(t) =
1
2
+
1
2C
tan
(
2
(
t
τ
− 1
2
)
arctan(C)
)
(37)
C being a free parameter determining the slope at the
critical point, arctan(C)/C. In our case, there is no
finite-size gap, as N can be taken to be arbitrarily large.
In general, C depends on τ , and should be optimized.
Alternatively, one can consider a power-law schedule,
as proposed by Barankov and Polkovnikov [31]:
s(t) =
1
2
+
1
2
sgn
(
t
τ
− 1
2
) ∣∣∣∣2 tτ − 1
∣∣∣∣C (38)
C being now the power-law exponent — denoted by r in
Ref. [31] —, again dependent in general on τ , and to be
optimized.
Both these strategies can be applied either within a
continuous-time QA, or, after digitalization, as dQA. Nu-
merically, they both produce an improvement over the
KZ exponent, with a power-law residual energy res ∼
τ−α, where α ∼ 0.75 and α ∼ 0.8 for the two choices men-
tioned above. In all cases, the digitalization error appears
to add just a constant offset upwards to the continuous-
time curves, with identical power-law exponent. This
seems to be at variance with what the Trotter error does
in Simulated Path-Integral Monte Carlo QA [6, 50, 51].
Finally, Fig. 8 shows the residual energy corresponding
to the optimal regular QAOA solution, with τ calculated
from Eq. 9. Here the behaviour of res(τ) shows the op-
timal power-law res ∼ τ−1, coherently with the bound
resP ≥ 12P+2 and with τ ∝ P.
Quite clearly, the optimal regular QAOA solution has
the best possible performance, saturating the residual
energy bound, res ∼ τ−1. However, such a quadratic
speedup with respect to the plain KZ exponent comes
with an extra computational cost to find the global
QAOA variational minimum. Figure 9 shows that the
number of iterations niter to find a minimum by start-
ing from a random initial point increases as P2, while
niter ∝
√
P for the iterative search of a regular optimal
solution.
Let us estimate how the residual energy decreases as a
function of the computational cost tcc. Here one of the
102
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FIG. 8: Scaling of the optimal defects for various QA sched-
ules applied to the infinite Ising chain problem. All digital-
QA data assume a Trotter discretization with ∆tm = 1.
The linear continuous-time QA (orange solid solid line) and
digital-QA (orange stars) show a Kibble-Zurek exponent
res ∼ τ−1/2. The Roland-Cerf QA and dQA (green dash-
dot line and diamonds) and the power-law QA and dQA (red
dotted line and pentagons) with optimized parameters show
res ∼ τ−α with α ≈ 0.75 and α ≈ 0.8, respectively. The
brown triangles represent the optimal QAOA regular results.
The inset shows the values of s(t) for fixed τ = 32 for the
different schedules.
issues is the computational cost associated to a call of
the quantum oracle. Suppose we agree that such a cost
scales with P, the number of unitaries involved so that
tcc ∝ Pniter. If we agree on that, then the linear-dQA
has tcc ∝ P, the random search of the optimal solution
has tcc ∝ niter P ∝ P3, and the iterative search of the
optimal regular solution has tcc ∝ niter P ∝ P3/2. Using
these estimates, we can express the residual energies in
terms of the computational cost:
res ∼ P− 12 ∼ t− 12cc (linear dQA)
res ∼ P−1 ∼ t− 13cc (QAOA, random init)
res ∼ P−1 ∼ t− 23cc (QAOA, recursive init)
. (39)
Hence the overall performance of the optimal QAOA for
a random initialization, in terms of computational time,
is definitely worse than plain linear dQA. To improve
over linear-dQA, one must use a recursive initialization.
V. DISCUSSION AND CONCLUSIONS
We have discussed several issues and links between
Quantum Annealing (QA), both in its continuous-time
version and in its digital flavour, with the hybrid
quantum-classical variational approach known as QAOA,
elucidating the connection between optimal Quantum
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FIG. 9: Number of iterations needed by the QOAO algo-
rithm to converge to a minimum, with tolerance 10−5. The
black diamonds refer to the iterative search where the search
system is initialized by interpolating a solution obtained for
a lower value of P, while the blue squares represent a brute-
force search starting from a random initial point. The classical
optimization is performed using the BFGS algorithm [44].
Control and the requirement of adiabaticity of the driv-
ing protocols.
To summarize, two are the main contributions con-
tained in our paper. The first, methodological, is a tech-
nique to establish a variational bound on the residual en-
ergy of MaxCut problems on regular periodic graphs by
playing with the boundary conditions on the reduced spin
problem. Such a technique can be naturally extended
to higher-dimensional problems, and allows, through the
use of Lieb-Robinson bounds, the physical evolution time
to enter the game. We will deal with these issues exten-
sively in a separate publication [41], discussing also the
role of entanglement and of the presence of a light-cone,
associated to a local Hamiltonian. In one dimension, we
have shown that the variational bound resP ≥ 12P+2 is pre-
cisely saturated by the Jordan-Wigner results, which also
helps elucidating the geometric nature of the minimiza-
tion problem and the role of the variational parameters,
2P, in comparison with the number of spins, N . This, in
turns, shows that the system becomes controllable, and
the residual energy drops to 0, as soon as 2P ≥ N .
The second important contribution has to do with
the link between Quantum Control, which generally pre-
dicts that optimal digital schedule is of the bang-bang
form [24], hence justifying the QAOA Ansatz [8], and the
adiabatic dynamics behind QA, or more precisely here
digital-QA [21]. Indeed, we have explicitly shown that
among the large number of QAOA optimal solutions —
2P for 2P < N , a continuum for 2P > N — one can iter-
atively single-out a smooth regular solution which can be
regarded as the optimal digital-QA schedule, satisfying
all the expected reasonable requirements for adiabatic-
ity in a digital context. Such a regular optimal solution
provides a clear speed-up over the standard KZ expo-
nent of linear-QA. The speed-up is quadratic — as in
the Grover problem [30] — if the computational cost for
finding the solution is not considered. The speed-up still
survives even when we account for the cost of searching
the minimum, but only if smart iterative techniques [37]
to construct the optimal solutions are used.
One point which is worth remarking is that the
smooth-regular-adiabatic digital-QA solution that we
construct does not use any prior knowledge on the lo-
cation of the critical point of the problem, nor any other
spectral information, at variance with alternative sched-
ule optimization approaches [30, 31] which are explicitly
tailored from the known critical bottleneck of the QA
evolution.
As a possible generalization, we mention that interest-
ing results, which will be the subject of a separate pub-
lication [52], are obtained when the QAOA technique, in
its VQCS variant [35], is applied to preparing the quan-
tum ground state of ĤT = Ĥz + gĤx, again in the quan-
tum Ising chain case. Here again, perhaps surprisingly,
the critical point g = 1 appears to play a prominent
role [52]. Applications to the infinitely connected p-spin
Ising ferromagnet [53] are also under way and will be
reported elsewhere [54].
Generally speaking, the question of how and when such
adiabatic optimal regular solutions can be constructed,
and how their quality compares with other competing op-
timal control solutions is an issue that deserves further
investigations. We suspect that findings similar to the
ones we have presented here might apply also to other
cases, provided the critical point separating the initial
state from the final target state is second-order, hence
the finite-size gap closes as a power-law with increasing
system-size N . On the contrary, it seems plausible that
an exponentially fast closing finite-size gap would imply
that a regular optimal solution requires P which scales ex-
ponentially with N . The infinitely connected p-spin Ising
ferromagnet [53] might serve as an ideal testing ground
for these ideas, as the transition is second-order for p = 2,
and becomes first-order for p ≥ 3.
An interesting issue has to do with the role of dis-
order [51, 55]. We have verified, and will report else-
where [54], that the perfect degeneracy of the optimal
solutions which is found in the present translationally in-
variant case is broken in the presence of disorder: the
variational energy landscape becomes extremely rugged
and the search for the global optimal solution turns to
be a computationally hard problem. Again, a further
scrutiny is needed to investigate the quality of the adi-
abatic regular solution in a situation in which a large
number of non-degenerate minima is present. The ap-
plication of Machine Learning ideas [38, 56, 57] to such
complex minimization problems appears to be a fascinat-
ing perspective.
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Appendix A: Restoring translational invariance with
ABC
We consider a reduced Ising chain of Ns = 2P + 2
spins with anti-periodic boundary conditions (ABC). As
in the main text, we number the spins using their position
relative to the reduced chain.
In this section we give a proof of the identity
〈ψ˜P(γ,β)|σˆzjs σˆzjs+1|ψ˜P(γ,β)〉 =
1
Ns
〈ψ˜P(γ,β)|
(Ns−1∑
j=1
σˆzj σˆ
z
j+1 − σˆzNs σˆz1
)
|ψ˜P(γ,β)〉 , (A1)
where js is any internal lattice site, and the expression of |ψ˜P(γ,β)〉 (see Eq. (21)) is
|ψ˜P(γ,β)〉 =
←P∏
m=1
e−iHˆxβme−iHˆ
(−)
z γm |ψ˜0〉 , (A2)
with |ψ˜0〉 = |+〉⊗Ns and the reduced chain Hamiltonians
given by:
Hˆ(−)z +Ns =
Ns−1∑
j=1
σˆzj σˆ
z
j+1 − σˆzNs σˆz1 (A3)
Hˆx = −
Ns∑
j=1
σˆxj . (A4)
Notice that the expression appearing on the right-hand
side of Eq. (A1) coincides, apart from the constant Ns,
with Hˆ(−)z , the reduced spin chain Hamiltonian with ABC
(Jb = −1) introduced in Eq. (18). In the main text we
used the identity in Eq. (A1) to derive the expression for
the residual energy given in Eq. (24).
The key to the proof of Eq. (A1) is showing that there
exits a unitary “anti-periodic” translation transformation
T̂ABC that is a symmetry of the Hamiltonians. Given the
usual translation operator T̂PBC:
T̂ †PBCσˆj T̂PBC = σˆj+1 for j 6= Ns (A5)
T̂ †PBCσˆNs T̂PBC = σˆ1 , (A6)
we define the anti-periodic translation operator T̂ABC to
be the unitary transformation obtained by composing the
standard translation T̂PBC with a flip of the first spin:
T̂ABC ≡ T̂PBCσˆx1 . The action on the spin operators induced
by T̂ABC is
T̂ †ABCσˆj T̂ABC = σˆx1 σˆj+1σˆx1 = σˆj+1 for j 6= Ns (A7)
T̂ †ABCσˆNs T̂ABC = σˆx1 σˆ1σˆx1 = (σˆx1 ,−σˆy1 ,−σˆz1)T . (A8)
Using Eq. (A7) and Eq. (A8), a straightforward compu-
tation shows that
T̂ †ABCHˆ(−)z T̂ABC = Hˆ(−)z , (A9)
while the invariance of Hˆx and of the inital state |ψ˜0〉 is
trivial. This in turns implies the identity
T̂ABC|ψ˜P(γ,β)〉 = |ψ˜P(γ,β)〉 . (A10)
Additionally, Eq. (A7) and Eq. (A8) also imply that
Hˆ(−)z + Ns decomposes into a sum of terms obtained by
applying powers of T̂ABC to σˆzjs σˆzjs+1:
Hˆ(−)z +Ns =
Ns−1∑
n=0
T̂ †nABC σˆzjs σˆzjs+1 T̂ nABC . (A11)
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The desired equality is a direct consequence of Eq. (A10) and Eq. (A11). Indeed, one has that
〈ψ˜P(γ,β)|Hˆ(−)z +Ns|ψ˜P(γ,β)〉 = 〈ψ˜P(γ,β)|
Ns−1∑
n=0
T̂ †nABC σˆzjs σˆzjs+1 T̂ nABC|ψ˜P(γ,β)〉
=
Ns−1∑
n=0
〈ψ˜P(γ,β)|σˆzjs σˆzjs+1|ψ˜P(γ,β)〉 = Ns〈ψ˜P(γ,β)|σˆzjs σˆzjs+1|ψ˜P(γ,β)〉 , (A12)
which proves Eq. (A1).
Appendix B: Jordan-Wigner transformation and
Hamiltonian diagonalization
The Jordan-Wigner (JW) transformation for the quan-
tum Ising chain is rather standard [42, 58]. For the
QAOA and continuous-time QA with PBC, see for in-
stance Refs. [36, 59]. In our paper, however, the bound-
ary conditions play a crucial role. In particular, various
results were obtained by considering a reduced spin chain
with ABC (Jb = −1) rather than PBC. In the following,
we therefore present a brief unified derivation, valid for
both PBC and ABC, discussing the application of JW to
the digital dynamics (digital-QA or QAOA) of a reduced
chain of Ns spins, induced by the Hamiltonians defined
in Eq. (18) and Eq. (19).
1. Hamiltonian diagonalization
After a convenient relabeling of the spins in Eq. (18)
and Eq. (19) we get that the explicit form of the reduced
spin Hamiltonians for PBC and ABC are
Hˆ(±)x = −
Ns∑
j=1
σˆxj (B1)
Hˆ(±)z =
Ns−1∑
j=1
σˆzj σˆ
z
j+1 ± σˆzNs σˆz1 −Ns . (B2)
The global parity P̂ = ∏Nsn=1 σˆxn is a conserved quantity
for all the QAOA Hamiltonians. Therefore, since the ini-
tial state has an even parity P̂|ψ0〉 = |ψ0〉, we can restrict
our analysis to such a subspace. When restricted to the
even parity sector, a Jordan-Wigner transformation [42],
σˆxj = 1 − 2cˆj cˆ†j , σˆzj = −(cˆj + cˆ†j) exp
(
−ipi∑j−1l=1 cˆ†l cˆl),
maps the spin system to free spinless fermions on a lat-
tice, where cˆ†j and cˆj respectively create and annihilate a
fermion at site j.
After this transformation the QAOA Hamiltonians take the form
Hˆ(±)x =
Ns−1∑
j=1
(cˆ†j cˆj − cˆj cˆ†j) (B3)
Hˆ(±)z =
Ns−1∑
j=1
(cˆ†j−cˆj)(cˆ†j+1 + cˆj+1)∓ (cˆ†Ns − cˆNs)(cˆ
†
1 + cˆ1)−Ns , (B4)
(B5)
where, incidentally, PBC for the spins are mapped into ABC for the fermions, and vice-versa. A Fourier transform
can then be used to decompose the system into a set of decoupled two-level systems. This is done by introducing a
set of wave-vectors K˜(±) that, to be consistent with the BC, must be taken to be
spin− PBC : K˜(+) =
{
±pi 2n− 1
Ns
for n = 1, 2, · · · , Ns
2
}
(B6)
spin−ABC : K˜(−) =
{
±2pi n
Ns
for n = 1, 2, · · · , Ns
2
− 1
}
∪
{
0, pi
}
(B7)
and substituting
cˆ†j =
eipi/4√
Ns
K˜(±)∑
k
e+ikj cˆ†k , (B8)
where cˆ†k creates a fermion with wave-vector k, and the
appropriate set K˜(±) is assumed to be used in the sum
14
over k. In terms of these Fourier modes the QAOA
Hamiltonians decompose into pairs of modes with op-
posite momenta k and −k. The main difference between
PBC and ABC emerges at this level. Indeed, the special
modes with k = 0, pi, which appear only with spin-ABC,
are self-conjugate and do not couple to any other mode.
A direct consequence of this is that, with spin-ABC, the
number operators associated with such modes are con-
served quantities. In particular, since these modes are
absent in the initial state cˆ†0cˆ0|ψ0〉 = cˆ†pi cˆpi|ψ0〉 = 0, we
can restrict ourselves to the subspace where the k = 0, pi
modes are absent.
The Hamiltonians then read
Hˆ(±)x = −2− 2
K(±)∑
k
(
cˆ−k cˆ
†
−k − cˆ†k cˆk
)
(B9)
Hˆ(±)z = 2
K(±)∑
k
[
− sin k
(
cˆ†k cˆ
†
−k + cˆ−k cˆk
)
− cos k
(
cˆ†k cˆk − cˆ†−k cˆ−k
)]
− Ns , (B10)
where the sum over k now runs over the appropriate set of dynamically active (and positive) wave-vectors K given
by:
spin− PBC : K(+) =
{
(2n− 1)pi
Ns
for n = 1, 2, · · · , Ns
2
}
(B11)
spin−ABC : K(−) =
{
2npi
Ns
for n = 1, 2, · · · , Ns
2
− 1
}
. (B12)
A further inspection of Eqs. (B9) and (B10) also reveals
that each pairs’ parity operator P̂k = eipi(cˆ
†
k cˆk+cˆ
†
−k cˆ−k) is
conserved. Again, since P̂k|ψ0〉 = 1 for all k ∈ K(±), we
can restrict our analysis to the subspace Pk = 1 for all
k ∈ K(±).
Finally, in this subspace, the system is equivalent to
a collection of decoupled two-level systems (or pseudo-
spins), for instance through the identification | ↑k〉 = |0〉
and | ↓k〉 = cˆ†k cˆ†−k|0〉. The number of independent
pseudo-spins for spin-PBC is |K(+)| = Ns/2 while for
spin-ABC, due to the absence of the k = 0, pi modes, it is
given by |K(−)| = Ns/2− 1. By introducing the pseudo-
spin Pauli operators τˆ k = (τˆ
x
k , τˆ
y
k , τˆ
z
k )
T , the Hamiltonian
reads
Hˆ(±)x = −2−
K(±)∑
k
Hˆ(k)x (B13)
Hˆ(±)z =
K(±)∑
k
Hˆ(k)z − Ns , (B14)
where for each k-vector we have:
Hˆ(k)x = −2τˆzk = −2zˆ · τˆ k (B15)
Hˆ(k)z = (2 sin k) τˆxk − (2 cos k) τˆzk = −2vˆk · τˆ k , (B16)
having defined the unit vectors zˆ = (0, 0, 1)T and vˆk =
(− sin k, 0, cos k)T .
2. QAOA dynamics
The pseudo-spin representation of the Hamiltonian is
useful to discuss the digital dynamics induced by the
QAOA reduced Hamiltonians. To simplify the nota-
tion, we omit in this section the explicit indication of
the boundary conditions used, and the tilde in the re-
duced spin states. In this representation, the initial state
|ψ0〉, being the ground state of Hˆx, corresponds to a state
where all pseudo-spins are aligned along the zˆ axis. The
initial pseudo-spin magnetization µk is therefore
µk(0) = 〈ψ0|τˆ k|ψ0〉 = zˆ . (B17)
Then, starting from the initial condition µk(0) = zˆ, the
QAOA Hamiltonians are used to perform a sequence of
rotations on the pseudospins.
The action of each Trotter step in the QAOA Ansatz is described by the identity
eiγmHˆzeiβmHˆx τˆ ke−iβmHˆxe−iγmHˆz = Rzˆ(4βm)Rvk(4γm)τˆ k (B18)
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where Rωˆ(θ) is the 3 × 3 matrix associated with a rotation of an angle θ around the unit vector ωˆ. Composing all
the rotations appearing in the definition of Û†digit(γ,β), see Eq. (7), one gets that the final pseudo-spin magnetization
µk(γ,β) is
µk(γ,β) = 〈ψP(γ,β)|τˆ k|ψP(γ,β)〉 = 〈ψ0|Û†digit(γ,β)τˆ kÛdigit(γ,β)|ψ0〉
=
(←P∏
m=1
Rzˆ(4βm)Rvk(4γm)
)
zˆ . (B19)
Eq. (B19) holds both when considering a reduced spin chain with PBC or ABC. However, since K(+) and K(−) are not
equal, the pseudo-spin wave-vectors that contribute to the residual energy resP depend on the boundary condition.
Indeed, using the first line of Eq. (23) and Eqs. (B14), (B16),(B19), the residual energy can be written as
resP (γ,β) = 〈ψP(γ,β)|
Hˆ(±)z + 2Ns
2Ns
|ψP(γ,β)〉
=
1
2
− 2
2Ns
K(±)∑
k
µk(γ,β) · vˆk =
Ns − 2|K(±)|
2Ns
+
1
2Ns
K(±)∑
k
‖µk(γ,β)− vˆk‖2 . (B20)
where in the last step we used that vˆk and µk are unit vectors, and denoted by |K(±)| the number of k-vectors in
K(±).
We now consider a full spin chain with PBC. In the
main text we showed that for 2P + 2 ≤ N , changing the
boundary conditions of the reduced chain does not affect
the value of the residual energy. We also showed that
using ABC for the reduced chain is indeed convenient in
establishing a non-trivial bound for the residual energy.
Choosing ABC here, recalling that 2|K(−)| = Ns − 2, we
conclude that for for 2P + 2 ≤ N we get:
resP (γ,β)
2P+2≤N
=
1
2P + 2
+
1
2P + 2
K(−)∑
k
‖µk(γ,β)− vˆk‖2
2
.
(B21)
For 2P + 2 > N we must use PBC, hence 2|K(+)| = Ns,
and we get:
resP (γ,β)
2P+2>N
=
1
N
K(+)∑
k
‖µk(γ,β)− vˆk‖2
2
. (B22)
These are the same expressions presented in Eq. (26) and
Eq. (27).
[1] M. Nielsen and I. L. Chuang, Quantum Computation
and Quantum Information (Cambridge University Press,
2000).
[2] J. Preskill, Quantum 2, 79 (2018), ISSN 2521-327X.
[3] A. B. Finnila, M. A. Gomez, C. Sebenik, C. Stenson, and
J. D. Doll, Chem. Phys. Lett. 219, 343 (1994).
[4] T. Kadowaki and H. Nishimori, Phys. Rev. E 58, 5355
(1998).
[5] J. Brooke, D. Bitko, T. F. Rosenbaum, and G. Aeppli,
Science 284, 779 (1999).
[6] G. E. Santoro, R. Martonˇa´k, E. Tosatti, and R. Car,
Science 295, 2427 (2002).
[7] C. Baldassi and R. Zecchina, Proceedings of the National
Academy of Sciences 115, 1457 (2018), ISSN 0027-8424.
[8] E. Farhi, J. Goldstone, and S. Gutmann, arXiv e-prints
arXiv:1411.4028 (2014), 1411.4028.
[9] A. Peruzzo, J. McClean, P. Shadbolt, M.-H. Yung, X.-Q.
Zhou, P. J. Love, A. Aspuru-Guzik, and J. L. Obrien,
Nature communications 5, 4213 (2014).
[10] C. Kokail, C. Maier, R. van Bijnen, T. Brydges, M. Joshi,
P. Jurcevic, C. Muschik, P. Silvi, R. Blatt, C. Roos, et al.,
Nature 569, 355 (2019).
[11] E. Farhi, J. Goldstone, S. Gutmann, J. Lapan, A. Lund-
gren, and D. Preda, Science 292, 472 (2001).
[12] S. Knysh, Nature Communications 7, 12370 EP (2016).
[13] V. Bapst, L. Foini, F. Krzakala, G. Semerjian, and
F. Zamponi, Phys. Rep. 523, 127 (2013).
[14] A. Perdomo-Ortiz, S. E. Venegas-Andraca, and
A. Aspuru-Guzik, Quantum Information Processing 10,
33 (2011), ISSN 1573-1332.
[15] T. Singal and S. Ghosh, Journal of Physics A: Mathe-
matical and Theoretical 49, 165304 (2016).
[16] Q. Zhuang, Phys. Rev. A 90, 052317 (2014).
[17] B. Seoane and H. Nishimori, Journal of Physics A: Math-
ematical and Theoretical 45, 435301 (2012).
[18] A. T. Rezakhani, W.-J. Kuo, A. Hamma, D. A. Lidar,
and P. Zanardi, Phys. Rev. Lett. 103, 080502 (2009).
[19] D. Aharonov, W. Van Dam, J. Kempe, Z. Landau,
S. Lloyd, and O. Regev, Adiabatic quantum computation
is equivalent to standard quantum computation (2004),
16
pp. 42–51.
[20] S. Lloyd, arXiv e-prints arXiv:1812.11065 (2018),
1812.11065.
[21] R. Barends, A. Shabani, L. Lamata, J. Kelly, A. Mezza-
capo, U. L. Heras, R. Babbush, A. G. Fowler, B. Camp-
bell, Y. Chen, et al., Nature 534, 222 EP (2016).
[22] S. B. Bravyi and A. Y. Kitaev, arXiv e-prints quant-
ph/9811052 (1998), quant-ph/9811052.
[23] A. G. Fowler, M. Mariantoni, J. M. Martinis, and A. N.
Cleland, Phys. Rev. A 86, 032324 (2012).
[24] Z.-C. Yang, A. Rahmani, A. Shabani, H. Neven, and
C. Chamon, Phys. Rev. X 7, 021027 (2017).
[25] D. D’Alessandro, Introduction to quantum control and
dynamics (Chapman and Hall/CRC, 2007).
[26] C. Brif, R. Chakrabarti, and H. Rabitz, New Journal of
Physics 12, 075008 (2010).
[27] A. Lucas, Frontiers in Physics 2, 5 (2014).
[28] E. Boros and P. L. Hammer, Annals of Operations Re-
search 33, 151 (1991), ISSN 1572-9338.
[29] B. Seoane and H. Nishimori, J. Phys. A: Math. Theor.
45, 435301 (2012).
[30] J. Roland and N. J. Cerf, Phys. Rev. A 65, 042308 (2002).
[31] R. Barankov and A. Polkovnikov, Phys. Rev. Lett. 101,
076801 (2008).
[32] T. Caneva, M. Murphy, T. Calarco, R. Fazio, S. Mon-
tangero, V. Giovannetti, and G. E. Santoro, Phys. Rev.
Lett. 103, 240501 (2009).
[33] T. Caneva, T. Calarco, R. Fazio, G. E. Santoro, and
S. Montangero, Phys. Rev. A 84, 012312 (2011).
[34] M. Hastings, arXiv e-prints arXiv:1905.07047 (2019),
1905.07047.
[35] W. W. Ho and T. H. Hsieh, SciPost Phys. 6, 29 (2019).
[36] Z. Wang, S. Hadfield, Z. Jiang, and E. G. Rieffel, Phys.
Rev. A 97, 022304 (2018).
[37] H. Pichler, S.-T. Wang, L. Zhou, S. Choi, and
M. D. Lukin, arXiv e-prints arXiv:1808.10816 (2018),
1808.10816.
[38] G. E. Crooks, arXiv e-prints arXiv:1811.08419 (2018),
1811.08419.
[39] A. Dranov, J. Kellendonk, and R. Seiler, Journal of
Mathematical Physics 39, 1340 (1998).
[40] M. Yuezhen Niu, S. Lu, and I. L. Chuang, arXiv e-prints
arXiv:1905.12134 (2019), 1905.12134.
[41] G. B. Mbeng, R. Fazio, and G. E. Santoro, unpublished.
[42] P. Jordan and E. Wigner, Zeitschrift fur Physik 47, 631
(1928).
[43] A. Paszke, S. Gross, S. Chintala, G. Chanan, E. Yang,
Z. DeVito, Z. Lin, A. Desmaison, L. Antiga, and A. Lerer,
in NIPS Autodiff Workshop (2017).
[44] J. Nocedal and S. Wright, Numerical optimization
(Springer Science & Business Media, 2006).
[45] J. Dziarmaga, Phys. Rev. Lett. 95, 245701 (2005).
[46] W. H. Zurek, U. Dorner, and P. Zoller, Phys. Rev. Lett.
95, 105701 (2005).
[47] T. W. B. Kibble, J. Phys. A 9, 1387 (1976).
[48] W. H. Zurek, Nature 317, 505 (1985).
[49] A. Polkovnikov, K. Sengupta, A. Silva, and M. Vengalat-
tore, Rev. Mod. Phys. 83, 863 (2011).
[50] B. Heim, T. F. Rønnow, S. V. Isakov, and M. Troyer,
Science 348, 215 (2015).
[51] G. B. Mbeng, L. Privitera, L. Arceci, and G. E. Santoro,
Phys. Rev. B 99, 064201 (2019).
[52] G. B. Mbeng, R. Fazio, and G. E. Santoro, unplubished.
[53] M. M. Wauters, R. Fazio, H. Nishimori, and G. E. San-
toro, Phys. Rev. A 96, 022326 (2017).
[54] M. Wauters, G. B. Mbeng, R. Fazio, and G. E. Santoro,
unpublished.
[55] T. Caneva, R. Fazio, and G. E. Santoro, Phys. Rev. B
76, 144427 (2007).
[56] M. Bukov, A. G. R. Day, D. Sels, P. Weinberg,
A. Polkovnikov, and P. Mehta, Phys. Rev. X 8, 031086
(2018).
[57] D. Wecker, M. B. Hastings, and M. Troyer, Physical Re-
view A 94, 022309 (2016).
[58] E. Lieb, T. Schultz, and D. Mattis, Annals of Physics 16,
407 (1961), ISSN 0003-4916.
[59] J. Dziarmaga, Phys. Rev. Lett. 95, 245701 (2005).
Quantum Annealing: a journey through Digitalization, Control, and hybrid Quantum
Variational schemes — Supplementary Information
Glen B. Mbeng
SISSA, Via Bonomea 265, I-34136 Trieste, Italy
Rosario Fazio
Abdus Salam ICTP, Strada Costiera 11, 34151 Trieste, Italy and
Dipartimento di Fisica “Ettore Pancini”, Universita` di Napoli “Federico II”, Monte S. Angelo, I-80126 Napoli, Italy
Giuseppe E. Santoro
SISSA, Via Bonomea 265, I-34136 Trieste, Italy
Abdus Salam ICTP, Strada Costiera 11, 34151 Trieste, Italy and
CNR-IOM Democritos National Simulation Center, Via Bonomea 265, I-34136 Trieste, Italy
This Supplementary Materials contains additional useful information on the QAOA residual energy landscape
resP (γ,β), in particular concerning some of its symmetry properties, and a discussion of the issue of adiabaticity.
I. QAOA LANDSCAPE res(γ,β)
The residual energy resP (γ,β) defines a landscape for the classical optimization routine (which for our implementa-
tion is the BFGS algorithm) involved in the QAOA. Since the shape of the landscape partly determines the hardness
of finding the desired optimal values γ?,β?, in this section we discuss some of its properties.
We start by recalling that the landscape is periodic in each variable γm and βm, with a period of pi/2. Therefore,
as in the main text, without loss of generality we assume that γm, βm ∈ [0, pi2 ). From the transformation properties
of the Hamiltonian we get the following fundamental relations:
• As shown in Ref. [S1], a direct consequence of the duality [S2] of the Ising model, is that
resP (γ,β) = 
res
P (
pi
2
− β′, pi
2
− γ′) , (S1)
where β′ = (βP, βP−1, · · · , β1)T and γ′ = (γP, γP−1, · · · , γ1)T . This relation is specific to the model we are
considering.
• By applying a spin flip on even sites P̂ = ∏Ns/2n=1 σˆx2n one can change the sign of the cost function Hamiltonian
P̂(Ĥz + Ns)P̂ = −(Ĥz + Ns) — essentially mapping the antiferromagnetic couplings to ferromagnetic ones —
while maintaining Ĥx unchanged. After some straightforward algebra this implies that
resP (γ,β) = 1− resP (
pi
2
− γ,β) . (S2)
This relation holds for any bipartite graph.
From Eq. (S1) and Eq. (S2) one can then derive
resP (γ,β) = 
res
P (
pi
2
− γ, pi
2
− β) (S3)
resP (γ,β) = 
res
P (β
′,γ′) (S4)
resP (γ,β) = 
res
P (
pi
2
− β′, pi
2
− γ′) (S5)
resP (γ,β) = 1− resP (
pi
2
− γ,β) (S6)
resP (γ,β) = 1− resP (γ,
pi
2
− β) (S7)
resP (γ,β) = 1− resP (β′,
pi
2
− γ′) (S8)
resP (γ,β) = 1− resP (
pi
2
− β′,γ′) (S9)
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FIG. S1: Average Shannon entropy Sγ,β defined in Eq. (35) of the main text, for various schedules. The left panel shows the
results obtained using the second order approximation in Eq. (S11). The right panel shows the exact results from Fig. (6) of
the main text.
In particular Eq. (S3) (inversion symmetry) and Eq. (S5) (duality symmetry) define two independent symmetries of
the landscape. The symmetry group is isomorphic to Z2 × Z2. However, although the landscape is symmetric, the
optimal solution in general may break the symmetry. Indeed, since the only point that satisfies inversion symmetry is
the origin, this must be broken by the minimization. Numerical results suggest that, instead, the duality symmetry
is preserved. We extended the work in Ref. [S1] and verified that global minima lie in the β′ = γ manifold up to
P = 128.
II. EFFECTIVE HAMILTONIAN FOR DIGITAL EVOLUTION
In Sec. IVA of the main text we analyzed the adiabaticity of the digital evolution operator Ûm = Û(γm, βm). To
make the analogy with the continuous-time evolution stronger, we now introduce an effective Hamiltonian Ĥeffm and
a time discretization ∆tm > 0 which satisfy
e−i
∆tm
~ Ĥ
eff
m
def
= Ûm = e
−iβmĤxe−iγmĤz , (S10)
where an additional condition on the spectrum of Ĥeffm must be imposed to ensure an unambiguous definition of the
logarithm (e.g. spectrum bounded in [− pi~∆tm , pi~∆tm ]). Clearly, the definitions given in Eq. (S10) is closely related to
the lowest-order Trotter decomposition in Eq. (4) of the main text. Indeed, under the assumption γm, βm  J−1 and
γm + βm > 0, we can use
∆tm = ~(γm + βm) > 0 (S11)
sm =
γm
γm + βm
(S12)
Ĥeffm = sm Ĥz + (1− sm) Ĥx +O((∆tm)2) (S13)
to approximately describe the discrete dynamics of the system. Unfortunately, this assumption does not hold for a
generic digital evolution and an indiscriminate application of Eq. (S11) may lead to incorrect results. In particular,
the regular schedule is such that γregm , β
reg
m ≈ J−1 for most values of m, so that Eq. (S11) cannot be used to get Ĥeffm .
One must then use other methods to compute it. In Fig. S1 we show that the average Shannon entropy, S defined in
Eq. (35) of the main text, when computed using the approximate effective Hamiltonian given in Eq. (S11) does not
correctly signal the adiabaticity of the schedule γreg,βreg.
Although in most cases computing the exact expression of Ĥeffm is extremely complicated, the Jordan-Wigner
pseudospin description allows us to derive an exact expression for Ĥeffm in the ordered Ising chain case. In the
3pseudospin picture each k-vector Hilbert space evolves independently with an effective Hamiltonian given by
Ĥ(k)m =
i~
∆tm
log
[
e−iβmHˆ
(k)
x e−iγmHˆ
(k)
z
]
=
i~
∆tm
log [(cos 2βm + i sin 2βm zˆk · τˆ k)(cos 2γm + i sin 2γm vˆk · τˆ k)]
=
i~
∆tm
log
[
cos(ω(k)m ∆tm) + i sin(ω
(k)
m ∆tm) ωˆ
(k)
m · τˆ k
]
= −ω(k)m ωˆ(k)m · τˆ k , (S14)
where we have introduced the unit vector ωˆ(k)m and the frequency ω
(k)
m defined as
ωˆ(k)m =
cos 2βm sin 2γm vˆk + cos 2γm sin 2βm zˆk − sin 2βm sin 2γm zˆk × vˆk
‖cos 2βm sin 2γm vˆk + cos 2γm sin 2βm zˆk − sin 2βm sin 2γm zˆk × vˆk‖
ω(k)m ∆tm = arccos(cos 2βm cos 2γm − sin 2βm sin 2γm vˆk · zˆk) . (S15)
The ambiguity in inverting the logarithm has been transferred to the trigonometric functions. If we choose ∆tm =
~(γm + βm), for k ≈ pi we can write
ω(k)m ∆tm = |βm − γm|+
(pi − k)2
2
√
1− (βm − γm)2
+O((pi − k)4) (S16)
= 2
∣∣∣∣sm − 12
∣∣∣∣∆tm + (pi − k)22√1− (βm − γm)2 +O((pi − k)4) (S17)
which shows that the gap of the effective Hamiltonian vanishes for sm =
1
2 .
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