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Resumen
El objetivo de este documento es presentar una propuesta de un Sistema Inteligente de Tutoría para 
entrenamiento procedimental en un entorno virtual 2D/3D, capaz de mantener un diálogo en len-
guaje natural basado en el contexto.  De esta manera, cada alumno será capacitado por medio de 
un diálogo en lenguaje natural que tome en cuenta sus características específicas, su progreso en el 
desarrollo de la tarea y el entorno donde se realiza la tarea.  Por lo tanto, la retroalimentación de tu-
toría será el resultado de un diálogo adaptado al contexto. Para dar soporte al diálogo, se utilizará un 
gestor de diálogo, construido sobre alguna de las plataformas conocidas para la creación de gestores 
de diálogo actualmente disponibles.
Palabras Clave:  Sistema Inteligente de Tutoría, Procesamiento de Lenguaje Natural, Diálogo adap-
tado al Contexto.
Abstract
In order to provide support environments for education, the aim of this paper is to present a propo-
sal for an Intelligent Tutoring System for procedural training in a 2D / 3D virtual environment, ca-
pable of maintaining a dialogue in natural language based on the context. In this way, each student 
will be trained through a dialogue in natural language that takes into account the students’ specific 
characteristics, their progress in the development of the task and the environment where the task is 
performed. Therefore, the tutoring feedback will be the result of a dialogue adapted to the context. 
To support the dialogue, a dialogue manager will be used, built on one of the currently available 
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Dado que el lenguaje natural es un aspecto fun-
damental del comportamiento humano, los sis-
temas de lenguaje natural deben tener en con-
sideración tanto el conocimiento acerca de la 
estructura del lenguaje (las palabras, el significado 
de las palabras, las reglas gramaticales, etc.), como 
el conocimiento del entorno donde se desarrolla 
el diálogo (Hung, Gonzalez, & DeMara, 2009). 
Para facilitar esta tarea, se deben utilizar técnicas 
de Procesamiento del Lenguaje Natural (PLN), 
que hoy en día ya están proporcionando a los pro-
gramas de computadora la capacidad de entender 
el habla humana.
Basado en lo expuesto, este documento tiene 
como objetivo presentar una propuesta de un 
SIT para el entrenamiento procedimental en un 
entorno virtual 2D/3D, capaz de mantener un 
diálogo en lenguaje natural basado en el contex-
to. De esta forma, cada alumno será entrenado 
en el entorno virtual por medio de un diálogo en 
lenguaje natural tomando en cuenta sus caracte-
rísticas específicas, su progreso en el desarrollo de 
la tarea y el ambiente donde realiza la tarea. Por lo 
tanto, la retroalimentación de tutoría incluirá un 
diálogo contextualizado o adaptado al contexto.
Para dar soporte al diálogo, utilizaremos un gestor 
de diálogo que será construido sobre alguna de las 
plataformas conocidas y actualmente disponibles 
para la creación de gestores de diálogo. Cabe in-
dicar que estas plataformas han alcanzado un no-
table grado de madurez, entre otros motivos, por 
las facilidades que ofrecen para interpretar y pro-
cesar el lenguaje natural en diferentes dominios 
de aplicación; a tal punto que han transformado 
la forma en que interactuamos con la tecnología 
informática. 
Este trabajo representa un primer paso en el pro-
ceso de diseño de un sistema con las característi-
cas mencionadas anteriormente. El resto de este 
artículo está estructurado de la siguiente manera: 
well-known platforms for the creation of dialogue managers.
Keywords: Intelligent tutoring system, Natural Language Process, Dialogue adapted to context.
Introducción
Hoy en día, los entornos de aprendizaje están cam-
biando significativamente gracias a la incorpora-
ción de diversas tecnologías que están promovien-
do un proceso de aprendizaje más personalizado. 
Así, tenemos por un lado, a los entornos virtua-
les 2D/3D que aportan una mejor experiencia al 
momento de explorar el entorno educativo, ya 
que facilitan el desarrollo de tareas que mejoran 
la transferencia de conocimientos y habilidades a 
situaciones reales mediante la contextualización 
del aprendizaje (Dalgarmo & Lee, 2010); y por 
otro lado se encuentran los Sistemas Inteligentes 
de Tutoría (SITs), que son sistemas basados en la 
aplicación de técnicas de la Inteligencia Artificial 
que emulan a un profesor humano en ciertas ta-
reas docentes, sobre todo, en aquellas relaciona-
das con la supervisión de los ejercicios prácticos 
de los alumnos (Murray, 1999).
Aunque el modelado de los SITs representa, en ge-
neral, una tarea compleja, se han desarrollado al-
gunos SITs para diferentes propósitos con interfa-
ces conversacionales (Graesser et al 2001); uno de 
ellos es Autotutor (A. Graesser & et al., 2005), un 
SIT diseñado para la enseñanza de computación 
y física newtoniana que dispone de un sistema de 
diálogo de iniciativa mixta a través de preguntas 
que invitan a largas explicaciones y razonamien-
tos. Sin embargo, después de estudiar el estado del 
arte en la materia, podemos afirmar que existen 
muy pocos  agentes conversacionales que se inte-
gran con los SITs para el entrenamiento de proce-
dimientos, entre ellos sobresalen Jacob (Evers & 
Nijholt, 2000) y Paco (Rickel, Lesh, Rich, Sidner, 
& Gertner, 2001) que mostraremos en los trabajos 
relacionados, y que a pesar de dar tutoría procedi-
mental, están concebidos para que el estudiante 
interactúe con el sistema a través de un avatar en 
un entorno virtual 2D/3D y dialogue con el siste-
ma mediante el uso del lenguaje natural.
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la sección 2 presenta los trabajos más relacionados 
con los objetivos de este artículo; la sección 3 se 
centra en algunas plataformas bien conocidas que 
facilitan la construcción de gestores de diálogo; la 
sección 4 describe varias características deseadas 
del sistema propuesto y presenta la arquitectura 
del SIT propuesto; la sección 5 detalla tres ejem-
plos de aplicación de la arquitectura propuesta; y 
finalmente, la sección 6 presenta las conclusiones 
del trabajo y menciona algunas líneas de trabajo 
futuro.
Trabajos relacionados
En esta sección, nos centraremos en presentar los 
SITs con PLN construidos para ambientes virtuales 
en 2D/3D. Dentro de este grupo, distinguiremos 
entre SITs orientados a la enseñanza de conceptos 
y al entrenamiento de tareas (procedimientos).  Sin 
embargo, antes de presentar este grupo de SITs, 
consideramos necesario mencionar algunos SITs 
para entrenamiento de procedimientos que, a pe-
sar de no contar con PLN, son sistemas notables 
que pueden supervisar el comportamiento del es-
tudiante y proporcionar una valiosa retroalimenta-
ción de tutoría. Estos sistemas son: 
Steve (Rickel & Johnson, 1999), es un agente 
animado diseñado para entrenar al personal de la 
marina para operar y mantener maquinaria com-
pleja en un entorno 3D; incorpora características 
novedosas, aunque en un estado elemental, que 
le permite mantener una activa interacción con 
el alumno y detectar su actitud frente a la tutoría 
(atento, distraído, falto de motivación); cuenta con 
módulos que le proporcionan características y ha-
bilidades que son independientes del dominio, lo 
cual no excluye la posibilidad de capacitar a Steve 
para trabajar en un dominio específico.  
Lahystotrain (Los Arcos et al., 2000), es un sistema 
desarrollado para  entrenar a cirujanos en operacio-
nes de laparoscopia e histeroscopía compuesto por 
una simulación de Realidad Virtual y un ATS (Ad-
vanced Training System). La formación se adquiere 
a través de dos fases, en la primera el estudiante 
adquiere conocimientos teóricos relacionados con 
las patologías a tratar y en la segunda se ponen a 
prueba dentro del simulador las habilidades prác-
ticas adquiridas. Durante la prueba de conoci-
mientos el SIT puede proporcionar dos tipos de 
explicaciones, proactivas y reactivas: las proactivas 
están orientadas a aspectos relacionadas con el pro-
cedimiento y las reactivas a la corrección de errores. 
SafeChild (Gu, Sosnovsky, & Ullrich, 2015), es 
un sistema diseñado para enseñar a los niños a 
desenvolverse con seguridad como peatones en si-
tuaciones con tráfico. Este sistema proporciona a 
los niños un entrenamiento guiado y asistido en 
una amplia gama de escenarios de entrenamiento, 
y consta de tres componentes principales: un en-
torno de una ciudad en realidad virtual como área 
para el entrenamiento, una interfaz flexible para 
interactuar con el entorno y un SIT que monitorea 
el comportamiento del alumno detectando errores 
individuales y deficiencias en sus habilidades cog-
nitivas de alto nivel. 
Todos estos sistemas proporcionan una retroali-
mentación de tutoría que comprende: dar consejos 
cuando el estudiante comete un error o pide ayuda. 
En este tipo de sistemas, sin embargo, los mensajes 
de tutoría se limitan a explicaciones prefabricadas 
asociadas con errores o pistas. Además, estos sis-
temas no pueden entender y contestar preguntas 
abiertas del estudiante, ni evaluar los conocimien-
tos del estudiante a partir de sus comentarios du-
rante la práctica.
En cuanto a los SITs con PLN, en primer lugar, 
mencionaremos algunos sistemas cuya retroali-
mentación de tutoría está dirigida a la enseñanza 
de conceptos. Entre ellos tenemos:
CircSim (Glass, 2001), considerado como uno 
de los primeros SITs dotado de una cierta capaci-
dad de diálogo en lenguaje natural, es un sistema 
que enseña el mecanismo baroreceptor reflejo de 
la presión arterial a estudiantes de primer año de 
medicina. El diálogo está bajo el control del tutor 
inteligente, de forma que el sistema hace preguntas 
y el estudiante contesta con texto libre imitando 
el estilo socrático de tutoría. Las aportaciones del 
estudiante son sometidas a un análisis sintácti-
co apoyado en un extenso catálogo de conceptos 
erróneos, respuestas erróneas y otros insumos in-
esperados que presentan oportunidades de tutoría. 
No obstante, las preguntas sólo admiten respuestas 
cortas de una o dos palabras, por lo que su rango 
de respuesta es limitado y no induce a un lenguaje 
que contenga mayores explicaciones.
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Why2-Atlas (VanLehn et al, 2002), facilita la en-
señanza de la física cualitativa haciendo que los 
estudiantes escriban largas explicaciones (ensayos) 
sobre fenómenos mecánicos simples. Utiliza el aná-
lisis sintáctico profundo y el razonamiento abduc-
tivo para convertir el ensayo del estudiante en una 
prueba lógica y descubrir sus conceptos erróneos. 
Está compuesto por varios módulos, entre los cua-
les sobresale el entendedor de nivel de sentencias 
(ENS) que utiliza un preprocesador léxico, un ana-
lizador, un módulo de reparación (todos ellos con-
forman un paquete denominado CARMEL) y un 
analizador estadístico. 
Autotutor (Graesser et al 2005), es un sistema de-
sarrollado para la enseñanza de la computación y 
la física newtoniana. Mantiene un diálogo basado 
en turnos con un método de PLN bastante ela-
borado que permite diálogos con iniciativa mixta 
para facilitar la iniciación de nuevos temas de dis-
cusión. Las conversaciones se realizan de manera 
escrita, pero posee un sistema de síntesis de voz y 
una representación gráfica de un tutor con ciertas 
expresiones faciales y gestos. Este sistema utiliza 
Análisis Semántico Latente (ASL) para comparar 
las explicaciones de los estudiantes con un conjun-
to de expectativas (respuestas ideales) e ideas erró-
neas (respuestas incorrectas). 
Tanto Why2-Atlas como Autotutor ayudan al estu-
diante a construir explicaciones correctas a través 
del diálogo, pero difieren en las técnicas de PLN 
empleadas para interpretar las expresiones de los 
estudiantes. 
Beetle II (Dzikovska et al 2014), es un sistema 
desarrollado para enseñar la construcción de un 
circuito electrónico. Permite entradas en lenguaje 
natural sin restricciones y la aplicación de diferen-
tes estrategias de diálogo para realizar una retroa-
limentación adaptativa dinámica. Implementa un 
sistema de diálogo orientado a tareas que es más 
dependiente del dominio que el de Autotutor. 
Beetle implementa una estrategia pedagógica “Pre-
decir-Verificar-Evaluar” para invitar al estudiante 
a pensar profundamente acerca de los fenómenos 
que observa y a explicar sus predicciones/errores en 
una simulación. Para guiar al estudiante, Beetle II 
aplica tácticas de tutoría que pueden usarse en dife-
rentes contextos de resolución de problemas. Ade-
más, Beetle utiliza una ontología para representar el 
conocimiento del dominio.
A continuación, vamos a mencionar los únicos 
SITs que se han encontrado en la literatura que 
cuentan con PLN para el entrenamiento de proce-
dimientos, estos son Jacob y Paco.
Jacob (Evers & Nijholt, 2000), es un agente pe-
dagógico que enseña a resolver el problema de las 
Torres de Hanoi en un entorno virtual 3D. Este 
sistema integra conocimientos de diferentes disci-
plinas, tales como: SITs, realidad virtual, tecnolo-
gía de agentes y PLN.  El modelo de tarea y el mo-
delo de instrucción forman parte de la mente de 
Jacob y actúan como controladores que observan el 
mundo abstracto y tratan de alcanzar los objetivos 
específicos de instrucción manipulando el cuerpo 
de Jacob. El modelo de instrucción encapsula el 
conocimiento de la tarea y las capacidades de com-
prensión del lenguaje natural permitiendo que la 
interacción con el usuario se de a través de acciones 
relativas a las tareas, en las que el alumno introduce 
por teclado los enunciados que luego son analiza-
dos e interpretados utilizando una representación 
apropiada del conocimiento del entorno virtual. 
Seguidamente, el sistema responde a través de de-
claraciones o realizando acciones que han sido de-
finidas a través de plantillas. 
Paco (Rickel, Lesh, Rich, Sidner, & Gertner, 2002), 
es un agente pedagógico que implementa su estra-
tegia de tutoría por medio de un sistema de diálogo 
colaborativo basado en Collagen. En este sistema, 
el diálogo se va generando por medio de reglas de 
actos de discurso, las cuales, a su vez, se apoyan en 
el modelo de tareas, el modelo del estudiante y la 
interacción con el usuario.  La formación procedi-
mental está basada en una simulación que imple-
menta el manejo de los motores de turbina de gas 
que impulsan los barcos. En este contexto, Paco 
elige repetidamente un escenario, es decir, una ta-
rea a realizar a partir de un estado de simulación 
particular, para que los estudiantes apliquen con 
flexibilidad procedimientos bien definidos en una 
variedad de situaciones de un entorno de trabajo 
real.
Tanto Jacob como Paco proporcionan ayuda cuan-
do se solicita retroalimentación positiva, aunque 
en el caso de Jacob es ocasional. En general, Jacob 
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y Paco tienen muchas limitaciones con respecto al 
diálogo en lenguaje natural. Sin embargo, a pesar 
de no poder entender las preguntas abiertas de los 
estudiantes, proporcionan respuestas basadas en 
un cierto nivel de comprensión de lo que requiere 
el estudiante en cada momento.
Plataformas para crear un gestor de diálogo
El PLN surge con la finalidad de hacer posible la 
comprensión y el procesamiento de información 
expresada en lenguaje natural, facilitando el desa-
rrollo de determinadas tareas como el análisis de 
opiniones, la traducción automática, los sistemas 
de diálogo interactivos, reconocimiento de patro-
nes, clasificación de entidades, entre otras (Dud-
habaware & Madankar, 2014).
Gracias a los servicios en la nube, existen plata-
formas con frameworks especializados para im-
plementar sistemas de diálogo.  Los sistemas de 
diálogo proporcionan a las personas una vía de in-
teracción con una aplicación informática a través 
de diálogos escritos (e incluso orales), similares a 
los que entablan entre sí los seres humanos sobre 
un asunto concreto (Mallios & Bourbakis, 2016).
Estas plataformas están alcanzando un alto grado 
de madurez en el tratamiento de las estructuras 
de diálogo, lo cual ha provocado una significativa 
proliferación de su uso en diferentes dominios y 
ha elevado la complejidad de los sistemas desa-
rrollados.
Para lograr su cometido, las plataformas utilizan 
el poder del aprendizaje automático para resolver 
el difícil problema de extraer el significado de las 
entradas del usuario en lenguaje natural.  De esta 
manera, cualquier aplicación cliente que converse 
con usuarios puede pasar la entrada del usuario a 
un gestor de diálogo construido con una de es-
tas plataformas y recibir los resultados derivados 
de una comprensión del lenguaje natural. Esto 
es posible sin necesidad de que el programador 
de la aplicación cliente conozca los algoritmos de 
aprendizaje automático que se están empleando.
Entre las plataformas más populares se encuen-
tran Api.ai de Google, Wit.ai de Facebook Mess-
enger, Watson de IBM, LUIS de Microsoft, entre 
otras. Cada una de estas plataformas tienen APIs 
para desarrolladores disponibles en diversos siste-
mas operativos, dispositivos y lenguajes de pro-
gramación. Para estructurar el flujo de conversa-
ción o diálogo, estas plataformas utilizan algunos 
elementos comunes que, en su conjunto, facilitan 
el PLN, entre ellos están: el enunciado, las inten-
ciones y las entidades (Singh, 2017).   
El enunciado es la entrada del usuario que la apli-
cación necesita interpretar, que en algunas ocasio-
nes no están bien formuladas. 
Las intenciones son como verbos en una oración, 
representan las acciones que el usuario desea rea-
lizar, es decir el propósito expresado en la entrada 
del usuario.
Las entidades serían como los sustantivos de una 
oración, representan una instancia de una clase 
de objeto que es relevante para la intención de un 
usuario.
Algo sobresaliente de estas plataformas es que 
permiten que el diálogo pueda ser ajustado a las 
diferentes situaciones de un determinado esce-
nario por medio de una estructura denominada 
contexto, que se utiliza de forma interna y exter-
na para pasar información entre una aplicación 
cliente y el gestor de diálogo.
Una aplicación desarrollada en cualquiera de es-
tas plataformas, toma un enunciado del usuario y 
extrae intenciones y entidades que corresponden 
a actividades relativas a la lógica de la aplicación 
cliente. De este modo, esta aplicación puede to-
mar la acción más apropiada basándose en las 
intenciones del usuario y así generar un diálogo 
efectivo.
Las plataformas mencionadas, a pesar de estar 
orientadas a un fin similar, tienen características 
diferenciadas. Por ello, la elección de la plata-
forma idónea dependerá de la aplicación que se 
vaya a construir, teniendo en cuenta básicamente 
el modelado del flujo de la conversación que es 
en sí lo que va a definir el comportamiento de la 
aplicación. 
Api.ai actualmente llamada Dialogflow, a través 
de los intentos, crea un enlace entre lo que dice 
un usuario y qué acción debe tomar el sistema; 
además brinda servicios de integración con otras 
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plataformas (Google, 2015). Los contextos son 
útiles para diferenciar peticiones que podrían 
tener un significado diferente en relación a las 
peticiones anteriores. Los intentos y contextos 
permiten crear máquinas de estado que modelan 
grandes y complejos flujos de conversación. Asi-
mismo, dispone de una sección de entrenamiento 
en versión beta.
Wit.ai dispone de entidades predefinidas y consi-
dera a las intenciones del usuario como historias 
(Facebook, 2015). Cada historia representa un 
ejemplo de una posible conversación. Una historia 
puede ser vista como un gráfico de las intenciones 
a las que se pueden agregar ramas que se activan 
en condiciones tales como la existencia o no de 
valores de variables específicas. A pesar de ello, las 
historias están en versión beta y en ocasiones es 
difícil seguir en ellas el flujo de la conversación.
Watson dispone de muchos servicios cognitivos 
que favorecen el desarrollo de determinadas ta-
reas. Entre esos sistemas cognitivos cabe destacar 
el Servicio Conversation que permite la imple-
mentación de un sistema de diálogo que es con-
trolado por un espacio de trabajo en el que se defi-
nen las intenciones, las entidades y las variables de 
contexto (IBM, 2016). Los usuarios interactúan 
con su aplicación a través de su interfaz de usua-
rio proporcionando enunciados. Para cada enun-
ciado proporcionado, la aplicación se conecta al 
espacio de trabajo y el servicio de conversación 
interpreta el enunciado del usuario, proporciona 
una respuesta y dirige el flujo de conversación.
Para LUIS los enunciados, los intentos y las en-
tidades son los conceptos claves para modelar el 
diálogo. LUIS es incapaz de reconocer palabras 
raras, por lo tanto a parte de las entidades puede 
utilizar una lista de frases para generalizar e iden-
tificar nuevos elementos de una categoría (Mi-
crosoft, 2016). Además, se pueden agregar fun-
ciones al modelo para proporcionar sugerencias 
sobre cómo reconocer las entradas que se desean 
etiquetar o clasificar.  Estas funciones ayudan a 
reconocer tanto los intentos como las entidades 
a través de términos relacionados o patrones para 
reconocer dichos términos.
Cabe señalar que, la mayoría de las plataformas 
disponen de entidades predefinidas que dan una 
mayor robustez a la aplicación. Sin embargo, tan-
to Watson como LUIS proponen un marco de de-
sarrollo un poco más complejo y más potente que 
las otras plataformas, ya que disponen de servicios 
que aprenden de forma rápida y por tanto mini-
mizan el esfuerzo requerido para crear los sistemas 
de diálogo (IBM, 2016; Microsoft, 2016). 
En general, independientemente de la plataforma 
que utilicemos, sostenemos que para poner en 
marcha el gestor de diálogo es necesario entrenar 
su espacio de trabajo, es decir: las intenciones ne-
cesitan que se les suministren muchos ejemplos de 
enunciados de usuario; y las entidades requieren 
que se les refieran todos sus posibles valores junto 
a los sinónimos que probablemente los usuarios 
utilizarán. 
Características de un Sistema Inteligente de Tu-
toría para entrenamiento procedimental en un 
entorno virtual 2D/3D con Procesamiento de 
Lenguaje Natural
Como podemos ver en la sección de trabajos re-
lacionados, hay una notable escasez de SITs para 
entrenamiento procedimental en un entorno vir-
tual 2D/3D que cuenten con PLN. Este hecho ha 
motivado el trabajo que vamos a presentar en este 
artículo, que consiste en una arquitectura para 
un SIT dirigido al entrenamiento procedimental 
que estará equipada con un gestor de diálogo, que 
será implementado por medio de una de las pla-
taformas explicadas en la sección anterior. Antes 
de presentar esta arquitectura, vamos a explicar 
de qué manera se va a utilizar el contexto en la 
gestión del diálogo con el alumno.
Con el fin de que el estudiante reciba una retroali-
mentación de tutoría apropiada, es necesario con-
tar no sólo con la frase del estudiante, sino con 
una noción del contexto en el cual se dice dicha 
frase. Por lo tanto, el gestor de diálogo asociado al 
SIT deberá disponer de la suficiente información 
como para poder proporcionar un diálogo con-
textualizado. Para proporcionar este tipo de diá-
logo, el contexto que manejará el gestor deberá 
contener información relativa a:
t Los conocimientos del estudiante, 
t El entorno virtual (con información estática 
y dinámica), y
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t El progreso actual del alumno en la actividad 
a realizar. 
Basándose en esta información, el SIT podrá su-
ministrar una tutoría personalizada a través de un 
diálogo contextual adaptado a: lo que el estudian-
te sabe y no sabe; la ubicación de su avatar en el 
entorno virtual en el momento del diálogo; la fase 
de la actividad en que se encuentra el estudiante, 
etc.
Algunos ejemplos de la retroalimentación de tu-
toría personalizada que proporcionará un diálogo 
contextualizado son los siguientes:
t Responder a preguntas sobre la ubicación de 
un objeto en el entorno virtual o cómo lle-
gar a dicho objeto, incluso cuando este objeto 
está lejos del avatar del estudiante.
t Responder a las preguntas sobre la próxima 
acción que se debe realizar.
t Recomendar actividades de aprendizaje para 
cubrir las lagunas de conocimientos demos-
tradas por el estudiante.
t Proporcionar pistas proactivamente para 
guiar al estudiante con la ejecución de una 
tarea, si se observa que el estudiante necesita 
ayuda, aunque no la esté pidiendo.
t Fomentar un diálogo afectivo para mitigar la 
inactividad de los estudiantes o sus momen-
tos de desánimo durante la práctica.
Arquitectura Propuesta
Para una mejor comprensión de la arquitectura 
propuesta, en la Figura 1 se muestra dicha arqui-
tectura, la cual, como vamos a justificar a con-
tinuación, brindará una tutoría personalizada te-
niendo como eje central el entorno virtual donde 
se realiza el entrenamiento.
La arquitectura está integrada por cuatro compo-
nentes principales: el entorno de entrenamiento 
procedimental, el sistema de Comprensión de 
Lenguaje Natural (CLN), el SIT y el gestor de 
diálogo. Como se va a explicar a continuación, 
cada uno de ellos cumple distintas funciones con 
la finalidad de sustentar la tutoría en lenguaje na-
tural.
El entorno de entrenamiento procedimental, es el 
escenario que simula al mundo real donde se lle-
van a cabo las actividades de entrenamiento. Este 
escenario puede ser diseñado con elementos 3D 
para dar más realismo a las tareas que el estudian-
te debe realizar a lo largo de la práctica.
El sistema de comprensión del lenguaje natural, se 
encargará de recibir las frases del usuario, las in-
terpretará y extraerá de ellas las entidades y rela-
ciones que las componen. Luego preprocesará el 
enunciado del usuario, de manera que luego los 
módulos del SIT puedan trabajar con la semán-
tica del enunciado. Este sistema, se podría imple-
mentar utilizando, el servicio de “Natural Lan-
guage Understanding” de Watson (IBM, 2015).
El sistema inteligente de tutoría, integrará los mó-
dulos correspondientes a un SIT clásico, es decir, 
el módulo del estudiante, el módulo de tutoría, el 
módulo experto y el módulo de comunicación. 
Adicionalmente, se agregará al SIT un módulo 
del mundo, para representar las características del 
entorno virtual de formación, a fin de posibilitar 
un efectivo proceso de tutoría, y contendrá infor-
mación sobre los aspectos constituyentes del en-
torno relacionados con los avatares y los objetos 
2D/3D del entorno virtual. Además, este módulo 
representará la estructura física de los escenarios y 
su contenido para que el sistema pueda responder 
a una pregunta sobre la situación de un objeto o 
Figura 1. Arquitectura de un SIT con PLN para entrena-
miento procedimental
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cómo ir de un lugar a otro. 
Cabe señalar que, la información expuesta, no 
solo será necesaria para la tutoría, sino también 
para validar las acciones realizadas por el estu-
diante. Otros dos módulos que tendrán un papel 
clave en nuestra propuesta serán el módulo del 
estudiante y el módulo experto:
El módulo del estudiante contendrá informa-
ción relacionada con las acciones del estudiante; 
sus movimientos a través del entorno virtual; el 
tiempo que necesitó para realizar una acción o 
un grupo de acciones; las preguntas que hizo; las 
sugerencias que recibió por parte del tutor, etc. 
A partir de esta información el mismo módulo 
inferirá, con un cierto nivel de fiabilidad, los co-
nocimientos del alumno, lo cual, a su vez, resulta-
rá útil para decidir la mejor estrategia de tutoría. 
Para lograr este fin adoptaremos el modelo del es-
tudiante propuesto en (Clemente, Ramírez, & de 
Antonio, 2011).
El módulo experto especificará el conocimiento 
que debe ser enseñado al estudiante. Como esta-
mos abordando el entrenamiento procedimental, 
el modelo contendrá una descripción del procedi-
miento a ser aprendido.
Dentro del SIT, el contexto del diálogo se definirá 
por medio de una ontología y se rellenará con in-
formación proveniente del modelo del estudiante 
(estado de los conocimientos, progreso de la ac-
tividad, trayectoria del estudiante en el entorno 
virtual), el modelo experto (el plan correcto, la 
siguiente acción correcta) y el modelo del mundo 
(estructura del mundo virtual, posición del ava-
tar del estudiante, descripciones de los objetos). 
Luego, antes de pasar el contexto al gestor de diá-
logo, la representación ontológica del contexto se 
traducirá a otra representación comprensible para 
el gestor de diálogo. 
El gestor de diálogo contendrá la definición de la 
estructura del diálogo, las intenciones y las enti-
dades específicamente destinadas al entorno de 
formación, así como el sistema de ejecución de la 
plataforma elegida. Este componente será respon-
sable de la comunicación con el usuario teniendo 
en cuenta la información contextual proporcio-
nada por los modelos que integran el SIT.
El usuario puede interactuar con el entorno de 
formación procedimental generando eventos tales 
como intentos de acciones, preguntas, etc., que se-
rán proporcionados al SIT a lo largo de la práctica. 
El siguiente pseudocódigo describe cómo el ges-
tor de diálogo puede ser integrado en el proceso 
de tutoría aplicado por el SIT en un entorno de 
entrenamiento procedimental.
1: Tutor da un mensaje de bienvenida 
con posible pista
2: Espera a que el alumno genere un 
evento (intento de acción o frase) o 
transcurra el tiempo de espera
3: Si el estudiante intenta realizar 
alguna acción antes del tiempo de espe-
ra
4: Si la acción es correcta
5: Se pide al gestor de diálogo que dé 
OK
6: Se deja que el estudiante realice la 
acción
7: Caso contrario
8: Se solicita al gestor de diálogo que 
envíe un mensaje de error, si es peda-
gógicamente adecuado.
9: Se bloquea o impide la ejecución de 
la acción, si es pedagógicamente ade-
cuado.
10: Fin de Si
11: Si el estudiante parece necesitar 
una pista según su modelo de estudiante
12: Se envía al gestor de diálogo el 
evento y contexto del usuario
13: Se da al estudiante la pista (la 
respuesta del gestor de diálogo) ajus-
tada a su estado actual de conocimien-
tos.
14: Fin de Si
15: Fin de Si
16: Si el estudiante dice algo antes 
del tiempo de espera
17: Se proporciona la frase y el con-
texto al gestor de diálogo
18: Se muestra al estudiante la res-
puesta del gestor de diálogo
19: Fin de Si
20: Si el estudiante no intenta ninguna 
acción ni dice nada, y expira el plazo 
de espera
21: Se envía al gestor de diálogo el 
evento (excesiva inactividad) y el con-
texto
22: Se da una pista ajustada a su esta-
do actual de conocimientos
23: Fin de Si
24: Actualiza el módulo del estudiante 
y el módulo del mundo.
25: Retorna al paso 2
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Ejemplos de Aplicación de la Arquitectura Pro-
puesta
Para una mejor comprensión del proceso de tu-
toría explicado en el apartado anterior y de cómo 
intervienen en este proceso los módulos para la 
generación del diálogo en lenguaje natural, pre-
sentaremos tres ejemplos basados en una práctica 
“Preparación del Medio de Cultivo” que se realiza 
en un Laboratorio Virtual de Biotecnología3. Este 
laboratorio fue desarrollado sobre la plataforma 
de mundos virtuales OpenSimulator, como par-
te de una tesis de máster (Riofrío-Luzcando, Ra-
mírez, y Berrocal-Lobo, 2012).  Para realizar la 
práctica, el alumno controla un avatar y cuenta 
con la ayuda de un tutor automático, que le va 
dando indicaciones sobre las acciones a realizar 
en cada momento y le muestra mensajes de error, 
cuando se equivoca. Estas indicaciones y mensajes 
de error consisten en mensajes previamente confi-
gurados y asociados a cada una de las acciones que 
se deben realizar en la práctica.
Este Laboratorio Virtual de Biotecnología cuenta 
con cinco salas: hall, sala principal, sala de auto-
claves, sala de fitotrón, sala de cabinas de flujo de 
laminar. La mayor parte de las tareas se realizan en 
la sala principal donde se encuentran la mayoría 
de los químicos y el instrumental tal como se ob-
serva en la Figura 2. 
La versión actual del tutor automático no imple-
menta la arquitectura propuesta en el apartado 
anterior. No obstante, los ejemplos que se van a 
explicar a continuación describen el comporta-
miento del SIT como si éste realmente estuviera 
dotado de la arquitectura propuesta e implemen-
tara el proceso de tutoría ya mencionado.
Para una mejor definición de los ejemplos que ve-
remos a continuación se ha utilizado como base la 
Figura 3 de la arquitectura propuesta, de tal for-
ma que se han dibujado círculos enumerados so-
bre ella para especificar la secuencia de pasos que 
ejecutan los módulos del SIT en cada escenario. 
 En este ejemplo presentamos un caso relacionado 
con la línea 3 del pseudocódigo, es decir, cuando 
el alumno intenta realizar una acción y ésta es co-
rrecta. 
3. En http://youtu.be/mAFREZ5_iak se puede encontrar un vídeo de 
este laboratorio virtual 
Ejemplo No. 1: El alumno intenta coger sacarosa 
para agregarlo a la mezcla y la acción es correcta 
de acuerdo al plan.  La secuencia es la siguiente:
1.  El alumno intenta coger un elemento quími-
co: “sacarosa”.
2.  El entorno de entrenamiento procedimental 
retransmite el intento de acción (evento) al 
módulo comunicación. 
3.  El módulo comunicación envía el evento al 
módulo estudiante.
t El módulo estudiante registra en su on-
tología que el estudiante intenta realizar 
una acción.
Figura 2. Sala principal del Laboratorio Virtual de Biotec-
nología
Figura 3. El alumno intenta agregar un químico a la mezcla 
y la acción es correcta
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t El objetivo de aprendizaje que se evaluará 
es: “El alumno debe incorporar sacarosa 
a la mezcla”.
4.  El módulo comunicación envía el evento al 
módulo tutor.
5.  El módulo tutor le consulta al módulo exper-
to si el evento es correcto y éste devuelve: 
 “Correcta, OK”.
6.  El módulo tutor le dice al módulo estudiante: 
“La acción coger sacarosa es correcta”
t El módulo estudiante infiere mediante 
una regla de diagnóstico que el estudiante 
ha adquirido dicho objetivo de aprendi-
zaje o refuerza su creencia en dicha ad-
quisición, ya que acaba de obtener una 
nueva evidencia de ello.
7.  El módulo tutor le dice al módulo comunica-
ción “La acción coger sacarosa es correcta”.
8. El módulo comunicación le indica al gestor 
de diálogo que la acción es correcta.
9. El gestor de diálogo envía al entorno de entre-
namiento procedimental el mensaje “Acción 
Correcta”.
En el siguiente ejemplo mostraremos un caso 
relativo a la línea 20 del pseudocódigo, es decir, 
cuando el alumno ha permanecido inactivo dema-
siado tiempo. 
Ejemplo No. 2: El alumno tiene en la mano un 
vaso lleno con agua destilada, pero no sabe a dón-
de llevarlo y se queda parado. De acuerdo al plan, 
la siguiente acción correcta es llevar ese vaso a un 
agitador y soltarlo allí.  Esta es la secuencia
1.  El alumno permanece inactivo durante un 
tiempo lo suficientemente grande como para 
que el SIT infiera que no sabe qué hacer a 
continuación.
2.  El entorno de entrenamiento procedimental 
retransmite la inactividad del alumno al mó-
dulo comunicación. 
3.  El módulo comunicación notifica la excesiva 
inactividad del alumno al módulo estudiante.
t El módulo estudiante registra en su onto-
logía la excesiva inactividad del alumno.
t El módulo estudiante a través de las reglas 
de diagnóstico infiere que el alumno no 
conoce la siguiente acción.
t El objetivo de aprendizaje que se evaluará 
es: “El alumno debe llevar el vaso lleno de 
agua destilada al agitador”.
t Por tanto, el estado de conocimientos del 
estudiante contendrá: “El alumno no ha 
adquirido ese objetivo con un cierto gra-
do de certeza”.
4.  El módulo comunicación notifica la excesiva 
inactividad del alumno al módulo tutor. 
5.  El módulo tutor le consulta al módulo exper-
to cuál es la siguiente acción y éste devuelve: 
“Llevar el vaso de agua destilada al agitador”
6.  El módulo tutor una vez que ha averiguado 
cuál es la siguiente acción, le pregunta al mó-
dulo mundo ¿Dónde está el agitador?, ¿Dón-
de está el alumno? y éste devuelve: 
“El agitador está en la sala principal”
“El estudiante está en la sala de autoclave”
7.  El módulo tutor le pregunta al módulo estu-
diante: ¿Cuál fue la última acción que realizó 
el alumno? ¿Cuál fue el rendimiento global 
del estudiante hasta el momento en la prácti-
ca?  El módulo estudiante le dirá al tutor:
“El alumno llenó un vaso con agua des-
tilada”
Figura 4. El alumno desconoce la siguiente acción que debe 
realizar 
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“El rendimiento fue flojo (ha cometido 
muchos errores)”
8.  El módulo tutor le envía al módulo comuni-
cación la información recabada del módulo 
mundo y módulo estudiante con la que se 
elaborará la información del contexto. Ade-
más, le indica que el alumno va a necesitar 
una pista concreta, dado su rendimiento has-
ta el momento en la práctica.
9.  El módulo comunicación envía al gestor de 
diálogo el evento “excesiva inactividad del 
alumno” y el contexto que contiene la si-
guiente información: 
SIG_ACCION_CORRECTA: “Llevar 
el vaso de agua destilada al agitador”
“El agitador está en la sala principal”
“El estudiante está en la sala de autoclave”
“El alumno llenó un vaso con agua des-
tilada”
Nivel de Pista: Concreto
10. El gestor de diálogo envía al entorno de entre-
namiento procedimental la pista de acuerdo 
con el nivel que decidió el módulo tutor.
Concreto: “Debes salir de la sala de auto-
clave y llevar el vaso al agitador que está 
en la sala principal”
General: “Debes llevar el vaso al agitador 
que está en la sala principal”
En el siguiente ejemplo presentamos un caso que 
guarda relación con la línea 16 del pseudocódi-
go, es decir, cuando el alumno dice algo antes del 
tiempo de espera. 
Ejemplo No. 3: El alumno pregunta por un nue-
vo químico que necesita para la mezcla.  La se-
cuencia es como sigue:
1.  El alumno pregunta ¿Dónde está el agar?
2.  El Entorno de entrenamiento procedimental 
retransmite la pregunta al Sistema CLN.
3.  El Sistema CLN interpreta la pregunta y la 
descompone en entidades y relaciones y las 
envía al módulo de comunicación del SIT 
4.  El módulo comunicación envía la pregunta 
descompuesta en entidades y relaciones al 
módulo estudiante.
t El módulo estudiante a través de las reglas 
de diagnóstico deduce que el alumno no 
sabe dónde está el agar y actualiza el esta-
do del estudiante.
t El objetivo de aprendizaje que se evaluará 
es: “El alumno sabe dónde está el agar”.
t Por tanto, el estado de conocimientos del 
estudiante contendrá: “El alumno no ha 
adquirido ese objetivo con un cierto gra-
do de certeza”.
5.  El módulo comunicación envía la pregunta al 
módulo tutor ¿Dónde está el agar?.
6.  El módulo tutor una vez que le llega la pre-
gunta del alumno, le pregunta al  módulo 
mundo ¿Dónde está el agar? ¿Dónde está el 
estudiante? y éste devuelve: 
t El agar está dentro de la vitrina” y “La vi-
trina está en la sala principal”
t “El estudiante está en la sala principal”
7.  El módulo tutor le pregunta al módulo estu-
diante: ¿Sabe el alumno dónde está la vitrina? 
¿Cuál fue el rendimiento global del estudian-
te hasta el momento en la práctica?
Como el alumno ya ha tomado anterior-
mente otro químico de la vitrina y esto 
quedó registrado en la ontología del estu-
diante, el módulo estudiante le contestará 
al módulo tutor:
Figura 5. El alumno dice algo antes del tiempo de espera
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“Sí, el alumno ya sabe dónde está la vi-
trina”.
“El rendimiento fue bueno (cometió po-
cos errores)”
8.  El módulo tutor envía al módulo comuni-
cación la información recabada del módulo 
mundo y módulo estudiante con la que se 
elaborará la información del contexto.
9.  El módulo comunicación envía al gestor de 
diálogo la pregunta del alumno ¿Dónde está 
el agar? y el contexto con la siguiente infor-
mación: 
“El estudiante está en la sala principal”  
 “El agar está en la vitrina”
“La vitrina está en el la sala principal”
“El estudiante sabe dónde está la vitrina”
Nivel de Pista: General
10. El gestor de diálogo envía al entorno de entre-
namiento procedimental la pista de acuerdo 
al nivel que decidió el módulo tutor.
General: “El agar está en el mismo sitio 
que el otro químico que añadiste antes”
Concreto: “El agar está en la vitrina de la 
sala principal”
Discusión y Conclusiones
Hemos presentado una propuesta de un SIT para 
el entrenamiento procedimental con PLN en el 
que se muestran algunas de sus características y la 
arquitectura del sistema que abarcaría el SIT jun-
to al gestor de diálogo. Para dar soporte al diálogo 
hemos propuesto utilizar un gestor de diálogo que 
se podría construir sobre la plataforma de Wat-
son – IBM y su Servicio Conversation. El motivo 
de esta elección es que esta plataforma es la más 
robusta al momento de integrar las variables de 
contexto con los componentes de la estructura del 
diálogo, así como por la posibilidad de utilizar el 
Servicio de Natural Language Understanding que 
proporcionará el sistema de comprensión en len-
guaje natural.
Para detallar la solución propuesta, se ha presen-
tado un pseudocódigo que describe cómo se inte-
graría el gestor de diálogo en el proceso de tutoría 
del SIT, y ejemplos para tres casos diferentes, en 
los que se muestra la interacción entre los módu-
los de la arquitectura. 
Este artículo describe los primeros resultados a los 
que se ha llegado en una tesis doctoral todavía en 
curso. Además de lo que hemos presentado, en el 
futuro planeamos refinar la arquitectura presenta-
da: profundizando en el concepto de “contexto”, 
y diseñando una estructura de diálogo que apro-
veche la información de este contexto para pro-
porcionar mensajes en lenguaje natural adaptados 
a cada estudiante y a su situación en el entorno 
virtual.
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