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Abstract-Codes for the solution of the initial value problem for a system of ordinary differential 
equations which are based on extrapolation of the explicit midpoint rule are adversely affected by 
“frequent” output at specified points. A good algorithm for the selection of order reduces the 
sensitivity to output significantly. A complementary algorithm is developed here which comes into 
play when variation of the order is no longer helpful. When it is applicable, the number of specific 
output points does not matter. 
1. INTRODUCTION 
The numerical integration of the initial value problem for a non-stiff system of ordinary 
differential equations, 
Y’ =f(x, Y), a d x d b 
Ha) given, (1) 
is considered. In the various applications, different definitions of numerical solution are 
appropriate. Sometimes it is only the value of the solution at the end of the interval of 
integration, y(b), that is interesting. Other times solution values are required at a number 
of arguments in the interval. Codes step from a to b producing approximate solutions at 
the resulting mesh points. The step sizes are chosen automatically to be efficiently large, 
while still resulting in answers of the desired accuracy. The codes tend to take more steps 
where y(x) changes more rapidly. Often these “natural” output points suffice to describe 
the solution. In some applications, however, the user requires output at specz$c arguments 
X. In still other applications the user needs to be able to approximate y(x) at virtually any 
x in [a, b]. 
The popular Adams codes carry out the integration of (1) without, in principle, paying 
any attention to the places where the user wants an answer. The nature of the method is 
such that it conveniently provides a result for any argument between mesh points via an 
interpolating polynomial. The situation with the (explicit) Runge-Kutta methods is rather 
different. They produce answers only at the mesh points. If the step size must be reduced 
to produce an answer at a specified output point, the computation is made less efficient, 
For those applications requiring “frequent” output at specific points, such codes are 
comparatively inefficient. 
Codes based on extrapolation of the midpoint rule are the subject of this paper. They 
may be regarded as implementing a family of Runge-Kutta methods with the order being 
varied within a step and from step to step. As we shall explain in Section 2, variation of 
the order (formula) can go a long way towards overcoming the inefficiency induced in 
Runge-Kutta codes by too frequent output at specific arguments. In point of fact, 
tThis work performed was supported by the U.S. Department of Energy under contract number DE-AC04- 
76DPOO789. 
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however, such codes, beginning with that of Bulirsch and Stoer [ I], are notoriously sensitive 
to output. This must be kept in perspective; the early Adams codes did not handle output 
efficiently either. Besides, we expect pioneers to blaze trails, not build highways. Recent 
algorithmic development by Deuflhard[3] manipulates the order to reduce the effect of 
output. This line of improvement can only go so far. Here we describe a complementary 
development which comes into play when variation of order no longer helps. It acts much 
like interpolation in an Adams code so that when it is applicable, output has no important 
effect. 
In Section 2 we shall describe in detail how output affects Runge-Kutta codes and how 
variation of order in the extrapolation codes ameliorates the effect. We shall also describe 
the use of special Runge-Kutta formulas in extrapolation codes to “interpolate.” In the 
succeeding section we give a derivation of the requisite formulas. Section 4 is devoted to 
numerical examples obtained with a research code. In a final section we make some 
concluding remarks. 
2. THE ALGORITHM 
In stepping from a to b in a solution of (I), an Adams code expends about two 
evaluations of the function f at each step. Its efficiency comes from the use of previously 
computed solution values y, and corresponding function valuesf,. Underlying the Adams 
methods is an interpolating polynomial so that on stepping from x, to x,+ ,, an 
approximate solution is defined for all x, < x < x, + , . In principle no attention need be paid 
to the user’s output requirements, but in practice, the output does affect the choice of step 
size in a weak way. Details can be found in the monograph[5]. 
Runge-Kutta methods do not reuse function values computed in previous steps. To 
achieve orders comparable to those of Adams codes, they perform several function 
evaluations per step. Roughly speaking, the higher the order, the more evaluations are 
made. Runge-Kutta formulas are competitive because their accuracy permits a step size 
large enough to compensate for the greater expense of each step. If the step size is reduced 
so as to hit a desired output point x, + i, the efficiency is reduced. In a qualitative way, the 
effect of output on a Runge-Kutta code is as follows. Suppose that no intermediate output 
is required. Let us define the steps selected in this situation as being efficient to be the 
“natural” steps. If one asks for a few output points, few, that is, compared to the number 
of natural steps, the effect on the cost is small because few steps have to be shortened. As 
the number of output points increases, the cost increases until virtually all steps are 
determined by the output requirements. The cost is then a linear function of the number 
of additional output points. The cost of a single step is critical here. For a given tolerance, 
the higher the order of the formula, the greater the cost per step, hence the sooner the effect 
of output is noticed and the faster the cost rises. This qualitative behavior is easily 
exhibited with any of the standard Runge-Kutta codes. 
Variation of the order is a natural way to reduce this inefficiency of a Runge-Kutta 
code. The cost per step is the same whether or not the step size is reduced for output. 
However, if the step size is reduced enough that a lower order, cheaper formula would 
yield the requested accuracy, a change of order would avoid the wasted effort associated 
with a fixed order. This does not completely do away with the inefficiency. If the higher 
order formula is simply the more effective formula for the given equation and accuracy 
specified, output might have to reduce the efficiency significantly before it is even desirable 
to use the lower order formula. It is difficult to quantify this, but we might say that if the 
given problem benefits from high orders, output will have a relatively serious impact even 
if we are able to vary the order in an optimal fashion. 
Extrapolation of the midpoint rule results in a family of Runge-Kutta formulas. First 
a subintegration is made with the midpoint rule from x, to xn+, . This yields an 
approximate solution of order 2 at x,,,,. A second subintegration is made with the same 
formula and a smaller step size to get a more accurate result of order 2 at x, + ,. The two 
results can be combined to get a result of order 4. Comparison of the result of order 4 
to one of the results of order 2 provides an error estimate for the lower order result which 
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is used to decide whether its accuracy is sufficient. If it is, all the well known codes actually 
accept the higher order result for advancing the integration. These details and the fact that 
the accuracy of a result of order 2 must be deemed acceptable will be needed in the next 
section. The process described is that of lowest possible order. If the result of order 2 is 
not accurate enough, one can do another subintegration with the midpoint rule and use 
it to increase the order of the most accurate result available by 2. In this way one can build 
up to high order formulas with estimates of their errors. 
For a given order, the extrapolation process requires quite a few more function 
evaluations than the most efficient Runge-Kutta formulas of that order. It is the 
convenient variation of order (and other advantages) which makes extrapolation attrac- 
tive. Notice how well the extrapolation process responds to the output problem. As 
described, the order (and cost) is increased until the requisite accuracy is obtained with 
the step size specified. If the step size is severely restricted by output, such a code simply 
uses a cheap, low order scheme. Two demands are placed upon the order algorithm. The 
algorithm must respond quickly and effectively to reductions of step size imposed by 
output. The earliest codes could be described as quasi fixed order. They, in effect, assume 
that a particular, relatively high, order is the best and manipulate the step size so as to 
cause the code to move towards this order. Deuflhard[3] does not prejudge the order; his 
more flexible algorithm is more effective as a consequence. The more important demand 
in the present context is that the minimum order allowed be very low, and in this respect 
Deuflhard’s algorithm differs dramatically from earlier codes. Because the early codes 
expected that a rather high order would be best, they do not check for convergence until 
several extrapolations have been done. Thus the minimum order is high enough that even 
the cheapest step is comparatively expensive. Deuflhard allows his code DIFEXl to go to 
the lowest possible order 2. This apparently small change is in the present context of great 
importance. For the reasons given we use the 30 April 1981 version of DIFEXl as the 
basis of the computations presented in Section 4. 
The snag in this line of improvement is that even the minimal order in an extrapolation 
code results in a comparatively expensive step. What can we do after we get down to this 
order? A step at minimal order provides enough information that an approximate solution 
of order 4 can be defined for any x such that x, d x < x,,+,. A linear combination of the 
function evaluations made in the step accomplishes this; one need only determine the 
coefficients. This is functionally the same as interpolation in an Adams code. Theoretically 
we define a Runge-Kutta formula for each specific x. The formula is chosen so that the 
requisite function evaluations were already made in the step to x, + , by extrapolation. 
Derivation of these formulas is given in the next section. 
There are certain practical difficulties that arise in using the new tool of “inter- 
polation”, so let us consider how to assemble an extrapolation code comparatively weakly 
affected by output. This code is a driver for a few lower level codes. One is DIFEXI with 
small modifications: It returns after every call with a step size suitable for continuing to 
the next output point. We added an output variable H2 which is the step size suitable for 
a step at order 2. This quantity is readily available in the code. DIFEXl reinitializes its 
counters for subsequent calls, which we override. It proved convenient to write a 
subroutine DIFORD2 which attempts a single step at order 2 and then determines whether 
the result is sufficiently accurate. A step size H2 is returned which is a step size suitable 
for a second try if the first failed and suitable for continuing if it succeeded. This subroutine 
implements exactly the algorithm of DIFEXI; it merely limits the order to the minimum 
value. A subroutine was written to do “interpolation” after a step has been carried out 
with DIFORD2. 
Our algorithm goes as follows. The first output point is computed with (the slightly 
modified) DIFEXl. There are both theoretical and practical reasons for not permitting the 
direction of integration to be reversed. On output points after the first this is checked and 
an error return made if the user has reversed the direction. After the first output point, 
the code will have advanced internally to X. Externally the user sees the integration as 
having reached the last output point and he wishes to proceed on to TOUT. For notational 
convenience suppose the integration is proceeding to the right. It is the case then that 
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T < A’. If the preceeding output point was computed with DIFEXl, T = A’. If it was 
computed with DIFORD2 or by interpolation, T < X. 
First we check if the new output point TOUT d X. If it is, we need only call the 
interpolation routine to get an answer at TOUT and return. If TOUT > X, we ask if 
TOUT < X + H2. That is, we always have available an estimate H2 of the step size which 
should yield the desired accuracy at the minimal order. If we can step past the output point 
at this order, we want to do so and then interpolate. In this research code it is presumed 
that stepping to X + H2 is permissible. The matter is a little complicated. If 
TOUT < X + H2, we try the step size H2 with DIFORDZ. If it succeeds, we call the 
interpolation routine to get an answer at TOUT and return. If it fails, a new H2 is 
estimated and we must check again whether TOUT Q X + H2 for this new H2. It would 
be possible to pass through this loop repeatedly. 
If TOUT > X + H2, we integrate from X to TOUT with DIFEXl. There is a difficulty 
here. If X was reached with DIFEXl, the code estimated a step size appropriate for 
continuing. Naturally we use it as the initial guess for the next call to DIFEXl. The 
difficulty is what to do when X was reached with DIFORDZ. There is then available an 
estimate of a suitable step size H2 for continuing at order 2. If the distance to the next 
output point is comparable to the one just traversed with DIFORD2, H2 is a reasonable 
value for calling DIFEX 1. However, if the mesh of output points is very distorted so that 
the new distance is very much larger, we expect that a much larger step size and an order 
higher than 2 will be best. Fortunately DIFEXl restarts after each output point. This is 
fortunate here because on a restart the order and step size algorithms monitor the solution 
much more closely so as quickly to adjust the step size and determine a suitable order. 
For this reason we call DIFEXl with the distance to the next output point as the guessed 
initial step size. If the mesh of output points is not very distorted, this should be an 
excellent guess in view of the fact that the preceeding output point was reached in a single 
step of minimal order. If the mesh is very distorted, we are giving DIFEXl the chance 
to take the large steps at high order when it seems to be most efficient. The special 
treatment of the initial guess for the step size means that DIFEXl is insensitive to our guess 
in any case. 
3. INTERPOLATION 
For the derivation of the “interpolating” Runge-Kutta formulas it is convenient to 
take the ODE (1) in autonomous form 
Y’ =fo/). (2) 
The extrapolation process of minimal order described in the preceding section can be 
written as a Runge-Kutta formula of order 4 stepping from x, to x,, + h = x, + , . The 
general implicit s-stage Runge-Kutta formula for solving (2) has the following form[2]: 
Yl =JJ,+h f: a,,f(Y,) 
/=I 
_Yn+l=.Yn+h f:bj.ftY,) where ci = i a,_ 
j=l j=l 
(3) 
All the well known extrapolation codes based on the midpoint rule take two steps in the 
first subintegration and four in the second. (This is minimal, however the idea presented 
here is applicable and actually works better if more steps are taken.) The resulting formula 
of order 4 is 
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y, = Y” 
y, = Yn + ;A YJ 
y3 = Y, + w-c Y,) 
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(4) 
y, = y, + ;j-( Y,) + ;j-c Y6) + ;A YJ 
from which the coefficients au, b,, cj of the form (3) can be identified. 
Suppose we now want to take a step with an independent formula from x, to x,, + h*. 
Its form is 
Y:=yn+h* i a;fif(Yj*) 
j=l 
Y,*. = y, + h* i asjf( Yi*) 
j=l 
y,*+, =y,+h* i b,+f(Y,+). 
i=l 
The idea is that for a fixed argument x = x,, + h*, we find a formula which is cheap to 
evaluate. Since we are interested in x such that x,, < x < x,,, ,, we let h* = rh for 0 < r < 1. 
Now we ask if it is possible that all the evaluations needed in the new formula be already 
available from the step taken to x, + h with the formula (4). This requires that the aif be 
such that f( YT) =f( YJ for all j < s *. This is true ifs* = s and ha, = h*a$ = rha$. Hence 
we define 
1 
a$ =;a, for all i,j. 
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It follows then that 
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We now ask what is the highest order formula which can be evaluated for “free” in 
this way. The equations of condition for a third order formula are 
x6:=1 
xb,‘Q:=; or 1 b,*q=; 
1 bta;cf = ; or 1 b*a,ici = G. 
There is a three parameter family of solutions: 
b:=l-2r+;r2-y+o, 
bf = a, 6: = 5, b: = 0, 
bf=r-tr2+2y -3a, 
b,*=2r -lr2+2a, 
b:=tr’-r-2y -a, 
b,*=y-t, b,*=O. 
Notice that we must take bz = b,* = 0 because f( Y,) and/( Y,) are not available from the 
step to x,, ,. Despite the free parameters, it is not possible to get a formula of order 4 for 
all 0 d r d 1. A reasonable way to specify the parameters is to insist on continuity, i.e. 
y,*+,+~,,+, as r+l. This implies that a = -(l/6), 5 = -(l/12) and y =(1/12). 
The error of the step to x, + , by a formula of order 2 was estimated and found to satisfy 
the user’s requirements. All the well known codes actually continue with the result (4) of 
order 4. This is done because it is believed that the higher order result is more accurate, 
although it is not known just how much. We argue similarly with respect to the use of 
the special formulas for x,, Q x < x, + 1. In addition, we must distinguish here between local 
and global error. The fourth order result actually agrees with the local solution up to terms 
of order 5. One order of accuracy is lost because of the propagation of error. With the 
“interpolation” formulas there is no propagation of error and the results agree with the 
solution to O(h4). 
Theoretically a new Runge-Kutta formula is derived for each intermediate point x. We 
have seen that this corresponds to determining the coefficients of a linear combination of 
the f(q) values and y,. Formally, this is analogous to interpolation in an Adams code 
which for each x determines the appropriate linear combination of previously computed 
function valuesf, and y,. The main distinction between the two procedures is that thef, 
values of the Adams code are all of the same order, whereas thef( Yj) in the Runge-Kutta 
formula (4) are not. 
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The numerical examples presented here were computed with the research code 
described in Sections 2 and 3. In agreement with the error control of DIFEXl, an 
(essentially) pure relative error control was used for all the examples. As long as we work 
with tolerances substantially greater than the precision of the machine used, there is no 
reason to expect that the kind of computer play an important role. As it happens, the 
computations were done either in single precision on a CDC 6600 at the Sandia National 
Laboratories or in double precision on an IBM 370/168 at the University of Heidelberg. 
The problems were drawn from the set [4] assembled by Hull et al. These problems are all 
posed on the interval [0,20]. 
First let us examine the effect of output when solving a single problem, namely A2. 
This problem is 
f= -2 
2’ 
o<x<20, y(O)= 1. 
The cost in terms of function evaluations was measured and plotted against the number 
of output points for various relative error tolerances 6. For this example, 
2, 10,20,30, . . . ) 100 equally spaced output points were considered. One hundred output 
points in an interval [0,20] is a lot, but it is not an extraordinarily large number for a 
non-stiff problem. 
The figures contrast the behavior of DIFEXl and the research code with “inter- 
polation”. Figure 1 shows the behavior at 6 = 10m8. The two codes behave the same then 
because 100 output points is not enough to cause the code to drop to the lowest order 
at a tolerance this stringent, hence the interpolation idea never comes into play. Notice 
that the cost is significantly affected by the number of output points. This means that the 
manipulation of order is not fully compensating for the reductions of step size due to 
output. This might have been expected because this problem benefits from the use of high 
orders. Further development of the order selection algorithm might, or might not, help 
with this sensitivity. Figure 2 shows the behavior at E = 10e6. For modest output, DIFEXl 
does not reduce its order to the point that interpolation can be used, so the two codes 
behave the same. However, increasing numbers of output points cause the lowest order 
formula to be used increasingly often. Clearly the interpolation capability is proving 
valuable when there are a moderate to large number of output points. The behavior at 
1200 
0 20 40 60 80 100 
NO. OF OUTPUT POINTS 
Fig. 1. Solution of A2 with tolerance lo-*. Interpolation has no visible effect. 
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Fig. 2. Solution of A2 with tolerance IO 6. O-0 = DIFEXl, n --B = code with interpolation. 
t = 10 ~’ displayed in Fig. 3 is just what we would like to see at all tolerances. This problem 
is so easy for DIFEXl at this crude tolerance that output determines the step size for even 
a couple of output points. As we expect on theoretical grounds, the code with interpolation 
is almost entirely insensitive to the output requirements. 
The Figs. 4-6 show results for the entire set of 25 problems[4] at the tolerances 10e2, 
10P4, 10m6, respectively. They were computed at 2, 10,20, 30, . , 100 equally spaced 
output points. At the crudest tolerance interpolation is really quite helpful for this 
relatively easy set of test problems. It is helpful at the tolerance 10m4 as well, but is not 
particularly helpful at the most stringent tolerance. The gradual separation of the two 
curves at, say, t = 10m4, reflects the fact that results are being aggregated from a variety 
of problems. We presented results for A2 alone to illustrate more clearly what is 
happening. Again we observe from Fig. 6 that variation of the order does not completely 
overcome inefficiency due to output. 
It seemed worthwhile to explore the effect of mesh distortion in view of the difficulty 
I- 
u 800 L 
a 
0 20 40 60 80 100 
NO. OF OUTPUT POINTS 
Fig. 3. Solution of .4 2 with tolerance IG ‘. O-0 = DIFEXI; n -H = code with interpolation. 
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0 20 40 60 80 100 
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Fig. 4. Solution of 25 problems with tolerance lo-‘. 0-O = DIFEXl; W-B = code with 
interpolation. 
mentioned in Section 2 concerning the selection of an appropriate step size after 
interpolation. We experimented with a pattern of two distances. The distance to the first 
output point is d, and that to the second output point, d2 = rd,. Even numbers of output 
points, 2, 10,20,30, . . . , 100, were used with the distances between output points being 
4,&d,, 4, . . . . The results of Figs. 46 were obtained with r = 1. We obtained similar 
results with r = 0.1, which we consider modest distortion, and with r = 0.01, which we 
consider substantial distortion. As expected, the distortion causes interpolation to be used 
more often, so that DIFEXl is relatively less efficient. It is surprising that the distortion 
has so little effect in absolute terms, a tribute to the order and step size selection in 
DIFEXl. Figure 7 shows the results with c = 10m4 and r = 0.01. 
40000 * I , , , I , I I , , 
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2 
a 25000 - 
2 
f 20000 - 
: 
6 15000 - 
z 
5000 1 I I II I I I , , 
0 20 40 60 80 100 
NO. OF OUTPUT POINTS 
Fig. 5. Solution of 25 problems with tolerance 10-4. O-0 = DIFEXI; D-W = code with 
interpolation. 
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Fig. 6. Solution of 25 problems with tolerance 10m6. 0-O = DIFEXl; W-H =code with 
interpolation. 
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Fig. 7. Solution of 25 problems with tolerance 10m4 and output on a distorted mesh. 
O-_O = DIFEXI; W-m = code with interpolation. 
5. CONCLUSIONS 
We have described how the fixed order Runge-Kutta codes are affected by output and 
how variation of the order could ameliorate this difficulty. Extrapolation of the midpoint 
rule results in a code which can be viewed as a variable order RungeKutta code. We have 
described how certain improvements by Deuflhard exploit variation of order to reduce the 
sensitivity to output exhibited by early extrapolation codes. In this paper we have shown 
how to complement he variation of order by resorting to special Runge-Kutta formulas 
when the lowest order is called upon. Once this “interpolation” is applicable, the code 
becomes insensitive to further output requests. 
The numerical examples how that the device presented here is useful, especially at the 
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cruder tolerances and with relatively dense output. Unfortunately, even with the aid of this 
device, variation of the order is not enough to produce an extrapolation code truly 
insensitive to output. 
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