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Abstract 
III-V binary and ternary semiconductors have numerous electronic and opto-
electronic applications such as high frequency transistors, light emitting diodes 
and lasers, photodetectors, optical amplifiers and high efficiency solar cells. Ion 
irradiation is a powerful technique for semiconductor modification. A detailed 
knowledge of the atomic-scale structure is an important part of understand-
ing and tailoring the properties of the material. In this thesis, extended x-ray 
absorption fine structure (EXAFS) spectroscopy was used to study different 
structural aspects of III-V semiconductors. 
InP, InAs, GaP, GaAs and the related ternary alloys Ga0.50In0.50P and 
G a o . 4 7 I n o . 5 3 A s were irradiated at room temperature with 185 MeV Au ions. At 
this ion energy, inelastic collisions with target electrons (electronic stopping) 
dominate the energy transfer from the ion to the target and elastic collisions 
with target atoms (nuclear stopping) are negligible. Damage formation was 
studied using transmission electron microscopy and Rutherford backscattering 
spectroscopy in channeling configuration. Despite the nearly identical energy 
loss values, the materials respond very differently. InP and Ga0.50In0.50P are 
readily amorphized while GaP and GaAs remain almost undamaged. InAs and 
G a o . 4 7 I n o . 5 3 A s exhibit an intermediate behavior. A material-dependent com-
bination of irradiation induced damage formation and annealing is proposed to 
describe the strikingly different response of the III-V materials to high electronic 
excitation. 
InP was also amorphized using Se ions with energies ranging from 80 keV to 
7 MeV, where the energy transfer is dominated by nuclear stopping. EXAFS was 
used to determine the structural parameters of the amorphous phase produced 
in both energy regimes for as-irradiated and thermally relaxed samples. Despite 
V 
the fundamentally different energy transfer mechanism, no significant difference 
in the atomic-scale structure is observed and a common process, namely a quench 
from the melt, is considered responsible for amorphization in both regimes. 
Vibrational properties of crystalline and amorphous InP were studied with 
EXAFS as a function of measurement temperature, ranging from 20 to 295 K. 
For crystalline InP, a strong vibrational anisotropy is observed where relative 
vibrations between first nearest neighbor atoms are much smaller parallel to the 
bond direction than perpendicular to it. This corresponds to a strong in-phase 
motion of the atoms along the bond and mostly uncorrelated vibrations perpen-
dicular to it, consistent with the well-known behavior of III-V semiconductors 
where bond bending is energetically favored over bond stretching. Amorphous 
InP is characterized by strongly increased structural disorder but very similar 
thermal disorder when compared to the crystalline phase. 
EXAFS was also used to study the interatomic distance distributions of the 
first three nearest neighbor shells around Ga and In atoms in Gai-xIn^P al-
loys. Experimental results agree well with model calculations. The first nearest 
neighbor shell has a composition-dependent bimodal distance distribution with 
values much closer to that of the corresponding binaries than those of the virtual 
crystal approximation. The second nearest neighbor shell still shows different 
interatomic distances, corresponding to the three different cation-cation pairs, 
but the values are very close to those expected from the lattice constant. Like 
in Gai_a;Inj.As, lattice mismatch in Gai-a^In^P is thus accommodated by both 
bond length and bond angle relaxation though primarily via the latter. 
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CHAPTER L 
Introduction 
Extended x-ray absorption fine structure spectroscopy 
Extended x-ray absorption fine structure (EXAFS) spectroscopy is a pow-
erful technique for the structural analysis of solids. Over the past decades it 
has been applied to a large number of systems from biology, chemistry, geol-
ogy environmental science and materials science [1,2]. EXAFS measures the 
fine structure of the x-ray absorption coefficient at energies above a particular 
absorption edge and provides structural information about the atomic environ-
ment of the absorbing element. In particular, EXAFS is sensitive to coordination 
number, interatomic distance and structural and thermal disorder. In contrast 
to x-ray diffraction (XRD), EXAFS is a short-range probe that samples the 
atomic neighborhood of the absorbing species up to some tens of angstroms [2 . 
As no long-range order is required, EXAFS can be applied to the study of both 
crystalline and disordered or amorphous systems. Given the short time scale of 
the x-ray absorption process, EXAFS measures the average over all instanta-
neous configurations. It therefore contains information complementary to that 
obtained with XRD which measures the average configuration of the system. 
These characteristics of being element-specific and applicable to a wide range 
of ordered and disordered materials make EXAFS a versatile and powerful tool 
for structural analysis. Basic principle, theoretical and experimental aspects as 
well as data analysis are discussed in Chapter 2. 
1. Introduction 
III-V compound semiconductors 
In the field of materials science, the interest in III-V binary and ternary 
semiconductors is driven by their numerous electronic and optoelectronic appli-
cations. Many of the III-V compounds display a direct band gap with energies 
ranging from 0.17eV for InSb [3,4] to over 2eV for some stoichiometrics of 
Gai_;rInj.P [4]. In such ternary alloys, both band gap energy and lattice con-
stant vary with composition between the values of the binary end members. 
The wide range of direct band gap energies thus available and the possibility to 
lattice match different III-V materials allow the fabrication of heterojunctions 
crucial for the design of high performance optoelectronic devices [5]. III-V based 
laser diodes, modulators and semiconductor amplifiers are key elements of opti-
cal fiber communications [5]. High frequency transistors operating above 1 GHz 
are particularly important for mobile phones [6]. Other major applications in-
clude infrared emission and detection, light emitting diodes and high efficiency 
solar cells [5,7,8]. Superior thermal properties also make the III-V materials 
promising candidates for high-temperature electronic devices operating at sev-
eral hundred degrees Celsius [9 . 
Ion irradiation and implantation is a powerful technique for modifying semi-
conductor properties and has multiple applications in device fabrication. Most 
importantly, ion implantation is often used for doping the material with impu-
rity atoms thereby changing its electrical properties. The advantage of using ion 
implantation is that virtually every element can be introduced into the matrix 
with a high degree of control over the amount of impurities and their depth 
distribution. Inherent with this process is the formation of crystal damage due 
to the energy transfer from the ions to the target. Depending on the material 
and the irradiation conditions, this damage can range from point defects and 
defect clusters to complete amorphization. 
For all applications, a detailed knowledge of the structure of a material, 
including the presence of damage and disorder, is an important part of under-
standing and modifying its properties of interest. Rutherford backscattering 
spectroscopy (RBS) and transmission electron microscopy (TEM) were used to 
investigate the damage formation in III-V semiconductors due to highly ener-
getic ion irradiation. The results are presented in Chapter 3. EXAFS was applied 
to study three different structural aspects of III-V semiconductors: 
(i) the atomic-scale structure of InP amorphized by ion irradiation, 
(ii) the vibrational anisotropy in crystalline and amorphous InP, and 
(iii) the composition-dependent structure of Gai-xIn^P alloys. 
The results are presented in Chapter 4, Chapter 5 and Chapter 6, respectively. 
The remainder of this introduction will briefly describe the motivation for each 
of the four topics. More detailed background information is then presented at 
the beginning of the corresponding chapters. 
Swift heavy ion irradiation of III -V semiconductors 
Depending on the ion energy, different interaction processes dominate the en-
ergy transfer from the projectile to the target. In the keV to low MeV region, the 
ions deposit their energy predominantly via ballistic collisions with target atoms 
(nuclear stopping). In contrast, swift heavy ions (SHIs) of a few hundred MeV 
primarily interact with target electrons (electronic stopping). Amorphization of 
III-V semiconductors due to nuclear stopping has been extensively studied for 
several decades [10,11] whereas damage formation due to SHI irradiation is still 
not fully understood. Under irradiation with 593 MeV Au ions, for example, 
GaP remains almost undamaged while InP is readily amorphized [12], Given 
this strikingly different behavior, the question arises of how Gai-^rln^P ternary 
alloys respond to similar irradiation conditions. 
The effects of high electronic stopping in semiconductors are of technological 
and scientific interest. The fabrication of three-dimensional device structures 
using ion irradiation requires deep implants with increased ion energies thus 
inevitably increasing the electronic stopping contribution. Furthermore, the 
amount of defects created by the impact of highly energetic particles is impor-
tant for the stability of electronic devices intended for space applications. Prom 
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a scientific point of view, the interactions following the passage of SHIs through 
matter are still under debate with several different models proposed [13-15]. Fur-
ther systematic studies are therefore necessary to better understand the physical 
processes operative in III-V semiconductors under SHI irradiation. 
Structure of InP amorphized by ion irradiation 
Amorphous semiconductors have a number of technological applications, for 
example in flat-panel displays and sensors. The structure of amorphous mate-
rials is characterized by significantly increased structural disorder compared to 
the crystalline phase. Furthermore, amorphous compound semiconductors may 
contain chemical disorder in the form of homopolar bonds that do not exist in 
crystalline material [16, 17]. Such "wrong" bonds are particularly interesting 
given they introduce donor and acceptor states within the band gap and thus 
influence the electronic properties of the material [18]. Different preparation 
techniques can yield different amorphous phase structures and, consequently, 
materials that might have different properties. As mentioned above, the energy 
loss of the projectile can be dominated by either nuclear or electronic stop-
ping depending on the ion energy. Elastic collisions with target atoms (nuclear 
stopping) result in atomic displacements if sufficient energy is transferred. In-
elastic collisions with target electrons (electronic stopping) lead to excitation 
and ionization of the electronic system. Given these fundamentally different 
energy transfer mechanisms, the question arises of whether the resulting amor-
phous phase structures are different. EXAFS has been applied successfully to 
the study of amorphous compound semiconductors demonstrating the capability 
to detect subtle differences that characterize different amorphous phase struc-
tures [16,17,19-22]. This technique is therefore well suited for the comparison 
of the atomic-scale structure of InP amorphized by ion irradiation with dom-
inant electronic or nuclear energy loss, thus providing information about the 
amorphization mechanism operative in both regimes. 
Vibrational anisotropy in crystalline and amorphous InP 
The temperature dependence of atomic motion in a solid contains informa-
tion about vibrational and thermal properties such as Einstein or Debye tem-
peratures. In contrast to XRD, EXAFS is sensitive to the correlated motion 
of neighboring atoms and thus yields valuable insight into the phase relation 
of these vibrations. By comparing X R D and EXAFS measurements one can 
distinguish between vibrations parallel or perpendicular to the bond direction. 
Such knowledge provides an experimental test for phonon eigenvectors obtained 
from dynamical models or ah initio calculations [23,24], For Cu, relative vibra-
tions between neighboring atoms are isotropic and the first four nearest neighbor 
(NN) shells are characterized by a very similar thermal behavior [23]. In con-
trast, relative vibrations between first NN atoms in Ge, CdSe and Agl are much 
more pronounced perpendicular to the bond direction than parallel to it [24-26 . 
Furthermore, relative vibrations parallel to the line connecting the absorber-
backscatterer pair in Ge, GaAs and Agl are more pronounced for higher NN 
shells than for the first NN shell, in contrast to observations for Cu [23,27-29 . 
InP is a scientifically interesting material for the study of thermal and vibrational 
properties. While it has the same crystal structure as GaAs, the two atomic con-
stituents differ considerably relative to the materials mentioned above: Indium 
has almost four times the mass of Phosphorus and approximately one and a half 
times the radius. Studying thermal vibrations in InP thus complements the ex-
isting literature and can contribute to a better understanding of the mechanisms 
that lead to the vibrational anisotropy. 
Composition-dependent structure of Gai-j-In^^P alloys 
As mentioned above, the interest in the ternary alloys Ai_xB^C stems from 
the fact that many material properties such as band gap energy and lattice 
constant can be tuned between the values of the corresponding binaries by ad-
justing the ternary composition. The dilute limit is also of interest since many 
device applications rely on the properties of impurity atoms. Given that mate-
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rial characteristics are often directly dependent on the atomic-scale structure, 
one important question is how the two different binary lattice constants are 
accommodated in the ternary alloy. Both bond length and bond angle relax-
ation have been proposed. Experimentally, a combination of the two is usually 
observed. Extensive calculations for Gai_Jn^P alloys predict the interatomic 
distance distributions of the first and second NN shells as well as the bond angle 
distributions [30]. Experimentally, similarities to other III-V compounds have 
been observed for the first NN shell [31], however, there are no experimental data 
available on the higher shells despite the technological importance of Gai-xIn^P 
alloys. The direct band gap with its high energy makes this system an important 
component of high efficiency multijunction solar cells [7,8]. As demonstrated as 
early as 1983 for Gai_xIn^As alloys, EXAFS is well suited to study the inter-
atomic distances of different atomic pairs given the element-specific nature of 
the method [32], A detailed investigation of the distance distributions of the first 
three NN shells around Ga and In atoms in Gai-^^In^P enables the comparison 
with a number of structural models and the evaluation of bond length and bond 
angle relaxation. Such knowledge will be beneficial to a more comprehensive 
understanding of this technologically important ternary material. 
CHAPTER 2 
Extended x-ray absorption fine 
structure spectroscopy 
2.1 Basic principle 
X-ray absorption fine structure (XAFS) spectroscopy measures the energy-
dependent fine structure of the x-ray absorption coefficient near the absorption 
edge of a particular element. A detailed discussion of both theoretical and 
experimental aspects of XAFS is given in [1]. 
2.1.1 X-ray absorption 
If x-rays of intensity IQ are incident on a sample, as shown schematically in 
Fig. 2.1, the extent of absorption depends on the photon energy E and sample 
thickness t. According to Beer's Law, the transmitted intensity /t is 
= (2.1) 
where is the energy-dependent x-ray absorption coefficient [2,33]. Over 
large energy regions ^{E) is a smooth function of the photon energy, varying 
approximately as n{E) ~ pZ'^/mE^ [33]. Here p denotes the target density while 
Z and m. are the atomic number and mass, respectively. Thus, p{E) decreases 
with increasing photon energy. If the latter equals or exceeds the binding energy 
of a core electron, however, a new absorption channel is available in which the 
photon is annihilated thereby creating a free photoelectron and a core-hole. This 
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Figure 2.1: Schematic of incident and transmitted x-ray beam and absorption 
coefficient ^l{E) versus photon energy E around an absorption edge. 
leads to a sharp increase in absorption coefficient as shown in Fig. 2.1. Above 
the absorption edge, the difference between the photon energy and the binding 
energy is converted into kinetic energy of the photoelectron and n{E) continues 
to decrease with increasing photon energy. 
2.1.2 Absorption fine structure 
The photoelectron wave created in the absorption process propagates out-
wards and is scattered at neighboring atoms [1,2,34]. The situation is shown 
schematically in Fig. 2.2. The outgoing and scattered waves interfere in a manner 
that depends on the geometry of the absorber environment and on the photo-
N V s \ 
/ 
\ \ f ^  ^ 
Figure 2.2: Schematic showing the absorbing atom (yellow) and its first NNs (blue). 
An interference pattern is created by the outgoing (solid orange lines) and reflected 
(dashed blue lines) photoelectron waves. 
2.1 Basic principle 
electron wavelength. The latter is inversely proportional to the photoelectron 
momentum and therefore changes with photon energy, //(is) is proportional 
to the magnitude of the wave function of the final state at the site of the ab-
sorber atom. Constructive or destructive interference of outgoing and scattered 
waves thus increases or decreases the absorption probability, creating an energy-
dependent fine structure of the absorption coefficient. 
Figure 2.3 schematically shows the //(J?) fine structure as a function of 
photon energy. Two regions are commonly distinguished, the x-ray absorption 
near edge structure (XANES) and the extended x-ray absorption fine structure 
(EXAFS) [1,33,34]. The different absorption processes leading to XANES and 
EXAFS are also shown schematically in Fig. 2.3. 
X A N E S 
In the region very close to the absorption edge, the core electron is promoted 
to unoccupied bound states. XANES is therefore sensitive to the chemical bond-
ing, exhibiting for example characteristic features for different oxidation states 
of the absorbing atom. XANES also depends on the geometry of the crystal 
structure thus providing a means of distinguishing between different crystal 
phases. Theoretical calculations of the fine structure in this region are com-
plex and the accuracy of such simulations is still limited. Therefore, analysis 
typically compares the measured spectra to those of known standards and quan-
tifies the ratios by which these standards are present in the sample using linear 
combination fitting. 
E X A F S 
For photon energies higher than ~ 30 eV above the edge [34], the photo-
electron receives sufficient kinetic energy to be in a truly free or continuum 
state. EXAFS is thus independent of chemical bonding and depends on the 
atomic arrangement around the absorber as discussed above. It contains infor-
mation about the coordination number, interatomic distances and structural and 
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Figure 2.3: Absorption coefficient versus photon energy E including the fine 
structure above the edge and schematic of the absorption processes leading to XANES 
and EXAFS. 
thermal disorder around a particular atomic species. EXAFS does not require 
long-range order and is applicable to a wide range of ordered and disordered ma-
terials therefore providing a powerful tool for structural analysis. Theoretical 
calculations of the fine structure in the EXAFS region have improved enor-
mously during the last two decades and simulations with sufficient accuracy are 
now available. Nevertheless, the measurement of suitable standards still consti-
tutes an important part of the experimental procedure. 
In this work, only the EXAFS region of the measured spectra was studied to 
gain structural information about the systems under investigation. Sections 2.2 
and 2.4 therefore focus on the theory of EXAFS and the procedure used for 
EXAFS analysis, respectively [1,2,33 . 
2.2 EXAFS theory 
2.2.1 The EXAFS equation 
The fine structure contribution to the absorption coefficient is defined as 
X { E ) = (m(-E') — H o { E ) ) / A f i o where Ho{E) denotes the smooth absorption back-
ground that would be observed in the absence of interference from waves scat-
tered at neighboring atoms [2]. A/^o is a normalization factor which, in practice, 
2.2 EXAFS theory U 
is often approximated by the height of the absorption edge. Instead of using 
x{E) , the fine structure is usually expressed as a function of the photoelectron 
wave number k, with k = y^2me{E — Eo)/h'^. Here, m.e stands for the electron 
mass, Eo denotes the edge energy and h is Planck's constant divided by 2n. The 
relation between x{k) and the structural parameters of the absorber environment 
is given by the standard EXAFS equation 
^{k) = sin [2kR, + 2S,{k) + S,{k)]. (2.2) 
j ^ 
The structural parameters are given by Nj, Rj and crj denoting the coordina-
tion number, distance and standard deviation of all NN atoms of the same type 
in a particular coordination shell. fj{k) = represents the complex 
scattering amplitude while Sc{k) stands for the phase shift experienced by the 
photoelectron wave in the potential of the absorbing atom. X{k) and SQ denote 
the energy-dependent mean free path of the electron and the amplitude reduc-
tion factor, respectively. 
Except for the factor S*^ , Eq. (2.2) was first derived by Sayers et al. using the 
plane-wave approximation [35]. It assumes that the distance between absorber-
backscatter pair is sufficiently large to treat the outgoing spherical wave as a 
plane wave once it reaches the backscattering atom. For accurate calculations 
of the EXAFS, curved-wave effects have to be taken into account [2]. Never-
theless, Eq. (2.2) contains all the key elements needed to correctly describe the 
EXAFS phenomenon for systems in which the distance distribution of the atoms 
in a given coordination shell can be approximated by a Gaussian function. In 
this case, Eq. (2.2) provides a convenient parametrization of the absorber envi-
ronment in terms of coordination numbers, distances and standard deviations. 
Therefore, is still expressed by Eq. (2.2) while the improvements of mod-
ern theory have provided successive refinements of the various terms. The key 
elements in Eq. (2.2) are [2]: 
(i) As described above, the interference pattern depends on electron energy 
and backscatter distance, both accounted for by the sin [2kRj\ term. 
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(ii) The strength of the scattering and thus the magnitude of the EXAFS 
depends on the number and type of scattering atoms, represented by co-
ordination number Nj and scattering amplitude \fj{k)\, respectively. 
(iii) The potential of the absorbing or scattering atom leads to a phase shift 
of the electron wave represented by and respectively. The absorber 
potential acts twice on the electron wave, once on the way out and once 
on the way back. The resulting term 25c{k) + 5j{k) appears in the sine 
function of Eq. (2.2). 
(iv) The atoms in a particular coordination shell do not have exactly the same 
distance from the absorber. Differences are caused either by thermal vi-
brations {thermal disorder) or by structural variations in the interatomic 
distances {static disorder) and smear out the oscillations with k. The phase 
difference in scattered waves due to a given difference in Rj increases with 
increasing k. This yields increased damping of the EXAFS at high wave 
numbers. In systems where the distance distributions exhibit only small 
asymmetry, Gaussian distributions with standard deviations cr^  can be as-
sumed. The term in Eq. (2.2) then accounts for the A;-dependent 
damping of the EXAFS oscillations. In analogy to XRD, d j is called the 
EXAFS Debye-Waller factor. 
(v) The range that is probed by EXAFS is usually of the order of tens of 
angstroms and is hmited by the finite lifetime of the final state. The decay 
is due to inelastic interactions of the photoelectron with the surrounding 
material such as inelastic scattering and electron or plasmon excitation 
{extrinsic losses) and due to filling of the core-hole with an electron from 
a higher shell thereby emitting a fluorescence x-ray or an Auger electron 
{intrinsic losses). The mean free path A(A;) comprises both extrinsic and 
intrinsic losses and the term e-^^j/^C^) accounts for the increasing decay of 
the wave with increasing distance Rj. 
(vi) Relaxation of the system in response to the creation of the core-hole is 
accounted for by the amplitude reduction factor SQ. 
2.2 EXAFS theory ^ 
A major improvement in modern EXAFS theory is the inclusion of curved-
wave effects by keeping the EXAFS equation, Eq. (2.2), but replacing the plane-
wave scattering amplitude f{k) by a curved-wave effective scattering amplitude 
feff{k,R). The computer code F E F F [36] calculates not only effective scattering 
amplitudes for a given absorber environment but also the other fc-dependent pa-
rameters {Sc{k), Sj{k) and \{k)) thus enabling a refinement of the structural pa-
rameters by comparing theoretical and experimental spectra (see Section 2.4.2). 
Another major improvement is the inclusion of multiple scattering (MS) contri-
butions. These take into account the effects of scattering of the photoelectron 
at more than one atom which can become significant for certain geometries [2 . 
Such MS effects have long evaded accurate treatment but can now be included 
in the calculation of EXAFS by using Eq. (2.2) and appropriate MS amplitudes 
and phase shifts, calculated for example with the FEFF code [36 . 
A simple derivation of Eq. (2.2) can be found in [1]. Aspects of the modern 
EXAFS theory including curved-wave effects and MS are discussed in [2 . 
2.2.2 Fourier transformation 
Fourier transformation (FT) of the EXAFS provides a means to visualize 
different scattering contributions and is often used during analysis. The benefit 
of such a procedure was first shown by Sayers et al. [35]. Here, a brief example is 
given to illustrate the effect of Fourier transforming EXAFS spectra. Applying 
a /^-weight of n, a single term of the sum in Eq. (2.2) becomes 
k - x j { k ) = s i n [2kR, + S'^{k)] ( 2 . 3 ) 
J 
with Sj{k) = 2Sc{k)+5j{k). Assuming that n = 1, that X{k) = A and \ fj{k)\ = f j 
are independent of k and that Sj{k) = Sf^ + is a linear function of k, 
Eq. (2.3) can be written as 
kx^^k) = gij^ UkR, + Sf + kSf^^ 
j 
= Re [ikxj{k) 
(2.4) 
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with 
k U k ) - = (2.5) 
Performing a FT of kxj{k) gives 
FT ^ ^ 
•OO n i 
(2.6) 
2a, 
The magnitude of this FT is a Gaussian function centered at Rj + / 2 
|FT| = . (2.7) 
2aJ R^ 
Different scattering contributions with a large difference in R j and small val-
ues for crj thus produce well separated peaks with amplitudes proportional to 
N j / a j when Fourier transformed. In reahty X{k), \fj{k)\ and S'^{k) are compli-
cated functions of k and the FT of the EXAFS cannot be expressed in a simple 
analytical form [1]. Furthermore, different fc-weights such as n = 2 or n = 3 
might be used and a window function is usually applied to account for the finite 
data range. Modern EXAFS analysis therefore often assumes a model struc-
ture and refines the parameters by minimizing the difference between measured 
and calculated spectra. Usually, this fitting is performed in i?-space after ex-
perimental and theoretical x{k) have been Fourier transformed using suitable 
numerical procedures (see Section 2.4). EXAFS results are typically presented 
as the magnitude of the FT due to the illustrative character of such a plot. 
2.2.3 Cumulant expansion 
The description of the EXAFS presented so far has assumed a Gaussian 
distance distribution with a mean value Rj and a standard deviation a^. For 
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systems with significant asymmetry a Gaussian function may no longer be an 
adequate approximation for the distance distribution and higher moments must 
be considered. E X A F S analysis based on a cumulant expansion was first pro-
posed by Bunker in 1983 [37]. An arbitrary distance distribution, given by a 
function p(R) with J^ p{R)dR = 1, can be characterized defining either raw 
moments Pn or central moments Pn 
p„ = {R")= r R"p{R)dR (2.8) 
= {{R - p i ) " ) = / " ( i ? - p,rp{R)dR. (2.9) 
Jo 
For any given function. Pi = 0 and, for normalized functions, po = -Po = 1-
For a single atom at distance R, Eq. (2.2) becomes 
x{k) = 52 gij^ + S'{k)] (2.10) 
where S'{k) = 25c{k)+Sj{k) and the indices j were omitted for clarity. Scattering 
from a coordination shell with a distance distribution p{R) thus yields 
,|/(A-)| e-^^/^e-') . 
Xik) = 5 2 7 V J ^ sin [2kR + S'{k)]p{R)dR 
i k Jq R 
= Re 
(2.11) 
10 
Assuming a narrow distribution, the integral can be approximated by 
f o c -2R/\(k) - 2 p i / A ( f c ) roc 
/ / ^ ' ' ' p m d R . (2.12) 
Jo R P\ Jo 
The integral corresponds to a F T of the distance distribution 
and is called the characteristic function. It can be expressed in terms of the raw 
moments by 
i: = V ^ P n . (2.13) n! n=0 
Unfortunately, this series is slow to converge [1,37]. In contrast, the cumulant 
expansion 
poo 
/ = exp 
Jo n=0 n\ 
(2.14) 
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with Cn being the n-th cumulant of p{R) converges much more rapidly [37 . 
Typicahy, the first two, three or four C„ are considered. The cumulants are 
connected to the moments by [37 
Co = hipo = InPo = 0 
Ci = Pi = (i?) = i?EXAFS 
C 2 = P 2 ~ P I = { { R - ^EXAFs)^) = 0-|xAFS 
C 3 = P 3 - 3p2Pl + = Ps = { { R - i?EXAFs)') 
C4^P4- 4p3Pi - + 12p2pI - 6pf = P4 - 3 P | 
= ( ( R - i?EXAFs)'^) - 3(cr|xAFs)^-
Developing the sum in Eq. (2.14) gives 
exp E 
.n=0 
(22A:)" 
a 
n! 
= exp Co + 2ikCi - 2k^C2 - ^zPCa 
O 
2 
3 
+ + ... 
Inserting Eqs (2.12), (2.14) and (2.16) into Eq. (2.11) thus yields 
X(k) = Re 
i k 
p! 
Pi 
X sm 2kCi - -k'Cs + ... + S'(k) 
(2.15) 
(2.16) 
(2.17) 
Neglecting cumulants higher than the fourth and using the terminology defined 
in Eq. (2.15), the cumulant expansion of the E X A F S can be written as 
-^ EXAFS 
X sm 2/^i?EXAFS - ^k'Cs + S'(k} 
(2.18) 
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This expression now allows the EXAFS to be analyzed in terms of the cumulants 
of the interatomic distance distribution: the first cumulant i?EXAFS correspond-
ing to the mean value, the second cumulant or Debye-Waller factor a|xAFs 
resenting the standard deviation and the third and fourth cumulants, C3 and C4, 
denoting asymmetric and symmetric deviations from a Gaussian profile, respec-
tively. For very small or Gaussian disorder, only the first two cumulants have 
to be considered and Eq. (2.18) corresponds to Eq. (2.2) with Hj = i?EXAFS and 
2 2 
— ' ^ E X A F S -
EXAFS samples the one-dimensional distance distribution p{H) that is con-
nected to the three-dimensional distribution p(R) by p{E) = f p(R)B'^dQ where 
the integral over dfi corresponds to an angular average. Therefore, care has to be 
taken when comparing the cumulants of p(B) with the three-dimensional motion 
of the atoms or with structural parameters determined by other techniques such 
as XRD. Relations between these different properties are derived and discussed 
in detail in Section 5.1.1. 
2.3 Experimental aspects 
2.3.1 Synchrotron radiation 
Most XAFS experiments are performed at synchrotron sources due to the 
need of high x-ray intensities and a continuous energy spectrum. Figure 2.4 
shows the basic design of a modern synchrotron. The electrons are first acceler-
ated in a linear accelerator before their energy is further increased in the booster 
ring. From here they are transferred to the storage ring where they circulate 
over a milhon times each second, creating intensive electro-magnetic radiation. 
Beamlines "process" and deliver the radiation to a number of end stations where 
it can be used for a variety of experimental techniques. 
When a charged particle traverses a magnetic field it is forced to change the 
direction of its motion thereby emitting electro-magnetic radiation. In a syn-
chrotron, the electrons are forced around the storage ring by a series of bending 
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(1) Electron source 
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(6) Experiment 
Figure 2.4: Design of a modern synchrotron facility (taken from [38]). 
magnets. The radiation thus created is characterized by a continuous energy 
spectrum over a wide range of wavelengths (from infrared to hard x-rays), high 
intensity, strong polarization and a pulsed nature. Modern synchrotron facilities 
also have additional elements, so-called insertion devices, placed at the straight 
section between the bending magnets. These devices constitute a series of al-
ternating magnetic fields that force the electron beam to perform either strong 
(Wiggler) or gentle (Undulator) oscillations. The Wiggler emits a broad beam 
of incoherent radiation characterized by increased intensity and a continuous en-
ergy spectrum extending to much higher x-ray energies compared to a bending 
magnet. The Undulator emits a narrow beam of coherent radiation the intensity 
of which is amplified up to 10,000 times but only at certain frequencies. Based 
on these characteristics, the device best suited for a particular experimental 
technique can be chosen. Schematics for the three devices are shown in Fig. 2.5. 
Each beamline is tailored to meet the requirements of a particular experi-
mental technique. Figure 2.6 depicts the various components of a typical modern 
(a) Bending magnet (b) Wiggler (c) Undulator 
Figure 2.5: Three different devices where the electron beam is forced to change 
direction in a magnet field thereby emitting synchrotron radiation (taken from [38]). 
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Figure 2.6: Typical components of a modern XAFS beamline (taken from [39]). 
XAFS beamline. Mirrors are used to collimate and focus the beam while aper-
tures and adjustable slits define its size. A double crystal monochromator is 
used to isolate x-rays of a very narrow energy band using the criterion for Bragg 
diffraction, nX = 2d sin Here, n is an integer, A denotes the x-ray wavelength, 
d stands for the lattice spacing of the diffracting crystal and 9 represents the 
angle under which the beam is incident on the crystal. Energies that satisfy the 
Bragg condition with n > 2 are called "harmonics" and have to be removed from 
the beam. This can be achieved by either slightly detuning the monochromator 
(which decreases the transmission of harmonics significantly more than that of 
the primary energy) or by using a special x-ray mirror that only reflects energies 
below a critical value. With such an experimental arrangement, the absorption 
coefficient can be measured as a function of x-ray energy. 
2.3.2 Detection modes 
In general, there are two possibilities to measure the absorption coefficient, 
transmission mode and fluorescence mode. The experimental setup for both 
cases is shown schematically in Fig. 2.7 [1,33 . 
Transmission mode 
In transmission mode both the incoming and the transmitted beam (/Q and 
It, respectively) are measured by ion chambers and the absorption coefficient 
can be obtained according to Eq. (2.1). Detecting voltage or current pulses gen-
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F i g u r e 2.7: Schematic of the two different detection modes for XAFS measurements. 
erated in the ion chamber counting chain is inherently simpler than detecting 
single photons with a solid state detector often used for fluorescence measure-
ments (see below). Using the same type of detector for /q and also has the 
advantage of having a common energy dependence. However, transmission mea-
surements require concentrated samples such that the difference between IQ and 
It is significantly larger than the variation due to counting statistics. Further-
more, samples must be highly homogeneous, of constant thickness and free of 
pinholes. One means to prepare a sample that satisfies these requirements is to 
crush up a suitable amount of material and mix it with boron nitride. Once a 
fine, homogeneous powder is obtained, it is compacted into the small hole of a 
sample holder and sealed on both sides with Kapton tape to achieve uniform 
thickness. All samples in this work have been measured in transmission mode. 
Fluorescence m o d e 
Instead of measuring the intensity of the transmitted beam one can also 
detect the characteristic x-rays that are emitted when the core-hole is filled with 
an electron from a higher energy level. The intensity of this fluorescence line is 
proportional to the absorption caused by the element under investigation, how-
ever, the relation is more complicated than for transmission measurements and 
the possible absorption of the fluorescent x-ray while exiting the sample must be 
taken into account. Detecting the fluorescence signal is also more complicated 
since it must be isolated from other x-rays, most prominently the elastically scat-
tered beam itself. Usually a multiple-element sohd-state Ge detector is chosen. 
2-4 Data analysis ^ 
The big advantage of this method is the abihty to measure highly dihite and 
non-homogeneous samples. Instead of detecting the fluorescent x-rays, one can 
also measure the electrons emitted from the sample such as the photoelectrons 
themselves, secondary electrons and Auger electrons. 
2.4 Data analysis 
2.4.1 Processing 
The first stage of the data reduction is to isolate the fine structure from the 
absorption background, that is to obtain x {E) = - fio{E))/A^o. To this 
end, the region below the edge is first fitted to a smooth pre-edge function which 
accounts for absorption from other edges and instrumental background. This 
pre-edge function is then extrapolated to the whole energy range and subtracted 
from the data. The next step is to approximate the absorption background ij,o{E) 
(absorption that would be observed in the absence of interference from waves 
scattered at neighboring atoms) by a spline function that approaches a smooth 
post-edge function at high energies. In the third step the data are normalized 
with respect to the height of the absorption edge to remove effects of sample 
thickness and concentration. Different samples thus become directly compara-
ble. Figure 2.8 (a) shows the raw //(E) data obtained for c-InP (see Chapter 4 
for details) together with the pre-edge, post-edge and background contributions. 
To obtain x{k) the energy scale is converted to a fc-scale where the photo-
electron wave number is defined as k = y/2me{E - Eo)/h?. Experimentally, 
the threshold energy Eq is typically taken as the maximum of the derivative of 
fi{E) with respect to E. Nevertheless, this choice is somewhat arbitrary and 
may not correspond to the theoretically calculated Eq value (see Section 2.4.2). 
Figure 2.8 (b) plots xi^) isolated from the data shown in panel (a) and weighted 
with k^ to emphasize the data at higher k. Depending on the sample and the 
absorber-backscatterer pair under study, different A;-weights might be chosen. 
The next step is to Fourier transform the data into i?-space. Usually a 
22 2. Extended x-ray absorption fine structure spectroscopy 
0.8 
0.7 
0.6 
w 0.5 
i 0.4 
0.3-
0.2-
O.lJ 
20 
H 
UH 
u 15 
o 
10 
B 
1 5 
0 
(a) data 
pre-edge 
— 
post-edge 
12 14 
k(A-') 
Figure 2.8: Different stages of EXAFS data processing, (a) Raw ii{E) data together 
with the fitted pre-edge and post-edge functions and the absorption background 
fj,o{E). (b) x{k) obtained after background removal and conversion from energy 
scale to photoelectron wave number fc-scale. (c) Magnitude of the FT obtained from 
X{k) using the smooth Manning window plotted in panel (b). (d) Back-transformed 
data for two different FT windows (see panel (c)) selecting different scattering con-
tributions. 
smooth window function is applied to minimize truncation effects. Figure 2.8 (b) 
shows the "Hanning" window used in this work and Fig. 2.8 (c) plots the magni-
tude of the resulting FT. While this is the most common way to display data in 
R-space, it should be noted that the FT is a complex function and both magni-
tude and phase (or alternatively, real and imaginary part) have to be considered 
for the full information content. 
A back-transformation can be used to isolate different scattering contribu-
tions if their signals are well separated in /?-space. This methodology has been 
extensively used for the analysis of first NN scattering, however, it usually fails 
for higher NN shells due to the overlap of different scattering contributions. Fig-
ure 2.8 (c) shows two different Hanning windows selecting only the first shell 
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peak (Wl ) or first and higher shell contributions {W2). The resulting back-
transformed A>spectra are plotted in Fig. 2.8 (d). 
In this work, data processing was performed with the IFEFFIT code [40] and 
the corresponding user interface ATHENA [41 . 
2.4.2 Fitting 
A number of different methods have been applied to obtain structural pa-
rameters from measured E X A F S spectra. In this work, the data have been 
analyzed using the IFEFFIT code [40] and the corresponding user interface 
ARTEMIS [41]. This methodology is a model-dependent approach based on the 
cumulant expansion (see Section 2.2.3) and requires some pre-existing 
knowledge about the system under investigation, a requirement satisfied for 
all systems studied herein. 
The analysis starts with a model structure that specifies the absorbing atom 
and the position and type of the surrounding atoms that are to be considered 
in the fitting procedure. The FEFF code [36] then calculates efTective scattering 
amplitudes and phase shifts for the various single and multiple scattering paths 
with atoms of the same type and at the same distance grouped into the same 
path. The calculations are based on a curved-wave MS theory including polar-
ization dependence, core-hole effects and many-body interactions [42]. Paths are 
sorted with respect to their effective distance i?eflF and their importance given 
by the scattering amplitude is hsted. This enables a selection of the relevant 
paths to be included in the fitting procedure. The selection may vary depending 
on the system studied, the quality of the data and the aim of the investigation. 
Figure 2.9 (a) and (b) show the calculated scattering paths that were selected for 
the analysis of c-InP and Gao.50Ino.50P, respectively (see Chapter 5 and 6). The 
complex Fourier transformed paths can add up constructively or destructively 
depending on their phases. As an example, the peak at R ~ 4A in Fig. 2.9 (a) 
is smaller for the sum of all paths than for the second NN In path, highlighting 
the importance of considering the full information content of the FTs. 
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Figure 2.9: Theoretical scattering paths selected for the fitting procedure of (a) c-
InP and (b) Gao.soIno.soP- The magnitude of the FT is plotted as a function of R 
for the different paths and their complex sum. 
The Structural parameters of the selected paths are then refined in a least-
squares fit to the processed experimental data. The first four cumulants 
( - R e x a f s = -Reff + A/?, c r|xAFS ' and C4) can be fixed, restrained or varied 
freely depending on the system studied, the quality of the data and the aim of 
the investigation. Fitting is often performed with multiple A:-weights to minimize 
the correlation between the different parameters (see Eq. (2.18) in Section 2.2.3). 
As mentioned in Section 2.4.1, the EQ value chosen during data processing might 
not correspond to the theoretically calculated threshold energy. Therefore, EQ 
is usually treated as a fitting parameter and is determined from a suitable stan-
dard that was measured together with the samples of interest. Similarly, the 
amplitude reduction factor S^ is determined from a measured standard thus 
accounting for intrinsic losses and experimental factors such as data normaliza-
tion. Details of the fitting procedures chosen for the different systems studied 
herein can be found in the "Analysis" section of the corresponding chapters (see 
Sections 4.3, 5.4 and 6.4). 
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C H A P T E R 3 
Swift heavy ion irradiation of 
III-V semiconductors 
InP, InAs, GaP, GaAs and the related ternary alloys Ga0.50In0.50P and 
Gao.47Ino.53As were irradiated with 185 MeV Au ions. The resulting damage 
formation was studied with Rutherford backscattering spectroscopy in chan-
neling configuration. A material-dependent combination of irradiation induced 
damage production and annealing is proposed to explain the results. 
3.1 Ion-solid interactions 
3.1.1 Energy loss mechanisms 
When an ion (or cluster) traverses matter it loses energy in either elastic or 
inelastic collisions with the target material. The projectile thus gradually slows 
down until it finally comes to rest at a certain depth inside the sample. 
The two main components of energy loss are the nuclear and electronic 
stopping, Sn = {dE/ds)n and Se = (d£ ' /ds)e , respectively, where E denotes 
the projectile energy and 5 stands for the path length. In the case of nuclear 
stopping, the ion loses its energy in elastic collisions with target atoms. If suf-
ficient energy is transferred the atom is displaced and may now itself interact 
with other target atoms leading to so-called collision cascades. In the case of 
electronic stopping, the ion undergoes inelastic collisions with target electrons 
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resulting in excitation and ionization of the electronic system. In principle, elas-
tic collisions with target electrons and inelastic collisions with target atoms may 
also take place. The latter involve nuclear excitation and/or reaction and the 
emission of bremsstrahlung radiation. For the projectile-energy combinations 
used herein, however, these processes are negligible. 
Figure 3.1 (a) plots the electronic and nuclear energy loss, Se and S^, re-
spectively, as a function of ion energy E for Au irradiation of InP. Clearly, the 
two contributions show a very different dependence on the projectile energy. In 
the keV to low MeV region, nuclear stopping dominates while for ions above 
~ 50 MeV the energy loss is predominantly electronic. In the following, these 
two regions will be denoted as Low Energy Ion (LEI) and Swift Heavy Ion (SHI) 
regimes, respectively. As already mentioned, the ion gradually slows down as it 
travels through the target material. Therefore, the rate of electronic and nuclear 
energy loss changes with depth as shown in Fig. 3.1 (b) for InP irradiated with 
185 MeV Au ions. For the first few micrometers, the energy transfer is clearly 
dominated by electronic interactions. In contrast, at depths larger than -- lOyttm 
the ions have lost sufficient kinetic energy for nuclear stopping to become sig-
nificant. The Au ions with an initial energy of 185 MeV finally come to rest 
~ 17 /im below the surface. 
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Figure 3.1: (a) Electronic and nuclear energy loss, 5e and respectively, as a 
function of ion energy E for Au irradiation of InP. (b) 5e and S^ versus depth 2 for 
InP irradiated with 185 MeV Au under normal incidence. Values were calculated 
using the SRIM2003 code [43]. 
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3.1.2 Damage formation in crystalline materials 
Depending on the material and the irradiation conditions, the energy trans-
fer from the projectile to the target can lead to damage formation, damage 
annihilation or a combination of both. The damage created can range from 
point defects and defect clusters to complete amorphization. Given the funda-
mentally different energy transfer mechanisms for LEI and SHI regime, different 
models have been proposed to describe irradiation induced damage formation in 
crystalline materials. 
LEI regime 
In the LEI regime the energy is transferred directly to target atoms leading 
to atomic displacements and collision cascades. The size and density of these 
cascades depends on the ion-target combination and the projectile energy. Two 
general amorphization mechanisms have been proposed: 
(i) Heterogeneous nucleation. Amorphous material is produced within a single 
ion impact. With continued irradiation these amorphous clusters accumu-
late to form an extended amorphous layer [44 . 
(ii) Homogeneous nucleation. Irradiation leads to the formation of defects 
which accumulate until a critical defect density is reached and the ma-
terial collapses to the amorphous phase [45 . 
Heterogeneous nucleation is usually associated with high density cascades that 
can be described as a local volume in which either all atoms have a kinetic energy 
larger than the heat of melting (Thermal Spike) or the defect density exceeds 
the value that the crystal lattice can accommodate {Displacement Spike) [46]. 
An example of the latter is the vacancy-out diffusion model by Morehead and 
Crowder which assumes that the size of the resulting amorphous cluster is deter-
mined by the diffusion kinetics of the vacancies produced within the cascade [44 . 
Gibbons overlap model accounts for both homogeneous and heterogeneous nucle-
ation by assuming that ion bombardment creates cylindrical regions of radius r, 
the damage level of which depends on the irradiation conditions and determines 
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how many cylinders must overlap to form the amorphous phase [45]. If amor-
phous material is produced within a single ion impact, no overlap is needed and 
the amorphous fraction /a increases with ion fluence $ as 
- = (3.1) 
In contrast, if m overlaps are required the relation becomes 
m 
= (3.2) 
fc=o 
The model by Campisano et al. describes damage formation as the nucleation 
and growth of amorphous clusters based on the Avrami-Johnson-Mehl equation 
for the kinetics of phase transformations [47]. Kecking et al. also assume direct 
and stimulated amorphization as damage formation mechanisms but combine 
them with the production and accumulation of point defects and defect clusters 
allowing various stages of damage build-up depending on temperature and ion 
fluence [48]. 
SHI regime 
In the SHI regime the energy is transferred to target electrons leading to ex-
citation and ionization of the electronic system. This yields repulsive Coulomb 
forces in the highly ionized region, altered non-equilibrium interatomic poten-
tials and electron-phonon interaction, all of which may lead to a transfer of 
energy from electronic excitations to atomic motion [14]. Figure 3.2 shows a 
schematic of the two different stages of electron and atom dynamics and the 
corresponding time scales. Under certain circumstances the resulting transient 
disorder can lead to permanent structural changes in a narrow region around the 
ion path, forming a so-called ion track. The ion energy threshold above which 
track formation is observed depends on both material and projectile. 
Each of the interaction processes mentioned above has been considered as 
the driving force for atomic motion along the ion path. The Coulomb Explosion 
model, originally proposed by Fleischer et al. [49], assumes that the repulsive 
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R = 1 nm 
(a) Electron dynamics, - lO'^-^s (b) Atom dynamics, - 1 0 " " s 
F i g u r e 3 .2 : Schematic of the time evolution of an ion track taken from [14]. 
Coulomb forces in the highly ionized center of the track lead to a collective 
outward motion of the target ions. This mechanism can only be significant if 
atomic motion is induced before charge neutralization. 
In semiconductors and insulators, valence band states and conduction band 
states are typically of bonding and antibonding character, respectively. Stampfli 
argues that a high degree of electronic excitation therefore yields a weakening of 
covalent bonds and that the resulting structural instability persists long enough 
to create significant atomic disorder [50 . 
The Thermal Spike model assumes that the energy deposited into the elec-
tronic system is transferred to the target atoms via electron-phonon coupling [51 . 
This increases the thermal atomic motion and leads to melting of the material 
along the ion path if the temperature exceeds the melting point. The molten 
region may be subsequently quenched into the amorphous phase during rapid 
resolidification. The evolution of the thermal spike is typically described by two 
coupled non-linear differential equations, for example [52 
dTe 1 d 
Ce{Te) dt 
^ ^ 
dt rdr 
r dr 
1 d 
T' + 9[T, - Ta) 
(3.3) 
where Ce,A'e and Ca,A'a are the specific heat and thermal conductivity of elec-
trons and atoms, respectively. T^ and T^ denote the electronic and atomic tem-
peratures, respectively, t is the time, r is the distance from the center of the ion 
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track, g stands for the electron-phonon coupling efficiency and A represents the 
energy density deposited into the electronic system by the incident ion. The first 
equation thus describes the temperature evolution in the electronic system while 
the second equation models the lattice. The coupling term, ^(Tg — 71), accounts 
for the energy transfer due to electron-phonon interaction. The coupling effi-
ciency g strongly depends on the material and is usually determined empirically. 
The driving force for the evolution of the spike, and therefore a crucial term in 
Eq. (3.3), is the energy density deposited into the electronic system, A{r, t). For 
semiconductors, Kamarou et al. assume the time dependence of A{r,t) to be 
Gaussian while the spatial distribution is modeled with a "core" region given by 
the zone of primary ionization and a "halo" region defined by the range of the 
most energetic electrons produced [52,53 . 
There has been much debate as to the appropriateness of the various mod-
els [13-15]. On the one hand, the main criticism of the Thermal Spike model 
is that it applies classical heat transport to a non-equilibrium process and that 
it lacks the distinction between electrons and holes [15]. On the other hand. 
Coulomb explosion has been ruled out as track formation mechanism for many 
materials among them metals and semiconductors [14,15 . 
3.2 SHI induced damage formation 
3.2.1 InP 
Track formation and amorphization due to electronic energy deposition in 
InP was first reported by Herre et al. for irradiation with 250 MeV Xe at room 
temperature [54]. Using TEM, the authors find the damaged region to extend 
several micrometers into the sample corresponding to the range where S^ exceeds 
a value of 13keVnm-i. A second region of heavy damage is observed at the 
depth of the maximum of Sn and is attributed to the effects of nuclear energy 
deposition. The material separating these two regions contains only point defects 
and small clusters. Herre et al. therefore conclude that S^ ~ ISkeVnm-^ is the 
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threshold value for SHI induced track formation in InP. High irradiation fluences 
yield track overlap and the formation of an extended amorphous layer. 
Damage formation due to electronic energy deposition in InP has since been 
studied using RBS in channeling configuration (RBS/c) , TEM, X R D and a 
combination of selective chemical etching and optical microscopy [52, 55-60 . 
The main findings can be summarized as follows: 
(i) Damage formation is determined not only by the total electronic energy 
deposited, Se, but also by its radial distribution (velocity effect) [57. 
(ii) Continuous tracks [52,53,61], discontinuous tracks [52-54,62] and tracks 
with variable radii [55, 63] have been observed. Kamarou et al. argue 
that even a continuous track can appear intermittent when imaged by 
TEM due to regions with changing contrast [53]. In most cases, the tracks 
are reported to consist of amorphous material with a small amount of 
polycrystalline material also present [54,55,61]. 
(iii) In the sub-threshold regime multiple overlaps are necessary when fitting 
the damage formation determined by RBS/c as a function of ion fluence 
with the Gibbons overlap model (see Section 3.1.2). In contrast, damage 
formation above the threshold is characterized by m = 0 and direct impact 
amorphization [52 . 
(iv) Above the threshold, a thin surface layer of approximately 30 — 40 nm 
remains almost undamaged even if the underlying region is already com-
pletely amorphized [58,59]. This behavior is attributed to the incident ion 
having an initial charge state smaller than the equilibrium charge state 
and thus a lower electronic stopping power (^e oc q^, where q is the charge 
state of the ion [58]). 
(v) Damage formation above the threshold is significantly reduced when the ir-
radiations are performed at liquid nitrogen temperature compared to room 
temperature [52,55,60]. Based on the Thermal Spike model, this is at-
tributed to the higher thermal conductivity at low temperature causing 
the heat to be dissipated more efficiently than at room temperature [52 . 
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(vi) SHI irradiation of InP pre-damaged with 600 keV Ge ions leads to annealing 
of the existing defects in the sub-threshold regime while damage formation 
dominates above the threshold [57 . 
The extended Thermal Spike model by Kamarou et al. (see Section 3.1.2) suc-
cessfully predicts the experimental conditions under which tracks are formed 
in InP [52], The simulated maximum atomic temperature inside the ion track 
TmPLxiT — 0) is plotted as a function of ion energy for Au, Xe and Kr irradiation 
in Fig. 3.3 (a). If irradiations are performed at room temperature, T^axif = 0) 
exceeds the melting point of T^ = 1335 K for a wide energy range of Au and a 
smaller energy range of Xe but not for Kr. For Au or Xe irradiation with the 
same energies but performed at liquid nitrogen temperature T„,six{r = 0) does 
not reach the melting point and hence no amorphous tracks are formed. The 
calculated maximum radius of the molten zone rgim is plotted versus ion energy 
for Au and Xe irradiations at room temperature in Fig. 3.3 (b). Good agreement 
with TEM measurements is observed. 
3.2.2 Other IV and III-V semiconductors 
InSb is more susceptible to SHI induced damage formation than InP [53,63]. 
However, the material becomes porous at fluences lower than that necessary for 
complete amorphization rendering studies at higher fluences difficult [53]. Sin-
gle ion tracks were also reported for GaSb and InAs after 385 and 830 MeV Pb 
irradiation, respectively, whereas no tracks were detected with TEM for GaAs, 
Ge and Si even with 2.1 GeV Pb [63]. In contrast, Komarov et al. observed 
tracks with optical microscopy in GaAs after irradiation with very small flu-
ences of 710 MeV Bi or 1.3 GeV U and selective chemical etching [56]. However, 
the tracks extend almost to the end of the ion range and their origin (electronic 
or nuclear energy deposition or both) is thus not easily identified. At higher ion 
fluences, selective etching was not observed which the authors attribute to de-
fect annealing during subsequent SHI irradiation. The annealing of pre-existing 
defects due to high electronic energy deposition in GaAs was also reported by 
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and (b) maximum radius fgim of the molten zone versus ion energy for InP. The 
dashed line in (a) represents the melting point. The stars in (b) give experimental 
track radii for Au irradiation determined with TEM. Graphs are taken from [52]. 
Wesch et al. for samples pre-damaged by ion irradiation in the keV range [64 
The defect concentration determined with RBS/c measurements due to 593 MeV 
Au irradiation did not exceed a few percent for GaAs, GaP, AlAs and Ge even 
after fluences of several lO^'^cm"^ [12]. The damage produced is identified as 
point defects and defect clusters using optical and electrical techniques [65] and 
is attributed to the small but non-zero nuclear energy deposition [12 . 
The situation is clearly different when irradiations are performed with highly 
energetic clusters such as Ceo instead of single ions highlighting again the im-
portance of the deposited energy density and its radial distribution. Amorphous 
tracks are created due to Ceo impact in Si, Ge and GaAs ([64] and references 
therein). For Si and Ge, the area! track density equals the cluster fluence and 
a direct impact process is operative. Applying their extended Thermal Spike 
model to these materials, Kamarou et al. simulated the temperature evolution 
during the spike and the resulting track radii are in good agreement with exper-
imental findings [53]. Similar calculations for single ion irradiation of Si and Ge 
show that the maximum temperature inside the track is well below the melting 
point for all ion energies and thus tracks are not formed. For GaAs, the number 
of tracks is significantly smaller than the cluster fluence and the use of a direct 
impact model is not meaningful [53 . 
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No simulations have been performed for III-V semiconductors other than 
InP. It therefore remains an open question why the response of the III-V com-
pounds to high electronic energy deposition is so different and more detailed 
investigations are needed to gain better understanding of the processes involved 
under SHI irradiation. 
3.3 Analytical techniques 
3.3.1 Rutherford backscattering spectroscopy 
RBS examines the energy spectrum of He ions backscattered from a target 
at a fixed angle, typically ~ 170°. The incident He ions have an initial en-
ergy EQ. While most ions penetrate deep into the sample, some undergo elastic 
scattering in the Coulomb potential of the target nuclei. The scattering angle 6 
is determined by the smallest distance in which the ion would pass the nucleus 
if there was no interaction between them, the so-called impact parameter. The 
energy of the backscattered ion Ei depends on the scattering angle (9, the initial 
ion energy EQ and the mass of the target atom m,. From the conservation of 
energy and momentum, E^ can be expressed by 
r r 2 
COS 6* -f- W (rrtj/mHe)^ - sin^ 6 
E, = K,Eo = Eo (3.4) 1 + (m,/mHe) 
where K, is the kinematic factor and mne denotes the mass of the He ion [66 
Thus, the higher the target mass, the higher the energy of the backscattered ion 
for fixed 6. Ions traveling through the target without undergoing backscattering 
still suffer a small energy loss A E due to other interactions with the material such 
as inelastic or small angle elastic scattering events [66]. For an ion backscattered 
at depth Eq. (3.4) thus becomes 
Ei{z) = K , i E o - A E , n ) ~ A E o u t (3.5) 
where AEi^ and AE^ut denote the energy loss on the way in and out, respectively. 
The number dYi of ions backscattered at target atoms i in the depth interval d^ 
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can be written as 
dr, = N 
v d Q / 
A^p^dz. (3.6) 
Here N is the number of incident ions, A f i stands for the solid angle of the 
detector and pf denotes the particle density of species i. (d(T/dJl)j represents 
the differential scattering cross section, usually taken as the Rutherford cross 
section which is proportional to the square of the atomic number of the target 
nucleus, ( d a / d Q ) , cx Zf [66]. The energy spectrum of the backscattered ions 
thus contains the following information: 
(i) For a fixed scattering depth, the energy Ei provides information about the 
different elements present in the sample. For scattering at a given element, 
Ei yields information about the depth distribution of this element. 
(ii) The yield contains information about the ratio in which different elements 
are present in the sample at a certain depth. 
As an example. Fig. 3.4 shows the RBS spectra for Co /Si and Si02 measured 
with 2 M e V He and 6 = 168°. The two schematics illustrate backscattering at 
different elements i in different depths 2; and the resulting energies Ei{z). 
In crystalline targets the backscattering yield decreases drastically if the ions 
are incident parallel to a low index axis, an effect known as channeling. The 
ions entering the sample can be guided in the channels formed by atomic rows 
200 300 400 
n 
EcoW 
/ Co / 
Si 
Figure 3.4: Backscattering yield Y versus channel number n for Co/Si and Si02 and 
scattering schematics showing the resulting He energies. Measuring a set of known 
calibration samples, n can be converted to backscattered ion energy E. 
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thus reducing the probabihty for backscattering events. Progressive small angle 
scattering results in loss of alignment between the ion direction and the crystal 
axis and thus leads to an increase of backscattering probability with increasing 
depth, called dechanneling. Channeling takes place if the angle between ion 
direction and crystal axis is smaller than a critical angle Vcrit which can be 
estimated as 
/ e2 2Z,ZHe^ 
^crit = ^ ^ (3.7) 
V47reo Ed J 
where e is the elementary charge, ^o is the electric constant, E is ion energy and 
d represents the distance between two target atoms along the crystal axis [66,67 . 
The minimum yield Xmin = ^ai/i^ra is defined as the ratio of the yields measured 
in aligned and random orientation, Fai and F^a, respectively. Ions can also be 
guided in one dimension when incident parallel to a crystal plane, a situation 
called planar channeling. The reduction in backscattering yield is not as pro-
nounced as for axial channehng but still significant. 
Crystal defects consist of atoms that are displaced from their ideal lattice 
sites and can thus act as backscattering centers even for ions incident under 
a channeling configuration. The backscattering yield measured in aligned ori-
entation increases with increasing number of defects until it reaches the yield 
measured in a random direction or for amorphized material. The minimum yield 
can thus be used to estimate the concentration of defects and serves as a mea-
sure for the crystal quality of the sample. Figure 3.5 shows RBS spectra for InP 
measured with 2 MeV He and 6 = 168°. The two schematics illustrate the effect 
of random orientation or alignment along a low index crystal axis. A detailed 
discussion of RBS and RBS/c can be found in [66-68 . 
3.3.2 Transmission electron microscopy 
TEM studies the electron beam transmitted through a very thin target, typ-
ically 0.1//m thick. The incident electrons can either pass through the sample 
undisturbed (direct beam) or undergo elastic scattering with the target nuclei 
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Figure 3.5: Backscattering yield Y versus cliannel number n for crystalline InP and 
schematics showing the effect of random and aligned orientation. 
(scattered beam). Elastic scattering with target electrons and inelastic scatter-
ing also take place but usually play a minor role in basic TEM imaging although 
the resulting signals are exploited for other electron microscopy techniques. A 
very small fraction of the incident electrons is absorbed in the target and there-
fore does not contribute to the transmitted beam. 
Elastic scattering with target nuclei is governed by the Rutherford cross 
section which is proportional to Zf [66]. Thus more electrons are scattered in 
high-Z material compared to low-Z material. Furthermore, thick samples yield 
stronger scattering of the electron beam than thin samples. Selecting either the 
direct (bright field, BP) or the scattered (dark field, DF) beam with an objective 
aperture and detecting the transmitted intensity with a fluorescent screen, pho-
tographic film or CCD camera yields an image with Z and/or thickness contrast. 
In crystalline materials, coherent scattering of the electron beam (Bragg dif-
fraction) gives rise to a diffraction pattern characteristic of the structure under 
investigation. Selecting special Bragg reflections by tilting the sample corre-
spondingly yields images in which the area that satisfies the Bragg condition 
appears darker or brighter for BF and DF imaging, respectively. Using this 
technique, crystal structure, orientation and defects can be studied. A compre-
hensive discussion of the various aspects of TEM can be found in [69 . 
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3.4 Experimental details 
3.4.1 Irradiation 
For the binary compounds single-crystal wafers of (100) orientation were 
used. Ternary alloys were grown as Gao.47Ino.53As/InP [2.5/ /m/(100) substrate 
and Gao.5oIno.5oP/AlAs/GaAs [2.5//m/50nm/substrate] heterostructures by 
metal organic chemical vapor deposition. For the latter, GaAs substrates with 
a 10° miscut relative to the (100) direction were used to inhibit ordering of the 
mixed Ga/In sublattice. The chosen stoichiometrics are lattice matched to their 
respective substrates yielding ternary alloys free of misfit dislocations. All com-
pounds were nominally undoped. The material was cut into 5 x 25 mm^ strips 
and mounted on A1 blocks with carbon paste to facilitate electrical and thermal 
contact. Irradiations were performed at room temperature with 185 MeV 
ions at the Heavy-Ion Accelerator Facility of The Australian National Univer-
sity, Canberra, which is shown in Fig. 3.6. The beam was scanned over an area 
of 3 X 6 mm^ to ensure homogeneously irradiated samples. Fluences ranged from 
2 X 10^ 1 to 3 X l O ^ ' ^ c m - 2 . For InP the beam current was maintained between 5 
and 10 nA resulting in power densities below 1 W c m " ^ . For the other materials, 
the beam current was varied between 5 and 50 nA to achieve higher ion fluences 
in feasible irradiation times. To avoid heating, the sample stage was cooled using 
a hydrocarbon based coolant (Shellsol D70) maintained at room temperature. 
The precise measurement of irradiation fluences is not trivial. In this work, 
the ion fluence was determined by integrating the current measured on the sam-
ple holder. This method requires reasonable conductivity of the sample irra-
diated and thorough suppression of the secondary electrons created under ion 
impact. To cahbrate the fluence measurement, small M0O3 crystals of up to a 
few micrometers in size were irradiated with fluences of less than 2 x lO^i cm-^. 
The crystals were deposited on holey carbon supported by a standard T E M Cu 
grid. Each incoming SHI creates a hole in the thin M0O3. The real irradiated 
fluence can then be obtained by counting the ion impacts within a given area on 
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Figure 3.6: Layout of the Heavy-Ion Accelerator Facility at The Austrahan National 
University, Canberra. The machine is setup vertically with the ion source at the top 
and the experimental stations at the bottom. 
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a number of planview TEM images. The fluences for which this cahbration 
method can be apphed successfully are limited to a few cm"^ where overlap 
of the ion impacts is still small. A change in calibration from low fluences (ir-
radiated with low beam current) to high fluences (irradiated with higher beam 
current) is deemed unlikely but cannot be ruled out completely. Figure 3.7 shows 
two TEM images corresponding to a real fluence of 4 x 10^° and 1.3 x cm~^ 
for (a) and (b), respectively. Both images are 0.4 x 0.4yum^ and were taken with 
a Philips CM300 operating at 300 kV. Since no size information of the holes 
is needed, the images were taken with the beam under-focused to enhance the 
contrast and thus improve the accuracy of counting. Fluence cahbration was 
performed multiple times over the span of more than two years. The overall 
uncertainty of the fluence measurement was estimated to be 20 %. 
Figure 3.8 plots electronic and nuclear energy loss, S^ and S^, respectively, 
as a function of depth z for InP, InAs, GaP and GaAs irradiated with 185 MeV 
Au. The values of both contributions are very similar for all four materials. Fur-
thermore, electronic stopping clearly dominates over the first few micrometers 
and is well above the threshold of ~ 13keVnm-i for track formation in InP. In 
contrast, nuclear energy loss is negligible for at least the first few micrometers. 
ia)* • 
• • 
• • * . 
* • 
(b) . 
* jp * 1 
4 r • t -
Figure 3.7: Planview TEM images of thin M0O3 irradiated with 185 MeV Au to a 
fluence of (a) 4 x lO^Ocm-^ and (b) 1.3 x 10" cm'^. Both images are 0.4 x 0.4 ^m^. 
The holes created in the M0O3 due to the ion impacts are visible as bright spots. 
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F igure 3.8: Electronic and nuclear energy loss, S^ and 5,,, respectively, versus 
depth 2 for InP, InAs, GaP and GaAs. Values were calculated with the S R I M 2003 
code [43]. Note the break in depth scale at 2 = 0.5/um. 
3.4.2 Measurement 
Damage formation was analyzed with RBS / c measurements recording the 
backscattering spectrum of 2 MeV He ions under an angle of 168°. Each sam-
ple was measured several times with no significant effect of the He beam on 
the damage concentration observable. A channeling spectrum of unirradiated 
material, ^nd the random spectrum, Yra, were recorded for each strip of 
material together with the aligned spectra of the irradiated samples, YJ". 
Cross section TEM samples were prepared with the small-angle cleavage 
technique to avoid sample preparation artifacts arising from heating and ion 
beam milling [70,71]. The irradiated material was thinned to 130/xm by me-
chanical grinding and then cleaved to produce a wedge of 12° with a thin 
electron transparent tip. The wedge was mounted on a Cu ring and studied in 
cross section geometry using a Philips CM300 operating at 300 kV. 
3.5 Analysis 
Backscattering events from different elements that results in the same ion 
energy occur at different depths. Therefore, only the part of the RES spectra 
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that comprises scattering from a single element was used in the analysis. Taking 
the In signal, this yields an accessible depth oi z > 0.5//m for InP, z ~ 0.21 yum 
for Gao.5oIno.5oP and ^ ~ 0.18//m for InAs and G a o . 4 7 I n o . 5 3 A s . The Ga signal 
up to 2 = 0.5/um was used for GaP. Given the proximity of the Ga and As 
edges, basically the whole RBS spectrum of GaAs contains scattering from both 
elements. Thus, the slight difference in depth for Ga and As has been neglected 
and the sum of the scattering contributions was analyzed up to = 0.5//m. 
From Xmin = ^ai/^ra the relative concentration of displaced atoms, nda, was cal-
culated using the computer code DICADA [73] assuming randomly distributed 
point defects. DICADA describes axial dechanneling in compound crystals based 
on the approaches by Lindhard and Gartner et al. [73]. Thermal vibrations of 
the lattice atoms are treated according to the Debye model (see Section 5.1.2). 
Table 3.1 summarizes the Debye temperatures 0 d , lattice constants a and par-
ticle densities p^ used for the different materials. The normalized relative defect 
concentration, njef, was then determined by Wdef = («da - - "da 
Thus, Wdef = 0 and Udef = 1 correspond to unirradiated and amorphized mate-
rial, respectively In the following, njef will be referred to simply as the defect 
concentration. 
Figure 3.9 (a) shows the RBS/c spectra for InP irradiated with three differ-
ent fluences of 185 MeV Au. The unirradiated aligned and random spectra are 
also plotted. The depth profiles of NJEF, calculated using the Die ADA code, are 
InP Gao.5oIno.5oP GaP InAs G a o . 4 7 I n o . 5 3 A s GaAs 
e o (K) 425 204 (*) 445 280 330 360 
a (A) 5.8687 5.653 5.4505 6.0583 5.8687 5.6532 
pP (1022 cm-3) 3.96 4.46 4.94 3.59 3.98 4.42 
Table 3.1: Debye temperature 0D , lattice constant a and particle density pP at 
300 K. All values are taken from [3] except (*) which is taken from [72], Note that 
this value of GD for Ga0.50In0.50P is in stark contrast to those of InP and GaP. 
Performing the calculations with GQ = 435 K instead of Go = 204 K yields defect 
concentrations that are systematically higher but still with experimental uncertainty. 
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Figure 3.9: (a) Backscattering yield Y measured in channeling configuration ver-
sus channel number n for InP irradiated with 185 MeV Au. Also given are the 
aligned spectrum of unirradiated InP and the spectrum measured in random direc-
tion. (b) Defect concentration ridef versus depth Z as obtained with the D I C A D A 
code [73] from the spectra shown in panel (a). 
given in Fig. 3.9 (b). For z > 0.05//m the defect level remains almost unchanged 
corresponding to the nearly constant value of electronic energy loss in this region 
(see Fig. 3.8). The remarkably low level of damage in the region z < 0.05 is 
consistent with previous findings and has been attributed to charge state effects 
of the incoming ions (see Section 3.2.1) [58,59]. Taking the defect concentration 
at a fixed depth, in this case at 2 = 0.15//m (see dashed hne in Fig. 3.9 (b)), 
the damage formation can be evaluated as a function of ion fluence The 
uncertainty related to measurement and analysis was estimated to ~ 10 % for 
ndef > 0.2 and 0.02 for njef < 0.2. 
3.6 Results and discussion 
3.6.1 Binary compounds 
Figure 3.10 (a) shows a cross section TEM image of InP irradiated with 
185 MeV Au to a fluence of 4 x 10^° cm^^. The damage created under SHI irradia-
tion is clearly visible as dark streaks running from top to bottom. Most of these 
tracks appear discontinuous consistent with previous observations [53,62, 63 . 
This intermittent structure could be caused by two different effects [53]. Elec-
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Figure 3.10: Cross section TEM images of (a) InP and (b) InAs irradiated with 
185 MeV Au to a fluence of 4 x 10^° cm"^ and 1.2 x 10 " cm"^, respectively. Both 
images correspond to an area of 0.32x0.32 //m^ and were taken at a depth of 2 ~ 3 /^m. 
tron capture and loss processes could lead to fluctuations of the ion charge state 
around the equilibrium value and hence to fluctuations of the electronic energy 
loss. Values that are alternately above and below the threshold for track forma-
tion would then yield a statistically discontinuous ion track. Alternatively, if the 
passage of the ion results in local melting, the liquid phase could change from 
a continuous molten cylinder to droplets due to surface tension (Rayleigh insta-
bihty). Rapid resohdification would then lead to pockets of damaged material 
along the ion trajectory The radii of the damaged zones visible in Fig. 3.10 (a) 
are between 3 and 4 nm in agreement with the findings of Kamarou et al. [52 . 
Figure 3.10 (b) shows a cross section TEM image of InAs irradiated with 
185 MeV Au to a fluence of 1.2 x IQi^cm-^. Note that due to the variable 
thickness of cross section samples the number of ions that were incident on the 
imaged area is not quantifiable. Relating the number of tracks to the irradi-
ated fluence or quantitatively comparing the two different samples is thus not 
possible. Qualitatively however, tracks are clearly visible for InP whereas the 
damaged zones in InAs are isolated and more spherical in shape. Given the 
electronic energy deposition calculated by the SRIM2003 code [43] is similar in 
both materials (see Fig. 3.8), the TEM cross section images are consistent with 
a higher threshold for track formation in InAs compared to InP and/or more 
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pronounced annealing of the damage in InAs than in InP (see below). No TEM 
studies on SHI irradiated InAs have been reported previously. 
Figure 3.11 (a) and (b) show the defect concentration ridef, measured with 
RBS/c and taken at a depth of ^ = 0.15/tm, as a function of ion fluence $ for 
InP and InAs, respectively. The open symbols represent the measured values 
with different symbols corresponding to different sample holders. The full cir-
cles denote the average of the binned data. From Fig. 3.11 it is clear that the 
variation of data points is significantly larger than the uncertainty associated 
with measurement and analysis, in particular for InP (see Fig. 3.11 (a)). Several 
tests were thus performed with InP to clarify the source of this variation: 
(i) RBS/c measurements performed two days, one and a half months and 
ten months after irradiation yielded the same defect concentration within 
uncertainty. This shows that no damage relaxation observable with RES 
occurs in InP irradiated with 185 MeV Au and stored at room temper-
ature. Furthermore, it demonstrates that the RBS/c measurements are 
reproducible within the estimated uncertainty of ~ 1 0 % . 
(ii) Irradiation under an incident angle of 0° or 7.5° had no effect on the damage 
production and thus no channeling effects of the incident ions are apparent. 
(iii) Irradiation with the same fluence four times on the same sample holder 
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Figure 3 .11 : Defect concentration njef at 2 = 0.15/xm versus ion fluence $ for 
(a) InP and (b) InAs irradiated with 185 MeV Au. The open symbols represent the 
data points (with different symbols corresponding to different sample holders) while 
the full circles give the average values of the binned data. 
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resulted in ~ 15 % variation from the average value. This is within the 
range corresponding to 20 % uncertainty in ion fluence. 
(iv) Irradiation without cooling the sample holder gave values ~ 4 0 % higher 
than those obtained with cooling. (Note that for all other samples the 
stage was cooled during irradiation.) 
It can thus be concluded that the variations observed in Fig. 3.11 are not caused 
by the RBS/c measurement or channeling effects of the incident ions. Uncer-
tainties of the fluence measurement contribute to the spread but cannot account 
for all of it. Differences in thermal and electrical conductivity between material 
and sample holder may be another source of the variation. 
Figure 3.12 shows ndef, taken at ^ = 0.15//m, versus ion fluence $ for InP, 
InAs, GaP and GaAs. For InP and InAs, the averaged values from Fig. 3.11 
are plotted. For GaP and GaAs, all data points are given (with different 
symbols corresponding to different sample holders). InP is characterized by 
a strong increase of defect concentration with ion fluence and is rendered amor-
phous for $ ~ 1 X lO^^cm"^. InAs also exhibits damage but only at fluences 
much higher than those required for InP. In contrast, only little damage is ob-
served in GaP and GaAs and njef remains below 0.1 even after irradiation with 
$ = 2 X lO^'^cm"^ consistent with the results of Wesch et al. [12]. Given the 
similarities in energy loss (see Fig. 3.8), the response of these four III-V com-
pounds is strikingly different. 
As discussed above, InP is highly susceptible to SHI induced damage forma-
tion. A very good fit of the average data points to the Gibbons overlap model 
(see Section 3.1.2 with /a = ndef) is obtained for m = 0 (i.e. no overlap is re-
quired) and yields a damage cross section oiA = Trr^  = 3 .2±0 .2 x lO'^^ cm^ (see 
Fig. 3.12). Fitting all data points instead of the average values yields the same 
result. The corresponding ion track radius equals r = 3.2 ± 0.1 nm in agreement 
with the values of r = 2.3 ± 0.1 nm and r = 3.0 ± 0.2 nm reported by Kamarou 
et al. [52] for 150MeV and 593MeV Au, respectively, and r = 3 - 4 n m observed 
by Szenes et al. [63] after Pb irradiation with ion energies between 380 MeV and 
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Figure 3.12: Defect concentration n^ef at 2 = 0.15/xm versus ion fluence $ for InP, 
InAs, GaP and GaAs. The solid and dashed hne present a fit with Gibbons model 
and the modified model, respectively (see below). 
2.1 GeV. All these values were obtained from R B S / c measurements fitted to 
the Gibbons model. They agree well with the radii determined from TEM (this 
study and [52]). Note that while the R B S / c technique does provide information 
about the size of the damaged zone it is insensitive to the nature of the track 
(amorphous or polycrystalline, continuous or intermittent). 
The InAs data cannot be fitted using the Gibbons model (Eq. (3.1) or (3.2)). 
An extension of the model is therefore proposed, taking into account possible 
SHI induced damage annihilation. Annealing of pre-existing defects due to high 
electronic excitation has been reported for InP and GaAs [57,64]. Furthermore, 
solid phase epitaxial regrowth in III-V semiconductors occurs due to thermal 
activation [74] and electron irradiation [75]. The amoimt of annealing in such a 
process would be proportional to the area of the damaged-crystalline interface. 
The latter depends on the size and morphology of the damaged area and is thus 
not easily accessible. Nevertheless, the amount of annealing should be propor-
tional to ndef since only damaged material can anneal and to (1 - ndef) since the 
crystalline region has to serve as a template for epitaxial growth. A modified 
model with 
dndef 
d $ 
= A{1- ndef) - Bndefil - ^def) (3.8) 
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is thus assumed. The dashed blue hne in Fig. 3.12 was obtained with 
/I = 5 X cm2 and B = 1 X ^^^^^ ^ ^ 2A, the curve satu-
rates at ndef = 0.5. Despite the agreement between the fit and the experimental 
data, it cannot be concluded at this stage that the complex processes of damage 
formation and possibly annealing operative under SHI irradiation are sufficiently 
described by the modified model and more experiments are necessary to assess 
its validity. Nevertheless, the onset of damage formation is well characterized 
by = 5 ± 1 X 10"^''cm^. This is almost one order of magnitude less than 
the value obtained for InP and reflects the smaller susceptibility of InAs to SHI 
induced damage formation [63]. The corresponding track radius amounts to 
r = 1.3 ± 0.3 nm compared to r = 2.2 nm obtained by Szenes et al for 830 MeV 
Pb irradiation [63]. No simulations of the temperature inside the ion track and 
the size of a potential molten zone have been performed for InAs yet. 
3.6.2 Ternary alloys 
As apparent in Fig. 3.12, the In compounds show considerable damage un-
der SHI irradiation whereas the Ga compounds remain crystalline. Therefore 
the question arises of how ternary alloys with a mixed Ga/In sublattice behave 
when irradiated under the same conditions. Similar studies in the LEI regime 
found that Gai-^Al^-As shows a behavior intermediate to that of GaAs and AlAs 
over the whole compositional range [76] while for other ternary alloys, such as 
Gai_j,In3;As and Gai_2.Inj,P, some stoichiometries are more easily amorphized 
than both binary compounds [77]. Note, however, that all binary compounds 
studied are amorphized by ion irradiation in the LEI regime (albeit at different 
fluences) whereas the response of the Ga compounds to SHI irradiation does not 
suggest amorphization even at higher fluences. 
Figure 3.13 plots the defect profiles produced by 185 MeV Au in (a) InP, 
GaP and Gao.50Ino.50P irradiated with $ ~ 8 x 10^^ c m ' ^ and (b) InAs, GaAs 
and Gao.47Ino.53As irradiated with $ = 6 - 8 x 10^^ ^^^^^^ profile for 
Gao.5oIno.5oP (Fig 3.13 (a)) is very similar in shape albeit slightly lower than that 
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F i g u r e 3 .13 : Defect concentration ridef versus depth 2 for (a) InP, Gao.50Ino.50P 
and GaP and (b) InAs, Gao.47Ino.53As and GaAs irradiated with 185 MeV Au. The 
dashed line at 2 = 0.15/xm indicates the depth at which ndef($) is evaluated. 
of InP indicating a very similar behavior of these two materials in contrast to that 
observed for GaP. The defect profile for Gao .47Ino.53As is intermediate to those 
of InAs and GaAs but shows a slope similar to that of InAs for 2 > 0.05//m. 
Figure 3.14 (a) and (b) plot n^ef at z = 0.15 nui versus ion fluence $ for P and 
As compounds, respectively. Damage formation in Ga0.50In0.50P (Fig. 3.14 (a)) 
is very similar to that observed for InP although slightly higher fluences are 
required to amorphize the ternary material. Given the radiation resistance of 
GaP, a change in damage susceptibility is expected with increasing Ga content 
in the ternary alloy. Whether this change occurs gradually over a large composi-
tional range or abruptly at a certain stoichiometry is not yet known. It is clear, 
however, from the results presented herein, that a ternary alloy with equal parts 
of In and Ga behaves much more like InP than GaP, indicating that a larger Ga 
content is needed to significantly reduce the materials susceptibility for SHI in-
duced damage formation. The best-fitting Gibbons curve for Gao.50Ino.50P (solid 
purple line) yields A = 1.8 ± 0 . 2 x lO^^^cm^ but shghtly underestimates the ex-
perimental data at low fluences while overestimating them at high fluences. In 
contrast, the data are well represented by the modified model given in Eq. (3.8) 
using A = 2.7x cm^ and B = 2.4 x 10"^^ cm^ The damage formation cross 
section is then only slightly lower than that of InP (A = 3.2 ± 0.2 x 10"^^ cm^) 
while significant annealing (not present in InP) leads to the observed difference 
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Figure 3.14: Defect concentration ridef at z = O.lS/xm versus ion fluence $ for (a) P 
and (b) As compounds. Different symbols correspond to different sample holders 
except for InP and InAs for which the averaged data points are plotted. Solid and 
dashed lines present fits with Gibbons model and the modified model, respectively. 
in amorphization fluence. 
At lower fluences, damage formation in Gafl.47Ino.53As (Fig. 3.14 (b)) is iden-
tical to that observed for InAs. For $ > 2 x cm"^, however, the defect 
concentration clearly saturates at n e^f ~ 0.2. Gao.47Ino.53As thus shows a behav-
ior intermediate to that of InAs and GaAs. The saturation value may well be 
expected to depend on the stoichiometry of the ternary compound, decreasing 
with increasing Ga content. Similar to the case of InAs, the observed damage 
formation behavior cannot be described by the Gibbons model. The dashed ma-
genta line in Fig. 3.14 (b) represents the modified model using A = 5 x 10"^ "^  cm^ 
and fi = 2 X 10"^^ cm^. The damage formation cross section in Gao.47Ino.53As 
is then the same as in InAs (with a similar uncertainty of 1 x cm^) while 
the stronger anneahng {B = 2 x 10"^^ cm^ compared to 5 = 1 x lO'^^cm^, 
respectively) leads to a lower defect concentration at high fluences. 
3.6.3 Track formation and damage annealing 
Despite the simplicity of the modified model, it describes the different dam-
age formation behaviors observed in the four In compounds rather well. Never-
theless, the physical processes operative under SHI irradiation and responsible 
for the strikingly different response of various III-V semiconductors remain elu-
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sive. In principle, the very low defect concentration observed in GaP compared 
to InP, for example, can originate from two different effects: Either the SHIs 
do not create significant damage upon impact or damage is produced but then 
annealed immediately thereafter or during subsequent irradiation. A combina-
tion of material specific damage formation and annealing might be operative. 
All experimental techniques that have been applied so far study the irradiated 
material long after the ion energy has been dissipated and are thus not able to 
distinguish between the two possibilities. 
Figure 3.8 shows that the energy deposited by the ion per unit path length 
is nearly identical for all four binary compounds. The question then is whether 
the same amount of deposited energy can have different effects depending on 
the properties of the material. Based on the Thermal Spike model, Szenes et 
al. compare the energy Q necessary to heat different semiconductors to their 
respective melting points, arguing that low Q values are advantageous for track 
formation [63]. Table 3.2 presents a similar comparison for the materials stud-
ied in this work together with Si and Ge. For both As and P compounds, Q 
increases with increasing Ga content (0, 0.5 or 1) which is mainly caused by 
the increase in melting point. For the same Ga content, Q is larger for the As 
compound than for the P compound due to the different densities. The trend 
in Q thus qualitatively agrees with the damage formation behavior. However, 
no quantitative predictions can be obtained from this approach. As discussed 
in Section 3.2, Kamarou et al. have simulated the maximum temperature inside 
the ion track for InP, Si and Ge based on a Thermal Spike model [53]. (No simu-
lations have been performed for other III-V materials.) While the melting point 
is surpassed in InP over a wide range of An energies, temperatures in Si and Ge 
stay far below their respective melting points. Without molten material that 
can be subsequently quenched into the amorphous phase, no significant damage 
is produced. In GaP and GaAs, the electronic energy loss may not be sufficient 
for melting and the small defect concentration observed may result from nuclear 
energy deposition as suggested by Wesch et al. [12]. If Coulomb Explosion and 
52 3. Swift heavy ion irradiation of III- V semiconductors 
mm mv P C a Tm Q 
(n) (u) (g/cm^) (J/gK) (K) (J/cm^) (W/cmK) 
InAs 114.8 74.9 5.67 0.35 1210 1820 0.23 
Gao.47Ino.53As 92.3 74.9 5.50 0.34 1350 (*) 1980 
GaAs 69.7 74.9 5.32 0.33 1513 2140 0.51 
InP 114.8 31.0 4.79 0.32 1335 1600 0.69 
Gao.5oIno.5oP 92.3 31.0 4.46 0.32 1530 (*) 1770 
GaP 69.7 31.0 4.13 0.31 1730 1840 0.75 
Ge 72.6 5.33 0.33 1210 1610 0.59 
Si 28.1 2.33 0.71 1687 2310 1.60 
Table 3.2: Masses of the group III and group V constituents, mm and mv, re-
spectively, density p, heat capacity of the atomic system Ca and melting point T^. 
The energy required to heat a unit volume to the melting point is given by 
Q = pC'a(7m — Jlrr), where Tirr denotes the irradiation temperature. Also given 
is the thermal conductivity of the atomic system Kg,, p, Ca and K^ are parameters 
at 300 K. All values are taken from [78,79] except for (*) that were calculated as the 
weighted average of the corresponding binary values. 
weakening of bonds are used as track formation models (see Section 3.2), other 
material characteristics such as charge neutralization time, electron and hole mo-
bility and energy levels of bonding and anti-bonding states must be considered. 
Again, given the complexity of the processes, no simple estimate is possible and 
no simulations have been performed so far. 
For InAs, the experimental results demonstrate that significant damage is 
formed under SHI irradiation. A combination of damage production and an-
nealing is proposed as a possible explanation for the slower increase of defect 
concentration with ion fluence compared to InP. Thermally stimulated solid 
phase epitaxial growth at the crystalline-amorphous interface in III-V semicon-
ductors is operative much below the melting point [74], At a fixed temperature, 
the growth rate for InAs is about four orders of magnitude larger than that for 
InP. Thus, the heat dissipated after the ion impact could lead to much greater 
annealing of damaged tracks in InAs relative to InP. However, the growth rates 
for InP and GaAs are very similar demonstrating that thermally induced epitax-
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ial growth alone is insufficient to describe all the observed experimental results. 
Solid phase epitaxial recrystallization of amorphous clusters in III-V compounds 
is also stimulated by electron irradiation with energies well below the displace-
ment energy [75]. Kamarou et al. found approximately 10% of the free electrons 
created in InP by 185 MeV Au irradiation have energies of 1-2 keV [52]. Thus, 
annealing of damaged areas via solid phase epitaxial regrowth might also be 
stimulated by highly energetic electrons created during SHI irradiation. 
3.7 Summary 
The III-V binary compounds InP, InAs, GaP and GaAs and the related 
ternary alloys Ga0.50I1i0.50P and Gao.47Ino.53As were irradiated at room temper-
ature with 185 MeV Au ions and fluences ranging from 2 x 10" to 3 x 10^^ cm"^. 
The damage produced was assessed using TEM and RBS/c measurements. De-
spite the nearly identical energy loss values, the materials respond in a strikingly 
different manner. InP is amorphized readily under these irradiation conditions 
and a track radius of ~ 3 n m was obtained. InAs shows considerable damage 
although at much higher ion fluences compared to InP. GaP and GaAs remain 
almost undamaged even after irradiation with 2 x lO^^cm"^. Regarding the 
ternaries, Ga0.50In0.50P is amorphized at ion fluences only slightly higher than 
those required for InP and thus behaves very similarly to InP but not to GaP. 
In contrast, Gao.47Ino.53As displays a damage formation behavior intermediate 
to that of InAs and GaAs. Based on the Gibbons overlap model, a combination 
of damage formation and annealing is proposed to describe the experimental 
findings. While the Gibbons model fits well for InP, the curve of Ga0.50In0.50P is 
reproduced best with a modified model taking into account possible epitaxial re-
growth during SHI irradiation. Assuming strong annealing, the modified model 
also describes the significantly lower damage levels in InAs and Gao.47Ino.53As. 
Nevertheless, the processes that govern the response of the various III-V semi-
conductors to SHI irradiation are not yet clear and other effects may also play 
a significant role. 
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C H A P T E R 4 
Atomic-scale structure of InP 
amorphized by ion irradiation 
InP was amorphized by ion irradiation in two different regimes: 185 MeV Au 
irradiation where the energy loss is dominated by electronic interactions and Se 
irradiation with energies ranging from 80 keV to 7 MeV where nuclear stopping is 
dominant. The structural parameters of the amorphous phase were determined 
for as-irradiated and thermally relaxed samples. The amorphization mechanism 
operative in both regimes is identified. 
4.1 Structure of amorphous semiconductors 
Crystalline materials are characterized by well-defined short- and long-range 
order. Atoms that occupy equivalent sites of the crystal lattice are surrounded 
by the same local environment, that is by the same structural and chemical 
arrangements. In contrast, no long-range order exists in amorphous materials 
and similar atoms no longer all have the same environment. Bond length and 
bond angle distributions and mean coordination numbers are used to character-
ize the amorphous phase structure. 
Continuous random network models with varying degrees of disorder (com-
pared to the crystalline phase) have been introduced for covalently-bonded 
amorphous solids describing the structure in terms of topological rings [80-82'. 
For the diamond or zincblende crystal structure, all rings are even-membered 
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(sixfold) whereas the Polk model for the amorphous phase also includes odd-
membered rings [81]. For a compound semiconductor such as InP this requires 
the presence of homopolar bonds which do not exist in the crystalline phase. 
Apart from the implications for structural models, the question whether such 
"wrong" bonds exist is of further interest due to their function as donor and 
acceptor states in the energy gap and the resulting influence on the electronic 
properties of the amorphous material [18]. Homopolar bonds in amorphous 
compound semiconductors have therefore been a major focus of many experi-
mental studies. Using EXAFS spectroscopy, Theye et al. found indications for 
Ga-Ga bonds in flash evaporated amorphous GaP [83]. The same group later 
observed In-In bonds in flash evaporated amorphous InP, however, this material 
was highly non-stoichiometric [84], The presence of homopolar bonds in stoi-
chiometric material has since been confirmed (also by EXAFS spectroscopy) for 
InP [16] and InAs [17] amorphized by ion irradiation. 
Different preparation techniques such as evaporation, sputtering and ion ir-
radiation can yield different amorphous phase structures characterized by a free 
energy greater than that of the intrinsic, minimum-energy configuration [19 . 
Even with the same technique, differences in the experimental conditions can 
lead to different structural properties as demonstrated in an EXAFS study by 
Ridgway et al. [20]. The authors measured Ge samples amorphized by ion irradi-
ation and found the structural parameters to depend on both irradiation fiuence 
and temperature. Thus the question arises whether the fundamentally different 
energy deposition processes operative under ion irradiation in different energy 
regimes (see Section 3.1) yield different atomic structures of the amorphous 
phase. Gaiduk et al. have used cross-section TEM to compare the amorphous 
layer formed near the surface due to electronic stopping and near the end of 
the ion range due to nuclear stopping in InP irradiated with 250 MeV Xe [85 . 
Differences in the radial intensity of the diffraction patterns suggest different 
amorphous phase structures. 
EXAFS is sensitive to subtle changes in the local atomic environment as 
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demonstrated by Ridgway et al. for amorphous Ge produced under different 
irradiation conditions (see above) [20]. The same group also studied Ge [21], 
InAs [22] and InP [19] amorphized by ion irradiation, comparing the structural 
parameters of as-irradiated and thermally-relaxed states. For all three mate-
rials, anneahng at temperatures below the onset of recrystalhzation results in 
a structural relaxation of the amorphous phase towards the minimum-energy 
configuration. 
Apart from experimental studies, the amorphous phase structure of a vari-
ety of materials has been predicted using molecular dynamics (MD) simulations. 
For InP, Lewis et al. have modeled the structure of the amorphous phase pro-
duced by rapid quenching from the liquid [86]. The system has an average coor-
dination number slightly higher than the crystalline value of four and contains a 
significant percentage of homopolar bonds. Figure 4.1 (a) and (b) show ball-and-
stick representations of crystalline and amorphous InP, respectively. Crystalline 
InP (c-InP) has the zincblende structure where every In atom is surrounded by 
four P atoms and each P atom is in turn bonded to four In atoms. This gives 
four unlike-atom first NNs, twelve like-atom second NNs and twelve unlike-atom 
third NNs. In amorphous InP (a-InP), long-range order is absent. Furthermore, 
atoms with coordination numbers other than four and like-atom bonding are 
clearly visible in Fig. 4.1 (b). The distributions of n-membered rings and total 
coordination numbers N are listed in Tables 4.1 and 4.2, respectively. Values for 
(a) Crystalline InP (b) Amorphous InP 
F i g u r e 4 .1 : Ball-and-stick representation of the atomic-scale structure in InP based 
on the calculations by Lewis et al. [86]. Images are taken from [87]. 
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n 3 4 5 6 7 N 1 2 3 4 5 6 7 
c-InP 0 0 0 4 0 c-lnP 0 0 0 100 0 0 0 
a-InP 0.02 0.44 0.37 2.35 4.37 a-InP 0 0 L9 71.3 24.5 2.1 0 
Table 4.1: Number of ji-membered 
rings per atom for c-InP and a-InP 
(taken from [86]). 
Table 4.2: Distribution (in %) of total 
coordination numbers N for c-InP and 
a-InP (taken from [86]). 
ideal c-InP are also given. While the majority of atoms in the amorphous phase 
remain fourfold coordinated the material contains more seven-niembered rings 
than six-membered rings in stark contrast to the crystalline phase. 
4.2 Experimental details 
4.2.1 Sample preparation 
To prepare suitable EXAFS samples, the amorphized material of interest 
has to be separated from the bulk. Lattice-matched InP/Gao.47liio.53As/InP 
heterostructures [2.75//m/50nm/(100) substrate] were grown by metal organic 
chemical vapor deposition. The In? epilayer was amorphized by ion irradiation 
with either dominant electronic (SHI sample) or dominant nuclear (LEI sam-
ple) energy loss and was isolated from the bulk using selective chemical etching. 
Figure 4.2 shows the different preparation steps for SHI and LEI samples. 
U U 4 U 
L : 
Irradiation 
In? 
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In? 
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U U M 4 
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1 
Etching Irradiation Processing 
Figure 4.2: Schematic of the different preparation steps for SHI and LEI samples. 
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For the SHI sample, the heterostructures were irradiated at room tem-
perature with 185 MeV Aii ions (as described in Section 3.4) to a fluence of 
3 X which is safely beyond the fluence necessary for amorphization of 
InP. Figure 4.3 (a) plots the corresponding electronic and nuclear energy loss 
contributions, S^ and S^, respectively, as a function of depth Electronic stop-
ping is dominant over the entire depth of the InP epilayer and is well above 
the threshold value of ~ 13keVnm"^ for track formation. In contrast, nuclear 
stopping is neghgible up to a depth of at least ~ 5^m. As discussed in Sec-
tion 3.2, amorphization of the InP epilayer under these irradiation conditions 
is due to electronic energy deposition. After irradiation (see Fig. 4.2) the het-
erostructures were masked with Apeizon black wax and the InP substrate was 
removed by etching in HC1(37%):H20 (5:1) for ~ 8 0 m i n using the Gao.47Ino.53As 
layer as a selective etch stop. The intermediate layer was then itself removed 
by etching in H2S04(98%):H202(30%):H20 (1:1:10) now using the InP epilayer 
as etch stop. After dissolving the wax the amorphized films were finely crushed 
and mixed with boron nitride to yield a homogeneous powder sample suitable 
for transmission EXAFS measurements. 
As shown in Section 3.6.2, Gao.47Ino.53As is only lightly damaged under ir-
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Figure 4.3: Electronic and nuclear energy loss, S^ and 5n, respectively, as a function 
of depth 2 for InP irradiated with (a) 185 MeV Au and (b) 1 MeV or 7 MeV Se. The 
dashed vertical line at 2 = 2.75/zm indicates the extent of the InP epilayer. Note 
the break in depth scale in panel (a). Values were calculated using the SRIM2003 
code [43]. 
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radiation with 185 MeV Au ions thus maintaining reasonable selectivity in the 
etching process. In contrast, irradiation in the LEI regime produces significant 
damage and etching in HCl is no longer selective. For the LEI sample, the 
InP substrate and the G a o . 4 7 I n o . 5 3 A s layer were therefore removed by the same 
chemical processing described above but prior to irradiation (see Fig. 4.2). The 
isolated InP films, bonded to Si for support, were then amorphized at liquid ni-
trogen temperature by multiple Se irradiations with energies ranging from 80 keV 
to 7MeV. Figure 4.3 (b) plots the electronic and nuclear energy loss, Sg and Sn, 
respectively, versus depth 2; for 1 MeV and 7 MeV Se. In this energy regime the 
electronic stopping is well below the track formation threshold and amorphiza-
tion is caused by nuclear energy deposition. The fluences of the different Se 
irradiations were chosen to yield a constant value of total vacancy production 
over the entire InP epilayer. Table 4.3 lists all energy/fluence-combinations and 
Fig. 4.4 plots the total number of In and P vacancies Fin+p as a function of depth 
2 for the various irradiations. The total irradiated fluence was 8.5 x cm"^. 
E (MeV) $ (1015 cm-^) 
(1) 7.00 4.0 
(2) 3.50 1.4 
(3) 2.00 0.8 
(4) 1.00 0.7 
(5) 0.30 0.8 
(6) 0.08 0.8 
Table 4.3: Ion energies E and 
corresponding fluences $ of the 
Se irradiations performed for the 
LEI sample. 
1.0 1.5 2.0 2.5 3.0 3.5 
z ( n m ) 
Figure 4.4: Total number of vacancies Vin+p 
produced as a function of depth z for the dif-
ferent Se irradiations. The curves are scaled ac-
cording to the fluences given in Table 4.3 which 
also lists the corresponding ion energies. Values 
were calculated with the SRIM2003 code [43] us-
ing a displacement energy of i?D = 8eV [52]. 
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Similar to the irradiations in the SHI regime, the material was mounted on the 
sample holder with carbon paste to facilitate thermal contact while the areal 
power density was kept below 0.9 Wcm"^. The amorphous nature of the mate-
rial after irradiation was confirmed by RBS/c. A boron nitride diluted powder 
sample was prepared from the amorphized films as described above. 
For a crystalline standard, a powdered c-InP sample was prepared by finely 
crushing a single-crystal InP wafer and mixing with boron nitride. 
4.2.2 Measurement 
EXAFS measurements of the In /T-edge (27.940 keV) were performed in 
transmission mode using beam line NW l^OA at the Photon Factory, Japan. De-
pending on the sample, the height of the absorption edge A/ui ranged from 0.08 
to 0.45 making transmission the preferred detection mode. The measurement 
temperature was ~ 20 K in order to minimize thermal vibrations of the atoms. 
After the measurement, the a-InP samples were annealed at 150°C for one hour 
to induce structural relaxation (see Section 4.1). The relaxed SHI and LEI 
samples were then remeasured at ~ 20 K. 
4.3 Analysis 
4.3.1 EXAFS spectra 
The data were processed and analyzed using the IFEFFIT code [40] and the 
corresponding user interfaces ATHENA and ARTEMIS [41] as described in Sec-
tion 2.4. Figure 4.5 (a) shows the fc^-weighted EXAFS signal as a function of 
photoelectron wave number k after background removal for c-InP and a-InP 
(SHI as-irradiated). FT was performed over a fc-range of fc = 2 - 14A. The 
spectra for c-InP and a-InP (SHI as-irradiated) are plotted in Fig. 4.5 (b). 
The EXAFS spectrum of the crystalline material shows a complex structure 
indicating the presence of several different frequencies. This is confirmed in the 
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Figure 4.5: (a) fc^-weighted EXAFS spectra of c-InP and a-InP (SHI as-irradiated) 
versus the photoelectron wave number k. (b) FTs of the spectra shown in panel (a) 
as a function of the non-phase-corrected radial distance R from the absorber. 
F T which contains three distinct peaks at i? ~ 2.1 A , i? ~ 3.9 A and i? ~ 4.6 A 
representing scattering from the first (P), second (In) and third (P) NNs, re-
spectively. Figure 4.6 (a) shows a schematic of the absorbing In atom and its 
first and second NN shells. The EXAFS of the irradiated sample is dominated 
by a single frequency and only the first shell peak is observed in the FT. Struc-
tural disorder in amorphous materials is typically sufficient to prevent coherent 
scattering from beyond the first coordination shell. The absence of higher shell 
peaks in the spectrum is a characteristic feature of amorphous semiconductors 
and has been previously observed after ion irradiation in the LEI regime [88]. 
O . r v O p 
S i n 
V . . . O 
(a) c-InP 
Figure 4.6: Schematic of the atomic environment in In? showing the In absorber 
(red) and neighboring P and In atoms (blue and orange, respectively). The light-
colored atoms in panel (b) indicate the atomic positions in the crystalline phase 
whereas the dark-colored atoms represent one possible first NN arrangement in a-InP. 
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The EXAFS measurements shown here are consistent with this behavior and 
confirm the formation of the amorphous phase after SHI irradiation as previ-
ously demonstrated by RBS/c, TEM and XRD [54,60], In addition to the 
reduction in amphtude of the first NN P peak, a small second peak at i? -- 2.6 A 
is apparent in Fig. 4.5 (b) resulting from In atoms present in the first NN shell of 
the amorphous material. Similar findings were reported by Glover et al. [16] and 
Azevedo et al. [19] for amorphization in the LEI regime. Figure 4.6 (b) shows a 
schematic of one possible first NN environment in the amorphous phase. 
4.3.2 Fitting 
For the analysis only the first NN shell was considered. Fitting was per-
formed in radial space over a range of /? = 1.5 - 2.9 A while applying multiple 
A:-weights = 2, 3, 4. Scattering amplitudes and phase shifts were calculated ab 
initio with the F e f f 8 code [36]. The amplitude reduction factor S^ and the 
threshold energy Fq were determined from the crystalline standard and were 
fixed while fitting the spectra of the amorphous samples. For c-InP, the bond 
length i?EXAFS and Debye-Waller factor cr|xAFS of the first NN P path were 
floated while the coordination number N was fixed to the crystalline zincblende 
value of four (see Fig. 4.6 (a)). Figure 4.7 (a) shows the back-transformed ex-
perimental data together with the best flt. For a-InP, two scattering paths must 
be included in the fitting procedure corresponding to In-P and In-In pairs (see 
Fig. 4.6 (b)). Coordination number N, bond length i?EXAFS and Debye-Waller 
factor cr|xAFs were determined from the fit for each of the two contributions. 
The significance of the homopolar bonds is readily apparent from Fig. 4.7 (b) 
which plots the experimental data and the best fit for the as-irradiated SHI 
sample in i?-space. Also shown are the two individual scattering contributions 
arising from P and In atoms in the first NN shell. Figure 4.7 (c) plots the 
back-transformed experimental data and best fits for all a-InP samples. 
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Figure 4.7: (a) fc^-weighted back-transformed experimental data and best fit versus 
k for c-InP. (b) FT of the experimental EXAFS and best fit as a function of R for 
a-InP (SHI as-irradiated). Also plotted are the two scattering contributions arising 
from In-P and In-In pairs, (c) fc^-weighted back-transformed experimental data and 
best fits versus k for as-irradiated and relaxed SHI and LEI samples. Graphs for 
different samples are offset for clarity. 
4.4 Results and discussion 
4.4.1 Amorphous phase structure 
Figure 4.8 plots the Fourier transformed experimental data versus R for the 
as-irradiated and relaxed SHI and LEI samples. Clearly, the spectra for the two 
samples amorphized in the different energy regimes are very similar both be-
fore and after relaxation. The relaxed samples are characterized by an increase 
in amplitude of the P peak while the overall features of the amorphous phase 
are retained. All four spectra exhibit the smaller second peak at i? ~ 2.6 A 
associated with In-In bonds (see Fig. 4.7 (b)). The experimental data plotted 
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Figure 4.8: FTs of the experimental EXAFS versus R for as-irradiated and relaxed 
SHI and LEI samples. For clarity, only every second data point is represented. 
in Fig. 4.8 thus clearly indicates that SHI and LEI sample have a very similar 
structure despite the fundamentally different energy regimes in which amor-
phization took place. The coordination number N, bond length /?EXAFS and 
Debye-Waller factor O"|XAFS determined from the best fits to the experimental 
data are summarized in Table 4.4 and Table 4.5 for first NN P and first NN In 
atoms, respectively. The values are plotted in Fig. 4.9. 
Comparing the as-irradiated and crystalline material, amorphization yields 
a decrease in heteropolar coordination number and an increase in bond length 
and Debye-Waller factor. The reduction in amplitude for the first NN P peak 
observed in Fig. 4.5 (b) is thus not only due to the increased disorder of the amor-
phous phase but also due to a reduced In-P coordination. Total coordination 
number iVtot and percentage of In-In bonds %in-in are listed in Table 4.6. A^ tot 
is slightly higher than the crystalline value for all amorphous samples in good 
agreement with the predictions by Lewis et al. [86]. The fraction of homopolar 
bonds amounts to ~ 15%. The In-In bond length is found to be significantly 
larger than the In-P distance 2.78 A versus ~ 2.58 A ) in agreement with the 
difference in covalent radii 1.13 A for P and ~ 1.41 A for In [89]). These find-
ings are very similar to the behavior previously observed after irradiation in the 
LEI regime [16,19 . 
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NN In -P N .REXAFS 
2 
' ' 'EXAFS 
(A) (10-3A2) 
c-InP 4 2.542 ± 0.003 2.3 ± 0.2 
a-InP SHI as-irrad. 3.43 ± 0.26 2.575 ± 0.003 5.5 ± 0.8 
relaxed 3.54 ± 0.27 2.569 ± 0.004 4.8 ± 0.7 
a-InP LEI as-irrad. 3.47 ± 0.30 2.576 ± 0.004 5.5 ± 1.0 
relaxed 3.57 ± 0.23 2.570 ± 0.003 5.0 ± 0.6 
Table 4 .4: The 1®* NN In-P coordination number N, bond length i?EXAFS and 
Debye-Waller factor cr|xAFS obtained from the best fits for c-InP and a-InP. 
NN In-In N ^^ EXAFS 
2 
"•exafs 
(A) (10-3 A2) 
a-InP SHI as-irrad. 0.70 ± 0.27 2.783 ± 0.009 5.8 ± 2.1 
relaxed 0.66 ± 0.15 2.767 ± 0.013 5.8 fixed 
a-InP LEI as-irrad. 0.63 ± 0.27 2.782 ± 0.008 4.4 ± 2.2 
relaxed 0.57 ± 0.10 2.771 ± 0.008 4.4 fixed 
Table 4 .5: The NN In-In coordination number N, bond length -REXAFS and 
Debye-Waller factor <t|xafs obtained from the best fits for a-InP. 
Relaxation of the amorphous phase leads to a small increase in heteropo-
lar coordination number while the In-P Debye-Waller factor decreases slightly 
(see Table 4.4), both contributing to the increased amplitude of the P peak 
observed in Fig. 4.8. Due to the strong correlation between N and alxAFS' 
the In-In Debye-Waller factor has been fixed to the as-irradiated value while 
fitting the relaxed spectra following the analysis of Azevedo et al. [19]. This 
yields a small reduction of the homopolar coordination number upon relaxation 
(see Table 4.4). Nevertheless, a significant percentage of In-In bonds remains in 
the relaxed samples for both energy regimes (see Table 4.6) and thus confirms 
that chemical disorder is a characteristic feature of amorphous InP and most 
likely the III-V semiconductors in general. The In-P and In-In bond lengths 
are smaller in the relaxed samples compared to the as-irradiated values. In 
summary, relaxation yields a small change of the structural parameters towards 
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Figure 4.9: NN structural parameters obtained for as-irradiated and relaxed 
(full and open symbols, respectively) SHI and LEI samples (blue triangles and red 
circles, respectively). Plotted are the coordination number N , bond length /?EXAFS 
and Debye-Waller factor ITEXAFS In-In pairs as given in Table 4.4. The 
dashed lines in panel (a), (c) and (e) represent the values obtained for c-InP. 
those of crystalline material, consistent with previous findings for samples amor-
phized in the LEI regime [19 . 
Note that the relaxation temperature is well below that required for recrys-
tallization [19]. Relaxation therefore yields a small change in the amorphous 
phase structure reducing disorder but not inducing recrystallization. The abil-
ity to measure such changes (see Fig. 4.8) demonstrates the sensitivity of the 
EXAFS technique. No significant difference is observed when comparing the In-
P contribution of the SHI sample with that of the LEI sample. Comparing the 
In-In contributions, a small difference is apparent in the amplitude of the peak. 
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Ntoi %In-In 
c-InP 4 
a-InP SHI as-irrad. 4.13 ± 0.53 17% 
relaxed 4.20 ± 0.42 16 % 
a-InP LEI as-irrad. 4.10 ± 0.57 15 % 
relaxed 4.14 ± 0.33 14 % 
Table 4.6: Total coordination number A^ tot and percentage of In-ln bonds %in-in 
for the various a-lnP samples. 
Though this difference is stable under various fitting conditions, the magnitude 
of the experimental uncertainty does not allow an unambiguous assignment of 
its physical origin. It is therefore concluded that amorphization in both energy 
regimes leads to a similar amorphous phase structure despite the fundamentally 
different energy transfer mechanisms. This is clearly in contrast to the results 
reported by Gaiduk et al. [85]. However, while in this work the LEI sample was 
produced by ion irradiation in the keV and low MeV region, Gaiduk et al. have 
studied the amorphous layer formed due to nuclear energy deposition at the end 
of range under SHI irradiation. EXAFS and TEM may also be sensitive to dif-
ferent aspects of the amorphous short-range order. Without relating the TEM 
measurements to structural parameters of the atomic environment, a compar-
ison of the two studies is difficult. Application of a complimentary technique, 
such as Raman spectroscopy [90], may provide additional structural information 
and thus aid in the understanding of the amorphous phase structure of InP. 
4.4.2 Amorphization mechanism 
Ion irradiation processes are non-equilibrium in nature and different models 
have been proposed to account for experimental findings (see Section 3.1). For 
the SHI regime, Kamarou et al. have recently applied a Thermal Spike model to 
predict the irradiation conditions necessary to produce amorphous tracks in InP 
and good agreement with experimental data was obtained [52]. The Thermal 
Spike model assumes that electronic energy deposition above a certain threshold 
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leads to melting of the material along the ion trajectory which, in the present 
case, is subsequently quenched into the amorphous phase during rapid reso-
lidification [51]. The SHI irradiation conditions used in this work fall within 
the energy range where the calculated maximum temperature inside the track 
exceeds the melting point and a "melt and quench" process is expected (see 
Section 3.2) [52 . 
Damage production in the LEI regime is usually associated with collision 
cascades and the formation, accumulation and growth of various types of de-
fects [45,47,48]. Studies of InP irradiated under conditions very similar to 
those of the LEI sample in this work demonstrate that a direct amorphization 
process is operative, where amorphous material is produced within a single ion 
impact [10,91]. Nordlund et al. have investigated the amorphization mechanism 
during LEI irradiation using MD simulations. For both Ge [92] and GaAs [93 
they report that recoils of several keV lead to molten regions in the material 
which subsequently form amorphous pockets upon cooling. In contrast, colli-
sion cascades in Si are less dense and hence less damage with a higher fraction 
of isolated defects results [92]. Figures 4.10 and 4.11 show the simulation cell 
with (a) the liquid-like atoms in the keV collision cascade and (b) the final de-
fects after cascade quenching for Ge and Si, respectively (taken from [92]). The 
authors argue that crystal structure, melting point and mass are the relevant 
properties that determine the damage formation behavior. The crystal struc-
(a) Liquid-like atoms in the cascade (b) Final defects after cooling 
Figure 4.10: MD simulations of keV collision cascades in Ge (taken from [92]). 
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(a) Liquid-like atoms in the cascade (b) Final defects after cooling 
Figure 4.11: MD simulations of keV collision cascades in Si (taken from [92]). 
ture is very similar for all materials considered here (diamond structure for Ge 
and Si, zincblende structure for GaAs and InP). Melting point T^ and average 
mass per atom m are listed in Table 4.7. Comparing the values, it can be as-
sumed that InP behaves similarly to Ge and GaAs. Following this argument 
and supported by the direct amorphization observed experimentally, a "melt 
and quench" process is expected for the LEI irradiation conditions applied in 
this work. 
Thus, independent of the energy transfer mechanism, amorphization in both 
energy regimes proceeds via a similar process. As a consequence, SHI and LEI 
samples have a nearly identical atomic structure. As mentioned in Section 4.1, 
amorphization of InP by quenching from the liquid has been modeled with MD 
simulations by Lewis et al. [86]. Homopolar bonds are present in the liquid phase 
and are retained (8% of all bonds) after quenching into the amorphous phase. 
The authors conclude that the presence of chemical disorder is necessary to sta-
bihze the amorphous phase. SHI and LEI samples contain a significant fraction 
Ge GaAs InP Si 
Tm (K) 1210 1513 1335 1687 
fh (u) 73 72 73 28 
Table 4.7: Melting point Tm and average mass per atom m for Ge, GaAs, InP and 
Si. Values are taken from [79]. 
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of In-In bonds in both the as-irradiated and the relaxed states. Given the agree-
ment of the experimental results presented herein with theoretical predictions 
of the amorphous phase structure produced by a quench from the melt, these 
findings could be viewed as indirect evidence that the amorphization process 
common to both energy regimes is indeed quenching of molten regions. In line 
with the Thermal Spike model and the MD simulations discussed above, these 
molten regions are formed due to the energy loss of the incoming ions, either via 
electronic stopping for the SHI case or nuclear stopping for the LEI case. 
4.5 Summary 
InP has been amorphized by ion irradiation with either dominant electronic 
energy loss (SHI regime, 185 MeV Au ions) or dominant nuclear energy loss 
(LEI regime, Se ions with energies ranging from 80keV to 7 MeV). Samples 
suitable for transmission EXAFS measurements were prepared using a combi-
nation of semiconductor processing techniques and selective chemical etching. 
Structural parameters of the as-irradiated and relaxed samples were obtained 
from the experimental data collected at ~ 20 K. The structural changes observed 
for crystalline versus amorphous and as-irradiated versus relaxed phase are sim-
ilar to the findings previously reported for amorphization in the LEI regime. 
Furthermore, no significant difference in the atomic structure of the two sam-
ples amorphized in the different energy regimes was apparent. This suggests 
amorphization to take place via a common process despite the fundamentally 
different energy transfer mechanisms. For the irradiation conditions used in 
this work, the Thermal Spike model (SHI regime) and MD simulations for colli-
sion cascades (LEI regime) predict amorphization to proceed via a quench from 
the melt. Thus, independent of the transfer mechanism, the energy deposited 
into the system leads to a molten region in both regimes which is subsequently 
quenched into the amorphous phase. 
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CHAPTER 5 
Vibrational anisotropy in 
crystalline and amorphous InP 
The structural parameters of crystalline and amorphous InP were deter-
mined with E X A F S as a function of measurement temperature ranging from 
20 to 295 K. Mean square relative displacements for first, second and third NN 
shells are compared to the uncorrelated mean square displacements determined 
from X R D measurements. Results are discussed in terms of the energy required 
for different types of atomic motion such as bond stretching and bond bending. 
5.1 Temperature-dependent EXAFS theory 
5.1.1 Cumulants and three-dimensional motion 
In a perfect single crystal, static disorder can be assumed negligible, however, 
thermally induced vibrations cannot be neglected even at very low temperatures 
due to zero-point motion [23]. Figure 5.1 schematically shows the sites of ab-
sorber and backscatterer atoms in a state of absolute rest connected by RQ and 
surrounded by the ellipsoids defining their thermal motion. UQ and u^ denote the 
instantaneous displacement vectors of absorber and backscatterer, respectively. 
The interatomic distance vector R can thus be expressed as [94 
R = R o + U J - U o = R o + A u w i th A u = U^ - UQ. (5 .1) 
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Absorber 
Figure 5.1: Ellipsoids defining the thermal motion of absorber and backscatterer 
atoms and their instantaneous displacement vectors, Uq and u^, respectively. The 
ideal positions of absolute rest, given by the centers of the ellipsoids, are connected 
by Ro while the actual instantaneous positions are connected by R. 
Defining R as the unit vector along the hne connecting the atomic pair, 
Ro = RQ^, the parallel and perpendicular components of the displacement 
vectors follow from 
Au|| = Au • R = {uj - uo) • R = Uj-II - uo,|| 
Au^ = + Aul = {uj^ii - uo,||)^  + -
(5.2) 
They are illustrated in Fig. 5.2 (a). The instantaneous interatomic distance R 
can thus be written as 
1/2 
= Rl + 2i?oA«|| + Auj + Aul 
= Ro 
2Auii Au\ Aui 
1/2 
1/2 
(5.3) 
For small displacements, Au < RQ, Eq. (5.3) can be developed into a Taylor 
series 23,94 
i? = i?o 1 + 
Aii|| Au2 -| i 
Ro 2i?Q 
+ 0 (3 ) 
= i?o + At^ ii + ^ + 0 (3 ) 
(5.4) 
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Figure 5.2: Parallel |] and perpendicular _L components of the atomic motion with 
respect to the vector connecting the centers of the ellipsoids Rq = i?oR-
where 0 ( 3 ) denotes all terms of order three or above. In Section 2.2.3, the 
EXAFS was parameterized in terms of the cumulants C„ of the one-dimensional 
distance distribution p[R). Using Eqs (2.15) and (5.4) the cumulants can now be 
related to the three-dimensional atomic motion [23,25,94,95]. The first cumulant 
equals 
i?EXAFS = = (7?) = i?0 + (A«||) + (5.5) 
For a harmonic crystal, where the potential energy is proportional to {R -
the average over Am|| is zero. For a real, anharmonic crystal, Aui\ can be split 
into harmonic and anharmonic contributions, Au\i = Au^™ + [23], 
Neglecting the third order terms, Eq. (5.5) thus becomes 
( A 4 ) 
(5.6) 
i?EXAFS = Bo + (Auf " '^ - - ) + 
2i?n 
In contrast to EXAFS which measures the average over the instantaneous in-
teratomic distances (see Eq. (5.5)), XRD detects the distance between the av-
erage atomic positions, which is RQ for harmonic crystals and RQ + 
for anharmonic crystals. RQ thus corresponds to the crystallographic distance 
obtained from XRD. i?EXAFS is larger than Rc due to relative vibrations perpen-
dicular to the line connecting the absorber-backscatterer pair [23]. The thermal 
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expansions Ai?c and A/?exafs measured with XRD and EXAFS, respectively, 
are given by 
Ai?c(T) = / ? c { T ) - i ? c ( O K ) 
(5.7) 
Ai?EXAFs(T) = REXAFS{T) - i?EXAFs(OK) 
= ARC{T) + [(A^/i) (T) - {AUL) (0K)]/2i?o 
where T denotes the temperature. Since (A^x .^) increases with temperature, 
A-Rexafs is larger than ARQ. Hence the thermal expansion measured by EXAFS 
is larger than that determined by XRD [23 . 
For the second cumulant, Eqs (2.15) and (5.4) yield 
E^XAFS ^ C2 = {{R - REXAFS)^) 
= - ^EXAFS (5.8) 
= ( A 4 ) - ( A U | | > ' + 0(3) . 
An expression that also includes the leading higher order terms is given in [23, 
95]. The error due to neglecting these higher order terms is usually smaller 
than 1% [95]. Furthermore, (Am||)^  = 0 only for harmonic crystals whereas 
(Au||)^  = (Anl"*''^'''")^ for anharmonic crystals. Nevertheless, this contribution 
is typically neglected and the EXAFS Debye-Waller factor becomes [23,25,94,95 
f^ EXAFS = (A^S) 
= (Kl l -^0 ,11) ' ) (5.9) 
The first two terms of the last line, and (u^n), correspond to the un-
correlated mean square displacement (MSD) of backscatterer and absorber, re-
spectively, projected onto the line connecting the atomic pair [94,96]. The 
one-dimensional MSD is connected to the XRD Debye-Waller factor B by [97 
M S D = ^ . (5.10) 
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The last term in Eq. (5.9), represents the displacement correlation 
function and depends on the correlated motion of absorber-backscatterer pair [94, 
96]. The EXAFS Debye-Waller factor, cr|xAFS = thus corresponds 
to the parallel mean square relative displacement (MSKDy) and is a measure for 
the vibrations of absorber and backscatterer relative to each other along the line 
connecting the atomic pair. The situation is shown schematically in Fig. 5.2 (b). 
Assuming the atoms to move either perfectly in phase or perfectly out of phase, 
lower and upper limits for cr|xAFS ^^ estimated [98] 
MSDo+j - 2v/MSDoMSDj < (T|xafs < MSDq+j + 2\/MSDoMSDj (5.11) 
where MSDo+j = MSDq + MSD^ is the sum of absorber and backscatterer MSD. 
Similar to MSRDy, the MSRD perpendicular to the line connecting the atomic 
pair (MSRD^, see Fig. 5.2 (b)) is defined by 
MSRD^ = (Aul) 
= ( ( % ± - (5.12) 
= + - 2 {uj,LUO,±) . 
If the thermal vibrations of the atoms are isotropic, the thermal ehipsoids in 
Figs 5.1 and 5.2 become spheres and the limits for MSRD^ are found to be 
MSDo+, - 2v/MSDoMSD, < < MSDo+, + 2VMSDoMSD,. (5.13) 
The factor of | compared to Eq. (5.11) stems from the fact that the perpendicular 
component of the atomic motion is the projection onto a plane while the parallel 
component and the MSD are projections onto a line. The ratio 7 between 
MSRD_l and MSRD|| depends on the correlation of the atomic motion both 
along the line connecting the atomic pair and perpendicular to it. For isotropic 
MSRDs, 7 = 2, however, the ratio may have a different value, even if the thermal 
vibrations are isotropic, due to different parallel and perpendicular displacement 
correlation functions. Inserting Eq. (5.12) into Eq. (5.6) yields 
MSRD^ = 2i?o(i?EXAFS - Rc)- (5-14) 
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Thus the MSRD_L can be determined by comparing the average interatomic dis-
tances measured with E X A F S and X R D . 
A discussion of the various terms comprising the third cumulant C3 is given 
in [23,95], In principle, the angular averaging over /9(R), vibrations perpendic-
ular to the line connecting the atomic pair and Awy"''^™ all contribute to the 
asymmetry of the one-dimensional distance distribution sampled with EXAFS. 
Fornasini et al. have shown, however, that C3 is mainly due to the anharmonicity 
of the crystal potential while the other contributions are negligible [23,95 . 
5.1.2 Debye and Einstein models 
Many physical properties, most prominently the heat capacity, depend on 
the vibrational behavior of the atoms. Considering a simple model such as 
a one-dimensional, periodic chain of atoms, two different types of vibrations 
can be distinguished for non-Bravais crystals (systems with a unit cell that 
contains more than one atom) [99]. For small frequencies, acoustic modes are 
characterized by a linear dispersion relation, uj ~ cq, where uj denotes the phonon 
frequency, q stands for the wave number and c is the phase velocity. Optical 
modes display a dispersion curve much flatter than that of the acoustic modes 
and often the frequency can be approximated by a constant, LO ~ CJQ, particularly 
for q close to zero. The same distinction between acoustic and optical branches 
can be made when considering three-dimensional crystals. 
Based on the characteristics of acoustic and optical modes for small q, two 
models, the Debye model and the Emstein model, have been proposed [99], The 
Debye model approximates the dispersion relation by the behavior of the acoustic 
branches and assumes UJ = cq. The Einstein model uses a constant frequency 
LO = LOE and thus approximates the dispersion relation by the behavior of the 
optical modes. Knowing uj[q), the phonon density of states (DOS, g{uj)) can 
be calculated [99]. It represents the total number of modes with frequencies 
between u and u + Auj, divided by the volume of the crystal. In the Debye 
model, the phonon DOS becomes a quadratic function of the frequency below 
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the limit Wd aiid zero above 
u j = c q g { u j ) = < 
(3cj2)/(27r2c^) if iU<iUD 
0 if u; > u>Y). 
In the Einstein model, the phonon DOS is a Delta function at u j e 
(5.15) 
u i — u ; e g { i u ) oc 6 { i u — l u e ) - (5.16) 
Both cases are shown schematically in Fig. 5.3 (a). The characteristic frequen-
cies uiY) and lue are called the Debye and Einstein frequencies, respectively. They 
are related to the Debye and Einstein temperatures, 0 d and 0 e , respectively, by 
u j ^ = Qj^krQ/h and u-e = OeA^b/^i, where k s denotes Boltzmann's constant and h 
stands for Planck's constant divided by 2-n. For a crystal that is well described 
by the Debye model, a so-called Debye crystal, vibrations are isotropic and all 
NN shells are characterized by the same Debye temperature. 
Figure 5.3 (b) shows the phonon DOS measured and simulated for InP [100]. 
Comparing panel (a) and (b), it becomes clear that both models present a rather 
crude approximation of the real DOS. Despite the strong simplification, both 
models have been applied successfully to describe thermal and vibrational prop-
erties of a large number of materials. Note that the Einstein frequency represents 
an average over the whole phonon spectrum and it is usually not possible to re-
(a) 
on 
O 
Q 
Einstein model 
Debye model 
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CO.. 
CO 
Figure 5.3: (a) Phonon DOS versus frequency uj according to the Debye and 
Einstein models, (b) Measured and simulated DOS versus phonon energy E for InP 
(taken from [100]). E is related to the frequency h y E = h u j . 
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late to any specific feature of the DOS. Nevertheless, it is a useful quantity 
to monitor changes due to material modifications. 
5.1.3 Temperature dependence of the cumulants 
As shown in Section 5.1.1, the EXAFS Debye-Waller factor cr|xAFS corre-
sponds to the MSRD|| and is a measure for the relative vibrations along the 
line connecting the absorber-backscatterer pair. If the atoms move in phase, 
the MSRD will be significantly reduced with respect to the uncorrelated MSD 
and could equal zero if both atoms have the same M S D ( M S D Q = M S D ^ in 
Eq. (5.11)). Such correlations must be taken into account when modeling the 
temperature evolution of the EXAFS signal. Beni and Platzman [96] and Sevil-
lano et al. [101] have developed correlated Debye and Einstein models to cor-
rectly describe the change of cr|xAFS as a function of temperature. Vaccari and 
Fornasini have recently presented a rigorous derivation of these two models, sub-
stantiating their theoretical foundation [102 . 
The applicability of the correlated Debye model for non-Bravais crystals has 
been questioned since the best fitting Debye temperatures for CTI^AFS vary signif-
icantly from shell to shell (see Section 5.2) and in comparison to values obtained 
with other experimental techniques [94]. Furthermore, Vaccari and Fornasini 
show that the derivation of the correlated Debye model for EXAFS MSRDs is 
not physically sound when applied to non-Bravais crystals [102]. InP crystal-
lizes in the zincblende structure (see Fig. 4.1 in Chapter 4) containing one In 
atom and one P atom per primitive unit cell, making it a non-Bravais crystal. 
Thus, the correlated Einstein model has been used to analyze the temperature-
dependent evolution of the MSRD and MSD. 
The Einstein model was developed to describe the temperature dependence 
of the heat capacity and treats each atom as an independent harmonic oscillator. 
In contrast, the correlated Einstein model describing the temperature evolution 
of the EXAFS signal assumes each absorber-backscatterer pair to be an inde-
pendent oscillator. The frequency of relative vibrations = y / k ^ depends 
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on the force constant ko of the bond between the two atoms and on the reduced 
mass iJ. of the atomic pair. The correlated Einstein model can thus be applied 
to both crystalline and non-crystalline systems and the Einstein temperature 
simply represents a measure of the strength of the bonds. 
The derivation of Vaccari and Fornasini [102] is based on the harmonic crys-
tal approximation and starts with the relations between MSRD|| or MSRDj_ and 
the three-dimensional displacements of the atoms as derived in Section 5.1.1 (see 
Eqs (5.2), (5.9) and (5.12)). The MSRDs are then expressed in terms of eigen-
frequencies and eigenvectors of the dynamical matrix. Using the Einstein model 
approximations U ^ UE and g{uj) cx — UJE) introduced in Section 5.1.2, the 
following relations are obtained 
1 . / 0E . r^ 
\ 2T y 
2 
+ ^static, I  
(5.17) 
MSRDx ^ ",' ^^ coth 
h' I . / e E , x ^ 2 
^static, J 
/ l ^ k s © E , X V 2T 
In [102] only the temperature-dependent terms are given. Here, static contri-
butions are added to account for different configurations of structural disorder 
present in the various samples. The two equations differ only by 0e,|| versus 
0e,_l and a factor of two. The latter is related to the fact that the MSROy de-
scribes vibrations along a line while the MSRDx describes vibrations in a plane. 
As Vaccari and Fornasini point out, there is no a prion reason, why 0e,|| and 
0e,_l should be the same. For the isotropic case, however, it can be assumed 
that 0E,|| = 0E,x and 7 = MSRDi /MSRDu = 2 as discussed in Section 5.1.1. 
The relation for MSROy in Eq. (5.17) is also derived by Frenkel and 
Rehr [103] and Yokoyama [104] using a pair-potential approach. They further 
calculate the temperature dependence of the third and fourth cumulants by in-
cluding higher order terms in the potential and applying perturbation theory. 
Treating the absorber-backscatterer pair as a one-dimensional oscillator, an in-
teratomic potential of the form 
V{R) = ho{B - Rof - h{R - ^0 ) ' + - (5-18) 
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is assumed. Here, Hq and k'i are the harmonic and cubic force constants, respec-
tively. The moments of the resulting distance distribution and their temperature 
dependence can then be calculated. The second and third moment correspond 
to the EXAFS second and third cumulant. In contrast, the first moment calcu-
lated within this framework does not represent the EXAFS first cumulant due 
to the fact that the one-dimensional model cannot take into account the effect 
of perpendicular vibrations [23]. The leading order term for (tIxafs = MSRD|| 
is given in Eq. (5.17). For the third cumulant the following relation is obtained 
h' h 5 (coth 
^ \ \ 2T 
\ 2 
- 1 3,static- (5.19) 
A static contribution has again been added to the temperature-dependent term 
to account for structural disorder. In this work, Eqs (5.17) and (5.19) have been 
applied to determine the Einstein temperatures and anharmonic force constants 
of crystalline and amorphous InP. A derivation of the expressions for MSRD|| 
and Cs based on the pair-potential approach is presented in Appendix A. 
5.2 Temperature-dependent EXAFS studies 
Beni and Platzman [96] and Sevillano et al. [101] performed pioneering 
works for vibrational studies using temperature-dependent EXAFS measure-
ments. The authors point out the difference between the uncorrelated MSD sam-
pled by XRD measurements and the correlated MSRD obtained from EXAFS. 
Beni and Platzman also discuss the effect of anisotropic vibrations in Zn, which 
has a hexagonal crystal structure, and use different directional Debye tempera-
tures to describe the relative atomic motion along the different crystallographic 
directions [96]. Since then many different systems have been studied, among 
them cubic metals [23,94], mono-elemental [25,27,105] and binary [26,28] semi-
conductors and Agl [24,29 . 
In an ideal Debye crystal, thermal vibrations and relative vibrations are 
isotropic and 7 = MSRDx/MSRDy = 2 as discussed in Sections 5.1.1 and 5.1.3. 
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Furthermore, the MSRDs of all coordination shells are described by the same 
Debye temperature. Fornasini et al. find 7 for the first NN shell of Cu, a mono-
elemental metal with the face-centered cubic structure, to be between 2 and 3 
and thus close to the isotropic value [23]. The Debye temperatures of the first 
four coordination shells are very similar with only the value for the second shell 
~ 10-15% lower as compared to the others. Cu thus closely resembles a perfect 
Debye crystal. 
For Ge, a mono-elemental semiconductor with the diamond structure, 7 of 
the first NN shell increases from ~ 3 at 10 K to ~ 5 at 300 K [25]. Furthermore, 
the MSRD|| is much higher for the second and third NN shells than for the first 
NN shell [27]. This would yield different Debye temperatures for different NN 
shells in contradiction with the assumptions of the Debye model. The authors 
have therefore fitted the temperature dependence of the EXAFS Debye-Waller 
factors with a correlated Einstein model. The Einstein temperatures then simply 
represent a measure for the strength of relative vibrations between the absorber 
and backscattering atoms in the different NN shells. The values obtained for 
the first shell (Ge,]! = 360 ± 10 K) and for the higher shells (Ge,!] = 170 - 200 K) 
differ by a factor of almost two [27 . 
A similar finding to that of Ge is reported for GaAs, a binary semiconductor 
with the zincblende structure [28]. Here the ratio between the Einstein tempera-
tures for first and third NN shell even exceeds a factor of two. Furthermore, the 
authors compare the measured MSKDy to the uncorrelated MSD for Ga and As 
atoms. For the first NN shell, they observe that relative vibrations are strongly 
reduced with respect to the MSD. For the second NN shell, the MSKDy is still 
slightly smaller than the MSD whereas both agree very well for the third NN 
shell. This strikingly different behavior compared to Cu is attributed to the 
presence of optical modes in non-Bravais lattices and demonstrates the different 
extent to which atomic motion is correlated in the various coordination shells. 
CdSe [26] and Agl [24], both with a wurtzite structure and more ionic bond-
ing character, have a first NN 7 of ~ 13 and ~ 10, respectively. Furthermore, for 
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Agl the MSRD|| measured for the second NN shell around the absorbing I atom 
is about four to five times larger than that observed for the first NN shell [29 . 
Considering the eigenvectors of the optical modes, the authors relate this dif-
ference to the specific motion of the various atoms and the resulting relative 
vibrations. Thus, EXAFS measurements can serve as a test for phonon eigen-
vectors obtained from dynamical models or ab initio calculations [23,24,29. 
5.3 Experimental details 
5.3.1 Sample preparation 
Powder samples suitable for transmission EXAFS measurements were pre-
pared for both crystalline and amorphous InP. For c-InP, a single-crystal InP 
wafer was finely crushed and mixed with boron nitride. For a-InP, the amor-
phous phase was produced by ion irradiation with either electronic (SHI regime) 
or nuclear (LEI regime) energy deposition. As-irradiated SHI and LEI samples 
were prepared as described in Section 4.2.1. 
5.3.2 Measurement 
EXAFS measurements of the In K-edge (27.940 keV) were performed in 
transmission mode at beam line NWlOA at the Photon Factory, Japan. Spectra 
were recorded at eight different temperatures ranging from 20 to 295 K. After 
the measurements, the SHI and LEI samples were relaxed by annealing at 150°C 
for one hour and then remeasured (see Sections 4.2.2 and 4.4.1). 
5.4 Analysis 
5.4.1 EXAFS spectra 
The data were processed using the IFEFFIT code [40] and the corresponding 
user interface ATHENA [41]. After background removal, FT was performed over 
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the photoelectron wave number k range of A: = 2 — 13.5 Figure 5.4 (a) 
and (b) show fc^-weighted EXAFS spectra as a function of k measured at 20 
and 295 K for c-InP and a-InP (SHI relaxed), respectively. The corresponding 
FTs are plotted in Fig. 5.4 (c) and (d). For c-InP, scattering from the first three 
NN shells can be identified as discussed in Section 4.3.1. Interestingly, while 
the signal of the first peak in Fig. 5.4 (c) (corresponding to first NN P atoms) 
is reduced by about 20% upon increasing the temperature from 20 to 295 K, 
the second (In) and third (P) NN peaks almost vanish. This clearly indicates a 
different thermal behavior for the different NN shells. For a-InP (Fig. 5.4 (d)), 
only scattering from the first NN shell can be observed due to the increased 
disorder present in the amorphous phase. As discussed in Section 4.3.1, this shell 
is now comprised of both P and In atoms yielding a double-peak structure of 
the spectrum: scattering due to In-P and In-In pairs appears at i? ~ 2.1 A and 
Figure 5.4: fc^-weighted EXAFS spectra of (a) c-InP and (b) a-InP (SHI relaxed) 
measured at 20K and 295K versus the photoelectron wave number k. (c), (d) Cor-
responding FTs as a function of the non-phase-corrected radial distance R from the 
absorber. 
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R ~ 2.6 A , respectively. Increasing the measurement temperature leads to a 
decrease of the scattering signal for both contributions with the relative drop 
for In-P being similar to that observed for c-InP. 
5.4.2 Fitting 
The spectra were fitted in radial space with multiple A;-weights = 2,3,4 over 
a range of I? = 1.5 - 4.9 A using the IFEFFIT code [40] and the corresponding 
user interface ARTEMIS [41]. Scattering amplitudes and phase shifts were cal-
culated ah initio with FEFF8 [36] while the amphtude reduction factor S^ and 
the threshold energy EQ were determined from the crystalline sample and then 
fixed throughout the analysis. Note that floating Si and EQ for each measured 
temperature gave only a slight variation of the values that was significantly 
smaller than the experimental uncertainty and showed no trend with tempera-
ture. Hence, the parameters were fixed to average values, similar to the analysis 
of Sanson et al. [98]. Fits are shown in Fig. 5.5 (a) and (b) for c-InP and a-InP 
(SHI relaxed), respectively, together with the back-transformed experimental 
data. Clearly, fit and data are in excellent agreement for all temperatures. The 
fits for the other three a-InP samples (not shown) are of similar quality. 
For c-InP, the following parameters were determined from the fit at each tem-
perature: I?EXAFS, ^IXAFS and C3 for the first NN P and the second NN In paths 
while for the third NN P contribution only i?EXAFS and (t|xafs were floated. Due 
to the small signal and the overlap with the second NN peak, no temperature 
dependence could be extracted for the third NN C3 and it was fixed to zero. The 
In-In-P] MS path was also included with its distance restrained by the distances 
of the first and second NN paths, R^XAYS^^^^ = R^XAYS^'^ + i?EXAFs''V2, and 
the Debye-Waller factor set to that of the second NN, = (^ EXAFS^ ^^ -
Tests were also performed with = ^IXAFS'^'/S and without includ-
ing the MS path altogether corresponding to the two extreme cases of heavily 
over- or underestimating the infiuence of the MS path, respectively. None of the 
choices of how to treat the third NN path or the MS path had a significant in-
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Figure 5.5: fc^-weighted back-transformed experimental data and best fits versus 
tlie pliotoelectron wave number k for (a) c-InP and (b) a-InP (SHI relaxed). Graphs 
for different temperatures are offset for clarity. 
fluence on the first NN parameters or on the Debye-Waller factors of the higher 
shells. It did, however, strongly influence the second and third NN distances 
as well as a fact that should be kept in mind when interpreting these 
parameters. Furthermore, including a C4 for the first NN path yielded values 
that were zero within uncertainty. Including C4 in the higher shell fits will not 
result in physically meaningful values given the number of free parameters al-
ready present. Hence, fourth order cumulants were not further considered in the 
fitting procedure. 
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For a-InP, the coordination numbers N for first NN P and In atoms were 
fixed to the values obtained in Chapter 4. During the fit at each temperature, 
separate -REXAFS and were floated for both contributions while C3 was 
only varied for In-P. Given the comparatively weak In-In signal and the overlap 
with the In-P peak, no meaningful temperature dependence could be extracted 
for an In-In C3. However, a positive C3 is expected in amorphous materials even 
at low temperatures [27]. Thus, for consistency, a constant C3 was included for 
In-In, determined from the spectra measured at 20 K and then fixed for all other 
temperatures. 
To minimize the number of free parameters, no C3 was included in the analy-
sis presented in Chapter 4. With the coordination numbers now fixed, C3 was 
reintroduced in the fit, knowing that these two parameters are not strongly cor-
related (see Eq. (2.18) in Section 2.2.3). In contrast, C3 and i?EXAFS are strongly 
correlated and the inclusion of a third cumulant can influence the bond length 
parameter. Tables 5.1 and 5.2 list the first NN structural parameters at 20 K 
as obtained with the fitting procedure described above for In-P and In-In pairs, 
respectively. Compared to the values given in Tables 4.4 and 4.5, a slight shift 
in the bond lengths is apparent. These differences, however, do not alter the 
conclusion drawn in Chapter 4, namely that there is no significant difference in 
the atomic structure of SHI and LEI a-InP samples. 
N N In-P N -REXAFS 2 ''^EXAFS C3 
( A ) ( 1 0 - 3 A 2 ) ( 1 0 - 5 A ^ ) 
c-InP 4 2.541 ± 0.005 2.5 ± 0.2 -2 ± 7 
a-InP SHI as-irrad. 3.43 2.584 ± 0.003 5.6 ± 0.2 22 ± 7 
relaxed 3.54 2.576 ± 0.003 5.0 ± 0.2 16 ± 6 
a-InP LEI as-irrad. 3.47 2.584 ± 0.003 5.8 ± 0.2 19 ± 6 
relaxed 3.57 2.580 ± 0.002 5.3 ± 0.2 18 ± 5 
Table 5.1: The In-P bond length J^exafs, Debye-Waller factor cr|xAFS and third 
cumulant C3 obtained for c-InP and a-InP measured at a temperature of 20 K. Also 
given are the In-P coordination numbers determined in Chapter 4. 
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NN In-In N -REXAFS 2 ^EXAFS C3 
(A) (10-3A2) (10-5 A3) 
a-InP SHI as-irrad. 0.70 2.799 ± 0.006 5.8 ± 0.5 10 ± 20 
relaxed 0.66 2.796 ± 0.006 5.8 ± 0.5 20 ± 20 
a-InP LEI as-irrad. 0.63 2.813 ± 0.004 4.4 ± 0.3 30 ± 20 
relaxed 0.57 2.808 ± 0.004 4.4 ± 0.3 30 ± 20 
Table 5.2: The In-In bond length /?EXAFS, Debye-Waller factor (t|XAFS third 
cuniulant C3 obtained for a-lnP measured at a temperature of 20 K. Also given are 
the In-In coordination numbers determined in Chapter 4. 
5.5 Results and discussion 
5.5.1 Crystalline InP 
Table 5.3 lists the fitting parameters determined for c-InP. The values are 
plotted versus temperature in Fig. 5.6. The Debye-Waller factor cr|xAFS in-
creases with both temperature and distance of the absorber-backscatterer pair. 
Strikingly, the values for the second and third NN shell increase at a higher rate 
than those of the first NN shell, reflecting differences in the thermally-induced 
amplitude reduction for these shells. A similar behavior has been observed for 
Ge [27], GaAs [28] and Agl [29] (see Section 5.2). 
Ai?EXAFS = i ?EXAFs(T) - i ?EXAFs{OK) and C3 for the first NN P slightly 
increase with temperature. For the second NN In, they both increase with 
temperature more rapidly than the first NN values for all fitting protocols. Re-
lating the relative increase Ai?EXAFs/-REXAFS of the first and second shell to 
each other or to the relative lattice expansion ARc/Rc is far from trivial since 
i ? E X A F S depends on the crystallographic distance Rc and on the relative vibra-
tions perpendicular to the hne connecting absorber-backscatterer pair (Eqs (5.6) 
and (5.14)). The relative lattice expansion ARc/Rc is the same for all coor-
dination shells. In contrast, the MSRD_l may be different for first and second 
NN shell due to a different correlation in the absorber-backscatter motion, as 
is indeed observed for the MSKDY = (T|xafs (see Fig. 5.6 (b) and above). In 
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fact, this very difference between -REXAFS and R c is exploited to obtain infor-
mation about the M S R D i for the first NN shell (see below). Given the strong 
correlation between /?EXAFS'^' and C^ '^^ K the large uncertainties of the values 
and the dependence of the results on the fitting protocol, no such analysis or 
physical interpretation is attempted for the second shell. Similarly, the nearly 
constant Ai?EXAFS for third NN P is not physically meaningful without includ-
ing a temperature-dependent C3 . The choice of not including a C3 for the third 
NN shell rather than having a constant non-zero value is justified given that C3 
is approximately zero at low temperature for both first and second NNs. 
First N N shell 
Figure 5.7 (a) shows the first NN distance i?EXAFS determined from E X A F S 
and the RQ values obtained from X R D measurements by Deus et al. [106], as a 
function of temperature T. Two characteristics are readily apparent: /?EXAFS is 
larger than RQ at all temperatures and the difference increases with increasing 
temperature. As discussed in Section 5.1.1, this difference results from vibra-
tions perpendicular to the bond direction. The increase of R c with temperature 
is caused only by the anharmonicity of the crystal potential while the increase of 
^EXAFS is also due to the increase of vibrational motion at higher temperatures. 
Figure 5.7 (b) plots the MSRDj^ determined from the values shown in 
Fig. 5.7 (a) together with the MSKDy = (t|XAFS for ^ s t NN P. The MSRD^ 
is larger than the MSKDy and increases more rapidly with temperature. The 
ratio 7 = MSRD_L /MSRD||, plotted in Fig. 5.7 (c), is close to the isotropic value 
of 2 at low temperatures and increases to approximately 10 at room tempera-
ture. This value is significantly higher than that of ~ 5 reported for Ge [25] and 
similar to the values of ~ 13 and ~ 10 determined for CdSe [26] and Agl [24 
respectively. Three cases can therefore be distinguished: 
(i) Cu with 7 close to the isotropic value of 2 [23], 
(ii) Ge which already exhibits vibrational anisotropy and 
(iii) InP, CdSe and Agl with the highest values of 7 . 
1 St NN p 2 NN In 3rd p 
T -REXAFS 
2 
'''EXAFS C3 •REXAFS 
2 
"•EXAFS C3 -REXAFS 
2 
•^EXAFS 
(K) (A) (10-3 A2) (10-5 A3) (A) (10-3A2) (10-5 A3) (A) (10-3A2) 
20 2.541 ± 0.005 2.5 ± 0.2 -2 ± 7 4.169 ± 0.005 3.5 ± 0.1 7 ± 6 4.882 ± 0.007 4,2 ± 0.7 
55 2.541 ± 0.004 2.4 ± 0.2 -2 ± 6 4.170 ± 0.006 4.5 ± 0.1 8 ± 6 4.881 ± 0.007 5.4 ± 0.8 
90 2.544 ± 0.004 2.7 ± 0.2 2 ± 6 4.174 ± 0.007 5.9 ± 0.2 13 ± 8 4.882 ± 0.009 7.1 ± 1.0 
125 2.544 ± 0.004 2.8 ± 0.2 3 ± 7 4.174 ± 0.008 7.1 ± 0.2 14 ± 10 4.881 ± 0.011 8.7 ± 1.4 
160 2.545 ± 0.004 3.1 ± 0.2 3 ± 6 4.177 ± 0.009 8.3 ± 0.3 16 ± 12 4.882 ± 0.012 9.7 ± 1.4 
205 2.544 ± 0.004 3.4 ± 0.2 2 ± 6 4.184 ± 0.010 9.7 ± 0.3 28 ± 14 4.882 ± 0.013 11.2 ± 1.6 
250 2.548 ± 0.004 3.9 ± 0.2 5 ± 7 4.198 ± 0.015 11.6 ± 0.5 44 ± 22 4.885 ± 0.017 12.9 ± 2.2 
295 2.551 ± 0.004 4.3 ± 0.2 9 ± 6 4.203 ± 0.018 13.4 ± 0.7 53 ± 28 4.885 ± 0.020 15.2 ± 2.5 
Table 5.3: Structural parameters obtained for c-lnP. 
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Figure 5.6: (a) Interatomic distance 
AI?EXAFS = REXAFS{T)-REXAFS{OK), 
(b) Debye-Waller factor c t e x a f s 
(c) third cumulant C3 versus tempera-
ture T for the first three NN shells of 
c-InP. The lines show the corresponding 
fits with the Einstein model. 
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Figure 5.7: (a) First NN distance of c-
InP determined by EXAFS, /?EXAFS, and 
by XRD [106], i?c, versus temperature T. 
(b) MSRD|| and MSRDx as a function of T. 
The solid lines show the corresponding Ein-
stein fits, (c) 7 = MSRDx/MSRD|| for the 
data points and the fits given in panel (b). 
The latter three materials behave similarly despite their different crystal struc-
tures and different ratios of mass and electronegativity of their atomic con-
stituents. Significant vibrational anisotropy is thus present in the materials 
studied with a non-Bravais lattice structure. Furthermore, it is more pronounced 
for the binaries compared to mono-elemental Ge. 
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As noted by Fornasini et ai, the main contribution to the third cumulant 
comes from the anharmonicity of the crystal potential [23]. InP, CdSe [26] and 
Cu [23] all show very similar values for C3 ranging from 9 to 15 x 10"^ A^ at 
room temperature. For Ge, a slightly lower value of 3 x A^ has been re-
ported [25, 107]. In contrast, Agl exhibits much greater anharmonicity, with 
C3 ~ 80 X 10-5 [24 . 
The degree of correlation governing the motion of the different NN shells 
becomes apparent when comparing the EXAFS MSRDs to the MSDs deter-
mined by XRD. The one-dimensional MSD has been calculated by MSDin+p = 
{Bin + -Bp)/87r2 and MSDi^+in = {Bin + Bin)/Sn'^ for In-P and In-In pairs, re-
spectively, where i?i„ and Bp are the XRD Debye-Waller factors for In and P 
atoms, respectively (see Eq. (5.10)). Experimental XRD B values of InP are re-
ported for room temperature by Saravanan et al. [108] while Reid calculated B 
values for a variety of zincblende materials over a large temperature range [109 . 
Schowalter et al. recently computed and parametrized the MSD temperature 
dependence for group IV, III-V and II-VI semiconductors [110]. The values are 
shown in Fig. 5.8 (a) and (b) for In-P and In-In pairs, respectively. Also plotted 
are the first NN MSRD|| and M S R D i / 2 and the third NN MSRD|| in panel (a). 
The second NN MSRD|| is shown in panel (b). Since all MSDs and MBRDys 
represent atomic motion along a line, a factor of 1/2 was applied to the MSRDx 
(which describes atomic motion in a plane) for comparison. 
Considering the first NN shell (Fig. 5.8 (a)), it is now evident that the 
M S R D | | is much smaller than the M S D while the M S R D _ L / 2 is very similar. The 
MSD values reported by Schowalter et al. were calculated based on the assump-
tion that thermal vibrations of individual atoms are isotropic [110]. The sum of 
the first two terms in the last line of Eq. (5.9) thus corresponds to the MSDin+p. 
A smaller M S R D | | is then only possible if the absorber and backscatterer vi-
brations along the bond direction are at least partially m phase resulting in a 
positive displacement correlation function (given by the last term of Eq. (5.9)). 
Using Eq. (5.11), the M S R D Y lower limit for the case of vibrations perfectly 
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Figure 5.8: MSDs and MSRDs for (a) In-P and (b) In-In pairs of c-InP. Tlie MSD 
values were derived from the data measured by Saravanan et al. [108] (open stars) 
and calculated by Reid [109] (x crosses) and Schowalter et al. [110] (+ crosses). The 
lines give the corresponding Einstein fits. 
in phase has been calculated from the MSD values by Schowalter et al. [110 
and amounts to 0.04 x 10"^ A^ at 295 K. This value is significantly smaller than 
the measured MSROy = 4.3 ± 0.2 x lO'^ A^. The difference between MSD and 
MSRD|| values is thus consistent with a strong (but not complete) in-phase-
motion of the neighboring atoms along the bond direction. In contrast, as a 
consequence of the similarity of MSD and MSRDj_/2, the last term in Eq. (5.12) 
is negligible indicating that the vibrations perpendicular to the bond direction 
are mostly uncorrelated. 
This behavior is further illustrated by the Einstein temperatures 0 e given 
in Table 5.4 that were obtained from best fits of the data with the Einstein 
model (Eq. (5.17) and Fig. 5.8). While relative vibrations parallel to the bond 
direction are characterized by G^ || = 392 ± 8 K, the value for relative vibrations 
perpendicular is = 160 it 20K in good agreement with = 174 ± 2K 
for the MSDin+p. No direct measurement of the Einstein temperature for InP 
has been reported so far. Debye temperatures published in the literature range 
from 210 to 440 K depending on the temperature and method of determina-
tion [78,111]. Einstein temperatures reported for the EXAFS first NN MSRDu 
of Ge range from 350 to 360 K [25,27,107] while for GaAs = 3 6 0 ± 2 0 K [28 
was observed. 
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c-InP Oe (K) 4atic (10-^A2) 
In-P MSD,„+p [109] 174 ± 2 -1.2 ± 0.2 
MSD,n+P [110] 174 ± 2 -1.0 ± 0.2 
MSRD|| 392 ± 8 0.0 ± 0.2 
P<NN V2 MSRDx 160 ± 20 -3 ± 10 
3'-<^ NN MSRD|| 200 ± 10 0.4 ± 0.7 
In-In MSDin+In [109] 105 ± 1 -0.3 ± 0.1 
MSD,n+In [110] 112 ± 1 -0.2 ± 0.1 
MSRD|| 143 ± 5 1.1 ± 0.2 
Table 5.4: Einstein temperature 9 e and static contribution to the Debye-Waller 
factor as determined from fits with a correlated Einstein model for c-InP. scat ic 
Though the significant difference between relative vibrations parallel and 
perpendicular to the bond direction may at first seem surprising, it is consistent 
with the well-known behavior of Ill-V semiconductor ternary alloys where the 
lattice mismatch of the binary compounds is accommodated primarily by bond 
angle relaxation and to a much lesser extent by bond length relaxation (see 
Chapter 6 and references therein). Bond bending is thus energetically much 
more favorable than bond stretching. Since relative vibrations parallel to the 
bond require bond stretching whereas relative vibrations perpendicular to the 
bond mainly involve bond bending, the observed vibrational anisotropy can be 
easily understood. 
Many of the models that describe the structural distortions in ternary alloys 
use the Keating potential which consists of bond stretching and bond bend-
ing terms (see Eq. (6.2) in Section 6.1.2) [112], The corresponding force con-
stants a and (3 are deduced from fitting experimental bulk moduli and elastic 
constants [113, 114], Considering only the bond stretching term for a single 
bond and comparing the coefficient of the harmonic contribution with the pair-
potential given by Eq. (5.18) in Section 5.1.3, it follows that fc^^j = 3q;. The 
value of = 1 0 7 ± 4 N m ' ^ obtained herein indeed agrees reasonably well with 
the values of 3a = 129 Nm"^ and 3a = 121 Nm'^ reported by Martin [113] and 
Chen and Sher [114], respectively. Furthermore, the ratio of parallel to per-
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pendicular force constants determined in this work, ~ 6, agrees well 
with the ratio of bond stretching to bond bending force constants, a//? ~ 7 
and a//? ~ 6, reported in [113] and [114], respectively. The strong vibrational 
anisotropy observed for InP in this study is clearly related to the difference in 
energy required for bond bending and bond stretching in III-V semiconductors 
with the zincblende structure. 
Second and third NN shells 
Comparing the MSRDy of the first three NN shells with the corresponding 
MSD (Fig. 5.8 (a) for In-P pairs and (b) for In-ln pairs), the following is observed: 
(i) The first NN MSRD|| is significantly smaller than the MSDin+p due to a 
strong correlation of the first NN atomic motion as discussed above. 
(ii) The second NN MSRD|| is considerably larger than that of the first NNs 
but still significantly lower than the MSDin+in. 
(iii) The third NN MSROy closely approaches the MSDjn+p values. 
These observations indicate that the degree of correlation governing the atomic 
motion decreases rapidly with increasing distance between the absorber-
backscatterer pair. Correspondingly, the difference between the Einstein tem-
peratures for MSRD|| and MSD decreases with increasing scattering distance. A 
similar observation was reported for GaAs where the third NN MSRDii agrees 
well with the corresponding MSDca+As [28]. Note that for GaAs the Einstein 
temperatures decrease continually with increasing NN distance, while for InP 
the second NN value is smaller than that of the third NN, ©I?], = 143 ± 5 K < 
jl = 200 ± 10 K, due to the large difference in reduced mass for In-P and In-In 
pairs (negligible for GaAs). 
The decrease of correlated motion for the higher shells is consistent with 
the lack of physical bonds between the absorber and second or third NNs. A 
change of first NN distance requires energetically unfavorable bond stretching. 
In contrast, a change of second or third NN distance can be achieved by bond 
bending at the bridging atom without changing first NN bond lengths ( see Sec-
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tion 6.5.3). Additional bridging atoms thus make it more likely that energetically 
favored bond bending will lead to a change in the corresponding higher NN dis-
tance. Hence, the correlation of vibrations along the absorber-backscatterer line 
strongly decreases for the higher shells and already approaches the MSD for the 
third NN shell (two bridging atoms). 
5.5.2 Amorphous InP 
In contrast to the crystalline phase of InP which comprises only heteropolar 
bonds (In-P), the amorphous phase contains both heteropolar and homopolar 
bonds (P and In atoms, respectively, in the first NN shell around the In absorber). 
Tables 5.5-5.8 list the first NN structural parameters obtained for as-irradiated 
and relaxed SHI and LEI samples. Figure 5.9 plots the values versus tempera-
ture T for In-P and In-In contributions. For In-P (Fig. 5.9 (a), (c) and (e)), the 
first NN parameters of c-InP are also included for comparison. Tables 5.9 and 
5.10 summarize the parameters obtained from the corresponding best fits using 
Eqs (5.17) and (5.19). 
The EXAFS Debye-Waller factors for the first NN In-P pairs (Fig. 5.9 (c)) 
for all amorphous samples are much higher than the crystalline values but with 
a similar temperature-dependence. cr|xAFS foi" ^^e LEI and SHI samples are very 
similar with the values of the relaxed phase slightly lower than those of the as-
irradiated state. This behavior is reflected by the parameters determined from 
the Einstein fits: ©E"| ~ 390 K for c-InP, ~ 370 K for as-irradiated a-InP and 
~ 380 K for relaxed a-InP. A slightly lower Einstein temperature of the amor-
phous phase compared to that of the crystalline phase has also been reported for 
Ge (330 ± 10 K and 360 ± 10 K, respectively [27]) and is consistent with slightly 
looser or floppier bonds in the amorphous material. The static contribution is 
zero for c-InP whereas ~ 3 x 10"^ A^ for a-InP. Hence, thermally 
induced disorder is very similar for c-InP and a-InP while structural disorder is 
clearly much higher in the amorphous phase. 
The other In-P parameters yield similar findings (Fig. 5.9 (a) and (e), re-
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-^st NN In-P NN In-In 
T -REXAFS 2 '^'EXAFS C3 I ? E X A F S 
2 
' ' ' EXAFS 
(K) (A) (10-3 A2) (10-5 A3) (A) (10-3 A2) 
20 2.584 ± 0.003 5.6 ± 0.2 22 ± 7 2.799 ± 0.006 5.8 ± 0.5 
55 2.587 ± 0.003 5.8 ± 0.2 23 ± 7 2.802 ± 0.005 5.3 ± 0.4 
90 2.588 ± 0.004 5.9 ± 0.3 30 ± 8 2.797 ± 0.006 5.8 ± 0.5 
125 2.590 ± 0.004 6.3 ± 0.2 26 ± 8 2.806 ± 0.006 5.8 ± 0.5 
160 2.590 ± 0.005 6.7 ± 0.3 30 ± 1 1 2.807 ± 0.008 6.3 ± 0.7 
205 2.594 ± 0.006 6.9 ± 0.4 45 ± 13 2.813 ± 0.009 6.7 ± 0.9 
250 2.594 ± 0.004 7.5 ± 0.3 40 ± 11 2.812 ± 0.007 6.7 ± 0.6 
295 2.593 ± 0.004 7.8 ± 0.3 46 ± 9 2.807 ± 0.007 8.2 ± 0.7 
Table 5.5: Structural parameters obtained for the as-irradiated SHI sample. 
pf NN In-P NN In-In 
T •REXAFS 2 " •EXAFS C3 ^ E X A F S 
2 
" •EXAFS 
(K) (A) (10-3 A2) (10-5 A3) (A) (10-3A2) 
20 2.576 ± 0.003 5.0 ± 0.2 16 ± 6 2.796 ± 0.006 5.8 ± 0.5 
55 2.584 ± 0.002 5.2 ± 0.2 30 ± 5 2.813 ± 0.004 5.5 ± 0.4 
90 2.582 ± 0.003 5.5 ± 0.2 20 ± 6 2.800 ± 0.006 6.1 ± 0.5 
125 2.581 ± 0.003 5.7 ± 0.2 22 ± 6 2.804 ± 0.006 5.9 ± 0.5 
160 2.583 ± 0.003 5.6 ± 0.2 27 ± 6 2.796 ± 0.006 6.8 ± 0.5 
205 2.587 ± 0.003 6.1 ± 0.2 31 ± 6 2.806 ± 0.006 7.2 ± 0.6 
250 2.585 ± 0.003 6.7 ± 0.2 30 ± 7 2.799 ± 0.007 7.8 ± 0.7 
295 2.590 ± 0.003 7.2 ± 0.2 40 ± 6 2.808 ± 0.007 8.5 ± 0.6 
Table 5.6: Structural parameters obtained for the relaxed SHI sample. 
spectively). Ai?EXAFS values are very similar for all amorphous samples (with 
the relaxed values slightly lower than those for the as-irradiated samples) but 
significantly higher than the crystalline values. The latter is typical for semi-
conductors [20,115] and is consistent with sampling more anharmonicity of the 
interatomic potential due to increased disorder in the amorphous phase. For 
both a-InP and c-InP, the temperature dependence of Ai?EXAFS is small. C3 
values of all a-InP samples are very similar and significantly higher than that 
of c-InP. Nevertheless, both phases show approximately the same temperature 
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p t N N In-P N N In-In 
T 2 ' ' 'EXAFS .REXAFS '''EXAFS 
(K) (A) (10-3 A2) (10-5 A3) (A) (10-3 A2) 
20 2.586 ± 0.003 5.8 ± 0.2 19 ± 6 2.813 ± 0.004 4.4 ± 0.3 
55 2.591 ± 0.003 5.7 ± 0.2 29 ± 6 2.814 ± 0.004 4.3 ± 0.3 
90 2.591 ± 0.003 6.0 ± 0.2 29 ± 6 2.816 ± 0.004 5.1 ± 0.3 
125 2.593 ± 0.003 6.2 ± 0.2 34 ± 7 2.818 ± 0.005 5.5 ± 0.4 
160 2.592 ± 0.003 6.4 ± 0.2 35 ± 7 2.813 ± 0.005 5.5 ± 0.4 
205 2.592 ± 0.003 7.0 ± 0.2 27 ± 7 2.818 ± 0.004 5.3 ± 0.3 
250 2.591 ± 0.003 7.3 ± 0.2 37 ± 8 2.811 ± 0.006 7.0 ± 0.6 
295 2.597 ± 0.003 8.0 ± 0.2 44 ± 8 2.820 ± 0.006 6.6 ± 0.5 
Table 5.7: Structural parameters obtained for the as-irradiated LEI sample. 
N N In-P N N In-In 
T 2 ' '"EXAFS C3 .REXAFS 
2 
"•EXAFS 
(K) (A) (10-3 A2) (10-5 A3) (A) (10-3 A2) 
20 2.580 ± 0.002 5.3 ± 0.2 18 ± 5 2.808 ± 0.004 4.4 ± 0.3 
55 2.584 ± 0.003 5.5 ± 0.2 24 ± 6 2.807 ± 0.005 4.6 ± 0.4 
90 2.582 ± 0.002 5.6 ± 0.2 26 ± 5 2.805 ± 0.004 5.0 ± 0.3 
125 2.583 ± 0.003 5.8 ± 0.2 26 ± 5 2.805 ± 0.005 5.2 ± 0.4 
160 2.583 ± 0.002 6.2 ± 0.2 27 ± 5 2.811 ± 0.005 6.1 ± 0.4 
205 2.585 ± 0.003 6.6 ± 0.2 26 ± 7 2.808 ± 0.006 5.7 ± 0.4 
250 2.587 ± 0.003 6.9 ± 0.2 33 ± 7 2.809 ± 0.007 6.5 ± 0.6 
295 2.587 ± 0.003 7.3 ± 0.2 35 ± 7 2.805 ± 0.006 6.6 ± 0.5 
Table 5.8: Structural parameters obtained for the relaxed LEI sample. 
dependence as confirmed by the fcg values given in Table 5.9 which are the same 
within experimental uncertainty. In contrast, the static contribution to the third 
cumulant is zero within uncertainty for c-InP but ranges from 19 to 25 x 10"^ A^ 
for a-InP. 
No comparison with c-InP is possible for the first NN In contribution 
(Fig. 5.9 (b) and (d)) since homopolar bonds do not exist in the crystalline 
zincblende phase. For both amorphous samples, the In-In Debye-Waller factors 
of the as-irradiated state are comparable to those of the relaxed phase. The 
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the In-P third cumulant C3. For In-P, the parameters of c-InP are also included for 
comparison. The lines give the corresponding Einstein fits. 
SHI sample exhibits slightly higher values than the LEI sample as addressed 
in Section 4.4.1. The first NN In-In distances are similar and independent of 
temperature for all amorphous samples though the temperature evolution of 
Ai?EXAFS is not physically meaningful without a temperature-dependent C3 in-
cluded in the fit. The In-In C3 values determined for the four a-InP samples at 
T = 20 K agree within experimental uncertainty (see Table 5.2). 
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V N N In-P ©E.ll 
2 
"•statical fc3 C's,static 
(K) (10-3A2) (kgA-i; s-2) 
c-InP 392 ± 8 0.0 ± 0.2 120 ± 30 -1 ± 7 
a-InP SHI as-irrad. 370 ± 10 3.1 ± 0.2 230 ± 50 22 ± 6 
relaxed 382 ± 10 2.6 ± 0.2 200 ± 50 19 ± 6 
a-InP LEI as-irrad. 369 ± 10 3.1 ± 0.2 150 ± 50 25 ± 6 
relaxed 384 ± 10 2.9 ± 0.2 150 ± 50 21 ± 6 
Table 5.9: Einstein temperature 9e,||, static contribution to the Debye-Waller fac-
,, anharmonic constant fcs and static contribution to the third cuniulant tor a static. 
static as determined for first NN In-P pairs in c-InP and a-InP. 
V* N N In-In ©E,|| 
2 
'^ 'static.ll 
(K) (10-3A2) 
a-InP SHI as-irrad. 260 ± 20 3.9 ± 0.3 
relaxed 240 ± 20 3.9 ± 0.3 
a-InP LEI as-irrad. 260 ± 20 3.0 ± 0.3 
relaxed 270 ± 20 3.1 ± 0.3 
Table 5.10: Einstein temperature G e . i i and static contribution to the Debye-Waller 
factor o-gtatic II ^ determined for first NN In-In pairs in c-InP and a-InP. 
Comparing the Einstein temperatures © e j of the amorphous samples with 
those obtained from the c-InP MSD and MSRD|| is instructive. Despite the 
subtle differences of the 0e,|| values given for In-P in Table 5.9 and discussed 
above, they are much closer to each other 370 - 390 K) than to the value 
obtained from MSDin+p 170 K). Similarly, G e j i for the first NN In-In pairs 
of the amorphous samples is much higher than the value for MSDin+in 260 K 
compared to ~ 110 K, respectively). Assuming the MSDs for both phases are 
of a similar order, vibrations of first NN atoms along the bond direction in the 
amorphous material must be correlated in a manner similar to that observed 
for c-InP with a strong (but not complete) in-phase-motion of the neighboring 
atoms. 
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Thus, comparing crystalline and amorphous phases, two main conclusions 
can be drawn: 
(i) The thermal behavior (©E,||, k^) is similar for a-InP and c-InP whereas 
the structural disorder (o-gtatic,||' C ' s , s t a t i c ) is much higher in the amorphous 
phase than in the crystalline phase. 
(ii) Relative motion of first NN atoms parallel to the bond direction is reduced 
by a similar amount for a-InP and c-InP when compared to the MSD. 
Atomic motion is determined by the energy required to stretch and bend the 
bonds between atoms. The observed thermal and vibrational behavior thus sug-
gests that the bonding character and hence the interatomic potential is similar 
for the two different phases. 
5.6 Summary 
Structural parameters of crystalline and amorphous InP have been deter-
mined using EXAFS measurements over a temperature range of 20 to 295 K. 
EXAFS is sensitive to the correlated motion of the atoms and thus yields 
valuable insight into the phase relation of atomic vibrations. Furthermore, by 
comparing XRD and EXAFS measurements, one can distinguish between vibra-
tions parallel and perpendicular to the line connecting the absorber-backscatterer 
pair. For the first NN shell in c-InP, a strong vibrational anisotropy is observed 
where relative vibrations parallel to the bond are significantly smaller than the 
uncorrected MSD determined by XRD while relative vibrations perpendicular 
to the bond are very similar. This is consistent with a strong (but not complete) 
in-phase-motion of the neighboring atoms along the bond direction and mostly 
uncorrelated vibrations perpendicular to it. Such behavior can be understood by 
considering the energy required for the two types of motion: Relative vibrations 
along the bond require bond stretching while relative vibrations perpendicular 
to the bond mainly change the bond angle and thus involve bond bending. For 
III-V semiconductors with the zincblende structure, bond bending is energeti-
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cally favored over bond stretching with a ratio of ~ l / 6 for the corresponding 
force constants. A similar factor is obtained in the present study when com-
paring the force constants for relative vibrations perpendicular and parallel to 
the bond direction. The correlation of vibrations along the line of the absorber-
backscatterer pair strongly decreases for the higher NN shells given changes of 
the bond angles alter the higher NN distances even if the first NN bond length 
remains unchanged. For the third NN shell, the amplitude of relative vibrations 
along the line of the two atoms already approaches the uncorrelated MSD. For 
a-InP, a strong increase of structural disorder is observed compared to c-InP, 
however, the temperature-dependent behavior and thus the thermally induced 
disorder are very similar for both phases. Furthermore, a strong reduction of 
first NN relative vibrations parallel to the bond is likely, similar to what is 
observed for c-InP. The similarities in vibrational behavior of crystalline and 
amorphous InP suggest that the bonding character is similar for the two phases 
despite their difference in structure. 
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CHAPTER 6 
Composition-dependent 
structure of Gai-^In^P alloys 
The interatomic distance distributions of the first three NN shells around Ga 
and In atoms in Gai-j^In^P alloys were studied as a function of composition x. 
The mean value and standard deviation were determined for each atomic-pair. 
Different model calculations are discussed and compared to the experimental 
results. The extent of bond length and bond angle relaxation is evaluated. 
6.1 Theoretical calculations 
6.1.1 Bond length and bond angle relaxation 
The two end-point binary compounds (AC and BC) of a ternary system 
Ai_j.Ba.C often vary significantly in lattice constant due to the different size 
of their constituents. GaP and InP, for example, have lattice constants of 
5.45 A and 5.87 A , respectively, corresponding to a relative difference of 8 % [78 . 
As a consequence, the question arises of how this lattice mismatch is accommo-
dated in the atomic-scale structure of the ternary alloy. 
Many materials, among them Gaj.^In^P and Gai-^In^^As [78], exhibit a 
lattice constant that varies linearly with composition x between the two binary 
values, a behavior known as Vegard's Law [116]. The so-called virtual crystal 
approximation (VGA) hence assumes all atoms to occupy sites of an undis-
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torted crystal lattice with the lattice constant determined by x [117]. All pairs 
of neighboring atoms have the same bond length and the bond angles remain 
unchanged. In contrast, Pauling and Huggins ( P & H ) assume the conservation 
of atomic radii which results in different bond lengths for the A-C and B-C 
pairs independent of x and identical to those of the binary compounds [118 . 
The lattice mismatch in this case is accommodated by adjustment of the bond 
angles. Figure 6.1 shows the A-C and B-C bond lengths, ^ac and dsc, respec-
tively, versus composition x for the VCA and P & H limits. As will be discussed 
in Section 6.2, experiments on a variety of Ill-V, II-VI and 1-VII ternary alloys 
have shown the first NN distance distribution to be bimodal and closer to the 
P & H limit than the VCA (see Fig. 6.1). Considering the dilute limit of an im-
purity atom B in a crystal AC (denoted as AC:B), the dimensionless relaxation 
parameter e is defined as the difference between the impurity bond length d^^^ 
and the host bond length d^g'® = df^ relative to the bond length difference of 
the two binaries: e = (^g^^ - - 4 c ) (see Fig. 6.1). The VCA thus 
corresponds to e = 0, the P & H limit to e = 1. 
o 
J 
0.0 
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0.2 0.4 0.6 
• r ' 1 ' 1 ' 1 • 
P & H ^ 
experimental '^ "c ^ 
.AC:B ^ "bc 
ibin 
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BC 
Figure 6.1: A-C and B-C bond lengths, ^ac and d e c , respectively, versus compo-
sition X in the ternary alloy Ai-xB:rC. Shown are the VCA limit (e = 0), the P&H 
limit (e = 1) and typical experimental results (e = 0.8). 
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6.1.2 Models for the first NN shell 
A number of models have been proposed to describe the first NN structure of 
ternary alloys, predominantly dating back to the 1980s [114,119-123]. Table 6.1 
summarizes the main assumptions of the models described below and lists the e 
values thus obtained. 
Many of the early works only consider the dilute limit which has the advan-
tage that the resulting symmetry around the impurity atom simplifies the calcu-
lation. Some authors then proposed a hnear dependence for the first NN distance 
between the two end points as suggested by early experimental works [124 
dVCA(^ ) = W^n ^ ^^^Un ^ W^n _ ( j _ 
df,c{x) = + = (iVCA(x)-exAd^'" (6.1) 
= - (1 - e)(l - = + e(l -
with being the VGA distance at composition x and Ad'"'" = d^g - df^. 
The simplest model is that of Shih et al. [119]. It considers an impurity 
atom B and calculates the displacement of the surrounding first NN C atoms 
keeping all other atoms fixed. A harmonic potential is assumed for the first 
NN interactions with a geometric approximation to correlate the B-C and A-C 
distances. A single force constant is used for both bond types. The result is 
independent of the nature of the A, B, and C atoms and depends only on the 
crystal geometry (for details see Appendix B). For the zincblende structure, 
e = 0.75 is obtained. 
More elaborate models use the valence force field (VFF) potential by Keat-
ing [112,113] to describe the distortion energy U 
• ^ ' • ' ^ . X (6.2) 
/ Wij [d . d - H^ '" • 
ij \ » 3 / 
The sum of the first term includes all bond vectors d, which are allowed to 
relax and represents the distortion energy due to bond stretching with the cor-
responding force constants o;,. Qj depends on the type of atoms that constitute 
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Model Ref. dilute bond 2nd NN Al A2 GaP:In InP:Ga 
limit bending relaxation 
Shih et. al [119] yes no no yes yes 0.75 0.75 
Martins & Zunger I [120] yes yes yes yes yes 0.63 0.73 
Martins & Zunger II [120] yes no no yes yes 0.73 0.77 
Chen & Sher [114] yes yes yes yes yes 0.70 0.80 
Balzarotti et. al [122] no no no no no 0.78 0.73 
Test 1 yes no no yes no 0.78 0.73 
Test 2 yes no no no yes 0.73 0.77 
Srivastava et. al [123] no n/a n/a n/a n/a 0.82 0.78 
Cai & Thorpe I [125] no yes yes yes n/a 0.72 0.72 
Cai & Thorpe II [125] no yes yes yes n/a 0.66 0.77 
Silverman et. al [30] no yes yes ? ? 0.72 0.80 
Table 6.1: Main assumptions of the different models discussed in Chapter 6.1 and 
e values thus obtained. GaP:In refers to the case of In impurities in GaP, InP:Ga 
denotes Ga impurities in InP. 
the particular bond and denotes the undistorted bond vector in the corre-
sponding binary compound. The second sum includes all bond angles (formed 
by dj and dj ) which are allowed to relax and represents the distortion energy 
due to bond bending with the corresponding force constants Pij. The bond 
stretching and bond bending force constants are determined for the binary com-
pounds by fitting experimental elastic constants and bulk moduli [113,114,125 . 
The values obtained for GaP and InP are hsted in Table 6.2. For application of 
Eq. (6.2) to ternary systems, the force constants of the corresponding binaries 
are typically used. 
Martin Chen & Sher Cai & Thorpe 
a (N m" 1) ^ ( N m - i ) a ( N m - i ) (3 ( N m - i ) Q (Nm-1) (3 ( N m - i ) 
GaP 47.32 10.44 44.764 10.737 44.50 10.69 
InP 43.04 6.24 40.363 6.543 39.52 6.60 
Table 6.2: Bond stretching and bond bending force constants, a and (3, respectively, 
for GaP and InP by Martin [113], Chen and Sher [114] and Cai and Thorpe [125]. 
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Martins and Zunger use the VFF potential described above to calculate the 
relaxation of first and second NN shells surrounding an impurity atom (Mar-
tins & Zunger I) [120]. Including the bond bending terms and relaxing the second 
NN shell change e in opposite directions. Not including the two effects (Mar-
tins & Zunger II) thus gives a better result compared to experimental values than 
including only one. Both models use the following two approximations during 
the calculation: (Al) inchiding only the harmonic terms of the potential and 
(A2) approximating the geometric relation between A-C and B-C distances (for 
details see Appendix B). 
Chen and Sher consider not only the distortion energy due to bond stretch-
ing and bond bending but also "chemical" effects such as differences in binding 
energy and chemically driven charge redistribution [114], Their extensive work 
further calculates various VFF models that differ in whether or not bond bend-
ing terms are included in the potential and in how the relaxation of higher NN 
shells is treated. For the case of In impurities in GaP, the e values obtained with 
the different models vary by up to Ae ~ 0.30 illustrating the huge influence such 
choices have on the calculated results. 
Balzarotti et al. calculate the ternary A-C and B-C distances for the entire 
compositional range of Cdi-xMn^Te and Gai_j^In^As, using the Keating VFF 
potential (Eq. (6.2)) but without the bond bending terms and fixing the second 
NN atoms [121, 122]. In the dilute limit this model therefore corresponds to 
Martins & Zunger II except that the two approximations A l and A2 are not 
apphed. Following their methodology, the Ga-P and In-P distances were calcu-
lated in this work as a function of x (for details see Appendix B). To separately 
evaluate the influence of the two approximations Al and A2, calculations have 
also been performed in the dilute limit including either one but not the other 
approximation (Test 1 and 2, respectively). 
Srivastava et al. take a somewhat different approach using first-principles 
atomic pseudo-potentials but also calculate the first NN distances for the whole 
compositional range [123]. The corresponding e values are 0.78 and 0.82 for 
Ga-P and In-P, respectively. 
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6.1.3 Models including the second N N shell 
All the models discussed so far concentrate on the first NN interatomic dis-
tance with only a few simulations predicting multimodal distance distributions 
for the second NN shell [122], Based on the Kirkwood VFF potential [126], 
Cai and Thorpe derived expressions for the mean value and the width of the 
first NN distance distributions and for the second NN distances of the various 
atomic pairs [125,127]. Their topological rigidity parameter a** depends on the 
bond stretching and bond bending force constants and is equivalent to e. The 
e = a** values given in Table 6.1 are derived from the force constants given by 
Cai and Thorpe assuming mean values (Cai & Thorpe I) or taking individual 
values (Cai & Thorpe II) for Ga-P and In-P bonds. An alternative approach is 
to determine the e value that best represents the first NN distances and to use 
this value to predict the second NN distances 
dAsix) = - e\{2x - D y f A d - (6.3) 
^ B B ( X ) = + e ( l -
The extensive work on Gai_:i;InxP by Silverman et al. starts from a thermo-
dynamic description of the alloy structure including energetic and entropic terms 
with configurational, positional and vibrational contributions [30]. Among other 
properties, the first and second NN distance distributions as well as bond angle 
distributions are calculated. 
6.2 Structure of ternary systems 
6.2.1 First N N shell 
A bimodal distance distribution with values much closer to the P & H limit 
than the VCA (see Fig. 6.1) has been observed in a large number of materials 
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such as Gai.^In^rAs [124] and other III-V compounds [31,128], various II-VI 
ternary alloys [31,121,122,129] and in Ki_^Rb^Br and RbBri_^I^ [130,131. 
The behavior of the III-V ternary alloys is characterized by e = 0.75 — 0.80 
and a hnear dependence of the bond lengths on composition x. In the sole 
brief report on Gai-^In^P alloys, Boyce and Mikkelsen give e = 0.80 ± 0.05 and 
e = 0.76 ±0.05 for GaP:In and InP:Ga, respectively [31]. However, this study is 
limited to the first NN shell and no experimental data is available for the higher 
shells despite the extensive calculations by Silverman et al. [30] and the techno-
logical importance of Gai-^In^P alloys [5,7,8]. Compared to bulk material or 
relaxed layers, the situation is somewhat different in epitaxially grown strained 
thin films as shown by Woicik et al. for the case of buried Gai_xIn^As layers 
grown on InP [132,133]. Here the first NN distances were observed to decrease 
with composition x and exhibited a slight nonlinear bowing of the curves. The 
authors conclude that the tetragonal distortion due to the external strain im-
posed by the substrate opposes the natural distance distortions due to alloying. 
Considering bulk material again, the H-VI compounds show e values similar 
to those of the III-V alloys but with a small deviation from the linear behav-
ior [125]. The early works on the ionic alloys Ki^^-Rb^Br and RbBri_a.Ij. yielded 
significantly lower e values of 0.55 — 0.65 but also a hnear dependence on com-
position [130]. In contrast, DiCicco et al. recently included deviations from the 
Gaussian distribution in the fits for RbBri_j^l2; and thus obtained e = 0.75 — 0.80 
and considerable bowing of the curves [131 . 
6.2.2 Second N N shell 
For Gai-i^In^-As, Mikkelsen and Boyce found that the As-As distance distrib-
ution is clearly bimodal (corresponding to a bridging Ga or In atom) and strongly 
deviates from the VGA [32]. In contrast, the cation-cation mean distances are 
much closer to the VGA. Nevertheless, they still systematically follow the rela-
tion Ga-Ga < Ga-In < In-In. Using high-energy XRD, Jeong et al. find the As 
displacements to be highly directional whereas the In and Ga displacements are 
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smaller and more isotropic [134], Experimental results for other materials are 
also consistent with a strong distortion of the sublattice occupied by a single 
atom species whereas the mixed sublattice is close to the VGA albeit signifi-
cantly broadened [128-130,135]. The effect of external strain on the second and 
third NN distances in Gai-j^In^As/lnP and InAsxPi-^/InP strained thin fihns 
has been studied by Tormen et al. [136] and PascareUi et al. [135], respectively. 
6.3 Experimental details 
6.3.1 Sample preparation 
Gai_xIni,P/AlAs/GaAs heterostructures were fabricated by metal organic 
chemical vapor deposition, using GaAs substrates with a 10° miscut relative to 
the (100) direction to inhibit ordering of the mixed Ga/ ln sublattice. The com-
position of the Gai_:,In^P layer was determined by X R D and RBS. Figure 6.2 
shows the RBS backscattering yield Y versus channel number n measured in a 
random orientation for the three different stoichiometries grown (for experimen-
tal details on RBS measurements see Section 3.4). The spectra were fitted with 
500 
Figure 6.2: RBS backscattering yield Y versus channel nvimber n measured in a 
random orientation for the three different Gai-xIn^P stoichiometries grown (open 
symbols). Fitting (solid lines) was performed with the RUMP code [137]. The values 
obtained are listed in Table 6.3. 
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X 1 - X G^ainP (/um) tMKs ( n m ) 
(1) 0.34 ± 0.02 0.66 ± 0.02 0.83 ± 0.01 20 ± 5 
(2) 0.50 ± 0.02 0.50 ± 0.02 2.5 50 
(3) 0.70 ± 0.03 0.30 ± 0.03 0.59 ± 0.01 30 ± 5 
Table 6.3: Gai-xln^;? composition x, layer thickness icainP and AlAs 
layer thickness tAiAs for the three different stoichiometries as obtained from the best 
fits (see Fig. 6.2). For stoichiometry (2) the thicknesses given are nominal values 
since they could not be determined from the fitting procedure. 
the R U M P code [137] taking the In content and thickness of the Gai-xIn^P layer, 
X and icainP, respectively, and the thickness ^aias of the AlAs layer as variables. 
Table 6.3 lists the values determined from the best fits. The compositions of the 
three stoichiometries are x = 0.34 ± 0.02, x = 0.50 ± 0.02 and x = 0.70 ± 0.03. 
RBS/c measurements also confirmed the crystallinity of the epitaxial layers. 
To prepare samples suitable for EXAFS measurements, the Gai-^In^P layer 
was removed from the substrate by selective chemical etching. Figure 6.3 shows 
a schematic of the different preparation steps. The samples were first masked 
with wax to physically support the ternary layer. Then the AlAs layer was se-
lectively dissolved in HF(48%):H20 (1:10) over 24 hours. Afterwards, the wax 
was removed from the isolated Gai-a^In^P layer and the films were finely crushed 
and mixed with boron nitride. Diluted powder samples of GaP and InP were 
prepared as references. 
6.3.2 Measurement 
EXAFS measurements were performed in transmission mode at the Pho-
ton Factory, Japan. The Ga K-edge (10.367 keV) and In A'-edge (27.940 keV) 
Ga, .XP 
AlAs 
GaAs r 
Masking Etching Processing 
Figure 6.3: Schematic of the different sample preparation steps. 
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were measured at beam line 20B and NWlOA, respectively. For both edges the 
measurement temperature was between 10 and 20 K. 
6.4 Analysis 
6.4.1 EXAFS spectra 
The data were processed and analyzed using the IFEFFIT code [40] and 
the corresponding user interfaces ATHENA and ARTEMIS [41] as described in 
Section 2.4. FT was performed over a A;-range of A: = 2 - 14 A for both edges. 
Figure 6.4 (a) shows the fc^-weighted EXAFS signal as a function of k for GaP 
and Gao.5oIno.5oP measured at the Ga /\-edge. Figure 6.4 (b) shows the /c-spectra 
for Gao.5oIuo.5oP and InP measured at the In A'-edge. The corresponding FTs 
are plotted in Fig. 6.4 (c) and (d). 
For measurement at both edges, the peak at i? ~ 2 A in the FT spectra (due 
to scattering from first NN P atoms) is nearly identical for binary compound and 
ternary alloy. The other two ternary compositions exhibited similar behavior. 
In contrast, the contributions from the second and third NN shells in the region 
/? ~ 3 - 5 A change significantly with composition. For the binaries, scattering 
occurs at second NN Ga or In and third NN P atoms, whereas for the ternaries, 
scattering occurs at second NN Ga and In and third NN P atoms. 
6.4.2 Fitting 
Fitting of the first three shells was performed in radial space over a range of 
i? = 1.4 - 4.6 A and i? = 1.5 - 4.9 A for the Ga and In A'-edges, respectively, 
using multiple fc-weights = 1, 2, 3. The FEFF8 code [36] was used to calculate 
phase shifts and scattering amplitudes ab initio for GaP, InP and Gai-^In^P. 
The amplitude reduction factor and the threshold energy EQ were determined 
from the binary standards and were fixed while fitting the ternary samples. The 
coordination numbers N for the first and third NN shells (P) were set to the 
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Figure 6.4: fc^-weighted EXAFS spectra versus the photoelectron wave number k 
for (a) GaP and Ga0.50In0.50P measured at the Ga ii'-edge and (b) Ga0.50In0.50P 
and InP measured at the In A'-edge. (c), (d) Corresponding FTs as a function of the 
non-phase-corrected radial distance R. 
zincblende values of four and twelve, respectively. For the second NN shell, 
the sum of Ga and In coordination numbers was fixed to the zincblende value 
of twelve while the ratio of the two was chosen according to the composition 
determined from RBS measurements (see Table 6.3). The interatomic distance 
•Rexafs and Debye-Waller factor c tI^afs ^r each of the following scattering 
paths were floated: first NN P, second NN Ga, second NN In and third NN P, 
giving eight free parameters for each sample at each absorption edge measured. 
(Fits performed with the second NN Ga and In distances set equal in accordance 
with the VGA model were clearly inferior to those achieved with a bimodal dis-
tance distribution.) For the binary compounds only the corresponding second 
NN Ga or In scattering path was considered. The resulting best fits are shown 
in Fig. 6.5 (a) and (b) for measurement at the Ga and In K-edge, respectively, 
together with the back-transformed experimental data. 
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F i g u r e 6 .5 : fc^-weighted back-transformed experimental data and best fits as a 
function of k for measurements taken at the (a) Ga A'-edge and (b) In A'-edge. 
Graphs for different stoichiometries are offset for clarity. 
The fits described above were achieved with a single-scattering (SS) approx-
imation. Though MS contributions are absent for a first-shell analysis of the 
zincblende structure, their potential influence must be considered for the analy-
sis of higher shells such as that presented herein. It was found that the inclusion 
of MS contributions does not change the conclusions presented in Section 6.5. 
The neghgible influence of MS contributions is attributed to the presence of 
bond length and bond angle distortion in the ternary alloys under study. MS 
is extremely sensitive to the local geometric arrangement and thus to struc-
tural disorder. In the ternary alloys studied in this work, the MS amplitudes 
are attenuated to a greater extent than SS amplitudes and to a greater extent 
than in binary compounds. Furthermore, the F e f f calculation does not take 
into account the composition-dependent bond length and bond angle changes, 
reducing the accuracy for the phase shift and amplitude of the MS paths. As 
described above, the fitting model contains three SS contributions (with two 
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free parameters each) for the second and third shell. Increasing the number 
of paths by including MS contributions did not improve the quality of the fits 
appreciably. (Note that Tormen et al. included MS contributions in their study 
of thin, strained Gai-^rln^^As layers, however, no details are given as to how the 
parameters of the MS paths were treated [136]. Furthermore, the authors used 
a common Debye-Waller factor for the second NN shell, different to the model 
applied in this work.) Omitting third cumulants for the SS contributions is also 
justified given the number of free parameters already present in the model. It is 
further supported by the results presented for c-InP in Chapter 5 where it was 
shown that C3 of the first and second NN sheh was zero within uncertainty at 
low temperature. 
6.5 Results and discussion 
A schematic of the different first, second, and third NN atomic pairs in 
the Gai_2;Inj;P ternary phase is shown in Fig. 6.6. The structural parameters 
obtained for the first three coordination shells are summarized in Tables 6.4 
and 6.5 for measurements at the Ga and In A'-edge, respectively. Coordination 
number N, interatomic distance i?EXAFS and Debye-Waller factor cr|xAFS 
listed for each of the four scattering contributions. Figure 6.7 plots i?EXAFS and 
^EXAFS ^ function of composition x. 
(a) First NNs (b) Second NNs (c) Third NNs 
Figure 6.6: Interatomic distances (thick hnes) of the possible absorber-backscatterer 
pairs in Gai-^^Inj-P ternary alloys for measurement at the Ga and In K-edges. 
Ga A'-edge ist P 2nd NN Ga 2nd NN In 3rd NN P 
N i?EXAFS 0-|xAFS 
(A) (10-3 A2) 
N i?EXAFS '''EXAFS 
(A) (10-3 A2) 
N i?EXAFS '' 'EXAFS 
(A) (10-3 A2) 
N i ?EXAFS '' 'EXAFS 
(A) (10-3 A2) 
GaP 
Gao.66lno.34P 
Gao.5oIno.5oP 
Gao.3oIno.7oP 
4 2.342 ± 0.006 2.7 ± 0.8 
4 2.355 ± 0.004 2.7 ± 0.6 
4 2.361 ± 0.004 3.0 ± 0.6 
4 2.363 ± 0.005 2.8 ± 0.7 
12 3.854 ± 0.005 3.8 ± 0.5 
7.9 3.93 ± 0.02 7 ± 2 
6.0 3.96 ± 0.02 8 ± 3 
3.6 4.00 ± 0.04 7 ± 5 
4.1 3.98 ± 0.03 7 ± 3 
6.0 4.01 ± 0.02 7 ± 2 
8.4 4.06 ± 0.02 7 ± 2 
12 4.49 ± 0.01 4 ± 2 
12 4.60 ± 0.02 11 ± 4 
12 4.65 ± 0.03 12 ± 4 
12 4.72 ± 0.03 11 ± 4 
Table 6.4: Structural parameters for GaP and Gai-xIn^P samples measured at the Ga A'-edge. The coordination number TV, interatomic 
distance i?EXAFS and Debye-Waller factor ( T e x a f s listed. 
In A'-edge Ist NN P 2nd j^N Ga 2nd In 3rd NN P 
N i?EXAFS 
(A) (10-3 A2) 
N i?EXAFS 0-|xAFS 
(A) (10-3 A2) 
N -REXAFS CTEXAFS 
(A) (10-3 A2) 
N i?EXAFS (^EXAFS 
(A) (10-3 A2) 
Gao.66lno.34P 
Gao.5oIno.5oP 
Gao.3oIno.7oP 
InP 
4 2.506 ± 0.003 2.4 ± 0.3 
4 2.512 ± 0.003 2.4 ± 0.4 
4 2.521 ± 0.003 2.5 ± 0.4 
4 2.531 ± 0.005 2.5 ± 0.7 
7.9 3.98 ± 0.01 5 ± 1 
6.0 4.01 ± 0.02 8 ± 3 
3.6 4.07 ± 0.03 7 ± 4 
4.1 4.00 ± 0.02 4 ± 1 
6.0 4.05 ± 0.02 8 ± 2 
8.4 4.10 ± 0.01 7 ± 1 
12 4.157 ± 0.004 3.8 ± 0.4 
12 4.62 ± 0.02 11 ± 3 
12 4.66 ± 0.03 13 ± 4 
12 4.74 ± 0.02 11 ± 3 
12 4.85 ± 0.01 5 ± 2 
Table 6.5: Structural parameters for InP and Gai-xIn^P samples measured at the In A'-edge. The coordination number N, interatomic 
distance i?EXAFS and Debye-Waller factor CTexafs listed. 
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Figure 6.7: Structural parameters determined for GaP, InP and Gai_2^Inj;P as a 
function of composition x. Shown are the interatomic distances i?EXAFS and Debye-
Waller factors o-|xafs for scattering at the first NN P ((a) and (b)) , at the second NN 
Ga or In ((c) and (d)) and at the third NN P ((e) and ( f ) ) atoms. The dotted lines in 
panels (a), (c) and (e) represent the corresponding V G A and P & H limits. The solid 
lines in panel (a) represent the best linear fits of the data yielding e = 0.80 ± 0.04 for 
both Ga-P and In-P pairs. Theoretical calculations: The calculations by Srivastava 
et al. (dashed line), Shih et al. (dashed-dotted line), Silverman et al. (dash-double-
dotted line) and Balzarotti et al. (crosses) are shown in panel (a). The solid lines 
in panel (c) represent the calculations according to Ca i& Thorpe using e = 0.80 
determined from panel (a). Panel (b) gives the calculations by Ca i& Thorpe again 
with £ = 0.80 (dashed lines) and by Silverman et al. (crosses). For discussion of the 
various calculations see Section 6.1. 
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6.5.1 First N N distance distribution 
The first NN distance distribution is clearly bimodal (Fig. 6.7 (a)). The 
values for Ga-P and In-P mean distances exhibit a Unear dependence on the 
composition x and are much closer to the corresponding binaries values than 
to the VGA. A linear fit yields e = 0.80 ± 0.04 for both atomic pairs which 
agrees very well with the results of other III-V bulk alloys including the previ-
ous report for Gai-^In^.? (see Section 6.2) [31]. The Debye-Waller factors are 
constant within experimental uncertainty (Fig. 6.7 (b)) similar to the findings 
for other III-V and II-VI alloys [31,32,122,128], The first NN shell of the ternary 
phase thus resembles a mixture of the binary atomic environments, having two 
distance distributions corresponding to Ga-P and In-P bonds with mean values 
and widths similar to those of the binary compounds. 
Table 6.1 shows that all reported models yield e values between 0.63 and 
0.82 and thus, on average, slightly underestimate the experimentally determined 
extent of relaxation. Excellent agreement is found with the calculations by Sri-
vastava et al. [123]. Gomparing the different models, the following conclusions 
can be drawn: 
(i) Using the different values of force constants reported in the literature [113, 
114,125] for any given model yields only smah differences in e ( < 0.02) that 
are much smaller than the variation due to the use of different models. 
(ii) The choice of approximations is the most crucial factor to the resulting e 
value. As discussed by Martins and Zunger, including neither the bond 
bending terms in the VFF potential nor the relaxation of the second NN 
shell gives better results than including only one of the two effects. Using 
a harmonic approximation to the VFF potential (A l ) does not infiuence 
the calculated e values (Test 1). In contrast, approximating the geometric 
relationship between the A-G and B-G distances (A2) not only changes the 
absolute values of e but also the ratio between the values for GaP:In and 
InP:Ga (Test 2). As Gai and Thorpe argue, the relaxation in semiconduc-
tors extends out to a long range. Nevertheless, the simple models that only 
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consider relaxation of the first NN shell (Shih et ai, Martins & Zunger II 
and Balzarotti et al.) yield e values similar to those of the more complex 
calculations. It is therefore very difficult to judge the appropriateness of 
a certain approximation without performing the complete calculation and 
comparing the result with experiments such as those presented here, 
(iii) Most models give different e values for GaP:In and InP:Ga due to the 
different force constants of the two binaries. This is not observed exper-
imentally. The actual geometric arrangement determined by the energy 
balance of bond stretching versus bond bending appears insensitive to the 
difference in force constants. Instead, energy minimization favors a linear 
dependence of the lattice constant on composition x. In strained epitaxially 
grown thin films, on the other hand, the lattice constant is not free to ad-
just according to alloy composition and hence Vegard's Law is not obeyed. 
Under such circumstances the different force constants of the two binaries 
lead to a bowing of the curves as demonstrated by Woicik et al. [132,133 
for the case of strained Gai-^In^^As thin films. 
Cai and Thorpe [125] and Silverman et al. [30] both predict the standard 
deviation of the first NN distance distribution. The values are calculated for a 
temperature of 0 K, yielding zero for the two binaries. It can therefore be viewed 
as the purely static contribution to the Debye-Waller factor. Zero-point motion 
leads to a small but positive contribution to the Debye-Waller factor even at 
OK. The measurements presented herein were performed at 10-20K and thus a 
thermal contribution is to be expected. The resulting Debye-Waller factors for 
the binaries are small but non-zero. To compare the experimental results with 
the calculations, the binary value (determined experimentally) has been added 
to all calculated values. The predictions by Silverman et al. are closer to the 
experimental results than those of Cai and Thorpe (assuming e = a** = 0.80), 
though both are within experimental uncertainty. 
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6.5.2 Second and third N N distance distributions 
Similar to the first NN shell, the second NN distance distribution also fea-
tures different mean values for the different atomic pairs (see Fig. 6.6 (b)). As 
apparent in Fig. 6.7 (c), the Ga-Ga distance is smaller than the Ga-In distance 
which, in turn, is smaller than the In-In distance, very similar to what is re-
ported on Gai-^In^rAs by Mikkelsen and Boyce [32]. The values for the mixed 
pair determined at either the Ga or In /\-edge agree very well. The interatomic 
distances of all three pairs follow a linear dependence in x and have a similar 
slope. The second NN distance distribution thus still exhibits discrete mean 
distances corresponding to the different cation-cation pairs but the values are 
now much closer to the VGA. There is no obvious trend in the Debye-Waller 
factors when comparing the different atomic pairs (Fig. 6.7 (d)) but there is a 
significant increase for the ternaries compared to the binaries. Such findings 
are consistent with the mostly isotropic displacements of the mixed sublattice 
proposed by Jeong et al. [134] which would yield an average distance close to 
the VGA but a significantly broadened distribution. 
As discussed in the previous section, most models give similar e values de-
spite their very different assumptions. The model by Gai and Thorpe is the only 
one that also derives expressions for the mean second NN distances [125]. As 
for Gai-xIn^As, the predictions agree very well with the measurements when 
e = a** = 0.80, determined from a best fit of the first NN distances, is used (see 
Fig 6.7 (c)). The experimental findings are also in good qualitative agreement 
with the calculations by Silverman et al. [30]. Both the relation between the 
distances of the three different pairs, namely Ga-Ga < Ga-In < In-In, as well 
as the broadening of the distributions from the binaries towards x = 0.5 can be 
clearly seen in Fig. 6.7 (c) and (d). 
The mean third NN distance of the Ga-P pair is still systematically lower 
than that of the In-P pair but the difference is now within experimental un-
certainty (Fig. 6.7 (e)). The values show a linear dependence on x and agree 
well with the VGA. The Debye-Waller factors for both atomic pairs are nearly 
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identical for the ternaries and show a strong increase compared to GaP and 
InP (Fig. 6.7 (f)) . Averaging over various local arrangements, such as different 
bridging second NNs (see Fig. 6.6 (c)), thus makes the VGA a very good ap-
proximation for the interatomic distance of the third NN shell. The width of 
the distribution, though, is significantly broadened in the ternary alloys due to 
this averaging process. 
6.5.3 Tetrahedral bond angles 
Using the first and second NN distances, the tetrahedral bond angles 6 and 
the complementary bond angles 0 were calculated. Figure 6.8 shows a schematic 
of the different angles evaluated. The values for the tetrahedral bond angles 
<Ga-P-Ga, < Ga-P-In and <ln-P-In are hsted in Table 6.6 and plotted as a 
function of composition x in Fig. 6.9 (a). The corresponding complementary 
angles <P-Ga-Ga, <P-Ga-In, <P-In-Ga and <P- ln-In are given in Table 6.7 
and Fig. 6.9 (b). 
Gonsidering the tetragonal bond angles with a central P atom, the two binary 
values agree very well though they are slightly higher than the ideal zincblende 
value of 109.5°. Accordingly, the binary 0 values are slightly lower than the 
p ^ Ga-P-Ga 
Ga P-Ga-Ga 
(a) GaP 
In-P-In ^ n 
-In . X^^lJX In 
# # 
(b) InP 
^ Ga-P-In 
p Ga-P-Ga P-Ga-In 
In-P-In . O p 
-In-Ga P-In-In 
(c) Gai_^In^P 
Figure 6.8: Schematic of the different bond angles evaluated from the first and 
second NN distances. 
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6 (degree) < Ga-P-Ga < Ga-P-In < In-P-In 
GaP 110.7 ± 0.6 
Ino.34Gao.66P 113.1 ± 1.2 109.9 ± 0.7 105.9 ± 0.9 
Ino.5oGao.5oP 114.0 ± 1.2 110.7 ± 1.1 107.4 ± 1.0 
Iiio.7oGao.3oP 115.6 ± 2.2 112.4 ± 1.1 108.8 ± 0.6 
InP 110.4 ± 0.5 
Table 6.6: Tetrahedral bond angle 9 with P as central atom for GaP, InP and 
Gai_i,In;r P. 
zincblende value of 35.3°. This slight difference could be attributed to offsets 
in the absolute interatomic distance determination during the fitting, but it is 
clearly small compared to the change due to composition in the ternary alloy. 
As discussed in the previous section, the second NN distances follow the VGA 
more closely than the first NN distances. With increasing x the Ga-Ga dis-
tance thus increases to a greater relative extent than the Ga-P distance, leading 
to a larger < Ga-P-Ga tetrahedral bond angle and a smaller < P-Ga-Ga com-
plementary bond angle compared to the ideal zincblende values (see Fig. 6.8). 
Similarly, < In-P-In is expected to decrease from the ideal value with decreasing 
X while < P-In-In is expected to increase. Such behavior is readily apparent in 
Fig. 6.9 (a) and (b). In the mixed triangle, the bond angle (j) with a central Ga 
atom, < P-Ga-In (see Fig. 6.8), is very close to the value of < P-In-In in the "In 
triangle". Similarly, < P-In-Ga is only shghtly higher than < P-Ga-Ga. Thus, 
the complementary bond angle 0 is determined by the length of the opposite 
(f) (degree) < P-Ga-Ga < P-Ga-In < P-In-Ga < P-In-ln 
GaP 34.6 ± 0.3 
Ino.34Gao.66P .33.5 ± 0.6 36.3 ± 0.3 33.8 ± 0.3 37.1 ± 0.5 
Ino.5oGao.5oP 33.0 ± 0.6 35.9 ± 0.6 33.4 ± 0.5 36.3 ± 0.5 
Ino.7oGao.3oP 32.2 ± 1.1 35.0 ± 0.6 32.6 ± 0.6 35.6 ± 0.3 
InP 34.8 ± 0.2 
Table 6.7: Complementary bond angle (f) with either Ga or In as central atom for 
GaP, InP and Gai_xIn:,;P. 
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Figure 6.9: Values of the (a) tetrahedral bond angles 0 and (b) complementary bond 
angles 0 as a function of composition x. The solid line indicates the binary value 
determined herein whereas the dotted line represents the ideal zincblende value. The 
dashed lines in each panel are parallel and serve as a guide to the eye. A schematic 
of the different angles is shown in Fig. 6.8. 
bond, that is by the type of the other cation in the triangle. Furthermore, the 
values for all angles show a linear dependence on x with one slope for all 0 
and another one slope for all (f). The change of the tetrahedral and complemen-
tary bond angles with composition clearly demonstrates that lattice mismatch 
is accommodated in the ternary alloy by adjusting both bond lengths and bond 
angles. 
The distribution of tetrahedral bond angles with a central P atom shown 
by Silverman et al. does not differentiate between the various possible cation 
combinations (Ga-Ga, Ga-In or In-In) [30]. The mean value is relatively compo-
sition independent and agrees well with the ideal zincblende value. Assuming, as 
suggested by Fig. 6.9 (a), that the linear slope is the same for all three types of 
tetragonal angles, let this slope be A^. Furthermore, < Ga-P-Ga (x = 0 ) = < G a -
P-In(x = 0.5)=<In-P-In(3; = b^in denotes the binary value. 
The probability of finding a Ga or In atom on a particular site of the mixed 
sublattice in Gai-^In^P is (1 - x ) or x, respectively. Hence, the probabilities for 
a "Ga triangle", a mixed triangle or an "In triangle" are {\~xf, 2x{l~x) or x^, 
respectively. The weighted average < i-P-i (x) over all tetragonal bond angles 
with a central P atom is then indeed and independent of composition x: 
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<Ga-P-Ga(x) = + xAO 
<Ga-P-In(a:) = + i(2x - 1)A0 (6.4) 
< In-P-In (x) = - (1 - x )Ae 
and thus 
<i -P- i (x ) = ( l - x )2<Ga-P -Ga(a ; ) + 2x( l -3 ; )<Ga-P-In(a ; ) 
In-P-In {x) 
= e ^ " ' [ { l - x f + 2 x { l - x ) + x^] (6.5) 
+A0 [(1 - xfx + 2x{l - x)\{2x - 1) - - x) 
Given the smaU change in mean first NN distances with composition, the 
fact that the higher NN shehs foUow Vegard's Law much more closely can only 
be realized by adjusting the tetrahedral bond angles. Bond bending is thus ener-
getically favored over bond stretching and the lattice mismatch is mostly accom-
modated by bond angle relaxation rather than bond length relaxation. A similar 
behavior is observed in epitaxially grown strained thin films of Gai_3;In3;As [136], 
InAs^Pi-x [135] and Sii-^Ge^ [138]. The first NN distances remain close to those 
of the binary compounds and the tetragonal strain is accommodated primarily 
by bond angle distortions. 
6.6 Summary 
EXAFS was used to measure the local atomic environment around Ga and 
In atoms in Gai-^IUxP ahoys as a function of composition x. The interatomic 
distance and Debye-Waller factor were determined for all atomic pairs in the 
first three NN shells. The first NN distance distribution is bimodal. The mean 
value for each contribution (Ga-P and In-P) is composition dependent though 
similar to the distances in the corresponding binaries. A relaxation parameter of 
^ ^ 0.80 ± 0.04 together with a linear dependence on x describes weh the inter-
atomic distances of both pairs. Most theoretical models slightly underestimate e 
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but excellent agreement is found with the calculations by Srivastava et al. [123 
The second NN distance distribution exhibits three peaks corresponding to Ga-
Ga, Ga-In and In-In. The mean distances are closer to the VGA than for the first 
NN shell but the widths are significantly increased compared to the two binaries. 
Using e = a** = 0.80 determined from the first NN distances, the expressions 
derived by Cai and Thorpe [125] for the second NN distances agree well with 
the experimental values. The behavior of Gai_2;In^P is thus similar to that of 
Gai-j-In^^As for which the distances of all atomic pairs within the first and second 
NN shell are also well represented by the model of Gai and Thorpe when using 
the same value of e = a** = 0.80. The results presented here also agree with the 
extensive calculations by Silverman et al. for Gai-a-In^;? alloys [30]. For the third 
NN shell, the mean Ga-P distance is still systematically smaller than that of In-
P but both agree well with the VGA within experimental uncertainty. Thus, the 
averaging over various local atomic arrangements makes the VGA a valid approx-
imation for the third NN shell but the distribution is significantly broader com-
pared to the binary compounds. The tetrahedral bond angle around a central P 
atom changes linearly with composition x increasing (< Ga-P-Ga) or decreasing 
(< In-P-In) by - 6.5° with respect to the binary value. This clearly demon-
strates that the lattice mismatch is accommodated in the ternary structure by 
both bond length and bond angle relaxation though primarily via the latter. 
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CHAPTER 7 
Conclusion 
In this work, structural and thermal properties of III-V binary and ternary 
semiconductors and their response to swift heavy ion (SHI) irradiation were 
studied. Damage formation due to 185 MeV Au irradiation of InP, InAs, GaP, 
GaAs and the related ternary alloys Ga0.50I1i0.50P and G a o . 4 7 I n o . 5 3 A s was as-
sessed with Rutherford backscattering spectroscopy in channehng configuration 
and transmission electron microscopy. The atomic-scale structure of crystalline 
InP, amorphous InP and crystalline Gai_a,In^P alloys was measured using ex-
tended x-ray absorption fine structure (EXAFS) spectroscopy. The amorphous 
phase of InP was produced by ion irradiation with either dominant electronic 
or nuclear energy deposition. Thermal vibrations in InP were studied using 
temperature-dependent EXAFS measurements. 
Comparing crystalline and amorphous InP, the lack of long-range order and 
the increase of structural disorder in the first nearest neighbor (NN) environment 
are readily apparent for the amorphous phase. The most significant difference 
in short-range order compared to crystaUine material is the presence of --15% 
In-In bonds in the amorphous phase. Ion irradiation with dominant electronic 
or nuclear energy deposition produces the same amorphous phase structure de-
spite the fundamentally different energy transfer mechansisms. Such findings 
are consistent with simulations predicting a quench from the melt as a common 
amorphization process for both regimes. 
For the other III-V semiconductors, the processes governing damage forma-
tion under SHI irradiation are less understood. The Gibbons overlap model fails 
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to describe the apparent saturation of damage for InAs and G a o . 4 7 I n o . 5 3 A s and a 
combination of SHI induced damage formation and annealing is thus proposed. 
Despite the simphcity of the model, it describes the behavior of the different ma-
terials well. The proposed annealing of damaged zones could proceed via solid 
phase epitaxial regrowth stimulated by the heat dissipated from the ion trajec-
tory and/or by energetic electrons created during the ion passage. Given the 
extremely low defect concentration observed for GaP and GaAs, the electronic 
energy deposition associated with 185 MeV Au irradiation may be insufficient 
to produce a molten track in these two materials consistent with simulations for 
Si and Ge. In contrast, the simulated temperature within the track in InP well 
exceeds the melting point. Similar simulations could help to establish whether 
the requirements for damage formation are satisfied for a given combination of 
material and irradiation conditions. Further systematic studies of the parameter 
space governing the irradiation might also contribute to a more comprehensive 
understanding of the processes involved. For example, ion flux and irradiation 
temperature will both influence the microscopic temperature distribution inside 
the material which should affect damage formation and annealing. Studying 
ternary alloys such as Gai.^In^-P, the most obvious question is that of how the 
response changes from being easily damaged (InP) to being radiation resistant 
(GaP). If this change in behavior could be correlated to a change in material 
properties this would be a signiflcant step in identifying what governs the re-
sponse to SHI irradiation. Similarly, the applicability of the modified model to 
the damage formation behavior for other ternary compositions should be tested. 
Gai_^In^P alloys form the zincblende structure with a lattice constant equal 
to the average of the values of the binary compounds weighted according to the 
ternary composition. Locally, the lattice mismatch between InP and GaP can 
be accommodated by bond length relaxation and/or bond angle relaxation. In 
this work, it has been shown that the Ga-P and In-P bond lengths in the ternary 
alloy remain close to the binary values while a significant change in bond angles 
was observed consistent with the fact that in III-V semiconductors bond bending 
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is energetically favored over bond stretching. Lattice mismatch in Gai-xln^;? is 
thus accommodated by both bond length and bond angle relaxation although 
primarily via the latter. In contrast to the first NN environment, the higher 
shells are well represented by the virtual crystal approximation due to the fact 
that a change in bond angle alters the higher NN distances even if the first NN 
distances remain the same. 
The observed preference of bond bending over bond stretching also governs 
the thermal vibrations in crystalline InP. First NN atoms are characterized by 
a strong in-phase-motion parallel to the bond since relative vibrations in this 
direction require energetically unfavorable bond stretching. In contrast, relative 
vibrations perpendicular to the bond mainly involve energetically favorable bond 
bending leading to a largely uncorrelated motion in this direction. As mentioned 
above, changing the bond angle alters the higher NN distances. The correlation 
of motion parallel to the line connecting the atomic pair thus rapidly decreases 
with increasing number of bridging atoms between absorber and backscatterer. 
Hence, the relative thermal vibrations observed for first and higher NN atoms in 
crystalline InP are well explained by the differences in energy required for bond 
bending and bond stretching. Amorphous InP is characterized by significantly 
increased static disorder but very similar thermal disorder when compared to 
the crystalline phase. The results also suggest the first NN motion parallel to 
the bond direction to have a similar degree of correlation in both phases. If 
atomic vibrations are governed by the energy required for certain types of mo-
tion, these findings indicate that the bonding character is similar in both phases 
despite their difference in structure. A similar temperature-dependent EXAFS 
investigation of other III-V compounds should help to establish the influence of 
the difference in mass, size and ionicity of the two atomic constituents on the 
vibrational behavior. For this purpose, measurements on GaP, GaAs and GaSb 
are currently under way. 
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Abbreviations 
DOS Density of states 
EXAFS Extended x-ray absorption fine structure 
FT Fourier transformation, Fourier transform 
LEI Low energy ion 
MD Molecular dynamics 
MS Multiple scattering 
MSD Mean square displacement 
MSRD Mean square relative displacement 
NN Nearest neighbor 
P & H Pauling and Huggins 
RBS Rutherford backscattering spectroscopy 
RBS/c Rutherford backscattering spectroscopy in channeling configuration 
SHI Swift heavy ion 
SS Single scattering 
TEM Transmission electron microscopy 
VGA Virtual crystal approximation 
VFF Valence force field 
XAFS X-ray absorption fine structure 
XANES X-ray absorption near edge structure 
XRD X-ray diffraction 
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APPENDIX A 
Temperature dependence 
calculations 
The temperature dependence of the EXAFS second and third cumulants 
has been calculated by Frenkel and Rehr [103] and Yokoyama [104] using a 
one-dimensional oscillator model and quantum mechanical perturbation theory. 
In the following, a rigorous derivation of Eqs (5.17) and (5.19) based on 
Yokoyama [104] but including all the intermediate steps is given. 
A. l Pair-potential 
The absorber-backscatterer pair is treated as a one-dimensional anharmonic 
oscillator that is characterized by the pair potential (5.18) 
V [ r ) = ] ^ k y -k^r^ + ... (A . l ) 
where ko and /cs are the harmonic and cubic force constants, respectively, and 
R~ Ro has been replaced by r. The Einstein frequency is related to ko by 
= UJ = where // denotes the reduced mass of the atomic pair. 
As discussed by Fornasini et al. [23], the first cumulant Ci calculated using 
Eq. (A . l ) does not correspond to the EXAFS first cumulant i?EXAFS because 
the one-dimensional model cannot take into account effects due to perpendicular 
vibrations. In contrast, the second and third cumulant, C2 and C3, respectively, 
correspond to the EXAFS second and third cumulant [23 
A.3 Thermal average and perturbation theory 
•REXAFS C I = (R) 
4xAFS = C2 = ( ( r - C . f ) = ( r ^ ) - C f (A.2) 
Cs = C3 = ( ( r - C O ' ) = (r^) - 3 (r^) + 2(7f. 
The total energy H of the system is the sum of kinetic and potential energy 
where p denotes the momentum. The first two terms correspond to kinetic 
and potential energy of a harmonic oscillator. Writing this energy in terms of 
quantum mechanical operators yields -1 - r'^ 
The solutions of the eigenvalue equation i^ol") = En\n) are the harmonic os-
cillator states |n) with eigenvalues En = nhu. Here, the zero-point energy 
Eo = hLo/2 has been set to zero for convenience [103]. The eigenstates |n) are 
normalized and orthogonal, thus 
1 if n' = n 
(n'|n) = (A-5) 
0 if n' ^ n. 
A.2 Thermal average and perturbation theory 
The quantum mechanical thermal average of a physical quantity A is given 
by the ratio of two traces 
( i ) = = y ^(nle- '^^ln) . (A.6) 
where Tre"^^ = Z is the partition function and = 1/A:BT depends on 
Boltzmann's constant k^ and the temperature T. Using Eqs (A.3) and (A.4), 
H can be written as 
H = Ho + H' with H' = - h f \ (A.7) 
If the anharmonic term H' is small compared to the harmonic term FQ, the 
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quantity can be approximated by quantum mechanical perturbation theory 
up to first order 
r0 
= _ 
1 _ f + 
Jo 
Jo 
(A.8) 
Using Eqs (A.7) and (A.8), the thermal average (A.6) thus becomes 
( i ) = - ^ dp' 
^ ^ Jo 
oo 
= (A.9) 
n = 0 
1 ^ • r!^ -
^^0 Jo 
The zero order term can be further evaluated by 
e-0Ho\n) = |n) e"^^" = |n) e"^'^" = \n) (A. 10) 
with z = e-^'^. Similarly, 
= (A. 11) 
for the first order 
term. Now r^jfi) has to be evaluated. To this end, r is 
expressed in terms of creation and annihilation operators, a^ and a, 
f = ao{a + a^) (A.12) 
with (Jo = y/h/2ijnjj and 
a\n) = i/n \n — 1) 
a V ) = + 1 |n + 1). 
Thus 
(A.13) 
f\n) = - 1 ) + (ToVn + 1 |n + 1 ) ( A . I 4 ) 
(A.15) 
-9 r \n i) = a l ^ n [ n - 1) |n - 2) + al{2n + 1) |n) 
+ 4\/{n + l ) [ n + 2)\n + 2) 
A.2 Thermal average and perturbation theory 
r^\n) =a^y/n{n- l){n - 2) \n - 3) + 3alny/n^\n - 1) 
+ 3a j^(n + l ) V n T T | n + 1 ) ( A . 1 6 ) 
+ a ^ o V i n + l ) ( n + 2 ) ( n + 3 ) |n + 3 ) . 
U s i n g E q . ( A . 1 6 ) , t h e f i rs t o r d e r t e r m in E q . ( A . 9 ) c a n t h e n b e e v a k i a t e d a s 
Jo 
= aWnin-l)in-2)\n - 3) 
Jo 
Jo 
Jo + aW{n+l){n + 2){n + 3)\n + 3 ) f ^ e^'^^+^e-'^'^-d/?' 
Jo ( A . 1 7 ) 
= ^^nin-l){n-2) |n - 3) (z""^ - 2") 
inuj 
huj 
+ + \n + 1) -
nu 
+ V ( n + l ) ( n + 2 ) ( n + 3 ) |n + 3 ) ( 2 " -
Sriuj 
F u r t h e r m o r e , t h e f o l l o w i n g r e l a t i o n s a r e n e e d e d t o c a l c u l a t e t h e s u m s in E q . ( A . 9 ) 
00 . 
^ 1 - z 
n=0 
00 
V n ^ " = ^ n = 0 
00 
( A . 1 8 ) 
Z ^ ^ ^ ( 1 - ^ ) 3 
n=0 ^ ' 
^ 3 „ ^ ( 1 + 4 2 4 
> n ^ z " = r 
n (1 -n=0 ^ ' 
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A.3 Calculation of cumulants 
Using Eqs (A.8), (A.10), and (A.17) the partition function Z can be deter-
mined. The first order term vanishes due to the orthogonality of the eigenstates 
(Eq. (A.5)) and only the zero order term remains 
1 
(A.19) 
n = 0 n = 0 
Although the first cumulant Ci does not represent the EXAFS first cumu-
lant, it is needed to calculate the higher cumulants. Setting A = f, the term {n\f 
now has to be evaluated. Since r is a measurable physical quantity, its operator 
f is hermitian, r = r^ and can thus act on {n\ 
n \f = {n\f^ = aoy/n{n - 1| + aoy/n + 1 (n + 1|, (A.20) 
similar to Eq. (A.14). With Eq. (A.10) and the orthogonality of the eigenstates 
it follows that the zero order term in Eq. (A.9) equals zero. Ci is thus given by 
the first order term 
k?, af, 
n = 0 
Z hw z 
n+l 
n = 0 n=0 
= 6 
hw ' z 
huj {\-z) 
{ l - z f 
(A.21) 
where Eqs (A.17) and (A.18) have been used. 
According to Eq. (A.2), the second cumulant is given by C2 = (r^) -
Based on Eq. (A.15), the expression (njr^ = yj^j^g ^^^^^ ( n - 2|, (n 
and {n + 2|. Hence the first order term in Eq. (A.9) vanishes since Eq. (A.17) 
contains only terms with |n - 3), |n - 1), |n + 1) and |n + 3). In the zero order 
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contribution only the term with |n) survives yielding 
2 
2z 
n=0 
= - + _ ( 1 - 2 ) 2 {1-Z 
(A.22) 
= a 
' { l - z ) 
where Eq. (A.18) has been used. Cf is proportional to /cf (see Eq. (A.21)) and 
thus corresponds to a second order perturbation term. Considering only terms 
up to first order, the second cumulant becomes 
/ 2\ 2(1 + (A.23) 
The third cumulant is given by C^ = (r^) - 3 (r^) + 2Cf (Eq. (A.2)). 
Based on Eq. (A.16), the expression (n|f^ = yields terms with (n - 3|, 
(n - 1|, (n + 1| and (n + 3|. Thus, the zero order term in Eq. (A.9) equals zero 
and (r^) amounts to 
I-
/ 7 h,,< ^ 
n = 0 
- n ( n - l ) (n - - + -
O 
+ i ( n + l)(n + 2)(n + 3 ) ( 2 " - z " + ^ ) 
o 
z hiu 
00 
n = 0 
3^2 
n = 0 
(A.24) 
z huj 
18 
{1 - z) z{l + 4z + z^) , 2(1-^^) 
huj 
{ l - z ) 
18(1 + 42 + ^2) 4(1 + 2 + ^ 
( 1 - z ) ^ 
+ (1 - Z)3 
ha^ (22 + 76z + 22^^) 
hw (1 -
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Cf is proportional to k^ and thus corresponds to a third order perturbation 
term. Considering only terms up to first order, the third cumulant becomes 
C3 = (r^) - 3 (r^) Ci 
ha^ 1(22 + 76z + 222^) - 18(1 + 2z + z^)' 
hu [ ( i - z y 
ksa^ijl + lOz + z^) 
hw (1 - 2)2 
(A.25) 
If the pair potential (A.l) contains a non-zero fourth order force constant 
(a term such as k^r^) then the first order perturbation terms for Z and (r^) no 
longer vanish leading to a first order anharmonic correction. Results including 
a fourth order force constant and perturbation terms up to the second order are 
given by Yokoyama for the partition function Z and the first four cumulants Ci, 
C2, Ca and C4 [104 . 
As discussed above, the EXAFS second and third cumulant correspond to 
C2 and (73, respectively. Applying the relations a^ = h/2iiuj = h?/2iikB'c)E,\\ and 
phuo = hw/kBT = eE, | | / r to Eqs (A.23) and (A.25) thus yields 
, ( 1 + 2) h^ 1 l + e - ® E , i i / ^ 2 2 
"^ EXAFS = (1 - z) 2^ikB 0E,|| 1 -
1 
0E,| 
coth 
0 
(A.26) 
E,| 
2T 
and 
ksa^o 4(1 + lOz + z^) _ 
' hw ( l - z y 
^'^B ©111 
04 
ks 3(1 + ^ ) 2 - 2 ( 1 - 2 ) ^ 
2 ( 1 - 2 ) 2 
3 / 1 + 2 
2 \ 1 - 2 
- 1 (A.27) 
3 ^ ,, f^^M coth ' " 
2T 
- 1 
Except for the static contributions, these two relations represent Eqs (5.17) and 
(5.19) given in Section 5.1.3 and describe the temperature dependence of the 
EXAFS Debye-Waller factor and third cumulant characterized by 0e,||. 
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APPENDIX B 
Ternary structure calculations 
Section 6.1 introduces a number of models that calculate the first NN dis-
tances in A i _ j ; B 3 ; C ternary alloys. In the following, the model by Shih et al. [119 
is presented to illustrate the basic approach underlying most of the models. The 
methodology of Balzarotti et al. [122] is also discussed in detail since it allows 
the calculation of the first NN distances over the whole compositional range. 
The derivation performed in Section B.2 provides all the expressions needed to 
apply this model to any given ternary alloy. Calculations were then carried out 
for the Gai_xIna,P system studied in this work. 
B.l Model by Shih et al. 
The model by Shih et al. [119] is the simplest of all. It considers the case 
of an impurity atom B embedded in an AC crystal as shown schematically in 
Fig. B.l (a). Due to the symmetry of the dilute limit all first NN C atoms will be 
displaced radially, either towards or away from the impurity depending on the 
nature of A and B. In contrast, the second NN A atoms are assumed to be fixed 
at the binary lattice sites. The resulting geometry is depicted schematically in 
Fig. B.l (b) for one of the first NN C atoms. The distortion energy U of such a 
configuration is taken as a simple spring potential (Hooke's Law) 
f / = (dAC - 4 c ) ' + ^ (^BC - d ^ ^ ' (B. l ) 
where OAC and OBC are the force constants for A-C and B-C bonds, respectively. 
dAc and dec are the distorted first NN distances whereas the equilibrium dis-
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(a) Impurity atom B embedded 
in an AC crystal 
(b) Resulting displacement 
of a first NN C atom 
Figure B . l : Schematic for the dilute limit geometry considered by Shih et al. [119]. 
tances are taken as the corresponding binary bond lengths and dgg with 
Ad^'" = (Iqq — d^Q. If the radial displacement of the C atoms is u as indicated 
in Fig. B.l (b), then the B-C distance is simply dec = d^ AC + The exact 
expression for the A-C distance is more complicated but for small displacements 
u it can be approximated by d^c ~ c?ac ~ With further assuming that 
Obc = «AC = 01, the distortion energy becomes 
a a 
= + - {Ad^- - u) 
6 
3 2 
The minimum-energy configuration is achieved for 
\ 
du 3 \3 / 
and hence 
u = -Ad^'"". 4 
The impurity bond lengths d^g-® thus equals 
and the relaxation parameter e becomes 
j A C : B Jb in "BC ~ e = 
Ad^" 
(B.2) 
(B.3) 
(B.4) 
(B.5) 
(B.6) 
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This result is independent of the atomic species A, B and C and is determined 
solely by the geometry of the crystal structure. 
B.2 Model by Balzarotti et al. 
Balzarotti et al. calculate the average A-C and B-C distances over the whole 
compositional range of Cdi.^Mn^Te and Gai-xIn^As alloys [122]. The lattice 
constant a{x) is calculated using Vegard's Law: a{x) = a^c + 2 ; ( « B C — « A C ) 
= (1 - x)aAc + XUBC- The atoms of the mixed sublattice are fixed to the 
crystallographic sites determined by the VGA. The C atoms are allowed to relax 
according to their first NN environment. In the ternary phase, there are five 
possible first NN arrangements, characterized by the number n of B-type atoms, 
as shown in Fig. B.2. The edge length of the cube equals ^a{x) and thus depends 
on the composition x. For each of the five different tetrahedra, relaxation yields 
a unique A-C and B-C distance, denoted by and The mean A-C 
(a) n = 0 
O J <IBC'"-
(b) n = 1 a (c) n = 2 
(d) n = 3 (e) n = 4 
Figure B.2: Schematic of the five possible first NN environments around C atoms 
in The different types of tetrahedra are characterized by the number n of 
B-type atoms. The edge length of the cube equals half the lattice constant. 
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1:^(0 ,0 ,0) 3 : ^ (1 ,0 ,1 ) C:^{r,s,t) 
2:^ (1 ,1 ,0) 4 :^ (0 ,1 ,1 ) 
Figure B.3: Positions of the four cations (A or B) and the central C atom. 
and B-C distances at any given x, dAcix) and dBci^), respectively, are thus the 
average over the five different d^^cix) and weighted with the probabihties 
of finding the different n-type tetrahedra at this composition x. The calculation 
can therefore be organized into the following three steps: 
(i) deriving a relation between and to yield one free parameter 
that describes the distorted geometry for each n, 
(ii) determining this parameter and thus and rf^c(x) for each n and x 
by minimizing the distortion energy U and 
(iii) performing a weighted average over all and dQ^{x) to obtain dp,c{x) 
and d^ci^) as a function of x. 
Deriving a relation betv^^een and d^^ix) 
Figure B.3 shows the positions of the four cations (A or B) and the central 
C atom inside the cube with edge length ^a{x). 
For n = 0 (see Fig. B.2 (a)) symmetry requires all four dfl{x) to be equal, 
yielding 
S^l(x)] = 2 |- 2 , 2 , .2 
4 
ajxY 
4 
a{xy 
4 
r' + s' + t 
; ( l _ r ) 2 + (1-5)2 + 2^ 
' ( l - r f + s' + ( l - t ) ' 
r' + (l-sf + (l~tf 
(B.7) 
It follows that r = s = ^ = i and 4 c ( x ) = ^a(x). 
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For n = 1 (see Fig. B.2 (b)) the and rfecl^) distances can be written as (1) 
d'ilix)] = 
a{xY 
= ^ 
a{xf 
a{xf 
r^ + s'+t^ 
\\-rf + {\-sf + e 
{ l - r f + s' + ^l-tf 
r^ + (1 - sf + (1 - tf 
(B.8) 
It follows that r = s = t and = ^a{x)r. Solving for r gives 
^ = y f e ' ^ B c l ^ ) and thus 
d^Ak^) = 'd d) B C ^ B C V ; 2 
21 1/2 
(B.9) 
For n = 2 (see Fig. B.2 (c)), d^ll{x) and become 
.2 a{xf (2) 
B C 4 
ajxY 
4 
4 
+ + 
\l-rf + s' + { l - t f 
(B.IO) 
It follows that r = s = i and d'i^x) = ^ [l+t^Y^^- Solving for t gives 
t = 
1/2 
and thus 
d^lk^) = 
a{xf 1/2 + 
a{xf 
1/2 
. (B . l l ) 
The case n = 3 (see Fig. B.2 (d)) can be treated as n = 1 and substituting dij^cl^) 
with S^l ix ) and with ^ '^ (x ) in Eq. (B.9). Similarly, = 
f o r n = 4 (see Fig. B.2 (e)) follows from the result f o r n = 0 and substituting 
d f l i x ) with -(4) 
146 B. Ternary structure calculations 
Minimizing the distortion energy U 
For n = 0 and n = 4 symmetry requires that the C atom stays at the VGA 
lattice site and = = ^ a { x ) = For n = 1,2 and 3 the 
displacement of the C atom from the VGA site is determined by minimizing the 
corresponding distortion energy U. Balzarotti et al. take the VFF potential by 
Keating (Eq. (6.2)) but include only the bond stretching terms not the bond 
bending terms [122]. For an n-type tetrahedron U can be written as 
Unix) = 
3a BC 
+ 3a •AC 
8 (rf^S) 
r ( 4 - n ) 
(B.12) 
where ciac and cvbc denote the bond stretching force constants for A-G and B-
G, respectively Using the relations between d'-^^ix) and derived above, 
Un{x) becomes a function of and minimization requires 
0 = dUnix) dUnix) 
d ( 4 " ) 
+ dUnix) 
d d <n) A^C X 
d {d^tix)) ' d (dj^-^x)) d (d lS (x ) ) 
(B.13) 
with 
3a BC 
d d f (n ) •EC 2(rf^^) 
dC/n(x) 3a ;ac 
d X 2(rf^S) - ( 4 c ) ' 
(B.14) 
(B.15) 
For n = l, Eq. (B.9) yields 
24^) (x) 
2 -
2a(x) 
V3 (B.16) 
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Inserting Eqs (B.14), {B.15) and (B.16) into Eq. (B.13) the following minimiza-
tion criterion is obtained 
0 = Aq^ + Bq' + Cq + D with d%{x) = q (B.17) 
and 
g Qac QBC 
5 = 
21 ftAC / 2^ 3 
^ = T / v.- - o SttAC + "BC 
4 (4 'S ) 2 
D = 
3 ^ 3 
{B.18) 
For n = 2, Eq. ( B . l l ) gives 
7(2) 
1 -
a ( x ) 
d (2) BC 
-1/2-
(B.19) 
Inserting Eqs (B.14), (B.15) and (B.19) into Eq. (B.13) the minimization re-
quirement follows to 
0 = V + Bq^ + Cq + D with ^^^(x) = (I 
1/2 
(B.20) 
and 
A = 3 "AC "BC 
U < s ) « c ) J 
5 = 
2 
- S 
D = -
^ "AC "BC 
L te)' (^ ^BC) . 
9 o a c / n3 , 3 , ^ 
a[xf - 3 [oac + "BC 
(B.21) 
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As mentioned above, the case n = 3 can be treated with the expressions derived 
for n = 1 by substituting "AC" properties with "BC" properties and vice versa. 
The coefficients A, B, C and D can be calculated at any given x from the lattice 
constant a{x) and the bond stretching force constants a^c and OfBC- Solving 
for the roots of the third order polynomials then yields q and thus and 
for every composition x. 
Performing a weighted average over all and 
The probability P„(x) of finding an n-type tetrahedron at composition x is 
given by the binomial Bernoulli distribution 
A\ 
\4 -n (B.22) 
The mean A-C and B-C distances at any given x , dAc{x) and d B c { x ) , respec-
tively, follow from the weighted average over all and values 
dAc{x) = J 2 P n { x ) { 4 - n ) S ; : i { x ) X 
n = 0 
4 
J 2 P n i x ) i i - n ) 
n=0 
- 1 
X 
n = 0 
J ^ P n i x h 
n=0 
- 1 (B.23) 
Calculations for Gai-^rln^P 
The experimental values = d^^p = 2-342 A and = = 2.531 A de-
termined in this work correspond to binary lattice constants acaP = a{x = 0) = 
5.409 A and aj^p = a{x = 1) = 5.845 A , respectively. Table B.l shows the lattice 
constant a{x) calculated with Vegard's Law at different compositions x. 
X 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
a (A) 5.453 5.496 5.540 5.583 5.627 5.671 5.714 5.758 5.801 
Table B . l : Lattice constant a as a function of x for Gai_^In^P. 
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Following the procedure outlined above, the A-C and B-C distances were 
calculated for all types of tetrahedra as a function of x using the bond 
stretching force constants given by Martin, q;ac = ocguP = 47.32 and 
ttBC = "inp = 43.04 N m" -1 [113]. The d S p ( x) and values thus obtained 
are listed in Tables B.2 and B.3, respectively, together with the average distances 
dcsiPi^) and di„p{x). The results are plotted in Figure B.4. 
X = (A) (A) (A) 4 ' ip (A) C^GaP (A) 
0.1 2.361 2.316 2.268 2.216 2.347 
0.2 2.380 2.336 2.288 2.236 2.353 
0.3 2.399 2.355 2.307 2.256 2.358 
0.4 2.418 2.374 2.326 2.276 2.363 
0.5 2.437 2.393 2.346 2.296 2.369 
0.6 2.455 2.412 2.365 2.315 2.374 
0.7 2.474 2.431 2.384 2.335 2.379 
0.8 2.493 2.450 2.404 2.354 2.383 
0.9 2.512 2.469 2.423 2.374 2.389 
Table B.2: Ga-P distances d^jp for the different n-type tetrahedra in Gai-^InxP 
and average distance dcaP as a function of x. 
X (A) rfl^'p (A) (A) (A) rflnP (A) 
0.1 2.508 2.462 2.413 2.361 2.494 
0.2 2.525 2.480 2.432 2.380 2.498 
0.3 2.543 2.498 2.450 2.399 2.502 
0.4 2.560 2.517 2.469 2.418 2.506 
0.5 2.578 2.534 2.487 2.437 2.510 
0.6 2.596 2.553 2.506 2.455 2.514 
0.7 2.614 2.572 2.524 2.474 2.518 
0.8 2.633 2.590 2.543 2.493 2.523 
0.9 2.651 2.608 2.561 2.512 2.527 
Table B.3: In-P distances for the different n-type tetrahedra in Gai_xInxP 
and average distance dinp as a function of x. 
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Figure B.4: Ga-P and In-P distances, dGap(^) and respectively, for each 
of the n-type tetrahedra in Gai_a.IniP versus composition x. Also plotted are the 
average distances doapix) and dinp(a;). The dotted lines represent the VGA and 
P & H limit. The dashed lines have the same slope as the VGA curve and are a guide 
to the eye. 
B.3 The two approximations A l and A2 
The impurity bond length is the hmit of c?bc(x) as x —> 0. It 
follows from Eqs (B.22) and (B.23) that ^ g e ^ ^ Similarly, 
(iBC:A ^ ^ ^^  Calculating the polynomial coefficients in Eq. (B.18) for 
a{x = 0) = acap = 5.409 A and a{x = 1) = ai„p = 5.845 A and solving 
Eq. (B.17) yields c^Gf^i" = 2.490A and d^ f^pG- = 2.393A. The correspond-
ing e values are e = 0.78 for GaPJn and e = 0.73 for InP:Ga. The same values 
are obtained from a linear fit to all dG^p{x) and dinp{x) as plotted in Fig. B.4. 
The model by Balzarotti et al. includes only bond stretching terms in the 
VFF potential and keeps the second NNs fixed. As discussed in Section 6.1 
it therefore resembles Martins & Zunger II except that the two approximations 
A l and A2 are not applied. However, the effect of these approximations on 
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the calculated e is certainly not negligible as the GaP:In and InP:Ga values are 
effectively "swapped" for the two models. To better evaluate the influence of 
these approximations, the dilute limit calculations performed above using the 
model by Balzarotti et al. are repeated with applying either Al or A2 or both. 
Harmonic approximation (Al ) 
The VFF potential by Keating given in Eq. (6.2) contains the bond length 
diff'erence = di - df" up to fourth order as can be seen from 
2 
D, • D, - DR" • D^ bin jbin i 
(B.24) 
In the harmonic approximation (Al) only the second order term 4 (d^'")^ {u[f 
is taken. For n = 1 the distortion energy Un{x) in Eq. (B.12) thus becomes 
Ui{x) = -anc S^lix) - 4 c ibin 
2 9 
+ -ftAC d'llix) - 4 c r b i n (B.25) 
The minimization requirement (B.13) can then be written as 
d {d^^lix)] 
0 = 3QBC S^lix) - 4 s + 9aAc d^Ali^) - d^c 
dnlix 
(B.26) 
Inserting Eq. (B.16) as before and solving for with a{x = 0) = ocaP = 
5.409 A results in = 2.490 A and e = 0.78. For InP:Ga, d]^^^^ = 
2.393 A and e = 0.73 are obtained in a similar manner. These values are the 
same as those determined above without using the harmonic approximation. 
Applying Al therefore has no influence on the calculated impurity bond length 
or the relaxation parameter. 
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Geometric approximation (A2) 
As mentioned in the Section B.l , the relation between and c?bc(^) 
can be approximated by 
k c ( ^ ) - d^c d'^k^) = - ^^  = - 1 
(B.27) 
With this Eq. (B.16) becomes 
(B.28) 
d ( d i l i x ) ) 3 
and solving Eq. (B.13) yields = 2.480 A and = 2.386 A. The cor-
responding e values are e = 0.73 for GaP:In and e = 0.77 for InP:Ga. Applying 
the geometric approximation therefore influences the calculated e values and 
accounts for the different results of Martins & Zunger II and Balzarotti et al. 
observed in Table 6.1. 
Harmonic and geometric approximations ( A 1 & A 2 ) 
Applying both approximations is realized by inserting Eq. (B.28) into (B.26) 
and solving for The result is 
3q;BC + a AC 
and 
j A C : B Jbin 
^ ^ " B C " A C 
b^in Jbin 
" B C " A C 
1 + 1 - A C 
- 1 
(B.30) 
3 Q ; B C . 
which is exactly the expression derived for Martins & Zunger II. For Gai_^In^P 
the values amount to df^^-^" = 2.480 A and = 2.386 A with e = 0.73 and 
e = 0.77 for GaP:In and InP:Ga, respectively. Comparing these results with 
those obtained by applying only the geometric approximation shows again that 
the harmonic approximation does not influence the calculated e values. 
