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Aim for the stars. If you fail, you may reach the Moon.




Online communications have been increasingly gaining prevalence in people’s daily lives, with
its widespread adoption being catalyzed by technological advances, especially in instant mes-
saging platforms. Although there have been strides for the inclusion of disabled individuals
to ease communication between peers, people who suffer hand/arm impairments have little
to no support in regular mainstream applications to efficiently communicate with other in-
dividuals. Moreover, a problem with the current solutions that fall back on speech-to-text
techniques is the lack of privacy when the usage of these alternatives is conducted in public.
Additionally, as centralized systems have come into scrutiny regarding privacy and security,
the development of alternative decentralized solutions has increased by the use of blockchain
technology and its variants.
Within the inclusivity paradigm, this project showcases an alternative on human-computer
interaction with support for the aforementioned disabled people, through the use of a brain-
computer interface allied to a silent speech recognition system, for application navigation
and text input purposes, respectively. A brain-computer interface allows a user to interact
with the platform just by though, while the silent speech recognition system enables the input
of text by reading activity from articulatory muscles without the need of actually speaking
audibly. Therefore, the combination of both techniques creates a full hands-free interaction
with the platform, empowering hand/arm disabled users in daily life communications.
Furthermore, the users of the application will be inserted in a decentralized system that
is designed for secure communication and exchange of data between peers, enforcing the
privacy concern that is a cornerstone of the platform.
Keywords: brain-computer interface, silent speech recognition, peer-to-peer communica-




Comunicações online têm cada vez mais ganhado prevalência na vida contemporânea de
pessoas, tendo a sua adoção sido catalisada pelos avanços tecnológicos, especialmente em
plataformas de mensagens instantâneas. Embora tenham havido desenvolvimentos relativa-
mente à inclusão de indivíduos com deficiência para facilitar a comunicação entre pessoas,
as que sofrem de incapacidades motoras nas mãos/braços têm um suporte escasso em apli-
cações convencionais para comunicar de forma eficiente com outros sujeitos. Além disso,
um problema com as soluções atuais que recorrem a téqunicas de voz-para-texto é a falta
de privacidade nas comunicações quando usadas em público. Adicionalmente, há medida
que sistemas centralizados têm atraído ceticismo relativamente à privacidade e segurança,
o desenvolvimento de soluções descentralizadas e alternativas têm aumentado pelo uso de
tecnologias de blockchain e as suas variantes.
Dentro do paradigma de inclusão, este projeto demonstras uma alternativa na interação
humano-computador com suporte para os indivíduos referidos anteriormente, através do
uso de uma interface cérebro-computador aliada a um sistema de reconhecimento de fala
silenciosa, para navegação na aplicação e introdução de texto, respetivamente. Uma in-
terface cérebro-computador permite o utilizador interagir com a platforma apenas através
do pensamento, enquanto que um sistema de reconhecimento de fala silenciosa possibilita
a introdução de texto pela leitura da atividade dos músculos articulatórios, sem a necessi-
dade de falar em voz alta. Assim, a combinação de ambas as técnicas cria uma interação
totalmente de mãos-livres com a plataforma, melhorando as comunicações do dia-a-dia de
pessoas com incapacidades nas mãos/braços.
Além disso, os utilizadores serão inseridos num sistema descentralizado, desenhado para
comunicaçōes e trocas de dados seguras entre pares, reforçando, assim, a preocupação com
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The project that is inherent to this document was developed as part of the Tese/Disser-
tação/Estágio (TMDEI) course. This chapter’s main purpose is to provide an overview of
the project and what is to be expected throughout this document. This chapter will be-
gin with a overview of the document structure, proceeding with a background context of
this very own report, as well as the context and respective problem in which the applica-
tion is currently being developed. Afterwards, the approach is briefly synthesised, alongside
the inherent main goals driving the development of the project and its restrictions. The
Introduction chapter ends with a description of the overall planning of the project.
1.1 Document Structure
This document is divided into seven chapters referring to the content of this dissertation,
with extra chapters related to appendices and bibliographic references. The order in which
these chapters are laid out is meant to be logical, chronological, and represent a sequence
of thought.
The first chapter is meant to introduce the reader to the main problem being tackled and
the project in which the dissertation focuses and ultimately aims to solve the problem.
Furthermore, the project’s goals are outlined, as well as providing a brief context in which
the document was written. Additionally, the planning strategies and an overview of the
chosen approach are described.
Secondly, the next chapter outlines the context of the in which the project related to this
document inserts in and the adjacent theoretical concepts related to the development of the
project. These will delve into some key concepts, such as hand/arm disabilities.
The third chapter will consist of an analysis of state-of-the-art, the current viable approaches
to help improve disabled subjects’ interaction with devices, and similar systems that have
undertaken a similar route to this project.
In the fourth chapter, a value analysis regarding the application will be made, identifying the
parties involved as well as crucial business processes inherent. Moreover, the criteria for the
target-audience will also be explained.
The fifth chapter begins by outlining the functional and non-functional requirements of
the system. Then, explains the chosen approach to solving the problem and the criteria
that drove such a decision. Furthermore, within the fifth chapter, the diagrams and overall
architecture of the application, including the conceptual diagram, will be demonstrated. The
main goal of this section is to showcase the logical sequence of the application and outline
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the interaction between the components that make it up. Essentially, it will delve into
concept designs of the platform and provide an overlook of the approaches implemented.
The sixth chapter focus on the implementation and development of the project components
that this report focuses on. Moreover, this chapter showcases development decisions and
further describes how different components were connected to build the platform.
The seventh chapter of this report will explain the assessment criteria for the evaluation part
of the application and outline the evaluation methodology. This chapter further contains
details about the experiences performed and a review of the results. It additionally reveals
how the project was promoted, applying to several academic conferences, for scientific
approval of this project.
Lastly, the last chapter sums up the overall project and contributions of this project, also
discussing some alternative approaches and experiences that might be implemented in future
work.
1.2 Document Background
This report constitutes the cornerstone of the TMDEI course, as part of the Master’s
in Informatics Engineering of Graphics Systems and Multimedia in Instituto Superior de
Engenharia do Porto (ISEP). The report aims to describe the project that is being developed,
through a complete analysis of the surrounding context, state-of-the-art, and to justify the
approach that ultimately was chosen. To this, a value analysis is inherent which further
gives more context to the problem at hand and better grasp the advantages of this solution.
Additionally, each approach discussed will be compared with each other and a design for the
implementation of the project will also be outlined. Finally, the development of the project
with be described and explained, as well as the methodology used for tests and experiments.
The team enrolled in the development of this project is composed by the author of this
document, Fábio Lourenço, responsible for the hands-free interfaces that will be detailed
further (which are the main focus of this report), and his colleague, Luís Arteiro, responsible
for the decentralization counterpart of the system. The team is supervised by both Dr. Paula
Escudeiro, as a supervisor, and Dr. Carlos Ferreira, as a co-supervisor. Games Interaction
and Learning Technologies Research Center (GILT), which has partnered the project, also
helped in the development.
This project can be summarized as a new approach to human-machine interaction solely
by brain activity and silent speech, data which is extracted through an electroencephalogra-
phy (EEG) headset and electromyography (EMG) electrodes, respectively. This interaction
occurs in an unorthodox messaging/social application that is decentralized and distributed,
attempting a new approach on privacy and communication between peers in a trustless
context and with anonymity, security, and privacy as crucial cornerstones.
Even though this document refers to the messaging platform as a whole and to the de-
centralized backend counterpart in several moments, it is important to mention that this
report focuses on the study and development of the Human-Machine Interaction (HMI)
components of the project.
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1.3 Context and Problem
The overall research project at hand ties directly with two state-of-the-art and rising concepts
of different fields: hands-free and silent interaction with applications and development of
scalable and decentralized applications with security, anonymity in mind, within a trustless,
peer-to-peer communication ecosystem. In layman’s terms, it aims for a private and hands-
free platform where users can participate securely.
With the advent of messaging applications, there is an apparent lack of support for hand/arm
impaired individuals to communicate on these platforms and use such applications to interact
efficiently with other people. There has been significant progress addressing such issues,
mainly through Brain-Computer Interface (BCI) technologies capable of recording brain
activity that, powered by machine learning, can be translated into actions (Vanacker et al.
2007). This can prove to be helpful for people with specific motor disabilities to also make
use of such applications. Additionally, creating a Silent Speech Recognition (SSR) system
that can measure activity from muscles responsible for speech, also using machine learning
techniques, could produce an output that can be used and applied to a myriad of fields,
including the messaging and communication one.
In addition to this, security/privacy of data in messaging platforms is a recurrent topic of
debate that has been catalyzed by the recent Cambridge Analytica scandal from Facebook
(Hoyle, Das, Kapadia, A. Lee, et al. 2017). Current mainstream messaging applications
neglect these aspects as these are usually centralized solutions with dedicated servers. Such
applications are, therefore, inherently vulnerable to central points of failure and specific
attack and data breaches, occurrences that have happened in the past (Cadwalladr and
Graham-Harrison 2018). Contrarily, decentralized systems are usually associated with an-
other heightened level of security and anonymity, which would improve the approaches to
tackle these privacy problems.
All in all, the main problem this project refers to is the inclusivity of individuals with hand/arm
disabilities and their possibility of communication privately.
1.4 Objectives
The main objective of this project is to develop a secure and private messaging application for
communication between peers that both supports and is inclusive for people with hand/arm
movement impairments. It also aims for these type of individuals to be able to efficiently
communicate with others, regardless of disability status.
1.4.1 Overall objectives
Considering this main objective, some goals can be outlined that branch from the former
and that directly affect the development of the project and how it intrinsically works and is
designed.
• Promote a new approach on hands-free human-machine interaction and navigation
through no movement whatsoever.
• Showcase a different proposal on the text input paradigm through silent means, using
muscle activity measurement to perform SSR.
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• Test a new approach to messaging peer-to-peer that is both resilient to attacks and
maintains a high level of privacy whilst doing so, all within a democratic ecosystem
without centralized power.
These objectives translate, generally, the components that constitute the overall project.
That is, the communication between the user and the application through an BCI and Silent
Speech Interface (SSI) approaches, and the decentralized secure backend, the two being
considered the cornerstone of the application.
1.4.2 HMI objectives
After enumerating the overall objectives for the project, it is important to outline in more
detail the goals for the counterpart related to this document. Therefore, being this report
related to the HMI of the platform, the objectives focus on the two main components of
this interaction (BCI and SSI):
• Showcase an approach to BCI in apps navigation, mitigating the need for any move-
ments, while still maintaining a wide range of possibilities for interaction modes.
• Showcase a proposal on the use of a SSI for text input in message exchange, enabling
this feature without typing or speaking audibly.
• Promote the use of these new interfaces to augment human interaction with computers
for general-purpose HMI.
• Apply these approaches on a messaging platform inclusive for people with hand/arm
impairments, by eliminating the need for movements or sounds.
These objectives resume in the mitigation of the difficulties of hand/arm impaired people in
their online communications for providing a new perspective on HMI.
On the grand scale, the expected objective for the application is to function properly re-
gardless of the subject that is utilizing a BCI with at least rank B in System Usability Scale
(SUS) score (SUS scores and ranks are further explained in Section 7.3.1), and communicate
efficiently with a decent level of accuracy, aiming for 85%, regarding SSI, making, therefore,
the algorithm as generalized as possible.
1.5 Hypothesis
This project showcases the application of BCI and SSI technologies to messaging platforms
allowing hands-free and private communications, aiming to a more comfortable and agile
alternative for usage by, primarily, hand/arm disabled subjects. This project also proposes
alternatives to different features improving usability by disabled users. The hypothesis aimed
to prove is:
Hypothesis H - The use of both BCI and SSI approaches together, when applied to mes-




As it was previously mentioned, this project deals with two rather distinctive fields that are:
hands-free and silent interfaces, and a decentralized secure messaging system.
Regarding the former, which is the topic of focus of this document, the project uses BCI
offering a medium in which a disabled user effectively interacts with the application. Recur-
ring to an EEG headset and associated software, the platform will translate a user’s brain
activity into actions and will, consecutively, make it able for them to navigate through the
application without any need for arm or hand movement. Additionally, considering the pri-
vate communication objective of this project, a SSI is employed and results in text input
without any movement or need for speaking aloud in public. Accurate SSR and translation
into text are possible through machine learning algorithms, although the accuracy levels
might dwindle from subject to subject and session to session.
On the other hand, the backend counterpart will engage in a decentralized approach in which
the system is agent-centric, considering the great benefits and potential of blockchain-related
technologies on applications and the heightened levels of security and privacy inherent to
these. The main characteristic that makes this choice enticing is its decentralization that,
from the get-go, mitigates any tampering attack and any possible central points of failure, as
the data is spread through the network. This reliability on the state of the system is adequate
for communication between users who are sure the information circulating within the system
is reliable and checked throughout. The security of data is made through validation and
cryptographic methods.
The outlined project can be thought not only as a different approach to the messaging and
hands-free interfaces panorama but also as a new application of distributed ledger technology
where privacy is at the forefront of the user’s priority. Furthermore, it makes it so people
with specific motor disabilities can interact with others, thus breaking down barriers of
communication regardless of one’s hand/arm disability status.
1.7 Brief Value Analysis
The value analysis of this project is more deeply explained in Chapter 4. The value proposition
of the project relates directly with the support for disabled individuals for private commu-
nication, targeting specific disabilities whose support is extremely scarce, more specifically
upper-body limb loss or impairment of conventional hand use. Additionally, the heightened
level of personal data security is an added value to the system, as well as its wide range of
applicability, not only for the messaging panorama, for example.
Regarding the product development paradigm, the Front End Innovation refers to the first
stage of product development and, using the New Product Development mode, there are
activities and processes within the project that correlates with these and are included in the
development cycle.
The opportunity identification part of the project stemmed from the increasing scepticism
regarding privacy in message exchange and support for impaired individuals to do so. To
further outline the previous aspect, opportunity analysis was made on the market and tech-
nology trends. The idea generation and enrichment aspect of the project stemmed from
the idea of empowering the user on a more democratic and safe ecosystem, which grew and
culminated in the development of the idea of a decentralized system. The idea selection
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for the approach for the latter was chosen according to criteria based on performance and
scalability. Finally, the concept definition winded up from an evolutionary and incremen-
tal idea selection processes, that passed through centralized, EEG-based communication,
culminating in a blockchain variant-based messaging application with BCI and SSI.
The Canvas Business Model of this application deals primarily with key partners, those
being GILT and hospitals for the assessment from subjects of the performance and accuracy
of the application. Key resources include everything related with the SSI and BCI, more
specifically EEG and EMG sensors, partaking as well within the cost structure of the project.
The customer segments refer to the aforementioned messaging app users that want more
privacy and comfort of usage, and hand/arm disabled people.
The value network of the application used to analyze the relationship with the project and
respective entities comprise mainly of working with public institutes to gather subjects for
evaluation and to obtain feedback for study data and improvement on the feature set of the
application.
Finally, the Analytic Hierarchy Process (AHP) was applied to choose the best approach for
the interfaces counterpart based on interaction speed, comfort, and privacy.
1.8 Planning
The project was organized in order to fulfill many needs, to be applicable to scientific con-
ferences and to uphold the outlined objectives inherent to the application.
1.8.1 Tasks Planning
The planning for the project is showcased in the diagram in Figure 1.1, which was firstly
created for the development of the project and to tend to the objectives that had be set.
The development cycle that refers to the design, implementation and testing of the applica-
tion as a whole follows a Scrum methodology, with weekly sprints between the development
members, with sporadic meetings with the supervisors to track the development of the ap-
plication. The week objectives, tasks and priorities are discussed in these weekly meetings.
In addition to this, the group utilized a Scrum board to withhold the tasks and assign these
accordingly, having a back log for future features. To aid this management, Trello was used
to assign tasks to assignees and track the progress of each one, doing so on a weekly basis.
As it is possible seeing in the diagram, the project planning encompasses the proposal, sub-
mission and acceptance stage, the research, both technological and scientific regarding the
technologies and approaches for the project and the conferences work-in-progress report’s
writing. The development of the application had an initial design phase for both coun-
terparts, having the remaining months to dedicate exclusively for the development of the
project, also including the evaluation and assessment phase with individuals from the target
audience. Nonetheless, the report development is made throughout the year and tweaked in
accordance to the changes in the project.
It is also outlined in Figure 1.1 that there was an experimental phase that would be dealt with
target audience. Although initially planned, this was later not possible because of the current
COVID-19 crisis, making it impossible to schedule meetings in hospitals. This information
is further explained in Chapter 7.
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Figure 1.1: Project’s Gantt diagram.
1.8.2 Meetings
As this project looks for non-conventional ways to interact with computers, using out-of-
the-box approaches, the team felt a need to look for guidance in the different fields that
include the main features of our project. Moreover, the team elected a supervisor, Dr. Paula
Escudeiro, and a co-supervisor, Dr. Carlos Ferreira. Throughout the lifetime of this project,
several meetings were arranged to discuss objectives and approaches with the supervisors,
as well as with other experts in different fields that can guide ahead in some areas that
our supervisors’ mastery does not encompass. Appendix A displays a brief of each meeting,
along with the participants and its date. Besides in-person meetings, there are also common
contacts via email to receive feedback about the academic conferences submissions (detailed






Throughout the development of the application there were a few concepts inherent to the
problem that affected the development of the project. In fact, the application was tailored
to some of these. These concepts were key to outline the most important features and,
therefore, how to address the latter.
2.1 Domain Concepts
As it was mentioned previously, this chapter will introduce and briefly describe the impor-
tant concepts that are implicit within the application being developed, in which its proper
definition is crucial to better understand the problem and adapt to the audience to, at later
stages, obtain a scientifically valid solution.
2.1.1 Hand/arm disabilities
As it was previously described, this project focus is on assisting subjects with upper-body
limb disabilities in private online communications. Therefore, this concept must be clarified
by enumerating some of the impairments of which we refer to. The next sections will explain
and contextualize these.
Parkinson’s disease
Parkinson’s Disease (PD) affects 1% of the population over the age of 60, going up to
5% after the age of 85, being the second most neurodegenerative disease after Alzheimer’s
disease. It is caused by neuronal loss, mainly in the substantia nigra brain region, which is
the main cause of the motor symptoms associated (Reeve, Simcox, and Turnbull 2014).
The main symptoms related to hand/arm impairments of PD are akenisa and bradykinesia,
which translate into motor complications in terms of speed and amplitude, as well as difficulty
in hand movements and grip (e.g. handwriting or holding a cup). These disabilities make the
use of common solutions for online messaging challenging, as it becomes harder everyday
for these people to handle their devices properly and accurately.
Amputees
Another condition that affects the use of devices for messaging (and not solely) is the
amputation of an upper-body limb. People can, for many reasons, lose a hand or even an
arm, which makes the use of these platforms unpractical. However, phone usage for these
individuals is possible as mobile touch keyboards nowadays support and ease the handling
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of the keyboard with only one hand by providing native features prepared for this type of
usage (Welch 2016). However, there are people that do not possess any arms/hands for
whom it is impossible to interact physically with a device for messaging. Hence, there is a
lack of solutions for online communications for these subjects, even more so on a secure
environment.
Paralysis
Similarly, in terms of difficulty to the previously described condition, paralysis is an im-
pairment caused by many sources (e.g. spinal cord injury, traumatic brain injury, stroke,
complications from surgery, amyotrophic lateral sclerosis, multiple sclerosis) (Armour et al.
2016). Although some of these causes do not provoke permanent paralysis, as some are
able to recover after rehab and therapy (Dobkin 2005), this disorder has a huge impact
on the everyday life of these people while they do not totally recover the functionality of
the paralyzed limbs. Therefore, like the condition described in the previous section, these
subjects suffer from the same problem while trying to communicate online.
2.1.2 Synthetic telepathy
Synthetic telepathy can be described as a process of interacting with a computer through
thought, without the usage of movements or speech. This is usually nominated as "brain-
computer interaction" (Millán et al. 2010). In our approach, we go further on this description
and also include the interaction through silent speech, as subvocal muscle activity is still de-
tectable while the subject is thinking and reading. Thus, synthetic telepathy can be achieved
by measuring both brain activity and speech-related muscle activity while a user is thinking,
and translate this data to actions and inputs to a computer. Further in this document,
the methods for this data gathering will be analyzed as well as different technologies used,
regarding the invasive degree on the user body.
2.1.3 Privacy
The concept of privacy within the messaging panorama, although broad, can be narrowed
down to the attempt of not leaking personal user information to third parties or to malicious
entities and communication between peers without the chance of its data content being
exposed. The security and exchange of data do not entirely boil down to this aspect,
though. Many messaging applications claim to have implementations of secure protocols for
message exchange, even though there are situations where that is not the case whatsoever
(Hoyle, Das, Kapadia, A. J. Lee, et al. 2017).
Concerns for the privacy of data have also simultaneously been increasingly put into the
spotlight due to recent events regarding social media, more recently with the Facebook and
Cambridge Analytics data scandal, where personal data of millions of people’s Facebook
profiles were retrieved without consent and used for political campaigning purposes (Lapaire
2018).
Tighter regulation of protection of data has seen a major increase of attention also because
of the implementation of the General Data Protection Regulation (GDPR), an European
Union (EU) regulation law which aims to provide control to users over their personal data,
granting these a more fine-tuned control on what applications/companies can host of their
user’s data.
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These events affected the way applications are designed in accordance to comply with such
regulations and to provide a bottom-line of privacy regarding user content. For messaging
applications, several aspects concern the user’s privacy of data. One of these is data col-
lection for advertising or selling other companies data for other purposes. Retrieving data
for more than is required for the functioning of any messaging app is a current concern that
deals with security of data in not only messaging applications.
Decentralization is also a catalyst for the privacy of data. Regular mainstream applications
are centralized and their user’s data are stored in servers, which make up a unique target for
malicious attacks and data breaches. Decentralization addresses such problem by spreading
all data distributively, making it impossible for data to be tampered with or compromised.
Moreover, the presence or input of sensitive data (i.e. personal e-mail, full name, telephone
number) in messaging applications is a subject of discussion for the privacy of data. The
option to use the app anonymously matters because having to provide sensitive data to
create a unique ID within the system can be used for malicious users to track information
and specific users. This can be, however, remedied by hashing the data, which makes it
unreadable to companies. This can be used to protect contact lists.
Additionally, when discussing the level of confidentiality of message exchange, the subject of
cryptography is pertinent to be addressed. The spectrum in which messaging applications
use end-to-end encryption in communication is wide and not always guaranteed, which is
the case of Facebook’s Messenger, for example (Jaeger 2014). Additionally, using dedicated
frameworks to encrypt network traffic, such as Transport Layer Security (TLS) or noise,
provide an important improvement of security on communication over the internet, since
all of the data within is encrypted. Moreover, the existence of cryptographic primitives,
such as specific key derivation 1, encryption or hashing algorithms, that are considered and
peer-reviewed by cryptographers and having been target of research and attack resilience
are crucial if an application is to boast about higher levels of privacy, especially when their
cryptographic methods employ Forward Secrecy (FS) 2.
Therefore, the privacy, security and data integrity in peer-to-peer communication deals with
cryptographic methods that are employed at surface-level and also at internet-protocol level,
as is the case with TLS and with removing means to the user of supplying sensitive data
that can eventually be exploited.
2.2 Stakeholders and Processes
The project inherent to this dissertation counted with the participation of stakeholders and
actors who have contributed to the development of the final solution. In this chapter, both
the participants of the project will be outlined, as well as describing the actors that make
use of the application.
2.2.1 Project Stakeholders and Processes
The development team that is charged with creating, designing and implementing the solu-
tion, is made up of two developers, coupled with the main supervisor and co-supervisor. The
1A Key Derivation Function (KDF) derives secret keys from a confidential asset (e.g. password) and can
be used to stretch or shorten keys to output in a desired format (Kaliski 2000).
2Also known as Perfect Forward Secrecy, FS is a feature in key agreement-based protocols that ensures
session keys are not compromised even if the server’s private key is compromised (Ristic 2013)
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common goal spanning all of the aforementioned elements is to create the application that
showcases an alternative solution on user-machine interaction and decentralized systems and
make it functional for regular use. The supervisors also provide the necessary equipment for
the proper usage and development of the project, as well as contributing by applying the
dissertation to adequate scientific conferences, in order to attain further technical feedback
and scientific validation.
Furthermore, individuals that suffer harm or hand impairments will be stakeholders of the
application, namely to provide feedback and evaluation on its accuracy and performance.
Although the institution or entity is not yet defined regarding this group of people, it is
planned for a questionnaire session with these.
2.2.2 System Stakeholders and Processes
Being a messaging platform, the system’s stakeholders are simply and solely the end user,
that is, the one that is making use of the application. There is no other actor in the system
other than them, as the platform is broad and does not have different roles embedded,
therefore not having any extra features for other stakeholders. With that said, the user
has access to all messaging features which are, indeed, simple, as the base of the platform
consists only of message exchange. Figure 2.1 showcases the actor of the platform and its
use cases.
Figure 2.1: Use Cases diagram of the project
Thus, the definition of processes and stakeholders on a system perspective is not complex.
Instead, the complexity of this project will focus on the innovation in both interaction inter-
faces and the technical aspect of privacy management, while maintaining the user experience
and its actions and features as simple and with an accessible learning curve as possible.
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2.2.3 Limitations
A limitation imposed in this project regards the SSI counterpart, where accuracy is not
guaranteed to be with no errors and with complete accuracy. Being still an area that is
still under research, utilizing machine learning methods and algorithms to obtain proper
SSR results through EMG surface electrodes are usually more accurate when they are user
and session dependent, not yet being applicable on a commercial scale that can be used by
general audience and still produce good accuracy output. Nevertheless, this project is aiming
towards a more session independent system, thus reaching more subjects. Additionally, a
similar narrative can be referred to the BCI component. Although accuracy can be higher,





State of the art
Since this document is focused on the HMI development for this project, in this chapter
will be analyzed solutions related to this kind of interface and relevant technologies used to
accomplish this fully hands-free and silent interface objective.
3.1 Platform visual navigation
Regarding the navigation in our platform through a visual interface, we envision an hands-free
interface, allowing subjects with arm/hand impairments to interact with an application easily.
There are a myriad of approaches possible to accomplish this goal, ranging from interfaces
enabled using tongue and mouth, eye movement, head movement to voice controls, or even
with brain activity, as will be further described.
3.1.1 Physical movement-based approaches
Presenting some of the examples of the above-mentioned interfaces, for mouth controlled
there are devices such as TetraMouse, resembling a common mouse using two joysticks
instead of buttons (TetraMouse 2018), QuadLife (QuadLife 2020), and Jouse (Jouse 2020)
that are more similar to a conventional joystick. These devices have great versatility, and
some, such as QuadStick, can be even used in gaming consoles (QuadStick 2020). A
limitation is that these require a mounting arm, which can become unpractical to carry if
the user wants to use its personal device elsewhere. Regarding head movement tracking,
there are available options like SmartNav (NaturalPoint 2020) and TrackerPro 2 (AbleNet
2020), however, with these devices, the left and right clicks need an external or additional
switch.
3.1.2 BCI-based approaches
Brain activity-based approaches were alternatives that seemed more appealing from a re-
search standpoint and will be the focus on the next sections. This method is based on
the recording of brain activity that is later translated into actions on a computer. BCI re-
searches have significant progress addressing issues related to the communication of people
with hand/arm impairments and paralysis (Niels Birbaumer 2006), which is the main focus
of this project. In this section, the two types of BCI (invasive and non-invasive) will be
presented and compared.
The main characteristic that differentiates these two techniques is that the invasive one
required surgery on the user and the non-invasive does not. The non-invasive one is based
on EEG, that is, the recording of the brain’s electrical activity by electrodes placed on
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the subject scalp. This method is simpler and cheaper, although having some drawbacks,
as the reduced quality of the recordings since the electrodes are far from the source, and
interference in the signal caused by blinks and eye movement (Ball et al. 2009). On the
other hand, the invasive method uses electrocorticography (ECoG), which is similar to EEG,
except it records the brain activity using cortically implanted microelectrode arrays, being
less vulnerable to signal noise in the recording, but it is, without a doubt, far more difficult
to implement, as it requires a surgery and skull opening (del R. Milan and Carmena 2010).
Comparing with both techniques, ECoG reveals to be more promising as electrodes are closer
to the signal source and it is not limited to a bandwidth of about 50Hz as EEG does, which is
better for bands correlated to movement direction where is crucial information is in 80Hz or
more. Furthermore, ECoG as a more spatial resolution as it has a millimeter range, allowing
a more accurate signal source localization (Wilson et al. 2006).
Further, we will analyze approaches using both invasive and non-invasive techniques to BCI.
3.1.3 Invasive BCI examples
One well-known approach to this technique is the one developed by Neuralink, having the
most advanced electrode threads and even have built a neurosurgical robot to insert these
threads into the subject’s brain with high precision, targeting specific brain regions (Musk
and Neuralink 2019).
Moreover, a study on BCI using ECoG experiments its application for a one-dimensional
cursor movement comparing this approach with a non-invasive one, obtaining an accuracy
of 75% (Wilson et al. 2006).
Concerning this invasive approach, although showing better results and accuracy in the
recorded brain activity, as it requires surgery and is considerably harder to implement, there
is not a wide range of projects related to app navigation or command classification already
published.
3.1.4 Non-invasive BCI examples
Concerning non-invasive brain-computer interfaces, the most commonly used method for
this purpose is electroencephalography. A myriad of works regarding BCI have emerged,
allowing users to control virtual keyboards, which will be further analyzed regarding text
input features), but also mouses and even moving wheelchair just by thought (Vanacker
et al. 2007), empowering individuals with severe motor disabilities to have an improvement
in their mobility and interaction with computers.
Regarding apps navigation using this approach, there are experiments on cursor movement.
Fabiani et al. 2004 have created a BCI system that allows a user to move a cursor, testings
different approach within movements for one or two dimensions. The tests on this project
showed an accuracy of around 70% in different models tried (Fabiani et al. 2004). A similar
project uses a hybrid near-infrared spectroscopy-electroencephalography technique trying to
extract four different types of brain signals, decoding them to four direction symbols, namely,
“forward,” “backward,” “left,” and “right". The classification accuracy for "left" and "right"
commands was 94.7%, 80.2% for "forward", and 83.6% for "backward" (Khan, M. J. Hong,
and K.-S. Hong 2014). Later in this document, it will be shown that our approach uses a
similar approach for the set of commands used for navigation in the platform.
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3.1.5 Relevant BCI technologies
Most EEG equipment is not quite user-friendly as a majority of these products are still in
laboratory experimentation that has never required much thought on portability, comfort,
and aesthetics. As most of the uses of this technology are for inclusion and overcoming
difficulties due to motor disabilities, users do not want to look odd and want to be socially
accepted. Devices developed by Emotiv, such as displayed in figure 3.1, are prepared for EEG
interfaces out-of-the-box with tools for mental command training and allow the use of these
technologies in new products and also help to research possible applications for it. These
products enable the creation of user-independent applications with EEG-based interfaces,
enabling more people with particular constraints to interact with it. These devices also have
special attention to the concerns related to aesthetics and portability beforementioned, as
some are already based on wireless helmets and dry electrodes.
Figure 3.1: Emotiv EPOC 14-Channel Wireless EEG Headset (EMOTIV
EPOC 14-Channel Wireless EEG Headset 2020)
3.2 Text Input and Speech Interfaces
Begin this project, at its core, a messaging platform, the text input is a key feature and
it should likewise be inclusive for people with disabilities. Therefore, the approach for this
feature must be accomplished without using movements. Likewise, since one of the key
values of this project is user privacy, this feature should not require publicly audible inputs,
as it would compromise our concept.
3.2.1 BCI for text input
A method to input text could be using the described above technologies of EEG. Several
experiments have been made trying to use BCI to input text using virtual keyboards, however,
none are practical or fast enough for daily usage as it can be exhaustive and frustrating.Using
this technique, it would allow a user to input text using solely its thoughts.
In 1999, a group created a Thought-Translation-Device which split a virtual keyboard with
the alphabet in half and allowed the user to make binary decisions, selecting one of the
sides using a BCI, iteratively splitting each part in half until a letter was selected. This is a
tedious task and the spelling rate was about 0.5 char/min (Birbaumer et al. 1999). Another
interesting approach is an application called Hex-O-Spell, which instead of binary choices,
the user can select one amongst six hexagons, each containing a set of letters (shown in
figure 3.2), enabling the input of about 7 chars/min (Williamson et al. 2009).
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Figure 3.2: Showcase of a sequence of keyboards showed to the user typing
the letter ’N’ using the Hex-O-Spell (Blankertz et al. 2006)
Yet another approach consists of displaying a matrix of 6 by 6 independent cells, each
one containing a letter of the alphabet, and the user focus on the cell that it wants to
select, reaching 7.8 chars/min with 80% accuracy (Donchin, Spencer, and Wijesinghe 2000).
Although the input speed approach is not the primary focus of these research projects,
since the goal for our solution is to integrate with a full-fledged messaging app, it must be
somewhat fast and user-friendly for instant message exchange to be conceivable.
3.2.2 Silent Speech Recognition
Another studied approach to allow text input was through a SSI. This interaction is ac-
complished by using a device that can record the activity of muscles used in speech, using
EMG, and these signals can be translated into text. This method also allows people with
speech impairments (e.g. laryngectomy) but maintains the levels of privacy expected for
this project.
An interesting project, for which it was created a large dataset called EMG-UKA corpus,
tries to reach the same objectives as our project, using the EMG data of articulatory muscle
activity used in speech. This dataset includes 63 recorded sessions from 8 speakers, with a
total of 7:32 hours of data. However, the free trial version only has 1:52 hours, still being a
great starting point for testing new classification methods. This is the largest dataset found
with EMG recordings for audible, whispered and silent speeches, with different subjects and
sessions, providing a huge variety of data, enough for trying different approaches for SSR.
Using this approach it would be faster to input text, but recent researches on this field still
have a high Word Error Rate (WER) when the set of words is large, as Wand, Janke, and
Schultz (2014) achieved around 48% WER for their silent speech mode for a vocabulary
of only 108 words, using a EMG-based speech recognizer based on tristate Hidden Markov
Models (HMM) (Wand, Janke, and Schultz 2014). Rosello, Toman, and Agarwala (2017)
proposed a different solution, using a three-layer Recurrent Neural Network (RNN) with
Long Short Term Memory (LSTM) cells as their baseline architecture, also using the EMG-
UKA corpus. However, this new approach only achieved around 30% char accuracy for silent
speech data (Rosello, Toman, and Agarwala 2017).
A study on SSR performed on subjects with laryngectomy recorded EMG activity with 8
sensors placed on speech responsible muscles, on 8 individuals at least 6 months after total
laryngectomy. The recorded activity was conducted while the subjects read phrases from
a 2,500 English words vocabulary. The model was created for word recognition based on
phoneme identification for the 39 commonly used phonemes in English. This model obtained
10.3% WER in tests with all of the 8 sensors, while it went up only to 13.6% when half of
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the sensors were removed, using, as seen in other studies, a HMM-based system (Meltzner
et al. 2017).
On the other hand, some approaches use optical images and ultrasounds to perform SSR,
instead of using EMG recordings. While also using HMM-based systems, this approach
combines ultrasound images of the tongue and video images from the lips to associate those
to perform phonetic recognition (Hueber et al. 2010). This approach is less portable and
mobile than the EMG-based ones since it requires a camera always facing the subject for lip
movements recording.
A relevant product developed in this field is AlterEgo, a wearable device that accomplished
92% accuracy uses the EMG approach, although these results were for a small vocabulary of
a set of commands. This creates a silent speech interface to communicate with devices and
AI assistants, allowing the user to receive aural output from them with its bone conduction
headphones embedded in the device. This project also preserves our core values of privacy,
as is allows people to communicate privately and seamlessly with other devices. Further-
more, although it focuses on silent interaction with other devices (e.g IoT devices) inputting
predefined commands, an approach to the messaging paradigm can also be applied. For
now, this product only allows an elected set of messages to reply, being these "hello how are
you", "call you later", "what’s up", "yes", and "no", though this vocabulary can certainly
be expanded (A. Kapur, S. Kapur, and Maes 2018).
Studies for this approach do not show yet great results for a wide-range vocabulary, yet, it
appears to be a more promising method than a virtual keyboard controlled by EEG-based
interfaces.
3.2.3 Automatic Speech Recognition
The most used method for input text hands-free is the speech-to-text (STT) feature, using
Automatic Speech Recognition (ASR). Nowadays this feature can be found on several apps
on our smart devices, assisting a user to make calls during a drive or controlling an automated
task in smart homes. The accuracy of implementations using this approach is higher than the
other studied ones, as its WER can go down to around 5%, using a deep learning approach
(Xiong et al. 2017). Another advantage of this approach is, because of its maturity, the
myriad of implementations for different languages working with higher accuracy than state-
of-the-art SSR systems.
Regarding the use of ASR on our project, the major drawback of this approach is the lack
of privacy in communications. Since a user has to speak out loud the messages he wants to
send, it compromises the secrecy in public. On the other hand, ASR can be less effective
also in public usage as environment noises can affect the effectiveness of this feature. The
previous two approaches overcome these concerns, although they are not as mature methods.
3.2.4 Relevant Algorithms
Further explaining the previously referenced machine learning models, namely HMM and
LSTM, this section will dive into their description in a more grained way. Both of these
algorithms are used in projects related to SSR and ASR, being the most commonly compared
for these types of problems. Therefore, a study on these two algorithms was made to better
understand their differences.
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Briefly, HMM is a statistical Markov model in which the system being modeled is assumed
to be a Markov chain and it is used to compute a probability for a sequence of these both
hidden or observed states (Jurafsky and Martin 2014). Explaining further what is a Markov
chain, it is a model that calculates probabilities of sequences of random states, which values
are defined in some set. It assumes the next state of the sequence based on the current
one. A Markov model can be represented in a graph, each state being a node, and the
transition between states is an edge, weighing the probability of that transition happening
in a sequence. Since this transition values are probabilities, the sum of all the edges leaving
a node must be 1. An example of this is displayed in Figure 3.3.
Figure 3.3: A Markov chain for words, showcasing states and its transitions
with the probabilities of each.
More formally, this model is defined in three components:
• a set of N states
• a transition probability matrix A, where ai j represents the probability of transitioning
from state i to state j
• an initial probability distribution over states, where πi is the probability that the Markov
chain will start in state i
On the other hand, as aforementioned, the HMM is used in cases where the states are
both observable or not be observable (hidden), being therefore composed by the following
components:
• a set of N states
• a transition probability matrix A, where ai j represents the probability of transitioning
from state i to state j
• a sequence O of T observations, each being known in a vocabulary V
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• a sequence of emission probabilities, each being the probability of an observation ot
being generated from state i
• an initial probability distribution over states, where πi is the probability that the Markov
chain will start in state i
Regarding LSTM, it is a RNN specially designed to handle long time-dependencies. As
speech is a time-varying signal with correlations between different ranges of timescales,
RNN containing cyclic connections that can handle these sequences, as the output feeds
back in the network (see Figure 3.4).
Figure 3.4: A diagram showcasing a recurrent neural network, illustrating
the cyclic connections, where the output feeds the network again, creating a
chained sequence.
Storing these in internal states, it can hold long-term contextual information. LSTM, in
particular, fix some problems of typical RNN, by having in its architecture special units
called memory blocks. These memory blocks are composed of a memory cell, that stores the
temporal state of the network, and by gates which control the flow of information. These
gates are the input gate (which controls the flow of input activations into the memory
cell), the output gate (which controls the flow of output activations to the rest of the
network), and forget gate (which adaptively forgets or resets the cell’s memory) (Sak,
Senior, and Beaufays 2014). Moreover, this new architecture overcomes the problem of
vanishing gradient of typical RNN (Hochreiter and Schmidhuber 1997).
A comparison between the architecture of a simple RNN in Figure 3.5a and a LSTM in
Figure 3.5b is showcased, demonstrating the recurrent aspect of these models feeding itself
in a cycle, but contrasting in its complexity, LSTM having more layers for the memory cell
aforementioned.
Furthermore, building a LSTM network requires a few more steps of research to choose
and experiment with different hyperparameters, testing which best fits the problem at hand.
Examples of hyperparameters are:
• Optimizer - responsible for the minimization of the objective function of the neural
network, being stochastic gradient descent the most common;
• Number of LSTM layers - the number of LSTM layers that are within the architecture;
• Number of Recurrent Units - the number of recurrent units in each LSTM layer.
These and several other hyperparameters have to be chosen and experimented with to find
the combination that produces the best results in each problem (Reimers and Gurevych
2017).
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The Value Analysis (VA) of a project/product is made in order to boost its value with the
least cost possible, all the while maintaining quality. It allows for the cycle of development
to stay on track and consistent throughout and can lead to design choices that, ultimately,
effect the product itself. VA is a systematic and formal process of evaluation that comes
from management activity, that analyzes the function of a product and how does it serve
its purpose. VA is expected to be an incremental process of improvement and the goal is to
maximize the following function:
V alue =





VA defines a basic function for the product which cannot change since it must be the feature
that is fundamental and makes the product sell. In addition to this, there are supporting
functions which are features that only support the basic function and help in selling, and
can change over time and even be eliminated to reduce the cost of the product, increasing
its value without removing worth. Value is not about minimizing the cost, but can rather
about increasing the function more than the cost.
4.1 Value and perceived value
When attempting to improve the value of a product, there are three elements that ought to
be considered: the use value, which refers to how functional the product is (i.e. performance;
capability); esteem value, related to aesthetic value and subjective value (i.e. emotional
appeal; style); and market value, referring to how much the market is willing to pay for
the product. These are subjective, since each customer perceives the value of a product
differently (Ulaga and Eggert 2006). The aspects that come into play for a customer to
value a product are shown in Figure 4.1.
4.2 Value proposition
"A product’s value proposition is a statement of the functional, emotional and self-expressive
benefits delivered by the brand that provide value to the target customer" (Aaker 2002).
The value proposition of a product comes out of the necessity in identifying the product,
the target segment of the market (to whom it is intended to create value), which specific
value the application offers and to explain why the client should purchase the product being
presented in lieu of those that are already in the market (Prince Sales et al. 2017). Therefore,
this definition can be broken into key components, including what the product offers to the
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Figure 4.1: Table defining value-based drivers (source: (Lapierre 2000)).
customers, what type of value is associated with such offering and to whom the value is
being offered. The value proposition should, therefore, in a business perspective, persuade
the potential client by inserting the product within the market and showcase how there is
value in acquiring the product and why it does better than the rest of competition.
4.2.1 Market analysis
Analysing and identifying target market segments and specific clients and individuals for
whom the application has the most potential to deliver value is a crucial step in determining
the value proposition (Lanning 1998). As it was aforementioned, the application being de-
veloped inserts within the messaging and communication market. Therefore, its serviceable
market comprises of anyone that communicates through digital devices. There are two,
however, segments that are especially targeted and which this project aims to target, one
being disabled individuals who have arm, hand or vocal impairments and want to communi-
cate with other peers like regular people, and the second being users that value the privacy
of their data and the exchange of messages within a secure and private environment. These
two segments can overlap.
The most popular global mobile and desktop messenger applications have a staggering num-
ber of monthly users which perfectly displays the immense potential of usage and revenue
of this market. For example, WhatsApp has 500 million daily active users (Facebook 2019),
WeChat attains 113.7 million monthly active users (Tencent 2019) and Facebook’s Messen-
ger registers traffic of 1300 million monthly active users (Johnson 2017). The aforemen-
tioned comprise of three of the most popular messaging applications (Figure 4.2) that can
be found on both mobile and desktop applications.
All the applications shown in Figure 4.2 are centralized. That is, there are central servers in
which data passes through between the sender and the recipient. Telegram is highly regarded
as the most secure mainstream messaging application, boasting 200 million monthly active
users (Durov 2019). All of the aforementioned applications do not have support for disabled
individuals, which are one of the target audience, as explained in Section 4.2.2. Incidentally,
in the United States of America alone, 2.1 million people live with limb loss in 2014 (Amputee
Coalition 2014). This exhibits an opportunity to integrate these individuals and incorporate
within a single application that is both inclusive for disabled individuals and can also be used
by regular users.
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Figure 4.2: Histogram showing the most popular messaging apps with the
number of monthly active users, as of October 2009 (source: (Clement
2019)).
For a business, it is important to define three main segments in the market it aims to
address: Total Addressable Market (TAM), Served Available Market (SAM), and Target
Market. After the analysis above, it can be stated that the total of monthly messaging
apps active users is approximately 6 billion, being that the total market reachable. That
is, in other words, our TAM. The concern in privacy narrows down the project’s focus
to a SAM that encompasses users who deeply care about these concepts and aspire to
take action switching to new solutions where they find these ideas being applied. That
might be the example of the users of Telegram and other similar apps, which subsequently
reducing the target audience to 200 million monthly active users. The Target Market of this
application encloses people with arm/hand disabilities, as we provide the solution at hand
provides solutions for these individuals to communicate with peers using fairly new set of
technologies. These disabilities stem from a myriad of different sources such as Parkinson’s,
amputations, or paralysis. Regarding upper-limb amputees, there are 3 million people with
these conditions, of which 30% are in developed countries (LeBlanc 2008). Within the
United States of America, it is revealed that nearly 1 in 50 people have paralysis from
different causes, a total of 50 million (Armour et al. 2016). Considering the same ratio in
worldwide internet users (estimated to be 4 billion people (International Telecommunication
Union 2019)), people who are reasonable to use our platform, it translates in a total of 80
million people with paralysis. For this matter, individuals affected by Parkinson’s we will not
be counted, considering this illness mostly appears after the age of 60 (Reeve, Simcox, and
Turnbull 2014), and the number of internet users in this age is not relevant for these values.
The aforementioned niche market has little to no competitors for the type of platform and
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service provided and after the previous analysis, it can be concluded that the Target Market
for the current application revolves between 80 and 85 million people, which are directly
designated as target audience.
4.2.2 Value proposition of our application
The main value that stems from this application entails support for disabled individuals and
heightened levels of privacy of data. In a longitudinal perspective of the value that is being
offered, it is important to state that the value of this product will always be present since it
is inherent to its implementation and design choices. The proposed solution encompasses
both SSI and BCI for the interaction counterpart of the application. This is one of the
relevant aspects which differentiates the solution with the rest. It essentially provides value by
including and giving support for disabled individuals, more specifically people with arm/hand
and speech impairments, and presenting these with a way to efficiently communicate with
other peers, regardless of disability status.
On another hand, every user partakes in a decentralized ecosystem that is user-centric that
aims to have a high throughput of message exchange and maintaining a high bottom-line
of privacy of data. This not only showcases a new approach to decentralized messaging
applications whilst also maintaining a high level of security through cryptography that is
peer-reviewed. Therefore, users may find value in secure communication between peers,
something that is above the level of the mainstream solutions that are presented currently.
Another aspect that further boosts the value of this application is its wide range of appli-
cability. In other words, this messaging application can be used in different scenarios (e.g.,
education). By including support for these type of disabled individuals, many barriers are
broken down and allow for a more efficient peer-to-peer contact.
On a business perspective, the users could have access to the application for free, albeit
some premium features would need to be purchased for the user to have access to these.
This would be the only expense from the user, which would have benefits even if the free
version was used. On a long-term perspective, the product would not lose value for its
clients, since the former will be maintained to incorporate new aspects regarding security
and peer-reviewed cryptographic methods. The same occurs on the SSI and BCI counterpart,
in which we would strive for a better accuracy in the interaction between the user and the
interface.
Inserted in this dissertation’s scope, this project’s aim is to provide a new insight on de-
centralized application with support for disabled individuals, therefore pushing further the
state-of-the-art when it comes to accuracy in SSI and BCI and privacy of data in messaging
platforms that are decentralized and based on distributed ledger technologies that is viable
on a production level.
4.3 Front End Innovation
On the product development paradigm, the Front End (FE) is considered as the first stage
of new product development, which concerns the period from the idea generation to its
approval for development, or its termination for specific reasons. Essentially it is the starting
point where the main opportunities are outlined and concepts are developed before entering
the formal product development process (Peter A. Koen, Bertels, and Kleinschmidt 2014),
partaking the first part in Figure 4.3, where the New Product Development (NPD) is where
4.3. Front End Innovation 27
the products are indeed developed, proceeding with its launching and commercialization
activities.
Figure 4.3: The overall
product innovation process





model, according to Koen,
reproduced by the latter
(source (P. Koen et al.
2001)).
The New Concept Development (NCD) diagram showcased in Figure 4.4 provides an overview
of the main FE activities that transpire prior to the product development stage and commer-
cialization as is split into three counterparts: the surrounding influencing factors, the engines
that drives the activities of the FE and five activity elements, of which this document will
frame in relation to the application being developed.
4.3.1 Opportunity identification
The opportunity identification part relates to the technological changes and opportunities
that are identified and are meant to be pursued (Peter A Koen et al. 2002). Concerning the
project, the opportunity that was identified was the apparent lack of support for individuals
with arm/hand impairments to communicate with other people on a common messaging
platform. To add to this, there are not available solutions that incorporate BCI and SSI on
a decentralized ecosystem with the privacy of communication in mind, with the potential of
growing into more than a conventional peer-to-peer or chatroom messaging platform and
be applied to a wider range of scenarios.
Moreover, the presented application showcases a new product that encompasses two growing
fields: machine learning and blockchain and its variants. Decentralization of data allows for
a higher level of security in communication between peers and a new approach to messaging.
Market research and technology trend analysis are tools that can aid and reinforce this
concept. Referring to this project, the increase of scepticism of privacy on messaging ap-
plications creates a space in which this application can strive (Schrittwieser et al. 2012).
Furthermore, it was recorded that approximately 2.52 people worldwide made use of mes-
saging applications at least once time per month (Enberg 2019). The messaging market is
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extensive and panders to the human’s most natural trait, which is communication. With this
in mind and with growing concerns regarding the security of data in communication, mes-
saging platforms like Telegram have been thriving mainly due to the end-to-end encryption
features it provides. However, these methods have not been peer-reviewed in an open-source
environment and have been found to be vulnerable to certain attacks (J. Lee et al. 2017).
This poses as an opportunity to bring a peer-reviewed, decentralized platform that utilizes
encryption methods that are secure to at least quantum levels, all the while providing support
for disabled individuals at arm and vocal level, something that can not be found currently.
4.3.2 Opportunity analysis
Opportunity analysis pertains to if the idea/opportunity being assessed is worth pursuing.
This encompasses market and technological assessments. For the latter, refers to the level
of maturity of the current technologies that can aid development and if it can be reliable
on a production level (Peter A Koen et al. 2002). Framing this activity within the project
being developed, this application exhibits an opportunity to showcase a new prototype that
concerns subvocalization and decentralization of network for communication purposes. The
value inherent is that it is inclusive to arm and vocal impairment, thus allowing people with
this kind of disabilities to communicate with virtually anyone on a platform that is similar to
others within the market, doing so with security and communication that is not centralized
and compromisable.
The methods to validate this activity are similar to those used in Opportunity Identification
(Section 4.3.1), which can include market research and technology trend analysis.
4.3.3 Idea generation and enrichment
The idea generation and enrichment activity concerns the genesis, development and matura-
tion of a specific idea and is meant to be evolutionary (Peter A Koen et al. 2002). About the
project, the idea generation stemmed from the will to encompass two different fields that
were booming and gaining traction, those being machine learning and blockchain/distributed
ledger technologies. Besides, a distinctive lack of BCI solutions coupled with SSI within the
messaging paradigm led to the genesis of this project. The current state-of-the-art of SSR
does not showcase high accuracy, therefore providing an opportunity to further push the
limits of the current state of the field.
When it comes to decentralized systems, the notion of using a decentralized network came
with the idea of empowering the user on a more democratic ecosystem. Additionally, the
advantages of using decentralized systems over centralized ones on communication platforms
are crucial when it comes to privacy and integrity of data that is being exchanged.
As a method to verify this activity within this project, a former role was assigned for super-
visors and co-supervisors to coordinate ideas from the generation of the project, throughout
its development and assess it iteratively to maintain the development cycle on track.
4.3.4 Idea selection
Frequently, the main conundrum is not creating new ideas and innovations but rather choos-
ing the best one that would achieve a higher value. This process is not straightforward
but rather iterative that should culminate in a final outlining of the product idea (Peter A
Koen et al. 2002). Concerning the project presented in this paper, the selection of the idea
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stemmed from an iterative process of what would be liable, market-wise and value-wise. The
main focus of the application is the push the state-of-the-art on both synthetic telepathy and
decentralized systems on messaging platforms with private and secure data exchange. The
conjunction of these target markets where the support for disabled individuals are scarce, all
the while addressing common messaging security issues.
In all, techniques that aid verifying the Idea Selection encompass the success probability
on technical and commercial, leveraging with a selection process overseen by supervisors
which prompt feedback on different methodologies throughout. The latter is an iterative
process (displayed in Figure 4.5) and has been present in choosing which technologies would
be adequate in addressing the problem the application is addressing. An example of this
was straying away from a pure blockchain solution as it was initially thought out, opting for
variants that allow for high throughput within the network.
Figure 4.5: Idea selection process for the application at hand, in which cul-
minates in the last stage that will eventually lead to NPD.
4.3.5 Concept definition
The Concept Definition pertains the final element and stage of the NCD. As shown in Figure
4.4, it is the only exit to the NPD. To reach the latter, it must make a compelling case for
investment in the proposition. Methods to validate this activity include setting criteria that
describes how the application fairs in term of the market, how it addresses it and how it
adds values in comparison to others (its objectives).
For this project, the main objectives, as it was aforementioned, are to provide a new solution
to the messaging communication panorama that offers state-of-the-art privacy and security,
all the while making it inclusive for individuals with arm and vocal impairments and not only.
The serviceable market for this application is widely broad, since it can be used by both
regular or disabled individuals. However, it is tailored to the latter and are targeted for
individuals that value the privacy of their communication and data when messaging other
peers.
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4.4 Canvas Business Model
A business model describes the rationale of how a company generates value by analyzing
a problem, creating a solution, and using the correct means to supply its customers. A
business model is the logical process to define who the customer is, what the problem is,
how to solve it and how to benefit from it, so a product or service is not a business model
by itself (Osterwalder and Pigneur 2013).
The Canvas model is a simple and visual model for business definition which briefly introduces
the key aspects of a company. It analyses nine viewpoints on which the company and its
activities are based on, which are the following:
• Key partners - Who are the key partners/suppliers? Which resources do we acquire
from them?
• Key activities - Which activities are fundamental for our value proposition?
• Key resources - What resources do our value proposition require?
• Value propositions - What do we offer to the customer?
• Customer relationships - What relationships do we establish with our customers?
• Customer segments - For whom are we creating a product?
• Channels - How do we reach customers?
• Cost structure - What are the most important costs for creating our product?
• Revenue streams - For what are our customers paying? How do we profit?
The Canvas model attempts to answer these questions above in a simple format. For our
project, the Canvas model is shown below in Figure 4.6.
As shown in the Canvas Model, the key activity is indeed the development of the messaging
platform. This presupposes the integration between the sensors and our platform. The
target audience of the platform are people who desire to message securely and privately,
although keeping in mind people with some specific disabilities and pursue their inclusion
within the community. The way the majority audience is reached will be exclusively online.
However, during the development phase, some tests might be arranged in person, as it is
planned to establish contact with hospitals and related entities to aid testing some features
that aim to help impaired subjects.
4.5 Value chain
The set of activities that a company performs to create value can be defined in a value chain.
As Porter (2008) proposed, a general value chain (shown in Figure 4.7) allows companies
to examine all the activities and how they are connected. The way these operations are
executed defines costs and profits, and the analysis with this tool eases the understanding
of the value.
This model divides the activities in two groups: primary and support activities, both of which
will be detailed in subsequent chapters.
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Figure 4.6: The Canvas Model for the project, showcasing each aspect that
were explained prior.
4.5.1 Primary activities
This group refers to the activities related directly to the product (i.e. creation, sales,
maintenance) which can be classified in five different sections:
• Inbound logistics - related to receiving and storing inputs.
• Operations - related to the transformation from input into outputs (creation of value).
• Outbound logistics - related to the delivery of the product to the customers.
• Marketing and sales - related to customers gathering and communication with them,
persuading them to buy a product from us instead of our competitors (value for the
customer).
• Service - related to post-purchase services, maintaining value for the customer.
These mainly flow from left to right as shown in Figure 4.7, from the reception of the
supplies to the transformation of materials, to store, and then finally to sales and services
for after-purchase support.
4.5.2 Support activities
The support activities groups every activity that does not create value. However, these
can assist each one of the primary activities, regardless of what section it is, supporting
throughout the entire process of the product. These can also be divided into four types:
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Figure 4.7: The Porter’s value chain, as proposed by Michael Porter (source:
(Porter 2008)).
• Firm Infrastructure - related to the company’s support systems such as accounting,
legal, administrative, and general management.
• Human Resource Management - related to recruitment, motivation, and retention of
employees.
• Technology Development - related to the information and knowledge of the company.
• Procurement - related to finding suppliers to get resources needed to operate.
Although this model might fit for most companies, the new era of technological companies
do not. This paper’s project does not have inputs by suppliers since the product is, essen-
tially, knowledge created by the community and the developers themselves. Thus, a new
perspective must be taken to analyze how value is created within this application.
4.6 Value network
Proposed by Verna Allee, the value network is a new model to analyze a company based
on its relationship network with other entities. Although knowledge and intangible value
exchanges are the base of most emerging companies, most business models do not consider
these. This model takes into account two key types of value exchange, those being tangible
and intangible. The first is related to revenue and goods that two entities transact with
each other. The latter refers to benefits and knowledge trade, which is not quite considered
in other models, although it is a key element in some businesses like ours. In a value network
model, the focus is on the stakeholders of a project and their exchange of tangible and
intangible benefits, usually all providing and receiving value, this way contributing to the
success of each and the success of the network (Verna 2008).
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As this model appears more promising to fit the needs of the project and its field of work,
when compared to a value chain, the value network refering to this current project is shown
in Figure 4.8.
Figure 4.8: Proposed value network for the project related with this paper,
following Verna’s model.
As Figure 4.8 depicts, since we are working with public institutes that are essentially helping
us with intangible goods, the value exchange occurs mainly towards us, as we do not have
much to offer besides the research and build of the product to the costumers, and recognition
to those who support our project. These exchanges are a key factor for the research and
development, as otherwise the development group wouldn’t have access to an EEG device
that GILT offers us to work with, nor direct contact with impaired people who we are offering
value, that can be established through the hospitals.
4.7 Analytic Hierarchy Process
AHP is a process that helps in decision making providing a structured representation by
analyzing the criteria elements and comparing them pairwise, creating a priority scale (Saaty
2008). AHP, in a simple explanation, decomposes decision making in four steps:
• Problem definition
• Criteria definition
• Pairwise comparison to weight priorities
• Weight priorities and alternatives
Since this document focus on the development of the Human-Computer Interface (HCI)
component of this project, the criteria represented below only refers to decision making
related to it. Trying to choose a new approach for these components, answering "What
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approach/technology suits best with our project requirements?", an AHP with be structured
for future decision making. Thus, the analyzed criteria are:
• Interaction speed: how fast can a user give inputs and receive feedback
• Privacy: how much privacy can be guaranteed
• Comfort: how comfortable and convenient it is for the user
This process will be used to analyze in BCI and SSR components since these three factors
can be applied to both. After defining the problem and the criteria, a pairwise comparison
must be done, on as scale of 1 to 9 (Saaty 1988). Table 4.2 displays the first matrix for the
AHP analyzes, were it compares all factors with each other.
Table 4.1: Pairwise comparison matrix.
Interaction speed Comfort Privacy
Interaction speed 1.0 8.0 4.0
Comfort 1/8 1.0 1/4
Privacy 1/4 4.0 1.0
Translating the table above to a matrix notation:
M =
1.0 8.0 4.01/8 1.0 1/4
1/4 4.0 1.0
 (4.1)
With this matrix, it can be calculated the Priority Vector. This vector is the average of each
row of M normalized. With M normalized as
8/11 8/13 16/211/11 1/13 1/21
2/11 4/13 4/21
 (4.2)





The next step it to calculate the Consistency Ratio (CR), which certificates the consistency
of the judgments. If this value is higher than 0.1, then the judgments are considered not
trustworthy.
Before that, we need to calculate
M ∗ v = λmax ∗ v ⇐⇒
2.182710.21617
0.68931
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= 0.046724 < 0.1 (4.6)
, where Consistency Index (CI) is:
CI =
(λmax − n)
(n − 1) =
(3.0542− 3)
(3− 1) = 0.0271 (4.7)
, where n is the initial matrix dimension.
Since CR is less than 0.1, it can be concluded that the results are consistent and reliable. By
the results of the AHP, it can be concluded that the most important factor is the Interaction
speed, followed by the privacy and then the comfort. Thus, the decisions on which and how
to implement the components of the HCI will consider this results.
4.7.1 AHP application example
In this section, it will be applied the AHP previously defined to a real case for this problem.
For this, it is constructed one matrix comparing alternatives pair-wise for each criterion,
calculating the priority vector that compares the importance of each alternative regarding
the respective criterion. The three compared approaches are ASR, BCI, and SSR. Each of
these approaches presented as alternatives are described further in Section 3.
Table 4.3: Comparison matrix for the Interaction Speed criterion.
Interaction speed ASR BCI SSR Priority Vector
ASR 1.0 9.0 1.0 0.474
BCI 1/9 1.0 1/9 0.052
SSR 1.0 9.0 1.0 0.474
Table 4.5: Comparison matrix for the Comfort criterion.
Comfort ASR BCI SSR Priority Vector
ASR 1.0 9.0 4.0 0.664
BCI 1/9 1.0 1/9 0.052
SSR 1/4 9.0 1.0 0.284
The results of the priority vectors in Tables 4.4, 4.6 and 4.8 showcase which approach is
relatively better at each criterion. In order to find the most suitable solution for the problem
the following equation shows an overall result.
36 Chapter 4. Value Analysis
Table 4.7: Comparison matrix for the Privacy criterion.
Privacy ASR BCI SSR Priority Vector
ASR 1.0 1/7 1/9 0.057
BCI 7.0 1.0 1/3 0.295
SSR 9.0 3.0 1.0 0.648











After combining all the priority vector in a matrix and multiplying by the priority vector
previously calculated, which weights each criterion priority related to the problem, it is shown
in the Equation (4.8) which alternative suits best our project.




This chapter describes the planning of the design used in the development phase of the
project, by outlining its main components and its relationships, and showcasing an overall
concept of the architecture of the platform created.
5.1 Functional and non-functional requirements
As with every project, the design process must be preceded by a thorough requirement
analysis. In this chapter, the functional and non-functional requirements of this project will
be explained according to the FURPS+, which is a model for requirement specification in
projects. It represents an acronym, meaning Functionality, Usability, Reliability, Performance
and Supportability, thus dividing the model in five domains. The "+" symbol represents other
attributes as Implementation, Interface, Operations, Packaging, and Legal (Larman 2005).
5.1.1 Functionality
The Functionality counterpart directly represents the functional requirements of the project
which, in turn, are related to the user stories and use cases. As it was mentioned in
Section 2.2.2, the current project does not have many use cases, since the focus will be on
providing an inclusive and safe experience. Table 5.2 depicts the user stories of the system,
which are common in any messaging platform.
Table 5.1: Table showcasing the user stories of the system and the corre-
spondent actor.
Actor Use Case





Navigate in a chat’s message history
Send message
Receive message
In addition to the use cases, the functionality aspect of the application also correlates with
Security. For this project, the Security of the application has as requirements the existence
of a public/private key pair to prove the authorship of data to specific users. Another
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requirement is it is mandatory for all users to have the same version of the backend/frontend
bundle and, therefore, system configuration. Communication between users also has to be
end-to-end encrypted.
5.1.2 Usability
This topic covers the requirements regarding interaction with users through user interfaces.
For this project, usability is key given the target audience and their barriers in commonly
used interfaces, which we are trying to overcome. One of the requirements for the User
Interface (UI) is to be intuitive and compatible for usage through an EEG headset enabling
a BCI. Therefore, the frontend has to have a simple and intuitive design for users from
different backgrounds and age ranges. Moreover, the frontend must also support text input
through silent speech using SSR techniques. Finally, the frontend must have a consistent
design spanning its screens and be responsive.
5.1.3 Reliability
This section concerns requirements related to service availability and failure recovery. For this
project, the project at hand must be able to handle increased network traffic. Additionally,
no central points of failure that propagate and affect several users may occur. In addition
to this, redundancy of data is a requirement for users to maintain data even if the original
author is offline.
5.1.4 Performance
Performance covers requirements associated with the response time and recovery time of
the system. Specifically to this project, the system must have a reduced response time and
prompt feedback. Moreover, the time of each transaction must be low and consistent as
the system scales with more users joining the network.
5.1.5 Supportability
For this section, supportability is concerned with characteristics such as testability, adapt-
ability, maintainability, and scalability. The latter aspect is a requirement, it being scalable
without compromising performance to a limitless amount of users. Additionally, the plat-
form has to be available in all operating systems and web browsers. The system has to be
inclusive for users with upper-body limb impairment and be able to pander to both regular
and disabled users and maintain usability. Lastly, the system must allow text input from the
silent speech feature for, at least, the English language.
5.1.6 + (Others)
This final section covers physical, design and implementation constraints. For this project,
one non-functional requirement for this domain regards the need for the system to be GDPR
compliant. Another constraint is that the system will use the Emotiv EPOC+ headset, as
it is the only EEG device the team has access to at this time.
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5.2 Approaches assessment
Following the previous analysis of approaches and technologies, this section evaluates these,
tackling the specific problem of this project, and aims to a better selection of which ones
must be used. This section will display a comparison between the previously mentioned
approaches and other solutions, and the decision making behind process the choices made.
5.2.1 Criteria and Approach Comparison
Regarding the topic of this document, it concerns the development of three components of
the project: BCI, SSI, and a Frontend app. The first two will serve as interfaces between
the user and the latter.
As previously analyzed, BCI can be adopted for the user to navigate within the Frontend
app, allowing hands-free control over it. In the Section 3.1.2 were presented two approaches
to this interface, invasive and non-invasive. Since the invasive approach requires surgery in
each subject that uses the platform, it is not by any means what we can or even want
to implement. Therefore, the chosen approach for BCI is the non-invasive one. Between
technologies that can be used for the BCI, it is beforehand selected the usage of the Emotiv’s
EPOC+, since we are working in a partnership with GILT and they already own this model
prepared for EEG. As beforementioned, this product is a powerful tool for EEG related
projects, since it has pre-programmed code for detection of some mental commands, facial
expressions, and emotions. Most, if not all, of the used mental commands for navigation, are
some of the already built-in ones, improving the development speed of this component. With
this, the only task needed for the usage of this product with our project, after integration
between components, is that the user using this device pre-trains this device for his brain
activity, allowing the Emotiv’s software to detect which command is being produced. For
integration with this product, Emotiv also provides developers an application programming
interface (API), called Cortex API, which allows any authorized software to receive EEG
data and results of the classification of mental commands. This relationship between pieces
of software will be further analyzed in Section 5.5.1.
Concerning the text input, and following the AHP from the Section 4.7, it is concluded that
the best approach for this component is using an SSR, as it maintains privacy while using in
public, as well as a theoretical more accurate method when more mature, comparing to STT,
since it not affected by background and environment noises. Within the SSR component, a
myriad of approaches must be taken into account, since there are multiple ways to implement
it. As aforementioned, there are some studies that try a session-independent and/or subject-
independent models, which would be the best implementation for our project as it is assumed
the usage from different people and between different sessions. In order to implement
SSR, the chosen dataset is the EMG-UKA corpus as it was the only publicly available
dataset for recorded EMG data for this purpose, and has enough data for testing different
machine learning algorithms, aiming to build a SSI with the lower WER as possible. The
first chosen approach for the SSR algorithm is using a LSTM-based architecture, exploring
a deep learning alternative. If the results turn out to be unsatisfactory and if possible during
the period of this project, another approach using HMM might be tested, as it is the model
used by Wand, Janke, and Schultz (2014), creators of the EMG-UKA corpus. This approach
was the one that has shown the best results among the studied ones.
The focus of this project is on the presentation of methods of interacting with a computer for
hands-free message exchange. Nevertheless, a central application has to be built for the user
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to interact with, and for enabling the message exchange. That said, the emphasis will not
be on the selection of approaches for the Frontend. Notwithstanding, on the Frontend app
the first decision to be made was between mobile or desktop approaches. Since the interface
devices will not be completely portable, and we are aiming for an audience not quite capable
of managing a smartphone, it was decided for this first implementation to build a desktop-
driven platform. Considering the team has vast experience with web technologies, it was
easily decided to build a web app that could run on any device with a browser, expanding
further our audience. Taking into account the popularity of frameworks for building web
applications (StackOverflow 2019), the chosen one was React, as the team also has extensive
expertise with this technology. Likewise, for the SSR system, there was also a need to
choose which from different possibilities of programming languages and frameworks to work
with. Python is a very popular programming language and is the fastest-growing major
programming language (StackOverflow 2019). Amidst all the frameworks that might be
used in a machine learning project, PyTorch stood out as the go-to and most growing
machine learning framework (He 2019).
Nevertheless, other frameworks and dependencies might be used within the platform’s soft-
ware, although the mentioned above are the most important as cornerstones of the devel-
opment.
5.3 Conceptual Design of the Application
The proposed solution encompasses SSI and BCI for the interaction of an application that
partakes in a decentralized ecosystem that is user-centric, with high throughput and main-
taining a bottom-line of privacy of data and message exchange. It envisions a way for people
with arm/hand and speech impairments to be able to communicate with anyone.
It is, therefore, divided into two distinctive counterparts: human-machine interaction through
methods of machine learning and decentralized communication between peers. This is further
outlined in Figure 5.1.
From a conceptual point of view, for the BCI component of the project, an EEG headset
(more specifically, the Emotive EPOC+) will be used alongside the Emotiv BCI software for
the training and classification of the data gathered from the user. Some mental commands
are already predefined, which speeds up the project development considerably. These com-
mands are applied to the UI navigation. The latter ought to be accessible and intuitive for
users with or without impairments, with a specific design that allows navigation through
an EEG headset or conventional means (mouse/keyboard inputs). On the other hand, text
input will be dealt with by the SSR counterpart, using software developed by the team, with
a corpus containing data gathered from surface electrodes performing EMG.
Since the user interacts through unorthodox means, for the UI a new design idea had to
emerge to guarantee that it supports these new ways of input and eases the process by a
fluid and intuitive feedback. Thus, besides from regular click/tap to interact, the user can
also navigate through different chat rooms using four different commands, pull, push, left,
and right. Simulating a three-dimensional space, the pull and push commands, pull closer
to and push away from the user view, respectively, a whole screen related to a single chat
room (Figure 5.2).
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Figure 5.1: Overall conceptual view of the platform, outlining the interaction
between the user and interface and also the decentralized system where the
user is inserted.
The remaining left and right commands are used to slide through a carousel-type view with
each chat room, always fixing a chat room in the middle, until the user pulls the one selected
(see Figure 5.3).
The other counterpart refers to the decentralized backend in which each peer holds part
of the Distributed Hash Table (DHT) and information is shared and verified by the nodes
that make up the network. Each node has its own identity and private and public shared
data. Each data has ownership of a specific user, in which the user has control of. Having
this type of system allows for future expandability of features and expand from peer-to-peer
messaging to a social network with shared public data. Each user has the same influence
over the network, there are no supernodes.
5.3.1 EEG Electrode Positioning
Focusing on the design and definition of the EEG step for the BCI counterpart of this
project, the electrode placement must be established. In order to standardize the electrode
positioning, the International Federation of Clinical Neurophysiology adopted a model called
10-20 System (Klem et al. 1999). This protocol defined the placements and names of 21
electrodes on the scalp. Each name is composed by a letter and a number, in which the letter
refers to the region of the brain where the electrode is positioned (F: frontal, C: central, T:
temporal, P: posterior, and O: occipital) and the number refers to the hemisphere (odd and
even numbers, for the left and right hemispheres, respectively). Later, an extension to this
system was added and the number of electrode positions standardized increased from 21 to
74 creating the 10-10 System (Klem et al. 1999; Rojas et al. 2018). These are illustrated
in Figure 5.4.
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Figure 5.2: Diagram explaining how pull and push commands effect the UI.
Figure 5.3: Diagram outlining how the left and right commands are used for
navigation.
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Figure 5.4: EEG electrode placement following the 10-10 System. Blue
circles represent the 10-20 System electrode positions (Rojas et al. 2018).
As previously stated, the EEG headset used for this project is the Emotiv EPOC+. This
headset is designed to cover different regions of the brain, namely temporal, parietal, and
occipital, and has a special focus on the frontal and prefrontal lobes. The 14 electrodes po-
sitioning is already defined following the aforementioned system, specifically in the positions
AF3, AF4, F3, F4, F7, F8, T7, T8, P3, P4, P7, P8, O1, O2, as showcased in Figure 5.5
(Emotiv 2019).
5.4 Architectural Design of the Solution
This section will present an overview of the architecture of the entire solution, showcasing its
components and how they interact, from the user input interfaces to the platform network
and data management components. This is showcased in Figure 5.6 where it describes in a
high granularity each component and its relationships with others.
Regarding the components related to the focus of this work, the two elements that operate
as interfaces for the Frontend component are the Emotiv App and our SSR App, the first
responsible for the BCI which will lead to navigation actions within the platform and the
latter responsible for the SSI enabling the input of text in the chat rooms.
The Emotiv App, with its already pre-set of mental commands that can be quickly trained
by the user to fit his brain activity, allow the navigation on the Frontend to be hands-free,
as the user can interact with it only by thinking. On the other hand, the SSR App is a
self-developed application that uses machine learning for transforming the muscle activity of
the user, into text that is suitable for message input in the Frontend. The user will interact
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Figure 5.5: EPOC+ electrode locations following the international 10-10
System (Emotiv 2019).
with these applications trough the Emotiv’s EPOC+ and trough electrodes placed above
muscles related to speech, respectively.
The Frontend app development is also a focus of this document, as it connects the user
inputs into one visual platform. This application not only provides interfaces for user interac-
tion but nevertheless it is also deeply connected to the decentralized ecosystem through its
relationship with the backend counterpart. The components relative to the backend compo-
nent are denominated in Backend and DHT, and are not further analyzed in this document,
being related to the work of the other team member.
5.5 Structure of the frontend application and its interfaces
In the previous section, it was showcased the relationships between components. Therefore,
this one focuses on the components more present and related to this thesis subsystem and
further explains how these are connected. Moreover, these details must be present during the
development phase, susceptible to changes. As previously described, the frontend application
has two main relationships for it to be usable by hand/arm impaired people, connecting to
the Emotiv Cortex and the SSR app.
5.5.1 Emotiv App and Frontend relationship
Starting with the Emotiv App and Frontend relationship, the connection is established using
WebSocket Secure 1 protocol, with the first acting as the server and the latter as the client,
1WebSocket is a communication protocol allowing full-duplex channels over a single TCP connection.
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Figure 5.6: High-granularity diagram showcasing how each component/con-
cept interacts with each other across the application. The frontend (top
of diagram) and the backend (bottom of diagram) counterparts both reside
within the user’s device.
using JSON-RPC 2 protocol in the exchanged messages. Emotiv provides an API called
Cortex API allowing applications to subscribe to its messages, sharing the data gathered
by Emotiv devices with its clients. This way, it is possible to read from the Emotiv App
which mental commands it classifies from the data collected with the EEG device. On the
other hand, these EEG devices connect to the Emotiv App (running on the user computer)
through a Bluetooth connection. The process of connection and subscription to the Cortex
API is described in Figure 5.7.
5.5.2 SSR App and Frontend relationship
Analyzing in-depth the relationship between the SSR App and the Frontend, it is expected
that the former provides an API which allows the latter to send a recorded EMG signal and
it should return the resulted transcript. As the SSR App is self-developed, the API is built
as necessary for the text input features. A sequence diagram of the planned interaction is
illustrated in Figure 5.8.
This connection is somewhat simple, although being relevant for the integration between the
platform components, integrating these different software pieces (related to each interface
2JSON-RPC is a stateless, light-weight remote procedure call (RPC) protocol. Primarily this specification
defines several data structures and the rules around their processing. It is transport agnostic in that the
concepts can be used within the same process, over sockets, over HTTP, or in many various message passing
environments. It uses JSON (RFC 4627) as data format.
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Figure 5.7: Sequence diagram showcasing the main interaction between the
platform and the Emotiv Cortex via WebSocket. Multiple steps are required to
get access and subscribe to data from the Cortex (EMOTIV 2020). After this
initial connection, the Cortex constantly updates the Frontend with current
data read from the headset for the streams requests (in this case, eeg and
fac named streams).
Figure 5.8: Sequence diagram showcasing the planned base interaction be-
tween the Frontend and SSR apps.
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device) to the main Frontend app that the user interacts with.
5.6 SSR System Development Process
To better develop a concise system, a standardized process will be followed for improved
planning and description of the development methods. The studied methodology that will
be used is CRoss Industry Standard Process for Data Mining (CRISP-DM), which provides a
framework to develop data mining projects, making it more reliable and efficiently repeated
for different people (Wirth and Hipp 2000). The CRISP-DM process model breaks down a
life cycle of a project into six distinct phases, as illustrated in Figure 5.9. The sequence of
phases can vary, depending on the outcome of each phase, but there is depicted the most
important and frequent course.
Figure 5.9: Diagram representing the six phases of the CRISP-DM process
model and its correlations.
Briefly describing each phase, the CRISP-DM methodology encompasses:
• Business Understanding: This phase focus is to understand the business requirements
and converting it to a data mining problem, defining and planning a preliminary solution
to accomplish the objectives.
• Data Understanding: In this phase starts the data collection and attempt to discover
the first insights of the data or related subsets. This phase is highly close to the
previous one since defining the data mining problem and designing the initial plan of
the project requires some understanding of the accessible data.
• Data Preparation: In this phase is expected to transform the initial data to construct a
concise data set that is likely to feed a modeling tool. This transformation can include
operations such as data cleaning, data transformation, or discovery of new attributes.
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• Modeling: This phase consists of experimenting with different model techniques and
calibrating parameters. This phase has a close link to the previous one since some
model techniques required a specific data format, or because while modeling it is found
problems or opportunities with the data, which require going back to transform the
data.
• Evaluation: This phase is responsible for the evaluation of the models built in the
previous one, verifying if the business objectives are sufficiently responded to, before
advancing to the last phase.
• Deployment: This phase consists of organizing the knowledge acquired or deploy soft-
ware that can be used by the customer. Thus, this phase can range from a simple
report showcasing how the business goals were met, to a complex implementation of
a data mining process across the enterprise.
Following this methodology, the development of the SSR system for this project is more
concise and organized, easing the flow of procedures needed and helping with decision making
and reporting.
5.6.1 SSR Pipeline Design
Creating a SSI for concise message input required more than just the recognition and clas-
sification of single words. A system that also evaluates if the recognized word makes sense
in the context or not, may increase the accuracy in some cases and improve the overall
performance of the interface, helping to choose and fixing the wrongs that do not fit in the
context. Thus, a machine learning pipeline has to be created to chain these processes from
data acquisition to word transcription.
Figure 5.10: Diagram showcasing the designed pipeline for SSR.
As shown in figure 5.10, after the EMG data is acquired, it requires some preprocessing to
extract features. After this data is processed, the SSR classifies the data as one or more
words. Finally, the last component checks if the chosen words make sense and fix the less
correct classifications.
As mentioned in Section 5.2, it will be used the EMG-UKA corpus as a base dataset for the
implementation and testing of this system. For this, in each run, this dataset will be divided
into three different subsets, a training set, a cross-validation set, and a test set.
Possible machine learning alternatives for this implementation are described in Section 3.2.4,
being them HMM and LSTM networks, as the state-of-the-art projects for speech recogni-
tion in general use mainly these two approaches as a base for their problem resolution.
5.7 Deployment
For a better understanding of where the components will be deployed, Figure 5.11 show-
cases the planned view for where each should be running and using the aforementioned
communication protocols between them.
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Figure 5.11: Deployment view of a Frontend and its interface apps in a single
computer, connecting to the required external devices.
All the software components will run in the user’s computer and interact between them as
necessary. However, at least three physical devices are needed for the planned hands-free
interaction with the system, as it requires electrodes for EEG and EMG and the computer
itself.
As an example of an alternative, the SSR app can be running on a remote server and the
Frontend would directly receive the EMG data and share it with that server. This solution
could have higher delays in response to the user from the system as it would depend on
network speed. This alternative would also compromise the decentralized paradigm of the
system, as it would have a centralized server receiving all the silent speech data.
Further in the development phase, after the SSR shows promising results with the aforemen-
tioned dataset, it is expected that this Frontend app connects to surface electrodes placed
on a subject’s articulatory muscles, enabling the text input from anyone. Moreover, the SSR





The development of the platform and interfaces for contactless user interaction is divided into
two different interface types, as before in this document. Primarily, this chapter describes
the process of development of the Frontend application and integration with components
related to the whole platform, such as its Backend that holds and manages the platform
decentralized data and the Emotiv App that allows the usage of its EEG headset. Later, it
is described the research on the field of SSR and the approaches tested during this project,
as well as the experiments executed to test its performance.
6.1 Platform development and Connection with Cortex API
The development of this application did not only had the challenge of programming a mes-
saging platform, but it also encompassed the design of components and visual feedback
having in mind it is focused on supporting usage by contactless and movement-free means,
intuitively and fluidly.
The key commands and interactions with the UI are described in Section 5.3, although just
from a conceptual perspective. During the development, other commands were proven to
be needed and added for other features that were not mentioned in the conceptual design,
as well as some previously designed ideas were slightly changed to ease the development
process but still maintaining its core aspect.
The frontend of the platform is, as stated before, a web application, which allows reaching
a wider audience since it runs on any device with a web browser.
Hence, this section will describe the development decisions, highlighting connections between
software components, and propose a myriad of new approaches for different UI components
to better serve disabled subjects’ needs and ease their usage of messaging platforms.
6.1.1 Interaction Modes and Mental Commands
Since Emotiv limits the number of active commands at a time to four (plus the neutral
command), and to reduce the learning curve of training numerous mental commands, the
Frontend application was developed following the notion of interaction modes. Each of these
modes interprets the user input differently, depending on the current mode, where the same
input can trigger different actions (Page 2019). In other words, the same mental command
has different behaviors depending on the current mode, and each mode defines the active
commands.
52 Chapter 6. Development
Figure 6.1: Diagram showcasing the available modes and which command
triggers a change from one mode to another.
The transition between modes is triggered by the user with a specific mental command, which
is different for every mode, as showcased in Figure 6.1. The selection of what command
should make a transition in each mode was selected by which command would be the most
intuitive, regarding the related UI presented to the user, as will be further discussed.
Selecting Contact Mode
The first mode presented is the selecting contact mode, which is related to the first view
the user is presented to when it starts using the platform. While on this mode, the user is
able to perform a set of features by triggering the respective mental commands, i.e. select
a contact (left/right commands), open a chat (pull command), and open the Add Contact
view (down command). As described in Section 5.3, the user is presented with a carousel
with all its added contacts allowing it to "scroll" trough it. Once the user founds the desired
contact and centers it on the carousel (contact at the center has an outer glow and and an
arrow on top of it), the user can pull the contact to open a chat window, transitioning to
the chat open mode. This view is illustrated in Figure 6.2.
Chat Open Mode
The Chat Open mode is related to the UI where the user can send a new message to
a contact and read all the messages exchanged between them, as shown in Figure 6.3.
Similarly to the previously described mode, it is also possible to "scroll", although in this
case in a more conventional design, with the purpose of reading older messages. This feature
is associated with the once again most intuitive commands related to the design of the UI,
i.e. lift and drop. The focus of this mode is the text input which had to be rethought for
hands-free and silent usage. The used command to trigger the functionalities of text input
and message forwarding is right, encompassing a set of steps that are further detailed in an
extensive analysis of the implementation choices for this feature in Section 6.1.5.
Add Contact Mode
Lastly, the add contact mode is active when the user "drags" down from the selecting
contact view and reveals a UI with an input field to add a new contact (see Figure 6.4). As
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Figure 6.2: Screen shown in selecting contact mode. The current selected
contact is the one most centered and is highlight with an outer glow and an
arrow on top.
Figure 6.3: Screen shown in chat open mode.
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in the previous mode, this uses the same command (right) to submit the inserted text, in
this case, the address of another contact. After this action, the newly added contact will
show up on the carousel of selecting contact mode UI and the user will be able to exchange
messages with them. The only other available command on this mode is lift to "drag" this
UI back up and change to the selecting contact mode.
Figure 6.4: Screen shown in add contact mode. Although being the more
distinct, yet simple, screen, the bottom components keep visible to help the
user throughout the whole interaction.
To summarize, Table 6.1 shows the commands available in each mode and possible transi-
tions.
Table 6.1: Table summarizing modes, commands available in each one, and
possible mode transitions.
Mode Available Commands Transits to
selecting contact left, right, pull, down chat open, add contact
chat open push, up, down, right selecting contact
add contact up, right selecting contact
6.1.2 Training Area
Before the interaction with our platform, the user must train each mental command required
(described in Section 6.1.1), so that the Emotiv software can associate each command to
a specific pattern in the EEG signal recorded.
Emotiv has its own software to help with this process, the EmotivBCI app, where the user can
create multiple training profiles to test out different approaches when deciding which thought
should be related to each mental command. Then, for each profile, the user can activate
up to 4 mental commands (plus the neutral), and separately train each as many times as
desired, until a satisfactory accuracy is achieved. Figure 6.5 showcases the screen that
enables the referred actions. When selected a command to train, the user is presented with
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a training screen (shown in Figure 6.6), where a cube is shown moving/rotating accordingly
to the selected command.
Figure 6.5: Main screen of a profile where the user can selected which com-
mands it wants active, choose which to practice, or enter Live Mode to test
the accuracy of the classifications.
Aiming to improve accuracy in interaction with our platform, a training screen was added
to the Frontend app, allowing practicing inside the platform. Instead of the default cube
displayed in EmotivBCI, a more appropriated component is shown, resembling the contact
UI view the user is/will be familiarized with when using the Frontend app. An example of a
practice screen is showcased in Figure 6.7. However, as this software is not as mature as
the EmotivBCI, this does not yet allow the selection of a mental command to train, forcing
the user to practice all the active commands in succession, with intervals of 15 seconds for
each 8-second practice.
Even though the user does not have as much control in our solution, when this feature
is more developed it is expected that the user obtains better results and performance after
utilizing it, since the UI will be similar throughout the whole experience, from training mental
command to interaction with the platform.
6.1.3 Buttons for Mental Interaction
The UI components had to be rethought for the interaction through mental commands.
Thus, the items that in a conventional app would be expected to be clickable had to change
in some way that would feel more natural and with the proper visual feedback. Accordingly,
in the proposed solution in this project these components’ actions are triggered by a mental
command assigned to it (e.g. the component representing a contact the user wants to select
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Figure 6.6: Example of a practice exercise (in this case for the left command),
where the cube moves as expected to help with the training.
Figure 6.7: Frontend app training screen, currently practicing the left com-
mand, with a UI similar to the one presented in select contact mode, where
the left command is required.
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is triggered by the pull command (see Figure 6.8)) and this action is delayed a few sections
while the users keep performing the same mental pattern while a progress indicator is shown.
Therefore, this avoids triggering actions incorrectly and too quickly, by a miss classification
of the data retrieved from the Emotiv headset.
Figure 6.8: Example of a mental button, representing a contact in the
carousel. The yellow highlight around this component is the progress indica-
tor. When the progress indicator is all around the view, the action assigned
to the button will be triggered. In this example, a chat will open and the
application will switch to chat open mode.
This type of interaction is more similar to a long press click rather than just a simple click/tap
conventionally used on web apps. This technique of long-duration interaction, while receiving
progress feedback is also used in buttons of other types of interfaces. Although associated
with movement and with haptic feedback, hover buttons have been used in areas such as
Kinect-based and Virtual Reality (VR) applications and games, where the user should hold
its hand over a button, while an animated progress indicator is completed (Jakob 2010). An
example of a hover button is showcased in Figure 6.9, from the Kinect Sports game.
Figure 6.9: Example of an hover button (top right) activated when the hand
is over the button until the end of the progress circle (Jakob 2010).
Having this delay gives the user more control by reinforcing that the command received
triggered the action the user actually expected, as it must keep being performed during an
established period. Besides, this solution also avoids the need for performing a different
command to undo the unwanted action. For example, if a user that is in selecting con-
tact missuses pull command and starts opening a chat, stopping triggering commands and
activating the neutral command is enough to stop that action, while the mental button is
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still in progress. Without that feature, after that mistake, the user had to trigger the push
command to get back to selecting contact mode, which would require a heavy mental load.
6.1.4 Command Control Panel
Since the platform uses a myriad of commands, with only some active at a time (depending
on the current mode), it may slow down the learning of using these controls. To inform the
user which commands are available, a control panel, visible at all times, was added to the
bottom left of the screen.
This panel shows all the active commands, and for each one, it has a short description of
the action it performs in that case, alongside an illustrative icon to help to perceive the
information.
Moreover, this control panel also indicates which mental command the user is performing,
highlighting the section related to that command. In Figure 6.10b is shown an example
where the active command is lift, to scroll up the chat to older messages, while in Figure





Figure 6.10: (a) Command control panel for the selecting contact mode,
with the neutral command selected. (b) Command control panel for the
chat open mode, with the lift command selected.(c) Command control panel
for the add contact mode, with the neutral command selected.
Finally, each control panel section is also clickable, triggering the selected command. This
feature is used to simulate mental commands if the headset is not connected, in order to
test how the UI reacts to command selection and quick changes.
6.1.5 Text Input
Regarding text input into the platform, the designed project planned the usage of a SSR
system that would convert EMG data from articulatory muscles and convert it into words (see
Section5.3). As will be further detailed in Section 7.3.2, the developed system did not meet
6.1. Platform development and Connection with Cortex API 59
sufficient accuracy with the corpus used, making it not stable enough for integration with
the Frontend application. Therefore, a temporary solution had to be found to allow a user
to input text without the need to perform hand/arm movements. Thus, going back to the
research described in Section 3.2 about different possible approaches and the conclusions
about its comparisons in Section 4.7, a STT system was integrated into the application
to accomplish hands-free text input. This approach is not for a permanent alternative
solution, as it does not meet the privacy requirements previously established. However, it is
a temporary solution to achieve a hands-free interface for this feature.
With either method, the Frontend application is integrated with the SSR application. The
latter is prepared for receiving both EMG and audio data, translating these into words as
planned using our machine learning models, as will be further discussed. Although in this
case, the SSR app will not perform SSR, but instead ASR, using a similar model trained also
using the EMG-UKA corpus.
Furthermore, abstracting from what type of speech recognition is happening on the back-
ground and focusing on UI component and feedback to the user, the input component has
some unusual aspects worth mentioning. This component has an add-on to the conventional
text input allowing the user to start the speech recognition feature with a mental command,
in this case, the right command is the chosen one to interact with the text input compo-
nent. The choice of this command is not as intuitive as the others, because it does not
correspond to a visual movement (e.g. left and right to move the contacts carousel). It was
chosen by excluding the other options that did not match in any means the visual feedback,
while avoiding forcing the user to train another mental command, keeping in mind the list
of possible actions designed by Emotiv (e.g. push, pull, lift, drop, left, right, and rotation
related actions). Therefore, excluding the rotation related actions, since lift, drop and push
were already being used in this mode, the already trained commands were only pull, left and
right. As pull was used in the transition to this mode (from selecting contact) and could
trigger underised actions, only left and right were remaining as valid options. From those
two, right was chosen.
Although the interaction with this component through mental commands is always executed
with the right, the process is divided into small steps. First, the user must trigger the
command to make the component start recording speech. Once no speech is detected,
the component connects to the SSR App, sending the speech data and retrieving the tran-
scription calculated by the speech recognition system in place. Then, the input component
is filled with this transcription and it is given the user a total of 10 seconds to send the
message (with right command) otherwise the text is cleared. That timeout was defined to
allow a user to delete text if the speech recognizer had a poor performance, without the
need of using a mental command to do so, simplifying its usage and avoiding even more
mental load. This process is illustrated in Figure 6.11 in which is perceivable the states and
triggers.
During all these steps, the UI provides the user with the feedback of the process showing a
small text on top of the input component. For each step, the label changes and presents
information about what is happening in the background, or of what is expected from the
user to do. The four different cases are illustrated in Figure 6.12.
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Figure 6.11: State diagram describing the process of interaction with the
text input component to perform speech recognition, triggering actions with
mental commands.
(a) Ready state. (b) Recording state.
(c) Transcribing state. (d) Text ready state.
Figure 6.12: Figure illustrating the four different steps of the interaction with
the input component to trigger the speech recognition process.
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6.1.6 Integration with Cortex API
To trigger the actions and state changes mentioned above, the EEG data has to be retrieved
to the application. For this purpose, an EPOC+ was used as the EEG headset during the
development phase. Any headset from Emotiv that can classify mental commands through
its EEG readings can be used to interact with our platform since the connection is done
through Emotiv’s Cortex API, which abstracts each headset specific sensor manipulation
and allows to fetch only the data streams that are required, as will be further explained.
Connecting to the EEG data recorded from the headset requires the use of its manufacturer
API, Cortex API, provided by the Emotiv App that must be installed on the device running
the platform. This API allows a client to subscribe to multiple data streams for different
purposes (e.g. eeg for raw EEG data, com for results of the mental commands detection,
fac for results of the detection of the facial expression, dev to fetch information about the
headset state). For this project, only the com and dev streams were used.
The data retrieved is then used to change the state of the application and interact with it
through the mental commands received, as explained in Section 6.1.1. A snippet of code
developed of the higher level of handling data received from the headset is showcased in
Listing 6.1.
1 i n i t _ c o r t e x . s t a r t ( ( e , da ta ) => {
2 // command [ 0 ] c o r r e s p o n d s to the command l a b e l
3 // command [ 1 ] c o r r e s p o n d s to the p r o b a b i l i t y
4 con s t command = JSON . p a r s e ( data ) [ ’ com ’ ] ;
5 con s t d e v i c e I n f o = JSON . p a r s e ( data ) [ ’ dev ’ ] ;
6
7 i f ( command && command [ 1 ] > 0 . 5 ) {
8 d i s p a t c h ( a c t i o n s . app . changeMentalCommand ( command [ 0 ] )
) ;
9 } e l s e {
10 d i s p a t c h ( a c t i o n s . app . changeMentalCommand ( al lCommands .
n e u t r a l ) ) ;
11 }
12
13 i f ( d e v i c e I n f o ) {
14 s e tH e a d s e tBa t t e r y ( d e v i c e I n f o [ 0 ] ) ;




Listing 6.1: Code snippet of the handling of data retrieved from the EEG
headset changing the active mental command on the application or updating
information relative to the headset battery and sensor quality.
Moreover, this connection with the headset allows retrieving data about the hardware, such
as battery and EEG sensors positioning quality. To give the user a better experience using the
platform and centering information of the whole system, a small UI component (illustrated
in Figure 6.13) was added to the bottom of the screen showing some details about this
connection. This provides the user with useful information and quick information without
the need for using the external Emotiv App to understand which connection problem might
be occurring.
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Figure 6.13: UI view showing information about the headset hardware.
6.1.7 Integration with Decentralized Backend
Beyond the HCI and the proposal of new approaches to this topic and adaptation of existing
concepts to its usage with BCI, this project focus on the private exchange of messages
between peers. Furthermore, the platform has to have a backend that handles these trans-
actions securely and privately, extending the same principles used to design some frontend
features, such as SSR to keep the leaks of communications to a minimum.
As planned in Chapter 5, this project encompasses a decentralized backend beside the Fron-
tend application and its interfaces, enabling the integration of both to create a system ca-
pable of maintaining the assumptions of privacy throughout the whole platform. Although
this report does not discuss the development of the backend counterpart, it does address
the communication between the two and how this integration is accomplished.
Moreover, the backend application provides an API by using JSON-RPC over a WebSocket
connection (similar to what is described in Section 5.5.1 for the communication between
the Frontend and the Cortex API). The Frontend establishes this connection as a client to
fetch and send information to the backend to handle the data.
From a developing standpoint, the calls to the backend are abstracted by using Apollo
GraphQL, in order to promote modularity and decoupling of the software components. To
define the data transferred and the functions available, GraphQL uses schemas with three
types, i.e. Object, Mutation, and Query. Beginning with the Object types, each type defines
a collection of fields, from a data object. Each of these fields has a type of its own, which
can be either an Object type or a scalar type (ID, String, Boolean, or Int). Listing 6.2 shows
the Objects defined for this project.
1 t ype Add re s s {
2 a d d r e s s : S t r i n g
3 }
4
5 t ype Message {
6 f rom : S t r i n g
7 to : S t r i n g
8 c r e a t e dA t : S t r i n g
9 message : S t r i n g
10 }
11
12 t ype Contact {
13 a d d r e s s : S t r i n g
14 }
15
16 t ype F r i e n d {
17 agent : S t r i n g
18 pub l i c_ke y : [ I n t ]
19 }
20
21 t ype P r o f i l e {
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22 username : S t r i n g
23 a v a t a r_u r l : S t r i n g
24 }
Listing 6.2: Object types created to define the data objects exchanged
between the Frontend and backend applications.
Beginning with the Object types, each type defines a collection of fields, from a data object.
Each of these fields has a type of its own, which can be either an Object type or a scalar
type (ID, String, Boolean, or Int). Listing 6.2 shows the Objects defined for this project.
Focusing on functions definition, one can define Queries used to fetch data or Mutations
used to modify data. As shown in Listing 6.3, there was created a myriad of Queries,
used to fetch data about users, contacts (referred to as friends), and messages, as well as
Mutations, used to add a contact or to send new messages.
1 t ype Query {
2 getOwnAddress : Add r e s s
3 getMessage ( i d : S t r i n g ) : Message
4 l i s tM e s s a g e s : [ Message ]
5 l i s tMe s s ag e sF r omCon t a c t ( a d d r e s s : S t r i n g ! ) : [ Message ]
6 l i s t C o n t a c t s ( ownAddress : S t r i n g ! ) : [ Contact ]
7 ge tOwnP ro f i l e : P r o f i l e
8 g e t P r o f i l e ( a d d r e s s : S t r i n g ! ) : P r o f i l e
9 l i s t F r i e n d s : [ F r i e n d ]
10 }
11
12 t ype Mutat ion {
13 sendMessage ( mes sage I npu t : Mes sage Inpu t ) : Message
14 r e g i s t e r P r o f i l e ( username : S t r i n g , a v a t a r_u r l : S t r i n g ) : P r o f i l e
15 addF r i e n d ( a d d r e s s : S t r i n g ! ) : Add re s s
16 }
Listing 6.3: Queries and Mutations created to fetch and modify data
respectively. These functions receive and/or return data in the form of the
Objects specified.
Once GraphQL schema is defined, a collection of resolver functions must be created to handle
requests for the Queries and Mutations previously mentioned. This is the code component
that does, in fact, perform the calls to the backend services, receiving the parameters and
returning data as is established by the created schema. Examples of these resolver functions
are showcased in Listing 6.4.
1 e x p o r t con s t r e s o l v e r s = {
2 Query : {
3 // . . .
4
5 l i s tMe s s ag e sF r omCon t a c t : a s ync (_, { a d d r e s s }) =>
6 ( awa i t c r e a t eZomeCa l l ( ’ / no t e s / cha t / l i s t_message s_sent_to ’ ) ({
a d d r e s s }) ) . map( dnaToUiMessage ) . s o r t ( f u n c t i o n ( a , b ) { r e t u r n new Date (
a . c r e a t e dA t ) − new Date ( b . c r e a t e dA t ) }) ,
7
8 l i s t F r i e n d s : a s ync ( ) =>
9 ( awa i t c r e a t eZomeCa l l ( ’ / no t e s / cha t / f e t c h_ a l l _ f r i e n d s ’ ) ( ) ) ,
10
11 // . . .
12 } ,
13
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14
15 Mutat ion : {
16 // . . .
17
18 sendMessage : a s ync (_, { mes sage I npu t }) =>
19 dnaToUiMessage ( awa i t c r e a t eZomeCa l l ( ’ / no t e s / cha t / send_message ’ )
({ message : mes sage I npu t . message , to_agent : mes sage I npu t . to }) ) ,
20
21 addF r i e n d : a s ync (_, { a d d r e s s }) =>
22 ( awa i t c r e a t eZomeCa l l ( ’ / no t e s / cha t / add_f r i e nd ’ ) ({ a d d r e s s }) ) ,
23
24 // . . .
25 }
26 } ;
Listing 6.4: Examples of resolver functions used to handle requests to the
backend application following the GraphQL schema.
With this implementation, requests to the backend are structured and used throughout the
Frontend application when needed, to make each user’s client app connected to the whole
platform enabling private message exchange.
6.1.8 Conventional Interactions
Since this project aims to join people with or without hand/arm disabilities, our platform
should likewise be suitable for use with conventional interfaces. Therefore, all the UI com-
ponents and interactions are also prepared for common mouse clicks and text input with the
keyboard, allowing for subjects without the aimed disabilities to interact with the platform
using interfaces that they are already familiar with. These alternatives are not only useful for
subjects without impairments but can also be useful for impaired subjects that are already
familiar with these conventional interfaces or other alternatives suitable for them (some of
these alternatives are described in Section 3.1.1).
With this redundancy of different possible interactions for the same action, any user can easily
interact with the platform while they are still getting used to the new proposed approach.
Furthermore, this alternative was implemented by enabling mouse interaction with UI compo-
nents. An example of these changes is found in the contacts carousel, in which a "horizontal
swipe" was enabled for scrolling through contacts with a "click and drag" using a mouse,
instead of the previously mentioned approach of left and right mental commands. Other
examples are some non-intrusive or distracting extra buttons, showcased in Figure 6.14.
In conclusion, besides all the connections between the different components of the system
and HMI interfaces provided to the user in order to build a concise messaging system,
the Frontend component developed in this project proposes multiple new perspectives for
common UI views aiming for a more suitable usage with BCI interfaces. These will help to
learn how to handle the application trough these unorthodox methods, being more intuitive,
while still having an option to manage it with conventional input devices. These aspects
should also contribute to HMI state of the art, seeking to satisfy a more fluid stream of
interactions and feedback to the user when utilizing BCI technologies.
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(a) Button to send message is both a mental button
and a normal clickable button.
(b) Button added on contact view to allow opening a
chat by using a mouse instead of using the pull mental
command.
Figure 6.14: Examples of buttons used for conventional interactions with the
platform.
6.2 Silent Speech Recognition Study
The development of a SSR system demanded the investigation of different approaches to
creating the best possible model with the data available.
For this project, as previously mentioned, it was used the publicly available trial subset of
the EMG-UKA corpus, which is a reasonably small dataset, however, it was the only one
found with public access that fit the needs of this project.
In this section, the details of the experiments executed during the development of this project
will be explained, as well as the different approaches that were attempted.
6.2.1 Data Set
ASR research and products have been emerging in the last years, having numerous different
publicly available datasets and many approaches obtaining good results, allowing for public
usage of these solutions in our daily lives. However, for the problem of SSR, even though
it has a similar objective of recognizing speech trough data waves, the quantity of data and
research is quite limited.
This section presents further the publicly available dataset that was used in this project, the
EMG-UKA corpus, and its characteristics (Wand, Janke, and Schultz 2014). The EMG-
UKA corpus was developed at Karlsruhe Institute of Technology, comprises both EMG and
acoustic recordings with the objects of researching speech recognition based on EMG signals.
Despite the full corpus having 7:40 hours of data by 8 speakers, the distribution available for
this project was only the EMG-UKA Trial corpus, which contains a subset of recording from
4 speakers with a duration of 1:52 hours of data. The recordings were performed in three
different mode, audible, whispered, and silent. It is relevant to have that type of variety in
the recordings since the intensity of muscle activity differs from these modes of speech.
Data Collection
The EMG-UKA corpus EMG data was collected using a six-channel electrode setup, using
standard gelled Ag/AgCl surface electrodes with a circular recording area of 4 mm. The
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electrodes were positioned in a way that could capture EMG signal from six different artic-
ulatory muscles: the levator anguli oris (channels 2, 3), the zygomaticus major (channels 2,
3), the platysma (channels 4, 5) the depressor anguli oris (channel 5), the anterior belly of
the digastric (channel 1) and the tongue (channels 1, 6), as showcased in Figure 6.15.
At the same time, acoustic data was also collected using a standard close-talking microphone,
with a 16 kHz sampling rate. This data is in stereo format, having the first channel for the
audio signal, and the second channel is used for containing markers, used in synchronization.
For the synchronization of the EMG and acoustic data, a seventh channel was added to the
EMG data where the marker signal appears as a binary signal. In the audio data, an analog
signal was used in the second channel. This marker is found in the peak of those channels
and is used to find the same point in time in the two types of data, allowing synchronization.
Figure 6.15: Position of the electrodes used for the EMG-UKA corpus, num-
bered by channels (chart adapted from Michael 2005).
Corpus Overview
The used corpus contains recordings from four different speakers, ranged with ages between
24 and 30 years at the time of the recording. The subjects were not native speakers of En-
glish, however, there was an effort to make sure the sentences were correctly pronounced.
The data was recorded in different sessions with data from all three speaking modes and
having, for example, eight sessions all by one speaker, and a large session, allowing multi-
session (with the same speaker) and single-session experiments with enough training data.
The EMG-UKA data was recorded in three speaking modes, audible, whispered, and silent
(performing the normal articulatory movements while suppressing the glottal airstream). In
the silent mode, although some phones are slightly audible, the utterance is not understand-
able, which distinguishes the silent and whispered speech. Table 6.2 presents an overview
of how the data is distributed in different subsets and the duration of the recordings.
The data comes already subdivided into training and test data by default, since the content
of training data varies between session, whereas the test data always consists of the same
10 sentences. The division was designed to allow training the model with enough vocabulary
for the recognition.
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Table 6.2: Duration of data subsets in the EMG-UKA Trial corpus
([h]:mm:ss). For the small subsets, each session includes 50 utterances,
while for the large subset contains 520 utterances.
EMG-UKA Trial Corpus
Subset # Speakers # Session Average Duration Total Duration
Audible (small) 4 12 3:19 39:47
Whispered (small) 4 6 3:38 21:47
Silent (small) 4 6 3:44 22:21
Audible (large) 1 1 28:29 28:29
All data 1:52:24
6.2.2 Deep Learning Approach
Currently, several approaches for ASR are being developed recurring to deep learning models
(Yu and Deng 2016). Thus, being a similar problem of classification of a continuous signal,
SSR can be solved also using deep learning approaches (Rosello, Toman, and Agarwala
2017). In this thesis, as will be detailed further, the solution experimented is based on Deep
Speech 2, an end-to-end deep learning system (Amodei et al. 2015). Architectures based
on Deep Speech 2 consist of one or more convolutional layers, followed by one or more
recurrent layers, followed by one or more fully connected layers, depending on the problem.
Model Architecture
For this project, the architectures of the system tested have two convolutional layers, fol-
lowed by three or five recurrent neural-network layers with LSTM cells with a size of 512 or
1024 for all three hidden layers, followed by one fully connected layer. The different tested
models are outlined in Section 7.3.2. It was used Connectionist Temporal Classification
(CTC) loss function, and the optimizer chosen was Adam with a learning rate of 1e-3. A
diagram illustrating an architecture of the system is found in Figure 6.16.
From a training set X = {(x (1), y (1), (x (2)), y (2)), ..., (x (m), y (m))}, x (i) is a single utter-
ance and y (i) is its transcript. Each utterance, x (i), has 7 time-series of length T (i), one
corresponding to each EMG data channel (illustrated in Figure 6.17).
The output of the network is a sequence of characters, each being an alphabet letter, space,
or apostrophe. The network objective is to transcribe an input sequence x(i) into a final y(i).
Feature Extraction
For each EMG example having 6 different channels of raw data (the seventh channel is only
for synchronization, as explained in Section 6.2.1, thus only no real value for model training),
features need to be extracted. Figure 6.17 showcases a plot showing the original EMG of
an example utterance, with all 7 channels.
Thus, each utterance x (i) being a group of 6 time-series of length T (i), for each of these
time-series, x (i)j , is applied a Short-time Fourier Transform (STFT). The STFT represents
a signal in the time-frequency domain by computing Discrete Fourier Transform (DFT) over
short overlapping windows, defined by
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Figure 6.16: Architecture of the system implemented for SSR, which consists
of two convolutional layers, followed by three bidirectional recurrent layers











j (n) = input signal at time n, in channel j from example i
w(n) = length M window function (e.g., Hamming)
Xm(ω) = DFT of windowed data centered about time mR
R = hop size, in samples, between successive DFTs
as explained in (Smith 2011). The time series were split into windows with sizes of 27 ms
and with hops of 10 ms, overlapping around 37%.
Then, a spectrogram is used to represent the STFT as features, as illustrated in Figure
6.18.
Feature Scaling
Feature scaling is relevant to change values to a common scale without interfering in different
ranges. The method used in this project is standardization, which means that for each
example feature vector is converted into a standard score (z-score) used a standardization
function,
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Figure 6.17: Plot showing EMG data from an example utterance. Each
subplot represents a channel.
Figure 6.18: Example of a spectrogram that resulted from feature extraction
of a channel’s time series.





where xi is the feature vector, x̄ is the mean of that feature vector, and σ is its standard
deviation. This method makes each feature vector have a zero-mean and unit variance.
In the case of this project, this feature scaling is applied to each spectrogram obtained from
the process described in Section 6.2.2.
Decoding Step
The decoding step is the part of the system that, from a trained model, transcribes an
input sequence of EMG data into a sequence of words. CTC operation is responsible for
this step, where two different algorithms were studied for the decoding, Greedy Search and
Beam Search.
Greedy Search algorithm simply selects the highest-likelihood output label at each timestep.
By selecting the one best option, it can be accurate for this specific timestep, but not the
most suitable to construct a full sentence (Zenkel et al. 2017). That is the problem that
Beam Search tries to solve.
Beam Search algorithm selects multiple output label options for each timestep based instead
of only one. The number of options selected depends on a parameter called beam width. For
instance, if beam width is set to 10, the algorithm will store the 10 most likely alternatives.
After this selection, the system will use a language model that will calculate the conditional
probability of each alternative, considering the options selected in the previous timesteps,
therefore forming a more concise sentence (Williams et al. 2018).
Language Model
By including a language model in a Beam Search decoding step, it can improve the model
performance by correcting spelling errors and fixing word selection. Briefly, a language
model calculates the probability of a sequence of words occurring in a sentence. These
models calculate the likelihood of a word occurring depending on n-1 previous words, thus,
being called n-gram models (Jurafsky and Martin 2009).
In an n-gram model, the probability P (w1, . . . , wm) of observing the sentence w1, . . . , wm is
approximated as
P (w1, . . . , wm) =
m∏
i=1
P (wi | w1, . . . , wi−1) ≈
m∏
i=1
P (wi | wi−(n−1), . . . , wi−1) (6.3)
N-gram models are defined by a Markov chain, explained in 3.2.4. The probability distribution
of the vocabulary, given the sequence of n-1 words, is estimated based on n-gram counts
from natural language data collection.
The language model used on this project is a 3-gram ARPA model trained with LibriSpeech
corpus (Panayotov et al. 2015).
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6.2.3 SSR Web API
The SSR system on its own is not enough for integration with the platform. As planned in
Chapter 5, it had to be built the SSR App, which consists of a server app ready to receive
data files, transcribe those file’s signal into a sequence of words, and return the results to
the client. This software component is simple, yet essential for the integration of the SSR
model with the Frontend app. A snippet of the code used is showcased in Listing 6.5.
1 @app . r o u t e ( "/" , methods = [ ’GET ’ , ’POST ’ ] )
2 @c r o s s_o r i g i n ( )
3 de f u p l o a d_ f i l e ( ) :
4 i f r e q u e s t . method == ’GET ’ :
5 r e t u r n ’ ’ ’
6 <! doc t ype html >
7 <h3>Upload new F i l e </h6>
8 <form method=pos t en c t yp e=mu l t i p a r t / form−data >
9 < i n p u t t ype= f i l e name= f i l e >
10 < i n p u t t ype=submi t v a l u e=Upload >
11 </form>
12 ’ ’ ’
13
14 i f r e q u e s t . method == ’POST ’ :
15 # check i f the po s t r e q u e s t has the f i l e p a r t
16 i f ’ f i l e ’ not i n r e q u e s t . f i l e s :
17 r e t u r n ’<h1>No f i l e pa r t </h1> ’
18 f i l e = r e q u e s t . f i l e s [ ’ f i l e ’ ]
19 # i f u s e r does not s e l e c t f i l e , b r owse r a l s o
20 # submi t an empty p a r t w i t hou t f i l e n am e
21 i f f i l e . f i l e n am e == ’ ’ :
22 r e t u r n ’<h1>No s e l e c t e d f i l e </h1> ’
23 i f f i l e and a l l o w e d_ f i l e ( f i l e . f i l e n am e ) :
24 f i l e n am e = s e c u r e_ f i l e n ame ( f i l e . f i l e n am e )
25 f i l e . s a v e ( os . path . j o i n ( app . c o n f i g [ ’UPLOAD_FOLDER ’ ] , f i l e n am e
) )
26 p r i n t ( ’ F i l e s a ved w i t h s u c c e s s a t ’ + os . path . j o i n ( app .
c o n f i g [ ’UPLOAD_FOLDER ’ ] , f i l e n am e ) )
27 p r i n t ( ’ S t a r t i n g t r a n s c r i p t i o n . . . ’ )
28
29 t r a n s c r i p t i o n = s u b p r o c e s s . check_output ( ’ python t r a n s c r i b e .
py −−model−path /mode l s / f i n a l . pth −−aud io −path ’ + os . path . j o i n ( app .
c o n f i g [ ’UPLOAD_FOLDER ’ ] , f i l e n am e ) + ’ −−decode r beam −−lm−path /
con t en t /3−gram . p runed . 3 e −7. a rpa −−beam−wid th 128 −−lm−work e r s 16 ’ ,
s h e l l =True )
30
31 r = j s o n . l o a d s ( t r a n s c r i p t i o n )
32
33 r e s u l t = r [ ’ ou tpu t ’ ] [ 0 ] [ ’ t r a n s c r i p t i o n ’ ]
34 p r i n t ( ’ R e s u l t : ’ + r e s u l t )
35
36 r e t u r n r e s u l t
Listing 6.5: Code snippet of the software built to provide the Frontend app
an API to get results from the SSR model.
All in all, the development of the SSR system required a profound study of the fields of signal
processing and machine learning in general. The experiments conducted with the different




Evaluation of the solution
Once the platform is ready for its first tests, there is a need for evaluation methods and cri-
teria to judge if it fulfills the proposed objectives, and which objectives are less accomplished
and its solution must be rethought. Therefore, this chapter outlines the testing methods
and guidelines to measure the development of the project.
7.1 Criteria
The criteria that are going to be analyzed for the BCI counterpart are intuitiveness and
learning curve related to the use of this interface on our platform. Related to the SSI, the
aspect evaluated is the accuracy of the developed system. The methods for evaluating these
factors are further described in the following sections.
7.2 Hypothesis
Once the platform is mature enough and has good enough results in a fully controlled
environment (metrics and results are described in Sections 7.3.1 and 7.3.2), it will be tested
with a group of subjects, preferentially with hand/arm impairments, as they are our target
audience. These subjects might be easily found through a possible partnership between our
team and a hospital.
Testing the platform with our target audience is an effective method to get proper feedback
for future improvements on the system. They are more capable of than any other subject
to test if this new approach to messaging fits their needs and how it could help to break
barriers in remote communications.
Lastly, after these tests, it will be possible to verify the hypothesis suggested by this project,
demonstrating that the use of BCI allied to SSI approaches does help subjects with hand/arm
impairments to communicate online via messaging platforms.
7.3 Evaluation methodology
As aforementioned, the tests must be as performed by hand/arm disabled people, in order
to get their feedback and effectively evaluate the platform. This selection of the subjects
with these motor disabilities is enough to test the BCI component. However, if the SSI
component achieves enough accuracy with the EMG-UKA corpus and is ready for testing
with subjects, it would demand another requirement: the subjects must speak the language
that the SSR is prepared for (in our case, English). As better the pronunciation of the
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words, better should be the results of the SSR. Age is not a factor that is decisive for the
experiments however it is important to verify if the solution developed is effective at any age
range group. That said, two different tests can be conducted, using the same subjects or
not.
7.3.1 BCI Evaluation
BCI evaluation process will consist of usability tests to gather feedback on how the platform
improves their communication and overall navigation compared to similar apps. First, the
subjects have to train the BCI headset to their mental activity. This task might take some
time with inexperienced people, but the most adjusted it is to the subject, the better it
will perform in classifying the mental command performed. Then, subjects will be asked
to perform a set of actions, navigating in the platform and interacting with it. The set of
actions that must be performed are:
• Navigate through the contacts
• Choose one specific contact requested
• Send a message to the selected contact
• Scroll trough messages with the selected contact
• Go back to contact list
Lastly, a questionnaire will be conducted in order to evaluate the platform. This survey will
follow the SUS, with 10 items answered in a degree of agreement or disagreement with each
statement on typical five-level Likert scale. The template statements for the SUS are:
1. I think that I would like to use this system frequently.
2. I found the system unnecessarily complex.
3. I thought the system was easy to use.
4. I think that I would need the support of a technical person to be able to use this
system.
5. I found the various functions in this system were well integrated.
6. I thought there was too much inconsistency in this system.
7. I would imagine that most people would learn to use this system very quickly.
8. I found the system very cumbersome to use.
9. I felt very confident using the system.
10. I needed to learn a lot of things before I could get going with this system.
In order to score the SUS, after each statement is measured by the subjects on a 1 to 5
scale, and for items 1,3,5,7, and 9 (positive statement) the score contribution is the scale
position minus 1, and for items 2,4,6,8 and 10 (negative statements) the contribution is 5
minus the scale position. Then, to obtain the overall value of the System Usability, it must
be multiplied the sum of the scores by 2.5. The SUS scores range from 0 to 100 (Brooke
et al. 1996).
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A study on different surveys presented a grading system for the SUS scores (Sauro and
Lewis 2016). The ranks and percentile ranges formulated in this study are showcased in
Figure 7.1. The score obtained in our test will be later placed in one of these ranks for
comparisons.
Figure 7.1: Curved grading scaled for interpretation of SUS scores (Measuring
Usability with the System Usability Scale (SUS) 2011).
The factors that will be analyzed, as stated before, are intuitiveness and learning curve, and
each will be evaluated with multiple questions answered also on a typical five-level Likert
scale, for each of the actions performed. After the collection of data, exploratory data
analysis will be made.
Moreover, if made possible, based on the feedback from this first analysis, it is expected
to conduct a second experiment with another sample group, this time with improvements
made with the platform. This is to ensure if the applied changes upon the feedback from
the first version had a positive impact on user satisfaction or not.
In addition to this, in each test, the Emotiv headset could collect data that would record the
emotional state of the user. This is merely an additional step to ensure that the feedback
gathered is reliable and not contradictory to what was answered in the questionnaire.
Experiments and Results
The process of evaluation of the BCI counterpart of the platform suffered major impediments
and difficulties. Firstly, due to the COVID-19 pandemic and social distancing constraints,
contact to test subjects with the aimed disabilities became impracticable, especially when
the existing connections were to hospitals and possible associated patients. Secondly, the
EEG headset has proven to be hard to train the mental commands for each subject, de-
manding several hours until a subject dominates only a few commands. This factor further
aggravated the first obstacle, since testing with disabled subjects might require numerous
training sessions before the user is able to effectively handle mental commands and use the
platform.
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7.3.2 SSI Evaluation
For SSI, the accuracy will be evaluated in WER. During development, the data sets used
for each model created will be divided into smaller sets of training and test sets. These test
sets will examine the accuracy of classification by testing different models, trying to find the
best one, as other state-of-the-art similar systems already were capable of classifying with
an accuracy of around 90% in the best test results (check Section 3.2.2). Later, this feature
might also be tested by placing electrodes in test subjects and asking them to speak a set
of words, analyzing the WER. Using multiple subjects in multiple sessions would be the best
way to test the versatility of the SSR.
WER calculation is based on the Levenshtein distance metric, which measures the differences
between two strings. In this case, the strings are two sequences of words from a transcription.
WER is computed as:
WER =
S +D + I
N
=
S +D + I
S +D + C
(7.1)
where
S = number of substitutions,
D = number of deletions,
I = number of insertions,
C = number of correct words,
N = number of words in the reference (N=S+D+C)
Explaining further the three concepts referred to in this metric, a substitution occurs when
a word is replaced, an insertion happens when a word is added, a deletion is when a word is
missing in the transcript.
Therefore, a lower WER indicates better performance and a more accurate model, and a
higher WER indicates the opposite. Several models were tested and evaluated using this
metric, and its results and comparison are detailed in the next section.
Experiments and Results
Once designed and implemented the SSR system, several experiments must be executed to
evaluate the performance of the approach used. The selected set of tests helps to estimate
how different speech modes affect the performance of the model, and what problems can
be happening with the system. Therefore, these could help improve the recognizer and try
to pinpoint possible problems with the model or with a lack of data. Moreover, as the
division between the train and test sets used was the same as design by the corpus authors,
the results of these tests can be compared with other research projects that followed the
same layout. In this section, these experiments and their results will be analyzed and will be
discussed the reasons that could affect different values in performance for different sets of
data.
As previously mentioned in Chapter 6, several hyperparameters were tested with different
subsets of data (detailed in Section 6.2.1), to get a better overview of how each architecture
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performs with these different sets. These alternatives are outlined in Table 7.1, where each
configuration is named in alphabetic order. This naming will be utilized further.
Table 7.1: Table showing the different configurations experimented, varying
in number of layers, layer size and decoding algorithm.
Config. Name Layers No. Cells CTC Algorithm
A 3 512 greedy search
B 3 512 beam search
C 3 1024 greedy search
D 3 1024 beam search
E 5 512 greedy search
F 5 512 beam search
G 5 1024 greedy search
H 5 1024 beam search
As shown in Table 7.2 the results are pretty unsatisfactory, with the best models getting
results of around 94 WER, which is far from what is required in order to properly use this
system. Considering the results obtained had an WER of more than 90, it does not show
many differences between the models. Even with beam search, as the transcriptions were
too inaccurate, in some cases this algorithm decreases the performance of the model, which
is not expected. Table 7.4 showcases examples of results transcriptions, where only a few
characters were correctly decoded.
Table 7.2: Table showcasing WERs obtained from each different configura-
tion for 4 subsets of EMG data (recorded in audible, whispered and silent
speech modes, and the last with all the data).
Configuration Subset
Audible Whispered Silent All data
A 94.877 94.733 94.781 96.309
B 95.022 95.238 95.791 94.561
C 97.908 94.084 95.455 94.289
D 95.238 97.403 95.623 94.872
E 95.238 96.825 94.444 95.144
F 95.166 95.527 94.613 96.503
G 99.423 94.661 95.623 93.978
H 95.527 95.094 96.296 94.949
Table 7.4: Sample of generated transcriptions from configurations C and D
compared to the expected transcription.
Expected Transcription THEY JUST WROTE IT OFF
Config. C result (with greedy search) THE A S
Config. D result (with beam search) THE EISENS
Following these results, another metric was analyzed that, with these inadequate results,
would help better understand which models are more accurate when transcribing the signal.
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The mentioned metric is Character Error Rate (CER), and similarly to WER, it is calculated
as:
CER =




S = number of substitutions,
D = number of deletions,
I = number of insertions,
N = number of characters in the reference
but instead of substitutions, deletions, insertions being counted for words, it is now applied
to characters.
Considering the transcriptions are produced character by character, and as the models are
not accurate enough to build suitable words (or even incomplete sequences of characters
that would make up a word), it makes sense to try to analyze the rate of correct characters
alone. Using this metric, variations of accuracy between models and with different subsets
of data are much more noticeable, as outlined in Table 7.5.
Table 7.5: Table showcasing CERs obtained from each different configuration
for 4 subsets of EMG data (recorded in audible, whispered and silent speech
modes, and the last with all the data).
Configuration Subset
Audible Whispered Silent All data
A 85.265 88.136 89.873 85.912
B 84.095 82.667 84.476 82.703
C 83.605 85.946 89.651 87.128
D 85.401 83.891 80.794 85.458
E 84.122 85.252 88.921 92.440
F 79.156 81.143 86.127 90.652
G 83.156 84.544 91.651 87.714
H 81.456 81.374 84.254 80.535
In all configurations (except D), the results for models trained with the silent speech subset
show worse results than the other speech modes subsets. This is explained by the fact that
the signal is less intense in silent speech than in audible speech, as the articulatory muscles do
not have as much activity. Even though configuration F has the best performance for audible
and whispered speech modes data, configuration H is the one that generalized better for
all modes. Furthermore, has expected, configurations with beam search have shown better
results than configurations with greedy search. In conclusion, these results are not yet
accurate enough for reliable use in this project’s messaging platform.
Nevertheless, as this system is inspired by Deep Speech 2 (as mentioned in Section 6.2.2),
which is used for ASR, and having the acoustic data of all the recordings from the EMG-UKA
corpus, it was possible to adapt our system to transcribe audio data to text, instead of using
the EMG data. This adaptation of the system served not only to compare with the results
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obtained using the EMG data but also to integrate with the Frontend application, considering
the transcribes achieved by SSR were not sufficiently accurate to deploy. Therefore, another
experiment was performed to test the quality of the EMG-UKA dataset. As it is shown in
Table 7.6, the results obtained with audio data were much more satisfactory than the results
from previous experiments with EMG data.
Table 7.6: Table showcasing WERs and CERs obtained from G and H con-




Moreover, as showcased in Table 7.8, the transcripts decoded from these models are accu-
rate enough to understand correctly build words and, in this case, almost the full sentence
was correct. The configuration with beam search fixed spelling and overall improved the
performance of the model, again as expected.
Table 7.8: Sample of generated transcriptions from configurations C and D
compared to the expected transcription.
Expected Transcription THEY EVEN KNEW THAT THEY WERE RUNNING INTO THE MOUNTAIN
Config. G result THEY EVEN NEW THAT THEY WERE RONNING ING TO THE MOUNTAIM
Config. H result THEY EVEN KNEW THAT THEY WERE RUNNING IN THE MOUNTAIN
Lastly, as mentioned in Section 6.1.5, as the SSR models did not achieve accuracy enough,
this STT solution was the one integrated into the hands-free message text input feature of
the platform, as a temporary solution.
7.4 Project Promotion
Having scientific validation of the project regarding its capabilities and contributions was
considered important. To promote the project, two paper proposals have been submitted
and accepted by two conferences. However, only one was actually published due to the
overlapping of the conferences’ dates. A talk proposal has also been submitted and accepted
by a third conference. Each of these is described further in the following sections.
7.4.1 14th International Conference on Interfaces and Human Computer In-
teraction
The Interfaces and Human-Computer Interaction (IHCI) 2020 is a conference which focuses
on the main issues concerning interface culture and design, as well as aspects of design, de-
velopment and implementation of interfaces and their possible applications and implications
for human and technology interaction. Therefore, it aims to venture innovative approaches
and their applications in interface-related work.
With the help of both supervisors Paula Escudeiro and Carlos Ferreira, a short paper was
submitted to this conference showcasing the project context and design, as well as evaluation
methods. This paper can be found in Appendix B. The short paper was accepted and was due
to be presented between the 23rd and 25th of July. However, due to the ongoing COVID-19
situation, the on-site event was canceled and was replaced with a virtual version. Despite
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this, the group had to decline the invitation for the presentation virtually because after the
cancellation of the original conference and subsequent change to a virtual format, the dates
overlapped with the conference that is going to be outlined in the following section.
7.4.2 22nd International Conference on Human-Computer Interaction
The Human-Computer Interaction International Conference (HCII) 2020 is a conference
encompassing 21 distinguished international boards from 49 different countries, with two
main thematic areas: Human-Computer Interaction and Human Interface and the Man-
agement of Information. Regarding the former, it addresses innovative topics regarding
Human-Computer interaction theory, methodology and practice, with the development of
novel methods and technologies regarding interface and UI.
Similarly to IHCI 2020, an abstract was submitted for this conference detailing its uses
and new approach of interaction on the messaging panorama and on decentralized systems
to be showcased on poster presentations. Similarly to the previous conference, the paper
was submitted and was promptly accepted for poster presentation and publication on the
proceedings of the conference. This publication can be consulted in Appendix C. In spite of
that, due to the current COVID-19 pandemic situation, the physical venue for the conference
was canceled and replaced with a virtual version that was held between the 19th and 24th of
July. A poster to present the project was displayed on the virtual conference website during
this period, to gain feedback on the project and possible future prospects. The poster
exhibited is showcased in Appendix D. Moreover, as it was previously stated, the paper was
published in this year’s conference proceedings in the HCI International 2020 - Posters book
published by Springer (Arteiro et al. 2020).
7.4.3 36th TERENA Networking Conference
TERENA Networking Conference (TNC), is one of the largest and most renown research
and education networking conferences conducted in European soil, allowing to present and
network with different universities, industry representatives, and organizations. The 2020’s
edition was to be hosted by the United Kingdom’s National Research and Education Net-
work organization and be held in Brighton, United Kingdom. This project was nominated
and supported by the Future Talent Programme (FTP20) by Fundação para a Ciência e
a Tecnologia (FCT). The application was made through FCT and, after being reviewed
against other applicants, it was accepted to be presented in the conference lightning talks
under FCT’s alias. Lightning talks consist of five-minute presentations to the whole audience
of TNC to present and promote the project to a wider audience. For this, three meetings,
alongside other presented, were scheduled with Nadia Sluer, a representative of GÉANT, a
pan-European data network encompassing research and education networks across Europe,
and Michael Koenka, founder of MDK//Amsterdam. These meetings had the goal to fur-
ther perfect the delivery and fine-tune the content of the presentations that were to be given
during the conference and do so effectively. Even so, because of the rampant COVID-19
dire situation, the conference had to be canceled and could not be held virtually. Despite
of this conundrum, the lightning talks were recorded and sent to the organization to be
compiled. The presentation video which focused on this project has been delivered and is
published on the GÉANT Learning and Development (GLAD) website, from GÉANT, the




This chapter summarizes the final thoughts about the results obtained in this project and
wraps up some contributions of this report to future works in the fields of BCI and SSI, as
well as in HMI in general.
8.1 Results Discussion
Unfortunately, it was not possible to evaluate the BCI counterpart and its interaction with
the Frontend App, due to the social distancing order and other restrictions imposed due
to the current COVID-19 pandemic. Furthermore, the experiments with the team to use
this interface revealed to be harder than expected, demanding several hours of training with
the appropriate Emotiv software to master each command. This would difficult the test in
inexperienced test subjects, expectedly taking more than one session of training before the
actual test of the platform. Another project has also noticed that the mental command’s
training for Emotiv devices demands extreme focus for a long period, which is mentally
challenging. This project test subjects complained about how hard it is to do this training
and how painful it is to wear the EEG headset for that time (Aoun and Berg 2018).
Regarding the SSR system implemented, as previously described, the results were not satis-
factory enough to be integrated into the overall platform and used alongside the BCI in the
Frontend application. Due to limitations in time, it was not possible to investigate further
into more subvocalization aspects and speech recognition techniques and models. There-
fore, although the system developed for this project applied approaches from other research
projects trying to accomplish better results using slight differences, the results lacked enough
performance for the requirements of the project as an integrated platform. Another factor
that reduces the performance of SSR in general when compared to ASR projects is the lack
of public data and lack of standardization of the data collection is aspects such as electrode
placement.
Regarding another phase mentioned as a possible next step, the test with sensors placed
on subjects for data acquired by our team, also did not happen. This step would only
happen if the performance of the SSR system was close to the goals established as a test to
multisession capabilities. This data would vary from the EMG-UKA corpus since new subjects
would be recorded, enhancing our system towards multiuser and multisession usage.
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8.2 Work Contributions
The application provides a new approach and support for communication for both disabled
people and those who do not suffer impairments, through BCI and SSI methods. Effec-
tively, it can be considered as an attempt to be a breakthrough in the communication of
impaired people, breaking barriers in interaction with their daily basis devices. Moreover, the
project as a whole contributes to the state-of-the-art of two different fields, HMI and de-
centralized applications, promoting new interfaces using BCI and SSI cutting edge methods,
and discussing privacy concerns, tackling these issues with both fields working together in a
coherent platform.
Regarding the interaction between user and machine, the unorthodox way that is inherent to
this application showcases the use of BCI on a real-life practical application. Furthermore,
related to the silent speech paradigm, this project provides more experiments and approaches
on the topic.
8.3 Future Work
The ongoing research of BCI devices and techniques is rapidly evolving and improving in
performance, as invasive approaches begin to emerge, as mentioned in Chapter 3. All the
advances in the field will enhance and push forward BCI applications in different areas,
adapting these methods to be more mainstream and easy to use by anyone. These per-
formance improvements would facilitate our efforts for training mental commands, lowering
the learning curve, and easing the experiments and tests with our platform.
On the other hand, to improve the SSR system, different machine learning methods and
architectures should be explored, such as the previously mentioned HMM approach. It is also
plausible to explore an approach based on phoneme classification, and with a more rigorous
analysis of the challenges of each language, as analyzed in (Freitas, Teixeira, and Dias 2012).
Other aspects might be experiments as removing specific channels from the EMG samples
from the EMG-UKA corpus in the data preparation step, as channel 5 is artifact-prone and
can decrease the quality of the data (Jou et al. 2006).
Moreover, the combination of a BCI and a SSI can be applied to a myriad of other fields and
projects other than just a messaging platform. This approach could help hand/arm disabled
subjects in many other daily use cases, or be even applied to people without these disabilities
to interact with their everyday devices in a private, silent, and hands-free method, especially
in the Internet of Things era.
8.4 Final Appreciation
Although the project did not accomplish a messaging platform ready for production use by
hand/arm disabled people, it does propose multiple new approaches towards more intuitive
and hands-free applications, controlled with any type of BCI. The redesigns of conventional
visual components from the Frontend App developed, propose new ways for interaction with
applications promoting a more interactive and hand-free-focused design, building with these
features in mind from scratch.
The same thing happens with the SSI approach that, even though it did not yield outstanding
results, does sparkle discussion on the use of this approach for private communications and
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SYNTHETIC TELEPATHY ON DECENTRALIZED 
MESSAGING APPLICATIONS 
ABSTRACT 
Peer-to-peer communication support for individuals with hand/arm impediments is currently scarce and poorly 
developed, with these users having heightened difficulty to utilize current mainstream applications. Furthermore, 
concerns for privacy and authorship of data has gained relevancy throughout the years. This paper outlines a new 
approach on human-machine interaction that is inclusive to people with these disabilities, with additional support for the 
vocally impaired by using an electroencephalography headset and electromyography surface electrodes respectively, all 
on a decentralized application that is developed to guarantee privacy on communication between users. 
KEYWORDS 
Brain-computer interface, silent-speech recognition, peer-to-peer communication, decentralization, distributed hash table 
1. INTRODUCTION 
With the advent of messaging applications, there is an apparent lack of support for disabled individuals to 
communicate on these platforms and to interact efficiently with other people. There has been significant 
progress addressing such issues mainly through electroencephalography (EEG), capable of recording brain 
activity that can be translated into actions (Vanacker et al., 2007). Similarly, electromyography (EMG) can 
measure activity from muscles responsible for speech, enabling silent speech recognition (SSR) (Rosello, 
Toman and Agarwala, 2017).  
Moreover, as centralized systems have come into scrutiny regarding privacy and security (Bouhnik, 
Deshen and Gan, 2014), development of alternative decentralized solutions have increased, a movement 
pioneered by Bitcoin (Nakamoto, 2008) that culminated in the blockchain technology. The latter has shown 
tremendous potential and applicability on a wide range of scenarios, boosted by the introduction of smart 
contracts by Ethereum (Wood and others, 2014), going beyond currency exchange. The surge of this 
technology paved the way for variants that maintain blockchain's main advantages but applied to different 
scenarios, having set a precedent and strides for decentralization across many fields (Wan et al., 2017). 
This solution’s main purpose is to provide a new approach for communication with support for users with 
hand/arm movements impairments, supported by contactless interaction with the device, where SSR is used 
in lieu of conventional speech-to-text features, consequently allowing oneself with speech disorders to also 
input text without clearly speaking or manually inserting it. It aims for the exchange of messages within a 
community where data privacy and integrity are crucial and each data is cryptographically stored with partial 
consensus, making it resilient against central points of failure with no scaling limits. 
1.2 Related work 
Since this project is a messaging platform, the text input is a key feature and it should be inclusive for people 
with disabilities. Experiments have been made using EEG to input text using virtual keyboards, like allowing 
a user to make binary decisions, iteratively splitting a keyboard in half until one letter remains, having a 
spelling rate of about 0.5 char/min (Birbaumer et al., 1999). Another approach, which instead of binary 
choices, allows the selection of one between six hexagons, enabling the input of about 7 chars/min 
(Williamson et al., 2009). Besides this, another research was conducted using a matrix of 6 by 6 independent 
cells, reaching 7.8 chars/min (Donchin, Spencer and Wijesinghe, 2000). Although input speed is not the 
primary focus of these projects, it must be user-friendly for instant messaging to be conceivable. Another 
studied approach to allow text input was through a silent speech interface (SSI), which also enables input by 
people with speech impairments (e.g. laryngectomy). Researches on this field still have a high word error rate 
(WER), as some achieved around 50% WER for their SSR attempt, for a vocabulary of 108 words (Wand, 
Janke and Schultz, 2014). Another group proposed working in phoneme recognition, using the same dataset. 
Despite the versatility, it only attained around 30% char accuracy (Rosello, Toman and Agarwala, 2017). 
Studies for this approach do not yield great results for a wide-range vocabulary, although appearing to be 
more promising when compared to EEG-based interfaces. 
Regarding messaging platforms and their dedicated backend, there have been attempts to develop 
decentralized messaging applications that aim to address many issues present in centralized applications that 
are usually perceived as secure (e.g. Telegram) and allow decentralized authoritative messaging (Leavy and 
Ryan, 2018). Applications that follow the classic blockchain approach towards the messaging panorama 
include Adamant, which showcases an example of a fully anonymous, private and secure messaging between 
peers. Relying on its own token that is used for each transaction, such application relies on having no 
personal or sensitive data being extracted from the user (Evgenov et al., 2017). A decentralized solution 
which follows a distributed hash table (DHT) approach is Jami, where the DHT is used to locate peer 
addresses and establish peer-to-peer connection without any personal sensitive data associated, with 
undelivered messages being stored locally. 
2. OUR SOLUTION 
The proposed solution encompasses SSI and BCI for the interaction of an application that partakes in a 
decentralized ecosystem that is user-centric, with high throughput and maintaining a bottom-line of privacy 
of data and message exchange. It envisions a way for people with arm/hand and speech impairments to be 
able to communicate with anyone. It is, therefore, divided into two distinctive counterparts: human-machine 
interaction and decentralized communication between peers.  
2.1 Human-Computer Interaction 
Aiming for a hands-free-controlled application with text input by silent speech, this project purposes a 
synthetic telepathy-based solution. Not only does it allow individuals with speech problems and arm motor 
disabilities to interact with the platform, but also creates a multitude of use cases for people without these 
limitations (e.g. privacy and mitigation of background noises when using hands-free mode in public since it 
uses silent speech as an alternative to the common text-to-speech and speech-to-text solutions; multitasking 
in everyday tasks while navigating with mental commands). 
For the BCI component in this project, the Emotiv EPOC+ is being used for EEG and the Emotiv BCI 
software for the training and classification of the data gathered from a user. This device and related software 
are of great advantage since it speeds-up the project development cycle, considering it already has predefined 
mental commands for a subject to train, which can be applied in the user interface (UI) navigation. 
Considering the UI must be accessible and intuitive for both users with or without impairments using BCI 
and SSI or usual interfaces, a new design idea had to emerge to accomplish these goals. 
Thus, besides from regular click/tap to interact, the user can also navigate through different chat rooms 
using four different commands: pull, push, left and right. Simulating a three-dimensional space, the pull and 
push commands pull closer to and push away from the user view, respectively, a whole screen related to a 
single chat room (Figure 1). The remaining left and right commands are used to slide through a carousel-type 
view with each chat room, always fixing a chat room in the middle, until the user pulls the one selected 
(Figure 1).   
Regarding SSI, the first samples are being gathered for the prototype of this application. For data 
acquisition, a pair of EMG surface electrodes are being used, placed on the throat of the user, measuring 
myoelectric activity using bipolar configuration. For this first implementation, only data from a set of 
predefined words will be included, for validation and testing of different approaches. After feature extraction, 
several machine learning classification algorithms will be tested and compared for efficiency. 
Other approaches more diverse than classification for only a small set of words are being studied for 
future work. For this feature, it is considered and tailored to the English language in order to reach to a 
broader audience. 
 
Figure 1. Navigation screens compatible with mental commands from the EEG headset. 
2.2 Decentralized backend 
The decentralized system is user-centric, that is, each user runs a bundle of the backend and frontend, has 
their own identity and their private and public shared data. Being on the same encrypted peer-to-peer network 
means each user can communicate with each other. Each node within the network runs the same application 
and, subsequently, the same logic and rules in which data exchanged must abide by. Each peer will validate 
their own data but also other’s, making the system tamper-resistant and have data integrity.  
Data resilience is also important in any messaging platform. That is, data must not get lost when users go 
offline. To address this issue, each piece of public data is witnessed, validated according to the system's logic 
that is present in every user and redundantly stored by a random selection of peers. 
Users communicate with each other about data through gossiping. The latter is crucial for the well-being 
of the system because peers will gossip with each other to detect invalid data, such evidence of its author and 
take action to deal with malice users. This is a direct application of peer data replication and validation. 
 Inclusively, the system shares similarities with Jami in a way that it is based on a distributed hash table 
(DHT). This table, contrary to blockchain-based applications, is not replicated in its entirety each node. This 
decision of using a DHT is made in order to attain a higher TPS (transaction per second), throughput and 
lookup speed, in which each peer stores a segment/shard of the table. 
2.2.1 User record 
Every user has their own chain signed with their rightful private key. This chain can be thought of as a record 
of all the messages/data the user has produced and exchanged within the app and is stored on their own 
device. Each user has their own digital identifier using the public/private key pair cryptographic method. The 
combination of these two keys is imperative for the user online identity and for communication with other 
peers. The public key is shared with other participants who use it validate data and know who created it. Each 
user proves authorship of their data through digital signatures stemming from their private key. Any 
tampering is promptly detected by simply using the correspondent public key to verify the signature. If such 
validation fails, the data is considered invalid and this finding is gossiped and broadcasted to the rest of the 
network. 
The DHT is where all public data resides in. The word public is used very loosely. Every entry is hashed 
so as to make it untraceable, so it is not necessarily public as in it is available for everyone to see. Each and 
every entry that resides within the DHT are essentially user chain entries that are merely marked as public, 
hashed with the peer’s address and signed with its private key.  
2.2.2 Validation and direct peer-to-peer communication 
The security, state and integrity of the whole system is maintained by the logic that is replicated amongst 
every node. Data integrity is ruled by these rules which, in turn, uphold the security of the system. Besides 
normal messaging, users that want to share secret or sensitive data directly with another user that can later be 
destroyed can use direct node-to-node messaging through an end-to-end encrypted channel by resolving the 
specific agent's IP address. 
The application is built on top of the Holochain framework, who handles a deal of network concerns and 
cryptography. Additionally, Holochain provides a way for the system to be interoperable with other networks 
build on the same Holochain network, making the application have more expandable prospects. 
2.3 Evaluation 
BCI evaluation process will consist of usability tests to gather feedback on how the platform improves their 
communication and overall navigation compared to similar apps. The factors that will be analysed are 
comfort, interaction speed, accuracy, and learning curve, and each will be evaluated on a typical five-level 
Likert scale. For SSI, the data sets used for each model created will be divided into smaller sets of training, 
test and cross-validation sets. These test sets will examine the accuracy of classification, improving our 
models to obtain the lowest error rate possible. 
The Holochain framework provides support for both unit and functional tests. These will be useful to 
provide a measurement of code coverage and reliability of the written code at this level. End-to-end tests will 
ultimately leverage a way to measure performance as the solution scales. The throughput is tested through 
stress tests and assess if the former is consistent. The resilience of the system is tested through man-in-the-
middle attacks, at cryptography level, and denial-of-service attempts.  
3. CONCLUSION 
The showcased solution mitigates issues from centralized communication, regardless of impairment status of 
individuals, applying methods of machine learning coupled with SSI and BCI. Moreover, it depicts a new 
proposal on the decentralized messaging platform, either from human-machine interaction standpoint or the 
distributed ecosystem counterpart. Taking a more user-centric approach towards the problem, utilizing a 
distributed hash table with partial consensus instead of data replication in its entirety with global consensus is 
more adequate to the messaging panorama. These design choices have a direct effect on performance and 
throughput of the system; more transactions per second can occur whilst the exchange of data is still secure 
and private and resilient against tampering attacks, while removing scalability limitations.  
The limitations of this application comprise of the number of options for navigation and control over the 
application and the limited vocabulary and language in which the user can utilize subvocalization. 
Furthermore, the application is yet to support file exchange, although this issue could be addressed through a 
separate DHT or parallel channels. 
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Abstract. Peer-to-peer communication has increasingly gained preva-
lence in people’s daily lives, with its widespread adoption being catalysed
by technological advances. Although there have been strides for the in-
clusion of disabled individuals to ease communication between peers,
people who suffer hand/arm impairments have scarce support in regular
mainstream applications to efficiently communicate privately with other
individuals. Additionally, as centralized systems have come into scrutiny
regarding privacy and security, development of alternative, decentralized
solutions has increased, a movement pioneered by Bitcoin that culmi-
nated on the blockchain technology and its variants.
Within the inclusivity paradigm, this paper aims to showcase an alterna-
tive on human-computer interaction with support for the aforementioned
individuals, through the use of an electroencephalography headset and
electromyography surface electrodes, for application navigation and text
input purposes respectively. Users of the application are inserted in a
decentralized system that is designed for secure communication and ex-
change of data between peers that are both resilient to tampering attacks
and central points of failure, with no long-term restrictions regarding
scalability prospects. Therefore, being composed of a silent speech and
brain-computer interface, users can communicate with other peers, re-
gardless of disability status, with no physical contact with the device.
Users utilize a specific user interface design that supports such inter-
action, doing so securely on a decentralized network that is based on
a distributed hash table for better lookup, insert and deletion of data
performance. This project is still in early stages of development, having
successfully been developed a functional prototype on a closed, testing
environment.
Keywords: Brain-computer interface · Silent speech recognition · Peer-
to-peer communication · Decentralization · Distributed hash table.
1 Introduction
With the advent of messaging applications, there is an apparent lack of sup-
port for disabled individuals to communicate on these platforms and use such
applications to interact efficiently with other people. There has been significant
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progress addressing such issues mainly through electroencephalography (EEG)
sensors capable of recording brain activity that, powered by machine learning,
can translate it into actions [6]. Similarly, electromyography (EMG) electrodes
can measure activity from muscle responsible for speech, enabling silent speech
recognition (SSR) [11], that can be used for private and silent text input into
the application.
Additionally, privacy and security of data within centralized systems have
been under the spotlight, especially on mobile applications [2], contributing to
the rise of the development of alternative, decentralized solutions have increased,
a movement first created by Bitcoin [8] that effectively stapled blockchain as a
growing technology. The latter has shown tremendous potential and applicability
on a wide range of scenarios, boosted by the introduction of smart contracts by
Ethereum [13], going beyond currency exchange. These assets allow trustless,
secure, peer-to-peer value transfer that can easily be applied to the messaging
paradigm, thus allowing immutable, secure messaging between nodes. The surge
of this technology paved the way for variants that maintain blockchain’s main
advantages but change their scope. These have set a precedent and strides for
decentralization across many fields [10].
2 Related Work
Regarding brain-computer interfaces (BCI) using non-invasive EEG, research
projects have emerged allowing users to control virtual keyboards and mouses,
empowering individuals with motor disabilities in their interaction with com-
puters. Regarding app’s navigation using this approach, there are experiments
on cursor movement that allow a user to move it by a BCI. Tests with differ-
ent approaches within movements for one or two dimensions showed an accu-
racy of approximately 70% [5]. A similar project utilizes a hybrid near-infrared
spectroscopy-electroencephalography technique trying to extract four different
types of brain signals, decoding them into direction symbols, namely, “forward”,
“backward”, “left”, and “right”. The classification accuracy for ”left” and ”right”
commands was 94.7%, for ”forward” was 80.2% and 83.6% for ”backward” [6].
Later in this document, it will be shown that our system uses a similar approach
for the set of commands used for navigation in the platform.
Since this project concerns a messaging platform, text input is a key feature
that must offer support for the target audience - disabled subjects. Experiments
have been made using EEG to input text using virtual keyboards, allowing a
user to make binary decisions and iteratively splitting a keyboard in half until
one letter remains, having a spelling rate of about 0.5 char/min [1]. Another
approach, which instead of doing binary choices, allows the selection of one
between six hexagons, enabling the input of about 7 chars/min [12]. Although
input speed is not the central focus of these projects, it must be user-friendly for
instant messaging to be conceivable. Yet another studied approach to allow text
input was through a silent speech interface (SSI), which also enables input by
people with speech impairments (e.g. laryngectomy). Researches on this field still
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have a high word error rate (WER), as some have achieved around 50% WER
for their SSR attempt, using a vocabulary of 108 words through the EMG-UKA
corpus [11]. Another group proposed another solution, using the same corpus,
attaining around 30% char accuracy [9]. Studies for this approach do not yield
satisfactory results for a wide-range vocabulary, although appearing to be more
promising when compared to EEG-based interfaces.
Regarding messaging platforms and their dedicated backend, there have been
attempts to develop decentralized messaging applications that aim to address
many issues present in centralized applications that are usually perceived as
secure (e.g. Telegram) and allow decentralized authoritative messaging [7]. Ap-
plications that follow the classic blockchain approach towards the messaging
panorama include Adamant, which showcases an example of a fully anonymous,
private and secure messaging between peers. Relying on its own token that is
used for each transaction, such application relies on having no personal or sensi-
tive data being extracted from the user [4]. A decentralized solution which follows
a distributed hash table (DHT) approach is Jami, where the DHT is used to lo-
cate peer addresses and establish peer-to-peer connection without any personal
sensitive data associated, with undelivered messages being stored locally.
3 Our Solution
The proposed solution encompasses a new approach to the interaction of an
application that partakes in a decentralized ecosystem that is user-centric, with
high throughput and maintaining a bottom-line of privacy of data and message
exchange. It envisions a way for people with arm/hand to be able to communicate
with anyone. It is, therefore, divided into two distinctive counterparts: human-
machine interaction, through BCI and SSI, and decentralized communication
between peers. This is further outlined in Figure 1.
3.1 Human-Machine Interaction
Aiming towards a hands-free controlled application with text input through
silent speech, this project proposes a synthetic telepathy-based solution to mes-
saging. It allows individuals with arm motor disabilities to interact with the
platform and also creates a multitude of use cases for people without these limi-
tations (e.g. privacy and mitigation of background noises when using speech-to-
text features in public; multitasking while navigating with mental commands).
Brain-Computer Interface For the BCI component in this project, Emotiv
EPOC+ is being used for EEG recordings and the Emotiv BCI software for
training and classification of the data gathered from the user. This device and
related software are of great advantage since it accelerates the overall project de-
velopment considering it already has predefined mental commands for a subject
to train, which can be applied for the user interface (UI) navigation. Consid-
ering the UI must be accessible and intuitive for both users with or without
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Fig. 1. Overall conceptual view of the platform, outlining the interaction between the
user and interface, as well as showcasing the decentralized system where the user is in-
serted into (DLT - Distributed Ledger Technology), outlining the different components
that make up the backend.
impairments, a new design idea had to emerge to accomplish these goals. Thus,
besides from regular click/tap to interact, the user can also navigate through
different chat rooms using four different commands, ”pull”, ”push”, ”left”, and
”right”. Simulating a two-dimensional space, the ”pull” and ”push” commands
pull closer to and push away from the user view, respectively (see Figure 2), and
the remaining ”left” and ”right” commands are used to slide through a carousel-
type view with each chat room, always fixing a chat room in the middle, until
the user pulls the one selected (see Figure 3). Furthermore, more commands
may be added for others minor tasks, or these already implemented commands
can correspond to multiple actions depending on the state of the application or
feature that is being used.
Silent Speech Interface Regarding SSI, it is being used the aforementioned
EMG-UKA corpus for implementation and testing of the system in its early
stages. Approaches for this system are still being studied, and the first experi-
ments are being conducted on a session-dependent model attempting to classify
phones (speech sounds) from EMG data. Further developments will allow users
to input full words into the system. In order to reach a broader audience and
using the exiting corpus, the system is tailored for the English language.







Fig. 2. ”Pull” and ”push” com-
mands effect the UI, allowing the
















Fig. 3. The user can slide right or left
and navigate through his/her chatrooms
through ”right” and ”left” mental com-
mands.
3.2 Decentralized Backend
As it was aforementioned, individuals who make use of the platform, whether
these suffer from any impairment or not, will partake in a decentralized ecosys-
tem that is intended to provide secure peer-to-peer communication with data
integrity. The system is agent-centric, meaning each user runs a copy of the
backend, have their own identity and their private and public shared data. Being
on the same encrypted peer-to-peer network entails each user can communicate
with each other directly to maintain its integrity. Having each peer hold the
same application bundle with the respective logic, it is possible to verify other
peer’s transactions and data created. Each data has proof of authorship (i.e. a
signature). Since every data is recorded and validated by the peers within the
system, it is tamper-resistant - this showcases data integrity.
Data resilience is also important in any messaging platform. That is, data
must not get lost when users go offline. To address this issue, each piece of public
data is witnessed, validated according to the system’s logic that is present in
every user and stored by a random selection of peers. This makes it that the
community and cooperating parties detect invalid data, gossip such evidence of
harmful agents and take action to deal with malice data/users. This is a synonym
to peer data replication and data validation.
The system shares similarities with Jami in a way that it is based on a
distributed hash table (DHT). This table, contrary to blockchain-based applica-
tions, is not replicated in each node. To attain a higher transactions per second
(TPS), throughput and lookup, each peer stores a segment of the table. This
DHT is where the data resides and, in cases where users go offline, is stored to
later be retrieved by the recipient. The implementation of this table is based on
top of the Holochain framework, allowing for easier data replication and vali-
dation between peers. As more users join in the network, more computational
power is contributed to the environmnent and data replication is more redun-
dant, allowing the system to scale as more users partake within the system.
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User Record Each user has their own chain signed with their rightful private
key. This chain can be thought of as a record of all the messages/data the user
has produced and exchanged within the app and is stored on their own device.
Each individual has their own digital identifier using the public/private key pair
cryptographic method. The combination of these two keys is imperative for the
user online identity and for communication with other peers. The public key is
shared with other participants. Each user proves authorship of their data through
digital signatures stemming from their private key. Any tampering is promptly
detected by simply using the correspondent public key to verify the signature. If
such validation fails, the data is considered invalid and this finding is gossiped
and broadcasted to the rest of the network. The distributed hash table is where
all public data resides in. The word ”public” is used very loosely. Every entry
is hashed so as to make it untraceable so it is not necessarily public as in it is
available for everyone to see. Each and every entry that resides within the DHT
are essentially user chain entries that are merely marked as public.
Validation and Direct Peer-To-Peer Communication The security, state
and integrity of the whole system is maintained by logic that is hard-coded
and bundled in every node. Data integrity is ruled by these rules which, in
turn, uphold the security of the system. All data, whether it is in the user
private chain or in the public DHT, is validated according to these rules. Normal
messaging occurs when two users are online and is made through direct peer-to-
peer connection in an end-to-end encrypted channel by resolving each agent’s IP
address. This method only works when both peers are online. To circumvent this,
private messages are encrypted using the recipient’s public key and published to
the DHT, to later be retrieved by the recipient when they are back online.
Most of these networking protocols and distributed computing scenarios are
handled by the Holochain framework, from which the architecture is based from.
Not only it resolves many concerns regarding encryption but also allows for in-
teroperatibility with other systems that take part within the Holochain network.
4 Preliminary Evaluation
As this is a work-in-progress and with no tangible results yet yielded, it is possible
to define an assessment strategy for it. BCI evaluation process will consist of
usability tests performed by hand/arm impaired individuals to gather feedback
on how the platform improves the user’s communication and overall navigation
compared with similar apps. Prior to testing, the subjects ought to train the
BCI headset and tailor it to their mental activity for the model to recognize the
commands from a specific user. Afterwards, subjects will be asked to perform
a planned set of actions that entails navigating in the platform and interact
with it. Lastly, a survey will be conducted following the System Usability Scale
[3], with 10 items answered in a degree of agreement or disagreement with each
statement on typical five-level Likert scale. For SSI, the datasets used for each
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model created will be divided into smaller training and testing sets, allowing to
evaluate their accuracy, aiming to obtain the lowest WER possible.
The Holochain framework provides support for both unit and functional tests.
These are useful to provide a measurement of code coverage and respective relia-
bility. End-to-end tests will ultimately leverage a way to measure performance as
the solution scales. The throughput is tracked as the number of users grows and
its consistency is assessed. Early results have showcased successful data creation
on the public DHT on a small number of users (five) with a step duration of
1000 miliseconds, where the period is halved at every stage. In this, the stress
test is conducted indefinitely and increases pace at every stage. Additionally, a
small increase of throughput was noticed when more users joined the network,
from two peers to five. These experiments have not shown any sensible traces of
data corruption nor delay, although more tests on a higher scale are be needed
to form more conclusive results.
5 Conclusion
This project mitigates communication barriers between subjects with or without
hand/arm impairments and allows the inclusion of everyone into a single messag-
ing system, using a new strategy to this type of platform, applying a synthetic
telepathy approach for the interaction with it. Additionally, if the project pro-
duces positive results, the range of applicability for both BCI and SSI approaches
can extend beyond the messaging paradigm.
The system that was outlined showcases a new proposal on the decentral-
ized messaging platform, either from human-machine interaction standpoint or
the distributed ecosystem counterpart. Following an user-centric approach to-
wards the problem, utilizing a DHT with ad hoc peer consensus instead of data
replication in its entirety with global consensus is more adequate to the mes-
saging panorama. These design choices have a direct effect on performance and
throughput of the system: more TPS can occur whilst the exchange of data
is still secure, private and resilient against tampering attacks. This essentially
means that scalability does not pose as a problem on a long-term perspective,
unlike many solutions that are based on the classic blockchain concept.
6 Future Work
With the drafted architecture and design choices, there is still room for improve-
ment for future project prospects so as to be providable to a broader audience
and maintain a performance bottom line. On the human-machine interface coun-
terpart, for the BCI component, other commands can be mapped and used by
the platform, giving the user more options for navigation and control over the
application, for a wider set of features, but keeping the interaction as intuitive
as possible. SSI-wise, aiming for a more natural and reliable text input system
for any user, efforts will be made for a session and user-independent system,
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enabling the its usage by multiple users and sessions without much accuracy
fluctuations.
One of the objectives regarding the decentralized backend would be to go
beyond message exchange and also extend to file sharing. Approaches could be
developed similar to InterPlanetary File System (IPFS). However, this topic is
sensitive since file storage takes up more space than common messages. Repli-
cation of data between peers would need to be addressed differently, perhaps
through parallel channel or DHT altogether. Furthermore, voice calling could be
another feature present within the application that could co-exist and be made
through node-to-node channels.
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