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Résumé  Les images numériques peuvent être analysées à de nombreux niveaux allant de la valeur de chaque pixel à la
sémantique de la scène. Dans ce contexte, la déﬁnition d'un estimateur de la complexité visuelle d'une image est une tâche diﬃcile.
Dans cet article, nous proposons une déﬁnition de la complexité perceptuelle basée sur l'attention visuelle. Nous comparons les
performances des mouvements oculaires humains ainsi que de diﬀérents modèles computationnels d'attention par rapport à
une vérité terrain basée sur la mesure du temps d'observation lors d'une tâche de description d'images. Les résultats obtenus
montrent que malgré leur manque de prise en compte de la sémantique, les focalisations attentionnelles sont un bon estimateur
de la complexité des images.
Abstract  Digital images can be analyzed at wide range of levels going from pixel arrangement to semantics. As a consequence,
ﬁnding a visual complexity estimator is a diﬃcult task. In this article we propose a deﬁnition of attention based perceptual
complexity. We study the performance of human eye movements and of diﬀerent models of computational attention against a
ground-truth of image complexity based on the observation time of an image description task. The results obtained show that
besides it's lack of semantic processing, attentional behavior is a good estimator of image complexity.
1 Introduction
1.1 Contexte
L'étude de la complexité visuelle est un phénomène re-
lativement récent. Les précurseurs dans ce domaine sont
les psychologues Snodgrass et Vanderwart [14] qui, au dé-
but des années 1980 ont établi un classement de la com-
plexité d'un jeu d'images. Les recherches eﬀectuées à cette
époque visaient avant tout à étudier les processus cognitifs
liés à l'analyse humaine des stimuli visuels. La complexité
était alors déterminée expérimentalement par un certain
nombre de sujets devant noter, sur une échelle donnée,
la complexité des images de traits qu'on leur présentait.
Aﬁn d'obtenir une mesure plus objective de la complexité,
des mesures plus  mathématiques  ont ensuite été intro-
duites (nombre de segments de droites, de croisements de
lignes, etc.). Celles-ci n'étaient cependant pas calculées de
manière informatique.
Plus récemment, avec le développement des techniques
de traitement d'images, la communauté informatique s'est
également intéressée à la notion de complexité visuelle.
Les applications potentielles sont en eﬀet variées. Tout
d'abord, connaitre la complexité d'une image permet de
mesurer qualitativement les performances relatives d'un
algorithme de vision ou de traitement d'images en fonction
de la complexité des images qui lui sont présentées [11].
Celle-ci peut aussi être une caractéristique intéressante
pour un système de recherche d'images par le contenu [8] :
on pourra alors rechercher des images possédant les mêmes
attributs de formes, couleur, etc. et de même complexité
que l'image requête. La complexité peut également servir
à estimer la capacité de watermarking d'une image [16] :
plus celle-ci sera complexe, plus il sera facile d'y insérer de
l'information sans en dégrader la qualité. La liste des ap-
plications possibles est bien évidemment plus longue, mais
ces quelques exemples permettent de souligner la diversité
des possibilités.
L'estimation de la complexité d'une image est donc in-
téressante, tant d'un point de vue de l'étude psychologique
des phénomènes de perception, d'analyse et de mémorisa-
tion de l'information visuelle, que d'une exploitation plus
informatique. Cependant, son calcul se heurte à un pro-
blème majeur : la déﬁnition même de la complexité. En ef-
fet, celle-ci est relativement ﬂoue. Le  Petit Robert  nous
donne par exemple la déﬁnition suivante :  Complexe :
qui se compose d'éléments diﬀérents, combinés d'une ma-
nière qui n'est pas immédiatement saisissable. 
Les mesures de complexité découlant d'une telle déﬁ-
nition sont alors nombreuses. Lloyd [6], en propose une
liste non exhaustive, classée en trois catégories : les me-
sures de diﬃculté de description, les mesures de diﬃculté
de création, et les mesures de diﬃculté d'organisation.
Dans le domaine de la complexité des images, les pro-
positions sont moins nombreuses, mais tout aussi variées.
Les méthodes utilisées peuvent par exemple être fractales
[4], ﬂoues [12] ou, plus classiquement liées à la théorie de
l'information [13]. Concernant ce dernier point, des études
récentes montrent que les méthodes liées à la complexité
de Kolmogorov (mesure du taux de compression GIF ou
JPEG des images) permettent d'obtenir une estimation
automatique assez ﬁdèle de l'évaluation de la complexité
d'images faites par des humains [7, 2].
1.2 Hypothèse
Les méthodes évoquées plus haut évaluent la complexité
des images, indépendamment de leur perception par notre
système visuel et attentionnel. Nous proposons de construire
une mesure basée non plus sur la complexité  directe 
de leur contenu, mais sur leur complexité de perception,
au travers d'un ﬁltre attentionnel[9]. Ainsi, nous mesu-
rons la complexité des trajectoires de focalisation de notre
système attentionnel aﬁn de déterminer si une image est
complexe à parcourir (ﬁgure 1). Cette mesure n'a pas pour
objectif de concurrencer ou remplacer les mesures tradi-
tionnelles, mais plutôt de fournir un complément autour
de la complexité attentionnelle des images.
Dans la section suivante, nous décrivons quelques mo-
dèles attentionels fondateurs ainsi que notre contribution
par rapport à [9]. En section 3, nous décrivons comment
est évalué le potentiel de ces modèles. Enﬁn, en section 4
nous présentons les résultats de cette évaluation.
2 Des modèles computationnels
Dans l'objectif de valider notre hypothèse selon laquelle
la complexité de l'image est corrélée avec l'attention qu'elle
génère, nous avons choisi trois modèles d'attention clas-
siques. Nous les avons sélectionnés pour plusieurs raisons,
leurs performances avérées, leur coté open source[3] [1]
mais surtout le fait qu'ils sont liés à des bases d'expéri-
mentations oculométriques [1] [5]. Nous avons aussi évalué
diﬀérentes versions de notre algorithme [10]. Les carac-
téristiques principales de ces modèles sont résumées ci-
après :
 Le modèle de L. Itti [3] est l'un des plus populaire. Il
est basé sur une approche hiérarchique multi-résolution
et un ﬁltrage centre périphérie. Il fournit une repré-
sentation centralisée au travers d'une carte de saillance
globale.
 Le modèle d'O. Le Meur [5] améliore le précédent en
se basant sur une construction plus réaliste (mais plus
complexe) des cartes d'intérêt. Il améliore également
le processus de fusion.
 Enﬁn, N. Bruce [1] propose une approche basée sur la
théorie de l'information en combinant une analyse par
composantes indépendantes avec une mesure d'infor-
mation de façon à estimer la saillance de chaque pixel.
Tous les modèles précédemment cités utilisent une repré-
sentation centrale de la saillance. Notre modèle [10, 9],
dérivé partiellement [3] de propose un processus alternatif
de détermination du focus d'attention utilisant une fusion
dynamique permettant une représentation distribuée de
l'attention. Les avantages d'un tel système sont nombreux,
parmi eux :
 il représente naturellement la compétition entre les
diverses sources d'informations (intensité, couleurs,
orientations, etc.), ainsi nous pouvons nous passer
d'étapes de normalisation des diﬀérentes cartes de
singularité ;
 il est intrinsèquement dynamique : l'évolution du fo-
cus d'attention est gérée par les équations du système
proies/prédateur ;
 il est adaptable : grâce aux diﬀérents paramètres du
modèles nous pouvons simuler plusieurs comporte-
ments. En particulier la quantité de bruit injectée
dans la modèle permet de dose l'exhaustivité de l'ex-
ploration de l'image.
 il est rapide : nous avons accéléré le calcul des dif-
férentes cartes par exemple en utilisant des images
intégrales.
Une extension du modèle de base consiste en l'intégra-
tion d'une rétroaction (feedback). Celle-ci permet d'adap-
ter la dynamique du comportement d'exploration de la
scène à un contexte spéciﬁque. Ce bouclage se fait grâce
à une carte représentant l'historique des focalisations at-
tentionnelles précédentes (leur contribution étant inverse-
ment proportionnelle à leur ancienneté). Un paramètre de
bouclage f ∈ [−1, 1] permet de :
 maximiser l'exploration de l'image si f ∈ [−1; 0] ;
 stabiliser les points de ﬁxation et la dynamique du
système si f ∈ [0; 1] .
Des expérimentations menées précédemment montrent que
le système possède un comportement proche de la dyna-
mique humaine si f = 0.2. Cette valeur sera la valeur choi-
sie dans les expérimentation de la section 3. L'objectif de
ces expérimentations est double. Premièrement elles per-
mettent de montrer l'intérêt des modèles basés saillance
dans leur capacité à estimer la complexité des images. Se-
condement, elles indiquent que notre modèle dynamique
fournit une information supplémentaire améliorant l'esti-
mation de la complexité.
3 Expérimentations
3.1 Déﬁnition d'une vérité terrain
En considérant vrai l'hypothèse selon laquelle la com-
plexité d'une image est reliée à sa diﬃculté de description,
nous avons mesuré le temps d'observation moyen sur un
jeu deM = 148 images appartenant à deux bases ouvertes
proposées par Bruce [1] et Le Meur [5]. Il est à noter que
chacune de ces bases proposent des enregistrements ocu-
lométriques. Nous avons demandé à N = 12 participants
de regarder chacune de ces images un temps  suﬃsant 
pour pouvoir les décrire avec un niveau de détail raison-
nable. Ces mesures ont toutes été normalisées, moyennées
et classées aﬁn d'obtenir un temps d'observation moyen,
temps noté MOR (Mean Observer Ranking).
De façon à évaluer la variation inter observateurs, nous
avons construit un classement personnel à chaque obser-
vateur, son ORi avec i ∈ [1...N ]. Pour chaque classement
k ∈ [1...M ], nous sommes ainsi à même de déﬁnir une dis-
tance par rapport au classement moyen MOR telle que :
(a) (b) (c) (d)
Figure 1: Il est diﬃcile de déterminer subjectivement si (a) est plus complexe que (b). Par contre, l'analyse de leurs
cartes d'attention respectives (c) et (d) semble indiquer que (a) est perceptuellement plus simple que (d).
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Figure 2: Utilisation de l'aire sous la courbe ROC en tant
qu'estimateur de la complexité des images
dOR[k] =| ORi[k] − MOR[k] |. Une fois cette distance
déﬁnit, nous pouvons facilement construire une courbe
ROC à partir d'un classiﬁeur binaire dOR[k] < S avec
S ∈ [1...M ]. Cette courbe ROC représente alors le nombre
de bonne prédictions du classement relatif à un seuil S.
L'aire sous la courbe fournit un estimateur de la qualité
de l'estimation de la complexité. La moyenne des aires
sous la courbe de toutes les observations est quant à elle
reliée à la variation inter observateurs, elle représente la
borne haute à laquelle les modèles computationnels vont
pouvoir être comparés (ﬁgure 2).
3.2 Modèles et mesures
Nous avons évalué les méthodes suivantes aﬁn d'obte-
nir une base de mesures de complexité sur les ensembles
d'images testés :
 Notation aléatoire des images. Cela représentera notre
borne basse de l'évaluation ;
 Ratio de compression JPEG des images originales.
Ce ratio fournit un estimateur de type Kolmogorov
directement basé sur la valeur des pixels ;
 Ratio de compression JPEG des cartes d'expériences
oculométriques fournies par [1] [5]. Cela nous permet
d'estimer comment les focalisations de l'oeil humain
peuvent être corrélée avec la complexité de l'image ;
 Ratio de compression JPEG des cartes de saillance
modélisée par les méthodes présentées section 2 ;
 Ratio de compression JPEG de la carte d'attention
modélisée par notre système [10] après 300 itérations.
Puisque notre système est dynamique, nous avons voulu
compléter notre estimation par la génération de deux me-
sures exploitant la trajectoire du focus d'attention :
 DCR : Deﬂate Compression Ratio [6] traduit le de-
gré de redondance dans l'évolution spatiale des points
de la trajectoire en exploitant le principe du minium
description length sur les coordonnées de focalisations
attentionelles.
 SLFE : Saccade Length Fourier Entropy [15] mesure
lui la redondance temporelle dans l'évolution de la
distance sk entre deux points consécutifs (xk−1, yk−1)
et (xk, yk).
SLFE =
∑
k
p(Sk)log(p(Sk))
avec S = F(s) la transformée de Fourier de la sé-
rie de distances s, et p(Sk) =
Sk∑
kSk
la distribution
statistique des fréquences de cette série.
4 Résultats et discussions
Nous pouvons voir dans les résultats présentés Tableau 1
que l'estimateur de complexité basé sur ratio de compres-
sion JPEG des cartes d'attention est meilleur que celui
basé simplement sur la compression JPEG des images ori-
ginales [7]. Cette assertion est vrai pour les cartes géné-
rées avec les algorithmes computationnels mais aussi pour
les cartes construites avec les données oculométriques. A
noter également, l'estimation de complexité obtenue par
notre modèle d'attention conﬁrme l'estimation obtenue
par les acquisitions oculométriques, cependant la com-
pression JPEG des cartes de saillance générées par notre
système dynamique (tableau 2) fournit un résultat légère-
ment inférieur que ceux fournit par les autres. Ce dernier
point est certainement dû à l'utilisation du bruit dans nos
équations dynamiques, ce qui injecte de la complexité dans
les trajectoires générées.
Cependant, la même mesure eﬀectuée sur notre modèle
avec bouclage (estimateur SLFE), permet d'améliorer les
performances et même dépasser celles obtenues avec les
autres cartes de saillance.
Données Alléatoire Images raw Eye tracking Variation intra-observateur Bruce Itti Le Meur
Estimateur de compléxité - JPEG JPEG - JPEG JPEG JPEG
Aire sous la courbe ROC 0.666 0.691 0.713 0.782 0.729 0.734 0.730
Table 1: Evaluation des estimateurs de compléxité basés attention
Carte de saillance Système dynamique
Données Perreira Perreira
bouclé
Perreira Perreira
bouclé
Perreira Perreira
bouclé
Estimateur de complexité JPEG JPEG DCR DCR SLFE SLFE
Aire sous la courbe ROC 0.709 0.708 0.711 0.710 0.735 0.745
Table 2: Evaluation de la complexité avec notre modèle d'attention
5 Conclusion
Dans cet article, nous avons proposé une nouvelle mé-
thode d'estimation de la complexité des images basée sur
l'attention. Nous avons montré que les cartes attentio-
nelles, de saillance ou de focus d'attention, peuvent servir
à estimer correctement la complexité des images. Nous
avons également montré que l'utilisation de la dynamique
du focus d'attention générée par notre modèle d'attention
distribuée améliore l'estimation de cette complexité. Nous
avons proposé une expérimentation visant à déterminer
une vérité terrain. Enﬁn, puisque notre modèle est capable
de gérer les ﬂux vidéos, nous travaillons à la transposition
de nos travaux sur les images à la mesure de complexité
vidéo. Une utilisation pourrait être par exemple l'ajuste-
ment de la compression en fonction de la complexité des
séquences. Les premiers résultats sont plus que promet-
teurs.
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