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We search for long-lived charged massive particles using 1.1 fb-1  of data collected by the D0 
detector at the Fermilab Tevatron pp Collider. Time-of-flight information is used to search for pair 
produced long-lived tau sleptons, gaugino-like charginos, and higgsino-like charginos. We find no 
evidence of a signal and set 95% C.L. cross section upper limits for staus, which vary from 0.31 pb 
to 0.04 pb for stau masses between 60 GeV and 300 GeV. We also set lower mass limits of 206 GeV 
(171 GeV) for pair produced charged gauginos (higgsinos).
PACS numbers: 13.85RM,14.80Ly
4Charged massive stable particles, or CM SPs, are 
predicted by several extensions of the  stan d ard  model 
(SM). The term  “stable” in th is context refers to  particles 
th a t live long enough to  travel several m eters long and 
escape a typical collider detector before decaying. The 
lightest ta u  slepton, or stau, is an example of such 
a particle, and is predicted in some Gauge M ediated 
Supersym m etry Breaking (GMSB) models [2]. If the  
stau  decay is sufficiently suppressed, then  the s tau  will 
be a CM SP candidate. The lightest chargino is another 
example of a CMSP. Anomaly M ediated Supersym m etry 
Breaking (AMSB) models [3] or supersym m etric models 
th a t do not have gaugino mass unification can predict 
a long lifetime for the lightest chargino if its m ass is 
w ithin about 150 MeV of the  lightest neutralino mass [4]. 
We explore two extrem e cases, one where the chargino is 
m ostly higgsino and one where it is m ostly gaugino.
Several collider experim ents have perform ed searches 
for CM SPs. Studies a t the CERN e+ e-  Collider (LEP) 
have resulted in lower m ass lim its of 97.5 GeV for stable 
sleptons [5], and 102.5 GeV for stable charginos [6]. A 
CD F Tevatron R un I search set a cross section lim it of 
O(1) pb for stable sleptons [7]. C om plem entary searches 
for neutral weakly interacting  massive particles (W IM Ps) 
have also been perform ed by underground dark  m atte r 
experim ents [8].
In th is L etter, we present a search for CM SPs produced 
directly  in pairs. We do not consider CM SPs th a t 
result from cascade decays of heavier particles. The 
detector signature of pair produced CM SPs is ra ther 
striking. These weakly interacting particles are expected 
to  traverse our entire detector, and should register in 
its outerm ost m uon system . Additionally, owing to  their 
large mass, these particles will travel substan tially  slower 
th an  beam  produced muons, which travel near the speed 
of light.
D ata  used in this analysis were collected w ith the D0 
detector [1] a t the  Ferm ilab Tevatron pp  Collider a t yfs =  
1.96 TeV between 2002 and 2006. T hey correspond to
1.1 fb-1  of in tegrated  luminosity.
The D0 detector is a m ulti-purpose detector well suited 
to  a wide range of searches for new phenom ena. The 
m ain com ponents of the detector are an inner tracker, 
a liquid argon and uran ium  calorim eter, and a muon 
system . The inner tracker consists of a silicon m icrostrip 
detector (SMT) close to  the  beam  line surrounded by a 
scintillating fiber detector. The m uon system  [9] resides 
beyond the calorim etry and consists of a layer of tracking 
detectors and scintillation trigger counters in front of 
1.8 T  iron toroids, followed by two sim ilar layers after 
the  toroids. Muon reconstruction at pseudorapidities [10] 
|n| <  1 relies on 10 cm wide drift tubes, while 1 cm 
m ini-drift tubes are used a t 1 <  |n| <  2. Each scintil­
lation counter registers a passing m uon’s tim e, which 
can be used to  calculate its speed [11]. The counters 
have a 2-4 ns tim e resolution, and their calibration is
m aintained run-to-run  w ithin 1 ns, relative to  the event 
tim e determ ined from the  accelerator clock.
The D0 detector uses a three-level trigger system  to 
select d a ta  for offline analysis. CM SPs would appear 
as m uons to  the trigger system , so di-muon triggers were 
used to  collect d a ta  for th is analysis; and we use the term  
“m uon” to  refer to  bo th  real m uons and CM SPs. Indeed, 
CM SPs are not distinguished from muons throughout the  
standard  d a ta  collection and reconstruction, unless by 
v irtue of the ir slow speed they  arrive outside a muon 
trigger tim ing gate. The efficiency of the  trigger gates is 
included in the  calculated signal acceptance.
Muon candidates are reconstructed  by finding tracks 
pointing to  h it p a tte rn s  in the m uon system . We 
select events w ith exactly two muons, each of which 
satisfies quality  criteria  based on scintillator and drift 
tube  inform ation from the m uon system  and m atches a 
track in the inner tracker. The m uon candidates are 
also required to  have transverse m om enta, p T , greater 
th an  20 GeV, as m easured w ith the central tracker. 
Events w ith muons from meson decays and other non­
isolated muons are rejected by applying the following 
isolation criteria. At least one m uon m ust have the 
sum  of the  p T of all o ther tracks in a cone of radius 
R  =  \ J (A ^ ) 2 +  (A n )2 <  0.5 around the m uon direction 
less th an  2.5 GeV. A similar isolation condition is 
applied for the  to ta l transverse energy m easured in the 
calorim eter cells in a hollow cone of radius 0.1 <  R  <  0.4 
around the m uon direction; th is energy m ust be less th an  
2.5 GeV.
A cosmic ray  m uon th a t passes th rough the detector 
can be reconstructed  as two collinear muons. To reject 
these events, we require th a t the two muons m ust satisfy 
the pseudo-acolinearity requirem ent A a MM =  |A ^ MM +  
A#mm —2n| >  0.05. Moreover, since cosmic rays can arrive 
a t tim es not correlated w ith the beam  crossing, they 
can be mis-identified as slow-moving particles. We also 
employ tim ing cuts which distinguish between outw ard 
going muons and inward traveling cosmic rays.
Two additional criteria  are applied to  reduce the 
background from m uon candidates th a t do not originate 
from the  prim ary vertex, such as those from cosmic 
rays, b decays, and beam  halo. The distance of closest 
approach to  the  beam  line (DCA), as m easured in the 
transverse plane, for the  track  m atched to  the m uon m ust 
be less th an  0.02 cm for tracks w ith h its in the  SM T and 
less th an  0.2 cm for tracks w ithout SM T hits. Finally, 
the difference in the  z coordinates of the two muons at 
their DCAs is required to  be less th an  3 cm.
We determ ine the to ta l signal acceptance using 
a com bination of inform ation from M onte Carlo 
(MC) sim ulation and the  data . Signal samples for 
CM SP masses ranging between 60 and 300 GeV were 
generated w ith PYTHIA [12] using CTEQ6.1L [13] parton  
d istribu tion  functions (PD F), and processed w ith a 
GEANT [14]-based sim ulation of the D0 detector. These
5samples were reconstructed  w ith the same software as 
the  data . The specific model used for the  stable stau  is 
model line D in Ref. [15]. For long-lived charginos, the 
specific models follow those described in Ref. [16]. In the 
present analysis only direct pair production  is considered 
so th a t the  exact values of the model param eters of the  
entire supersym m etric particle mass spectrum , relevant 
for cascade decays, are not im portan t.
For each scintillator layer in which the reconstructed 
m uon has a h it, the  speed of th is m uon is calculated and 
expressed in un its of the  speed of light. The average 
speed v is then  obtained by taking the weighted average 
of the  individual layer speeds. To ensure th a t the 
registered tim es in the  m uon detector are consistent, we 
com pute a speed x 2 from the individual layer speeds 
and their uncertainties. We require this x 2/ d .o . f . to  be 
less th an  4.7, a value derived from Z  ^  data .
The transverse m om enta of the  pair produced CM SPs 
are expected to  be approxim ately equal, and higher 
th an  those of beam  produced muons. To reject tracks 
w ith poorly m easured m om entum , we require th a t the 
absolute value of the  difference over the sum  of the p T of 
the two m uon candidates in the  event be less th an  0 .68 , 
a value th a t is also derived using Z  ^  data .
Speed significance, defined as (1 — v)/<rc , is used to  
distinguish slow-moving particles from near light-speed 
muons. Here <re is the uncertain ty  in the  average speed 
v. We require th a t b o th  candidate particles in the event 
should have positive speed significance.
In addition to  time-of-flight, we use the invariant 
m ass formed from the pair of m uon candidates to  
separate signal events from background. We calculate 
the invariant mass assum ing the mass of each particle is 
th a t of a muon.
The only SM background for this search comes 
from events which have, due to  im perfect detector 
perform ance, anom alously large time-of-flight or mis- 
m easured p T th a t satisfy the selection criteria. Each 
of these m easurem ents is independent of the other, 
since the p T of the particle is m easured in the  central 
tracking system  and the time-of-flight is recorded in the 
m uon detector. Consequently, background events can 
be sim ulated by combining separate d istributions of the 
invariant m ass and of the speed significance product (the 
p roduct of the values of speed significance of the  two 
m uon candidates). Events which pass all the  selection 
criteria and have an invariant mass w ithin the Z mass 
peak region (between 70 GeV and 110 GeV) are used 
to  model the  speed significance product d istribu tion  for 
the background. The invariant mass d istribu tion  for 
the background is estim ated from d a ta  events th a t have 
m uon candidates w ith negative speed significance bu t 
pass all the o ther selection criteria. There is no overlap of 
events between these two d a ta  sets. Background events 
are then  sim ulated by choosing a random  value from 
each of the  above two distributions, the  invariant mass
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FIG. 1: Distributions of (a) the invariant mass and (b) speed 
significance product, for the simulated background (solid 
line), the 300 GeV stau signal (dotted line), and the data 
(as dots) passing the selection criteria.
and the  speed significance product, and are norm alized 
to  the  num ber of Z and Drell-Yan events passing the 
selection criteria. The background and MC signal 
samples have very different d istributions, as indicated 
in Fig. 1. They are combined using a jo in t likelihood 
to  discrim inate between background and signal. The 
likelihood discrim inant cu t values are chosen for each 
point by minimizing the expected 95% C.L. upper lim it 
on the cross section calculated w ith a Bayesian limit 
m ethod assum ing a flat prior [17].
B y construction, there is a correlation between d a ta  
and the  data-based sim ulated background in the speed 
significance d istribution , bu t not in invariant mass. 
However, by random ly selecting from bo th  tem plates, 
draw n from non-overlapping d a ta  sets, the variables are 
decorrelated for background while signal would show a 
correlation and peak more strongly a t high likelihoods.
The signal acceptance, expected num ber of signal 
events, predicted num ber of background events, and the 
num ber of observed events are sum m arized in Table I 
for staus and charginos. The three models studied 
have different signal acceptances, reflecting the different 
CM SP kinem atics of each model. The num ber of 
the observed events is consistent w ith the predicted 
background. A 95% C.L. upper lim it on the  pair 
production cross section is set for each m ass point for 
the three models.
The system atic uncertainties in the  background 
estim ation arise m ainly from the choice of the 
d a ta  events, whose invariant mass and speed signif-
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6Mass
(GeV)
Signal
Acceptance
(x10-3 )
Exp.
Signal
Events
Predicted
Background
Obs.
Events
(a) stau
60 64 ±  1 ±  5 4.7 30.9 ±  2.2 ±  1.9 38
80 38 ±  1 ±  5 1.1 2.6 ±  0.6 ±  0.4 1
100 56 ±  1 ±  4 0.7 1.6 ±  0.5 ±  0.3 1
150 123 ±  2 ±  13 0.3 1.7 ±  0.5 ±  0.2 1
200 139 ±  2 ±  11 0.1 1.7 ±  0.5 ±  0.5 1
250 133 ±  2 ±  13 0.01 1.7 ±  0.5 ±  0.3 1
300 117 ±  2 ±  13 0.004 1.9 ±  0.5 ±  0.2 2
(b) gaugino-like charginos
60 32 ±  1 ±  3 445 23.6 ±  1.9 ±  1.4 24
80 2 4 ± 1 ± 3 85 1.9 ±  0.5 ±  0.3 1
100 46 ±  1 ±  4 65 1.6 ±  0.5 ±  0.3 1
150 85 ±  1 ±  9 20 1.2 ±  0.4 ±  0.1 1
200 89 ±  1 ±  7 5 1.9 ±  0.5 ±  0.0 1
250 74 ±  1 ±  7 1 1.7 ±  0.5 ±  0.3 1
300 59 ±  1 ±  7 0.2 1.7 ±  0.5 ±  0.1 2
(c) higgsino-like charginos
60 29 ±  1 ±  2 94 17.9 ±  1.7 ±  1.1 21
80 2 4 ± 1 ± 3 23 1.6 ±  0.5 ±  0.3 1
100 49 ±  1 ±  4 20 1.6 ±  0.5 ±  0.3 1
150 89 ±  1 ±  9 7 1.4 ±  0.5 ±  0.1 1
200 96 ±  1 ±  8 2 1.9 ±  0.5 ±  0.0 1
250 81 ±  1 ±  8 0.5 1.7 ±  0.5 ±  0.3 1
300 6 4 ± 1 ± 7 0.1 1.7 ±  0.5 ±  0.1 1
TABLE I: Signal acceptance, expected number of signal 
events, predicted number of background events and number 
of observed events for (a) staus, (b) gaugino-like charginos 
and (c) higgsino-like charginos searches, as a function of the 
CMSP mass. The first uncertainty is statistical and the 
second is systematic.
icance product distributions are used to  sim ulate the 
background. We varied the  criteria used to  select 
the  d a ta  events, and the resulting difference in the 
predicted num ber of background events is taken as the 
size of the  system atic uncertainty. The m ain signal 
acceptance uncertainties are those in object identification 
efficiencies, trigger efficiencies, MC sim ulation norm al­
izations, and uncertainties related to  the choice of PD F.
The masses and couplings are com puted by 
SOFTSUSY [18], and the next-to-leading order (NLO) 
cross section is calculated w ith PROSPINO2.0 [19]. The 
renorm alization and factorization scale uncerta in ty  and 
the PD F uncerta in ty  are added in quad ra tu re  to  obtain 
the to ta l uncerta in ty  on the signal cross section. The 
calculated expected and observed limits, the  NLO cross 
section and the uncertain ty  on the cross section are 
shown in Fig. 2 for varying stau  and chargino masses. 
Using the nom inal (nominal — 1a) values of the NLO 
cross section, lower mass lim its of 206 (204) GeV 
a t 95% C.L. are set for gaugino-like charginos. For 
higgsino-like charginos the lim its are 171 (169) GeV. 
A lthough the  present sensitivity is insufficient to  test the 
model of pair produced staus, the  cross section limits 
can be applied to  the  pair production  of any CM SP
candidate w ith sim ilar kinem atics.
In summary, we have perform ed a search for charged 
massive stable particles using 1.1 fb-1  of d a ta  collected 
by the D0 detector. We find no evidence of a signal and 
set 95% C.L. cross section lim its on the pair production  of 
stable staus and gaugino-like and higgsino-like charginos. 
The upper cross section lim its vary from 0.31 pb to
0.04 pb for stau  masses in the range 60-300 GeV. We 
use the nom inal value of the  theoretical cross section to  
set lim its on the  m ass of pair produced charginos. We 
exclude stable gaugino-like charginos w ith masses below 
206 GeV and higgsino-like charginos below 171 GeV. 
These are the  m ost restrictive lim its to  date  on the cross 
sections for CM SPs and the first published from the 
Tevatron Collider R un II.
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