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Resumen. Desplegar y controlar una aplicacio´n compleja sobre un con-
junto heteroge´neo de proveedores es un problema muy novedoso y com-
plejo al que los clientes de las plataformas de cloud se deben de enfrentar.
Los proveedores exponen sus servicios de acuerdo a especificaciones inde-
pendientes incurriendo en una falta de portabilidad e interoperabilidad
que converge en la problema´tica conocida como vendor lock-in. Han sur-
gido varias propuestas que aportan soluciones a este a´mbito, como el
esta´ndar TOSCA que permite describir una aplicacio´n y automatizar su
despliegue de forma automa´tica sobre un u´nico proveedor. Extendiendo
el esta´ndar mencionado, en este trabajo proponemos una metodolog´ıa de
despliegue y orquestacio´n de los componentes de una aplicacio´n en un
entorno multi-cloud mediante el uso simulta´neo de servicios de diferentes
proveedores.
Palabras clave: Cloud Computing ; Despliegue multi-cloud; Componen-
tes cloud; Orquestacio´n de servicios; TOSCA.
1. Introduccio´n
Cloud Computing [1] o Computacio´n en la Nube ha pasado a ser un compo-
nente clave de la Internet, tal y como se conoce y explota actualmente. Este
modelo es el resultado de la evolucio´n y asociacio´n de diferentes paradigmas y
tecnolog´ıas (Virtualization, Client-Server-Model, Peer-to-Peer, Grid-Computing).
Cloud Computing [2] es un te´rmino general para definir un modo de computacio´n
que implica un conjunto de componentes (normalmente servidores o bases de
datos) conectados e interaccionando entre s´ı a trave´s de la red, normalmente
Internet, y hospedados en el Cloud o la Nube. Alojados en estas redes distribui-
das se encuentran los diferentes sistemas que ofrecen su funcionalidad a trave´s
de servicios clasificados en diferentes niveles (Infrastructure-as-a-Service, IaaS;
Platform-as-a-Service, PaaS; Software-as-a-Service, SaaS).
Los usuarios del Cloud pueden, por tanto, acceder a los recursos de compu-
tacio´n de manera dina´mica, flexible y escalable, transformando Internet en un
mercado global de colaboracio´n de servicios interconectados a trave´s de la Nube.
Por lo tanto, lo ideal ser´ıa que los usuarios pudieran desplegar sus desarrollos en
cualquier entorno cloud ofertado por los diferentes proveedores existentes. No
obstante, este es un escenario muy optimista que no se da en la realidad [3], ya
que los proveedores han desarrollado sus plataformas sin seguir un esta´ndar o
metodolog´ıa comu´n por lo que cada sistema necesita usar diferentes mecanismos
para albergar desarrollos heteroge´neos.
Desde el punto de vista de los desarrolladores esta falta de comunicacio´n entre
los proveedores se traduce en una falta de portabilidad de sus aplicaciones, lo cual
puede tener consecuencias favorables o desastrosas, segu´n el contexto. Cua´ndo se
comienza el desarrollo de una aplicacio´n se escoge un entorno cloud (precedido
o no por un estudio ma´s o menos exhaustivo) de manera que se integren las
necesidades de la plataforma pra´cticamente desde el nacimiento de la aplicacio´n,
as´ı como los requisitos de la aplicacio´n en s´ı y los mo´dulos o servicios que la
constituyen. Adema´s, esta relacio´n puede ser bidireccional ya que los diferentes
proveedores suelen ofertar dentro de sus plataformas diferentes servicios muy
u´tiles para los desarrolladores, los cuales los integran y usan en sus sistemas
realizando una unificacio´n con el entorno que los convierte en dependientes del
mismo, lo que se conoce como el problema del vendor lock-in. De esta manera el
desarrollador contrae un bloqueo directo con la plataforma en la que se apoya el
proyecto, quedando bloqueado ante futuros cambios por parte del proveedor ya
que cuanto ma´s evolucionada este´ la aplicacio´n ma´s compleja sera´ la tarea de
portarla a otra plataforma.
De acuerdo a la descripcio´n anterior parece complicado imaginar una aplica-
cio´n compuesta por varios mo´dulos distribuidos a lo largo de varias plataformas
e interconectados entre ellos que corresponda al concepto de multi-deployment, o
como vamos a denominarlo a partir de ahora, despliegue heteroge´neo o multides-
pliegue [4, 5].
TOSCA [6] (Topology and Orchestration Specification for Cloud Applications)
es un esta´ndar de OASIS que propone ciertos mecanismos para permitir la
portabilidad entre diferentes nubes, de forma ma´s o menos transparente al
usuario. La intencio´n primordial es estandarizar el despliegue automa´tico entre los
diferentes servicios cloud, con la idea de hacer ma´s fa´cil el uso de los mismos. As´ı,
TOSCA permite una descripcio´n interoperable muy expresiva de estos servicios:
co´mo esta´n relacionados, su comportamiento operacional con independencia del
proveedor que cree el servicio y la tecnolog´ıa de alojamiento usada.
Aunque TOSCA afronta de forma so´lida la problema´tica descrita [7], lo hace
parcialmente mediante la distribucio´n de los componentes de una aplicacio´n
a trave´s de los servicios de un u´nico cloud. En este trabajo presentamos una
propuesta de metodolog´ıa para llevar a cabo multidespliegues en plataformas
Cloud. Para ello, nos basamos en el esta´ndar mencionado anteriormente, TOSCA,
con la intencio´n de aportar nuevas caracter´ısticas a su especificacio´n en todos sus
niveles, para permitir el despliegue interoperable y portable de las aplicaciones
descritas en dicho esta´ndar en entornos de cloud heteroge´neos. De esta manera,
proponemos ampliar la funcionalidad del esta´ndar y su aplicacio´n en distintos
casos de uso. En nuestra propuesta, pretendemos definir nuevos mecanismos con
el objetivo de gestionar la interaccio´n de servicios o mo´dulos de una aplicacio´n
multi-cloud, tomando como enfoque el concepto de orquestacio´n de servicios
basados en Cloud, y aplicando la metodolog´ıa de composicio´n y orquestacio´n de
servicios web [8].
El resto de este art´ıculo esta´ organizado segu´n la siguiente estructura. La
Seccio´n 2 presenta una breve introduccio´n del esta´ndar TOSCA. La Seccio´n 3
describe nuestra propuesta de multidespliegue, comparando en la Seccio´n 4 otras
alternativas disponibles. Finalmente, presentamos nuestras conclusiones en la
Seccio´n 5.
2. Breve introduccio´n a TOSCA
La especificacio´n de TOSCA determina un modelo para definir las aplicaciones o
sistemas desarrollados y los servicios requeridos para su funcionamiento. Para ello,
especifica una descripcio´n de los elementos que componen una aplicacio´n en los que
se definen todas sus caracter´ısticas, restricciones, naturaleza y comportamiento,
(Node Types), tal y como se puede observar en la Fig. 1. Para expresar las
relaciones entre los distintos elementos del sistema TOSCA establece un conjunto
de relaciones (Relationship Type) que permiten determinar las conexiones y
dependencias entre componentes (p. ej., conexio´n de una aplicacio´n web y una
base de datos). Estos elementos especifican las posibles entradas y salidas que
pueden tener los mo´dulos de la aplicacio´n, a los que modelan, sin concretar sus
valores finales. Adema´s, para estructurar los Types, TOSCA define una jerarqu´ıa
de tipos para la extensio´n y la clasificacio´n de los mismos. En cuanto a su gestio´n,
los Types definen operaciones que describen su comportamiento, por ejemplo, un
servidor puede definir una operacio´n de inicio para ponerlo en marcha y otra
para permitir el despliegue de aplicaciones en su interior. Una vez modelados los
elementos del sistema, TOSCA especifica la topolog´ıa como una metodolog´ıa para
definir de forma exhaustiva la estructurar de una aplicacio´n. Esta topolog´ıa se
compone de nodos y relaciones (ver Fig. 1) que no son ma´s que los componentes
concretos que forman la aplicacio´n, los cuales esta´n tipados de acuerdo a los
tipos mencionados anteriormente. Todos estos elementos componen la Plantilla
de Servicios (Service Template) de una aplicacio´n descrita en TOSCA.
Fig. 1. Proceso de Metaorquestacio´n.
(Fuente de la imagen [6]).
Fig. 2. Metodolog´ıa de ejecucio´n de pla-
nes definida por TOSCA. (Fuente de la
imagen [9]).
Dentro de la plantilla de servicio encontramos tambie´n los planes de orques-
tacio´n que especifican mediante un lenguaje de workflow (p.ej. BPEL, BPMN,
etc.) el proceso de instanciacio´n y gestio´n de los componentes expresados en
la topolog´ıa. Dichos planes especifican las llamadas de las operaciones de los
componentes de la aplicacio´n con el fin de instanciar la estructura descrita en la
topolog´ıa, como se puede observar en la Fig. 2. El modelado de una descripcio´n
basada en TOSCA se empaqueta en un archivo contenedor denominado CSAR
(Cloud Service Archive). TOSCA especifica la estructura del CSAR para que
cualquier plataforma que implemente el esta´ndar pueda llevar a cabo la instan-
ciacio´n y orquestacio´n de los componentes que describe, hacie´ndolo de esta forma
portable entre los proveedores.
Para establecer un entorno homoge´neo de plataformas cloud en el que desplegar
los CSAR que modelan las aplicaciones, TOSCA define un conjunto de buenas
pra´cticas en el que se describen los mecanismos necesarios que un proveedor
debe de implementar para adaptar el esta´ndar a los servicios ofertados en su
plataforma [9], asegurando as´ı la compatibilidad en el proceso de interpretacio´n
e instanciacio´n de una aplicacio´n modelada en un CSAR.
Aunque el esta´ndar no cuenta con una implementacio´n oficial, s´ı podemos
encontrar una aproximacio´n que soporta la mayor´ıa de las caracter´ısticas de
TOSCA, OpenTOSCA [10]. Esta herramienta forma parte de un marco de trabajo
que da soporte a todos los aspectos del esta´ndar, definicio´n y construccio´n de
un CSAR [11], as´ı como a la construccio´n de planes [12]. Sin embargo, esta
aproximacio´n plantea varios problemas de de cara la idea propuesta, como
veremos en la Seccio´n 4. Otros proveedores pu´blicos (p.ej. Fujitsu, HP, IBM)
ofertan sus adaptaciones del esta´ndar [13], los cuales podr´ıan ser utilizados para
dar soporte a la idea que se presenta en este trabajo.
3. Propuesta de multidespliegue
En esta seccio´n presentamos nuestra propuesta para realizar despliegues hete-
roge´neos basado en TOSCA.
3.1. Ejemplo de motivacio´n
Para ilustrar la idea presentada,
mostramos en la Fig. 3 la distribu-
cio´n heteroge´nea de los componen-
tes de la aplicacio´n Online Retailin
que simula un sistema de venta al
por menos. En este escenario se des-
pliegan los mo´dulos web en la pla-
taforma de un proveedor (HP) y las
bases de datos en otro (Amazon).
Adema´s se muestra como se mantie-
nen las conexiones entre mo´dulos,
ya este´n desplegados en la misma
plataforma o no, necesarias para
asegurar el funcionamiento correc-
to del sistema.
Fig. 3. Distribucio´n heteroge´nea de la aplicacio´n
Online Retailing
Esta aplicacio´n podr´ıa ser desplegada sobre cualquier proveedor en servicios
IaaS o PaaS, por lo que tras la descripcio´n del vendor lock-in de la Seccio´n 1
podemos ver como es necesario tener en cuenta las cuestiones de portabilidad.
Por otro lado, durante un despliegue heteroge´neo hay que conservar la estructura
topolo´gica de la aplicacio´n, manteniendo las relaciones y dependencias entre sus
componentes, independientemente de los proveedores finales utilizados. Esto se
ve afectado por la falta de interoprabilidad entre los proveedores, lo que complica
la orquestacio´n entre los servicios necesarios para desplegar los componentes
de las aplicaciones y establecer las conexiones necesarias que tienen lugar en el
despliegue sobre varios proveedores de forma simultanea.
Con el objetivo de afrontar la problema´tica de interoperabilidad, portabilidad
y uso de contextos cloud heteroge´neos, descrita en la Seccio´n 1, proponemos
una metodolog´ıa basada en el esta´ndar TOSCA para fomentar el desarrollo de
aplicaciones que usen los servicios de mu´ltiples plataformas de forma interoperable.
3.2. Proyeccio´n de una aplicacio´n TOSCA
Dado un CSAR, una proyeccio´n sobre un proveedor cloud determina los elementos
del mismo que van a ser distribuidos sobre los servicios de su plataforma (es una
fragmentacio´n del CSAR) en la que se agrupan todos sus componentes de acuerdo
a los proveedores finales cuyos servicios son requeridos.Una proyeccio´n, por lo
tanto, es una entidad contenedora ato´mica que alberga todos los componentes
de la topolog´ıa de una aplicacio´n que se van a desplegar sobre un proveedor
en concreto, y debe de describir de forma exhaustiva dichos componentes: sus
restricciones, requisitos y capacidades, dependencias y relaciones, su gestio´n y
comportamiento (orquestacio´n), etc.
Al recibir un proveedor una proyeccio´n, esta´ recibiendo los componentes
que deben de ser desplegados en su plataforma junto a toda la informacio´n
necesaria para llevar a cabo esta tarea. As´ı, distribuyendo cada una de las
proyecciones entre sus plataforma correspondientes se lleva a cabo un proceso
de despliegue en un entorno cloud heteroge´neo donde cada plataforma recibe y
contiene exclusivamente los elementos de la topolog´ıa descritos en su proyeccio´n.
Al realizar las proyecciones es necesario mantener la estructura de la aplicacio´n
(topolog´ıa) durante el despliegue de la misma. En este caso, los proveedores finales
necesitan algu´n mecanismo, un plan, donde se les indique los pasos a seguir para
realizar el despliegue y la gestio´n de los componentes que alberga una proyeccio´n.
As´ı, la fragmentacio´n de una plantilla de servicio tambie´n se realiza sobre su plan
de orquestacio´n (obteniendo un plan proyectado) para extraer la informacio´n que
asegure el despliegue correcto de los componentes de una proyeccio´n, manteniendo
sus relaciones y dependencias. Gracias a esto, un proveedor es capaz de instanciar
los elementos de la topolog´ıa que le corresponden siguiendo el plan de orquestacio´n
adaptado a ellos.
No debemos olvidar que componentes de una aplicacio´n que esta´n relaciona-
dos entre s´ı pueden ser proyectados sobre proveedores diferentes, por lo que es
necesario establecer y mantener estas relaciones y dependencias entre plataformas
para asegurar la topolog´ıa de la aplicacio´n. Esto implica nuevas cuestiones de
orquestacio´n, recoleccio´n de datos y conexio´n de componentes que no contempla-
das en la definicio´n original de TOSCA que pretendemos solventar en nuestra
propuesta.
Por estos motivos, proponemos aprovechar la especificacio´n del esta´ndar de
TOSCA y definir cada proyeccio´n como un CSAR, ya que es un contenedor
lo suficiente expresivo como para satisfacer las cuestiones mencionadas. Por
supuesto, al igual que sucede en el contexto de TOSCA, los proveedores deben
de soportar el esta´ndar (es decir, deben de ser TOSCA-compliant) mediante la
adaptacio´n de la especificacio´n para poder recibir e interpretar a las distintas
proyecciones de una aplicacio´n, tanto los elementos de la topolog´ıa como los
planes proyectados. En este escenario, cada proyeccio´n es un CSAR independiente
que contiene los elementos de la topolog´ıa que se van a desplegar en las distintas
plataformas, lo que permite:
Reutilizar descripciones originales. En el CSAR que modela una aplica-
cio´n se describen todos los componentes que forman parte de ella mediante la
metodolog´ıa especificada en el esta´ndar. Usar un CSAR como contenedor de
una proyeccio´n permite reutilizar toda la descripcio´n de estos componentes
facilitando as´ı el proceso de fragmentacio´n.
Composicio´n de proyecciones inmediatas. Dadas las ventajas expuestas
en el punto anterior, la composicio´n de las proyecciones sera´ un proceso de
agrupacio´n de componentes de acuerdo a los proveedores finales donde van a
ser desplegados y a continuacio´n su empaquetado en un CSAR-proyectado
siguiendo las reglas impuestas por el esta´ndar.
Soporte del esta´ndar TOSCA. Toda plataforma que haya adaptado sus
servicios a la especificacio´n del esta´ndar cuenta con los mecanismos necesarios
para interpretar la descripcio´n de los componentes de una proyeccio´n. Adema´s,
aprovechando los servicios de los proveedores que implementen el esta´ndar
necesarios para ejecutar los planes especificados en un CSAR, aseguramos el
soporte al de los planes proyectados para desplegar los componentes de la
aplicacio´n.
De acuerdo a estos motivos, este escenario establece un entorno de despliegue
de aplicaciones en un contexto de cloud heteroge´neo siguiendo la metodolog´ıa
propuesta en el esta´ndar de TOSCA, tal y como aparece en la Fig. 4. En esta
imagen podemos ver el proceso de fragmentacio´n de un CSAR donde se obtiene
una proyeccio´n para cada una de las plataformas finales utilizadas, AWS y HP
Cloud Computing, siguiendo el co´digo de colores naranja y azul respectivamente.
Mediante esta nomenclatura se representa la proyeccio´n final de los distintos
componentes del CSAR, tanto de la topolog´ıa como de los planes. Cada una de
las proyecciones se representa con un CSAR que contiene todos los componentes
necesarios, elementos de la topolog´ıa y fragmentos del plan de orquestacio´n, las
cuales son distribuidas entre las distintas plataformas mediante el entorno de
adaptacio´n de TOSCA que estas implementan.
Aplicando esta metodolog´ıa al ejemplo presentado en la Seccio´n 3.1, la aplica-
cio´n se modelar´ıa mediante un CSAR. Este ser´ıa fragmentado segu´n los proveedo-
res utilizados, en este caso se obtendr´ıan dos proyecciones: una para Amazon con
las bases de datos y otra para HP con los mo´dulos webs. En este caso, el nivel de
los servicios de despliegue utilizados (IaaS o PaaS) va a depender del soporte
proporcionados por la implementacio´n del esta´ndar de los proveedores finales.
Fig. 4. Proceso de fragmentacio´n, distribucio´n y meta-orquestacio´n de las proyecciones.
En la Fig. 4 observamos una entidad externa a las plataformas cloud encar-
gada de la fragmentacio´n de las proyecciones y su distribucio´n a trave´s de los
distintos proveedores que denominamos Capa de Fragmentacio´n y Orquestacio´n
(Orchestration-Fragmentation Layer). El proceso de fragmentacio´n (proyeccio´n)
de un CSAR no necesita ninguna lo´gica de adaptacio´n del esta´ndar a ninguna
plataforma, no se requiere interpretar el CSAR para la instanciacio´n de la topo-
log´ıa sino que solo se va a fragmentar y distribuir las distintas proyecciones a lo
largo de las plataformas correspondientes. Esta tarea (fragmentacio´n) es ajena al
propio proceso de despliegue de las proyecciones, ya que una vez estas u´ltimas se
han distribuido entre los proveedores finales son los entornos de implantacio´n de
TOSCA de las plataformas (TOSCA-compliant) los encargados de gestionar y
desplegar los componentes descritos en dichas proyecciones, obteniendo as´ı un
multidespliegue. Consideramos este motivo una base suficiente de la autonomı´a e
independencia de la entidad encargada de esta tarea que, como hemos descrito,
es ajena a cualquier plataforma. De esta forma, (i) se mantiene el control y la
gestio´n de los componentes desplegados en las distintas plataformas por la capa
de adaptacio´n de TOSCA en los proveedores, (ii) se mantiene su descripcio´n
original que es encapsulada dentro del contenedor especificado por el esta´ndar,
y (iii) se favorece a la implantacio´n del esta´ndar en nuevas plataformas para
ofrecer sus servicios en despliegues heteroge´neos ya que esta capa externa es la
encargada de implementar la lo´gica extra planteada en nuestra propuesta, .
Afrontando estas cuestiones, la capa de fragmentacio´n se encarga de realizar
la orquestacio´n entre proveedores, para lo que define un plan de orden superior
(meta-plan) de orquestacio´n donde se especifica la lectura de estos datos dina´mi-
cos y la composicio´n de las relaciones entre los componentes distribuidos. Este
meta-plan debe de ser inferido de forma automa´tica del plan original y la topo-
log´ıa de la aplicacio´n. Es necesario analizar las relaciones y dependencias entre
componentes, comprobando las proyecciones de los mismos para, a continuacio´n,
realizar una clasificacio´n exhaustiva de las instrucciones descritas en el plan
de orquestacio´n original que operen sobre las relaciones entre componentes con
distintas proyecciones. De esta forma, una vez se ha recopilado esta informacio´n,
se pasa al proceso composicio´n de plan de meta-orquestacio´n extrayendo del plan
original los fragmentos necesarios para conectar componentes entre plataformas.
As´ı mismo, podr´ıa ser necesario an˜adirle nuevas instrucciones para completar los
posibles huecos que puedan aparecer al conectar secciones del plan original que
anteriormente no estaban relacionadas. Con el objetivo de realizar esta tarea,
la capa de fragmentacio´n y orquestacio´n requiere (i) acceso a los servicios de
despliegue de los CSAR en las plataformas finales utilizadas. (ii) Estas platafor-
mas deben de ofrecer mecanismos suficientes para realizar la lectura de los datos
necesarios y para establecer las conexiones entre los componentes.
3.3. Extensio´n del esta´ndar
La especificacio´n actual de TOSCA determina un amplio conjunto de caracter´ısti-
cas que describen a los componentes de una aplicacio´n basada en el esta´ndar.
Sin embargo, a priori, el esta´ndar no facilita ninguna metodolog´ıa para indicar
de forma expl´ıcita los proveedores finales donde estos van a ser desplegados, es
decir, su proyeccio´n. Esto hace imposible determinar el proveedor objetivo de
cada uno de los componentes de la aplicacio´n. Es cierto dichos componentes
determinan los proveedores donde van a ser desplegados mediante los artefactos
de implementacio´n que describen las operaciones y los servicios necesarios en
el despliegue y gestio´n de los componentes de la topolog´ıa. Aunque en u´ltima
instancia se podr´ıan usar estos elementos como fuentes de datos para realizar la
proyeccio´n de un CSAR sobre una plataforma, parece complicado extraer este
conocimiento de estos artefactos que pueden ser tan heteroge´neos y complejos
como el programador que los desarrolla lo desee, por lo que no consideramos
que sea una alternativa plausible a las carencias de la especificacio´n en este
contexto. As´ı mismo, estos artefactos no expresan, bajo ninguna circunstancia,
la orquestacio´n de los servicios necesarios para obtener un despliegue correcto
(informacio´n que como hemos visto en el ep´ıgrafe anterior es de vital importancia
para la composicio´n de las proyecciones). Para hacer frente a esta problema´tica
y facilitar la proyeccio´n de un CSAR sobre una plataforma, proponemos una
ampliacio´n del esta´ndar con el objetivo de permitir una descripcio´n exhaustiva
de los proveedores finales donde van desplegar los mo´dulos de una aplicacio´n.
En la topolog´ıa de TOSCA los componentes de una aplicacio´n se modelan
mediante la plantilla de nodos y relaciones (Node and Relationship Template),
ampliando la especificacio´n de estos elementos se pueden definir nuevas propieda-
des para describir los proveedores finales donde van a ser proyectados. En este
sentido, en el Listado 1.1 mostramos nuestra aportacio´n a la especificacio´n de
TOSCA1, donde hemos an˜adido una cla´usula, projection, a la definicio´n de los
nodos plantilla mencionados para describir las plataformas finales donde van a
ser desplegados.
Listado 1.1. Aportacio´n a la defincio´n de TOSCA para especificar los proveedores
finales de despliegue.
1 <NodeTemplate id=” xs : ID ” name=” x s : s t r i n g ”? type=”xs:QName”
2 . . .
3 <P r o p e r t i e s>
4 XML fragment
5 </ P r o p e r t i e s>
6 <p r o j e c t i o n prov ide r= ” x s : s t r i n g ”>
7 . . .
8 </NodeTemplate>
En el Listado 1.1 podemos ver co´mo los valores de las proyecciones son simples
cadenas de texto. Con el objetivo de expresar de forma inequ´ıvoca las proyec-
ciones de los artefactos es necesario an˜adir a la especificacio´n identificadores
estandarizados que hagan referencia a las plataformas de cloud que se van a
utilizar, lo que facilitar´ıa el proceso realizado por la capa de fragmentacio´n. Por
ejemplo un mapa del tipo clave-valor, como el que se muestra en el Listado 1.2, en
el que se establezcan los identificadores de las distintas plataformas. En el ejemplo
mostrado en el listado aparecen identificadores para referencia a la plataforma
de AWS y HP (usadas en el ejemplo descrito en la Seccio´n 3.1) que, en este
caso, se especifican hasta los centros de datos seleccionados en el despliegue. Esta
metodolog´ıa ha sido heredada y adaptada de las tecnolog´ıas Brooklyn y Jclouds,
las cuales veremos en la Seccio´n 4
Listado 1.2. Ejemplo mapa Clave-Valor para identificar a los proveedores.
1 to sca . l o c a t i o n . named .AWS\ Oregon\ = aws−ec2 :us−west−2
2 tosca . l o c a t i o n . named .HP\ Cloud\ Arizona−1 = hpcloud−compute
En la Seccio´n 2 ya se menciono´ que el esta´ndar define un conjunto de buenas
pra´cticas para facilitar su proceso de implantacio´n en una plataforma; sin embargo
no se especifican mecanismos de acceso a los datos del despliegue de la topolog´ıa los
cuales, como hemos visto, son necesarios para que la capa de fragmentacio´n pueda
llevar a cabo la meta-orquestacio´n de las proyecciones estableciendo las relaciones
entre componentes distribuidos en distintos proveedores. Por estos motivos,
proponemos ampliar la especificacio´n del esta´ndar definiendo una metodolog´ıa
que permita recolectar datos dina´micos de despliegue y establecer relaciones
entre componentes. Dicha metodolog´ıa podr´ıa estar compuesta por un conjunto
de servicios REST que especifique co´mo una plataforma debe exponer estas
funcionalidades desde los mecanismos de implementacio´n del esta´ndar, tal y como
1 La definicio´n original de estos componentes en esta´ disponible en [6]
Fig. 5. Plantilla de servicio, topolog´ıa y dema´s elementos definidos por TOSCA.
se muestra en la Fig. 5. En esta ejemplifica un proceso de meta-orquestacio´n para
conectar dos elementos de una aplicacio´n desplegados en proveedores distintos.
Este proceso se compone de tres pasos gestionados por la capa de fragmentacio´n
donde se muestra la necesidad de estos mecanismos de comunicacio´n expuestos
por las plataformas.
A trave´s de estos servicios la capa de fragmentacio´n se encarga de las siguien-
tes acciones: (i) Acceso a los datos del componente A. (ii) Env´ıo de datos al
componente B. (iii) Establecimiento y gestio´n de la relacio´n entre A y B.
Tras la propuesta que que recoge nuestra idea para llevara acabo despliegues
heteroge´neos sobre entornos TOSCA-compliant, presentamos a continuacio´n el
trabajo relacionado.
4. Trabajos relacionados
Existen otras alternativas que ofrecen metodolog´ıas para afrontar el desarrollo y
el despliegue de aplicaciones en contextos heteroge´neos.
La propia organizacio´n de OASIS, que ha desarrollado la especificacio´n de
TOSCA, propone otro esta´ndar para el despliegue, gestio´n y monitorizacio´n
de aplicaciones cloud independientemente de la plataforma: CAMP [14] (Cloud
Application Management for Platforms). En e´l se define una API comu´n que
abstrae a todos los proveedores bajo una misma interfaz, de forma que permite
el desarrollo y modelado de aplicaciones apoyadas en esta API, portables a
un entorno de plataformas homoge´neo. Al igual que TOSCA, CAMP cuenta
con una aproximacio´n de implementacio´n estable, Brooklyn (http://brooklyn.
incubator.apache.org/), un framework de control basado en pol´ıticas de co´digo
abierto para aplicaciones distribuidas que presenta una continua alineacio´n con
el esta´ndar, ofreciendo mecanismos para definir aplicaciones de acuerdo a la
especificacio´n del esta´ndar, usando la librer´ıa (http://jclouds.apache.org/)
como API. Aunque no deja de ser una aproximacio´n, Brooklyn permite el
despliegue de aplicaciones en entornos heteroge´neos compatible con todos los
proveedores adaptados en Jclouds. No obstante, a diferencia de nuestra propuesta
que describe la topolog´ıa de un sistema, esta herramienta no mantiene una
estructura expl´ıcita y expresiva de la aplicacio´n, por lo que una vez realizada
la distribucio´n de los elementos es complicado comprobar la estructura de los
componentes (cuestio´n muy importante para controlar el estado la aplicacio´n).
Ubuntu juju (https://juju.ubuntu.com/) tambie´n es un framework de or-
questacio´n que soporta el despliegue heteroge´neos de servicios facilitando su
interrelacio´n y la descripcio´n topolo´gica, de una forma similar a la de Winery.
Sin embargo, aunque esta´ muy extendido en el a´mbito comercial, a diferencia
de nuestra propuesta no esta´ basado en ningu´n esta´ndar, lo que desde nuestro
punto de vista es esencial de cara a mitigar el vendor lock-in.
En la Seccio´n 2 mencionamos OpenTOSCA como una posible aproximacio´n
a TOSCA en el que se especifica que la entidad de adaptacio´n de TOSCA
debe estar integrada en las plataformas finales, permitiendo as´ı el uso directo
de los servicios de los proveedores para el despliegue de las aplicaciones que
mantienen un conocimiento exhaustivo de la aplicacio´n; enfoque que mantenemos
en nuestra propuesta delegando y confiando el despliegue de las proyecciones en
la entidad implementacio´n del esta´ndar por parte de los proveedores. No obstante,
OpenTOSCA aunque es un entorno de alta utilidad y usabilidad, es externa
a cualquier plataforma. Esta independencia, aunque la consideramos una gran
aportacio´n en cuanto a la problema´tica del vendor lock-in, requiere mecanismos
externos para el acceso a los servicios de los distintos proveedores (APIs de
comunicacio´n), implicando de esta forma una tarea extra de mantenimiento de
dichos mecanismos. Por otro lado, a diferencia de nuestra propuesta en la que el
conocimiento de los elementos distribuidos en una plataforma se manten´ıa en la
capa de TOSCA-Compliant, OpenTOSCA no presenta como objetivo distribuir
este conocimiento entre los proveedores finales, ni considera de forma expl´ıcita la
posibilidad de multi-despliegue en diversos proveedores.
Podemos encontrar otros grupos de investigacio´n y desarrollo que ofrecen sus
propias alternativas para solventar los problemas de portabilidad e interoperabi-
lidad y control de plataformas de cloud. Por ejemplo, DMTF (Distributed Mana-
gement Task Force) (http://www.dmtf.org/) propone Interoperable Cloud [15]
donde definen varias normas y esta´ndares con el objetivo de definir interfaces
entre los clientes y los proveedores de cloud, estableciendo as´ı un conjunto de me-
canismos que facilitan la portabilidad e interoperabilidad entre las plataformas y
los clientes. CIMI (Cloud Infraestructure Management Interface) [16] otra posible
alternativa desarrollada por CMWG (http://www.dmtf.org/standards/cmwg),
un subgrupo de DMTF, define la gestio´n e interaccio´n entre clouds a nivel de
IaaS estableciendo bajo una API comu´n a todos los proveedores, de la misma
forma que pretende hacerlo CAMP. Durante los u´ltimos an˜os tambien han ido
ganando importancia los proveedores clasificados como Cloud Federation. En
te´rminos generales, este tipo de plataformas permiten seleccionar al usuario final
los infraestructura sobre la que se quiere realizar un despliegue mediante un
conjunto de servicios de terceros. Por ejemplo, Paraiso [17] propone definir un
nivel de PaaS sobre el nivel de IaaS de un proveedor.
Aunque estos esta´ndares afrontan el vendor lock-in, consideramos que TOSCA
cuenta con ciertas ventaja frente a estas especificaciones. TOSCA define un
modelado de los sistemas que van a ser desplegados, que en la mayor´ıa de los casos
esta´n formados por un conjunto de componentes heteroge´neos interconectados
entre ellos. Adema´s, especifica una descripcio´n interoperable de los servicios
utilizados mediante un plan de orquestacio´n. De esta forma, no pretende afrontar
los distintos problemas de la plataforma mediante la definicio´n e imposicio´n
de una API a los distintos proveedores, sino que por el contrario usando este
plan define un sistema capaz de usar los servicios que estos exponen. Por otro
lado, TOSCA propone una especificacio´n para la topolog´ıa de una aplicacio´n,
describiendo as´ı la estructura de la misma, los elementos que la componen, y
co´mo se relacionan entre ellos y los distintos servicios de la plataforma. Las
ventajas que exhibe TOSCA frente a estos otros enfoques son heredadas por
nuestra propuesta.
En este a´mbito hemos de mencionar el proyecto SeaClouds (SEAmless adaptive
multi-CLOUD management of service based applicationS [18]) donde se pretende
abordar y apoyar la implementacio´n y administracio´n de aplicaciones complejas
multicomponente sobre conjuntos de clouds heteroge´neos de manera adaptativa.
De esta manera se adapta el entorno o contexto de ejecucio´n de la aplicacio´n a
las necesidades de la misma, haciendo uso de los esta´ndares y tecnolog´ıas que se
acaban de describir. Precisamente, la presente propuesta tiene lugar dentro del
ciclo de vida del proyecto SeaClouds para abordar cuestiones relacionadas con
el despliegue heteroge´neo, adema´s de estudiar la alineacio´n con los esta´ndares
existentes, previamente mencionados.
5. Conclusiones y trabajo futuro
En este trabajo, hemos propuesto una metodolog´ıa para realizar el despliegue
de aplicaciones en entornos multi-cloud tomando como base el esta´ndar de
TOSCA, que pretende resolver la problema´tica de interoperabilidad y portabilidad
relacionada con el uso de los servicios de las distintas plataformas de Cloud
Comptuing.
Nuestra idea sigue la filosof´ıa planteada por el esta´ndar donde las aplicaciones
se describen mediante la especificacio´n de: tipos (Types) y plantillas (Templates)
para construir la topolog´ıa, planes de orquestacio´n para la gestio´n y control
de los mismos y artefactos con los elementos reales que componen el sistema.
Una aplicacio´n se distribuira´ a trave´s de los distintos proveedores mediante el
concepto de proyeccio´n, que hemos definido como archivos contenedores CSAR,
mantenie´ndonos dentro de la especificacio´n del esta´ndar, y donde sera´n las
capas de adaptacio´n de las plataformas (TOSCA-compliant) las encargadas de
gestionar el despliegue de todos los componentes proyectadas. Esto permite que,
tras un previo estudio, los usuarios puedan optimizar los recursos disponibles
diversificando los distintos componentes de una aplicacio´n atendiendo a las
caracter´ısticas de los servicios ofertados por los distintos proveedores
Esto respeta las aportaciones de TOSCA en cuanto a portabilidad e inter-
operabilidad entre las plataformas as´ı como todos los esfuerzos realizados para
definir una metodolog´ıa de orquestacio´n de los componentes. La portabilidad
y la automatizacio´n de despliegue de las aplicaciones que TOSCA describe son
cuestiones relevantes que pretenden solventar la problema´tica del vendor lock-in,
caracter´ısticas sobre las que hemos pretendido construir nuestra propuesta; do-
tando as´ı a los usuarios de un entorno de despliegue heteroge´neo reutilizable y
flexible. Estas cuestiones abren nuevas l´ıneas de investigacio´n sobre aspectos del
propio esta´ndar, que constituyen el trabajo futuro que pretendemos abordar:
Proyecciones de topolog´ıa y plan. Proponemos soluciones para definir
la proyeccio´n (localizacio´n) de los mo´dulos que componen una aplicacio´n de
forma inequ´ıvoca mediante la adiccio´n de nuevas caracter´ısticas a la especifi-
cacio´n y la estandarizacio´n de los identificadores de las plataformas. Aunque
esto posibilita la fragmentacio´n de una topolog´ıa y los dema´s componentes, se
establecen nuevas l´ıneas de investigacio´n en la descomposicio´n de los planes
para orquestar los elementos que componen una proyeccio´n. TOSCA describe
estos planes como procesos de workflow, cuya especificacio´n queda fuera del
a´mbito del esta´ndar, por lo tanto sera´ necesario un proceso de matching entre
el plan y la topolog´ıa de una aplicacio´n para determinar la forma correcta de
orquestar los componentes de las proyecciones.
Construccio´n de las proyecciones. Las proyecciones se encapsulan en
CSARs, los cuales ya esta´n especificados en el esta´ndar. Tomando este
trabajo como base, el esta´ndar debe de an˜adir nuevos mecanismos para
definir CSAR proyectados sobre las plataformas con el objetivo de optimizar
la meta-orquestacio´n de los mismos.
Meta-orquestacio´n. Esta nueva l´ınea de investigacio´n pretende aportar
soluciones a las cuestiones relacionadas tanto con el establecimiento de
relaciones inter-clouds como con los mecanismos necesarios para llevarlas
a cabo, lo que implica la ampliacio´n de las capas TOSCA-compliant de las
plataformas finales.
Reconfiguracio´n y variabilidad adaptativa. Estudio de la posibilidad
de abordar la personalizacio´n del despliegue heteroge´neo utilizando te´cnicas
de variabilidad del software, de forma que los proveedores finales utilizados
dependan de un conjunto de restricciones y caracter´ısticas identificadas y
valoradas por los usuarios finales del sistema.
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