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Abstract
In this work it is solved the analytic integrability problem around a nilpotent
singularity of a differential system in the plane under generic conditions.
1 Introduction and statement of the main result
One of the most important problems in the study of a planar differential system
x˙ = P (x, y), y˙ = Q(x, y), (1.1)
where P and Q are analytic in a neighborhood of the origin and coprimes, is to
determine when it has a local analytic first integral defined in a neighborhood of a
singular point. Other important problem is to characterize when a singular point
of system (1.1) is a center. It is well–known that system (1.1) has a center at a
singular point only if it is monodromic and it has either linear part of center type,
i.e., with imaginary eigenvalues (nondegenerate singular point), or nilpotent linear
part (nilpotent singular point) or null linear part (degenerate singular point). A
nondegenerate singular point is a center if and only if it has an analytic first integral
around the singular point, see [23, 25]. However the analytic integrability does not
characterize the nilpotent or degenerate centers, see for instance [3, 9, 15, 16, 17]
although some nilpotent or degenerate centers have an analytic first integral, see for
instance [3, 15].
In this work, we focus on the study of the analytic integrability for differential
systems in the plane. For differential systems with non-null linear part we have the
following cases in function their eigenvalues: if λ1λ2 6= 0 we have either a saddle,
or node or a center type singular point. If λ1 = 0 and λ2 6= 0 we have a saddle-
node. Finally if λ1 = λ2 = 0 we have a nilpotent singular point. The nodes and
saddle-nodes are not analytically integrable. Based on the results commented before
we know that a singular point with linear part of center type is analytically integrable
if, and only if, it is a center. Moreover it is a center if, and only if, it is orbitally
linearizable, see [3, 14, 26]. For a saddle singular point, i.e., λ1 < 0 < λ2, if λ1/λ2 6∈ Q
then system (1.1) is not analytically integrable around the singular point. If λ1/λ2 =
−p/q ∈ Q then we have a resonant saddle. A resonant saddle has an analytic first
integral around the singular point if, and only if, it is orbitally linearizable, see for
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instance [13, 19, 30, 31] and references therein. The most studied resonant saddles
are resonant saddles of Lotka-Volterra systems, see [10, 11, 18, 20, 21]. The local
analytic integrability problem for some particular differential systems in the plane
and for n-dimensional differential systems is studied in [12, 22, 27, 29].
We now introduce some notation in order to present the main results of this work.
A scalar polynomial f is quasi-homogeneous of type t = (t1, t2) ∈ N2 and degree k if
f(εt1x, εt2y) = εkf(x, y). The vector space of quasi-homogeneous scalar polynomials
of type t and degree k is denoted by Ptk. A polynomial vector field F = (P,Q)
T is
quasi-homogeneous of type t and degree k if P ∈ Ptk+t1 and Q ∈ Ptk+t2 . The vector
space of polynomial quasi-homogeneous vector fields of type t and degree k is denoted
by Qtk. Given an analytic vector field F, we can write it as a quasi-homogeneous
expansion corresponding to a fixed type t:
F(x) = Fr(x) + Fr+1(x) + · · · =
∑
j≥r
Fj , (1.2)
where x ∈ R2, r ∈ Z and Fj ∈ Qtj i.e., each term Fj is a quasi-homogeneous vector
field of type t and degree j. Any Fj ∈ Qtj can be uniquely written as
Fj = Xhj + µjD0, (1.3)
where µj =
1
r+|t| div (Fj) ∈ Ptj , hj = 1r+|t|D0 ∧ Fj ∈ Ptj+|t|, D0 = (t1x, t2y)T , and
Xhj = (−∂hj/∂y, ∂hj/∂x)T is the Hamiltonian vector field with Hamiltonian function
hj (see [2, Prop.2.7]).
Notice that the condition of polynomial integrability of the first quasi-homogeneous
component is a necessary condition in order to be F analytically integrable, that is:
Lemma 1.1 Let F =
∑
j≥r Fj a vector field, Fj ∈ Qtj. If F is analytically integrable
then Fr is polynomially integrable.
The main results of this work are the following.
Theorem 1.2 Let F =
∑
j≥r Fj, Fj ∈ Qtj be a nilpotent vector field such that the
origin of x˙ = Fr(x) is isolated and Fr is polynomially integrable, then F is analytically
integrable if, and only if, it is orbitally equivalent to Fr.
Remark. The condition that the origin of x˙ = Fr(x) is an isolated equilibrium
is generic, in fact the only remaining case without studying is F = (y, bxny)T + · · ·,
b 6= 0, see Proposition 2.4. The characterization of the integrability in this case is an
open issue that will be addressed in a future work.
The following theorem characterizes the analytic integrability of a nilpotent vector
field through the existence of a Lie symmetry.
Theorem 1.3 Let F =
∑
j≥r Fj, Fj ∈ Qtj, be a nilpotent vector field such that the
origin of x˙ = Fr(x) is isolated and Fr is polynomially integrable, then F is analytically
integrable if, and only if, there exist a vector field G =
∑
j≥0Gj, Gj ∈ Qtj, G0 = D0
and a scalar function µ, µ(0) = r such that [F,G] = µF, hence F has a Lie symmetry.
These results apply to nilpotent singular points. More specifically, here we solve the
nilpotent case, that is, with h(0, y) = −y2/2, where h is the hamiltonian function of its
first quasi-homogeneous component. Similar results for nondegenerate and resonant
saddle singular points were found in previous works, see [3, 19, 31].
Theorem 1.2 is not true for degenerate singular points, that is, any analytic inte-
grable vector field with null linear part is not orbitally equivalent to its first component,
see for instance [4]. Hence the remaining global open case is the case when we have
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a degenerate singular point. However some partial results are known. The analytic
integrability problem when Fr = Xh, i.e., the first quasi-homogeneous component of
F is conservative, with h having only simple factors is completely solved in [2]. The
case when Fr = Xh with h having multiple factors is still open. In [1] it is studied a
particular case of the case when Fr = Xh, with h having multiple factors showing the
difficulty of this problem.
The case when Fr = Xh+µD0, µ 6= 0, with h having simple or multiple factors is
also open.
Throughout the paper we will not consider questions of convergence in the normal
forms because the formal integrability is equivalent to the analytical integrability for
vector fields analyzed, see [24].
2 Takens-Bogdanov singularity
In order to study the analytic integrability of the nilpotent differential systems we
analyze the normal preform which sets the Newton diagram of the field and therefore
the type and the degree of the quasi-homogeneous leading term of the vector field that
we want to study.
Proposition 2.4 (Normal preform) Consider x˙ = F(x) a nilpotent vector field
with 0 an isolated singular point. There exist n ∈ N, a polynomial change Φ and a
type t such that F˜ := Φ∗F = F˜r + · · ·, F˜r ∈ Qtr, with · · · the quasi-homogeneous
terms of type t and degree greater than r, where F˜r satisfies one of the following two
conditions
A) F˜r = (y, bx
ny)T ∈ Qtn, b ∈ R, b 6= 0, i.e., t = (1, n+ 1), and r = n.
B) 0 is an isolated singular point of x˙ = F˜r(x) and there exist Ψ0 ∈ Qt0, with
det (DΨ0(0)) 6= 0 such that Gr = (Ψ0)∗F˜r is one of the following vector fields.
B1) Gr =
(
y
x2n
)
∈ Q(2,2n+1)2n−1 , i.e., t = (2, 2n+ 1) and r = 2n− 1.
B2) Gr =
(
y
−(n+ 1)x2n+1
)
+ dxn
(
x
(n+ 1)y
)
∈ Q(1,n+1)n , d ∈ R, i.e.,
t = (1, n+ 1) and r = n.
B3) Gr =
(
y
0
)
+ dxn
(
x
(n+ 1)y
)
∈ Q(1,n+1)n , d ∈ R, d 6= 0 i.e., t =
(1, n+ 1) and r = n.
B4) Gr =
(
y
(n+ 1)x2n+1
)
+ dxn
(
x
(n+ 1)y
)
∈ Q(1,n+1)n , d ∈ R, d 6= 1,
i.e., t = (1, n+ 1) and r = n.
Proof. A nilpotent singularity can be written as
x˙ = y + xf1(x) + yf(x, y),
y˙ = g1(x) + yg2(x) + y
2g(x, y).
(2.4)
Let us denote by M the lowest-degree in the Taylor expansion of g1(x); and N is the
minimum of the lowest-degrees of the Taylor expansions for f1(x) and g2(x). Hence,
M = ∞ arises if g1(x) ≡ 0 and N = ∞ corresponds to f1(x) ≡ g2(x) ≡ 0. Then, we
can write nilpotent system (2.4) as
x˙ = y + xN+1f˜1(x) + yf(x, y),
y˙ = xNyg˜1(x) + x
M g˜2(x) + y
2g(x, y),
where M ∈ N∪ {∞}, M > 1 N ∈ N∪ {∞}, and f˜1(x) = a+O (x), g˜1(x) = b+O (x),
g˜2(x) = c+O (x), f(x, y) = O (x, y), g(x, y) = O (x, y).
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• If M = N = ∞, the line y = 0 is a curve of singular points, the origin is not
isolated and we must exclude this case.
• If M = 2n < 2N + 1 then Φ = Id and the first component of the nilpotent
vector field respect to the type t = (2, 2n + 1) is F˜r = (y, cx
2n)T , c 6= 0 of
degree r = 2n − 1. 0 is an isolated singular point of x˙ = F˜r(x) and taking
Ψ0(x, y) = (c
1
2n+1 x, c
1
2n+1 y)T , we get Gr = (y, x
2n)T . This corresponds to the
case B1).
• If M = 2n+ 1 ≤ 2N + 1 or 2N + 1 < M , we divide the study in the following
cases:
– If M = 2n + 1 < 2N + 1 then the first component of the nilpotent vector
field respect to the type t = (1, n+1) is Fr = (y, cx
2n+1)T , of degree r = n,
with c 6= 0.
– If M = 2n + 1 = 2N + 1 < +∞ then the first component of the nilpotent
vector field respect to the type t = (1, n + 1) is Fr = (y + ax
n+1, bxny +
cx2n+1)T , of degree r = n, with c(a2 + b2) 6= 0.
– If 2N+1 < M then the first component of the nilpotent vector field respect
to the type t = (1, n+1) is Fr = (y+ ax
n+1, bxny)T , of degree r = n, with
(a2 + b2) 6= 0.
We can deal with these three cases at once by writing
Fr(x, y) =
(
y + axn+1
bxny + cx2n+1
)
,
where c = 0, a2+ b2 6= 0 if 2N +1 < M , N = n, c(a2 + b2) 6= 0 if M = 2n+1 =
2N + 1.
0 is an isolated singular point of x˙ = Fr(x) if, and only if, c 6= ab.
– If c = ab taking Φ(x, y) = (x, y+axn+1) we get F˜n = (y, (b+(n+1)a)x
ny)T .
∗ If 2N +1 < M , c = 0 and a2+ b2 6= 0. Therefore b+(n+1)a 6= 0. This
correspond to the case A).
∗ If M = 2n + 1 = 2N + 1 and b + (n + 1)a 6= 0 this correspond to the
case A).
∗ If M = 2n + 1 = 2N + 1 and b + (n + 1)a = 0 we have a nilpotent
system with new values of N and M .
– If c 6= ab, 0 is an isolated singular point of x˙ = Fr(x). It is a simple task to
perform the splitting (1.3) in this case. We obtain r = n, r+ |t| = 2(n+1),
and
h(x, y) = c2(n+1)x
2(n+1) +
(
b
2(n+1) − 12a
)
xn+1y − 12y2
= − 12
(
y −
(
b
2(n+1) − a2
)
xn+1
)2
+
(
c+ (b−a(n+1))
2
4(n+1)
)
2(n+ 1)
x2(n+1),
µ(x, y) =
(
b
2(n+1) +
1
2a
)
xn.
∗ If c + (b−a(n+1))24(n+1) = 0, taking Ψ0(x, y) =
(
x, y −
(
b
2(n+1) − a2
)
xn+1
)T
we get (Ψ0)∗Fr = (y + dx
n+1, (n + 1)dxny)T with d = b+(n+1)a2(n+1) 6= 0,
otherwise c = (n+1)a2 = ab and this is contradictory. This correspond
to the case B3).
∗ If (n+ 1)A := c+ (b−a(n+1))24(n+1) 6= 0, taking
Ψ0(x, y) =
(
|A| 12n x, |A| 12n
(
y −
(
b
2(n+1) − a2
))
xn+1
)T
,
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we get (Ψ0)∗Fr = (y+dx
n+1, σx2n+1+(n+1)dxny)T with σ = sig(A) =
±1 and d = b+(n+1)a
2(n+1)
√
|A|
.
· σ = −1 is the case B2).
· If σ = 1 then d 6= 1. Otherwise c = ab and this is contradictory. This
correspond to the case B4).
Remark. The case A) will not be treated in this work. In this case its first quasi-
homogeneous component is reducible. It is an open issue that will be studied in a
future work.
2.1 Invariant curves of nilpotent vector fields
We need the three following results in order to calculate the formal invariant curves of
a nilpotent vector field whose first quasi-homogeneous component is non-conservative.
First we give the definition of invariant curve and its associated cofactor.
Definition 2.5 Let f ∈ C[[x, y]] ( power series with coefficients in C). It is said that
f , f(0) = 0, is an invariant curve of F (or x˙ = F(x)) if there exists K ∈ C[[x, y]]
(cofactor) such that ∇f(x) · F(x) = K(x)f(x), for all x ∈ C2.
Lemma 2.6 Consider Fn = Xh + µD0 ∈ Qtn where h ∈ C[x, y] (polynomials with
coefficients in C). Any factor of h is an invariant curve of Fn. Moreover any quasi-
homogeneous irreducible invariant curve of Fn is a factor of h.
Proof. Let f ∈ Pts an irreducible factor of h then h = fg and ∇f · Fn = ∇f ·Xfg +
µ∇f ·D0 = f∇f ·Xg + sµf = (∇f ·Xg + sµ) f . Therefore, f is an invariant curve of
Fn.
If f ∈ Pts is an irreducible invariant curve of Fn with cofactor K then kf =
∇f · Fn = ∇f · Xh + µ∇f ·D0 = ∇f ·Xh + sµf . Therefore, ∇f · Xh = (K − sµ)f
and f is an irreducible invariant curve of Xh. So, f divides to h.
Lemma 2.7 Consider Fn = (y, (n + 1)x
2n+1)T + dxnD0 ∈ Qtn with n ∈ N, t =
(1, n + 1), D0(x, y) = (x, (n + 1)y)
T ∈ Qt0. Let f ∈ Pts be an irreducible invariant
curve of Fn with cofactor Kn ∈ Ptn. Consider the linear operators:
δn+k : P
t
n+k−s −→ Ptn+k
p pf
ℓ˜n+k : P
t
k −→ Ptn+k
p ∇p · (Fn − 1kKnD0) .
If |d| 6= 1 + 2(n+1)k−n−1 then ℓ˜n+k (Cor (δk)) ∩ Range (δn+k) = {0}, where Cor (δk) is a
complementary subspace to Range (δk).
Proof. Consider k = (n+ 1)k1 + k2 with 0 ≤ k2 < n+ 1. By Lemma 2.6 the unique
irreducible invariant curves of Fn are the factors of h = −(y2 − x2n+2)/2, given by
f = y − xn+1 and f = y + xn+1 whose cofactors are Kn = (n + 1)(d − 1)xn and
Kn = (n+ 1)(d+ 1)x
n, respectively.
Any polynomial p ∈ Ptk can be expressed as p(x, y) =
∑k1
j=0 ajx
k−(n+1)jf j , hence
we can assume that Cor (δn+k) =< x
k >. We consider p = a0x
k ∈ Cor (δk). If we
denote Gn =
(
Fn − Knk D0
)
we have to prove that if ∇p ·Gn ∈ Range (δn+k) then
p = 0.
We prove the case f = y − xn+1, the case f = y + xn+1 is analogous.
∇p ·Gn = a0kxk−1∇x ·Gn = a0kxk−1
(
y + (k−n−1)d+n+1k x
n+1
)
= a0kx
k−1
(
y − xn+1 + (k−n−1)d+k+n+1k xn+1
)
.
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If d 6= − k+n+1k−n−1 = −1 − 2(n+1)k−n−1 , ∇x ·Gn is not a multiple of y − xn+1. In order that
∇p ·Gn be a multiple of y − xn+1 we must take a0 = 0 and therefore p = 0.
Lemma 2.8 Consider k, s ∈ N, k > s, s ≥ t1t2, Fn ∈ Qtn. Let f ∈ Pts be an
invariant curve of Fn with cofactor Kn, f different from x = 0 and y = 0. Consider
the linear operators defined in Lemma 2.7. If Cor (δk) is a complementary subspace of
Range (δk) and ℓ˜n+k (Cor (δk))∩Range (δn+k) = {0}, then given q ∈ Ptn+k there exist
a unique p(1) ∈ Cor (δk) and a unique p(2) ∈ Ptn+k−s such that
q = ℓ˜n+k
(
p(1)
)
+ p(2)f.
Proof. We divide the proof in some steps.
i) Firstly we prove that Cor (δk) ∩Ker
(
ℓ˜n+k
)
= {0}.
If p ∈ Cor (δk)∩Ker
(
ℓ˜n+k
)
then ℓ˜n+k (p) = 0, that is, p is a first integral of the
vector field Gn := Fn − Knk D0 hence p is vanished in all the invariant curves of
Gn which are the same as those of Fn therefore p ∈ Range (δk)∩Cor (δk) = {0}.
ii) Secondly we prove that dim
(
ℓ˜n+k (Cor (δk))
)
= dim
(
P
t
n+k
)−dim (Range (δn+k)).
Taking into account that δn+k is injective we have
dim
(
P
t
n+k
)− dim (Range (δn+k)) = dim (Ptn+k)− dim (Ptn+k−s) .
As δk is injective and Cor (δk) ∩ Ker
(
ℓ˜n+k
)
= {0}, the operator ℓ˜n+k is also
injective over Cor (δk) and therefore
dim
(
ℓ˜n+k (Cor (δk))
)
= dim (Cor (δk)) = dim
(
P
t
k
)− dim (Range (δk))
= dim
(
P
t
k
)− dim (Ptk−s)
It is sufficient to prove that dim
(
P
t
n+k
)−dim (Ptn+k−s) = dim (Ptk)−dim (Ptk−s).
From Lemma 2.6 the irreducible invariant curves of Fn are the irreducible factors
of the Hamiltonian which as we know are the factors x, y, yt1−λxt2 , λ ∈ R\{0}
or (yt1 − axt2)2 + b2x2t2 , a, b ∈ R, b 6= 0 and therefore s = t1, s = t2, s = t1t2
or s = 2t1t2 respectively. Lemma 2.3 in [2] proves the case for s = t1t2 and for
s = 2t1t2. The case s < t1t2 is excluded because we do not consider the case
when x = 0 or y = 0 be invariant curves.
Up to now we have proved that Ptn+k = ℓ˜n+k (Cor (δk))
⊕
Range (δn+k) hence
given q ∈ Ptn+k there exists a unique p1 ∈ ℓ˜n+k (Cor (δk)) and a unique p2 ∈
Range (δn+k) such that q = p1 + p2. On the other hand, since δn+k is injective
and Cor (δk)∩Ker(ℓ˜n+k) = {0}, the operator ℓ˜n+k is also injective over Cor(δk),
and we can assert that there exist a unique p(1) ∈ Cor (δk) and p(2) ∈ Pn+k−s
such that p1 = ℓ˜n+k
(
p(1)
)
and a unique p2 = p
(2)f and this completes the proof.
The following result gives us information about the formal invariant curves of a
nilpotent vector field whose first quasi-homogeneous component is non-conservative.
Theorem 2.9 Consider n ∈ N and F = Fn + · · · =
∑
j≥n Fj, Fj ∈ Q(1,n+1)j and
Fn = (y + dx
n+1, (n + 1)x2n+1 + (n + 1)dxny)T . If |d| 6= 1 + 2(n+1)k−n−1 for all k ∈ N,
k > n+ 1, then there exist only two formal invariant curves which have the following
form C := Cn+1 +
∑
j>n+1 Cj where Cn+1 = y − xn+1 or Cn+1 = y + xn+1 and
Cj ∈ Cor (δj), being δj the linear operator defined in Lemma 2.7 for f = Cn+1.
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Proof. Note that y − xn+1 and y + xn+1 are the unique irreducible invariant curves
of Fn. We must prove the existence of a cofactor of the form K =
∑
j≥nKj , Kj ∈ Ptj
such that
∇C · F− CK = 0. (2.5)
We will check by induction method that the equation (2.5) is satisfied degree by
degree, for which we will choose appropriately Cj and Kj−1 in each case.
Equation (2.5) for degree 2n + 1 is satisfied since we consider Kn the cofactor of
Cn+1, that is,
∇Cn+1 ·Fn − Cn+1Kn = 0.
We assume that equation (2.5) is satisfied for degree n + j − 1 and we want to
prove that it is also satisfied for degree n+ j with j > n+ 1.
(∇C · F− CK)n+j = ∇CjFn +
j−n−1∑
i=1
∇Cj−i · Fn+i
−CjKn − Cn+1Kj−1 −
j−n−2∑
i=1
Cj−iKn+i
= ∇Cj
(
Fn − 1jKnD0
)
− Cn+1Kj−1 +Rn+j .
where Rn+j =
∑j−n−1
i=1 ∇Cj−i · Fn+i −
∑j−n−2
i=1 Cj−iKn+i is a quasi-homogeneous
polynomial of degree n+ j determined by the previous values of Ci and Kn+i.
Taking into account that |d| 6= 1 + 2(n+1)k−n−1 for all k > n + 1, by applying Lemma
2.7 for k = j, we obtain ℓ˜n+j (Cor (δj))∩Range (δn+j) = {0} and by Lemma 2.8 there
exits a unique R(1) ∈ Cor (δj) and a unique R(2) ∈ Ptj−1 such that
Rn+j = ℓ˜n+j
(
R(1)
)
+ Cn+1R
(2).
Hence we have
(∇C ·F− CK)n+j = ℓ˜n+j (Cj)− Cn+1Kj−1 + ℓ˜n+j
(
R
(1)
j
)
+ Cn+1R
(2)
j−1
= ℓ˜n+j
(
Cj +R
(1)
j
)
+ Cn+1
(
R
(2)
j−1 −Kj−1
)
.
Therefore in order to satisfy equation (2.5) for degree n + j, it is sufficient to chose
Kj−1 = R
(2)
j−1 and Cj = −R(1)j .
As Ker
(
ℓ˜r+j
)
⊂ Range (δj) we have the uniqueness.
2.2 Necessary conditions of integrability
For our study we will need the following results
Proposition 2.10 [6, Corollary 3.1] If Fr := Xh + µD0 ∈ Qtr is irreducible and h
has multiple factors in its decomposition over C[x, y], h 6=cte. and µ 6≡ 0, then Fr is
non-analytically integrable.
Theorem 2.11 [6, Theorem 3.2] Assume that Fr := Xh + µD0 ∈ Qtr is irreducible
and h has two or more than two factors, all of then simples in its decomposition over
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C[x, y]. System x˙ = Fr(x) has a first integral if and only if either µ ≡ 0 or there
exists nx, ny, ni, i = 1, · · · ,m non-negative numbers, not all zeros, such that
Res[ηhom(X, 1), 0] = (nx+1)(r+|t|)−M0t2M0 , if δx = 1,
Res[ηhom(1, Y ), 0] = − (ny+1)(r+|t|)−M0t1M0 , if δy = 1,
Res[ηhom(1, Y ), λi] = − (ni+1)(r+|t|)−M0M0 , i = 1, · · · ,m,
(2.6)
with ηhom(X,Y ) = µ
hom(X,Y )
XδxY δyhhom(X,Y )
, M0 = t1(nx+1)δx+t2(ny+1)δy+t1t2
∑m
j=1(nj+
1) where fhom for f ∈ Pts, is the unique homogeneous polynomial verifying f(x, y) =
xnymfhom(xt2 , yt1) with n,m ∈ N ∪ {0}.
Moreover, in this case, a first integral of degree M0 is
I = x(nx+1)δxy(ny+1)δy
m∏
i=1
(yt1 − λixt2)ni+1.
Now we study the integrability problem for nilpotent vector fields.
Proposition 2.12 (Necessary condition of integrability) Let F =
∑
j≥r Fj, Fj ∈
Qtj be a nilpotent vector field such that the origin of x˙ = Fr(x) is isolated. If F
is analytically integrable, then there exists Φ0 ∈ Qt0, det (DΦ0(0)) 6= 0 such that
G := (Φ0)∗F = Gr + · · ·, where Gr ∈ Qtr, · · · are quasi-homogeneous terms of type t
and degree greater than r and Gr is one of the following vector fields.
i) Gr =
(
y
x2n
)
∈ Qtr, with t = (2, 2n + 1), r = 2n − 1 and I2(2n+1) = 2x2n+1 −
(2n+ 1)y2 ∈ Pt2(2n+1) is a first integral of Gr.
ii) Gr =
(
y
σ(n+ 1)x2n+1
)
∈ Qtr, with t = (1, n+1), r = n, σ = ±1 and I2(n+1) =
−σx2n+2 + y2 ∈ Pt2(n+1) is a first integral of Gr.
iii) Gr =
(
y
(n+ 1)x2n+1
)
+ dxn
(
x
(n+ 1)y
)
∈ Qtr, with t = (1, n + 1), r = n,
d = m1−m2m1+m2 6= 0, m1,m2 ∈ N, m1,m2, coprimes, and IM = (y − xn+1)m1(y +
xn+1)m2 ∈ PtM , with M = (n+ 1)(m1 +m2) is a primitive first integral of Gr.
Proof. If the origin is an isolated singularity of x˙ = Fr(x), by applying Proposition
2.4, there exists Φ0 ∈ Qt0, det (DΦ0(0)) 6= 0 such that G := (Φ0)∗F = Gr + · · · and
Gr is of type B1), B2), B3) or B4). Moreover if F is integrable G is integrable and
by Lemma 1.1 Gr is integrable.
• If Gr is of the form B1) we have that Gr = (y, x2n)T ∈ Qtr where t = (2, 2n+1)
and r = 2n, which is a quasi-homogeneous Hamiltonian vector field therefore
integrable with a first integral of the form I2(2n+1) = 2x
2n+1 − (2n + 1)y2 ∈
P
t
2(2n+1). This corresponds to case i).
• If Gr is of the form B2), we have that Gr = (y,−(n+ 1)x2n+1)T + dxn(x, (n+
1)y)T ∈ Qtr is irreducible, where t = (1, n + 1) and r = n. In this case the
Hamiltonian function and the divergence of Gr are h = −y2/2 − x2n+2/2 =
−1/2(y − ixn+1)(y + ixn+1), and µ = dxn. Applying Theorem 2.11 must be
fulfilled d = 0 or d 6= 0 with
Res [η(1, y), i] = d−i = 1− (n1+1)2(n+1)(n+1)(n1+n2+2) ,
Res [η(1, y),−i] = di = 1− (n2+1)2(n+1)(n+1)(n1+n2+2) .
Such conditions are not satisfied so it should be d = 0 and consequently Gr is
a quasi-homogeneous Hamiltonian vector field with a first integral of the form
I2(n+1) = x
2n+2 + y2. This case corresponds to case ii) for σ = −1.
8
• IfGr is of the formB3), we have thatGr = (y, 0)T+dxn(x, (n+1)y)T ∈ Qtr with
d 6= 0 is irreducible, where t = (1, n+1) and r = n. In this case the Hamiltonian
function is h = − 12y2 which has multiple factors . Applying Proposition 2.10 we
have that Gr is not integrable and therefore neither it is F.
• If Gr is of the form B4), we have that Gr = (y, (n + 1)x2n+1)T + dxn(x, (n +
1)y)T with d 6= 1 is irreducible. In this case the Hamiltonian functions and the
divergence of Gr are h = − 12 (y − xn+1)(y + xn+1) and µ = dxn. Applying
Theorem 2.11 Gr is integrable if, and only if, d = 0 or d 6= 0 with
Res [η(1, y), 1] = d
− 1
2
(2)
= 1− (n1+1)2(n+1)(n+1)(n1+n2+2) = n2−n1n1+n2+2 ,
Res [η(1, y),−1] = d
− 1
2
(−2)
= 1− (n2+1)2(n+1)(n+1)(n1+n2+2) = −
n1−n2
n1+n2+2
If d = 0 we have a first integral of the form I2(n+1) = −x2n+2 + y2. This
case corresponds to case ii) for σ = 1. If d 6= 0 we consider m1 := n1 + 1,
m2 := n2 + 1, then d =
m1−m2
m1+m2
6= 0 with m1,m2 ∈ N, coprimes and a first
integral is IM = (y − xn+1)m1(y + xn+1)m2 ∈ PtM with M = (n+ 1)(m1 +m2).
IM is a primitive first integral since m1,m2 are coprimes. This corresponds to
case iii).
Remark. The study of integrability for the cases i) and ii) was already solved in
[2]. Therefore the only case to study is the case iii). That is, we focus in the study of
the analytic integrability of vectors fields of the form
F =
∑
j≥n
Fj , Fj ∈ Qtj , n ∈ N, t = (1, n+ 1), (2.7)
where
Fn =
(
y + dxn+1
(n+ 1)x2n+1 + (n+ 1)dxny
)
, d = m1−m2m1+m2 , m1,m2 ∈ N, coprimes.
The following theorem provides a necessary condition on the analytic integrability
of system (2.7).
Theorem 2.13 If the vector field (2.7) is analytically integrable, then a first integral
of F is I = IM+· · · with IM = (y−xn+1)m1(y+xn+1)m2 ∈ PtM , M = (n+1)(m1+m2).
Proof. If F is integrable, Fn has a quasi-homogeneous first integral and by Proposition
2.12 there exist m1,m2 ∈ N coprimes, such that d = m1−m2m1+m2 and a first integral of Fn
is IM = (y − xn+1)m1(y + xn+1)m2 ∈ PtM with M = (n+ 1)(m1 +m2).
On the other hand d = m1−m2m1+m2 therefore |d| =
|m1−m2|
m1+m2
< 1 and consequently
|d| 6= 1 + 2(n+1)k−n−1 for all k > n+ 1.
Applying Theorem 2.9 we can assert that there exist only two irreducibles formal
invariant curves of F passing through the origin and having the form C1 = (y−xn+1)+
· · · and C2 = (y + xn+1) + · · ·. Therefore a first integral of F must be of the form
I˜ = Cs11 C
s2
2 u where u = 1 + · · · is a unity. Considering the lower quasi-homogeneous
degree results that (y − xn+1)s1 (y + xn+1)s2 is a first integral of Fn and since IM is
also a first integral of Fn it must exist l ∈ N such that s1 = lm1, s2 = lm2. Hence
I˜ = Clm11 C
lm2
2 u =
(
Cm11 C
m2
2 u
1/l
)l
Therefore if we denote by I = Cm11 C
m2
2 u
1/l = IM + · · · this function is also a first
integral of F.
9
3 Normal Form
The analysis of normal forms for planar vector fields and related questions as center
problem or integrability problem has been considered in [2]. In this section we de-
termine an orbital normal form for a general vector field F = Fn + · · ·, where the
lowest degree quasi-homogeneous of F, Fn = Xh + µD0 ∈ Qtn, with h ∈ Ptn+|t| and
µ ∈ Ptn, conservative-dissipative decomposition of Fn), that is, through the paper h
will represent the conservative part of Fn and µ will be the dissipative part of Fn, see
expression (1.3).
A conjugated normal form of a nilpotent singularity in the generalized saddle case
is studied in [8] and an orbital normal form in [28]. In this work we show, in Theorem
3.24, another orbital normal form in the generalized saddle more convenient for the
analysis of the integrability problem.
The following subspaces of Qtk will be useful in the study of the homological oper-
ator under orbital equivalence that we will see later.
Ctk :=
{
Xgk+|t| : gk+|t| ∈ ∆k+|t|, a complementary subspace to hPtk−n
}
,
Dtk :=
{
ηkD0 : ηk ∈ Ptk
}
,
Ftk :=
{
λk−nFn : λk−n ∈ Ptk−n
}
.
Beyond the splitting, the following linear operator also plays an important role in
this study (see also [2]).
ℓk : P
t
k−n −→ Ptk
µk−n −→ ∇µk−n ·Fn, (3.8)
In order to calculate a normal form of the vector field we need a new decomposition
of the quasi-homogeneous vector fields
Lemma 3.14 If h 6= 0, then Qtk = Ctk
⊕Dtk⊕Ftk, for all k ∈ N. Moreover if
Pk ∈ Qtk, there exist g ∈ ∆k+|t|, η ∈ Ptk and λ ∈ Ptk−n such that
Pk = Xg + ηD0 + λFn,
where
g =
Proy∆k+|t|
D0∧Pk
k+|t| , λ =
Proy
hPt
k−n
D0∧Pk
(n+|t|)h , η =
div(Pk)−∇λ·Fn−λdiv(Fn)
n+|t| .
Proof. It is obvious that Ctk +Dtk + Ftk ⊆ Qtk.
Moreover:
• Ctk ∩ Dtk = {0} trivially (see (1.3)).
• Dtk ∩Ftk = {0}, because otherwise, there is some Pk ∈ Dtk ∩Ftk \ {0}. Then, one
can find λk−n ∈ Ptk−n \ {0} such that Pk = λk−nFn, and there exists µk ∈ Ptk
such that Pk = µkD0. Hence, 0 = D0 ∧ (µkD0) = D0 ∧Pk = D0 ∧ (λk−nFn) =
(n+ |t|)λk−nh, which is a contradiction.
• Ctk ∩ Ftk = {0}, because otherwise, there is some Pk ∈ Ctk ∩ Ftk \ {0}. Then,
Pk = Xg = λk−nFn where λk−n ∈ Ptk−n \ {0} and g ∈ ∆k+|t| \ {0}. Therefore
Pk = λk−nFn = λk−nXh + λk−nµD0 and applying (1.3) we obtain λk−nXh =
n+|t|
k+|t|Xλk−nh +
1
k+|t| (∇λk−n ·Xh)D0 and then
Pk = Xn+|t|
k+|t| λk−nh
+
(
1
k+|t| (∇λk−n ·Xh) + λk−nµ
)
D0, (3.9)
Using (1.3), we get g = n+|t|k+|t|λk−nh. Hence g ∈ ∆k+|t| ∩ hPtk−n = {0}, which is
a contradiction.
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Consequently, it remains to show that Qtk ⊆ Ctk + Dtk + Ftk. Let us consider
Pk ∈ Qtk. From (1.3), we can write Pk = Xĝ+µkD0, for some ĝ ∈ Ptk+|t|, µk ∈ Ptk. As
P
t
k+|t| = ∆k+|t|
⊕
hPtk−n, we can also write ĝ = g+ g˜h for some g ∈ ∆k+|t|, g˜ ∈ Ptk−n.
Then, Pk = Xg +Xg˜h + µkD0. Using (3.9) for g˜Fn, we obtain g˜Fn = Xn+|t|
k+|t| g˜h
+(
1
k+|t| (∇g˜ ·Xh) + g˜µ
)
D0. So, Xg˜h =
k+|t|
n+|t| g˜Fn −
(
1
n+|t| (∇g˜ ·Xh) + k+|t|n+|t| g˜µ
)
D0,
and then
Pk = Xg +
(
µk − 1n+|t| (∇g˜ ·Xh)− k+|t|n+|t| g˜µ
)
D0 +
k+|t|
n+|t| g˜Fn.
Only remains to find the expressions of g, η and λ.
D0 ∧Pk = D0 ∧ (Xg + ηD0 + λFn) = (k + |t|)g + (n+ |t|)λh
Therefore g =
Proy∆k+|t|(D0∧Pk)
k+|t| and λ =
Proy
hPt
k−n
(D0∧Pk)
(n+|t|)h . On the other hand
div(Pk) = (k + |t|)η +∇λ ·Fn + λdiv(Fn), that is, η = div(Pk)−∇λFn−λdiv(Fn)k+|t| .
The above result allows to define the corresponding projectors Πc, Πd and Πf . Also,
we can identify Qtk = Ctk
⊕Dtk⊕Ftk ≡ Ctk×Dtk×Ftk. We will denote Πd (Pk) = Pdk :=
ProyDt
k
(Pk), Π
c (Pk) = P
c
k := ProyCtk (Pk), and Π
f (Pk) = P
f
k := ProyFtk (Pk).
With this notation the homological operator under equivalence, defined as
Ln+k : Qtk × Cor (ℓk) → Qtn+k
Ln+k (Pk, νk) = −[Fn,Pk]− νkFn
can be written as
Ln+k : Ctk ×Dtk ×Ftk × Cor (ℓk) −→ Ctn+k ×Dtn+k ×Ftn+k,
such as
Ln+k
(
Pck,P
d
k,P
f
k, νk
)
= −
(
[Fn,P
c
k]
c
,
[
Fn,P
c
k +P
d
k
]d
,
[
Fn,P
c
k +P
d
k +P
f
k
]f
+ νkFn
)
,
where Pck = Xg with g ∈ ∆k+|t|, Pdk = µkD0 with µk ∈ Ptk, Pfk = λk−nFn with
λk−n ∈ Ptk−n and νk ∈ Cor (ℓk).
Lemma 3.15 Let us consider λk−nFn ∈ Ftk, ηkD0 ∈ Dtk, Xg ∈ Ctk. Then:
(a) [Fn, λk−nFn] = −ℓk (λk−n)Fn ∈ Ftn+k.
(b) [Fn, ηkD0] = −ℓn+k (ηk)D0 + nηkFn ∈ Dtn+k
⊕Ftn+k.
(c) [Fn,Xg]
c
= −X(
ℓc
n+k+|t|
(g)
) where ℓcn+k+|t| : ∆k+|t| −→ ∆n+k+|t| is defined by
ℓcn+k+|t| (g) = Proy∆n+k+|t|
(
∇g ·
(
Fn − n+|t|n+k+|t|µD0
))
. (3.10)
Proof. Items (a), (b), are consequences of following properties [µF,G] = (∇µ ·G)F+
µ[F,G], [Fk,D0] = kFk, respectively. From the properties of the Lie bracket and the
previous properties we deduce
[Fn,Xg] = [Xh,Xg] + [µD0,Xg] = X−∇g·Xh + (∇µ ·Xg)D0 + µ [D0,Xg]
= X−∇g·Xh + (∇µ ·Xg)D0 − kµXg
= X−∇g·Xh + (∇µ ·Xg)D0 − k(k+|t|)n+k+|t|Xµg − kn+k+|t| (∇µ ·Xg)D0
= −X
∇g·Xh+
k(k+|t|)
n+k+|t|µg
+ n+|t|n+k+|t| (∇µ ·Xg)D0
= −X
∇g·
(
Fn−
n+|t|
n+k+|t|µD0
) + n+|t|n+k+|t| (∇µ ·Xg)D0,
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which implies item (c).
Next result provides us an orbital normal form of the vector field F with first
quasi-homogeneous component non-conservative.
Theorem 3.16 Let F =
∑
j≥nFj, Fj ∈ Qtj. If Ker
(
ℓcn+k+|t|
)
= {0} for all k ∈ N
then F is orbitally equivalent to
G = Fn +
∑
j>n
Gj , with Gj = Xgj+|t| + ηjD0 ∈ Qtj ,
where gj+|t| ∈ Cor
(
ℓcn+j+|t|
)
and ηj ∈ Cor (ℓj), the operators ℓcn+j+|t| and ℓj are
defined in (3.10) and (3.8), respectively.
Proof. It is sufficient to show that
Cor (Ln+k) = XCor(ℓc
n+k+|t|
)⊕Cor (ℓn+k)D0,
is a complementary subspace to the range of Ln+k.
From Lemma 3.15, we get Ln+k
(
Pck,P
d
k,P
f
k, νk
)
=(
X(
ℓc
n+k+|t|
(g)
),− [Fn,Xg]d + ℓn+k (µk)D0,− [Fn,Xg]f − µkFn + ℓk (λk−n)Fn − νkFn
)
.
By using Ftn+k = Range (ℓk)Fn
⊕
Cor (ℓk)Fn, and P
t
k = Range (ℓk)
⊕
Cor (ℓk),
we obtain the following scheme for Ln+k:
Ctk Dtk Ftk Range (ℓk) Cor (ℓk)
X(
ℓc
n+k+|t|
(g)
) 0 0 0 0 Ctn+k
• ℓn+k (µk)D0 0 0 0 Dtn+k
• • ℓk (λk−n)Fn −ℓk (ρk−n)Fn 0 Range (ℓk)Fn
0 0 −νkFn Cor (ℓk)Fn
From hypothesis Ker
(
ℓcn+k+|t|
)
= {0}, we can deduce that the upper left block diag-
onal of the above matrix has maximum range. The result follows from the structure
of the above matrix.
Remark. The case A) of Proposition 2.4, i.e., the vector field F = (y, bxny)T + · · ·
does not satisfy the hypothesis of Theorem 3.16. More specifically , this vector field
does not verify the condition Ker
(
ℓcn+k+|t|
)
= {0}.
3.1 Normal form for a perturbation of a quasi-homogeneous
non-hamiltonian nilpotent vector field
In order to determine an orbital normal form for a nilpotent vector field whose first
quasi-homogeneous component is non-hamiltonian we need the following result.
Lemma 3.17 Consider Fn = Xh + µD0 ∈ Qtn, t = (1, n+ 1), D0 = (x, (n + 1)y) ∈
Qt0, h = − 12 (y2 − x2n+2) ∈ Pt2(n+1), µ = dxn ∈ Ptn, with d ∈ R \ {0}. If k ∈ N
then Ker
(
ℓck+2(n+1)
)
= {0} if, and only if, |d| 6= 1 + 2(n+1)k . Moreover in this case
Cor
(
ℓck+2(n+1)
)
= {0}.
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Proof. Let us take p ∈ ∆k+n+2. Then, we can write
p(x, y) = α0x
k+n+2 + α1x
k+1(y − xn+1) = (α0 − α1)xk+n+2 + α1xk+1y.
Consider Gn = Fn − 2(n+1)k+2(n+1)dxnD0, then
∇p(x, y) ·Gn = (k + n+ 2)(α0 − α1)xk+n+1∇x ·Gn
+(k + 1)α1x
ky∇x ·Gn + α1xk+1∇y ·Gn.
Taking into account that
∇x ·Gn = y + kk+2(n+1)dxn+1,
∇y ·Gn = (n+ 1)x2n+1 + (n+1)kk+2(n+1)xny,
y2 = x2n+2 − 2h,
we have that
∇p(x, y) ·Gn = k(k+n+2)k+2(n+1)
[
d+ 1 + 2(n+1)k
]
α0x
k+2(n+1)
+k(k+n+2)k+2(n+1)
[
(1 + 2(n+1)k )α0 + (d− 1− 2(n+1)k )α1
]
xk+n+1(y − xn+1)
−2(k + 1)α1xkh.
In this way
ℓck+2(n+1) (p) =
k(k+n+2)
k+2(n+1)x
k+n+1
[[
d+ 1 + 2(n+1)k
]
α0x
n+1
+
[
(1 + 2(n+1)k )α0 + (d− 1− 2(n+1)k )α1
]
(y − xn+1)
]
,
Hence choosing the bases ∆k+n+2 =< x
k+n+2, xk+1(y − xn+1) > and ∆k+2(n+1) =<
xk+2(n+1), xk+n+1(y− xn+1) > we obtain that the matrix of the operator ℓck+2(n+1) is
similar to (
d+ 1 + 2(n+1)k 0
1 + 2(n+1)k d− 1− 2(n+1)k
)
from the structure of the above matrix the proof follows.
As consequence of the Theorem 3.16 we obtain the following orbital normal form
of nilpotent vector with first quasi-homogeneous component non-conservative in the
generic case.
Theorem 3.18 Consider F =
∑
j≥n Fj, Fj ∈ Qtj with t = (1, n + 1) and Fn =
(y + dxn+1, (n+ 1)x2n+1 + (n+ 1)dxny)T with d ∈ R \ {0}. If |d| 6= 1+ 2(n+1)k for all
k ∈ N then F is orbitally equivalent to
Fn +
∑
k>n
µkD0,
where µk ∈ Cor (ℓk).
Proof. If |d| 6= 1+ 2(n+1)k for all k ∈ N, by Lemmma 3.17 we have that Cor
(
ℓck+2(n+1)
)
=
Ker
(
ℓck+2(n+1)
)
= {0}. Applying now Theorem 3.16 the result follows.
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3.2 Orbital normal form for system (2.7).
In order to obtain an orbital normal form for system (2.7), it is necessary to calculate
Cor (ℓk) with k > n, for this we need the following two technical lemmas that are
referred to polynomial quasi-homogeneos vector fields.
Lemma 3.19 Consider Fn = Xh+µD0 ∈ Qtn irreducible and f ∈ C[x, y] an invariant
curve of Fn, irreducible. If ℓn+k(p) ∈ 〈f〉 then p ∈ 〈f〉.
Proof. If ℓn+k (p) = 0 then p is a first integral of x˙ = Fn. A first integral of Fn
vanishes on any invariant curve of it, i.e., p(x) = 0 when f(x) = 0. Therefore, by
Hilbert‘s Nullstellensatz p ∈ rad 〈f〉. Since 〈f〉 is a prime ideal, then 〈f〉 = rad 〈f〉, in
consequence p ∈ 〈f〉.
If ℓn+k (p) 6= 0, let ν ∈ C[x, y] \ {0} such that fν = ℓr+k (p). Consider γ(t), real
or complex, a solution curve of x˙ = Fn(x) which is a parametrization of f(x) = 0.
We assume that limt→−∞ γ(t) = 0, (the other case limt→+∞ γ(t) = 0 is proved in a
similar way). Taking into account that p(0) = 0 then
p(γ(t)) = p(γ(t))− p(0) =
∫ t
−∞
dp(γ(s))ds
ds =
∫ t
−∞
∇xp ·Fr(γ(s))ds
=
∫ t
−∞
ℓn+k(p)(γ(s))ds =
∫ t
−∞
f(γ(s))ν(γ(s))ds = 0
Recalling that f(x) = 0 is the union of orbits, we have that p(x) = 0 when f(x) = 0.
Therefore, by Hilbert‘s Nullstellensatz p ∈ rad 〈f〉. Since 〈f〉 is a prime ideal, then
〈f〉 = rad 〈f〉, in consequence p ∈ 〈f〉.
Remark. The hypothesis of the irreducibility of Fn is fundamental. For instance, if
we consider Fn := (y, bx
ny)T ∈ Q(1,n+1)n , which is reducible with factor of reducibility
y, we have that ∇x · Fn = y and nevertheless x /∈ 〈y〉.
Lemma 3.20 Consider p ∈ Ptk, Fn = Xh + µD0 ∈ Qtn irreducible and f ∈ Pts
an irreducible invariant curve of Fn with Kn its cofactor. If ℓn+k(p) ∈ 〈fm〉 and
Fn +
jKn
k−jsD0 is irreducible for j = 1, · · · ,m− 1 then p ∈ 〈fm〉.
Proof. Lemma 3.19 proves the statement form = 1. We first consider the casem = 2.
If ∇p ·Fn ∈ 〈f2〉 then ∇p ·Fn ∈ 〈f〉 and by 3.19 we have that there exists p1 ∈ Ptk−s
such that p = fp1, therefore
∇p · Fn = ∇fp1 ·Fn = p1∇f · Fn + f∇p1 ·Fn = p1Knf + f∇p1 ·Fn
= f
(
∇p1 · Knk−sD0 +∇p1 · Fn
)
= f∇p1
(
Fn +
Kn
k−sD0
)
∈ 〈f2〉
Hence ∇p1 ·
(
Fn +
Kn
k−sD0
)
∈ 〈f〉 and since Fn+ Knk−sD0 is irreducible applying Lemma
3.19 we have that p1 ∈ 〈f〉 and consequently p ∈ 〈f2〉.
Consider now the case m = 3. If ∇p · Fn ∈ 〈f3〉 then ∇p · Fn ∈ 〈f2〉 and by the
previous paragraph we have that there exists p2 ∈ Ptk−2s such that p = f2p2, therefore
∇p ·Fn = ∇f2p2 ·Fn = p2∇f2 ·Fn + f2∇p2 · Fn = 2p2Knf2 + f2∇p2 · Fn
= f2
(
∇p2 · 2Knk−2sD0 +∇p2 · Fn
)
= f2∇p2
(
Fn +
2Kn
k−2sD0
)
∈ 〈f3〉
Hence ∇p2 ·
(
Fn +
2Kn
k−2sD0
)
∈ 〈f〉 and since Fn + 2Knk−2sD0 is irreducible applying
Lemma 3.19 we have that p2 ∈ 〈f〉 and consequently p ∈ 〈f3〉. Reasoning by induction
we get the result for m ∈ N.
Next results are referred to nilpotent vector fields whose first quasi-homogeneous
component is integrable and non-conservative.
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Proposition 3.21 Consider Fn the first quasi-homogeneous component of vector field
(2.7) and let IM ∈ PtM be a primitive first integral of Fn. Let p ∈ Ptk, if ∇p · Fn is
multiple of IM then p is zero or a not null multiple of IM .
Proof. We have that k ≥M otherwise, if k < M and ℓk+n (p) is a multiple of IM we
obtain ℓk+n (p) = 0 which implies that p is a first integral of Fn of degree less than
M which gives a contradiction since IM is a primitive first integral of Fn.
The unique irreducible invariant curves of Fn are f1 = (y − xn+1) ∈ Ptn+1 and
f2 = (y+x
n+1) ∈ Ptn+1 with cofactorsK1 = (n+1)(d−1)xn andK2 = (n+1)(d+1)xn
respectively.
By Proposition 2.12 the polynomial IM = (y − xn+1)m1(y + xn+1)m2 ∈ PtM , with
M = (n + 1)(m1 + m2) is a primitive first integral. It is sufficient to prove that if
∇p ·Fn ∈ 〈fmii 〉 then p ∈ 〈fmii 〉 for i = 1, 2.
We prove the case i = 1, the case i = 2 is analogous.
By Lemma 3.20 it suffices to prove that Fn +
jK1
k−j(n+1)D0 is irreducible for j =
1, · · · ,m1−1. The vector field Fn+ jK1k−j(n+1)D0 = Fn+ j(n+1)(d−1)k−j(n+1) xnD0 is irreducible
if, and only if, d 6= −1 and d 6= 1− 2j(n+1)k .
But d 6= 1 since d = m1−m2m1+m2 = 1 −
2m2
m1+m2
< 1 and d 6= 2j(n+1)k − 1 for j =
1, · · · ,m1 − 1 because
d = m1−m2m1+m2 =
2m1
m1+m2
− 1 = 2m1(n+1)M − 1 > 2j(n+1)M − 1 ≥ 2j(n+1)k − 1
Therefore we have that p ∈ 〈fm11 〉.
Lemma 3.22 Assume that IM ∈ PtM , with t = (1, n+ 1), is a primitive first integral
of Fn = (y + dx
n+1, (n+ 1)x2n+1 + d(n+ 1)xny)T , then
Ker(ℓk) =
{
< I lM > if k − n = lM
0 if k − n 6= lM
Proof. It is sufficient to apply Proposition 3.21.
Next statement establishes a cyclicity relation between the co-ranges of the oper-
ators ℓk.
Theorem 3.23 Assume that IM ∈ PtM , with t = (1, n+1), is a primitive first integral
of Fn = (y+dx
n+1, (n+1)x2n+1+d(n+1)xny)T , then we can choose a complementary
subspace to Range(ℓk+M ), for k ∈ N, k ≥ n, such that
Cor(ℓk+M ) = IMCor(ℓk).
Proof. We will prove that IMCor(ℓk) ⊂ Cor(ℓk+M ) or equivalently that IMCor(ℓk)∩
Range(ℓk+M ) = {0} by reductio ad absurdum. Let p ∈ Cor (ℓk) \ {0} such that
pIM ∈ Range (ℓk+M ), then there exists q ∈ Ptk+M−n \ {0} (exists because k ≥ n and
therefore Ptk−n 6= {0}), such that ℓk+M (q) = pIM , that is, ℓk+M (q) is multiple of IM .
Applying Proposition 3.21 we have that q = q˜IM with q˜ ∈ Ptk−n\{0} and consequently
pIM = ∇q ·Fn = ∇q˜IM ·Fn = IM∇q˜ · Fn.
Hence p = ∇q˜ · Fn, that is, p ∈ Range (ℓk) ∩ Cor (ℓk) which gives a contradiction.
We have shown that IMCor(ℓk) ⊂ Cor(ℓk+M ). Therefore it is enough to prove
that dim(IMCor(ℓk)) = dim(Cor(ℓk+M )).
Since ℓk and ℓk+M are linear operators, we get
dim(Cor(ℓk)) = dim(P
t
k)− dim(Ptk−n) + dim(Ker(ℓk)). (3.11)
dim(Cor(ℓk+M )) = dim(P
t
k+M )− dim(Ptk+M−n) + dim(Ker(ℓk+M )). (3.12)
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From (3.11), (3.12), taking into account that Ptk−n 6= {0} for k ≥ n and applying
[2, Lemma 2.3] we obtain that
dim
(
P
t
k+M
)− dim (Ptk+M−n) = dim (Ptk)− dim (Ptk−n) .
So, we get
dim(Cor(ℓk+M )) = dim(Cor(ℓk))− dim(Ker(ℓk)) + dim(Ker(ℓk+M )).
Using Lemma 3.22 we obtain dim(Cor(ℓk)) = dim(Cor(ℓk+M )) and this completes
the proof.
Next result provides an orbital normal form of vector field (2.7). This normal form
depends on the first integral of the first quasi-homogeneous component of (2.7) and it
is a suitable normal form for the applications.
Theorem 3.24 System (2.7) is orbital equivalent to
x˙ = Fn +
M+n−1∑
j=n+1
η
(0)
j D0 +
∞∑
i=1
M+n−1∑
j=n
η
(i)
j I
i
MD0,
with η
(i)
j ∈ Cor(ℓj).
Proof. As |d| =
∣∣∣m1−m2m1+m2 ∣∣∣ < 1 < 1 + 2(n+1)k for all k ∈ N, applying Theorem 3.18 we
can assert that F is orbital equivalent to Fn +
∑
j>n µjD0 with µj ∈ Cor (ℓj). To
finish the proof it is sufficient to apply Theorem 3.23 for j ≥M + n.
Remark: In the particular case that Fn has a first integral, for calculating an orbital
normal form of system (2.7), we only need the computation of a certain number of
these co-ranges. Concretely, Cor (ℓj) from j = n to M + n− 1.
4 Proofs of Theorems 1.2 and 1.3
The proof of Theorem 1.2 follows from the following proposition which characterizes
the analytic integrability of a vector field through its orbital normal form.
Proposition 4.25 Let G =
∑
j≥rGj, Gj ∈ Qtj, such that Gr ∈ Qtr is one of the
following vector fields.
a) Gr = (y, x
2n)T ∈ Qtr with t = (2, 2n+ 1), r = 2n− 1, n ∈ N.
b) Gr = (y, σx
2n+1)T ∈ Qtr with t = (1, n+ 1), r = n, n ∈ N, σ = ±1.
c) Gr = (y+dx
n+1, (n+1)x2n+1+(n+1)dxny)T ∈ Qtr, t = (1, n+1), r = n, n ∈ N,
d = m1−m2m1+m2 6= 0 with m1,m2 ∈ N, coprimes.
G is analytically integrable if, and only if, G is orbitally equivalent to Gr
Proof. The sufficiency is trivial since G2n−1 of statement a) and Gn of statement b)
are polynomially integrable because are Hamiltonian vector fields andGn of statement
c) is polynomially integrable by Theorem 2.11.
Now we will see the necessity of the conditions. Let G =
∑
j≥rGj , Gj ∈ Qtj such
that Gr is a quasi-homogeneous vector field of type given in some of statements a),
b) or c).
a) If Gr = (y, x
2n) ∈ Qtr with t = (2, 2n + 1) and r = 2n − 1 applying [7, Propo-
sition 13, Theorem 14] we have that Gr + · · · is orbitally equivalent to Gr +∑
j>r Cor (ℓj)D0. Applying now [2, Theorem 3.19] the result follows.
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b) If Gr = (y, σx
2n+1) ∈ Qtr wit t = (1, n + 1) and r = n applying [7, Propo-
sition 15, Theorem 16] we have that Gr + · · · is orbitally equivalent to Gr +∑
j>r Cor (ℓj)D0. Applying now [2, Theorem 3.19] the result follows.
c) If Gr = (y + dx
n+1, (n + 1)x2n+1 + (n + 1)dxny)T ∈ Qtn, with t = (1, n + 1),
n ∈ N, r = n and d = m1−m2m1+m2 6= 0 with m1,m2 ∈ N, m1,m2 coprimes. Since
d = m1−m2m1+m2 < 1 < 1 +
2(n+1)
k , applying Proposition 3.18 we have that G is
orbitally equivalent to G˜ := Gn +
∑
j>n µjD0, with D0 = (x, (n + 1)y)
T and
µj ∈ Cor (ℓj). By Theorem 3.23 we have that IMCor (ℓj)∩Range (ℓM+j) = {0}.
Assume that G˜ is integrable and not all the µj are zero. Let N defined by
N = min {j > n : µj 6≡ 0}, by Theorem 2.13 a first integral of G˜ is of the form
I = IM +
∑
j>M Ij with Ij ∈ Ptj . Imposing the integrability condition we have
0 =
(
∇I · G˜
)
N+M
= ∇IM · (µND0) +∇IM+N−n ·Gn
= MµNIM + ℓM+N (IM+N−n)
But this equation is incompatible since by Theorem 3.23MµNIM ∈ Cor (ℓM+N )
and ℓM+N (IM+N−n) = −MµNIM ∈ Range (ℓM+N ) which is a contradiction.
Remark. The proof of Theorem 1.2 follows of taking into account that by Proposition
2.12, there exist Φ0 ∈ Qt0, with det (DΦ0(0)) 6= 0 such that (Φ0)∗F = Gr + · · ·. By
applying Proposition 4.25 (Φ0)∗F is analytically integrable if, and only if, (Φ0)∗F is
orbitally equivalent to (Φ0)∗Fr or equivalently F is orbitally equivalent to Fr.
Remark. The proof of Theorem 1.3 follows from Theorem 1.2 and applying [5, The-
orem 1.3].
5 Example
Consider the integrability problem of the following nilpotent system, whose first quasi-
homogeneous component is non-conservative.(
x˙
y˙
)
=
(
y − 13x2
2x3 − 23xy
)
+
(
a1xy
b0x
4 + b2y
2
)
. (5.13)
The first quasi-homogeneous component of the vector field respect to the type
t = (1, 2) is
F1 =
(
y − 13x2
2x3 − 23xy
)
∈ Q(1,2)1 ,
where F1 = Xh + µD0 with h = − 12
(
y2 − x4), µ = − 13x and D0 = (x, 2y)T . Hence
the origin of system (5.13) is not monodromic. In fact is a saddle with two invariant
curves C1 = (y − x2) + · · · and C2 = (y + x2) + · · ·. Moreover F1 is integrable and a
primitive first integral is I6 = (y − x2)(y + x2)2. In order to study the integrability
problem of family (5.13), the following lemma provides the formal normal form under
equivalence of any perturbation of F1.
Lemma 5.26 A formal normal form under equivalence of the system x˙ = F1 + · · ·,
with F1 = (y − 13x2, 2x3 − 23xy)T is given by(
x˙
y˙
)
=
(
y − 13x2
2x3 − 23xy
)
+ α
(0)
2 x
2D0 + α
(0)
4 hD0 (5.14)
+
∑
l≥1
α
(l)
0 I
l
6D0 + α
(l)
1 xI
l
6D0 + α
(l)
2 x
2I l6D0 + α
(l)
4 hI
l
6D0.
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Proof. Applying Theorem 3.24 it is only necessary to compute Cor (ℓj) for n ≤ j ≤
M + n− 1, i.e., for 1 ≤ j ≤ 6.
• Case j = 1. In this case Pt0 = span{1} and Pt1 = span{x}. If we take µ0 = α ∈
P
t
0 then, ℓ1(µ0) = 0. In consequence Cor(ℓ1) = span{x}.
• Case j = 2. In this case Pt1 = span{x} and Pt2 = span{x2, xy}. If we take
µ1 = αx ∈ Pt1 then, ℓ2(µ1) = α(y − 12x2). In consequence Cor(ℓ2) = {x2}.
• Case j = 3. In this case Pt2 = span{x2, y} and Pt3 = span{x3, xy}. If we take
µ2 = αx
2 + βy ∈ Pt2 then, ℓ3(µ2) = − 23 (α− 3β)x3 + 23 (3α− β)xy. Therefore we
obtain Cor(ℓ3) = {0}.
• Case j = 4. In this case Pt3 = span{x3, xy} and Pt4 = span{x4, x2y, h}. If we
take µ3 = αx
3 + βxy ∈ Pt3 then, ℓ4(µ3) = (3β − α)x4 + (3α − β)x2y − 2βh.
Therefore we obtain Cor(ℓ4) = span{h}.
• Case j = 5. In this case Pt4 = span{x4, x2y, h} and Pt5 = span{x5, x3y, xh}.
If we take µ4 = αx
4 + βx2y + γh ∈ Pt4 then, ℓ5(µ4) = − 43 [(α − 3β)x5 + (β +
3α)x3y + (3β + γ)xh]. Therefore we obtain Cor(ℓ5) = {0}.
• Case j = 6. In this case Pt5 = span{x5, x3y, xh} and Pt6 = span{x6, x4y, x2h, I6}.
If we take µ5 = αx
5 + βx3y + γxh ∈ Pt5 then, ℓ6(µ5) = − 53 (α − 3β)x6 − 53 (β −
3α)x4y − 23 (4γ + 9β)x2h− 12γI6. Therefore we obtain Cor(ℓ6) = span{I6}.
Theorem 5.27 System (5.13) is analytically integrable if, and only if, the following
condition holds
a1 = b0 + b2 = 0.
Proof. The proof consist in computing successively the coefficients of the dissipative
part of the normal form (5.14) and imposing their vanishing because they prevent the
integrability. The normal form has the expression given in (5.14). It is easy to show
that the first coefficient of the normal form is
α
(0)
2 =
1
336 (27b2 + 27b0 + 58a1).
Imposing the vanish of this coefficient we obtain the first condition of integrability
given by
b0 = − 5827a1 − b2.
With this condition, the second coefficient takes the form
α
(0)
4 = − 231104a1
(
1562(a1 +
3605
3124b2)
2 + 15118316248 b
2
2
)
Now we consider two cases, the case (i) a1 = 0 and the case (ii) a1 6= 0.
i) In this case we have b0 = −b2 and the following coefficients are α(1)0 = α(1)1 =
α
(1)
2 = α
(1)
4 = α
(2)
0 = α
(2)
1 = α
(2)
2 = 0. The vector field obtained is(
y − 13x2
2x3 − 23xy
)
+
(
0
−b2x4 + b2y2
)
,
and this system has the analytic first integral I = (y− x2)(y+ x2)2 exp(−3b2x).
ii) In the case a1 6= 0 we have α(0)4 6= 0 because
(
1562(a1 +
3605
3124b2)
2 + 15118316248 b
2
2
)
> 0.
Hence by Theorem 4.25 statement c), the system is not integrable.
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