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We present the design of a chiral photonic quantum link, where distant atoms interact by ex-
changing photons propagating in a single direction in free-space. This is achieved by coupling each
atom in a laser-assisted process to an atomic array acting as a quantum phased-array antenna. This
provides a basic building block for quantum networks in free space, i.e. without requiring cavities or
nanostructures, which we illustrate with high-fidelity quantum state transfer protocols. Our setup
can be implemented with neutral atoms using Rydberg-dressed interactions.
I. INTRODUCTION
Modular architectures for quantum information pro-
cessing envision a scale-up of quantum devices from
elementary building blocks interconnected by coherent
quantum links [1–4]. A modular quantum processor is
structured as an ‘on-chip’ local-area quantum network,
with small quantum computers as nodes of the network,
and where quantum states are transferred between nodes
via quantum channels [5, 6]. Remarkable progress has
been made during the last years in demonstrating some
of the basic elements of such modular architectures. In
atomic physics quantum computers and quantum sim-
ulators involving several tens of individually controlled
qubits have been built along with quantum logic en-
tangling operations [7–10]. Deterministic and proba-
bilistic protocols for entanglement generation [11], as
well as quantum state transfer between distant atomic
qubits [12] have been demonstrated experimentally us-
ing cavity-QED interfaces, with optical photons as car-
riers of quantum information. A basic requirement and
remaining challenge, however, is to develop high-speed
photonic quantum links allowing for high-fidelity quan-
tum communication and entanglement distribution in on-
chip quantum networks.
The paradigmatic and conventional setup of a photonic
quantum link is built around strong coupling of atoms to
photonic nanostructures or nanofibers as 1D waveguides
[13–16], or to cavities [12, 17]. In Fig. 1(d), we sketch an
example of photonic quantum link between two atomic
qubits, based on an interface between a two-level atom
and an optical fiber. In such setups protocols can be ap-
plied to deterministically transfer a quantum state from
the first to the second atomic ‘stationary’ qubit via a
photonic ‘flying’ qubit propagating as wavepacket in a
1D optical waveguide. Achieving a high-fidelity trans-
fer requires the following two key ingredients. First, we
need to achieve routing of the photon wavepacket emit-
ted by the first atom. This necessitates a chiral atom-
fiber interface, i.e. with unidirectional photon emission
(and absorption) [18]. The second ingredient is the 1D
character of the fiber modes guiding the wavepacket,
which is essential in achieving efficient reabsorption of
the photon and thus restoration of the qubit in the sec-
ond atom. Recent experiments have demonstrated such
chiral quantum interfaces with atoms trapped close to
optical nanofibers [19, 20]. Significant challenges remain,
however, in resolving the conflicting requirements of trap-
ping atoms close to dielectric surfaces, while achieving
the strong-coupling regime where the interaction between
atoms and confined modes dominates losses such as spon-
taneous emission to free-radiating modes. These chal-
lenges have so far limited demonstrations of photon medi-
ated remote entanglement of matter qubits to rates of at
most 30 s−1 with neutral atoms [12], trapped ions [21], or
NV centers [22]. To address these challenges, we propose
below a chiral photonic quantum link, where effective 1D
(paraxial) free-space modes of the electromagnetic field
provide a photonic quantum channel connecting atomic
qubits — therefore eliminating the requirement for 1D
nanofibers or photonic nanostructures. Combining the
demonstrated capability for creating local entanglement
on a few µs timescale via Rydberg interactions [23, 24]
with a high efficiency chiral channel we project realization
of remote entanglement at rates above 104 s−1, which will
speed development of modular quantum processing net-
works.
The setup describing the ‘free-space’ photonic quan-
tum link is outlined in Figs. 1(a-c). The key element
is the coupling of the atom representing the qubit, in
an engineered laser-assisted process, to a regular array
of atoms with sub-wavelength separation δ⊥ < λ0 (with
λ0 the wavelength of the light), which acts as a phased-
array antenna for photon emission and absorption. We
make this interface chiral by employing a bilayer atomic
array, where the desired unidirectionality is guaranteed
by interference. We can view the composite object con-
sisting of the qubit atom coupled to the atomic array
as an artificial two-level atom, where the ‘excited state’
decays to the ‘ground state’ while coherently emitting
an optical photon into a given well-defined localized and
directed (1D) mode of the electromagnetic field. This
chiral photonic quantum interface for ‘free-space’ atomic
qubits then becomes the building block for a ‘free-space’
photonic quantum link. We illustrate this in Fig. 1(c)
for the example of an array of N⊥ × N⊥ atoms (here
17×17) withNz = 2 layers acting as antenna. This exam-
ple demonstrates the generation of a free-space Gaussian
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2FIG. 1. Free-space chiral quantum optics. (a) A master atom (qubit) is coupled to a bilayer atomic array of Na = N⊥×N⊥× 2
atoms as ‘quantum antenna’ achieving unidirectional photon emission. (b) Spatial distribution of the emitted field |~ϕ(~r )| (see
text) for two master atoms as qubits interacting via a paraxial mode, with 2z0 = 90λ0, N⊥ = 17, δ⊥ = 0.7λ0. (c) Basic
model of the antenna: level schemes of the qubit off-resonantly coupled to a two-level antenna atom. (d) Chiral coupling in
waveguide-QED, with two atomic qubits coupling to right-propagating modes with rate γR, and to non-guided modes with
rate γ′. (e) Fidelity for Quantum State Transfer between atomic qubits, with interatomic spacing δ⊥ = 0.8λ0, and various N⊥.
The red curve corresponds to N⊥ →∞ (see text). Inset: corresponding infidelity for z0 → 0, with 50/N4⊥ in dashed black for
reference.
mode as photonic quantum link connecting two atomic
arrays. For a given transverse array size L⊥ ∼ λ0N⊥, this
link can cover a distance L ∼ L2⊥/λ0 ∼ N⊥L⊥ between
sending and receiving node. The achievable communica-
tion range can be further extended with lenses inserted
between the sending and receiving antenna. Remarkably,
running the standard quantum state transfer protocol on
this setup gives fidelities close to unity for such distances,
as shown in Fig. 1(e). For atomic arrays of much smaller
size, the light emitted from the antenna remains unidi-
rectional, albeit divergent as illustrated in Fig. 2(a).
II. CHIRAL QUANTUM OPTICS
We wish to implement a ‘free-space’ chiral light-matter
interface (discussed in Sec. III), and a ‘free-space’ pho-
tonic quantum link (discussed in Sec. IV) in a 3D envi-
ronment, analogous to the 1D models of chiral quantum
optics. Thus, for reference below, we find it worthwhile
to first summarize the basic dynamical equations of 1D
chiral quantum optics and cascaded quantum systems.
A minimal model for a chiral interface coupling two-
level atoms to a waveguide is shown in Fig. 1(d).
Here, two quantum emitters (a = 1, 2) as two-level atoms
with ground states |G〉a and excited states |E〉a, re-
spectively, are coupled to an open 1D waveguide as
bosonic bath. The dynamics of this system is gov-
erned by the Hamiltonian H1D = H0A + H0F + HAF .
Here the free Hamiltonian for the waveguide can be
written as H0F =
∫
dkωk
(
bRk
†
bRk + b
L
k
†
bLk
)
, where ωk
is the waveguide dispersion relation, which we assume
linear (ωk ≈ ck with k the momentum and c the
speed of light in the waveguide), and b
R(L)
k is the
annihilation operator for photons propagating in the
right (left) direction in the waveguide, with momen-
tum k, which satisfy bosonic commutation relations[
bαk , b
β
k′
†]
= δ(k − k′)δα,β . On the other hand, the free
atomic Hamiltonian is H0A = ω0
∑2
a=1 σ
+
a σ
−
a , with ω0
the atomic transition frequency and σ−a ≡ |G〉a〈E|, pos-
sibly along with an additional term accounting for exter-
nal driving fields. Finally, the interaction Hamiltonian
between atoms and photons reads
HAF = i
2∑
a=1
√
γR,a
2pi
∫
dk
(
e−ikzabRk
†
σ−a − h.c.
)
+i
2∑
a=1
√
γL,a
2pi
∫
dk
(
eikzabLk
†
σ−a − h.c.
)
,
(1)
where za is the atomic position along the waveguide, with
d ≡ z2−z1 > 0, and γR(L),a is the spontaneous decay rate
of atom a for the emission of photons propagating to the
right (left). Broken left-right symmetry manifests itself
in the couplings γR,a 6= γL,a, and we are particularly
interested in unidirectional coupling γR,a  γL,a → 0.
The master equation obtained by integrating out the
radiation field in a Born-Markov approximation for two
atoms and γR,a 6= γL,a is
d
dt
ρ = −i
[
Heffρ− ρH†eff
]
+ J ρ, (2)
with non-hermitian Hamiltonian
Heff = −i
2∑
a=1
γa
2
s+a s
−
a − ieiω0d/c
(
γLs
+
1 s
−
2 + γRs
+
2 s
−
1
)
.
(3)
written here in a rotating frame. The first term in
Eq. (3) describes the individual decay of atomic exci-
tations, with the total decay rate of atom a defined
3as γa = γR,a + γL,a + γ
′
a. Here we added an additional
decay channel with rate γ′a accounting for losses due
to coupling of the atoms to non-guided modes. The
second term of Eq. (3) on the other hand describes
non-reciprocal atomic effective interactions. The rate
γL ≡ √γL,1γL,2 denotes the rate of interaction mediated
by photons propagating to the left from atom 2 to 1,
while γR ≡ √γR,1γR,2 corresponds to photons propagat-
ing to the right from atom 1 to 2. Finally, the last term
in Eq. (2) expresses as
J ρ =
2∑
a=1
γas
−
a ρs
+
a + e
iω0d/c
(
γRs
−
1 ρs
+
2 + γLs
−
2 ρs
+
1
)
+e−iω0d/c
(
γLs
−
1 ρs
+
2 + γRs
−
2 ρs
+
1
)
. (4)
In the unidirectional case (γL = 0), the above equa-
tion reduces to the cascaded master equation as de-
rived in Ref. [25]. We note that in this case atom 1
can only talk to atom 2 downstream, while there is
no backaction of atom 2 to atom 1. This cascaded
master equation has been the starting point to dis-
cuss quantum state transfer of a qubit as superposi-
tion state, from the first to the second atom, realiz-
ing (α |G〉1 + β |E〉1)⊗ |G〉2 → |G〉1 ⊗ (α |G〉2 + β |E〉2)
[26].
We show below that the ‘free-space’ chiral photonic
quantum link of Sec. IV can be described by a chiral
master equation of the form of Eq. (2) and we derive
explicit expressions for γR,a  γL,a in terms of coupling
coefficients to free-space radiation modes. The setup of
Figs. 1(a-c) thus provides a faithful implementation of
chiral quantum optics in a free space environment.
III. ‘FREE-SPACE’ CHIRAL ATOM-LIGHT
INTERFACE
The basic setup of an atom coupled to a quantum
antenna as directional quantum emitter is illustrated
in Figs. 1(a-c). We consider a two-level atom repre-
sented by a pair of long lived atomic states |G〉 , |E〉
(e.g. hyperfine states in an atomic ground state mani-
fold), dubbed ’master atom’ or qubit, which we assume
trapped in free space. We wish to design an effective ‘de-
cay’ from the excited state to the ground state |E〉 → |G〉
as a laser-assisted spontaneous emission process, analo-
gous to an optical pumping process, with the property
that the optical photon is emitted into a specified target
mode of the electromagnetic field, written as an outgo-
ing wave packet |ψtarg (t)〉 ≡∑λ ∫ d3kψtarg~k,λ (t)b†~k,λ |vac〉,
with |vac〉 the vacuum state. Here b†~k,λ creates a
photon with momentum ~k and polarization λ, with
[b~k,λ, b
†
~k′λ′
] = δλ,λ′δ(k − k′), and ψtarg~k,λ specifies the tar-
get mode in momentum space (e.g. a Gaussian mode).
We design this ‘decay’ of the master atom with the
optical photon emitted into the target mode as a two-
FIG. 2. Few-atom quantum antenna. (a) Spatial distribution
of the emitted field |~ϕ(~r )| (see text) for antenna configura-
tions as bilayer 2× 2, 3× 3 and 8× 8 regular arrays. The
field can be interfaced with optical lenses. (b) Emission to a
superposition of two focussing modes, and mode matching to
an optical fiber, with bilayer 17× 17 atomic arrays as anten-
nas.
step process via a nearby atomic array with subwave-
length spacing (as investigated in recent theoretical stud-
ies [27–32]). This ensemble consists of two-level atoms
{|g〉i , |e〉i} located at positions ~ri (i = 1, ..., Na) trapped
in free-space (e.g. with optical traps [33–37]). In a first
step the atomic excitation of the master atom is swapped
in a laser assisted process to a delocalized electronic ex-
citation of the ensemble,
s+ |Ω〉 →
Na∑
i=1
eiφiσ+i |Ω〉 /
√
Na. (5)
Here |Ω〉 ≡ |G〉 {|g〉i} |vac〉, and we have defined
s+ ≡ |E〉 〈G| and σ+i ≡ |e〉i 〈g|. This delocalized elec-
tronic excitation in the atomic ensemble then decays back
to the ground state |e〉i → |g〉i by emission of an opti-
cal photon. The key idea is to design phases φi in the
laser-assisted first step, so that the atomic ensemble acts
as a holographic or phased-array antenna for directed
spontaneous emission into the target mode (in analogy to
classical phased-array antennas [38–40]). That is, direc-
tionality of emission comes from interference between the
emitting atomic dipoles [41–48]. We first assume the sys-
tem to operate in the Lamb-Dicke regime, such that pho-
ton recoil and motional effects, e.g. due to temperature,
can be neglected [49]. There are various ways of imple-
menting the process (5) in quantum optics with atoms;
as an example we discuss below a transfer with long-
range laser-assisted Rydberg interactions [50, 51], where
spatially dependent phases φi can be written via laser
light, akin to synthetic gauge fields for cold atoms [52].
We emphasize that the overall process preserves quantum
coherence and entanglement, such that, for instance, for
an initial qubit superposition state cg |G〉 + ce |E〉 (with
cg and ce complex numbers) the outgoing photonic state
will read cg |vac〉+ ce |ψtarg (t)〉.
Below we will be interested in various geometries
of the few-atom antenna, with the goal of optimizing
the directionality of emission. We will consider bi-
layer and multilayer regular arrays of Na atoms, where
4Na = N⊥ ×N⊥ ×Nz with Nz and N⊥ being the num-
ber of atoms in longitudinal and transversal directions,
respectively. The corresponding interatomic spacings are
denoted as δz(⊥), while the overall spatial extent of the
antenna is Lz(⊥) = δz(⊥)Nz(⊥). For comparison, we also
assess the case of atoms with random positions charac-
terized by their density na. As an illustration of results
derived below, we show in Fig. 2(a) spatial photon emis-
sion patterns for 2× 2× 2, 3× 3× 2 and 8× 8× 2 bi-
layer regular arrays, assuming subwavelength spacings
δz = 0.75λ0 and δ⊥ = 0.7λ0, which is necessary in order
to avoid Bragg resonances. It is remarkable that rather
directed spontaneous emission can be obtained with very
small atom numbers. We will quantify this below as a
Purcell factor β for emission into a paraxial mode of in-
terest, and show that β close to 1 can be achieved.
For transverse sizes L⊥  λ0, the antenna can emit
photons in several spatial modes, as illustrated in the
upper panel of Fig. 2(b). Photons can also be emitted
in directional modes focussing at a distance z0 outside
the antenna, which could be used to match the mode
of an optical fiber, as represented in the lower panel of
Fig. 2(b). The focussing distance achievable in this way
is limited by diffraction as z0 . L2⊥/λ0.
A. Model of Quantum Optical Antenna
A quantum optical description for the
setup in Fig. 1(a) starts from a Hamiltonian
H3D = H0A +H0F +HAF , which we write as sum
of an atomic Hamiltonian, the free radiation field,
and the atom - radiation field coupling in the dipole
approximation. We find it convenient to work in an
interaction picture with respect to H0F , and transform
to a rotating frame eliminating optical frequencies. Thus
we write for the atomic Hamiltonian (with ~ = 1)
H0A = −∆
∑
i
σ+i σ
−
i + s
−∑
i
Jiσ
+
i + h.c. (6)
with ∆ the detuning in the laser-assisted transfer from
the master atom to ensemble due to long-range couplings
Ji = |Ji|eiφi . For the atom-radiation field coupling we
have
HAF (t) = −d
∑
i
σ+i ~p
∗~E(+) (~ri, t) + h.c. (7)
with ~d = d~p the atomic dipole matrix element with am-
plitude d and unit vector ~p, which for concreteness we
will assume circularly polarized along z, and
~E(+) (~r, t) = i
∑
λ
∫
d3k
√
ωk
2(2pi)3ε0
b~k,λe
i~k~re−i(ω~k−ω0)t~eλ,~k
(8)
the positive frequency part of the electric field operator
(in the rotating frame), with ω0 ≡ ck0 ≡ 2pic/λ0 the
optical frequency, ~eλ,~k the polarization vector.
The effective decay of the master atom via the ensem-
ble is described in a Wigner-Weisskopf ansatz as
|Ψ(t)〉 =
(
s (t) s++
∑
i
Pi (t)σ+i
+
∑
λ
∫
d3kψ~k,λ (t) b
†
k,λ
)
|Ω〉 ,
(9)
with initial condition s(0) = 1, Pi (0) = ψ~k,λ (0) = 0, and
our aim is to obtain a photon in the specified target mode
ψ~k,λ (t)→ ψtarg~k,λ (t) for times t→∞. In the Born-Markov
approximation we can eliminate the radiation field and
find
d
dt
s = −i
∑
i
J∗i Pi,
d
dt
Pi = −iJis− i
∑
j
(Hnh)i,j Pj .
(10)
This describes the transfer of the excitation from
the master atom to the ensemble atoms accord-
ing to the couplings Ji. The last equation con-
tains the non-hermitian effective atomic Hamiltonian
Hnh ≡ −∆I− i(γe/2) (I+G) with detuning ∆ and
atomic decay rate γe ≡ k30d2/(3piε0), and the hopping
of the atomic excitation within the ensemble due to
dipole-dipole interaction induced by photon exchanges.
Here we have defined Gi,j ≡ ~p ∗Gˆ (~rj − ~ri) ~p, where in
our notations the dyadic Green’s tensor is a solution
of ~∇× ~∇× Gˆ(~r)− k20Gˆ(~r) = −(6pii/k0)δ(~r) I, and ex-
presses as [53, 54]
Gˆ(~r) =
3eik0r
2i(k0r)3
[ (
(k0r)
2 + ik0r − 1
)
I
+
(−(k0r)2 − 3ik0r + 3) ~r ⊗ ~r
r2
]
.
(11)
To obtain the spatial profile of the emitted light, we
define the (normalized) single photon distribution as
~ψ (~r, t) ≡ −i√2ε0/ω0 〈Ω| ~E(+) (~r) |Ψ (t)〉. By integrating
Maxwell equation we find
~ψ (~r, t) =
√
γe
6pic
k0
∑
i
Gˆ (~r − ~ri) ~pPi
(
t− |~r − ~ri|
c
)
,
with the emitted field as radiation of interfering atomic
dipoles.
For simplicity we discuss below the limit of perturba-
tive Ji, where we eliminate the atomic ensemble coupled
to the radiation field as an effective quantum reservoir.
We obtain for the effective decay of the master atom
d
dt
s =
(
i
∑
i,j
Ji
∗ (H−1nh )i,j Jj)s ≡ (− i− 12γtot)s,
(12)
with γtot the total emission rate (into 4pi solid an-
gle). The spatio-temporal profile of the emitted photon
5wavepacket can thus be written as ~ψ (~r, t) = ~ϕ(~r )s (τ)
with geometric factor
~ϕ(~r ) = −
√
γe
6pic
k0
∑
i,j
Gˆ (~r − ~ri) ~p
(
H−1nh
)
i,j
Jj . (13)
Here s(τ) = e−γtotτ/2 represents the exponentially de-
caying atomic state with retarded time τ = t−|~r |/c ≥ 0.
We note that the above discussion generalizes to time-
dependent couplings Jj → Jj(t) ≡ Jjf(t), allowing a
temporal shaping of the outgoing wavepacket.
In our antenna design, we wish to optimize the direc-
tionality of emission with an appropriate choice of phases
Jj = |Jj |eiφj , for a given antenna geometry and atomic
parameters. In Figs. 1 and 2 we have already presented
corresponding results from numerical evaluation of ~ϕ(~r )
for various few-atom configurations. We present both an-
alytical and numerical studies of this optimization prob-
lem in the following two sections.
B. Quantum Antenna in Paraxial Approximation
An analytical insight for optimizing emission to a given
spatial mode of the radiation field can be obtained in the
paraxial approximation for ~ψ(~r, t). This approximation
is valid for strongly directional emission, and for atomic
antenna configurations with L⊥  λ0 [as illustrated in
Figs. 2(b,d)]. In the paraxial description the target mode
is specified as a desired paraxial mode of interest, e.g. as
a Laguerre-Gauss mode. The paraxial formulation given
below will not only allow us to quantify the directional-
ity in terms of a Purcell β-factor for emission into the
desired mode, but also to show that the optimal phases
for the master atom - ensemble couplings Jj are natu-
rally generated by Laguerre-Gauss laser beams driving
the transfer from master atom to atomic ensemble.
In the paraxial approximation the photon
wavepacket, propagating dominantly along a given
direction (chosen in the following as the z-axis
in Figs. 1 and 2), can be expanded in the form
~ψ(~ρ, z, t) =
∑
n ψn(t− z/c)un (~ρ, z) ~p eik0z, where we
denote (~ρ, z) ≡ ~r. Here un (~ρ, z) is a complete set of
(scalar) modes solving
(
∂z − i2k0∇2⊥
)
un (~ρ, z) = 0,
and satisfying for a given z the orthogonality condition∫
d2~ρ u∗n (~ρ, z)um (~ρ, z) = δnm [55]. Examples of paraxial
modes include the Laguerre-Gauss modes LGlp(~ρ, z) with
radial and azimuthal indices p and l. The LG modes are
implicitly parametrized by the beam waist w0, and the
focal point z0, as summarized in Appendix A.
Expanding the field emitted from the antenna into a set
of paraxial modes allows to decompose the spontaneous
decay rate γtot of the master atom as γtot =
∑
n γn + γ
′.
Here γn is the spontaneous emission rate into the paraxial
mode un(~ρ, z), while γ
′ denotes the emission into the
remaining modes in 4pi solid angle. In Appendix B we
derive
γn =
3piγe
2k20
∣∣∣∑
i,j
u∗n (~ρi, zi) e
−ik0zi (Hnh)
−1
i,j Jj
∣∣∣2 (14)
which is essentially the spontaneous emission rate ac-
cording to Fermi’s golden rule with the emitted field pat-
tern ~ϕ(~r ) projected on the paraxial modes un(~ρ, z). This
leads us to define a Purcell factor
βn ≡ γn
γtot
, (15)
as the fraction of the total emission into each paraxial
mode n (0 ≤ βn ≤ 1). Our aim is thus to find a set
of couplings {Jj} which optimizes emission into a given
directed mode — say a target mode n0 — ideally with
βn0 → 1.
Purcell factors close to unity for a given mode can be
achieved for off-resonant transfer ∆  γe. In this limit
we have H−1nh ≈ −∆−1I+ iγe/
(
2∆2
)
(I+G) up to sec-
ond order in 1/∆, and dipolar flip-flops in the atomic
ensemble are suppressed as higher order terms in a large
detuning expansion. We then find
γn = |gn|2 , gn =
√
3piγe√
2∆k0
∑
j
u∗n (~ρj , zj) e
−ik0zjJj ,
(16)
γtot =
γe
∆2
∑
i,j
J∗i (I+ Re[G])ij Jj . (17)
From this expression we see that the emission rate γn0
to the target mode of interest n0 is maximized under the
prescription
Jj ∼ eik0zjun0 (~ρj , zj) , (18)
while other γn 6=n0 are strongly suppressed, as a conse-
quence of the orthogonality condition of the paraxial
modes in a discrete approximation. This is a manifesta-
tion of the Huygens-Fresnel principle, where the atomic
emission interferes constructively in the desired direction.
We emphasize that these couplings are naturally imple-
mented in the physical setup of Fig. 1(a,c), when the
laser driving the master atom — ensemble couplings is
chosen with the spatial mode un0 . Under the prescrip-
tion (18), we obtain for the effective decay rate of Eq. (16)
γn0 = 3piγeJ¯
2Nz/(2∆
2k20δ
2
⊥), where J¯ ≡
√∑
j |Jj |2. As
an example, for J¯ ∼ 0.15∆, Nz = 2 and δ⊥ = 0.7λ0, this
corresponds to γn0 ∼ 10−2γe, which for γe in the MHz
range represents timescales of the order of 10−4 s.
We note that in the limit ∆ γe of off-resonant exci-
tation the atoms representing the quantum antenna are
only virtually excited, i.e. the atomic ensemble acts as
a virtual quantum memory. This is in contrast to real
quantum memory for quantum states of light in atomic
ensembles [56], where an incident photon is absorbed and
stored in a long-lived spin excitation, and is read out after
some storage time in a Raman process.
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FIG. 3. Performance of a ‘few-atom’ antenna. Effective optical depth (a) and corresponding Purcell factor β [inset (a)] for
an optimal Gaussian mode n0, for an antenna consisting of Na atoms. Regular arrays with Nz = 2, 4, 8 are shown in blue,
orange, and green solid lines, respectively (transversal sizes of N⊥ = 2, 3, 4 are highlighted by different markers as shown in the
legend). A lattice imperfection modeled as classical randomization of atomic positions with normal distribution with dispersion
σth = 0.01λ0 (σth = 0.02λ0) is shown in dashed (resp. dotted dashed) lines with the corresponding color code. Results for
randomly distributed atoms with the atomic density of the regular arrays na = 2/λ
3
0 are shown with black dotted line. (b)
Statistics of optimal Gaussian mode waists w0 (blue dots) versus L⊥ for all configurations of N⊥ and Nz up to 16× 16× 8.
Fitted linear dependence (blue dashed line) of w0 and the corresponding opening angle θ of the Gaussian beam (in red). (c)
Statistics of optimal interatomic distances δ⊥ versus N⊥. (d-f) Imperfections for arrays with Nz = 2, 4, 8 and N⊥ = 10. Purcell
factor as a function of (d) percentage of defects, (e) Gaussian dispersion σth of randomized atomic positions, and (f) detuning
from resonance for two-level atoms.
In the following section we will present a numerical
study for various antenna geometries, including ensem-
bles as regular atomic arrays, and for randomly posi-
tioned atoms. Analytical results for Purcell factors can
be obtained in the limit of a large number of randomly
distributed atoms, and assuming the choice of phases as
given by (18). In Appendix C we show that for such
a ‘random’ ensemble with atomic density na and opti-
cal depth Od = 3λ20naLz/(2pi), the Purcell factor can be
written as βn0 = Od/ (4 +Od). This is consistent with
the expression for readout efficiency of ensemble based
atomic quantum memories [42, 57]. Thus βn0 → 1 is
achievable in the limit of large optical depth, i.e. large
number of atoms. Remarkably, as shown in the following
section, the number of atoms required can be significantly
relaxed for regular arrays with subwavelength spacing.
C. Numerical Study of Few-Atom Arrays
We now turn to a numerical study for characteriz-
ing and optimizing the geometry of the quantum an-
tenna. We will show in particular that regular atomic
arrays, due to their periodic structure, can significantly
suppress spontaneous emission into non-forward prop-
agating modes and this will allow us to achieve large
Purcell factors even for a few-atom antenna. In our
study below we choose as target mode a Gaussian beam
un0≡(0,0)(~ρ, z) ≡ LG00(~ρ, z) (for notation see Appendix A)
with a beam waist w0 and the antenna located at the fo-
cal point z0 = 0 [see Fig. 2(b)][58]. Furthermore, we
assume that phases are chosen as fixed according to the
prescription (18), i.e. as Jj ∼ eik0zjLG00(~ρj , zj).
Let us consider an antenna with a configuration char-
acterized by a transverse atom number N⊥, a num-
ber of layers Nz, and thus a total atom number
Na = N⊥ ×N⊥ ×Nz. In the following we fix the dis-
tance between the layers as δz = λ0(2Nz − 1)/(2Nz),
which provides maximum destructive interference and
thus suppression of emission in the backward direction,
but we leave open the transverse distance δ⊥ as a pa-
rameter to be varied. The quantity to be optimized is
the Purcell factor for the Gaussian mode. We find the
maximum value of βn0(w0, δ⊥), denoted β, by varying
the waist parameter w0 and the transverse spacing δ⊥.
Our results are shown in the inset of Fig. 3(a), which
shows β as a function of Na for perfectly regular arrays
with Nz = 2, 4, 8 in blue, orange, and green lines, respec-
tively. Remarkably, a large Purcell factor of β ≈ 0.94 can
be reached with just two layers of 4× 4 arrays of atoms
as antenna (blue square marker on the blue curve), and
we see rapid convergence to 1 with increasing atom num-
ber. We note that for the perfect arrays considiered here,
the efficiency decreases with increasing Nz at fixed N⊥,
which is a consequence of the divergence of the paraxial
mode increasing with the longitudinal antenna size, such
that the optimal configuration is Nz = 2. The corre-
sponding waists w0 are shown in blue circles in Fig. 3(b),
7as a function of transverse antenna size L⊥ ≡ N⊥δ⊥, for
all configurations of N⊥ and Nz up to 16× 16× 8. The
dashed blue line indicates the linear dependence of the
optimal mode waists w0 ∼ L⊥ on the transverse antenna
size (as long as w0 & λ0). The optimization routine
identifies the largest mode waist supported by the an-
tenna, as the Purcell factor for regular arrays increases
with the growth of the transverse mode size, as we dis-
cuss below. The red dashed curve in Fig. 3(b) shows the
corresponding opening angle of the Gaussian mode as
given by θ = tan−1[λ0/(piw0)]. The optimal interatomic
spacings δ⊥ are presented in Fig. 3(c) and indicate a slow
growth with the increase of the transverse antenna size.
This is a consequence of the fact that the transverse spa-
tial spectrum of the target mode becomes narrower for
larger antennas and, according to the sampling theorem,
the antenna can properly couple to the mode even with
an increasing interatomic spacing δ⊥.
To compare regular arrays and ‘random’ atomic en-
sembles, and to reveal the antenna performance scaling
with its size, we find it convenient to define an effective
optical depth for regular arrays as Oeffd = 4β/(1−β), cor-
responding to the optical depth for a ‘random’ ensemble
achieving the same Purcell factor. This effective opti-
cal depth is shown in Fig. 3(a) for regular perfect arrays
with Nz = 2, 4, 8 in blue, orange, and green solid lines,
respectively. For comparison, results for an antenna with
randomly distributed atoms, with atomic density equiv-
alent to the one of regular arrays, are shown in black
dotted line.
The performance of the 4× 4 bilayer array mentioned
above is highlighted by the optical depth Oeffd ≈ 70 (blue
square marker). The scaling of the optical depth with
the number of atoms shows a striking difference between
regular arrays and ‘random’ atomic ensembles. This is
due to the fact that even though the emission rate γn0
into a target mode given by Eq. (16) is similar, the total
emission rate, which for the optimized couplings choice
reads γtot ≈ γn0 + γ′, is defined mainly by the scatter-
ing into non-paraxial modes γ′. An ensemble of ran-
domly distributed atoms emits almost equally well into
all non-paraxial modes, although the ratio γ′/γn0 is sup-
pressed by the number of atoms. For regular atomic
arrays, however, the sideward scattering is totally sup-
pressed for target modes with large transverse extent.
In addition, paraxial backward emission is significantly
suppressed by means of the destructive interference with
the proper choice of longitudinal spacing δz given above.
This results in Purcell factors for regular arrays, which
are far superior to the one of a ‘random’ ensemble.
In Appendix D we show that the effective optical depth
for a lattice emitting into a mode with transverse size w
grows as (w/λ0)
4, which is equivalent toOeffd ∼ (Na/Nz)2
since w/λ0 ∼ N⊥. More precisely, for a Gaussian mode
with waist w0 focussed inside an antenna of size L⊥  w0
we have Oeffd ≤ 8 + 32(w40/σ2) for a two layer antenna
with δz = (3/4)λ0, where σ = 3λ
2
0/(2pi) is the scattering
cross section of a two-level atom, where the upper bound
corresponds to the probability of emitting forwards. This
analytical result is shown in black dot-dashed line in
Fig. 3(a), where we have converted the antenna size Na
into a mode waist w0 using the linear dependence of the
optimal mode waist on the transverse antenna size [blue
dashed line in Fig. 3(b)]. This scaling is in contrast to
the ‘random’ ensemble optical depth, which grows like
Od ∼ (Na)1/2 for an ensemble geometry optimized for
a Gaussian beam [59]. This scaling is shown in black
dotted line in Fig. 3(a).
The effect of imperfections in atomic arrays is shown in
Figs. 3(d,e,f). Panel (d) illustrates the decrease of Purcell
factor β due to a finite percentage of defects (i.e. miss-
ing atoms) for an array with Nz = 2, 4, 8 layers. Panel
(e) shows the effect of temperature, which is modeled as
a classical randomization of atomic positions normally
distributed with variance σ2th ≡ 2nth/(mωm), where nth
is the average thermal occupation of motional states, m
the atomic mass and ωm the vibrational frequency. This
is also shown in Fig. 3(a) with dashed and dot-dashed
lines corresponding to σth = 0.01λ0, 0.02λ0, respectively
(the color indicates Nz as described above). Clearly, an
antenna consisting of larger number of layers Nz is less
prone to imperfections since it has more emitters to sup-
port the destructive interference for the backward scat-
tering. Finally, in panel (f) we study the Purcell factor β
[without the approximations of Eqs. (16), (17)] as a func-
tion of the detuning ∆ from the resonance for two-level
atoms. One can see that a detuning of the order of the
natural linewidth γe is sufficient to reach optimal Purcell
factors.
IV. CHIRAL PHOTONIC QUANTUM LINK
Quantum antennas can be used as a light-matter inter-
face to form chiral photonic quantum networks in free-
space, with several distant master atoms strongly inter-
acting via a common 1D free space photonic mode [see
Fig. 1(b)]. We illustrate the efficiency of this ‘quan-
tum link’ with simulations of deterministic Quantum
State Transfer protocols. We then express the dynamics
of a more generic photonic network, including possibly
many-photon states, in terms of a Quantum Stochastic
Schro¨dinger Equation.
A. Chiral Master Equation with Quantum
Antennas
We consider a minimal network consisting of two
nodes separated by a distance L = 2z0 [see Fig. 1(b)],
where each master atom (a = 1, 2) has a ground state
|G〉a and an excited state |E〉a, with s−a ≡ |G〉a〈E| and is
coupled to an array of Na atoms. We denote the hopping
rates as Jj,a with j = 1, ..., 2Na, where Jj,1 (Jj,2) takes
non-zero values only for j ≤ Na (resp. j > Na). We
assume that each array acts as a quantum antenna with
8FIG. 4. Free-space quantum link. (a) Purcell factor β as
a function of the distance z0 from each antenna to the fo-
cussing point of the gaussian mode for various N⊥, with
δ⊥ = 0.75λ0. Inset: corresponding optimal waists. The
dotted-dashed curves have analytical expressions (see text).
(b,c) State transfer fidelity, for N⊥ = 10 and (b) δz = 0.75λ0,
(c) δ⊥ = 0.8λ0.
a common paraxial target mode n0, with the waist of
this mode located halfway between the two nodes [60].
As represented in Fig. 4(a), a good photon emission
and absorption into this mode, characterized by β ≈ 1,
is realized when L⊥ &
√
λ0z0, a condition set by the
diffraction limit. The dashed-dotted curve represents∫
|x|,|y|<L⊥/2 d
2ρ |un0 (~ρ, z1)|2 = erf
[√
L2⊥pi/(4z0λ0)
]2
,
with z1 the position of the first antenna along z,
which is the maximum value for β achievable with an
antenna with transverse surface L2⊥. This corresponds
to the limit N⊥ → ∞, and already for N⊥ = 10 the
curve is almost indistinguishable from this limit. The
corresponding optimal waists are shown in the inset of
Fig. 4(a), where the black curve represents the waist
minimizing the mode width at the position of the
antenna, and is given by w0 =
√
z0L/pi. For discrete
arrays with finite N⊥, the optimal waist is given by a
trade-off between minimizing this mode width in order
to diminish finite-size effects of the layers, and increasing
the number of atoms emitting in the mode in order to
improve the effective optical depth. This results in a
saturation of w0 ∼ L⊥ for low values of z0.
In order to characterize the efficiency of the quantum
link between the two qubits, we first express the dynam-
ics in terms of a master equation for the density matrix
ρ for the master atoms. Assuming that (i) the photonic
field is initially in the vacuum state, (ii) the couplings
are perturbative (i.e., Jj,a  ∆), and (iii) the time-
delay in the photon propagation between the two anten-
nas is negligible (i.e., Markov approximation), we elim-
inate antenna atoms and radiation field as an effective
reservoir for master atoms, and obtain a chiral master
equation analogous to Eq. (2), where now the effective
non-hermitian Hamiltonian reads (see Appendix E)
Heff =
2∑
a=1
(
a − iγtot,a
2
)
s+a s
−
a
− i (γLeiφLs+1 s−2 + γReiφRs+2 s−1 ) .
(19)
Here a − iγtot,a/2 ≡ −
∑
i,j J
∗
i,a(H
−1
nh )i,jJj,a, where a is
a frequency shift for each qubit [61], while γa is their total
effective decay rate, similarly to Eq. (12). We note that
due to the symmetry of the system and of the target
mode, we have here γtot,1 = γtot,2 ≡ γ. On the other
hand, the rates of interaction between qubits and the
associated phases are given by
γRe
iφR =− i
2Na∑
i,j=1
J∗i,2(H
−1
nh )i,jJj,1, (20)
γLe
iφL =− i
2Na∑
i,j=1
J∗i,1(H
−1
nh )i,jJj,2, (21)
and the decay to unwanted non-paraxial modes expresses
as γ′ ≡ γ− γR− γL. Finally, the recycling terms express
as
Leffρ =
2∑
a=1
γtot,as
−
a ρs
+
a +
(
γRe
iφR + γLe
−iφL) s−1 ρs+2
+
(
γRe
−iφR + γLeiφL
)
s−2 ρs
+
1 , (22)
The rate γR (γL) in Eq. (19) corresponds to the effec-
tive long-range coupling from the first qubit to the second
one (second to first, respectively), which in general is not
reciprocal (i.e., γR 6= γL). In analogy to Eq. (16), assum-
ing k0z0  1, we obtain in the paraxial approximation
and to lowest order in γe/∆
γRe
iφR =
3piγe
2∆2k20
∑
n,i,j
eik0(zi−zj)J∗i,2un(~ρi, zi)u
∗
n(~ρj , zj)Jj,1,
(23)
while γLe
iφL can be expressed in a similar way by re-
placing Jj,a → J∗j,a. This assumes a decomposition
of left-propagating modes on a similar paraxial basis,
with the same waist location as for the right-propagating
modes. In particular, using Eq. (18) for the cou-
plings, in the limit β → 1 we have the expression
γR → 3piγeJ¯1J¯2Nz/(2∆2k20δ2⊥), where J¯a ≡
√∑
i |Ji,a|2
denotes the coupling rate between master atom a and
its antenna, while (γL, φR) → 0 and φL → 4k0z0. We
thus obtain almost ideal unidirectional couplings between
qubits, thus forming a cascaded quantum system as dis-
cussed in Sec. II. We illustrate this here with the appli-
cation of deterministic Quantum State Transfer (QST)
protocols.
To realize QST, we first remark that the various decay
rates in Eq. (19) can be taken time-dependent by adding
a temporal modulation in the laser-assisted hopping rates
Jj,a → fa(t)Jj,a, such that γtot,a → fa(t)2γtot,a and
γR/L → f1(t)f2(t)γR/L. The functions f1(t) and f2(t)
9are chosen such that in the ideal scenario (i.e., γR = γ)
the total excitation of the two qubits is conserved [62].
With imperfect couplings (γR < γ), the QST fidelity is
given by F = γ2R/γ2, assuming γL  γR (see Appendix F
for details).
Fig. 1(e) represents the range of values for F acces-
sible in our model, which are obtained by evolving the
dynamics of the master atom density matrix ρ from
the chiral master equation, and shows that the typi-
cal achievable inter-array separations 2z0 grows linearly
with the surface L2⊥. The dashed curve represents a nu-
merical estimation for the maximum fidelity achievable
in the paraxial limit, and corresponds to the limit of
N⊥ →∞. In the inset, we show that the saturation value
decreases like 1/N4⊥, which is equivalent to the scaling ofOeffd ∼ (Na/Nz)2 as discussed in Sec. III C. As an exam-
ple, with N⊥ = 20 we obtain F ≈ 0.88 for 2z0 = 150λ0,
demonstrating the efficiency of atomic arrays for build-
ing optical interconnects with mesoscopic distances. For
small z0, Fig. 4(b) shows that δ⊥ can take a broad range
of values, as long as δ⊥ . 0.9λ0. As z0 increases, this
range diminishes as we need a larger surface L2⊥ ∼ z0λ0.
Conversely, by varying δz, a spatial periodicity of λ0/2
appears when δz 6= λ0(1±1/4) [see Fig. 4(c)], arising from
the fact that γL is not properly cancelled, which induces
a back-action on the first qubit depending in general on
the propagation phase as φR + φL = 4k0z0.
Finally, we note that for fidelities F close to 1, several
strategies for quantum error correction can be applied to
our situation to further improve the fidelity. This can be
realized by coupling several qubits to each atomic array,
rather than a single one, to implement redundant qubit
codes correcting for the photon losses arising from β < 1.
For instance, following a protocol described in Ref. [63],
the qubit state can first be redundantly encoded in an
atomic ensemble, using entangled states with multiple
atomic excitations for the logical qubit, such as cat or bi-
nomial states [64]. Coupling the ensemble to the atomic
array will produce a propagating quantum error correct-
ing photonic code rather than a single photon, which can
then be transferred to a second distant ensemble, using
the same protocol as described above. Provided the prob-
ability of error is small enough, single photon losses can
be detected and corrected in the second ensemble. On
the other hand, when the fidelity F is too low for error
correction, probabilistic protocols become advantageous,
and atomic arrays can be used to achieve high repetition
rates.
B. Quantum Stochastic Schro¨dinger Equation
Formulation
In Sec. III we studied the spontaneous emission process
of a single photon from a single master atom, which we
described using a Wigner-Weisskopf ansatz. In Sec. IV A
we then considered a system of two nodes, whose generic
dynamics was provided by a master equation, obtained
under the assumptions that the radiation was initially
in the vacuum state, and that time-delays in the photon
propagation between the nodes was negligible (Markov
approximation). In the following we extend these for-
malisms to account for such possible delays, and to allow
for the description of any initial photonic field state.
1. Single emitter
We start with the description of a single node of mas-
ter atom and quantum antenna. Beyond the Wigner-
Weisskopf treatment presented in Sec. III, the dynamics,
including possibly many-photon states, is conveniently
formulated in the framework of quantum stochastic cal-
culus, in terms of a Quantum Stochastic Schro¨dinger
Equation (QSSE) [49]. Our description is obtained in the
limit ∆  γe by adiabatically eliminating excitations in
the antenna in an Holstein-Primakoff approximation. For
details on the derivation of the QSSE and formal defini-
tion of the field modes we refer the reader to Appendix G.
We obtain
i
d
dt
|Ψ(t)〉 = [Hsys + V (t)] |Ψ(t)〉 , (24)
describing the dynamics of a pure state |Ψ(t)〉 including
master atom and photonic field, where the interaction
Hamiltonian expresses as
V (t) = i
[∑
n
(
gRn b
R
n
†
(t) + gLn b
L
n
†
(t)
)
+ g′b′†(t)
]
s− + h.c.
(25)
Here b
R/L
n (t) represent quantum noise annihilation op-
erators for photons in the paraxial 1D mode n prop-
agating in the right/left direction, and interacting
with the master atom at time t, while b′(t) corre-
sponds to unwanted modes propagating in 3D, satisfying
[bp(t), bqn
†(t′)] = δp,qδ(t− t′) with p, q ∈ {R,L,′ }.
The effective coupling of the master atom to right-
propagating modes gRn expresses as gn in Eq. (16),
while gLn can be expressed as in Eq. (16) by replac-
ing un (~ρj , zj) e
ik0zj → u∗n (~ρj , zj) e−ik0zj . The cou-
pling g′ on the other hand expresses from Eq. (17) as
g′ =
√
γtot −
∑
n(|gRn |2 + |gLn |2). For generality sake we
also added a term Hsys, accounting for eventual addi-
tional operations on the master atom which needs not
conserve the number of excitations, e.g. for an exter-
nal coherent drive Hsys = ΩR(s
− + s+)−∆Rs+s− with
Rabi frequency ΩR and detuning ∆R [65]. The dynamics
generated by Eq. (25) is in exact analogy to that of a
qubit with chiral coupling (gLn 6= gRn ) to a multimode 1D
waveguide, where each n corresponds to an orthogonal
degenerate waveguide mode, achieving ideal coupling in
the limit g′ → 0.
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2. Two emitters
We now consider the case of two nodes as studied in
Sec. IV A. The interaction Hamitonian in Eq. (25) ex-
presses here as V (t) = V1(t) + V2(t), where (see Ap-
pendix G)
Va(t) = i
[
g′ab
′
a
†
(t) +
∑
n
(
gRn,ae
−iω0τabRn
†
(t− τa) (26)
+gLn,ae
iω0τabLn
†
(t+ τa)
)]
s−a + h.c.,
with τ1 = 0, and τ2 ≡ τ = 2z0/c the time-delay in
the propagation of a photon between the two nodes.
Here b′1,2(t) denote annihilation operators for photons in
non-paraxial modes, which we assume independent with
[b′1(t), b
′
2
†
(t′)] = 0, and g′1,2 denote the effective coupling
rates of the master atoms to these modes. On the other
hand bRn (t) represent bosonic operators for a continuous
string of harmonic oscillators interacting consecutively
with the first and second master atom, while bLn(t) repre-
sent harmonic oscillators interacting consecutively with
the second and first atom.
In some cases, the time-delay τ in the label of
field operators of Eq. (26) can be formally set to 0+,
such that the QSSE can be integrated. This is the
case when the time-delay is shorter than the typi-
cal timescale of the atomic dynamics (Markov approx-
imation, i.e. |g′a|2 +
∑
n(|gRn,a|2 + |gLn,a|2) 1/τ), or for
purely cascaded systems (i.e.,
∑
n |gLn,a|2 
∑
n |gRn,a|2),
where photons flow from the first to second node
without back-action. In the case of vacuum initial
state for the photonic field we obtain the chiral mas-
ter equation of Sec. IV A, in the paraxial approxima-
tion, where we identify γRe
iφR =
∑
n g
R
n,1
(
gRn,2
)∗
and
γLe
iφL =
∑
n g
L
n,2
(
gLn,1
)∗
. When the delay cannot be ne-
glected however, numerical techniques can be used to
solve the QSSE, such as matrix-product-state methods.
V. ATOMIC IMPLEMENTATION
Quantum antennas can be realized in various micro-
scopic systems. The basic requirements for the physi-
cal realization of the model of the previous section, as
master atom (qubit) coupled to a quantum antenna, are
the following. (i) Excitations must be transferred coher-
ently from master atom (qubit) to the antenna atoms.
For a quantum antenna built as large atomic arrays this
requires long-range couplings. (ii) The spatial distri-
bution of the corresponding couplings Ji, in particular
the required phases for directional emissions, can be en-
gineered, for instance using laser-assisted processes [see
Eq. (18)]. (iii) Antenna atoms can emit photons via an
optical dipole transition.
Here we present an implementation with neutral atoms
employing laser-assisted Rydberg interactions. This
builds on the recent experimental progress in loading
FIG. 5. Rydberg implementation. (a) Atomic level schemes,
with the relevant states for our implementation in blue. (b,c)
Probability of emission in a Gaussian mode (b) as a function
of the distance zm between master atom and antenna [dashed
line: value for two-level model, see Fig. 3(a)], and (c) as a
function of the number of atoms for the optimal zm, using
dressing laser with a LG profile (blue), or with an optimized
spatial distribution of Ωd(~ri) (orange). We consider an en-
semble of 10 × 10 × 2 atoms with δ⊥ = 0.7λ0, δz = 1.25λ0,
Ωc = 2pi × 2.5 MHz, |Ωd/∆d| ≤ 0.02.
atoms in regular optical lattices, using e.g. optical trap-
ping techniques, and the possibility to laser excite atoms
to Rydberg states to induce and control long-range dipo-
lar interactions. We remark that our model can also be
realized in various other atomic physics setups. For very
small antenna sizes, e.g. the minimal antenna 2× 2× 2,
we can use the physics of atomic Hubbard models (includ-
ing synthetic gauge fields [52]) to implement the model
of Sec. III. In addition, for neutral atoms [51, 66, 67]
and molecules [68] long range coupling are available as
magnetic and electric dipolar interactions. Finally, these
ideas can also be translated to a solid-state context, us-
ing quantum dots [69] or NV centers [70]. This also in-
cludes interfacing superconducting qubits [71] stored in
strip line cavities with bilayer atomic ensembles acting
as quantum antenna.
The atomic level structure we have in mind is shown in
Fig. 5(a). For concreteness, we consider optically trapped
atoms in a bilayer (Nz = 2) configuration, where the mas-
ter atom is a 133Cs atom and the antenna is made of
87Rb atoms [72]. The state of the master atom is en-
coded in two Rydberg states |G〉 = |28S1/2,mj = 12 〉 and
|E〉 = |27P3/2,mj = 32 〉, with microwave transition fre-
quency ωCs (the quantization axis is set by an external
magnetic field along z). Antenna atoms can be excited
to four electronic levels, including two Rydberg states
|R′〉i = |26P1/2,mj = − 12 〉 and |R〉i = |26S1/2,mj = 12 〉,
with transition frequency ωRb [73]. Our particular choice
of Rydberg states is motivated by the small energy differ-
ence ∆˜ ≡ ωCs−ωRb = 2pi×1.74(2) GHz between the two
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Rydberg transitions due to a Fo¨rster resonance [74]. Fi-
nally, we choose two hyperfine stretched states, a ground
state |g〉i = |5S1/2, F = 2,mF = 2〉 and an excited state|e〉i = |5P3/2, F = 3,mF = 3〉, in order to generate opti-
cal photons with λ0 = 780 nm (D2-line). In our model,
we operate in the frozen gas regime [51], where the mo-
tion of the atoms can be neglected for the timescales
associated with our model.
While the complete atomic physics details are pre-
sented in Appendix H, we describe here the main el-
ements allowing this setup to behave as quantum an-
tenna. First, the antenna atoms are subject to a laser
beam coupling off-resonantly, with spatial Rabi frequen-
cies Ωd(~ri), and detuning ∆d, |g〉i to |R′〉i. In the dress-
ing regime, Ωd(~ri), Vdd  ∆d, where Vdd is the dipole-
dipole coupling between Rydberg states (see Fig. 5),
we obtain an effective coherent ‘flip-flop’ interaction
|E〉 |g〉i → |G〉 |R〉i between master atom and antenna,
which can be controlled externally via Ωd(~ri), i.e we can
use the dressing laser to write the required phases on the
antenna atoms. Second, emission of optical photons from
|Ri〉 is assisted by a control laser with Rabi frequencies
Ωc(~ri), and detuning ∆c.
To show that good directionality can be achieved with
realistic configurations, we now present numerical sim-
ulations showing the Purcell factor β for emission of a
single photon to a Gaussian mode, which include un-
wanted dipole-dipole couplings between antenna atoms,
and finite Rydberg states lifetimes. To complement this
analysis, we also present in Appendix H a mapping to
Eq. (10), which is valid under the condition of the elec-
tromagnetically induced transparency Ωc(~ri)  Ji, γr,
and ∆c = 0, with γr being the Rydberg decay rate. In
Fig. 5 (b,c) we show the Purcell factor β for the emission
to Gaussian modes. Panel (b) shows that an almost per-
fect fidelity of coupling to a Gaussian target mode can be
reached at a certain optimal qubit-antenna distance zm.
The latter results from a tradeoff between an exagger-
ated inhomogeneity of the dipole-dipole couplings Ji at
small zm and the predominance of unwanted losses from
the Rydberg states at large zm. In panel (c) we show
that the effect of inhomogeneity can be significantly mit-
igated by using an optimized spatial distribution of Rabi
frequencies Ωd(~ri) (instead of LG mode). This shows
that the atomic antenna based on Rydberg atoms can be
realized with state-of-art technology and with realistic
parameters.
VI. OUTLOOK
In the present work we propose a scheme for imple-
menting high-efficiency quantum links in free-space, us-
ing phased atomic arrays as chiral atom-light optical in-
terface. Our setup realizes the paradigmatic model of
chiral quantum optics, with distant atoms interacting via
emission and absorption of unidirectional photons. This
allows for the implementation of modular architectures
for quantum information processing in free space, with-
out use of dielectric nanostructures or cavities. In partic-
ular, we show that strong connectivity can be achieved
even for moderate antenna sizes, allowing for high-fidelity
state transfer between atomic qubits.
Quantum antennas as a free-space quantum light mat-
ter interface can be extended to incorporate ‘built-in’
modules for quantum information processing. Beyond
the case of quantum state transfer with single photons
discussed here, quantum antennas can be used for in-
stance to generate, emit and absorb photonic states with
can error correct for single photon losses [64], and thus
increase the free-space link connectivity.
Note added — Since our first submission
arXiv:1802.05592v1, the Rydberg coupling between
a master atom and an atomic ensemble was also
discussed for directional single-photon sources in
arXiv:1806.07094v1.
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Appendix A: Properties of Laguerre-Gauss Beams
Here we summarize notation, properties and
parametrization of Laguerre-Gauss (LG) modes
as used repeatedly in the main text. LG modes
are particular solutions of the paraxial equation(
∂z − i2k0∇2⊥
)
LGlp (~ρ, z) = 0, and are defined, for a
given optical wavelength λ0, by the mode waist w0 [see
Fig. 2] as
LGlp (~ρ, z) =
√
2p!
pi(p+ |l|)!
1
w(z)
(
ρ
√
2
w(z)
)|l|
e
− ρ2
w2(z)
L|l|p
(
2ρ2
w2(z)
)
ei
k0ρ
2
2R(z)
+ilφ−i(2p+|l|+1)ξ(z),
(A1)
where ρ ≡ |~ρ| and φ = atan(y/x), which defines a
basis with
∫
d2ρup,l (~ρ, z)
(
up′,l′ (~ρ, z)
)∗
= δl,l′δp,p′ . For
simplicity we assume here that the origin for z is lo-
cated at the waist. Here L
|l|
p denotes the generalized
Laguerre polynomials, where the radial index p ≥ 0 and
the azimuthal index l are integers. The curvature ra-
dius is defined as R (z) = z + z2R/z, and the Gouy phase
as ξ(z) = tan−1(z/zR), with zR the Rayleigh length
zR ≡ piw20/λ0. The mode width at position z is expressed
as w(z) ≡ w0
√
1 + z2/z2R.
Appendix B: Emission Rate into Paraxial Mode
In this section we derive Eq. (14) of Sec. III B for
the emission rates γn to a set of orthogonal paraxial
modes un (~ρ, z). The photon flux into these modes is
defined through the overlap of the emitted field with
the corresponding modes, in a plane transverse to the
propagation axis z, and located at zp  λ0 to ne-
glect the near-field effects. This allows us to identify
γn = c
∣∣∫ d2~ρ u∗n(~ρ, zp)~p ∗~ϕ(~r )∣∣2 . Taking zp far enough
from the antenna, only the paraxial part of ϕ(~r ) will
contribute, and we can replace the Green’s function in
Eq. (13) by its paraxial counterpart as
~p ∗Gˆ(~r − ~ri)~p→3pik−20 Gpar(~ρ− ~ρi, z − zi)
=3pik−20
∑
n
eik0(z−zi)un(~ρ, z)u∗n(~ρi, zi).
(B1)
Here we have definedGpar(~ρ, z) = k0e
ik0[z+|~ρ|2/(2z)]/(2ipiz)
with the property
∫
d2~ρ u∗n(~ρ, zp)Gpar(~ρ − ~ρi, zp − zi) =
u∗n(~ρi, zi). This gives Eq. (14) of the main text.
Appendix C: Purcell Factor for Atomic Ensemble
with Random Atomic Positions
In this Section we derive analytically an expression of
Purcell factors for an ensemble of Na atoms, as quoted
in Sec. III B, with atoms randomly distributed in a box
with volume V = L2⊥ ×Lz. We start from Eqs. (16) and
(17) in the limit of large detuning ∆→∞ and write
βn =
1
~J† [I+ Re(G)] ~J
3pi
2k20
∣∣∣∣∣∑
i
u∗n (~ρi, zi) e
−ik0ziJi
∣∣∣∣∣
2
,
(C1)
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where, for convenience, we use the vector
notation ~J ≡ {J1, . . . JN}. From Eq. (B1)
we have for the term in denominator
~J†Re(G) ~J ≈ 3pi
2k20
∑
n
∣∣∑
i u
∗
n (~ρi, zi) e
−ik0ziJi
∣∣2 Sub-
stituting this expression in Eq. (C1) we get
βn =
σ
4
∣∣∑
i u
∗
n (~ρi, zi) e
−ik0ziJi
∣∣2
~J† ~J + σ4
∑
m |
∑
i u
∗
m (~ρi, zi) e
−ik0ziJi|2
, (C2)
where we defined the single atom resonant scattering
cross-section as σ ≡ 3λ20/(2pi) = 6pi/k20. Let us as-
sume now that the coefficients Ji are chosen in or-
der to maximize the emission to the mode un0 as
Ji ∼ eik0ziun0 (ρi, zi). Assuming the transverse size of
the atomic cloud is larger than the mode waist, i.e.
w0 . L⊥, and transforming the sum in Eq. (C2) to an
integral
∑
i → na
∫
V
d3r, we get
βn0 =
σ
4 |naLz|2
naLz +
σ
4 |naLz|2
≡ Od
4 +Od ,
with the optical depth defined as Od ≡ σnaLz.
Appendix D: Optical Depth of a 3D Lattice
In this Section we derive an analytical expression for
the Purcell factor and the effective optical depth for a
two layer phased array of emitters, as quoted in Sec-
tion III C. Here we consider arrays infinite in the trans-
verse directions, and we neglect polarization effects. The
lattice spacings in the longitudinal and transverse di-
rections are δz and δ⊥, respectively. The array is pre-
pared to emit a photon unidirectionally with wavevec-
tor k0 into a mode with transverse spatial distribu-
tion f(~ρ ) of a large width w  λ0 with λ0 the pho-
ton wavelength. Therefore, the mode transverse spatial
spectrum F⊥(~q ) =
∫
f(~ρ )e−i~q~ρd~ρ has a narrow width
qmax ∼ 1/w  k0.
The unnormalized probability amplitude ϕ(~q, kz) to
emit a photon into a plane wave with wavevector
~k = {~q, kz} can be found as the limit |~r | → ∞ of the
Eq. (13) in the main text, for ~r = |~r |(~k/|~k |). Here we
neglect the polarization part of the Green’s function and
consider the limit of large detunings ∆  γe. For a
two layer array of emitters (located at z = ±δz/2) with
the phases fixed, according to the prescription (18) (in
the main text), to emit light into the transversally wide
mode, i.e. Jj = e
ik0zjf(~ρj), the probability amplitude
ϕ(~q, kz) reads
ϕ(~q, kz) =
∑
j
Jje
−i~q ~ρj−ikzzj
∼
[
e−i(k0−kz)δz/2 + ei(k0−kz)δz/2
]
F⊥(~q ).
Here the approximation of the sum with the continu-
ous function F⊥(~q ) becomes exact for a lattice spacing
δ⊥ < (2qmax)−1, according to the sampling theorem. The
ensemble does not emit in the transverse direction, as the
spectrum F⊥(~q ) goes to zero for qx,y > qmax. Thus the
photon can be emitted into paraxial forward and back-
ward modes only.
In order to define the Purcell factor we need to find
the corresponding amplitudes to emit the photon for-
ward and backward. First, we consider emission into
the paraxial backward modes with k←z ≈ −k0 + (q2x +
q2y)/(2k0). The longitudinal spacing δz is chosen to sup-
press the exact backward scattering (given by the plane
wave with kz = −k0, qx,y = 0), i.e. δz = λ0(2Nz −
1)/(2Nz). The backward scattering amplitude for the
interlayer spacing δz = (3/4)λ0 reads
ϕ←(~q ) =
[
e−i(k0−k
←
z )δz/2 + ei(k0−k
←
z )δz/2
]
F⊥(~q )
≈ −2 sin
[
3pi
8
(q2x + q
2
y)
k20
]
F⊥(~q ) ≈
q2x + q
2
y
k20
F⊥(~q ).
The probability to emit light backward is proportional to∫
d~q |ϕ←(~q)|2, and is given by
P← ∼
∫
dqx
k0
dqy
k0
∣∣∣∣∣q2x + q2yk20 F⊥(qx, qy)
∣∣∣∣∣
2
≈ 1
2
∫ qmax
0
dq2r
k20
(
q2r
k20
)2
=
1
6
(
qmax
k0
)6
∼
(
λ0
w
)6
.
Here we approximated the spectrum function as a con-
stant for q2x + q
2
y ≤ q2max and zero otherwise. On the
other hand, the forward scattering amplitude has a lead-
ing term of order 1, and the probability to emit forward
reads
P→ ∼
∫
dqx
k0
dqy
k0
|F⊥(q)|2
≈ 1
2
∫ qmax
0
dq2r
k20
1 =
1
2
(
qmax
k0
)2
∼
(
λ0
w
)2
.
This allows us to read off the effective optical depth for
a two infinite layers emitting into a transversally con-
fined mode as Oeffd = 4β¯1−β¯ = 4P→P← ∼
(
w
λ0
)4
, where
β¯ = P→/(P→ + P←). This is the result quoted in Sec-
tion III C.
More precisely, for a two-layer antenna with phases
chosen to emit into a Gaussian mode with a beam waist
w0, Jj ∼ eik0zjLG00(~ρj , zj), as discussed in Section III C,
one can similarly show that the effective optical depth
for forward emission reads Oeffd = 8 + 32(w40/σ2), where
σ = 3λ20/(2pi) is the scattering cross section of a two-level
atom and the calculation is performed for the interlayer
spacing δz = (3/4)λ0.
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Appendix E: Derivation of Chiral Master Equation
for Two Nodes
Here we derive the chiral master equation for two in-
teracting distant quantum nodes of master atom and
antenna. We adiabatically eliminate the field and the
antenna atoms as an effective reservoir for the master
atoms, and obtain a ‘chiral’ master equation, assuming a
vacuum initial state for the photonic field. In Sec. E 1 we
first sketch the formalism, while in Sec. E 2 we provide
explicit expressions.
1. Derivation of effective master equation
In a frame rotating with the optical frequency ω0,
and eliminating the photonic field dynamics in a Born-
Markov approximation, the model can be described by a
master equation for the atomic density matrix ρ˜ describ-
ing the master atoms and the antenna atoms, reading
dρ˜
dt
= −i
[
Hint +
2Na∑
j,k=1
Re(Hnh)j,kσ
+
j σ
−
k , ρ˜
]
−2
2Na∑
j,k=1
Im(Hnh)j,kD[σ+j , σ−k ]ρ˜.
(E1)
Here, we integrated the dynamics of the photonic field,
which we assumed initially in the vacuum state (zero tem-
perature), we defined Hint ≡
∑
a,j
(
Jj,aσ
+
j s
−
a + h.c.
)
and
D[σ+j , σ−k ]ρ˜ ≡ σ−k ρ˜σ+j − 12{ρ˜, σ+j σ−k }, and we recall that
Hnh ≡ −∆I− i(γe/2) (I+G). Following the notations of
Ref. [76], we express Eq. (E1) in the form
dρ˜
dt
=− i (HNH + V+ + V−) ρ˜+ iρ˜
(
H†NH + V+ + V−
)
+
2Na∑
j,k=1
Γj,k
(
Lkρ˜L
†
j
)
, (E2)
with the jump operators Li ≡ σ−i , the collective emis-
sion rates given by the matrix Γj,k ≡ −2Im(Hnh)j,k, the
non-hermitian Hamiltonian describing the dynamics of
excitations in the arrays HNH ≡
∑
i,j(Hnh)i,jσ
+
i σ
−
j , the
term coupling excitations in the qubits to excitations in
the arrays
V+ ≡ Q
2∑
a=1
s−a
2Na∑
j=1
Jj,aσ
+
l P, (E3)
and V− ≡ V †+. Here P and Q are projectors defined as
P ≡ ⊗2a=1Ia ⊗2Naj=1 |g〉j 〈g| and Q ≡ I − P, where we as-
sume that at all time at most a single excitation is present
in the atomic arrays. From the fact that Γj,k is a real and
positive-definite matrix, it can be diagonalized with an
orthogonal matrix U as
∑
j,k U
T
l,jΓj,kUk,l′ = Γlδl,l′ , with
Γl ≥ 0. The last term of Eq. (E2) then becomes
2Na∑
j,k=1
Γj,k
(
Lkρ˜L
†
j
)
=
2Na∑
j,k,l=1
Uj,lΓlU
T
l,k
(
Lkρ˜L
†
j
)
=
2Na∑
l=1
Γl
(
L˜lρ˜L˜
†
l
)
,
where we defined new jump operators as L˜l ≡
∑
j Ul,jLj .
We now eliminate adiabatically the degrees of freedom
for the atomic arrays, assuming the weak couplings
Jj,a  |∆− iγe/2|, such that the population of the an-
tenna atoms is small at all times (i.e. Tr [Qρ˜] 1).
Applying second order perturbation theory, the pro-
jected density matrix ρ ≡ P ρ˜P obeys the Lindblad mas-
ter equation
dρ
dt
= −i [Heff, ρ] +
2Na∑
l=1
ΓlD
[
L
(l)†
eff , L
(l)
eff , ρ
]
, (E4)
with the effective Hamiltonian and jump operators de-
fined as
Heff = −1
2
V−
(
H−1NH +
(
H−1NH
)†)
V+, (E5)
L
(l)
eff = LlH
−1
NHV+. (E6)
Below we provide explicit expressions for Eqs. (E5) and
(E6).
2. Emergent chiral master equation
Substituting the expressions of Eq. (E3) in Eq. (E5)
we first obtain
Heff = −P
2∑
a,a′=1
2Na∑
j,k=1
J∗j,aRe
[
H−1nh
]
j,k
Jk,a′s
+
a s
−
a′P.
(E7)
Analogously, we have for last term of Eq. (E4)
2Na∑
l=1
ΓlD
[(
L
(l)
eff
)†
, L
(l)
eff , ρ
]
= 2
2∑
a,a′=1
2Na∑
j,k=1
J∗j,aIm
[
H−1nh
]
j,k
Jk,a′D
[
s+a , s
−
a′ , ρ
]
,
(E8)
where we used the relation
2Na∑
i,i′=1
(
H−1nh
)∗
i,j
Γi,i′
(
H−1nh
)
i′,k = 2Im
[
H−1nh
]
j,k
. (E9)
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Finally, the master equation for the qubit reduced density
matrix ρ reads
dρ
dt
=
2∑
a,a′=1
2Na∑
j,k=1
(
iJ∗j,a
[
H−1nh
]
j,k
Jk,a′s
+
a s
−
a′ρ
−iJ∗j,a
[
H−1nh
]∗
j,k
Jk,a′ρs
+
a s
−
a′ (E10)
+2J∗j,aIm
[
H−1nh
]
j,k
Jk,a′s
−
a′ρs
+
a
)
.
This master equation can finally be expressed in the form
of the main text by identifying γ1,2, γL,R and φL/R.
Appendix F: Deterministic Quantum State Transfer
Protocols
In this section we provide expressions for the functions
f1,2(t) realizing Quantum State Transfer. Their explicit
form can be obtained by requiring the temporal shape
of photons emitted by the first array to be symmetric
under time reversal, such that f2(−t) = f1(t) is a so-
lution. This is discussed in more details for example in
Refs. [26, 77]. We will assume for simplicity a symmet-
ric scenario, where γa ≡ γ, and γR/L,a ≡ γR/L. In our
simulations we use f1(t) =
√
eγt/(2− eγt) for t < 0, and
f1(t) = 1 for t ≥ 0, although the results do not depend
on the explicit expression of these shapes.
For an initial pure state with a single exci-
tation, the qubit density matrix can be written
as ρ(t) = |ψ(t)〉 〈ψ(t)| + Pg(t) |GG〉 〈GG| , where
|ψ(t)〉 = c1(t) |EG〉+ c2(t) |GE〉 with c1(t) and c2(t) the
excitation amplitudes of the first and second qubit. We
get, assuming γL  γR,
dc1
dt
=− 1
2
γf1(t)
2c1(t)
dc2
dt
=− 1
2
γf2(t)
2c2(t)− γReiφRf1(t)f2(t)c1(t).
(F1)
Denoting here 2T the duration of the proto-
col from the initial time −T to the final time
T , these equations can be integrated to yield
|c2(T )|2 = (γR/γ)2
[
1−O(e−γT )] |c1(−T )|2. The fi-
delity for QST is the success probability of transfer for the
initial condition c1(−T ) = 1 and c2(−T ) = Pg(−T ) = 0,
and is thus identified as (γR/γ)
2, provided γT is taken
large enough. In the simulations we use γT = 20.
Appendix G: Derivation of Quantum Stochastic
Schro¨dinger Equation
In this Section we provide details omitted in Sec. IV B,
and provide a QSSE formulation of the dynamics in
the limit where the antenna can be adiabatically elim-
inated. We consider only the case of two quantum nodes
(a = 1, 2) of master atom and antenna, and the case of
a single node is obtained by dropping the subscript a
everywhere.
1. Adiabatic elimination of antenna atoms
We consider here a minimal network of two master
atoms (a = 1, 2), with ground states |G〉a and excited
states |E〉a, and with s−a ≡ |G〉a〈E|. Each master
atom is now coupled to a quantum antenna consisting
of Na atoms located at positions ~ri, with ground states
|g〉 i and excited states |e〉i, with σ−i ≡ |g〉i〈e| (where
i = 1, 2, . . . · · · , 2Na). In an interaction picture, the in-
teraction Hamiltonian then reads
Vfull(t) =
∑
i,a
(
e−i∆tJi,aσ+i s
−
a + h.c.
)
(G1)
− d
∑
i
(
e−i∆tσ+i ~p
∗~E(+)(~ri, t) + h.c.
)
.
Assuming the detuning defines the fastest timescale in
the system (i.e., ∆  γe, δω with δω the bandwidth of
the photonic field), we can eliminate the antenna atoms
adiabatically, assuming they remain in their ground state
at all time. The evolution of the resulting system, effec-
tively coupling the master atoms to the photonic field, is
governed by the following effective Hamiltonian
V (t) =
∑
i,a
|Ji,a|2
∆
s+a s
−
a
+
d2
∆
∑
i
(
~p~E(−)(~ri, t)
)(
~p∗~E(+)(~ri, t)
)
− d
∆
∑
i,a
J∗i,as
+
a
(
~p∗~E(+)(~ri, t)
)
− h.c. (G2)
The first line represents a Stark shift redefining the mas-
ter atom transition frequency, which can be compensated
e.g. with additional AC Stark shifts. The second line
represents an effective refraction index, which can be ne-
glected in the limit γe/∆  1. Finally, the third line
contains the interaction term we are interested in.
2. QSSE for the full 3D field
We first rewrite the Hamitonian of Eq. (G2) using the
expansion of Eq. (8) as
V (t) = i
∫
dω
(
ei(ω−ω0)t
∑
a
κa(ω)b
†
a,ωs
−
a − h.c.
)
.
(G3)
Here we replaced
∫
d3k → ∫ dω ω2 ∫ dΩ/c3, with dΩ the
differential solid angle, and we defined the coupling κa(ω)
κa(ω) =
√
d2ω3
2c3(2pi)3∆20
(G4)
×
√∑
i,j
Ji,aJ∗j,a
8pi
3
(
δi,j + Re
(
~p∗Gˆ(~ri − ~rj)~p
))
,
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where we used
Re
(
~p∗Gˆ(r)~p
)
=
3
8pi
∑
λ
∫
dΩ|~p · eˆλ,~k|2e−i
~k·~r. (G5)
The photon annihilation operators on the other hand are
defined as
ba,ω =
ω
∑
λ
∫
dΩb~k(~p · eˆλ,~k)
∑
i e
i~k·~riJ∗i,a√
c3
∑
λ
∫
dΩ|~p · eˆλ,~k|2|
∑
i e
i~k·~riJ∗i,a|2
, (G6)
such that they satisfy bosonic commutation relations
[ba,ω, b
†
a,ω′ ] = δ(ω − ω′).
In order to obtain a QSSE from Eq. (G2), we
need to perform a Born-Markov approximation and as-
sume κ(ω) ≈ κ(ω0). This requires in particular that
ωL⊥/c 1, where L⊥ denotes the spatial extent of the
antenna, such that the phase factor eikL⊥ acquired by a
photon propagating in the antenna can be approximated
by eik0L⊥ . Finally, we define the quantum noise opera-
tors
ba(t) =
1√
2pi
∫
dωe−i(ω−ω0)tba,ω, (G7)
satisfying [ba(t), b
†
a(t
′)] = δ(t − t′), and the Hamiltonian
now reads
V (t) = i
∑
a
(
gab
†
a(t)s
−
a − h.c.
)
, (G8)
with ga ≡
√
2piκa(ω0) which is equivalent to the expres-
sion of Eq. (17) if we identify γtot,a = |ga|2.
3. QSSE for the paraxial part of the field
In order to obtain an effective 1D description of the
dynamics, we decompose the QSSE obtained above into
a paraxial part, with both antennas coupling to the same
modes, and a non-paraxial part, where each antenna cou-
ple to its own bath (corresponding to the imperfections
from β < 1). Considering first only right-propagating
modes, we project the electric field operator on a parax-
ial basis, and obtain, with ~r ≡ (~ρ, z),
ERpar(~ρ, z, t) = i
∫
dk
∑
n
un(k, ~ρ, z)e
ikzERn (k)e
−i(ωk−ω0)t,
(G9)
where un(k, ~ρ, z) forms an orthonormal basis for paraxial
modes with momentum k propagating along z in the right
direction, and
ERn (k) = 2pi
∫
d2q
√
ωk
2(2pi)30
b~k v
∗
n(k, ~q, z = 0), (G10)
where we defined the Fourier transform as
un(k, ~r, z) ≡ (1/2pi)
∫
d2qei~q·~rvn(k, ~q, z). Here we made
the assumption that the transverse spectrum can be
restricted to |~q|  k0 (paraxial approximation).
The Hamiltonian for the interaction between master
atom and paraxial field can then be written as
V Rpar(t) ≡
d
∆
∑
i,a
(
ERpar(~ρi, zi, t)
†
Ji,as
−
a + h.c.
)
(G11)
= i
∫
dω
(
ei(ω−ω0)t
∑
a,n
κRn,a(ω)e
−iωza/cbRn,ω
†
s−a − h.c.
)
,
where za denotes the geometric center position of antenna
a along z, the coupling expresses as
κRn,a(ω) =
√
d2ω
4pic0∆2
∑
a,i
e−iω(zi−za)/cu∗n(ω,~ri, zi)Ji,a
(G12)
and the photon annihilation operator as
bRn,ω =
1√
c
∫
d2q bω/c,~q u
∗
n(ω, ~q, z = 0) (G13)
satisfying [bRn,ω, b
R
n′,ω′
†
] = δ(ω − ω′)δn,n′ . We now per-
form a Born-Markov approximation, where we assume
that κRn,a(ω) ≈ κRn,a(ω0). Defining the quantum noise
operators
bRn (t) =
1√
2pi
∫
dωe−i(ω−ω0)tbRn,ω, (G14)
which satisfy [bRn (t), b
R
n′
†
(t′)] = δn,n′δ(t − t′), the Hamil-
tonian of Eq. (G11) now expresses as
V Rpar(t) = i
∑
a,n
gRn,a
(
e−iω0za/c bRn
†
(t− za/c)s−a − h.c.
)
,
(G15)
with gRn,a ≡
√
2piκRn,a(ω0), which is equivalent to the
expression of Eq. (16) if we identify the decay rate as
γRn,a = |gRn,a|2.
For left-propagating paraxial modes, we perform a sim-
ilar procedure, and we define all corresponding variables
by replacing the superscript R → L. We use a simi-
lar decomposition for the paraxial modes, with the waist
located at the same position as for right-propagating
modes, which is obtained by replacing the mode expres-
sions as un (k, ~ρ, z) e
ikz → u∗n (k, ~ρ, z) e−ikz, and finally
obtain
V Lpar(t) = i
∑
a,n
gLn,a
(
eiω0za/c bLn
†
(t+ za/c)s
−
a − h.c.
)
.
(G16)
4. Field decomposition
From the mode definitions in Eqs. (G7) and (G14),
we can now decompose the modes interacting with the
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antennas into their paraxial and non-paraxial parts. Ex-
panding the photon operators in terms of Eqs. (G6) and
(G13), we obtain
[ba(t), e
−iω0za/cbRn
†
(t′ − za/c)] =
(
gRn,a
)∗
ga
δ(t− t′),
(G17)
[ba(t), e
iω0za/cbLn
†
(t′ + za/c)] =
(
gLn,a
)∗
ga
δ(t− t′),
(G18)
where we identify |gRn,a/ga|2 as the Purcell β-factor. Fi-
nally, we define the coupling to unwanted non-paraxial
modes as g′a ≡
√
|ga|2 −
∑
n
(|gRn,a|2 + |gLn,a|2). This pro-
vides a definition for the annihilation operator of photons
in these unwanted modes b′a(t) as
ba(t) ≡
∑
n
(
gRn,a
)∗
ga
eiω0za/cbRn (t− za/c) (G19)
+
∑
n
(
gLn,a
)∗
ga
e−iω0za/cbLn(t+ za/c) +
g′a
ga
b′a(t),
which we assume independent with
[b1(t), b
′
2
†
(t′)] = [bR/Ln (t), b′a
†
(t′)] = 0, such that
[b′a(t), b
′
a′
†
(t′)] = δ(t − t′)δa,a′ , and from Eq. (G8)
we obtain Eq. (26), where we set z1 = 0 and z2 = 2z0.
Appendix H: Details on the Rydberg
Implementation
In this Section we provide details on our Rydberg im-
plementation discussed in Sec. V.
1. Model
In a frame rotating with the laser frequencies, the
quantum-optical Hamiltonian describing our model can
be written in the formHRyd = H0A+HAF+H0F+Hlosses,
where we have
H0A = −
∑
i
[
(∆d + ∆˜) |R〉i 〈R|
+ ∆d |R′〉i 〈R′|+ ∆c |e〉i 〈e|
]
+
∑
i
[Ωd(~ri) |g〉i 〈R′|+ Ωc(~ri) |R〉i 〈e|+ h.c.]
+
∑
i
Vdd(~ri − ~rm) (|ER′i〉 〈GRi|+ h.c)
+
∑
i<j
V ′dd(~ri − ~rj)
(|RjR′i〉 〈R′jRi|+ h.c) ,
with Vdd(~ri − ~rm) = C3(1 − 3 cos2 θi,m)/r3i,m the
desired ‘flip-flop’ process transferring excitations
between master atom and antenna atoms, and
where V ′dd(~ri − ~rj) = C ′3(1 − 3 cos2 θij)/r3i,j de-
scribes dipole-dipole couplings between antenna
atoms. Here, ~rm is the position of the master atom,
rab = |~ra − ~rb|, and cos θab = [(~ra − ~rb) · ~z ]/rab. For
the levels chosen above, we have C3 ≈ 49.3hMHzµm3,
C ′3 ≈ 41.5hMHzµm3. The Hamiltonians HAF and
H0F are introduced in the main text. Finally, we
model in a first approximation the natural decay
of the Rydberg states with a non-Hermitian Hamil-
tonian Hlosses = −i(γr/2) (|R〉i 〈R|+ |E〉i 〈E|), with
γr = 2pi × 3.6 KHz.
2. Perturbative regime
By choosing ∆d + ∆˜ = 0, and in the regime
Ωd, Vdd  ∆d, we can eliminate in second-order pertur-
bation theory the state |R′〉i and obtain
H0A =
∑
i
Ji (|Egi〉 〈GRi|+ h.c)
+
∑
i<j
J ′ij (|Rjgi〉 〈gjRi|+ h.c)
+
∑
i
[Ωc(~ri) |R〉i 〈e|+ h.c.]−∆c |e〉i 〈e| , (H1)
allowing long-range coherent excitation transfer from
master atom to antenna atoms. Here the ‘dressed’ cou-
plings Ji = Vdd(~ri−~rm)Ωd(~ri)/∆d can be engineered via
the dressing-laser Rabi frequency Ωd(~ri). Note that we
did not write the additional AC Stark shifts contribu-
tions, which can be included in the definitions of the de-
tunings (or compensated via additional laser couplings).
Note that our effective Hamiltonian (H1) is not identi-
cal to the model presented in the main text [see Eq. (6)].
First, instead of two level atoms with detunings ∆, we
obtain here an antenna built from three-level atoms,
where the decay from Rydberg to ground state is Ra-
man assisted by the control laser Ωc(~ri). Second, ex-
citations can also hop between antenna atoms with
J ′ij = V
′
dd(~ri − ~rj)Ωd(~ri)Ω∗d(~rj)/∆2d.
3. Study of three-level atoms antennas
To assess the performance of three-level antennas, we
calculate numerically the spatial profile of the mode
~ϕ(~r ) generated via the excitation transfer to the an-
tenna, as governed by Eq. (H1). We can also obtain
an analytical expression for the decay rate γtot and for
~ϕ(~r ). Assuming ∆c = 0 and a strong control field
Ωc  Ji, J ′i,j , γr, we obtain Eqs. (16), (17) with the iden-
tification Ji/∆→ Ji/Ωc (~ri). In this limit, we establish a
direct connection between our Rydberg implementation
and our model of two-level antenna presented in the main
text.
