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Durante el presente documento se evidenciará el desarrollo de una metodología 
implementada con el fin de identificar una técnica derivada de la inteligencia 
artificial que permita realizar la identificación de colillas de cigarrillo en imágenes.  
Como primer paso del proyecto se realizó el desarrollo de una vigilancia 
tecnológica con el fin de indagar en las tendencias actuales a nivel investigativo 
en temas que tienen relación con la detección de objetos en imágenes. Este 
proceso permitió seleccionar un modelo de Deep learning por medio del análisis 
bibliográfico de los documentos encontrados en la base de datos scopus. Se 
identifico una red de clústeres de palabras claves correlacionadas que genero 
una aproximación significativa con las palabras claves determinadas para el 
proyecto y a partir de esta red se decidió implementar un modelo de red neuronal 
convolucional conocido como Faster RCNN.  
Luego de seleccionar de manera analítica este modelo de red neuronal 
convolucional, se identificaron las características necesarias en el conjunto de 
datos para su correcta implementación, además de esto se realizó la recolección 
de las imágenes que se usaron dentro de la ejecución del experimento.  
Como siguiente paso se realizó el preprocesamiento de las imágenes 
capturadas, para que se ajustaran a las necesidades requeridas por la técnica 
seleccionada, se realizó la adecuación del entorno sobre el cual se ejecutó el 
experimento que en este caso fue el entorno web Google Colab, sobre el que se 
implementó el algoritmo haciendo uso de la gpu que es brindada por esta 
herramienta.   
Finalmente, luego de ajustar el entorno y de realizar la implementación de la 
técnica seleccionada, se realizaron pruebas de la funcionalidad del algoritmo, y 
se pudo observar su correcto funcionamiento en el objetivo de la detección de 
colillas en diferentes imágenes aleatorias. A partir de los resultados se hizo uso 
de herramientas brindadas por librerías como tensorflow que permitieron generar 
métricas desempeño para poder concluir con el experimento registrando un 
análisis comportamiento del algoritmo durante su ejecución y determinando que 
si existe la posibilidad de hacer uso de técnicas derivadas de la inteligencia 
artificial para realizar la identificación de objetos pequeños como colillas de 
cigarrillo en fotografías o imágenes que pueden ser tomadas desde cualquier 
dispositivo.  
PALABRAS CLAVE: Inteligencia artificial, análisis de imágenes, detección de 








During the present document the development of an implemented methodology 
will be evidenced in order to identify a technique derived from artificial intelligence 
that allows the identification of cigarette butts in images. 
As a first step of the project, I developed a technological surveillance was carried 
out in order to investigate current trends at the research level in topics related to 
the detection of objects in images. This process allowed selecting a Deep 
learning model by means of the bibliographic analysis of the documents found in 
the scopus database. A network of correlated keyword clusters was identified that 
generated a significant approximation with the keywords determined for the 
project and from this network it was decided to implement a convolutional neural 
network model known as Faster RCNN. 
After analytically selecting this convolutional neural network model, the 
necessary characteristics were identified in the data set for its correct 
implementation, in addition to this, the images that were used within the execution 
of the experiment were collected. 
As a next step, the pre-processing of the captured images was carried out, so 
that they were adjusted to the needs required by the selected technique, the 
adaptation of the environment on which the experiment was carried out, which in 
this case was the Google Colab web environment, was carried out. the one that 
implemented the algorithm using the gpu that is provided by this tool 
Finally, after I adjusting the environment and carrying out the implementation of 
the selected technique, tests were carried out on the functionality of the algorithm, 
and it was possible to observe its correct operation in order to detect cigarette 
ends in different random images. From the results, use was made of tools 
provided by libraries such as tensorflow that allowed generating performance 
metrics to be able to conclude the experiment by recording a behavioral analysis 
of the algorithm during its execution and determining that there is the possibility 
of using techniques derived from the artificial intelligence to identify small objects 
such as cigarette butts in photographs or images that can be taken from any 
device. 








Los cigarrillos que son el producto derivado del tabaco más conocido contienen 
en su interior un gran número de sustancias, que después de ser tratadas por la 
industria y esparcidas en el cuerpo de las millones de personas que las 
consumen, generan más perjuicios que beneficios, principalmente se convierten 
en un ataque directo a los órganos vitales no solo de quien lo consume, sino de 
las personas que lo rodean mientras lo hace.1 Además, debido a los pocos 
cuidados a la hora de deshacerse del residuo del cigarrillo, los consumidores 
están generando un impacto ambiental silenciosamente negativo.  
Y es que actualmente, el hábito de consumir cigarrillo está generando una alarma 
a nivel mundial, y no específicamente por el hecho de que este producto tenga 
altos número de consumo, sino por la errada costumbre de los consumidores de 
arrojar los residuos del cigarrillo en lugares que no son los indicados. Es normal 
encontrar u observar centenares de colillas de cigarrillo a lo largo de una 
caminata por cualquier ciudad o por la playa de casi cualquier costa del mundo.2 
Esto ha llegado a un punto en que las secuelas que genera a nivel ambiental no 
solamente afectan a las personas que circulan en cada uno de estos lugares, 
sino que causa diferentes tipos de desequilibrios en todos los ecosistemas, 
debido a la gran cantidad de tóxicos que se almacenan en estos desechos y la 
facilidad con la que elementos como el agua pueden llevarlos a la naturaleza.3 
Una de las consecuencias con mayor impacto que se pueden resaltar a causa 
del contacto de las colillas de cigarrillo con el medio ambiente, es la 
contaminación de los ecosistemas marítimos, tales como; mares, ríos, lagos, etc. 
Que se genera a partir de las toxinas que se almacenan en estos residuos, 
durante su estadía en la naturaleza y que llegan a estos diferentes entornos 
ambientales por medio de las lluvias o redes de alcantarillado. Esta amenaza al 
medio ambiente se suma a los motivos de diferentes problemas ambientales que 
 
1 J. Rosell, “El tabaco , un dramático y violento asesino en las vías respiratorias,” vol. 61, pp. 119–144, 
2009. 
 
2 J. C. Alvarez-Zeferino, S. Ojeda-Benitez, A. Vázquez Morillas, M. E. Ramírez-Barreto, M. Beltrán-
Villavicencio, and V. L. Rosado-Piña, “Presencia de colillas de cigarros en una playa de Tuxpan, 
Veracruz,” Los residuos como Recur., vol. 11, no. 1, pp. 13–21, 2018. 
 
3  A. D. E. La, U. Distrital, and F. José, “Uso Integral De Colillas De Cigarrillo Con Fines Ambientales Y 
Comerciales. Proyecto Piloto En La Facultad Del Medio Ambiente De La Universidad Distrital Francisco 
José De Caldas,” Boletín Semillas Ambient., vol. 11, no. 1, pp. 72–79, 2017. 
 
se desarrollan y se sienten en el presente a lo largo del mundo, entre los que se 
encuentran el calentamiento global, el descongelamiento de los polos, la 
polución, la escases del agua, la contaminación atmosférica, entre otras.4 Estas 
situaciones que se encuentran actualmente dentro del ecosistema global hacen 
que sea necesario comenzar a generar aportes significativos desde las 
diferentes áreas del conocimiento, para construir impactos positivos a la 
naturaleza e iniciar un movimiento de conciencia y cambio dentro de las 
diferentes sociedades en general.  
Por lo anterior este proyecto de investigación tecnológica se basa en la 
implementación de un experimento para la identificación de colillas de cigarrillo 
en imágenes de zonas urbanas, haciendo uso de técnicas de inteligencia 
artificial, con el objetivo de generar un impacto positivo al desarrollo y cuidado 
del bienestar de las comunidades por medio de tecnología aplicada a un 
problema social y ambiental. En este documento se presentará el procedimiento 
detallado de la selección de una técnica basada en inteligencia artificial por 
medio del análisis bibliográfico obtenido a partir de documentos disponibles en 
la base de datos SCOPUS. También se encontrará: la construcción del entorno 
de datos requerido para el experimento, la implementación de un algoritmo 
basado en la técnica de inteligencia artificial seleccionada y el análisis de los 















4 L. Capurro, I. Titular, and D. Recursos, “Desafíos ambientales en el siglo XXI,” Rev. del Cent. Investig. 










1.1. LINEA DE INVESTIGACION O ALTERNATIVA 
 
TRABAJO DE INVESTIGACIÓN TECNOLÓGICA 
 
1.2. PLANTEAMIENTO DEL PROBLEMA 
 
El consumo de cigarrillo pasó de tener un efecto negativo de manera individual, 
a afectar a toda la sociedad en general. Las colillas de cigarrillo en el presente 
son uno de los residuos que generan un mayor número de restos tóxicos a nivel 
mundial, y uno de los que también tiene mayor probabilidad de generar un 
impacto ambiental negativo debido a la cercanía que puede llegar a tener con 
diferentes tipos de ecosistemas. Según la organización mundial de la salud OMS, 
alrededor del mundo se venden un poco más de 15.000 millones de cigarrillos al 
día, de los cuales cerca de 10.000 millones son desechados de manera 
incorrecta5, y resultan realizando su ciclo de descomposición mientras circulan 
en la naturaleza, lo cual es alarmante debido a que en esta gran cantidad de 
residuos se pueden llegar a encontrar más de 7000 agentes tóxicos que tienen 
alta probabilidad de impactar el medio ambiente.6 
Según estudios realizados por el Instituto Nacional de Cancerología (INC), los 
residuos del cigarrillo tienen al menos 50 sustancias que impactan directamente 
y de diferentes formas a la naturaleza, generando contaminación al agua, aire y 
tierra, que resultan siendo los consumidores finales de todos los componentes 
del cigarrillo. Y aclaran también, que algunos de estos tóxicos encontrados en 
 
5 “OMS | Día Mundial Sin Tabaco 2017: venzamos al tabaco en favor de la salud, la prosperidad, el medio 
ambiente y el desarrollo de los países.” https://www.who.int/mediacentre/news/releases/2017/no-tobacco-
day/es/ (consutado: May 22, 2020). 
 
6 Ibid. https://www.who.int/mediacentre/news/releases/2017/no-tobacco-day/es/ (consultado: May 22, 
2020). 
 
los residuos o colillas, pueden llegar a tardar hasta 25 años en degradarse 
completamente.7 
En la actualidad la actividad de recolección de colillas de cigarrillo en Colombia 
no cuenta con una herramienta que permita una recolección eficiente y continua. 
El único proceso de recolección de este tipo de residuo en Colombia se realiza 
manualmente por personas que trabajan en el área de aseo de la ciudad o 
voluntarios que por iniciativa propia prestan el servicio a este servicio a la ciudad. 
Sin embargo, el número de personas que realizan esta actividad, no logran cubrir 
la demanda de residuos que generan el gran número de fumadores existentes 
en el país.  
En Colombia, específicamente en Bogotá, se recogen cerca de 324 toneladas 
de colillas de cigarrillo al año según un artículo publicado por Cindy Patiblanco 
en la página web gubernamental de la ciudad.8 Es decir que aproximadamente 
cerca de 5 millones de colillas de cigarrillo son arrojadas al suelo diariamente en 
la capital del País. Los resultados de este tipo de estadísticas han impulsado el 
desarrollo de proyectos ecológicos como el de “mi Colilla, mi responsabilidad” 
que surge de una iniciativa realizada por Cindy Julieth Perilla, estudiante de la 
Universidad Católica de Colombia, que idealizo un proyecto basado en el 
movimiento “No más colillas en el suelo global” que era liderado por Miquel 
Garau, un joven ambientalista español.9 
A raíz del desarrollo del proyecto “mi colilla, mi responsabilidad”, se han realizado 
diferentes maratones de recolección de residuos de cigarrillos, en las que se han 
alcanzado a reunir alrededor de 60 voluntarios y se han unido 4 diferentes 
universidades de Bogotá, La universidad Santo tomas, la universidad piloto, La 
universidad católica de Colombia y el Politécnico Gran colombiano.10 Y se ha 
conseguido la recolección de un número significativo de estos residuos. Sin 
embargo, es relevante analizar e identificar que la forma en que se realiza esta 
actividad consta de un proceso rudimentario que no solamente genera un 
desgaste físico, sino que como se mencionó anteriormente, se debe realizar una 
inversión en cuanto a tiempo de todo el personal, que además al ser voluntarios 
esto representa también una pérdida de posibles ingresos en la realización de 
otra actividad que genere beneficios lucrativos.  
Por lo mencionado con anterioridad, se plantea realizar la implementación de un 
algoritmo que permita la identificación de colillas de cigarrillo en imagenes, y que 
pueda ser la base para realizar el planteamiento de la construcción de un robot 
que realice la recolección continua y automática de estos residuos, con el 
objetivo de reducir la necesidad de requerir de un proceso manual para este fin.  
 
7 “No hay chicote bueno - Archivo Digital de Noticias de Colombia y el Mundo desde 1.990 - 
eltiempo.com.” https://www.eltiempo.com/archivo/documento/MAM-5063272 (consultado: May 23, 2020). 
8 “‘No más colillas en el suelo de Bogotá’: más jóvenes se unen. | Bogota.gov.co.” 
https://bogota.gov.co/mi-ciudad/ambiente/no-mas-colillas-en-el-suelo-de-bogota-mas-jovenes-se-unen 
(consultado: May 23, 2020). 
9 M. I. Colilla and M. I. Responsabilidad, “NO MÁS COLILLAS BOGOTÁ-NMCSBOGOTA@GMAIL.COM 
@NoMasColillasBogota”. http://premioslatinoamericaverde.com/archivos/2019/proyecto_7950_archivo.pdf 
(Consultado: May 23, 2020). 
10 “‘No más colillas en el suelo de Bogotá’: más jóvenes se unen. | Bogota.gov.co.” 
https://bogota.gov.co/mi-ciudad/ambiente/no-mas-colillas-en-el-suelo-de-bogota-mas-jovenes-se-unen 
(consultado: May 23, 2020). 
A pesar de que recoger un objeto es una actividad que no representa una gran 
dificultad para el humano, la transición para que esta tarea pueda ser realizada 
por una maquina conlleva un grado de análisis importante. Análisis para el cual 
se propone el apoyo de un algoritmo basado en inteligencia artificial que consiga 
brindar una solución al problema raíz del proceso planteado, que sería, el 
reconocimiento de lo que es una colilla de cigarrillo a partir de sus características 
intrínsecas. 
Determinar si el objeto pertenece o no a el conjunto de residuos que se desean 
recoger, es una labor que desencadena diferentes procesos cognitivos que de 
cierta forma han sido aprendidos por el humano a lo largo de su acercamiento al 
objeto por medio de sentidos como la vista o el tacto. En primera instancia, para 
determinar sus particularidades y realizar una clasificación, se hace uso del 
reconocimiento visual. Proceso que se simulara por medio de una cámara, que 
es uno de los actuadores que más se encuentran en los sistemas de 
automatización, y que permite llevar de manera practica el mundo real a un 
entorno virtual manejable y óptimo para procesos de análisis de imágenes.  
A partir de lo anterior, se realiza un experimento que se basa en la captura de 
imágenes de zonas urbanas en las que se encuentren residuos de cigarrillo, para 
que a través de la implementación de una técnica basada en inteligencia artificial 
o el aprendizaje de máquina, se encuentre un algoritmo capaz de ajustarse a los 
requerimientos mínimos del proceso definido de la identificación de colillas de 
cigarrillo en zonas urbanas.  
 
Figura 1. Diagrama de planteamiento del problema 
Fuente: Autoría propia. 
A partir del diagrama mostrado en la figura 1, se pueden identificar las 
siguientes imágenes:  
- Imagen 1: consumo de cigarrillo. Tomada de: Todo Dermo. NIETO, Carla. 
Prejuicios para la piel.5 de enero, 2015. [disponible en]: 
https://www.correofarmaceutico.com/tododermo/enfermedades-de-la-
piel/efectos-tabaco-piel.html  
- Imagen 2: Residuos desechados de forma incorrecta. Tomada de: 123RF, 
Solgas. Foto de archivo- Conjunto de dos imágenes con mano de lanzar 
la colilla en el suelo y en el cesto de los papeles, signo equivocado y 
derecha. [disponible en]: https://es.123rf.com/photo_60008789_conjunto-
de-dos-im%C3%A1genes-con-mano-de-lanzar-la-colilla-en-el-suelo-y-
en-el-cesto-de-los-papeles-signo-.html. 
- Imagen 3: acumulación de desechos. Tomada de:  Planeta vivo. 




- Imagen 4: Contaminación de fauna y flora. Tomada de: Endémico. 
AHRENDT, Camila. La amenaza de las colillas de cigarro. 6 de 
Noviembre, 2018. [disponible en]: 
https://www.endemico.org/actualidad/la-amenaza-las-colillas-cigarro/ 
 
- Imagen 5: Contacto de las colillas de cigarrillo con el agua de lluvia. 




- Imagen 6: Residuos desechados de forma correcta. Tomada de: 123RF, 
Solgas. Foto de archivo- Conjunto de dos imágenes con mano de lanzar 
la colilla en el suelo y en el cesto de los papeles, signo equivocado y 




- Imagen 7: Proceso de reciclaje de los residuos. Tomada de: Recytrans, 
Soluciones Globales Para El Reciclaje. RECYTRANS. Reciclaje. 25 de 
Noviembre, 2015. [Disponible en]: 
https://www.recytrans.com/blog/reciclaje/ 
 
1.3. PREGUNTA DE INVESTIGACIÓN.  
 
  ¿De qué forma se puede usar la tecnología basada en inteligencia artificial 
para la identificación de imágenes de colillas de cigarrillo en un ambiente 
urbano? 
 
¿Brinda la inteligencia artificial alguna tecnología capaz de conseguir la 
identificación de colillas de cigarrillo en imágenes capturadas en un ambiente 
urbano? 
 
¿Que tendencia tecnológica en la implementación de algoritmos se puede 





Según una investigación realizada en el año 2010 por la universidad de San 
Diego de California, anualmente se desechan alrededor del mundo cerca de 4.5 
billones de colillas de cigarrillo, haciendo de este desecho el más común a nivel 
mundial.11 Esto se entiende también como una preocupación ambiental no solo 
por el hecho del humo que se genera durante el consumo del cigarrillo, sino 
también porque la gran mayoría de estos residuos no son desechados de 
manera adecuada, convirtiéndose también uno de los residuos que se encuentra 
con mayor frecuencia en el suelo de las ciudades.  
 
La errada evacuación de los residuos por parte de los consumidores se ha 
convertido en un ataque directo para la naturaleza debido a que se ha analizado 
que nada más la nicotina y el alquitrán que se encuentran en una colilla de 
cigarrillo pueden llegar a contaminar hasta 50 litros de agua, y su duración en la 
naturaleza debido a que no son biodegradables se encuentra en un aproximado 
de entre 7 a 12 años12, tiempo durante el cual siguen acumulando partículas 
químicas aparte de las conservadas durante la combustión del cigarrillo que 
pueden terminar contaminando la fauna o flora del mundo. Este es un panorama 
que demuestra la necesidad de comenzar a tomar acción frente a esta silenciosa 
problemática ambiental13, aunque en diferentes puntos del mundo se realizan 
jornadas ambientales dentro de las cuales la recolección de estas colillas son 
puntos relevantes, esta tarea sigue siendo realizada de forma manual y conlleva 
no solo la necesidad de un gran número de personas sino de tiempo, debido a 
la poca cotidianidad con la que se realiza la actividad lo que genera una 
acumulación significativa de estos residuos en los espacios públicos. 
 
La idea de hacer uso de la inteligencia artificial para construir un aporte inicial a 
la solución es el resultado de identificar como primer obstáculo la necesidad de 
detectar las colillas de cigarrillo, actividad que puede clasificarse dentro de uno 
de los problemas abordados por técnicas de aprendizaje de máquina, de las 
cuales su implementación ha adquirido una relevancia significativa dentro de las 
tendencias investigativas durante los últimos tiempos.  
 
Al realizar una sencilla búsqueda dentro de la base de datos SCOPUS, con la 
ecuación de búsqueda: “Artificial Intelligence” OR “Machine learning” AND 
“Object detection. Se logra identificar el exponencial crecimiento que ha tenido 
 
11 C. Sandra, “Transformación De Las Colillas De Ciigarrillo a Medios Creadores De Vida, Para Mitigar El 
Impacto Ambiental.,” p. 44, 2011, [En linea]. Disponible en: 
https://repository.javeriana.edu.co/handle/10554/4154. 
 
12 C. Abrahan María, V. Sabate, G. Quiroga, and O. Bruno, “Título del Proyecto: ‘Mi ciudad no es un 





13 Ministerio de salud y protección social, “Abecé Efectos En La Salud Por El Consumo De Tabaco,” p. 5, 
2018, [En linea]. Disponible en: 
http://www.cdc.gov/tobacco/data_statistics/sgr/2010/consumer_booklet/spanish/pdfs/consumer_sp.pdf. 
 
la publicación de artículos o documentos científicos relacionados con este tema 





Grafica 1. Documentos publicados por año relacionados a inteligencia artificial 
y detección de objetos. 
Se puede observar en la gráfica 1, que el tema de detección de objetos haciendo 
uso de aprendizaje de maquina o inteligencia artificial, es un área de 
investigación que se encuentra en auge, del cual en el año inmediatamente 
anterior se encuentran 14360 documentos relacionados únicamente en la base 
de datos SCOPUS.  
 
La aplicación de este tipo de técnicas de procesamiento y análisis de imágenes 
permite a los investigadores encontrar soluciones a diferentes problemáticas 
sociales y se genera en la mayoría de situaciones una gran capacidad de 
respuesta en tiempo real a los requerimientos de cada aplicación, gracias a la 
eficiencia y eficacia conseguida con los algoritmos.14  
 
Por lo anterior, se propone la implementación de este experimento con el fin de 
generar un aporte significativo en el proceso de construcción de una solución a 
un problema social y ambiental, y se busca también con la realización de este 
proyecto incentivar a la comunidad investigativa de la Universidad católica de 
Colombia a hacer parte del proceso y realizar la implementación del resultado de 






14 “Deep Learning: qué es y por qué va a ser una tecnología clave en el futuro de la inteligencia artificial.” 
https://www.xataka.com/robotica-e-ia/deep-learning-que-es-y-por-que-va-a-ser-una-tecnologia-clave-
en-el-futuro-de-la-inteligencia-artificial (consultado en May 15, 2020). 
1.5. OBJETIVOS  
 
1.5.1. Objetivo general 
 
Implementar una técnica basada en aprendizaje de máquina para el 
reconocimiento de imágenes de colillas de cigarrillo en un ambiente urbano. 
 
1.5.2. Objetivos específicos 
 
• Construir un conjunto de datos basado en imágenes de colillas de 
cigarrillos en los suelos de zonas urbanas 
 
• Seleccionar una metodología basada en inteligencia artificial para la 
identificación de colillas de cigarrillo en imágenes 
 
• implementar un algoritmo basado en inteligencia artificial que permita 
realizar la identificación de colillas de cigarrillo en un ambiente urbano. 
• Medir el desempeño de la técnica basada en aprendizaje de máquina para 
la identificación de colillas de cigarrillo. 
1.6. ALCANCES Y LIMITACIONES 
 
Durante este proyecto se plantea desarrollar de manera metodológica. La 
implementación de un experimento que permita realizar el análisis de fotos, 
identificando en cuales se encuentran residuos de cigarrillo y en cuáles no. Cabe 
resaltar que; Solo se realizara la identificación de residuos de dos tipos de colillas 
de cigarrillos, las de color blanco y las de color naranja. 
Debido al tiempo de ejecución del proyecto a pesar de que se menciona la 
propuesta general de construir un robot que realice la recolección de colillas de 
cigarrillo, a lo largo de este documento se evidenciara únicamente el desarrollo 
de la primera fase, que se define como; la implementación de un 
algoritmo basado en aprendizaje de máquina, que permita la identificación de los 
residuos de cigarrillo en imágenes o fotografías.  
El experimento implementado en este documento mostrara el comportamiento 
funcional de la técnica de inteligencia artificial aplicada a imágenes estáticas, 
que teniendo en cuenta la definición de fotograma, puede ser migrada al análisis 
de video en un proyecto futuro que tenga como fin la construcción del dispositivo 
físico para la recolección de cigarrillos. 
 
 
2. MARCO DE REFERENCIA 
 
2.1. MARCO CONCEPTUAL 
 
2.1.1. CIGARRILLO Y SU CONSUMO. 
 
 
Figura 2. Anatomía y botanica de un cigarrillo 




El cigarrillo es quizás el producto comercial más conocido que tenga como base 
el tabaco. De manera explícita, es un cilindro de papel que guarda en su interior 
diferentes sustancias acompañando al tabaco, que al entrar en combustión 
inician la creación de humo, el cual contiene al menos 70 componentes químicos 
que viajan a lo largo del sistema respiratorio del consumidor y que son altamente 
cancerígenos, entre ellos se encuentra la nicotina, sustancia que además de ser 
nociva para los órganos del ser humano, también genera adicción. 15 
La composición física del tabaco tiene dentro de sus ingredientes distintos 
componentes que generan controversia, debido a que son usados dentro de 
otros productos para actividades como control de plagas o envenenamiento de 





15 “Harmful Chemicals in Tobacco Products | American Cancer Society.” 
https://www.cancer.org/cancer/cancer-causes/tobacco-and-cancer/carcinogens-found-in-tobacco-
products.html (consultado en May 22, 2020).  
 
16 “El cigarrillo, un catálogo de venenos | Ciencias del Envejecimiento – Gerontología – Universidad 
Maimónides.” https://gerontologia.maimonides.edu/2014/06/el-cigarrillo-un-catalogo-de-venenos/ 




Figura 3. Componentes de un cigarrillo 
Fuente: “¿Qué contiene un cigarro? - Clínica Las Condes.” 
https://www.clinicalascondes.cl/CENTROS-Y-
ESPECIALIDADES/Centros/Centro-Clinico-del-Cancer/Unidad-de-Prevencion-
del-Cancer/Programa-No-Fumo-Mas/Que-contiene-un-cigarro (accessed May 
23, 2020). 
Se conoce a partir de la historia y los estudios que el consumo de este producto 
tiene consecuencias desfavorables para el organismo de las personas, no solo 
de las que lo consumen, sino también de las que están cerca mientras se 
consume. El primer estudio formal que ratifico con certeza la conexión entre el 
cigarrillo y algunas enfermedades graves como el cáncer no salió sino hasta el 
año 1981, a pesar de que el consumo del mismo puede llegar a aparecer en la 
historia desde el descubrimiento de América.17   
En la actualidad, el control o al menos la concientización acerca del consumo de 
cigarrillo es un tema que se ha comenzado a tratar en las diferentes 
organizaciones de salud de cada país y a nivel global, la organización mundial 
de la salud desde el año 2007, hace un seguimiento a las diferentes políticas 
aplicadas a nivel mundial en contra de una epidemia global de tabaquismo, y en 
 
17 LIRAS, Antonio, MARTIN [et al]. Departamento de Fisiología, Universidad Complutense de Madrid, 
España. Tabaquismo: Fisiopatología y prevención. Revista, Invest Clinn, 2007. [consultado: 27 de 
octubre, 2019],  
Disponible en: https://www.medigraphic.com/pdfs/revinvcli/nn-2007/nn074f.pdf 
diferentes informes mantienen el control de los logros conseguidos en este 
proceso de combatir el tabaquismo a nivel mundial, regional y nacional. 18 
Además de los diferentes perjuicios que los ingredientes de los cigarrillos pueden 
causar a sus consumidores, este producto también representa un riesgo para el 
medio ambiente. Según la organización mundial de la salud una colilla de 
cigarrillo puede contaminar una cantidad de hasta 50 litros de agua potable a 
partir de las diferentes toxinas que se encuentran en las colillas de los cigarrillos, 
residuo que puede tardar cerca de 10 años en realizar su proceso de 
descomposición debido a que esta hecha con acetato de celulosa que es un 
material no biodegradable.19 




Figura 4. Filtros de cigarrillo 
Fuente: “Filtros para cigarrillos en Guatemala - Deguate.com.gt.” 
https://www.deguate.com.gt/guatemala/medicina-y-salud/filtros-para-
cigarrillos.php (accessed May 21, 2020). 
 
18 Organización Mundial de la Salud. OMS. Centro de prensa- Tabaco. 26 de julio, 2019. [disponible en]: 
https://www.who.int/es/news-room/fact-sheets/detail/tobacco  
 
19 “Cómo afecta el consumo de tabaco al ambiente - National Geographic en Español.” 
https://www.ngenespanol.com/naturaleza/como-dana-el-tabaco-al-medio-ambiente/ (consultado en May 
21, 2020). 
Los filtros de cigarrillo son la parte de un cigarrillo encargada de contener o 
absorber un porcentaje de la acumulación de partículas de humo o vapores que 
se generan durante la combustión necesaria para el consumo.20  
Esta parte del cigarrillo está cubierta por adhesivo y por papel, de la misma forma 
que el resto del cigarrillo, pero en su interior está conformada en su mayoría por 
acetato de celulosa, que es una sustancia que se produce al hacer reaccionar la 
celulosa con ácido acético. Este material se caracteriza por ser relativamente 
duro, incoloro, transparente y brillante. Los filtros de cigarrillo fueron diseñados 
con una principal funcionalidad, evitar que las sustancias perjudiciales como el 
alquitrán lleguen a los pulmones de los consumidores21.  
2.1.3. RESIDUO DE CIGARRILLO 
 
Figura 5. Residuos de cigarrillo en el suelo 
Fuente:“Por qué las colillas de cigarro contaminan tanto y dónde hay que tirarlas 
| Nueva Mujer.” https://www.nuevamujer.com/lifestyle/2019/05/18/verdad-fumar-
tirar-los-residuos-cigarro-la-calle.html (accessed May 18, 2020). 
Se comprende como residuo de cigarrillo a los filtros y parte de la columna del 
cigarrillo que en ocasiones queda sin ser diluida en su totalidad por la 
combustión durante el proceso de consumo.  
Estos residuos se consideran como una fuente de contaminación para el medio 
ambiente debido a que la función principal de los filtros de cigarrillo acumula 
una gran variedad de sustancias que generan toxinas, y que, por medio del 
contacto con la tierra, el agua o diferentes fuentes de conexión con la 
naturaleza, estas toxinas llegan a los ecosistemas. El número de residuos de 
 
20 GUEVARA Lizano, Alexa. Sistema para el adecuado desecho de colillas de cigarro. Instituto tecnológico 
de Costa Rica.. [En linea]. Disponible en: 
https://repositoriotec.tec.ac.cr/bitstream/handle/2238/2921/Informe_Final.pdf?sequence=1&isAllowed=y  
 
21 M. Monzonis, “Estudio para la minimización del residuo de colillas de tabaco y su posible reutilización,” 
p. 83, 2011, [En linea]. Disponible en: 
https://riunet.upv.es/bitstream/handle/10251/11025/Memoria.pdf?sequence=1. 
cigarrillo que se producen al año a nivel mundial se acerca a los 5.5 trillones de 
unidades.22 
2.1.4. INTELIGENCIA ARTIFICIAL 
 
Figura 6. Representación de la inteligencia artificial mediante clusters. 
Fuente: “Crean la primera red neuronal fotónica del mundo - Tercera Vía.” 
https://terceravia.mx/2016/11/crean-la-primera-red-neuronal-fotonica-del-
mundo/ (accessed May 22, 2020). 
Realizar una comprensión de la definición de inteligencia artificial puede ser un 
poco complejo, ya que esta disciplina tiene diferentes ramas o metodologías que 
pueden generar en su concepto general diferentes interpretaciones plausibles.  
Es útil realizar una división de los términos que conforman el concepto para hacer 
una inmersión un poco más legible en lo que inteligencia artificial puede 
converger. Según la definición actual de la RAE, y tomando las definiciones más 
próximas al tema en cuestión, la inteligencia se puede ver como la capacidad, 
habilidad o destreza de comprender, entender o solucionar problemas. Por otra 
parte, la palabra artificial, se puede definir como; algo que no es natural, y que 
ha sido creado a partir del ingenio humano.23 
A partir de lo anterior se podría realizar un acercamiento a la definición de 
inteligencia artificial como el medio por el que diferentes dispositivos 
tecnológicos o maquinas pueden realizar actividades que requieren de un 
proceso de información que generalmente es realizado y analizado por la 
inteligencia humana.24 Que es una forma de convergir en la definición formal y 
explicita entregada por la RAE, que dice que la inteligencia artificial es una 
“Disciplina científica que se ocupa de crear programas informáticos que ejecutan 
 
22Ibid.p.84,2011,[En línea].Disponible en: 
https://riunet.upv.es/bitstream/handle/10251/11025/Memoria.pdf?sequence=1.  
 
23 “inteligencia | Definición | Diccionario de la lengua española | RAE - ASALE.” 
https://dle.rae.es/inteligencia (consultado May 21, 2020). 
 
24“La inteligencia artificial ¿Hacia dónde nos lleva? - Revista ¿Cómo ves? - Dirección General de 
Divulgación de la Ciencia de la UNAM.” http://www.comoves.unam.mx/numeros/articulo/2/la-inteligencia-
artificial-hacia-donde-nos-lleva (consultado May 21, 2020). 
operaciones comparables a las que realiza la mente humana, como el 
aprendizaje o el razonamiento lógico.”.25 
2.1.5. APRENDIZAJE DE MAQUINA 
 
El aprendizaje de maquina se puede definir como darle la habilidad a una 
máquina de realizar diferentes tareas intrínsecas de la capacidad humana de 
aprender, tales como; la adquisición de conocimiento, la organización de ese 
conocimiento, el descubrimiento de hechos, el desarrollo de habilidades a 
través de instrucción y práctica, entre otros. El aprendizaje de maquina realiza 
el proceso de modelar computacionalmente las diferentes manifestaciones que 
puede tener el aprendizaje.26 
Esta técnica de inteligencia artificial ha sido desarrollada a partir de diferentes 
técnicas de aplicación, que permiten de una u otra forma a las maquinas 
desarrollar poco a poco la capacidad de aprehensión de una tarea, entre las 
técnicas más comunes se pueden encontrar; arboles de decisión, métodos de 
clasificación y regresiones no-lineales, modelos relacionales, Clustering, 
Reglas de Asociación, Aprendizaje bayesiano y Redes bayesianas etc.27 
 
Figura 7. Una Red bayesiana de nodos temporales que representa un 
accidente automovilístico y sus posibles consecuencias en el tiempo 
Fuente: P. Leal, “Aprendizaje de intervalos para Redes Bayesianas de Nodos 




25 Ibid. https://dle.rae.es/inteligencia (consultado May 21, 2020). 
 
26  S. Shalev-Shwartz and S. Ben-David, Understanding machine learning: From theory to algorithms, vol. 
9781107057135. 2013. 
 
27 [1] “Machine Learning y Deep Learning: cómo entender las claves del presente y futuro de la 
inteligencia artificial.” https://www.xataka.com/robotica-e-ia/machine-learning-y-deep-learning-como-
entender-las-claves-del-presente-y-futuro-de-la-inteligencia-artificial (consultado May 23, 2020). 
2.1.5.1. Aprendizaje de maquina supervisado. 
 
Este tipo de aprendizaje de maquina es el más utilizado en cuanto a detección 
de objetos, se cuentan con datos de entrada y de salida para la construcción de 
su funcionamiento. La palabra supervisado hace referencia a tener un conjunto 
de datos de entrada que este previamente clasificado y etiquetado con el cual se 
realiza el entrenamiento del software. Esto permite generar una etapa de 
aprendizaje del software en la cual se le entregan datos ya certificados con 
etiquetas sobre los objetos que se plantean como objetivos. A partir de estos 
datos de entrados el algoritmo ejecuta comparaciones contra el resultado o datos 
de salida que vaya teniendo en las iteraciones y a partir de esto le permite realizar 
ajustes a la muestra real. Se genera un aprendizaje mucho más rápido y su 
ejecución puede resultar siendo confiable en corto tiempo.28  
 
Figura 8. Flujo de trabajo algoritmo con aprendizaje supervisado. 
Fuente: “Tipos de aprendizaje automático - SoldAI - Medium.” 
https://medium.com/soldai/tipos-de-aprendizaje-automático-6413e3c615e2 
(accessed May 23, 2020). 
2.1.5.2. Aprendizaje de maquina no supervisado. 
 
Por otra parte, se encuentra este modelo de aprendizaje de máquina no 
supervisado. LA funcionalidad es similar al supervisado, el modelo no 
supervisado no hace uso de imágenes etiquetadas de entrada, por lo que no 
genera un proceso de comparación con los resultados. En este caso solo se 
tienen datos de entrada y la salida es definitiva no se itera con esta. Para el 
 
28 “Tipos de aprendizaje automático - SoldAI - Medium.” https://medium.com/soldai/tipos-de-
aprendizaje-automático-6413e3c615e2 (consultado en May 21, 2020). 
aprendizaje en este caso se realizan tareas tales como la comparación o 
agrupamiento de clustering, que permite identificar áreas de las imágenes que 
tengan características similares.29 
2.1.6. METRICAS DE DESEMPEÑO. 
 
2.1.6.1. IOU 
Intersección sobre la unión o IoU (intersection over unión), es una de las métricas 
más utilizadas en cuanto a las implementaciones de detección de objetos y 
consta en la evaluación de las regiones que son tomadas como regiones de 
interés. Esta medida esta directamente relacionada con las predicciones 
realizadas por el modelo y por las anclas de verdad de entrenamiento o de 
evaluación de entrada que tiene el modelo. 
Dependiendo de la cantidad de sección de la caja predicha que se encuentre en 
intersección con la caja delimitadora de verdad se realizara la medida de esta 
medida y se puede observar de manera grafica en la siguiente figura. 30 
 
Figura 9. Interseccion sobre union. 
Fuente: R, Jie Tan. “Breaking Down Mean Average Precision (mAP)” [online] 
Available in: https://towardsdatascience.com/breaking-down-mean-average-




29 Ibid. https://medium.com/soldai/tipos-de-aprendizaje-automático-6413e3c615e2 (consultado en May 22, 
2020). 
30 H. Rezatofighi, N. Tsoi, J. Gwak, A. Sadeghian, I. Reid, and S. Savarese, “Generalized intersection over 
union: A metric and a loss for bounding box regression,” Proc. IEEE Comput. Soc. Conf. Comput. Vis. 
Pattern Recognit., vol. 2019-June, pp. 658–666, 2019, doi: 10.1109/CVPR.2019.00075. 
2.1.6.2. CALIFICATIVOS DE ACIERTO. 
 
TRUE POSITIVE (TP): Se determina un positivo verdadero cuando la caja de 
verdad o de etiqueta, tiene una intersección sobre la Unión mayor a 0.5, es 
decir que ambas áreas delimitadas tienen una gran área en común.31 
FALSE POSITIVE (FP): Hay dos posibilidades para determinar un positivo 
falso, y estas dos posibilidades son: Cuando la intersección sobre la unión es 
menor a 0.5, o cuando se genera una duplicación de cajas predichas para una 
sola clase en uno de los pasos, es decir que se dan dos cajas delimitadoras por 
parte del algoritmo, esto se toma como un error denominado FP.32 
FALSE NEGATIVE (FN): Este se determina también en dos ocasiones, el 
primero es cuando se tiene una caja de verdad definida en la imagen, pero el 
algoritmo no entrega ningún ancla de predicción, es decir, el algoritmo no 
encontró objetos en la imagen. Y la segunda opción es cuando el algoritmo da 
una caja de predicción porque si encuentra un objeto en la imagen y se da una 
intersección de unión mayor al 0.5, pero la clase a la que es asignada el objeto 
es una clase equivocada.33  
 
2.1.6.3. AVERAGE PRECISION. 
 
Average precisión en español significa promedio de la precisión, por lo que hay 
que entender primero a que hace referencia la precisión en términos de 
machine learning, que en este caso se define como la cantidad de elementos 
que se identificaron correctamente como positivos de un total de elementos, y 






Ahora el average precisión esta dado como la suma del promedio total de la 
precisión dada en cada uno de los intervalos de recuperación o recall. Donde 











31 R, Jie Tan. “Breaking Down Mean Average Precision (mAP)” [online] Available in: 
https://towardsdatascience.com/breaking-down-mean-average-precision-map-ae462f623a52#1a59 
(accessed May 23, 2020). 
32 Ibid. [online] Available in: https://towardsdatascience.com/breaking-down-mean-average-precision-
map-ae462f623a52#1a59 (accessed May 23, 2020). 
33 Ibid. [online] Available in: https://towardsdatascience.com/breaking-down-mean-average-precision-
map-ae462f623a52#1a59 (accessed May 23, 2020). 
En términos de análisis de este proyecto se encontrará también el termino de 
mean average precisión que es simplemente el promedio de todos los 











La tasa o sensibilidad positiva verdadera, son las formas en que se conoce al 
recall en español y hace referencia a la cantidad de elementos TP predichos 





2.2. ESTADO DEL ARTE  
 
Abordar un estado del arte referente a la temática seleccionada tiene un gran 
número de caminos posibles debido a la importante cantidad de investigaciones 
realizadas sobre inteligencia artificial y sus múltiples aplicaciones en el presente. 
A lo largo de esta sección se mencionarán algunos trabajos investigativos que 
pueden tener relación con el presente proyecto por algún tipo de característica 
esencial del mismo. 
Un tema en conexión con el objetivo realizado es la implementación de técnicas 
orientadas a reconocimiento de objetos con el fin de la recolección de basuras o 
residuos. Dentro de estos trabajos investigativos se resalta el de “A computer 
Vision System to Localize and Classify Wastes on the Streets”, trabajo realizado 
por Mohammad Saced Rad y un grupo de investigadores, quienes a partir de la 
implementación de una red neuronal convolucional identificaban residuos que se 
encontraran las calles.34 Este experimento fue montado en un vehículo de 
limpieza el cual barre y recoge los objetos a medida que los va identificando. 
Este proyecto realizo la identificación de diferentes tipos de basuras, pero no 
generaron un conjunto de datos para uso investigativo, sin embargo, brindan un 
importante ejemplo acerca de un uso acertado de este tipo de procesos. 
 
34 M. S. Rad et al., “A computer vision system to localize and classify wastes on the streets,” Lect. Notes 
Comput. Sci. (including Subser. Lect. Notes Artif. Intell. Lect. Notes Bioinformatics), vol. 10528 LNCS, pp. 
195–204, 2017, doi: 10.1007/978-3-319-68345-4_18. 
 
Figura 10. Implementación de técnica de reconocimiento de basura en un 
vehículo de limpieza. 
Fuente: M. S. Rad et al., “A computer vision system to localize and classify 
wastes on the streets,” Lect. Notes Comput. Sci. (including Subser. Lect. Notes 
Artif. Intell. Lect. Notes Bioinformatics), vol. 10528 LNCS, pp. 195–204, 2017, 
doi: 10.1007/978-3-319-68345-4_18. 
También sobresale un trabajo investigativo interesante acerca de la detección de 
residuos, a lo largo de este documento se explica el procedimiento que realizaron 
los investigadores para que a través de la implementación de una red neuronal 
convolucional se pudieran identificar residuos desde un dron en pleno vuelo. Se 
resalta la implementación debido a la complejidad en su desarrollo, teniendo en 
cuenta los múltiples obstáculos que podía representar la captura de imágenes 
por parte del dron mientras realizaba recorridos aéreos a una velocidad 
significativa. Esta investigación llevaba por título “TrashCam - UAV's for marine 
litter mapping”.35 
 
Figura 11. Reconocimiento de basuras desde la visual de un Dron. 
Fuente: S. Ab, “TrashCam - UAV ’ s for marine litter mapping.” 
Se puede identificar otro aporte importante al área investigativa relacionada con 
este proyecto por parte de una patente registrada en la WIPO, que fue creada 
por tres investigadores chinos y a la cual identificaron el nombre y referencia 
 
35 S. Ab, “TrashCam - UAV ’ s for marine litter mapping.” 
siguiente US20180260665 - DEEP LEARNING SYSTEM FOR RECOGNIZING 
PILLS IN IMAGES. A lo largo del documento relacionado a la patente, se 
describe un sistema que hace uso de redes neuronales para la identificación de 
píldoras en imágenes. Estos objetos tienen un tamaño reducido y como se puede 
observar en la figura 10, algunas de estas píldoras pueden tener una forma 
similar a la esperada en una colilla de cigarrillo. 36 
 
Figura 12. Píldoras utilizadas en conjunto de datos para sistema patentado. 
Fuente: “US20180260665 DEEP LEARNING SYSTEM FOR RECOGNIZING 
PILLS IN IMAGES.” 
https://patentscope.wipo.int/search/en/detail.jsf?docId=US225649535&tab=NAT
IONALBIBLIO (consultado May 22, 2020). 
En cuanto a cigarrillos únicamente, no se encontró algún documento en 
específico, es importante entender que en este proyecto se requiere hacer la 
recolección solamente de las colillas debido a que para realizar un adecuado 
proceso de reutilización como se estaba haciendo en el movimiento estudiantil 
mencionado en la introducción, se necesita que el residuo este lo menos 
contaminado por otro tipo de basuras o químicos. Dentro de la investigación 
realizada, teniendo en cuenta el área de detección de objetos y específicamente 
considerando como el objeto a identificar productos relacionados con el cigarrillo, 
se encontró una implementación hacia las cajas de estos. En esta 
 
36 “US20180260665 DEEP LEARNING SYSTEM FOR RECOGNIZING PILLS IN IMAGES.” 
https://patentscope.wipo.int/search/en/detail.jsf?docId=US225649535&tab=NATIONALBIBLIO 
(consultado May 22, 2020). 
implementación se buscaba definir si las cajas de cigarrillos detectadas tenían 
defectos de fábrica.37 Este tipo de objetos puede brindar características similares 
al tamaño de un cigarrillo. Y nuevamente se evidencia la cotidianidad en el uso 
de redes neuronales convolucionales para las aplicaciones que tienen como 
objetivo la identificación de objetos. 
 
 
Figura 13. Aplicación de CNN para identificación de cajas de cigarrillo. 
Fuente: A. Nazar et al., “Quality Control of Cigarettes Packaging using 
Convolutional Neural Network,” IOP Conf. Ser. Mater. Sci. Eng., vol. 462, no. 1, 
2019, doi: 10.1088/1757-899X/462/1/012002. 
Algo relevante durante el levantamiento de estado del arte fue identificar que 
muy pocos de los trabajos investigativos brindan conjuntos de datos estables 
para la implementación de este tipo de prácticas de inteligencia artificial, por lo 
que se considera importante el aporte de varios investigadores en la formación 
de diferentes grupos de conjuntos de datos formados por distintos 
investigadores. Este grupo de datos se puede encontrar en la página 
http://cocodataset.org/#home, iniciativa que no solo favorece el ámbito 
investigativo en este área, sino que brinda grandes herramientas a personas que 
deseen probar con experimentos de detección de objetos evitando la 
preparación de los datos que es una tarea bastante robusta. 
 
37 A. Nazar et al., “Quality Control of Cigarettes Packaging using Convolutional Neural Network,” IOP Conf. 
Ser. Mater. Sci. Eng., vol. 462, no. 1, 2019, doi: 10.1088/1757-899X/462/1/012002. 
 
Figura 14. Ejemplos de conjuntos de datos encontrados en COCO. 
Fuente: T. Y. Lin et al., “Microsoft COCO: Common objects in context,” in 
Lecture Notes in Computer Science (including subseries Lecture Notes in 
Artificial Intelligence and Lecture Notes in Bioinformatics), 2014, vol. 8693 
LNCS, no. PART 5, pp. 740–755, doi: 10.1007/978-3-319-10602-1_48.  
2.2.1. REDES NEURONALES. 
 
Antes de abordar el tema de redes neuronales convolucionales, es importante 
tener claro la base del término, es decir, que es una red neuronal artificial. Como 
se dijo con anterioridad este tipo de técnica surgió de la inspiración de intentar 
desarrollar algoritmos con capacidades similares a las que le brinda a los 
mamíferos la actividad realizada dentro de su corteza cerebral, guardando 
proporciones claro está, en el presente estos algoritmos son capaces de 
desarrollar algunas tareas características del funcionamiento neuronal en el 
cerebro de un ser humano, pero aún se encuentran distantes de conseguir la 
complejidad y funcionamiento general del cerebro en sí.38 
Las redes neuronales se pueden definir en dos grupos en general, para los 
cuales la clasificación en cada uno de ellos está basada en la manera en que la 
información se moviliza dentro de la red neuronal. Estos dos tipos se conocen 
en inglés como “Feed-forward networks” y “Feed-back networks”, que en español 
tendrían una traducción similar a redes de avance y redes de retroalimentación 
respectivamente.39 
En el primer caso las redes de avance permiten que la información o los datos 
naveguen a través de la red neuronal en una sola dirección, cada una de las 
neuronas alimenta a la siguiente con el resultado que obtiene al pasar por ella, 
este tipo de red neuronal se puede comparar con los Grafos acíclicos dirigidos, 
en donde no se permiten ciclos entre los nodos, sino que la información debe 
realizar las transiciones hacia una dirección especifica. Las redes neuronales 
convolucionales pertenecen a este tipo de red.  
 
38  S. Khan, H. Rahmani, S. A. A. Shah, and M. Bennamoun, “A Guide to Convolutional Neural Networks 
for Computer Vision,” Synth. Lect. Comput. Vis., vol. 8, no. 1, pp. 1–207, 2018, doi: 
10.2200/s00822ed1v01y201712cov015. 
39 Ibid. doi: 10.2200/s00822ed1v01y201712cov015. 
 
Figura 15. Ejemplo de una red neuronal de avance. 
Fuente: “Perceptrón multicapa - Wikipedia, la enciclopedia libre.” 
https://es.wikipedia.org/wiki/Perceptrón_multicapa (consultado May 21, 2020). 
Esta arquitectura de red está dividida por capas, capa de entrada, capas ocultas 
o de proceso y capa de salida. Y está compuesta por neuronas artificiales o 
unidades que son los puntos grises que se pueden identificar en la figura 16, 
además de tener unas relaciones entre las neuronas. Una unidad puede apuntar 
a varias unidades siguientes para avanzar, pero ninguna de estas unidades 
puede apuntar de regreso a la neurona inicial o anterior, este tipo de arquitectura 
como se mencionó anteriormente acepta una sola dirección de flujo y está 
dirigida de manera secuencial entre la capa de entrada y la capa de salida. La 
conexión entre neuronas está caracterizada por un peso, que identifica la fuerza 
de conexión entre dos unidades. Dentro de este tipo de redes neuronales se 
encuentran las redes neuronales convolucionales por lo que este será el foco de 
interés para el proyecto, sin embargo, a continuación, se hará una breve 
descripción del otro modelo de redes neuronales mencionado. 
En las redes neuronales de retroalimentación las conexiones entre las unidades 
pueden tener más de un sentido generando ciclos entre neuronas, dentro de este 
modelo se pueden encontrar ejemplos de arquitecturas tales como RNN, 
Recurrent Neural Network, que en su traducción al español se definiría como 
rede neuronal recurrente. Este tipo de redes exhiben diferentes tipos de 
habilidades un poco más complejas tales como la memorización de información 
o el manejo de secuencias de proceso de tamaños indefinidos.40 
 
40  A. Al-Molegi, M. Jabreel, and B. Ghaleb, “STF-RNN: Space Time Features-based Recurrent Neural 




Figura 16. Arquitectura sencilla de RNN, a) red sencilla con recurrencia. b) 
Arquitectura completa de una RNN con diferentes tiempos de ejecución. 
En este tipo de redes se puede encontrar un modelo conocido como Long short-
term memory, que en español seria definido como Larga memoria a corto plazo. 
Este tipo de arquitecturas puede tener una representación gráfica variante 
debido a que cada uno puede tener una forma diferente de memorización. En la  
figura 17 se podrá observar, un ejemplo de cómo dentro de las neuronas de este 
tipo de arquitectura se pueden generar ciclos.41  
 
Figura 17.Arquitectura de una célula de LSTM 
Fuente: W. Zaremba, I. Sutskever, and O. Vinyals, “Recurrent Neural Network 
Regularization,” no. 2013, 2014, [Online]. Available: 
http://arxiv.org/abs/1409.2329. 
También se encuentra otra arquitectura de RNN que es conocida como STF, 
siendo las siglas de Spacial temporal featured, que en español traduciría 
características espaciales temporales. Este tipo de arquitecturas son usadas 
para aplicaciones de predicciones42. En este caso, la arquitectura se puede ver 
conformada por capas de la misma forma que una red neuronal de avance, pero 
en esta ocasión, se encuentran 4 capas definidas como capa de entrada, capa 
 
41 W. Zaremba, I. Sutskever, and O. Vinyals, “Recurrent Neural Network Regularization,” no. 2013, pp. 1–
8, 2014, [En linea]. Disponible en: http://arxiv.org/abs/1409.2329. 
42 Al-Molegi, A., Jabreel, M., & Ghaleb, B. (2016). STF-RNN: Space Time Features-based Recurrent 
Neural Network for predicting people next location. 2016 IEEE Symposium Series on Computational 
Intelligence (SSCI). doi:10.1109/ssci.2016.7849919 
de tabla de búsqueda, capa oculta en la cual se encuentra una transición 
recurrente y capa de salida. La arquitectura se puede observar en la figura 18. 
 
Figura 18. Arquitectura STF-RNN 
Fuente: Al-Molegi, A., Jabreel, M., & Ghaleb, B. (2016). STF-RNN: Space Time 
Features-based Recurrent Neural Network for predicting people next location. 
2016 IEEE Symposium Series on Computational Intelligence 
(SSCI). doi:10.1109/ssci.2016.7849919  
2.2.2. REDES NEURONALES CONVOLUCIONALES. 
 
Luego de entender de manera sencilla la representación de una red neuronal, se 
puede realizar un acercamiento más detallado a lo que es una red neuronal 
convolucional. Este tipo de redes neuronales se han convertido en una de las 
más utilizadas especialmente en el área de tratamiento de datos de grandes 
dimensiones como imágenes o videos. Este modelo funciona similar a una red 
neuronal convencional, solo que cada capa en CNN representa un filtro de dos 
o más dimensiones que está directamente relacionado con la entrada de esa 
capa43. Se puede evidenciar en la figura 58, que se tiene una composición de 
capas igual a la representada en la figura 55, donde se tiene capa de entrada, 
capas ocultas o intermedias y capa final. Esto se puede evidenciar también en la 
figura 19. Es importante tener en cuenta que este tipo de redes son 
caracterizadas por ser “Fully connected” es decir, todas las neuronas de cada 
capa están conectadas a las neuronas de la capa antecesora y sucesora y a 
medida que las capas intermedias avanzan la cantidad de características 
evaluadas es mucho más compleja44.  
 
43 S. Khan, H. Rahmani, S. A. A. Shah, and M. Bennamoun, “A Guide to Convolutional Neural Networks for 
Computer Vision,” Synth. Lect. Comput. Vis., vol. 8, no. 1, pp. 185-187, 2018, doi: 
10.2200/s00822ed1v01y201712cov015. 
44 D. Erroz Arroyo, “Visualizando neuronas en Redes Neuronales Convolucionales,” pp. 17–20, 2019, [En 
línea]. Disponible en: https://academica-
e.unavarra.es/xmlui/bitstream/handle/2454/33694/memoria_TFG.pdf?sequence=1&isAllowed=y. 
 
Figura 19. Flujo de una CNN 
Fuente: D. Erroz Arroyo, “Visualizando neuronas en Redes Neuronales 
Convolucionales,” pp. 16, 2019, [Online]. Available: https://academica-
e.unavarra.es/xmlui/bitstream/handle/2454/33694/memoria_TFG.pdf?sequence
=1&isAllowed=y. 
El cambio en cuanto a las redes neuronales normales en este término se da a 
causa del adjetivo Convolucionales, que viene de la palabra convolución, y que 
hace referencia a la operación entre dos funciones, una entrante que se ejecuta 
en cada capa de la convolución y que puede variar en cada una y una que 
pertenece a cada una de las capas. Esta aplicación matemática es útil para el 
reconocimiento de imágenes debido a que como tal una imagen en expresión 
matemática es una matriz de bytes, por lo que se puede hacer la aplicación de 
una expresión matemática en función de una matriz para generar cambios en la 
imagen que permitan identificar de mejor manera características intrínsecas de 
los objetos que se desean identificar haciendo una maximización de estas.45 
Es importante entender entonces que los filtros que se aplican en las 
convoluciones se pueden ver como una matriz de números discretos de 2 o 3 
dimensiones, que se operara con la matriz de bytes representativa de la imagen 
que ingresa en la imagen dando como resultado una nueva matriz de bytes que 
realizara su transición por la salida de cada capa convolucional. Las imágenes 
de entrada se extienden generalmente en dos tipos de rangos, bidimensional, 
que para este caso la imagen es en blanco y negro y la matriz solo genera el 
ancho y alto, y tridimensional, que correspondería a una imagen con un valor 
RGB, el cual se acomodaría como la tercer dimensión, estas matrices se 
componen por las dimensiones de alto, ancho y más de un canal, en el caso de 
una imagen con valor RGB, esta tercer dimensión tendría tres canales, que 
serían los valores del RGB.  
 
45 J. Sebastian and G. Prieto, “Redes neuronales convolucionales y redes neuronales recurrentes en la 
transcripción automática Redes neuronales convolucionales y redes neuronales recurrentes en la 
transcripci ´ on autom ´ atica,” no. July, 2019, doi: 10.13140/RG.2.2.10855.39843. 
De acuerdo con lo anterior se puede definir el ejercicio efectuado por las capas 
convolucionales como la superposición de un filtro definido como una matriz que 
se va desplazando a lo largo de la matriz de entrada que representa la imagen a 
analizar, se debe recorres toda la matriz con el filtro para obtener una matriz de 
características resultante, que se dispondrá como la entrada de la siguiente capa 
de la red neuronal. Este proceso se puede evidenciar en la figura 20. 
 
Figura 20. Movimiento de un filtro a lo largo de una matriz de bytes de entrada. 
Fuente: S. Khan, H. Rahmani, S. A. A. Shah, and M. Bennamoun, “A Guide to 
Convolutional Neural Networks for Computer Vision,” Synth. Lect. Comput. Vis., 
vol. 8, no. 1, 2018, doi: 10.2200/s00822ed1v01y201712cov015 
Como se puede observar en la figura 20 la matriz del filtro va recorriendo la matriz 
de entrada con pasos de una columna o fila a la vez, a este valor se le conoce 
como longitud de zancada, en este caso está definida como 1, pero puede tomar 
el valor que cada experimento en particular considere necesario, al igual que las 
dimensiones de la matriz de entrada estos hiper parámetros deben ser ajustados 
por el desarrollador del modelo. 
Si se tiene una matriz de entrada de dimensiones h ∗  w y se le aplica un filtro de 
dimensiones f ∗  f las dimensiones de la matriz resultante h′ ∗  w′ van a estar 
dadas por las ecuaciones.  
h′ = [
h − f + s 
s
] , w′ = [
w − f + s
s
]  
Siendo s la longitud de zancada. De esta forma si se toman como ejemplo el 
proceso mostrado en la figura 20, en donde la imagen de entrada tiene 
dimensiones de 4X4, el filtro aplicado dimensiones de 2X2 y la longitud de paso 
es igual a 1, la formula equivaldría a:  
h′ = [
4 − 2 + 1 
1
] = 3 
w′ = [
4 − 2 + 1
1
] = 3 
Se puede observar que el resultado obtenido sería una matriz de 3*3 que 
concuerda con lo observado en la figura 20. El termino de longitud de zancada 
es un término relevante para la aplicación de las redes neuronales 
convolucionales. En el ejemplo observado en la figura 20, la matriz obtenida 
como resultado de la convolución redujo sus dimensiones en comparación a la 
de entrada, y esto va a seguir sucediendo capa tras capa. Hay aplicaciones en 
las que este colapso o reducción espacial de la matriz de salida no es tan 
conveniente, debido a que se necesita una predicción más densa a nivel de cada 
píxel, algunas de estas aplicaciones son la eliminación de ruido de imágenes, la 
segmentación, la super resolución, entre otras. Para esto existe otro termino 
importante conocido como padding que en su traducción al español significa 
relleno. De este término se deriva la técnica Zero padding, que es utilizada para 
aumentar el tamaño de las dimensiones de la matriz de entrada haciendo uso de 
filas y columnas de ceros, lo que permite controlar el tamaño de la matriz hasta 
el punto en que la matriz resultante no tenga perdidas del tamaño espacial o que 
sean de manera controlada y ajustada a los requerimientos. De esta forma se 
consiguen hacer redes neuronales convolucionales mucho más profundas, 
debido a que el deterioro espacial de la matriz después de cada convolución es 
menor. Figura 21. 
 
Figura 21. Aplicación de Zero padding a una matriz de 5X5 
Fuente : S. Khan, H. Rahmani, S. A. A. Shah, and M. Bennamoun, “A Guide to 
Convolutional Neural Networks for Computer Vision,” Synth. Lect. Comput. Vis., 
vol. 8, no. 1, 2018, doi: 10.2200/s00822ed1v01y201712cov015 
Como se puede observar el borde de la matriz de entrada tiene únicamente 
valores de Zero, esto es lo que se conoce como Zero padding, en este caso la 
matriz de entrada era de 5x5, se agrega un valor de Zero padding igual a 1, el 
filtro que aplica la convolucional, nuevamente tiene unas dimensiones de 2*2 y 
la longitud de zancada en este caso es s = 2. Cuando se aplica esta técnica las 
ecuaciones establecidas para determinas los valores de la matriz resultante 
varían, y se incluye la variable p que hacer referencia al padding incluido. 
Entonces quedarían de la siguiente forma:  
h′ = [
h − f + s + p 
s
] , w′ = [
w − f + s + p
s
] 
Aplicando las ecuaciones al ejemplo propuesto: 
h′ = [





= 3  
w′ = [






Nuevamente da una matriz resultante de 3x3 y esta vuelve a ser congruente con 
lo que se puede observar en la figura 21. 
Luego de observar el procedimiento teórico que se realiza bajo la lógica de los 
algoritmos de las capas convolucionales, ahora se observara un ejemplo más 
visual de lo que sucede al aplicar un filtro en una capa convolucional a las 
imágenes, en este caso se aplica un filtro de dimensiones 3x3. Figura 22. 
 
Figura 22. Aplicación de capa convolucional a una imagen. 
Fuente: D. Erroz Arroyo, “Visualizando neuronas en Redes Neuronales 
Convolucionales,” 2019, [Online]. Available: https://academica-
e.unavarra.es/xmlui/bitstream/handle/2454/33694/memoria_TFG.pdf?sequence
=1&isAllowed=y. 
Como se puede observar los tonos que se mantienen permiten generar mayor 
detalle en objetos como los árboles, las casas y la persona. De esta manera 
aplicando más filtros se continúa estableciendo las regiones deseadas en donde 
se encuentran los objetos a los cuales se les desea hacer un énfasis en las 
características intrínsecas.  
Es importante también apreciar el uso de una técnica llamada pooling, que en 
castellano traduciría agrupación. Las redes neuronales convolucionales, 
generalmente después de cada capa o de algunas capas convolucionales hace 
uso de la técnica de pooling como se puede observar en la figura 23, que permite 
realizar la agrupación y refinación de los resultados obtenidos de la 
convolución.46 
 
Figura 23. Arquitectura CNN con pooling alternado. 
Fuente : J. Nagi et al., “Max-pooling convolutional neural networks for vision-
based hand gesture recognition,” 2011 IEEE Int. Conf. Signal Image Process. 
Appl. ICSIPA 2011, no. November, pp. 342–347, 2011, doi: 
10.1109/ICSIPA.2011.6144164. 
Como resultado de realizar la aplicación de estas capas de agrupación se 
consigue que las entidades ingresadas en un principio con la imagen no sufran 
cambios demasiado bruscos en su ubicación para que el resultado final de la 
capa convolucional presente un mapa de entidades en el que estas se 
encuentren en el mismo lugar que en la imagen de entrada.  
2.2.3. REGION BASED CONVOLUTIONAL NETWORK. 
 
R-CNN como se expresa en sus siglas es una tipología de red neuronal 
convolucional que utiliza regiones propuestas para conseguir la identificación de 
objetos en imágenes y videos, este tipo de modelo fue pionero en la aplicación 
de modelos profundos para la aplicación de detectar o reconocer objetos. En lo 
único que difiere a lo visto en la sección anterior de redes convolucionales, es 
que en la entrada ya no se recibe la imagen completa, sino que se etiqueta una 
región de la imagen y esta es la que entra a la red neuronal para realizársele la 
extracción de características. Después de todo el proceso de entrenamiento las 
diferentes características que fueron encontradas a partir de las regiones 
propuestas son las que permiten realizar la predicción de categorías de los 
objetos que se encuentran en una imagen.47 Para la aplicación de este tipo de 
modelo, de igual forma se suelen utilizar modelos pre entrenados que es ubicado 
antes de la capa de salida de la red, y ayuda al modelo a fortalecer la capacidad 
de acierto en la clasificación. 
 
46 Y. Ren, C. Zhu, and S. Xiao, “Object Detection Based on Fast/Faster RCNN Employing Fully 
Convolutional Architectures,” Math. Probl. Eng., vol. 2018, 2018, doi: 10.1155/2018/3598316. 
47 R. Girshick, J. Donahue, T. Darrell, and J. Malik, “Region-Based Convolutional Networks for Accurate 
Object Detection and Segmentation,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 38, no. 1, pp. 142–158, 
2016, doi: 10.1109/TPAMI.2015.2437384. 
 
Figura 24. Ejemplo de aplicación de RCNN 
Fuente: R. Girshick, J. Donahue, T. Darrell, and J. Malik, “Region-Based 
Convolutional Networks for Accurate Object Detection and Segmentation,” IEEE 
Trans. Pattern Anal. Mach. Intell., vol. 38, no. 1, pp. 142–158, Jan. 2016, doi: 
10.1109/TPAMI.2015.2437384. 
2.2.4. FAST R-CNN 
 
Este tipo de modelo de R-CNN al igual que el modelo principal hace uso de 
regiones propuestas para realizar la extracción de características, pero este 
modelo no hace la selección de cada una de las regiones para hacer la 
evaluación de características en las capas convolucionales debido a que este es 
uno de los inconvenientes que tienen las R-CNN, que si se encuentran regiones 
superpuestas el modelo hace cálculos que serían redundantes lo que conlleva 
desperdicio en tiempo de ejecución.48 Para realizar una mejora en este proceso 
Fast R-CNN, hace el procesamiento de la imagen completa a través de las capas 
convolucionales y aparte toma un conjunto de las regiones propuestas, luego de 
que la imagen es procesada y se crea el mapa de características, se hace uso 
de la técnica de regions of interest, (RoI) que aplica en pocas palabras el 
agrupamiento máximo o Max pooling, para crear pequeños mapas de 
características de cada una de las regiones propuestas y posteriormente se 
agrupa con el mapa de procesamiento adquirido por las capas convolucionales49, 
esto representa una mejora relevante en el rendimiento del modelo. La 
arquitectura de este modelo se puede encontrar en la figura 25. 
 
48 Y. Ren, C. Zhu, and S. Xiao, “Object Detection Based on Fast/Faster RCNN Employing Fully 
Convolutional Architectures,” Math. Probl. Eng., vol. 2018, 2018, doi: 10.1155/2018/3598316. 
49 R. Girshick, “Fast R-CNN,” Proc. IEEE Int. Conf. Comput. Vis., vol. 2015 Inter, pp. 1440–1448, 2015, doi: 
10.1109/ICCV.2015.169. 
 
Figura 25. Arquitectura Fast R-CNN 
FUENTE: “13.8. Region-based CNNs (R-CNNs) — Dive into Deep Learning 0.7.1 
documentation.” https://d2l.ai/chapter_computer-vision/rcnn.html (accessed May 
21, 2020). 
2.2.5. FASTER R-CNN. 
 
 
Figura 26. Arquitectura Faster R-CNN 
Fuente: “Region Proposal Network (RPN) — Backbone of Faster R-CNN.” 
https://medium.com/egen/region-proposal-network-rpn-backbone-of-faster-r-
cnn-4a744a38d7f9 (accessed May 22, 2020). 
Al observar la figura 26 se logra identificar que dentro de este la arquitectura de 
este modelo de red convolucional basada en regiones, hay un nuevo termino 
que es importante en un principio para su funcionamiento, y es el de Región 
proposal network, que traducido al español seria, red de regiones propuestas.  
Esta nueva red mencionada recibe como entrada una imagen de cualquier 
tamaño y como salida entrega un conjunto de anclajes o cajas que rodean 
posibles objetos propuestas, cada una de estas cajas adquiere un puntaje. De 
la misma forma que en la convolución esta red recibe una matriz de entrada y 
desliza sobre sus regiones los anclajes.50 
 
Figura 27. Anclajes o cajas aplicadas a la posición 320,320 en una imagen de 
600x800 
Los anclajes observados en la figura 27 pueden estar distribuidos a lo largo de 
diferentes coordenadas de la imagen lo que generara que los objetos objetivos 
tengan una gran probabilidad de encontrarse dentro de estos anclajes.51 La 
respuesta final entregada por una red de regiones propuestas es un conjunto de 
cajas o anclas propuestas que posteriormente deben ser analizadas por un 
clasificador y un regresor para verificar si efectivamente se han capturado 
objetos. La definición de estas cajas que utiliza el modelo Faster R-CNN, 
funcionan de manera muy efectiva con los conjuntos de datos que tienen 
etiquetas en formato VOC de pascal, y también para conjuntos de datos de 
COCO52. En la figura 28 se podrá observar otra visual de la arquitectura de 
Faster R-CNN en donde se consigue ver el punto de inflexión que genera la unión 
en el ROIpool del mapa de características y la RPN, que con anterioridad se 
puede observar que trabaja en paralelo con la red convolucional.  
 
50 S. Ren, K. He, R. Girshick, and J. Sun, “Faster R-CNN: Towards Real-Time Object Detection with Region 
Proposal Networks,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 39, no. 6, pp. 11–19, 2017, doi: 
10.1109/TPAMI.2016.2577031. 
51 “Region Proposal Network (RPN) — Backbone of Faster R-CNN.” https://medium.com/egen/region-
proposal-network-rpn-backbone-of-faster-r-cnn-4a744a38d7f9 (accessed May 22, 2020). 
52 Á. Casado García and J. Heras Vicente, “Guiando la creación de modelos de detección de objetos 
basados en deep learning,” 2017. 
 
Figura 28. Flujo de trabajo de modelo Faster R-CNN 
Fuente: “ Region-based CNNs (R-CNNs) — Dive into Deep Learning 0.7.1 
documentation.” https://d2l.ai/chapter_computer-vision/rcnn.html (accessed 
May 21, 2020). 
Este modelo se diferencia de fast RCNN es que como se mencionó 
anteriormente la metodología fast usa la búsqueda selectiva para generar esas 
propuestas de región mientras que Faster R-CNN hace una unión de tareas entre 
la red RPN y la red de detección de objetos, esto acelera mucho más el proceso. 
Esta red durante la etapa de entrenamiento tiene en cuenta una función de 













En donde la i es el índice del ancla en un mini lote de regiones y pi es la 
probabilidad de que se prediga que en el ancla de índice i se encuentra un 
objeto. El parámetro de verdad fundamental pi
∗, toma el valor de 1 si el ancla es 
positiva y 0 si la predicción del ancla es negativa. Por otra parte, el segundo 
término se compone de la variable de la taza de aprendizaje 𝜆, multiplicado por 
la existencia de un objeto y por la función de perdida de cada una de las 














3.1. DESARROLLO METODOLOGICO. 
 
Figura 29. Diagrama de metodología 
A lo largo de este experimento se hará uso de un enfoque metodológico 
cualitativo y se dividirá en 4 fases definidas como, adquisición de información y 
conjunto de datos, evaluación de técnicas, implementación de técnicas en 
algoritmo, pruebas finales. 
• Adquisición de información y conjunto de datos: En esta fase, las 
actividades están destinadas a la recolección de información necesaria 
para el inicio del experimento. Dentro de este levantamiento de 
información se buscarán los diferentes tipos de técnicas a nivel de 
software para el análisis de imágenes, se identificarán y clasificarán los 
tipos de colillas o residuos de cigarrillo con los que se puede encontrar el 
sistema. Se identificarán las características específicas sobre las cuales 
se generará una selección de parámetros que permitirán la identificación 
de las colillas de cigarrillo, se construirá un conjunto de datos con las 
imágenes que permitirán las pruebas del algoritmo final. 
1. Búsqueda en bases de datos. 
2. Identificación de diferentes tipos de técnicas de aprendizaje de 
máquina que se podrían utilizar 
3. Identificación de las colillas de cigarrillo que se pueden encontrar en 
áreas urbanas 
4. Identificar las zonas en las que se va a implementar el proyecto. 
5. Recolectar datos de imágenes o videos de la zona sobre la que se va 











6. Clasificar las imágenes y organizarlas dependiendo el uso para el cual 
sean destinadas. 
• Investigación de técnicas: La segunda fase de este proyecto tiene como 
finalidad generar la elección de una técnica de aprendizaje de máquina 
que se aproxime a las necesidades del objetivo del proyecto, y esta 
elección se dará como la consecuencia de una previa comparación y 
análisis de las características de cada una de las técnicas encontradas en 
el levantamiento de información. 
8. identificación de técnicas de aprendizaje de maquina utilizadas en 
algoritmos de análisis de imágenes 
9. análisis de diferentes técnicas según complejidad o métodos de 
aplicación. 
10. Comparación entre los grupos clasificados para determinar la mejor o 
más cercana a las prestaciones necesarias para el experimento. 
11. Evaluación de los resultados. 
• Implementación de Técnica: Esta fase pretende implementar la técnica de 
aprendizaje de maquina escogida en la fase anterior del proyecto, en un 
algoritmo en donde se generará la implementación pertinente para el 
análisis de las imágenes que se clasificaron en la primera fase del 
experimento. 
12. Preparar el entorno sobre el cual se desplegará el experimento 
13. Implementar técnicas que permitirán la integración del set de datos o 
imágenes seleccionadas al experimento. 
14. Implementar un algoritmo basado en la técnica escogida. 
• Pruebas finales: En esta fase final del proyecto se buscará validar que el 
porcentaje de acierto obtenido por el algoritmo en las pruebas de 
identificación de colillas de cigarrillo en imágenes sea aceptable, es decir 
que tenga un porcentaje de acierto mayor del 70%. 
15. Pruebas de compilación al algoritmo.  
16. Pruebas de funcionamiento del algoritmo. 
17. análisis de resultados obtenidos de la implementación del 
experimento 
18. Elaboración de la documentación 
3.2. CRONOGRAMA DE ACTIVIDADES  
 
A continuación, se presenta el cronograma de actividades, que permitirá 
identificar el tiempo de ejecución y la distribución de cada una de las 20 
actividades mencionadas anteriormente en la metodología, dividiendo su 





SEMANAS DEL SEMESTRE ACADÉMICO 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
1                  
2                  
3                  
4                  
                  
6                  
7                  
8                  
9                  
10                  
11                  
12                  
13                  
14                  
15                  
16                  
17                  
18                  
 
Tabla 1 Cronograma de actividades 
4. DESARROLLO DE LA PROPUESTA 
 
4.1. IDENTIFICACION DE TECNICAS DE INTELIGENCIA ARTIFICIAL. 
 
El inicio de la propuesta de desarrollo del experimento se basa en la búsqueda 
de técnicas utilizadas en la actualidad en relación con el objetivo final del 
proyecto. Para este proceso se hará uso de un análisis bibliográfico a partir de 
dos herramientas virtuales que permitirán en un principio generar un camino a 
seguir para el experimento. Estas dos herramientas serán, la base de datos 
SCOPUS a la cual se podrá ingresar a través de la biblioteca virtual de la 
Universidad Católica de Colombia, y al software de análisis bibliográfico 
VOSVIEWER.  
Se plantea iniciar la búsqueda de artículos o documentos científicos con una 
ecuación de búsqueda sencilla, como la utilizada en la sección 1.3, y a partir de 
la coocurrencia de términos acotar las búsquedas y observar los gráficos de 
clúster en vosviewer, para definir una técnica de inteligencia artificial a aplicar 
gracias a su mayor ocurrencia en la documentación actual a nivel investigativo 
dentro de los resultados de una ecuación de búsqueda robusta y el análisis 
bibliográfico de los 2000 artículos más citados según SCOPUS.  
Para la primera búsqueda, se hará uso de únicamente dos términos. “Artificial 
intelligence” que es la ciencia de la computación sobre la cual se desea basar la 
solución para este proyecto. Y “Object detection”, que sería la aplicación sobre 
la que se desea trabajar. Es decir, el primer término representaría la herramienta 
y el segundo la finalidad de su uso. Para generar una conexión entre ambas que 
aporte a los intereses de la búsqueda se unen con un operador lógico AND, que 
garantiza que en los documentos identificados se van a encontrar ambos 
términos. La ecuación quedaría definida como: 
"Artificial intelligence" AND "Object detection" 
  
Para fines informativos, se realizará la explicación de la primera generación de 
la búsqueda y de cómo obtener la gráfica para poder realizar el análisis 
bibliográfico a partir de la herramienta VOSVIEWER. 
Como se mencionó con anterioridad, se ingresará a la plataforma de SCOPUS 
por medio de la biblioteca virtual de la universidad católica de Colombia. Una vez 
allí, se dará clic en búsqueda avanzada para poder ingresar la ecuación de 
búsqueda seleccionada. 
 
Figura 30 Ecuación de búsqueda en SCOPUS 
Una vez ingresada la ecuación se le dará en el botón de buscar para que inicie 
con la búsqueda de documentos afines a la ecuación. Que en este caso son 
56873 documentos, como se puede observar en la figura 31. Este número de 
resultados es tan grande, debido a lo generales que fueron los términos definidos 
dentro de la ecuación. 
 
Figura 31. Resultados de primera búsqueda 
Antes de iniciar con el proceso de extracción de datos bibliográficos, se intentará 
reducir un poco la cantidad de documentos encontrados para que no se genere 
ruido dentro de los documentos descargados, y que sean lo más acotados 
posibles al tema de interés del proyecto.  
Para esto, se hará uso del panel que se encuentra en el lado izquierdo de la 
pantalla de SCOPUS, en donde se muestran diferentes filtros que se pueden 
aplicar a la búsqueda tales como autores, tipo de documento, áreas de 
investigación, años de publicación, etc. En este caso se hará uso del filtro de 
áreas de investigación, en donde se acotará la búsqueda a las que se consideran 
más relevantes. Al encontrar la sección de áreas de investigación se debe dar 
clic en la opción “View all” en la parte inferior, como se muestra en la figura 32.   
 
Figura 32. Panel de filtros en SCOPUS 
 
Al ejecutar el clic sobre la opción de ver todos, se abrirá una pantalla en donde 
se pueden observar todas las áreas de investigación sobre las que se 
encontraron documentos que cumplían con las características de la ecuación de 
búsqueda. cómo se puede observar en la figura 33. Durante este proceso se 
seleccionarán únicamente 5 áreas que se consideran afines a los objetivos del 
proyecto y de esta forma se realizara un pequeño filtrado de documentos, en 
este caso no es tan significativo debido a que casi el 90% de los documentos 
encontrados tienen que ver con ciencias de la computación, y es un área que se 
requiere dentro de la investigación. 
 
Figura 33. áreas relacionadas con la primera búsqueda. 
 
Luego de realizar este proceso de selección de las áreas de investigación que 
representan interés para la investigación y dar clic en el botón de limitar a o “limit 
to”, como se observa en la figura 34, se recargara la búsqueda y se podrán 
observar cambios tanto en la ecuación de búsqueda como en los resultados 
obtenidos. 
 
Figura 34. Resultados obtenidos luego de aplicar el filtro de áreas relacionadas 
a la búsqueda. 
Como se dijo con anterioridad en esta ocasión la disminución de artículos no es 
tan significativa, solo se retiraron cerca de 800 artículos de los resultados 
obtenidos, esto se puede observar en la figura 34. 
Luego de tener los documentos preseleccionados, se hará uso de otra opción 
permitida por la herramienta SCOPUS, que es el orden en que se están 
mostrando los resultados, como se mencionó desde el planteamiento de esta 
sección, se realizara el análisis bibliográfico de los 2000 documentos más 
citados, se esperaría que los resultados del análisis generaran una dirección 
para cada paso dentro de la investigación. 
Para lo anterior, en la parte superior derecha de los resultados se podrá ver la 
opción de “sort on”, en donde se seleccionará en la medida de lo que se necesite, 
el orden en el que se desean observar los resultados, para este primer proceso 
se seleccionara “Cited by(Highest)”, que mostrara en un principio los 
documentos que más han sido citados en otros documentos investigativos. El 
anterior proceso también se evidencia en la figura 35. 
 
Figura 35. Documentos encontrados. Aplicando ordenamiento de resultados. 
Posteriormente se deberá realizar la selección de todos los documentos, para 
esto se dará clic en el checkbox que está en la parte superior izquierda y que 
tiene la etiqueta de “ALL”. Como se puede observar en la figura 36, el documento 
con más citaciones tiene 11265 citas, y es un documento el cual propone una 
arquitectura de red neuronal convolucional y una estructura de código conocida 
como inception que logra mejorar la técnica de clasificación y detección de 
objetos a gran escala conocida como imagenet 201.53 
 
53 Szegedy, C., Wei Liu, Yangqing Jia, Sermanet, P., Reed, S., Anguelov, D., … Rabinovich, A. 
(2015). Going deeper with convolutions. 2015 IEEE Conference on Computer Vision and Pattern 
Recognition (CVPR). doi:10.1109/cvpr.2015.7298594  
 
Figura 36. selección de documentos ya ordenados 
Se puede observar que los resultados obtenidos son en realidad documento que 
aportan bastante al tema de investigación desarrollado a lo largo de este 
proyecto, lo que define un adecuado inicio para el proceso. 
Una vez seleccionados los artículos se Dara sobre la opción que tiene la etiqueta 
de Export o RisExport, al dar sobre esta opción se abrirá la pantalla mostrada en 
la figura 37. 
 
Figura 37. selección de formato de descarga e información bibliográfica 
requerida. 
Se debe realizar la selección en primera instancia de la opción “Ris format” y 
posteriormente se debe añadir a la descarga la opción de “Citation information” 
y “Abstract & Keywords”. Sobre estas dos agrupaciones de información será que 
la herramienta vosviewer generará el análisis. En este caso se hará uso solo del 
análisis bibliográfico de palabras claves o keywords. Pero con la información de 
citación también es posible realizar un análisis de los autores de los artículos 
seleccionados y la relación entre los mismos.  
Luego de dar clic en export se desplegara otra pantalla que se muestra en la 
figura 38, y que alertara acerca de que a formato RIS no se puede convertir una 
cantidad tan elevada de artículos, si se desea tener la información de todos los 
documentos de la búsqueda deberá descargarse en formato CSV, sin embargo, 
para el uso de la herramienta VOSVIEWER es necesario tener la información 
bibliográfica en formato RIS, por lo que se escogerá la primera opción que 
descargara únicamente los 2000 primeros artículos. Es por esto por lo que es 
importante la selección de la forma en que se desean organizar los documentos 
luego de realizar la búsqueda 
 
Figura 38. selección de opción a descargar. 
Una vez seleccionado el formato RIS de los 2000 primeros documentos se dará 
clic en exportar y esto generará la descarga del archivo de extensión .RIS a la 
maquina en donde se esté desarrollando el proceso. 
Luego de tener el correspondiente archivo de la descarga realizada desde 
SCOPUS, se procede a hacer uso de la herramienta VOSVIEWER, que tiene 
como pantalla principal la observada en la figura 39.  
 
Figura 39. Vista inicial de herramienta Vosviewer 
Esta herramienta tiene un uso sencillo. Para iniciar se debe dar clic en el botón 
de “create” que se encuentra en el panel izquierdo de opciones. Y desde allí se 
iniciará con la construcción del mapa de clústeres. Al dar clic sobre este botón 
se desplegará una pantalla de opciones que permitirá escoger el tipo de mapa 
que se desea construir. Como se puede evidenciar en la figura 40. 
 
Figura 40. Selección de opción para crear mapa con información bibliográfica. 
Dentro de la pantalla referenciada en la figura 40, se seleccionará la segunda 
opción que traducida al español seria; crear un mapa basado en datos 
bibliográficos, y posteriormente se dará clic en el botón de Next. Esto ejecutará 
el siguiente paso que se muestra en la figura 41, y sobre el cual también se 
deberá elegir la segunda opción, para hacer uso del archivo .RIS, que se 
descargó de SCOPUS.  
 
Figura 41. Opción para elegir tipo de archivo de origen de los datos para el 
análisis bibliográfico. 
 
Luego de seleccionar la segunda opción y dar clic en Next, se abrirá la siguiente 
pantalla (figura 42), y en esta se procederá a hacer la búsqueda del archivo que 
se descargó desde la herramienta SCOPUS.  
 
Figura 42. selección de archivo .RIS 
Una vez seleccionado el archivo se debe dar clic en Ok, y posteriormente de 
nuevo se debe dar clic en la opción Next. En la siguiente pantalla, figura 43, se 
podrán observar los dos tipos de análisis que la herramienta permite realizar, 
partiendo de la información bibliográfica. En este caso se seleccionará la opción 
de Co-ocurrence, que es la destinada a analizar las palabras claves dentro de 
cada uno de los documentos.  
 
Figura 43. Selección de tipo de análisis bibliográfico deseado. 
Luego se da clic en el botón Next, y la herramienta permitirá realizar un filtro para 
la cantidad de palabras que aparecerán, dependiendo de la cantidad mínima de 
veces que aparece dentro de los documentos seleccionados (figura 44). 
 
Figura 44. Ajuste de límite mínimo de apariciones de las palabras claves. 
 
Al dar en siguiente, se confirmarán la cantidad de documentos que cumplen con 
el límite mínimo establecido de coocurrencias, que para este caso fue 
establecido como 5, posteriormente se podrá elegir si se desea que aparezcan 
menos de la cantidad máxima encontrada, como se puede ver en la figura 45. 
 
Figura 45. Confirmación de cantidad de palabras que se desean observar en el 
mapa bibliográfico. 
Para continuar se dará nuevamente siguiente, y desde este paso se puede iniciar 
con el análisis de lo que se ha obtenido de acuerdo con los 2000 documentos 
analizados. En este momento se pueden observar en la figura 46, las palabras 
en orden descendente que han tenido mayor aparición en las palabras claves de 
los documentos.  
 
Figura 46. Resumen de términos con mayor coocurrencia 
 
Como se dijo con anterioridad, en este punto se puede iniciar el análisis de los 
resultados. Se puede observar que el termino con mayor aparición es “Object 
detection” lo que es afín con la ecuación de búsqueda. Sin embargo, el termino 
de inteligencia artificial no ha sido relevante dentro de los documentos, en su 
lugar, se encuentra el termino de “Machine learning”, que en español significa 
aprendizaje de maquina y que es una ciencia derivada de la inteligencia artificial. 
Además de esto podemos encontrar en la décima posición el término 
“Convolutional neural networks”, Redes neuronales convolucionales, en su 
traducción al español, y es una técnica de construcción de redes neuronales 
artificiales muy utilizadas para analizar imágenes y para realizar reconocimiento 
de imágenes dentro de ellas.   
Luego de observar estos términos se dará en finalizar y el programa generará el 
mapa de análisis bibliográfico que se puede observar en la figura 47. 
 
Figura 47. Mapa de análisis bibliográfico de primera búsqueda. 
Como era de esperarse según el resumen realizado en la figura 46, dentro de 
los clústeres con mayor relevancia se pueden encontrar los términos de “Object 
Detection” y “machine learning”. En la parte superior derecha en color gris, se 
puede observar el término “artificial intelligence”. 
Si se realiza un análisis un poco más a profundidad en cuanto a la conexión 
generada entre los términos, se puede encontrar un aporte de relevancia a la 
investigación. Se puede observar en la figura 48. que el termino detección de 
objetos, como tal no tiene relación relevante entre los documentos con 
inteligencia artificial. Pero si se encuentra bastante relacionado con el clúster 
cercano de “machine learning”.  
 
Figura 48. Acercamiento a clúster de "Object detection". 
En la figura 48, fue necesario reducir el nombre de los clústeres a únicamente 5 
letras debido a que el término “computer visión”, no dejaba observar la etiqueta 
de machine learning. Otro aporte significativo al acercase a los clústeres fue el 
de observar un clúster que se encuentra bajo la sombra del clúster de “Object 
detection”. Y que sería favorable añadirlo a la ecuación de búsqueda debido a 
su relevancia en las investigaciones y a que puede abordar diferentes 
documentos que sean de interés. Se puede evidenciar en la figura 49. El clúster 
mencionado es el de “Object recognition”.  
 
Figura 49. Acercamiento a clúster de "Object Recognition". 
Sin embargo, este término tampoco representa una conexión directa con el 
clúster de inteligencia artificial, sino que de la misma forma que el clúster de 
“Object detection”, se conecta es con el clúster de “machine learning”. Al realizar 
una acercamiento a este clúster, figura 50, se verifica que machine learning es 
el clúster encargado de hacer de puente para llegar al clúster de inteligencia 
artificial, sin embargo este término se encuentra muy distante del foco de 
términos relacionados con detección o reconocimiento de objetos, que es el 
objetivo principal del proyecto, por lo que este término se remplazara en la 
ecuación de búsqueda por el de “Machine learning”, y se volverá a hacer el 
análisis bibliográfico para continuar acotando el camino hacia la técnica a utilizar.  
 
Figura 50. Acercamiento a clúster de "Machine learning" 
 
A partir de este punto, se mostrará únicamente el resultado de la ecuación, y el 
mapa obtenido de los 2000 documentos más citados de cada nueva búsqueda. 
Como se mencionó con anterioridad, ahora se cambiará el término “Artificial 
intelligence” por el de “Machine learning”, y se añadirá el termino de “Object 
recognition” con un operador lógico OR, que lo añada a la búsqueda. Por lo que 
la ecuación de búsqueda quedara como:  
"Machine learning"  AND  ( "Object detection"  OR  "Object 
recognition" )  AND  ( LIMIT-TO ( SUBJAREA ,  "COMP" )  OR  LIMIT-
TO ( SUBJAREA ,  "ENGI" )  OR  LIMIT-
TO ( SUBJAREA ,  "MATE" )  OR  LIMIT-
TO ( SUBJAREA ,  "EART" )  OR  LIMIT-
TO ( SUBJAREA ,  "DECI" )  OR  LIMIT-TO ( SUBJAREA ,  "ENVI" ) )  
Búsqueda para la cual se encontraron 35548 documentos afines (figura 51), lo 
cual reduce la cantidad de documentos eliminando posible ruido dentro de las 
palabras claves.  
 
Figura 51. Resultados de segunda búsqueda. 
Luego de realizar la descarga y llevar el archivo de formato RIS a la herramienta 
VOSVIEWER, el resultado del análisis bibliográfico arrojo el mapa de la figura 
52. 
 
Figura 52. Mapa de análisis bibliográfico de segunda búsqueda. 
Como se puede observar, los términos que se encontraban unidos en la anterior 
búsqueda se desplazan en sentidos contrarios para dar paso a diferentes 
términos que los relacionan. En esta búsqueda ahora el clúster con mayor 
cantidad de ocurrencias es el de “Deep learning”, este resultado acota mucho 
más la búsqueda ya que hace referencia a una técnica de machine learning que 
está orientada directamente a tareas como la detección de objetos en imágenes.  
Es importante analizar que las dos búsquedas han generado una cadena entre 
tres tipos de términos que en realidad están muy conectados y que en realidad 
lo que permiten es generar un enfoque más específico en la aplicación deseada, 
que en este caso sería la de detección de objetos. Como se definió 
anteriormente, la inteligencia artificial es la capacidad de un sistema informático 
de simular uno o varios procesos mentales propios de los humanos, y a partir de 
estos tomar decisiones o realizar tareas. El aprendizaje de maquina como 
también se mencionó con anterioridad, es una disciplina derivada de la 
inteligencia artificial, y les permite a los sistemas no solo generar procesos en el 
instante sino aprender a partir de estas decisiones que va tomando, lo que 
permitió generar una automatización del aprendizaje a partir de tareas cíclicas, 
que iban mejorando el desempeño de los sistemas.54 
Esta disciplina del aprendizaje de maquina ha evolucionado en gran cantidad, y 
se han desarrollado varias técnicas para el aprendizaje de máquina, hasta llegar 
al punto de que las mismas maquinas determinan las características que 
definirán el aprendizaje a partir de un conjunto de datos que son procesador por 
el algoritmo el cual ya no requiere de que le sean definidas unas reglas a partir 
de tareas cíclicas, sino que por medio del comportamiento de los datos va 
generando una asociación de respuesta y esto construye el aprendizaje de la 
máquina, se caracteriza por formar estructuras similares a las de las redes 
neuronales en un cerebro humano. Se puede entender entonces la relación de 
estos tres términos como se observa en la figura 53. 
 
54 A. Cossío, “Bots, Machine Learning, Servicios Cognitivos Realidad y perspectivas de la Inteligencia 
Artificial en España, 2018,” Pwc, pp. 1–34, 2018, [Online]. Available: 
https://www.pwc.es/es/publicaciones/tecnologia/assets/pwc-ia-en-espana-2018.pdf. 
 
Figura 53. Artificial intelligence - Machine learning - Deep learning. 
Fuente: A. Cossío, “Bots, Machine Learning, Servicios Cognitivos Realidad y 
perspectivas de la Inteligencia Artificial en España, 2018,” Pwc, pp. 1–34, 2018, 
[Online]. Available: https://www.pwc.es/es/publicaciones/tecnologia/assets/pwc-
ia-en-espana-2018.pdf. 
A partir de esta síntesis acerca de los términos relacionados, se genera un nuevo 
aporte significativo en cuanto a la ecuación de búsqueda por parte de estos 
resultados. Si se realiza un acercamiento al clúster de “Deep learning” se puede 
observar que es un término con una relación global en la búsqueda, generando 
un foco de conexión central entre la mayoría de los términos. Como se evidencia 
en la figura 54. 
 
 
Figura 54. Acercamiento a clúster de Deep learning. 
A partir de esta relación existente se puede determinar que la aplicación o 
búsqueda acerca de detección de objetos o reconocimiento de objetos tiene un 
foco importante sobre el termino de Aprendizaje profundo o Deep learning, por 
lo que ahora, para abordar la investigación se remplazara el término “machine 
learning” por “Deep learning” con la intención de ser más precisos en la 
búsqueda y observar si se pueden identificar técnicas de aprendizaje profundo 
dentro de los nuevos términos importantes a nivel investigativo.  
Posteriormente, para observar términos que puedan ser relevantes dentro de 
esta búsqueda que se encuentren relacionados con la detección de objetos, se 
realiza un acercamiento al clúster de “Object detection” y se hace una fijación en 
los términos que se encuentran cerca al foco central (figura 55).  
 
Figura 55. Acercamiento a clúster de Object detection en segunda búsqueda. 
Luego de esta aproximación al clúster se pueden identificar nuevos términos que 
a partir de una investigación sencilla se puede determinar su gran relación con 
el termino de aprendizaje profundo, siendo en realidad técnicas derivadas de 
esta rama de la inteligencia artificial. Estos términos son los de “Convolutional 
neural networks” y “Deep neural networks”. Como se mencionó con anterioridad 
el aprendizaje profundo es una técnica de machine learning que busca simular 
el comportamiento de las redes neuronales humanas para generar el aprendizaje 
de máquina, y de estos dos términos se puede identificar la traducción al español 
del concepto redes neuronales, acompañado de variables tales como 
convolucionales y profundas, que dentro de esta técnica son tipos de redes 
neuronales artificiales usadas para la aplicación de aprendizaje profundo. 
Lo anterior genera una relación pertinente entre el objetivo de detección de 
objetos y algunos métodos definidos dentro de la técnica de aprendizaje 
profundo lo que define que la dirección de la investigación está siendo más 
direccional hacia términos mucho más reducidos y específicos, y ya no tan 
generales como en un principio.  
Posteriormente se realizará nuevamente la búsqueda en la base de datos 
SCOPUS realizando por el momento únicamente el cambio mencionado con 
anterioridad. La ecuación de búsqueda queda definida como:  
"Deep learning"  AND  ( "Object detection"  OR  "Object recognition" )  AND  
( LIMIT-TO ( SUBJAREA ,  "COMP" )  OR  LIMIT-TO ( SUBJAREA ,  "ENGI" )  
OR  LIMIT-TO ( SUBJAREA ,  "MATE" )  OR  LIMIT-TO ( SUBJAREA ,  "EART" 
)  OR  LIMIT-TO ( SUBJAREA ,  "DECI" )  OR  LIMIT-TO ( SUBJAREA ,  "ENVI" 
) ) 
Para esta búsqueda se redujeron más los resultados, obteniendo un total de 
27979 como se puede observar en la figura 56, que cerca de 29000 documentos 
menos que los encontrados en un principio, esto en términos generales para la 
investigación es bueno, debido a que de acuerdo a técnicas de vigilancia 
tecnológica, entre más reducida sea la cantidad de documentos encontrados va 
a ser mucho más preciso el análisis que se realice de ellos, en este caso, el 
análisis bibliográfico acobijara un mayor porcentaje de los documentos 
encontrados y esto genera una cantidad menor de ruido en la información y será 
más precisa la dirección escogida para la investigación.   
 
Figura 56. Resultados obtenidos en tercera búsqueda 
Luego de realizar la descarga y el debido proceso sobre Vosviewer, el mapa de 
términos obtenidos se puede observar en la figura 57. 
 
Figura 57. Mapa de análisis bibliográfico de la tercera búsqueda. 
Los clústeres en esta ocasión tienen un poco menos marcada la diferencia de 
relevancia, no se encuentra un clúster que sobresalga en tamaño a los demás, 
sin embargo, luego de hacer una visual rápida de este mapa se puede identificar 
que en realidad el termino de “Convolutional neural networks” tiene una 
relevancia mucho mayor a los demás, pero el hecho de estar dividido en 5 
clústeres hace que no se pueda visualizar de manera explícita. Esta División de 
un término en varios clústeres, se da debido a que los autores utilizan diferentes 
formas de nombrarlo, como se puede observar en la figura 57, en el foco central 
del mapa, se encuentra el mismo termino a diferencia de una “S” al final de 
Convolutional neural networks, como también se encuentra el clúster azul en la 
parte central izquierda del mapa con las siglas “cnn”, que hacen referencia al 
mismo termino. Algunos autores también hacen uso tanto de las siglas como del 
término completo, y esto se puede observar en los dos clústeres verdes que se 
encuentran en la parte superior del mapa en donde se ve el termino nuevamente 
con la variación del plural y el singular, pero además cada uno tiene entre 
paréntesis las siglas de cnn y cnns. 
Luego de identificar esta singularidad dentro del resultado de esta búsqueda, se 
puede determinar que en realidad el término “Convolutional neural networks” que 
es una arquitectura de aprendizaje profundo que busca simular las redes 
neuronales comunes en la capa visual del cerebro V1. y es una metodología muy 
utilizada para tareas tales como análisis de imágenes e identificación o 
reconocimiento de objetos55. Por lo que se añadirá este importante termino a la 
ecuación de búsqueda como siguiente paso de la investigación, definiéndose 
como la arquitectura de aprendizaje profundo escogida para el experimento a 
partir de su importancia y relevancia en la bibliografía investigativa relacionada 
al tema del proyecto. 
Continuando con el análisis del mapa obtenido, se realizó un acercamiento a las 
redes o enlaces construidos entre los clústeres resultantes, y se encontró en 
específico una red que parece generar un aporte interesante, debido a que es 
una metodología de aplicación de las redes neuronales convolucionales, lo que 
da un paso adelante en cuanto al proceso de búsqueda, además de realizar una 
captura de los temas relevantes para el proyecto dentro de su red de enlaces 
que se puede observar en la figura 58.  
 
Figura 58. Acercamiento a red de interés. 
Faster R-CNN es un modelo de aplicación de redes neuronales convolucionales, 
es decir es un término derivado de esta arquitectura de redes neuronales 
convolucionales, por lo que es ir un paso más adelante de la simple identificación 
de técnicas de Deep learning. Como se puede observar en la figura 58, la red 
conformada por los enlaces desde este clúster permite generar en términos o 
palabras claves una solución pertinente para el experimento que se busca 
realizar. El termino está relacionado en un principio con Object detection que es 
el objetivo principal de la aplicación de la técnica, pero además hay una 
 
55 “Deep learning & Convolutional Neuronal Network: qué es y en qué consiste.” 
https://itelligent.es/es/deep-learning-convolutional-neuronal-network-cnn-consiste/ (accessed May 22, 
2020). 
reincidencia en el término detección, debido a que es una técnica que tiene muy 
buenos resultados en este tipo de tareas, además de que también incluye el 
clúster de clasificación, lo que permite ir más allá del proceso de detectar un 
objeto, también lo clasifica dependiendo de ciertas características de entrada. Y 
para finalizar, se encuentra relacionado con el clúster de “Chip detection” que en 
su traducción al español seria detección de chips, objetos que en su composición 
generalmente tienen un par de características que se pueden considerar 
similares a las de las colillas de cigarrillo como lo es su forma rectangular y su 
pequeño tamaño. Esta red de conexiones en general es muy aproximada a los 
términos esenciales para el desarrollo de este proyecto, sin embargo, se 
realizará una búsqueda detallada a redes neuronales convolucionales para 
identificar si esta es una técnica que se encuentra en auge o si hay otros modelos 
de este tipo de redes que puedan ser más relevantes a nivel investigativo en 
cuanto a la detección de objetos. A partir de esto se define la siguiente ecuación 
de búsqueda: 
"Deep learning"  AND  (“Convolutional Neural network” OR “Convolutional 
neural networks” OR “cnns” OR “cnn” )AND ( "Object detection"  OR  
"Object recognition" )  AND  ( LIMIT-TO ( SUBJAREA ,  "COMP" )  OR  LIMIT-
TO ( SUBJAREA ,  "ENGI" )  OR  LIMIT-TO ( SUBJAREA ,  "MATE" )  OR  
LIMIT-TO ( SUBJAREA ,  "EART" )  OR  LIMIT-TO ( SUBJAREA ,  "DECI" )  
OR  LIMIT-TO ( SUBJAREA ,  "ENVI" ) ) 
En esta ecuación de búsqueda se ha definido realizando la unión en cadena de 
los términos más importantes en las anteriores búsquedas y que estaban 
relacionados entre sí. Se propuso inicialmente la técnica de machine learning 
identificada en la 2da búsqueda, unida por un operador lógico “AND”, al modelo 
usado en Deep learning en cada una de las conversiones del término que se 
hallaron en la tercera búsqueda, y finalizando los términos con la unión de otro 
operador lógico “AND” a el objetivo para el cual se desean aplicar estas técnicas 
de inteligencia artificial, es decir, la detección de objetos.  
Para la búsqueda se obtuvieron 10208 resultados como se puede observar en la 
figura 59. Lo que representa una disminución significativa de los resultados 
obtenidos en un comienzo.  
 
Figura 59. Resultados de la cuarta búsqueda. 
En este caso el análisis bibliográfico que se puede observar en la figura 60, está 
analizando un aproximado del 20% de la totalidad de los documentos 
encontrados en la cuarta búsqueda realizada, lo que representa un análisis 




Figura 60. Mapa de análisis bibliográfico de la cuarta búsqueda. 
De forma directa se puede observar que el clúster con una magnitud 
significativamente diferente a las demás hace alusión al objetivo principal de este 
proyecto, la detección de objetos, y los términos que lo rodean certifican que la 
aplicación de esa detección de objetos esta guiada a la aplicación tecnológica 
deseada. 
Al haber llegado a este punto en la investigación en el que el objetivo principal 
es el foco de los documentos encontrados los que construye este mapa serían 
los términos que durante los últimos años están teniendo un desarrollo 
investigativo más relevante. Como se puede observar en la parte superior 
izquierda del foco del mapa se encuentra otro clúster que tiene una diferencia 
notable en tamaño con los demás, pero no es un clúster que sea nuevo dentro 
de los mapas de análisis de la investigación, este término es el mismo al cual se 
hizo referencia en la figura 58. Faster R-CNN, modelo de redes neuronales 
convolucionales que no solo genera un foco en las investigaciones por este 
clúster mencionado, sino que si se realiza un acercamiento al clúster principal de 
Object detection se puede observar que el mismo termino se encuentra 
menciona de tres formas distintas en clústeres con una importante participación 
dentro del mapa y con una fuerte conexión al objetivo principal, esto se puede 
evidenciar en la figura 61. 
 
Figura 61. Acercamiento a clúster Object detection en la cuarta búsqueda. 
Dentro del mapa de análisis de la figura 50, se pueden encontrar otras 
arquitecturas de redes neuronales convolucionales tales como Mask rcnn, y fast 
rcnn. Las cuales harán parte del análisis posterior de técnicas identificadas, pero 
en general a partir de la investigación realizada se considera que la técnica de 
inteligencia artificial a aplicar en el experimento será la de Faster RCNN, un 
modelo de redes neuronales convolucionales y perteneciente a técnicas de 
aprendizaje profundo y que de acuerdo a un pequeño número de artículos en los 
que se hace la aplicación de detección de objetos pequeños, que sería de forma 
específica una de las características de las colillas de cigarrillo, esta técnica es 
la que representa una única relación en cuanto a los clústeres como se puede 
observar en la figura 62. 
 
Figura 62. Acercamiento a clúster de Small Object detection. 
 
 
4.2. IDENTIFICACIÓN DE CARACTERISTICAS PARA DEFINIR COLILLAS 
OBJETIVO.  
 
Según la resolución número 2265, emitido por el DANE en el año 2019 para la 
regulación de ventas de cigarrillo en el país, les dio la autorización a 84 tipos de 
cigarrillos de 22 de marcas diferentes56. Sin embargo, según un estudio 
realizado por la revista Dinero en el año 2017, en el país cerca del 90% de la 
venta cotidiana de cigarrillos giraba en torno a 6 marcas de cigarrillo, luego de 
hacer una encuesta a un gran número de consumidores. Los resultados se 
pueden observar en la figura 63.  
 
Figura 63. Cigarrillos más consumidos en Colombia. 
Fuente:  “Bebidas y cigarrillos prefieren colombianos top of mind 2017.” 
https://www.dinero.com/edicion-impresa/caratula/articulo/bebidas-y-cigarrillos-
prefieren-colombianos-top-of-mind-2017/244572 (accessed May 22, 2020). 
Como se puede observar para esta época las marcas con mayor relevancia en 
el mercado eran Marlboro, Mustang, Piel Roja, Boston, Belmont y Kool. Situación 
que en el presente ha cambiado, debido a que los dueños de la empresa British 
American Tobacco (BAT), que era la encargada de producir los sellos Mustang 
y Belmont, decidieron cambiarlos por los sellos Rothmans azul y gris 
respectivamente57. Esto afecto sus ventas en un principio y permitió posicionar 
en la competencia a los cigarrillos de la marca Lucky strike como unos de los 
más comunes. Luego de un tiempo la producción de los sellos Mustang y 
Belmont fueron retomados en algunas de sus presentaciones y por eso se 
encuentran dentro de la lista de cigarrillos permitidos para la venta a lo largo del 
primer semestre 2020 en la resolución mencionada con anterioridad.  
 
56 “DEPARTAMENTO ADMINISTRATIVO NACIONAL DE ESTADÍSTICA RESOLUCIÓN NÚMERO,” 2265 
2 7’ dic.2019. [Online]: https://www.dane.gov.co/files/investigaciones/boletines/cigallo/certificacion-
cigarrillo-I-semestre-2020.pdf (accessed May 23, 2020). 
 
57 “Cigarrillos Mustang en Colombia serán reemplazados por Rothmans - Empresas - Economía - 
ELTIEMPO.COM.” https://www.eltiempo.com/economia/empresas/cigarrillos-mustang-en-colombia-seran-
reemplazados-por-rothmans-94562 (accessed May 23, 2020). 
Luego de realizar una pequeña búsqueda acerca del diseño de los cigarrillos de 
estas importantes marcas mencionadas, para definir las características de las 
colillas que se podían encontrar con mayor frecuencia en los suelos bogotanos 
se encontró que en un principio todas cuentan con únicamente dos tipos de 
















































































































































Tabla 2. Cigarrillos más comunes en la ciudad de Bogotá. 
De acuerdo con lo observado en la tabla 2, las colillas de los cigarrillos más 
comunes en Bogotá se poseen colillas de color blancas o naranjas, por lo que 
únicamente se tomaran en cuenta estos dos tipos de colillas para la construcción 
del conjunto de datos correspondiente a este experimento, el tamaño de las 
colillas no se pude definir debido a que es una característica imposible que 
ajustar a todos los residuos de cigarrillo encontrados, esto depende del tiempo 
de combustión y la forma en que sea desechado . 
4.3. Identificación de características de la zona.  
 
De acuerdo con los objetivos del proyecto la identificación de colillas de cigarrillo 
se desea realizar en áreas urbanas, ya que como se mencionó en el Marco 
geográfico, a pesar de que se espera que el software pudiera dar resultado en 
cualquier terreno, la aplicación inicial será en los alrededores de la universidad 
católica de Colombia, sede el claustro. A partir de las características de esta 
zona se determinarán los terrenos sobre los cuales se basará el conjunto de 
datos para la implementación del experimento. 
En general la calle de justo en frente de la Universidad es una calle transitable 
por vehículos y peatones, en la cual se encontrarán tres tipos de materiales 
diferentes a lo largo de su extensión. En un principio la mayor parte de la calle 
está construida en base de ladrillo como se podrá observar en la figura 64.  
 
Figura 64. Terreno cercano a la Universidad católica de Colombia sede El 
claustro 
Esta característica que no es tan común en Bogotá, en donde la gran mayoría 
de calles están en base de Cemento o pavimento, materiales que también se 
logran observar justo en la entrada de la universidad. Además de esto la 
universidad cuenta con algunos árboles sembrados cerca de su entrada por lo 
que también se podrá encontrar tierra, y en ocasiones un poco de pasto que 
tiene un cambio de color muy drástico al del pavimento y ladrillo, por lo que no 
está de más tenerlos en cuenta, se podrá detallar la aparición de estos tipos de 
terreno adicionales en la figura 65.  
 
Figura 65. Terrenos en la puerta de la Universidad Católica de Colombia. 
Además de lo anteriormente mencionado, al final de la calle se pueden encontrar 
algunas alcantarillas como se puede observar en la figura 66, que son un foco 
importante de las colillas de cigarrillo debido a que el agua de lluvia suele 
arrastrar estos residuos hasta la cercanía de los alcantarillados.  
 
Figura 66. Alcantarillados cercanos a la Universidad católica de Colombia. 
De acuerdo con lo mencionado, el conjunto de datos propuesto debe tener 
imágenes en las que se encuentren características de terreno similares a las 
encontradas durante esta sección, teniendo en cuenta que por la situación de 
salubridad mundial transcurrida en el presente primer semestre del año 2020, las 
imágenes no podrán ser capturadas en el mismo terreno objetivo del proyecto 
debido a que la movilidad de la ciudadanía se encuentra restringida.  
Dentro del conjunto de datos se espera encontrar terrenos en base de ladrillo, 
pavimento, tierra, pasto. Y en la construcción completa de la imagen debe ser 
posible observar la combinación entre estos terrenos y también la aparición de 
alcantarillados, andenes e incluso zapatos de personas, teniendo en cuenta que 
es probable que durante el funcionamiento en campo dentro de las imágenes se 
captures los zapatos de peatones. 
4.4. RECOLECCION DE DATOS. 
 
Esta sección está destinada a detallar el procedimiento que se tomó para la 
recolección de imágenes que significaran el conjunto de datos del experimento. 
En un principio se tomó como cifra consensada entre los stakeholders del 
proyecto, una cantidad total de 2000 imágenes. Por lo que a partir de esta cifra 
se inició con la recolección de los datos. 
Realizar la toma fotográfica de 2000 diferentes imágenes era un proceso que 
podía llevar un tiempo riesgoso para los fines del proyecto debido al corto tiempo 
de desarrollo que se tiene. Por esto se tomó la iniciativa de realizar un proceso 
de deconstrucción de videos en fotogramas que sería un proceso más rápido. 
De acuerdo con esto, la metodología para la recolección de las imágenes, fue 
realizar la grabación de terrenos donde se encontraran características similares 
a las encontradas en la sección 4.3, y luego realizar la división de estos videos 
en fotogramas con la ayuda de la librería OpenCV, que es una librería de código 
abierto desarrollada en un principio por Intel y que está caracterizada por brindar 
muchísimas prestaciones en cuanto a visión artificial que permite realizar tareas 
a partir de cerca de 2500 algoritmos que permiten entre otras cosas el 
tratamiento de imágenes, clasificación de objetos en imágenes, realizar o extraer 
modelos en 3D entre otras58. 
Se debe tener en cuenta que una de las expresiones mínimas del video son 
imágenes que hacen una transición de una a otra de una manera muy rápida, 
son conocidos como fotogramas y de esta exposición de fotogramas por 
segundo resulta el movimiento que se observa en los videos, dependiendo de la 
cantidad de fotogramas que se tengan por segundo el movimiento va a ser más 
rápido o más lento, de esta forma se consiguen efectos en los videos como la 
cámara lenta.59  El ojo humano logra detectar cerca de 200 fotogramas por 
segundo sin sentir variación a la cotidianidad, para sentir una disminución en la 
velocidad de la sensación visual la imagen debe estar por debajo de los 60 
fotogramas por segundo. (Figura 67). 
 
Figura 67. Fotogramas por segundo. 
 
Fuente: “ What is the role of frames in making a video slow? - Quora.” 
https://www.quora.com/What-is-the-role-of-frames-in-making-a-video-slow 
(Consultado: May 22, 2020).  
Gracias a una aplicación llamada Power director se podrá observar cómo se 
ven los fotogramas directamente del video que se utilizó para realizar la 
 
58 A. Mordvintsev and K. Abid, “OpenCV-Python Tutorials Documentation,” OpenCV Python Doc., pp. 1–
269, 2017, [Online]. Available: https://media.readthedocs.org/pdf/opencv-python-tutroals/latest/opencv-
python-tutroals.pdf. 
59 “Módulo 4 . Vídeo y animaciones.”. [Online]. Available: 
http://www.tallertecno.com/curso_multimedia/04_video.pdf (accessed May 22, 2020). 
construcción del conjunto de datos. Se puede observar como las imágenes se 
dividen en el tiempo de duración del video (figura 68). 
 
Figura 68. Fotogramas en video capturado para construcción del data set. 
De acuerdo con lo anterior, a partir de la función de OpenCV: 
cv2.CAP_PROP_FPS. Se realizo la división de dos videos de 2 minutos, en 10 
fotogramas por segundo, de esta forma se consiguió completar la cantidad de 
imágenes requeridas.  
cantidad de frames por video =
2 ∗ 60
10
= 1200 frames 
Se reunieron un total de 2400 fotogramas en el conjunto de datos, de los cuales 
se seleccionaron de forma manual 2000, que se encontraban en una definición 
adecuada, debido a que, por el movimiento de la cámara algunos de estos 
fotogramas quedaron desenfocados o no se encontraban colillas de cigarrillo en 
ellos como se puede ver en la figura 69. 
 
Figura 69. Fotograma sin colillas de cigarrillo. 
Luego de este filtrado se eliminaron 400 imágenes y se concretó el conjunto de 
datos final que cumplía con los requerimientos solicitados desde un inicio de 
2000 imágenes de colillas de cigarrillo en terrenos urbanos. 
 
Figura 70. Imágenes del conjunto de datos. 
Alrededor de la zona en donde se pudo realizar la recolección de imágenes no 
se encontró ningún área en base de ladrillo, que era uno de los terrenos 
identificados con anterioridad, pero se espera que los resultados de acuerdo con 
la calidad de las imágenes y el preprocesamiento que se les realizara consigan 
que el algoritmo realice una adecuada identificación de las colillas sin importar el 
terreno en que se encuentren.  
4.5. ANALISIS DE TECNICAS. 
 
De acuerdo con lo encontrado en el estado del arte se encontraron 3 diferentes 
arquitecturas de redes neuronales convolucionales definidas como Faster RCNN 
y Fast RCNN, sin embargo, de acuerdo a la notable diferencia de relevancia 
durante el análisis bibliográfico, de manera inmediata en la misma sección se 
determinó que la arquitectura a utilizar durante el experimento desarrollado en 
este proyecto sería la de Faster RCNN, técnica muy utilizada para la 
implementación de detección de objetos pequeños como se pudo observar en la 
mencionada sección. En esta sección se entrará un poco más en detalle a las 
definiciones y características de estos diferentes términos mencionados. 
De acuerdo a lo encontrado en la vigilancia tecnológica realizada y como se 
mencionó con anterioridad, se pudo observar que en la actualidad investigativa 
la detección de objetos pequeños tiene una gran tendencia hacia hacer uso del 
modelo de red neuronal convolucional conocido como Faster RCNN. A 
continuación, se identificarán algunas de las características de la 
implementación de esta técnica a la aplicación del proyecto y se definirán 
algunas de las razones que pueden hacer de este modelo el más favorable como 
solución a la propuesta. 
Como se menciono en el estado del arte se encontraron diferentes tipos de 
modelos de redes neuronales convolucionales que se definieron como RCNN, 
Fast RCNN, Faster RCNN y Mask RCNN. Sin embargo además de las 
diferencias metodológicas definidas en cada una de estas tres arquitecturas. Se 
encontró una característica que genero un peso relevante en cuanto a la filtración 
de estas técnicas. Y fue, el tiempo que tarda cada una en realizar el análisis y 
detección de objetos en las imágenes de entrada. 
Como se puede observar en la figura .. se encontró que la arquitectura más 
sencilla conocida como red neuronal convolucional con regiones propuestas 
permite llegar a realizar un proceso completo de análisis de imágenes en 
alrededor de 42 segundos. Este rendimiento mejora con la implementación de 
una fast RCNN con la que se consigue el análisis de una imagen cada dos 
segundos. Sin embargo, este delay es muy significativo en una aplicación en la 
que se requiere la identificación de objetos en tiempo real, el cual seria el ideal 
del presente experimento ya que si se desea hacer la implementación del mismo 
en un dispositivo de recolección de colillas de cigarrillo es necesario que el 
proceso sea realizado en tiempo real. 60 
Por lo anterior es que la arquitectura de Faster RCNN y Mask RCNN adquieren 
una relevancia mucho más significativa en este tipo de proyectos ya, que cada 
una de estas arquitecturas logra mejorar el proceso de análisis de imágenes y lo 
lleva a una velocidad significativa de solo 0.2 segundos por imagen. Lo que se 
acopla perfectamente a investigaciones en las que se requiere hacer el 
procesamiento de la información en tiempo real.61 
 
Figura 71. Tiempos de deteccion de objetos de los modelos. 
 
60 R. Gandhi, “R-CNN, Fast R-CNN, Faster R-CNN, YOLO — Object Detection Algorithms”, [Online]. 
Available: https://towardsdatascience.com/r-cnn-fast-r-cnn-faster-r-cnn-yolo-object-detection-algorithms-
36d53571365e 
61 Ibid. [Online]. Available: https://towardsdatascience.com/r-cnn-fast-r-cnn-faster-r-cnn-yolo-object-
detection-algorithms-36d53571365e 










De acuerdo a lo anterior se fortalece la decisión adquirida a partir de la sección 
4.1, sin embargo, aparece una nueva opción, ya que se puede observar que la 
arquitectura Mask RCNN también es utilizada para realizar la detección de 
objetos en tiempo real.  
De acuerdo a lo anterior se inicia con la investigación para la conformación del 
conjunto de datos empleados por cada una de estas dos arquitecturas, para las 
que se encuentra que las herramientas relevantes para realizar este proceso se 
conocen como Imagelbl y VGG image anotator. La primer herramienta 
mencionada permite realizar el etiquetado requerido para la arquitectura Faster 
RCNN, que consiste en una caja o ancla que va a encerrar el objeto definido y a 
incorporarlo en una clase pre nombrada. En el caso de VGG image anotator, es 
la herramienta que permite realizar de forma mas sencilla el etiquetado para la 
arquitectura Mask RCNN, el cual consiste en una etiqueta que se asigna a un 
espacio enmarcando la silueta del objeto. Como se muestra en la figura 72. 
 
Figura 72. Etiquetado de colilla para mask RCNN 
A pesar de comenzar y realizar una buena cantidad de etiquetas para la 
arquitectura de Mask RCNN, el grupo de investigación noto que esta herramienta 
tiene problemas para entregar el archivo de salida de etiquetas en un formato 
COCO, el cual como se mencionó en el estado del arte es el formato que se 
utiliza en la mayoría de API’s destinadas a la detección de objetos. Luego de 
tratar convertir de diferentes formas el formato entregado por la herramienta, al 
requerido por la API sobre la cual se implementará el experimento y no conseguir 
resultados. Se decidió realizar únicamente la construcción del set de datos con 
las etiquetas funcionales para la arquitectura Faster, debido a los límites de 
tiempo que se tenían para el desarrollo completo del experimento. 
Luego de identificar los motivos por los cuales el avance del proyecto en cuanto 
a la selección de la técnica se aproxima a los resultados obtenidos en la sección 
4.1, se procede a analizar las arquitecturas definidas para conseguir la 
implementación del experimento.  
Faster RCNN, se puede definir mediante un esquema de bloques que define 11 
procesos principales que se aplican durante el entrenamiento y durante la 
evaluación de cada una de las imágenes que se encuentran como entrada del 
modelo. Esto se puede observar en la figura 73. 62 
 
Figura 73. Bloques de arquitectura Faster RCNN 
Fuente : S.Goswami, “A deeper look at how Faster-RCNN works”. [online] 
available in: https://medium.com/@whatdhack/a-deeper-look-at-how-faster-
rcnn-works-84081284e1cd. 
A la entrada del esquema de la figura 73 se puede observar que se encuentran 
dos entradas, la entrada principal que son las imágenes de testeo y además de 
esto también se encuentran como entrada las cajas o anclas principales que 
tienen las etiquetas de los objetos en las imágenes de entrenamiento, esta parte 
se puede observar con el nombre de “Ground truth boxes” que en español 
significaría cajas de verdad, estas cajas vienen de un modelo pre-entrenados, 
del cual se hablara más adelante. Estas cajas de verdad alimentan junto al set 
de entrenamiento la construcción de la red de regiones propuestas, que en el 
bloque de generador de objetivo realiza el proceso de ajuste de las anclas de 
entrada y retro alimentan junto a las perdidas la red de regiones propuestas del 
modelo pre-entrenado para que de esta forma se ajuste a la aplicación actual. 
En paralelo a los bloques mencionado en el párrafo anterior se tiene la ejecución 
del bloque de la red de características que se encuentra en la primera capa 
definida como; capa de entrada, la cual contiene en un principio las diferentes 
convoluciones que realiza el modelo para extraer las principales características 
de cada imagen únicamente dentro de la región que encuentre en las etiquetas. 
Se puede observar que de este bloque se encuentran dos salidas que ya hacen 
parte de la segunda capa, conocida como capa oculta, dentro de las cuales se 
hace el análisis y generación de cada una de las herramientas que se usan para 
la detección de los objetos. La generación de ancho de las cajas realiza una 
identificación de coordenadas de las diferentes etiquetas encontradas en las 
 
62 S.Goswami, “A deeper look at how Faster-RCNN works”. [online] available in: 
https://medium.com/@whatdhack/a-deeper-look-at-how-faster-rcnn-works-84081284e1cd. 
imágenes, y la RPN almacena en una red cada una de estas etiquetas para 
poder compararlas con las cajas de verdad que vienen en el modelo pre 
entrenado.  
A la salida del bloque de regiones propuestas se observa un bloque conocido 
como bloque de supresión no máxima o NMS que es una técnica utilizada en 
muchos algoritmos de visión por computadora. Es una clase de técnica para 
seleccionar una entidad, por ejemplo, en este caso serían las cajas o cuadros 
delimitadores, entre muchas entidades superpuestas. Los criterios de selección 
se pueden elegir para llegar a resultados particulares que en este caso se 
obtienen de la retroalimentación adquirida por el modelo pre entrenado. Cuando 
se generan diferentes cajas delimitadas superpuestas, a partir de este bloque se 
seleccionan las que se ajustan o se acercan más a los objetos con características 
aproximadas a las definidas en las convoluciones. Al determinar cuáles cajas se 
mantendrán dentro de la imagen estas regiones se identifican como posibles 
regiones de interés, por lo que pasan a este bloque que se puede observar como 
Sample ROI’s, que en español traduce, muestreo de regiones de interés y que a 
su salida comienza con la alimentación de la ultima capa del modelo, conocida 
como capa de detección.  
Dentro de la capa de detección se encuentra una red de detección que va siendo 
alimentada por cada uno de los pasos de entrenamiento de la red convolucional. 
Que durante el entrenamiento ejecuta los dos bloques finales en color magenta 
que realizan un análisis de las pérdidas de cada época de entrenamiento y van 
realizando un reajuste de las áreas definidas para las clases. Entre más pasos 
se permita ejecutar al entrenamiento menor va a ir siendo el valor de perdidas. 
El entrenamiento puede detenerse cuando las perdidas tengan un valor menor a 
uno.  
Se había dejado mencionado con anterioridad que se explicaría el modelo pre 
entrenado que fue seleccionado para la ejecución del experimento. En este caso 
el modelo escogido fue el de faster_rcnn_inception_v2_petsCOCO. Este modelo 
se ajustó a los parámetros definidos para el proyecto ya que en un principio se 
realizó la evaluación de los factores que podrían determinar la implementación 
del modelo en un sistema automatizado elaborado en un ambiente académico 
como el de la universidad católica de Colombia. Y se definió que un factor 
importante iba a ser el costo de la implementación. Por lo que se realizó una 
investigación acerca de parámetros que permitieran a un modelo hacer menos 
uso de GPU o de memoria para así permitir a los desarrolladores del dispositivo 
incorporar una tarjeta grafica y/o procesador con características que disminuyan 
sus precios.  
 
Figura 74. Comparación entre posibles modelos pre entrenados 
Fuente : J.Hui, “Object detection: speed and accuracy comparison (Faster R-
CNN, R-FCN, SSD, FPN, RetinaNet and YOLOv3),” [online] available in: 
https://medium.com/@jonathan_hui/object-detection-speed-and-accuracy-
comparison-faster-r-cnn-r-fcn-ssd-and-yolo-5425656ae359. 
Según una comparación de diferentes modelos de extracción de caracteristicas 
y evaluación de imágenes como se puede observar en la figura 74 se encontró 
que el modelo con el mejor desempeño en cuanto a precisión en la actualidad 
es el de Inception Resnet V263 que es una evolucion del inception v2 combinado 
con una red de residuos conocida como Resnet. Sin embargo el tiempo de 
consumo de GPU de esta ret es muy grande en aplicaciones de Redes Faster 
RCNN. Se identificaron a MobileNet y a inception V2 como los modelos que 
presentan un menor consumo de GPU, hay que tener en cuenta que el overall 
mAP obtenido en el análisis mencionado no se ajusta al que se puede obtener 
en el presente proyecto, ya que este resultado fue con cerca de 180 clases de 
objetos en imágenes, mientras que el experimento actual solo realiza la 
clasificación de una clase llamada “cigaretteButt”. Esto podría mejorar en gran 
magnitus el desempeño de la precisión, por lo que se considero que el mAP 
obtenido por inception V2 que fue mayor que el de mobilnet en una aplicación de 
Faster RCNN, alcanzando los 22 puntos, era suficiente ya que el mas alto 
consiguió 35. Teniendo en cuenta que el consumo de GPU es mucho menor en 
 
63 C. Szegedy, S. Ioffe, V. Vanhoucke, and A. A. Alemi, “Inception-v4, inception-ResNet and the impact of 
residual connections on learning,” 31st AAAI Conf. Artif. Intell. AAAI 2017, pp. 4278–4284, 2017. 
el caso de inception V2 alcanzando un valor máximo de 200 segundos durante 
todo el proceso de clasificación. 64 
Además de esto se logro encontrar que en cuanto a memoria el modelo de 
inception V2 tambien es el modelo que menos requiere de espacio o 
disponibilidad de memoria en la aplicación de una red Faster RCNN como se 
puede observar en la figura 75.  65 
 
Figura 75. Uso de memoria por modelos pre-entrenados 
Fuente : J.Hui, “Object detection: speed and accuracy comparison (Faster R-
CNN, R-FCN, SSD, FPN, RetinaNet and YOLOv3),” [online] available in: 
https://medium.com/@jonathan_hui/object-detection-speed-and-accuracy-
comparison-faster-r-cnn-r-fcn-ssd-and-yolo-5425656ae359. 
Las anteriores características permiten incorporar el modelo desarrollado en el 
presente experimento en un robot con habilidades computacionales medias que 
representarían la posibilidad de implementar un hadware no tan costoso en la 
construcción y diseño del dispositivo.  
Es importante identificar las características de la arquitectura de este modelo de 
inception v2 que corresponde a una serie de capas de convolución y 
agrupamiento que permite tener como resultado características de las imágenes 
y una red de regiones propuestas ya definidas con las que se trabajara durante 
el procesamiento de imágenes de la arquitectura global del experimento. 
En la siguiente imagen se puede identificar la arquitectura de la capa oculta que 
mantendría el modelo de inception V2, se puede observar en la figura , la 
arquitectura de la primer versión de inception que constaba de 5 capas de 
convolucion donde se resalta una convolucion de 5x5 que generaba una cantidad 
de procesos elevada y estotenia un coste computacional elevado como se puede 
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observar en el diagrama izquierdo de la figura 76. Para mejorar esto, en la 
segunda versión de inception (diagrama de la derecha, figura 76), se generó una 
división de esta capa de convolución de 5x5 en dos capas más de convolución 
de 3x3 consiguiendo que el coste computacional fuera 2.78 veces menos 
costoso que en la primera versión del modelo de inception. 66 
 
Figura 76. Arquitectura Inception V1 y arquitectura Inception V2 
Fuente: R, Bharath “A Simple Guide to the Versions of the Inception Network”, 
[online] available in: https://towardsdatascience.com/a-simple-guide-to-the-
versions-of-the-inception-network-7fc52b863202  
 
Sin embargo, dentro de la aplicación de este modelo, habitualmente se debe 
realizar la implementación de otras arquitecturas definidas dentro del modelo de 
inception V2 en la que se definen otras divisiones en las capas de convoluciones 
que permiten a las implementación definir los tamaños de las convoluciones en 
la segunda capa y así poder generar unos filtros personalizados en las 
convoluciones del modelo buscando generar efectos en los costes de 
computación de acuerdo a las necesidades de cada aplicación. 
Como se puede observar en la siguiente imagen se genera la factorización de 
los filtros en diferentes filtros de valores de “1 x n” y “n x 1” en donde n es el valor 
de la matriz obtenida de los primeros filtros aplicados con la arquitectura inicia 
del modelo inception v2, mostrada en la figura anterior. Si la salida de esta red 
de inception es una matriz n x n, se generará la construcción de los filtros para 
las siguientes capas de inception con los filtros definidos de la forma en que se 
puede observar en la figura 77.67 
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Figura 77. Factorización de convoluciones. 
Fuente : R, Bharath “A Simple Guide to the Versions of the Inception Network”, 
[online] available in: https://towardsdatascience.com/a-simple-guide-to-the-
versions-of-the-inception-network-7fc52b863202  
 
Luego de aplicar esta capa de inception, se declara en la arquitectura del modelo 
la necesidad de aplicar un banco de filtros anteriores a la agrupación de 
características y regiones para la clasificación, en este caso se define este banco 
de filtros con capas de convoluciones determinadas de la siguiente 
manera(figura 78).  
 
Figura 78. Banco de filtros final 
Fuente: R, Bharath “A Simple Guide to the Versions of the Inception Network”, 
[online] available in: https://towardsdatascience.com/a-simple-guide-to-the-
versions-of-the-inception-network-7fc52b863202  
 
Este banco de filtros es exactamente la misma arquitectura que la mostrada en 
la figura 78. pero se hace la factorización de dos de los filtros de 3 x 3, en dos 
convoluciones de 1 x 3 y 3 x 1 paralelas que realizan exactamente la misma 
función pero reducen los gastos en cuanto a la capacidad computacional, 
generando un coste más económico que representa menos uso de memoria y 
de recursos computacionales como GPU. 68 
De manera definitiva, la arquitectura definida entonces para este experimento en 
cuanto al modelo pre entrenado queda definido con 12 capas dentro de las 
cuales se tienen 10 diferentes subcapas de arquitectura inception y se pueden 
observar de manera más clara en la tabla.  
 
Type  patch 
size/stride 
Imput size 
Conv 3*3/2 800*600 
Conv 3*3/1 400*300 
Conv padded 3*3/1 398*298 
Pool 3*3/2 398*298 
Conv 3*3/1 199*149 
Conv padded 3*3/2 196*146 
Conv 3*3/1 98*73 
3 x Inception As in figure 18  98*73 
5 x Inception As in figure19 49*36 
2 x Inception As in figure19 24*18 
pool 24*18 24*18 
 
68 Ibid. doi:10.1109/cvpr.2015.7298594 
softmax Classifier 1*1 
Tabla 3. Arquitectura de modelo Inception V2 
 
4.6. PREPARACION DE CONJUNTO DE DATOS. 
 
Antes de iniciar con el proceso de implementación en el entorno de desarrollo se 
realizará un preprocesamiento de los datos. En primera instancia se debe definir 
que los videos sobre los cuales inicia el proceso de construcción del conjunto de 
datos se capturaron con la cámara posterior de un Huawei mate 20 lite, la cual 
cuenta con las especificaciones de fabricante de; 20 megapíxeles de captura, 2 
Megapíxeles de color, Apertura de F/1.8 y soporte de auto enfoque. 
Características que permiten la captura de video en una definición HD con 
dimensiones de captura de 1600 x 1200, y que, al ser dividido en fotogramas, 
permite tener en cada imagen una resolución total de 1920 x 1080 pixeles. Todos 
los videos fueron capturados en ambiente natural y en diferentes horas del día 
por lo que se cuenta con una luz nocturna y diurna natural en ambientes urbanos. 
Es necesario realizar un preprocesamiento de los datos que consta de 4 pasos, 
en primer lugar, se realizará el redimensionamiento de los 2000 fotogramas 
extraídos de los videos a una dimensión de 800*600. Luego se realizará el 
proceso de etiquetado de estas, en donde se añadirá la anotación de 
“CigaretteButt” a cada colilla de cigarrillo que se encentre en cada imagen, este 
proceso se realizará con ayuda de la herramienta Labelimg. Posteriormente los 
archivos de extensión XML que se generan luego de hacer el etiquetado se 
convertirán a extensión CSV que es la extensión requerida para poder crear los 
archivos de extensión récord, que es el requerido por tensorflow para poder 
realizar la implementación del experimento. 
 
Figura 79. Preprocesamiento de imágenes. 
Luego de realizar el redimensionamiento de las imágenes con ayuda de una 
rutina en Python y la librería OpenCV, se procederá a realizar el etiquetado de 
las imágenes en la herramienta Labelimg, esta herramienta tiene un uso muy 
práctico. Se realiza la carga de las 2000 imágenes al entorno y se comienza a 
realizar el etiquetado de cada una, teniendo en cuenta que la anotación escogida 
para la etiqueta será “CigaretteButt” como se puede observar en la figura 80.  
 
Figura 80. Proceso de etiquetado en Labelimg 
Al ir creando las etiquetas se debe estar pendiente de que, en la octava casilla 
de las opciones del lado izquierdo de la pantalla, se encuentre el formato 
PascalVOC, ya que como se mencionó en la sección 4.5.5, los anclajes creados 
por el modelo Faster R-CNN tienen una muy buena compatibilidad con este tipo 
de formato en los conjuntos de datos. A medida que se guardan las anotaciones 
en cada imagen, se genera un archivo XML en la misma ubicación en donde se 
encuentra la imagen. El archivo XML generado para la imagen etiquetada en la 
figura 80, es el siguiente: 
 
Figura 81. Archivo XML generado por etiqueta. 
Todos los XML generados durante el etiquetado tienen una estructura similar. Se 
puede observar en la línea 9 y 10, que la imagen ingresada ya tiene las 
dimensiones que se establecieron para el cambio de dimensión con anterioridad. 
Además de esto se evidencia que la etiqueta guardada en la herramienta se 
ubica en la fila 15 como el nombre de la etiqueta. Las líneas 20 a 23, muestran 
las coordenadas donde quedo establecida la caja de la etiqueta. 
Una vez se haya finalizado con el etiquetado de las 2000 imágenes, se procede 
a hacer la conversión de los archivos XML a CSV, para esto se debe dividir 
primero el conjunto de datos en dos grupos que se llamaran train y test, y como 
sus nombres lo indican serán los grupos de imágenes sobre los cuales se hará 
el entrenamiento del software y el testeo de este. en primera instancia se hará 
una división de 80% del conjunto de datos para train, y 20% para test. A partir de 
estas dos carpetas de archivos XML, se crearán dos archivos csv, 
train_labels.csv y test_labels.csv. Para esto en principio se hará uso de la librería 
de Python xml.etree.ElementTree, que contiene funcionalidades para el 
tratamiento de archivos XML y CSV.  
Una vez realizado el proceso los archivos XML obtenidos presentan la estructura 
observada en la figura 82. 
 
Figura 82. Archivo csv de carpeta test 
En este punto ya solo hace falta la última parte del preprocesamiento requerido 
de los datos, y es la generación del archivo .record, el cuas es utilizado por la 
librería tensorflow para interpretar las clases incorporadas en el experimento. 
Para esto es necesario realizar la creación de un archivo con extensión .py, que 








Luego de esto por medio de la consola se realiza la ejecución de los siguientes 
comandos, cada uno generara el correspondiente archivo .record de train y test:  
python generate_tfrecord.py --csv_input=images\train_labels.csv --
image_dir=images\train --output_path=train.record 
python generate_tfrecord.py --csv_input=images\test_labels.csv --
image_dir=images\test --output_path=test.record 
De esta forma se finaliza la preparación de los ficheros requeridos para 
comenzar con la implementación del algoritmo basado en la técnica de 
aprendizaje profundo escogida con anterioridad. 
4.7. IMPLEMENTACION DE ALGORITMO. 
 
Por lo anterior a lo largo de la investigación se ha decidido hacer uso de un 
servicio web prestado por Google, que permite hacer desarrollos de manera 
gratuita sobre Jupyter notebook, y que además de esto brinda la posibilidad de 
hacer unos de una GPU o una TPU. Lo que se acopla de manera perfecta al 
proyecto.  
La herramienta mencionada lleva por nombre Google Colaboratory. Este entorno 
de máquinas virtuales va a permitir a cualquier persona realizar el procedimiento 
de ejecución del experimento, simplemente contando con conexión a internet. La 
configuración del entorno para poder iniciar con el experimento se explicará en 
los anexos. 
Una vez ya se encuentre configurado el entorno se debe realizar la descarga o 
clonación del repositorio que contiene el API de detección de objetos con 
tensorflow, para esto en el Notebook se debe insertar a siguiente línea de código.  
- !git clone https://github.com/tensorflow/models.git 
Una vez finalice la clonación del repositorio, es necesario dirigirse a la carpeta 
object_detection, encontrada dentro de la nueva carpeta de models, descargada 
del repositorio. Para llegar a esta ruta es necesario ingresar la línea de código. 
- %cd /content/gdrive/My Drive/Desktop/models/research/object_detection/ 
  
Al encontrarse sobre esta ruta se deben crear tres carpetas nuevas, con los 
nombres images, data y training. Dentro de la nueva carpeta images, se deberán 
cargar todas las imágenes junto a sus archivos XML, es decir se deben cargar 
las carpetas de train y test que fueron creadas con anterioridad, además de esto 
en la carpeta data, deben subirse los archivos correspondientes a las 
extensiones .csv y .record correspondientes al proceso de preprocesamiento de 
los datos. 
Posterior a esto sobre la carpeta de training en necesario crear un archivo que 
llevara el nombre de object_detection.pbtxt y al cual se le ingresara la única clase 
construida para este experimento, la de “CigaretteButt”, en la estructura 
mostrada en la figura 83. 
 
Figura 83. Estructura de archivo pbtxt 
Para finalizar con la preparación de archivos requeridos para la implementación 
del experimento, se definió hacer uso de un modelo pre entrenado, como se 
menciona en la sección en que se define la arquitectura Faster R-CNN, este tipo 
de arquitectura usualmente hace uso de modelos pre-entrenados que brinden al 
algoritmo la posibilidad de realizar el reconocimiento de objetos enfocados en un 
clasificador que ha sido entrenado con conjuntos de datos grandísimos. Para 
este caso se hará uso del modelo faster_rcnn_inception_v2_pets que como 
su nombre lo indica fue entrenado con un conjunto de datos relacionado a 
mascotas, luego de realizar la descarga del repositorio sobre el que se encuentra 
este modelo, esta carpeta descargada también se sube sobre el directorio de 
Object_detection en el drive. Y de su interior se pasa a training el archivo 
faster_rcnn_inception_v2_pets.config con los ajustes necesarios para que 
garantice la funcionalidad del experimento. 
Una vez ubicados todos los archivos en el lugar adecuado, se ejecutará el 
entrenamiento del software a partir de la siguiente línea de código. 
- !python train.py --logtostderr --train_dir=training/ --pipeline_config_path= 
faster_rcnn_inception_v2_pets.config 
 
Al finalizar el proceso de entrenamiento del software se podría decir que está 
listo para poner a prueba su rendimiento y observar si tiene la capacidad de 
identificar colillas de cigarrillo en imágenes que no hayan sido pasadas por el 
software con anterioridad. 
4.8. ANALISIS DE RESULTADOS. 
 
La mayor parte de los análisis que se evaluaran en la presente sección fueron 
conseguidos gracias a la ayuda de la herramienta tensorboard, que es un 
complemento de Python que permite realizar la minería de rendimiento de 
algoritmos de inteligencia artificial69, tales como el aplicado en este 
experimento de reconocimiento de objetos.   
[a] https://www.tensorflow.org/tensorboard 
 
4.8.1. ANALISIS DE ENTRENAMIENTO. 
 
En un principio se iniciará con el análisis del proceso de entrenamiento sobre el 
que se observará el comportamiento del algoritmo a lo largo de esta importante 
fase de construcción de la implementación.  
 
69 Á. Casado García and J. Heras Vicente, “Guiando la creación de modelos de detección de objetos 
basados en deep learning,” 2017. 
 
Figura 84. Rango de aprendizaje. 
Se puede observar en la figura 84, durante las 4 horas y media de entrenamiento 
y un poco más de 120000 pasos, el rango de aprendizaje se mantuvo en único 
rango que, aunque tiene un valor muy pequeño logro conseguir perdidas lo 
suficientemente pequeñas como para finalizar el proceso de entrenamiento. Esto 
se puede evidenciar en la figura 85. 
 
Figura 85. Pérdidas totales durante entrenamiento. 
Como se puede observar en la figura 85 en el momento de finalizar el 
entrenamiento el valor d las perdidas era mucho menor de 0.1, valor que se 
considera suficiente para realizar la finalización del entrenamiento, si el algoritmo 
llega a este rango de perdidas es muy probable que ya el paso de aprendizaje 
este siendo mínimo debido a que ha capturado ya la mayor parte de 
características de los objetos. 
4.8.2. ANALISIS DE PRUEBAS.  
 
Para realizar las pruebas de resultados al experimento se escogieron un par de 
imágenes de terrenos urbanos y además se escogieron algunas imágenes 
aleatorias de internet para verificar que el software podía realizar la identificación 
de colillas de cigarrillo en cualquier imagen que se le propusiera. 
 
Figura 86. Resultados de pruebas de software. 
La respuesta final del software es bastante satisfactoria, debido a que el mayor 
porcentaje de las colillas de cigarrillo que se encontraban en las imágenes de 
prueba fueron clasificadas correctamente y con un porcentaje de pertenencia a 
la clase de entre 85 y 100 por ciento, lo que se puede analizar como que la 
extracción de características realizada por la arquitectura faster R-CNN fue en 
realidad efectiva y pudo realizar un agrupamiento de las características más 
relevantes de las colillas de cigarrillo lo cual le permite al software tener un alto 
porcentaje de acierto en la clasificación. 
Durante la etapa de pruebas se obtienen los siguientes resultados en cuanto a 
las métricas de desempeño en la ejecución del algoritmo. 
Verage IoU área Maxdets Resultado 
Precisión 0.50:0.95 All 100 0.761 
Precisión 0.50 All 100 0.979 
Precisión 0.75 All 100 0.951 
Precisión 0.50:0.95 Small 100 -1 
Precisión 0.50:0.95 Médium  100 0.731 
Precisión 0.50:0.95 Large 100 0.791 
Recall 0.50:0.95 All 1 0.589 
Recall 0.50:0.95 All 100 0.813 
Recall 0.50:0.95 All 100 0.813 
Recall 0.50:0.95 Small  100 -1 
Recall 0.50:0.95 Médium  100 0.785 
Recall 0.50:0.95 Large 100 0.785 
Tabla 4. métricas de desempeño en pruebas. 
De la anterior tabla se puede observar que el desempeño del algoritmo funciono 
de manera adecuada en 10 de los 12 parámetros evaluados, tuvo dificultades en 
el acierto del análisis de pixeles en zonas pequeñas con un umbral de rigurosidad 
de entre 0.5 y 0.95, en donde muestra resultados negativos. Pero estos 
resultados se equilibran con los otros 10 de los cuales la mayoría están por 
encima de 0.70, resultado significativamente positivo para la detección de 
objetos. 
Se pudo identificar un valor de average precisión de 0.79 en el paso 102800 con 
la ayuda de tensor board, que sería el valor final de mean average precisión 
durante la ejecución del algoritmo. 
También se identificó un valor satisfactorio para el resumen de average recall 
100 en todas las áreas de análisis. El average recall 100 en el último paso, es 
decir el paso 102800, genero un valor de 0.8132 que sería un 83% el cual es 
un resultado bastante aceptable. 
Además de esto también se realizaron pruebas con un grupo de imágenes 
dentro de los cuales no se encontraba ningún tipo de colilla de cigarrillo, 
conocidas como imágenes de control. El algoritmo presento en su gran mayoría 
un adecuado comportamiento, si embargo como se puede observar en la 
segunda imagen de la figura 87, se genero la confusión del algoritmo con una 
caja que se encontraba entre una gran cantidad de residuos, sin embargo al 
acercarse más a este tipo de residuos el algoritmo logra evidenciar que no se 
trata de una colilla de cigarrillo como se puede observar en la ultima imagen de 
la figura 87.  
 




- A lo largo del análisis bibliográfico realizado se pudo identificar que las 
redes neuronales convolucionales están muy relacionadas con el área de 
investigación que aborda temas de implementación de la inteligencia 
artificial en el análisis de imágenes para la detección de objetos, esto se 
puede evidenciar también a lo largo del estado del arte, donde se identificó 
que los documentos mencionados en su totalidad hacían uso de este tipo 
de técnica derivada del aprendizaje de máquina. El eficiente resultado 
mostrado por estas redes neuronales puede deberse a su gran capacidad 
de profundidad en el análisis de características de los objetos. Esto 
permite a los algoritmos tener pequeñas porciones de información o datos 
que les sean útiles para la tarea de identificar cualquier tipo de objetos. 
- La implementación de una Faster RCNN genero para la identificación de 
colillas de cigarrillo logro demostrar que es una técnica de redes 
convolucionales lo suficientemente robusta para conseguir la 
identificación de objetos pequeños tales como los residuos objetivos en 
este proyecto. Al hacer uso de la extracción de características a partir del 
modelo pre-entrenados y el uso de la red inception se consiguió un nivel 
de información suficiente acerca de las colillas para alcanzar un 
reconocimiento en las imágenes de prueba de entre el 75 y el 100 por 
ciento. Esto supera el límite mínimo establecido en un principio del 
proyecto en cuanto a la precisión en la identificación de las colillas en el 
resultado final de la implementación del algoritmo.  
- El resultado negativo en la precisión y el real en áreas pequeñas como se 
puede observar en la tabla 4, surge debido a que en cada una de las 
imágenes etiquetadas el área cubierta por el ancla definido para la 
etiqueta jamás es inferior a 32 pixel, que es el tamaño característico de 
este parámetro de áreas pequeñas, por lo que el intervalo de unión jamás 
se puede evaluar contra cajas de verdad de este mismo tamaño 
generando así un valor negativo en las comparaciones, sin embargo al 
implementar la técnica en un dispositivo para la recolección de las colillas 
se sugiere que la cámara se encuentre en una distancia máxima de metro 
y medio, de tal forma la imagen capturada va a resultar con una resolución 
suficiente para que los demás resultados de real y precisión de la misma 
forma que en este experimento  logren cubrir este déficit y darle al 
algoritmo la posibilidad de entregar unos resultados aceptables  
6. ANEXOS. 
 
6.1. CONFIGURACION DE GOOGLE COLABORATORY. 
 
Una de las fases complejas a la hora de implementar este tipo de algoritmos es 
conseguir que la maquina personal o de investigación quede completamente 
configurada para poder realizar el experimento sin algún tipo de complicación u 
obstáculo en el camino. Hay que recordar que este tipo de redes neuronales 
convolucionales para que puedan ser operadas sobre la librería tensorflow 
requieren de una GPU activa que permita hacer el procesamiento de las 
imágenes. 
Para hacer uso de este servicio es necesario contar con una cuenta de correo 
Gmail. Una vez se esté dentro de la cuenta se debe dar en el menor que se 
encuentra al lado del botón de usuario en la parte superior derecha. Y bajar entre 
las opciones hasta el final donde se encuentra la opción de “más aplicaciones de 




Figura 88. Inicio de instalación de Google Colaboratory 
 
Al dar clic sobre esta opción se abra la página web de la tienda de aplicaciones 
de Google, en donde en la parte superior donde se encuentra la barra de 
búsquedas se debe colocar la palabra Colaboratory, así como se evidencia en la 
figura 89.  
 
Figura 89. Página principal tienda de aplicaciones de Google. 
Al seleccionar la opción y dar enter va a cargar de nuevo la página principal y 
aparecerá la aplicación que se desea instalar. Se debe dar clic en ella e instalar 
en el equipo, (figura 90). 
 
Figura 90. instalación de extensión de Google Colaboratory. 
Una vez instalada la extensión, se debe volver al drive de la cuenta en uso y dar 
clic en la opción de Nuevo, para proceder a seleccionar la extensión instalada. 
 
 
Figura 91. Creación de nuevo archivo en Drive 
Luego de dar clic en nuevo hay que dirigirse a la opción “Más” y finalmente 
escoger la opción de Google Colaboratory. 
 
Figura 92. Creación de nuevo Notebook de Jupyter con Google Colaboratory. 
Una vez se da clic en Google Colaboratory, se redireccionará al entorno de 
desarrollo sobre el cual se podrá trabajar, en esta ocasión es necesario 
configurar el entorno para que Google active el entorno de desarrollo con la GPU. 
Para esto una vez se esté dentro del nuevo cuaderno, se debe ir a la sección 
“entorno de ejecución” en el panel de opciones superior y escoger la opción de 
“Cambiar tipo de entorno de ejecución”. Como se muestra en la figura 93. 
 
Figura 93. Cambiado tipo de entorno de ejecución. 
Al dar clic sobre esta opción se desplegará una pantalla en donde se podrá hacer 
la selección de la opción GPU, para que el entorno quede trabajando con una 
gpu activa.  
 
Figura 94. Selección de GPU como acelerador 
Luego de selección GPU, se da clic en guardar y de inmediato la página se 
regresa al cuaderno principal. De esta forma ya se contará con los servicios de 
la tarjeta gráfica prestada por el equipo de Google para el desarrollo. Para 
verificar que haya quedado correctamente hecho el proceso se puede hacer uso 
de la siguiente línea de código: 
 
Figura 95. Verificación de GPU 
6.2. CARACTERISTICAS DE GPU. 
 
 
Figura 96. GPU tesla k80 
Fuente : Pagina principal Nvidia corporation. “Nvidia tesla K80, la GPU más 
popular del mundo”. [en línea] Disponibe en: https://www.nvidia.com/es-la/data-
center/tesla-k80/ 
según la página principal de la empresa Nvidia corporation que es la empresa 
fabricadora del acelerador Tesla k80, esta GPU cuenta con las siguientes 
características de funcionamiento, cada uno de los siguientes apartados ha 
sido tomado de la página mencionada en la fuente de la figura 96: 
▪ 4992 núcleos NVIDIA CUDA con diseño de doble GPU 
▪ Un rendimiento de doble precisión de hasta 2.91 teraflops con NVIDIA 
GPU Boost 
▪ Un rendimiento de precisión simple de hasta 8,73 teraflops con NVIDIA 
GPU Boost 
▪ 24 GB de memoria GDDR5 
▪ 480 GB/s de ancho de banda de memoria agregado 
▪ Protección ECC para mayor confiabilidad 
▪ Optimizado por medio de servidores para brindar la mejor tasa de 
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