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Introduction
Financial development is an important determinant of economic growth. However, due to the broad definition and interdependence with other spheres of economic development, the effect of financial development on economic growth is unclear. Empirical studies periodically re-evaluate the relationship between financial development and economic growth as new theories, datasets, and empirical tools become available. This paper analyzes how the relationship between financial development and economic growth is affected by the development of the real sector of the economy. Based on panel data for developed and developing countries, we show that for smooth economic development, balanced growth of the real and financial sectors is required. Our results are consistent with existing theoretical studies that suggest there is a trade-off between financial and real sector expansion.
The channels through which financial development contributes to economic growth have been discussed extensively in the literature. Related theories can be characterized by optimistic and skeptical approaches. According to the former approach, better financial systems mobilize savings and facilitate efficient allocation of resources (King & Levine, 1993 ; Greenwood, Sanchez, & Wang, 2010), reduce agency costs and enhance innovation activities (Aghion, Howitt, & Mayer-Foulkes, 2005) , and contribute to high-return investments through risk-sharing (Greenwood & Jovanovic, 1990; Bencivenga & Smith, 1991; Saint-Paul, 1992 ). According to the latter approach, financial development may lead to high systemic risk ( (Zeira, 1999) , or the exertion of inefficiently high cost on the economy (Santomero & Seater, 2000) .
These theoretical findings suggest that the causal effects of financial development should be considered jointly with the state of development in other sectors that govern economic growth. For example, if financial deepening increases systemic risk because excess financing is allocated to risky investments, technological progress in the productive sector could extend the economy's production capacity and release the demand for funds from more efficient firms. This would stabilize the economy, reduce the probability of systemic crises, and thus increase the average economic growth rates. Otherwise, if high rent resulting from the financial sector's disproportionately fast development attracts too many skilled labor resources, then exogenous growth in other sectors' technologies could restore the optimal allocation of labor. As shown, for example, in Murphy, Shleifer, & Vishny (1991) , optimal allocation of labor across sectors is crucial to sustain economic growth rates. Similarly, if financial innovations reduce savings (due to, for example, dampening interest rates), technological progress in the real sector has the opposite effect (increases the demand for funds with a consequent rise in interest rates). Savings, in turn, define the accumulation of capital in the economy, subsequent levels of output, and economic growth rates. Thus, balanced growth of financial sector technologies and real sector technologies might be necessary for financial development to have an unambiguously positive effect on economic growth.
In this paper, we investigate whether the effect of financial development on economic growth depends on the relative speed of the development of the financial and real sectors in a sample of developed and developing countries. Financial development is proxied by the amount of private credit by banks and other financial institutions as a share of the gross domestic product (GDP). This variable has been used extensively in the literature and is considered a good measure compared to available alternatives (Beck, Demirgüç-Kunt, & Levine 2007) . The variable reflects the state of technology in the financial sector: the amount of financial funds the system transfers within a period of time. For robustness, we also use private credit by banks as a share of the GDP and liquidity as a share of the GDP. These proxies for financial development are also measures of financial sector outputs. Accordingly, we proxy development of the real sector by industrial output growth. Numerous studies have discussed the relationship between financial development and industrial output at the micro level. These studies have shown that the effect of financial development on a particular industry depends on the characteristics of that industry, such as its level of financial dependence (see, for example, Rajan & Zingales, 1998; Larrain, 2006; Raddatz, 2006; Manganelli & Popov, 2013; Huang, Fang, & Miller, 2014) . Our paper considers the relationship between development of the financial and real sectors of the economy at the macro level. We consider a cross-section of 101 countries with the data averaged over the the period 1970-2010 to characterize the long-run relationship between the variables of interest and panel data to characterize the relationship between the variables of interest over a shorter time horizon. For the cross-section estimates, we also consider the research and development (R&D) expenditure share of the GDP as a proxy for development of the real sector. This variable is a common proxy for technological progress in a country and is an alternative measure of real sector development.
To control for the simultaneity between financial development and economic growth, we use the first-difference generalized method of moments (FD-GMM) estimator developed by Arellano & Bond (1991) , and we use lags of the endogenous variables as instruments in the panel of five-year non-overlapping periods. For the cross-section analysis, we use legal origin indicators as instruments for financial development.
The empirical literature characterizing the role of financial development in economic growth, similar to theoretical studies, follows two history-determined general approaches: optimistic (more popular during the 1990s and 2000s) and skeptical (more popular after 2000).
The first approach seeks to rationalize financial innovations and financial development as necessary components of economic prosperity and sustainable economic growth. This approach developed during the decade of the rapid expansion of financial services and the financial liberalization of the global economy. Representatives of the first approach include King & Levine (1993) , Rajan & Zingales (1998) , and Levine, Loayza, & Beck (2000) .
The second approach describing the role of financial development in economic growth flourished after the financial crises of 1997-1998 and 2007-2008 . This approach identifies possible dangers of financial liberalization. In particular, the after-great-crises studies cast doubt on the conclusions of the optimistic approach's representatives. Deidda & Fattouh (2002) re-estimate King & Levine's (1993) findings by applying the threshold regression model and find support for the nonlinear effect of financial development on economic growth. Manganelli & Popov (2013) show that the effect of financial development on economic growth is nonlinear in the Rajan & Zingales (1998) dataset: The effect weakens for very large financial markets. Cecchetti & Kharroubi (2012) also find that financial development has an inverted U-shape effect. Ben Gamra (2009) shows that partial financial liberalization has a stronger positive effect on economic growth than full liberalization in a sample of East Asian economies. Owen & Temesvary (2014) find that the impact of different types of bank lending on economic growth depends on the level of development of the country's banking sector. Kaminsky & Reinhart (1999) Ang (2011) proposes empirical evidence suggesting that financial liberalization can slow technological progress due to the reallocation of talent from the innovative sector to the financial sector. This paper contributes to the empirical literature on the non-trivial relationship between financial development and economic growth, by considering the co-determination of financial development and real sector development.
The rest of the paper is organized as follows. In section 2, we outline the conceptual framework underlying our hypothesis for empirical investigation. In section 3, we describe the data. Empirical strategy is explained in section 4. In section 5, we discuss the results. In section 6, we conclude the paper.
Conceptual framework
According to economic growth theory (pioneered by Solow, 1956; Romer, 1986; Lucas, 1988) , the main determinants of economic growth per capita are the initial levels of the GDP, human capital, and physical capital accumulation. Economic growth per capita should be negatively related to the initial level of GDP because economies tend to converge to their steady states with the speed diminishing in the amount of capital accumulated (this is known as the convergence effect) and positively related to the level of human capital in the country because higher human capital implies more innovative ideas and, potentially, faster economic growth. In addition, many other economic, political, institutional, and geographic factors have been included in empirical growth models (see Durlauf, Johnson, & Temple, 2005 for an extensive survey).
The literature studying the effect of financial development on economic growth considers a particular set of control variables related to government policy and the economic stability of the country: fiscal policy indicators, measures of openness to international trade, and price stability measures (see, for example, Levine, Loayza, & Beck, 2000) , along with measures of financial development. Recently, Arcand, Berkes, & Panizza (2012) included a quadratic term of financial development in the growth regression and found a non-linear relationship between financial development and economic growth. Theoretical justifications of the non-monotone effect of finance on growth can be generalized in two statements:
(1) Financial development can decrease economic growth through increased economic fragility. Accumulated systemic risk is a consequence of financial innovations and financial liberalization, both of which are captured by financial development (see, for example, Allen We argue that both statements should include the following remark: "Financial development can decrease economic growth if it is not accompanied by development in the real sector of the economy." Along the balanced growth path, by definition, all sectors of the economy should grow at constant rates. In particular, the real and financial sectors should grow at commensurate rates. Whenever either sector grows disproportionately, the growth of the total output of the economy will be affected. In order to prevent the build-up of financial instability, the sectors that use financial services (such as the real sector) should grow sufficiently fast to maintain the demand for financial funds. Sustained or increasing competition for financial funds implies that the fraction of inefficient and riskier projects that get funded is low or decreasing over time (higher demand for funds increases their relative price and makes less efficient projects unprofitable). Similarly, in order to avoid misallocation of inputs due to a fast-growing financial industry, the productive sector of the economy should grow fast enough to be able to compete for these inputs, e.g., by offering competitive remuneration.
Thus, we consider the hypothesis that the effect of financial development on economic growth depends on the growth of financial services relative to the growth of the real sector of the economy. To test this hypothesis, we include in the empirical growth model considered in the financial development literature an interaction term between the measure of financial development and the difference between the growth of the financial and real sectors of the economy. Along with the measure of financial development included as a regressor, the interaction term provides a potential channel through which financial development may have a non-linear effect on growth: The effect of financial development on economic growth might be weakened or could be even negative if there is unbalanced growth in the financial and real sectors. In the following sections, we describe the empirical methodology in detail.
Data
In this section, we describe the data we used in our estimation of the relationship among financial development, real sector development, and economic growth.
For the empirical analysis, we use panel data for 101 countries from 1970 to 2010. All the data is from the World Development Indicators (WDIs) published by the World Bank, except the human capital index obtained from the Penn World Table 8 .0 (Feenstra, Inklaar, & Timmer, 2013 The development of the real sector of the economy is proxied using the following variables:
(i) Growth of the industrial value added. This variable comprises value added in mining, manufacturing, construction, electricity, water, and gas. Value added is the net output of a sector after all outputs are added up and intermediate outputs are subtracted. We use this variable to proxy the speed of the real sector development.
(ii) Research and development expenditures (R&D) to GDP. Research and development expenditure is a common proxy for technological progress, which in turn is associated with productivity growth in the economy and can be considered an alternative measure of real sector development assuming that R&D affects the real sector differently from the financial sector. This variable is used only for the cross-section (long-run) estimation, since research and development is available only from 1996 and only for some countries.
Following the empirical literature on economic growth, we use the following set of control variables: the initial real GDP per capita; government spending as a share of the GDP; the human capital index, based on years of schooling and returns to education (Feenstra, Inklaar, & Timmer, 2013) ; openness to trade measured as the sum of exports and imports as a share of the GDP; and the inflation measured as the growth rate of the consumer price index. The initial GDP is used to control for the convergence effect. Human capital facilitates the generation of new products or ideas that underlie technological progress; thus, countries with a larger initial stock of human capital should grow faster. Government expenditure measures fiscal stability and distortions in the economy, e.g., government consumption could decrease savings and growth through distorting effects of taxation. Inflation captures macroeconomic stability; it reflects the effectiveness of the monetary policy and can affect growth through its influence on investment and savings decisions by households and firms.
Descriptive statistics for the variables used in the analysis are presented in Table 1 . The value for the initial GDP per capita is calculated as the logarithm of the average real GDP per capita from the period 1970-1973. The growth variables are the average annual growth rates across the period 1975-2010 in percentage. Since sample includes countries with different levels of development, the data vary significantly. We present the values for the 25%, 50%, and 75% percentiles to facilitate comparison across the countries and interpretation of the results presented in the following sections. Among the control variables, the variable that has the largest variation across countries is the inflation rate. The average value of 39.87% is significantly larger than the median (7.84%) and reflects the fact that many countries in the sample experienced hyperinflation episodes during the period under consideration.
1 Government spending is relatively homogeneous across countries. The average difference between the growth of the financial and real sectors is around 2% when financial development is measured by total private credit or by private credit by banks to GDP (rows (12) and (13) of Table 1 , respectively). This average value is significantly higher than the median, which is close to zero (-0.2336 and 0.0306, respectively), implying that the distribution of the differences is skewed to the right. That is, for most of the countries, the financial sector seems to grow significantly faster that the real sector of the economy. For the other measure of financial development, liquid liabilities to GDP, the differences in the growth rates between the financial and real sectors (rows (14) of Table 1 ) is negative at the median; when R&D is used as a proxy for real sector development, the median difference in the growth rates is 1.9615 with the mean value 0.7933. Figure 1 shows the plot of the economic growth rates for the considered sample of developed and developing economies versus the measure of financial development, both variables averaged over the sample period . The relationship is nonlinear, positive for low and intermediate levels of financial development, and negative for high levels of financial development. 2 We argue that this nonlinear relationship may be driven by the influence of the real sector of the economy.
In order to obtain circumstantial evidence for the interdependence between financial development, real sector development, and economic growth, we consider episodes of severe crises studied by Reinhart & Rogoff (2008) . These authors analyze the similarities of the most severe financial crises, among which they define the "big"crises in Norway (1987), Sweden (1991), and Japan (1992). In Figure 2 , we plot the growth rates of private credit to the GDP and industrial output to the GDP together with the GDP growth rates around the years of the big financial crises for these economies as well as for the recent 2007-2008 crisis in the United States. The amount of private credit increases significantly 1-2 years before each severe crisis, while the industrial output growth of the economy slows before the financial crisis. Considering the two factors together, the difference between financial development and real output development seems to increase before the financial crises. This pattern suggests that financial development not accompanied by growth in the real sector of the economy could be a source of economic instability and contribute to a decrease in growth rates. In our empirical specifications, which we discuss in the following section, we do not model the crisis episodes explicitly; these episodes are implicitly captured by the slowdown in economic growth during the crisis periods.
Empirical strategy
Numerous theoretical models show that financial development can decrease economic growth through several channels. Our main hypothesis is that financial development will not decrease economic growth if the growth in the financial sector is accompanied by growth in the productive sector of the economy. We test this hypothesis by adding an interaction term between financial development and the difference in the growth rates of financial development and real output to the standard growth model considered in the empirical literature of financial development (e.g., Levine, Loayza, & Beck, 2000; Arcand, Berkes, & Panizza, 2012). Specifically, we consider the following growth model:
where ln(y i,t ) is the natural logarithm of the real GDP per capita of country i in period t, ln(y i,t−1 ) denotes the natural logarithm of GDP per capita of country i in period t − 1, F D i,t is a measure of financial development, (g F i,t − g RSi,t ) is the difference between the growth of the financial development measure and the growth of the real sector development measure, and X i,t represents the set of standard control variables: human capital, trade openness, government expenditure, and inflation. η i is the country-specific fixed effect, µ t are time dummies, and ε i,t is the stochastic error term. We eliminate the country-specific effect using first differences. The individual country fixed effects account for institutional and cultural differences across countries. However, by construction the error term in the first difference equation is correlated with the lagged dependent variable (dynamic panel bias). Moreover, there may be potential feedback from growth to explanatory variables and time-varying unobservable factors. We use the first difference generalized method of moments estimator (FD-GMM) to deal with these endogeneity threats (Arellano & Bond, 1991) . Under the assumptions that the error term, ε, is not serially correlated, and the explanatory variables, X, are weakly exogenous (uncorrelated with future realizations of the error term), the FD-GMM estimator uses the lags of all the explanatory variables as instruments. 3 The moment conditions of the FD-GMM are:
We use these moment conditions and apply a GMM procedure to generate consistent and efficient parameter estimates using the Windmeijer (2005) standard errors correction.
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We provide the necessary checks of this estimator's consistency. In particular, we use Sargan and Hansen's tests of over-identifying restrictions to test the exogeneity of the instruments, and we check the validity of the assumption that there is no serial correlation between error terms. This specification assumes homogeneity of the parameters across countries. The effect of financial development on economic growth is likely to be time and state dependent. For robustness, we also consider a sample that excludes low-income economies in Table 6 and show that the results are qualitatively the same.
Results
We first present the results of the long-run effect of financial development on economic growth, and we test whether this effect depends on the balanced growth between credit to GDP and industrial output using a cross-section analysis. Then, we discuss the optimal level of financial development in the panel setting.
Cross-section regressions
To evaluate whether the effect of financial development on economic growth depends on the difference between the growth rates of credit and real output, we consider a crosssectional analysis using data averaged over the period 1975-2010; therefore, there is one observation per country. The basic regression is equation (1) without time subindices.
In column 1 of Table 2 , we use ordinary least squares (OLS) to estimate the long-run relationship between financial development and growth. The main variable of interest is the interaction between financial development and the difference between private credit to the GDP growth and industrial output to the GDP growth. The negative sign of the interaction term suggests that one of the potential factors determining the inverted U-shape relationship between financial development and economic growth documented in Arcand, Berkes, & Panizza (2012) is an acceleration of the credit growth that is not accompanied by growth in the real sector. In particular, financial development decreases growth when the steady state (long-run) private credit growth exceeds the steady state industrial output growth by 12.96%. However, the effect of financial development on growth is unambiguously positive if credit and real output grow at the same rate (i.e., if the difference in their growth rates is zero). 3 We do not use the System GMM since in our case the lags of the explanatory variables are relevant instruments. The System GMM estimator imposes the additional assumption that deviations from longrun means must not be correlated with the fixed effects. This assumption is not likely to hold since not all the countries are likely to be in the steady state. 4 We use the Stata module xtabond2, developed by Roodman (2009).
In column 2 of Table 2 , we control for the simultaneity between financial development and growth through an instrumental variable (IV) strategy, exploiting exogenous variations of financial development using legal origin indicators as instrumental variables. . 6 As La Porta, Lopez-de-Silanes, Shleifer, & Vishny (1998) showed, the legal origins across countries explain differences in covering secured creditors and differences in the efficiency of contract enforcement across countries. Our estimating method is the two-stage least squares. In the context of the cross-sectional growth regressions, our instrumental variable strategy relies on the assumption that legal origin may affect real per capita GDP growth only through financial development. We use the Hansen J overidentification test of all instruments to check their validity. The results from the IV estimation, presented in column 2, are qualitatively similar to those obtained when financial development is treated as exogenous (column 1). However, the threshold value after which financial development decreases economic growth is lower when we account for the endogeneity of financial development. In particular, when private credit grows 10.56% faster than real output, the effect of financial development on economic growth becomes negative. This threshold was reached over the period 1975-2010 in the following countries: Albania, Angola, Armenia, Bhutan, Lao PDR, Latvia, Moldova, Syrian Arab Republic, and Ukraine.
We find a negative relationship between the initial level of GDP per capita and economic growth, consistent with the conditional convergence hypothesis. Human capital has a statistically significant positive coefficient while the rest of the control factors have the expected sign, but they are not statistically significant. The nonlinear relationship between financial development and growth is robust to the exclusion of the insignificant control factors.
For robustness, Table 3 presents results using R&D expenditure instead of real output growth as a proxy for real sector development. R&D expenditure is likely to result in innovation and technological change, which is an important determinant of long-run productivity growth in all the sectors of the economy. The results from the IV estimation reported in column 2 shows that an increase in private credit from the 25th percentile of the distribution of private credit to GDP, 14.10 (e.g., the average private credit level in Belarus over the period 1975-2010), to the 75th percentile of private credit to GDP, 54.55 (e.g., the average private credit level in Belgium over the period 1975-2010), is predicted to increase economic growth by 2.03%, if the growth in credit is accompanied by growth in R&D expenditure. The negative sign of the interaction term between financial development and the difference in the growth of credit and R&D expenditure implies that the effect of financial development on growth is decreased if credit grows faster than R&D expenditure. We find that there is a threshold value after which financial development harms growth, that is, when the growth in private credit exceeds the growth in R&D expenditure by 11.20%. The countries that reached this threshold over the period 1975 to 2010 include Algeria, Armenia, Belarus, The Gambia, Georgia, Indonesia, Kuwait, Latvia, Montenegro, Mozambique, Romania, St. Lucia, and Ukraine.
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The findings of the cross-sectional analysis suggest that financial development may harm economic growth under certain circumstances. Developed financial systems reduce agency costs, transaction costs, mobilize savings, and facilitate the efficient allocation of resources, thus increasing economic growth. Nevertheless, financial services compete with the rest of the sectors for inputs, specially for skilled workers. Therefore, expansion of the financial sectors unaccompanied by growth or technological advances in the productive sectors of the economy may divert resources from the rest of the economy to financial services, leading to lower economic growth rates.
In the next section, we estimate the nonlinear relationship between financial development and growth in the panel data controlling for the potential endogeneity of all the determinants of economic growth. is the difference between the growth rates of private credit and R&D expenditure (both as % of GDP). Initial GDP per capita is the average real GDP per capita from the period 1970-1973, and initial human capital is the average human capital index from the period 1970-1973. Column 2 presents the results instrumenting financial development and the interaction term between credit and R&D growth using country legal origin dummies. The Hansen test evaluates the validity of the over-identifying restrictions. The p-value corresponds to a joint test of the coefficient of financial development and the interaction term. Robust standard errors in parentheses.
* * * Significant at the 1% level, * * significant at the 5% level, * significant at the 10% level.
Panel estimation
To examine the relationship among financial development, real output development, and economic growth across time, we create a panel of five-year non-overlapping periods: 1971-1975, 1976-1980, 1981-1985, 1986-1990, 1991-1995, 1996-2000, 2001-2005, and 2006-2010 . These are used in empirical growth models to smooth out the cyclical patterns of the data. We do not consider business cycle models, since our aim is not to forecast expansions and recessions but to test whether the growth of private credit impairs economic growth when it is not accompanied by growth in the productive sector of the economy. Following Fatás & Mihov (2013), we use the real GDP per capita and human capital index as the initial conditions for each non-overlapping period. Both variables are calculated as the average of the initial year of each non-overlapping period and the two preceding ones. For example, for the period 1976-1980, education and the initial GDP are obtained as the average from the 1974-1976 period. All variables are averaged across each period, except the initial real GDP per capita and initial human capital. Table 4 reports empirical results from model (1), where we regress economic growth on initial GDP per capita, human capital, trade openness, government expenditure, inflation, private credit to GDP, and the interaction between private credit to GDP and the Table 4 : Financial development, real output development, and economic growth. Non-overlapping fiveyear periods: 1976-1980, 1981-1985, 1986-1990, 1991-1995, 1996-2000, 2001-2005, 2006- All the variables are in logs, except human capital. The results reported in columns 2-4 are obtained using the first difference GMM estimator. AR(2)-test and AR(3)-test is the Arellano-Bond test for serial correlation of order 2 and 3, respectively. We use as instruments lags from t−3 to t−5 of each explanatory variable. The extreme point is the value of the difference between private credit growth and real output growth after which financial development has a negative effect on economic growth. The p-value of credit and interaction corresponds to a joint significant test of the coefficient of financial development and the interaction term between financial and real sector growth differences. Robust standard errors in parentheses. The standard error correction proposed by Windmeijer (2005) is implemented. * * * Significant at the 1% level, * * significant at the 5% level, * significant at the 10% level.
difference in the growth rates of credit to GDP and real output. We include time dummies to remove time-related shocks to economic growth from the errors.
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Column 1 provides results using a pooled OLS estimator. Consistent with previous studies, we find education and trade have a positive effect on economic growth and inflation and government expenditure have a negative effect on economic growth. Financial development is positively correlated with growth. However, the coefficient in the interaction term of private credit to GDP and the difference in the growth rates of private credit to GDP and industrial output is significantly negative at the 1% level. Thus, the growth of credit lessens the effect of financial development on economic growth when it is not accompanied by development in the real sector of the economy.
The results presented in column 1 do not capture the potential endogeneity of the explanatory variables. Some of our regressors are a function of economic growth. Real output is part of GDP output; countries with higher economic growth are more likely to attract foreign investment and consequently have a higher capacity to issue private credit. In addition, potential time-varying omitted factors may lead to spurious results. To account for these endogeneity threats, in columns 2, 3, and 4 we use the FD-GMM estimator and lagged level of all explanatory variables as instruments. Since we use the first difference transformation to eliminate the country fixed effects, we lose the first period of our sample, 1971-1975 . In column 2, following Arcand, Berkes, & Panizza (2012), we analyze the non-monotonic relationship between financial development and economic growth by adding the square of private credit to GDP. The results are consistent with their findings. We obtain a non-linear relationship between financial development and economic growth; too much finance might lead to a decrease in economic growth. In particular, the effect of financial development on growth becomes negative when credit to the private sector reaches 40.83% of GDP.
9 Our main contribution is to explain this potential non-linearity between financial development and economic growth by considering the interdependence between the financial sector and the real sector. Our main hypothesis is that the effect of financial development on economic growth depends on the growth or technological advance of the real sector. To test this hypothesis, we introduce in our specification the interaction term between private credit to GDP and the difference in private credit growth and real output growth. In column 3, the positive coefficient on private credit to GDP and the negative coefficient on the interaction term between private credit to GDP and the difference in the growth rates of credit and real output confirm our hypothesis. When private credit and real output grow at the same pace (i.e., the difference in their growth rates is zero), an increase in credit growth from the 25th percentile of the distribution of private credit to GDP, 14.10%, to the median of private credit to GDP, 28.36%, is predicted to increase economic growth by 7.28%. 10 This effect is economically important and statistically significant. Nevertheless, when private credit growth exceeds real output growth by 1.76% (the average difference between the growth rates of private credit and real output), an increase in credit growth from the 25th percentile of the distribution of private credit to GDP to the median of private credit to GDP leads to an increase in economic growth of 4.70%.
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In column 4, we exclude from the specification the determinants of growth that are insignificant: trade openness and human capital. The conclusions are qualitatively the same, but the interaction term is now statistically significant at the 1% level. In this specification, an increase in credit growth from the 25th percentile of the distribution of private credit to GDP to the median of private credit to GDP leads to an increase in economic growth of 9.44%, if private credit and real output grow at the same rate. The predicted increase in growth evaluated at the average difference between credit growth and real output growth (1.76%) is 4.37%. Note that when private credit growth exceeds the growth in real output by 3.28%, the effect of financial development on growth becomes 9 To get this number, recall that the regressors are in logs and note that exp(3.71)=40.83. 10 The 7.28% predicted increase in growth is obtained by first calculating the percentage point increase from 14.10 to 28.36, which is 101.07%, and then multiplying this percentage point increase by the coefficient of private credit, 0.0720.
11 The 4.70% predicted increase in growth is obtained by first calculating the percentage point increase from 14.10 to 28.36, which is 101.07%, and then multiplying this percentage point increase by 0.0720-0.0145(1.7593), where 1.7593 is the average difference between credit growth and real output growth.
negative.
These findings suggest that one of the main channels through which financial development may harm economic growth is unbalanced growth between private credit and real output. This may occur, for example, when the expansion of credit (due to financial innovations or deregulations) is not followed by the expansion of the demand for funds by the productive sector of the economy, thus increasing the likelihood of funding risky investments and leading to lower economic growth rates and bank runs or financial crises.
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The specification tests in the last rows indicate that the conditions required for the FD-GMM estimator to deliver consistent estimates are present: The Hansen test indicates no correlation between instruments and residuals, and the test for autocorrelation of order three confirms the absence of third-order correlation. The test of second-order correlation suggests that we can reject the null hypothesis of no serial correlation at the 5% significance level. This serial correlation of order two prevents us from considering the second lagged level of the regressors as instruments, since they are correlated with the error term. Instead, we use lags of the regressors from t − 5 to t − 3 as instruments for the differenced regressors at period t. We follow the rule of thumb and consider less instruments than number of countries, since too many instruments can overfit the endogenous variables and fail to expunge their endogenous components (Roodman, 2009 ).
Next, we examine whether our results are robust to the definition of our main variables of interest, financial development. In column 1 of Table 5 , we present the results for estimating the economic growth equation (1) using private credit issued by deposit money banks as the main proxy for financial development. This is a more restricted measure of financial development since it does not include credits to the private sector by non-deposit money banks. The extreme point after which financial development has a negative effect on growth is lower in this specification; economic growth is decreased when private credit growth exceeds industrial output growth by 2.84%. In column 2 of Table 5 , we use as a measure of financial development liquid liabilities of the financial system. Liquid liabilities is a traditional proxy for financial development, and unlike credit, liquidity is an indicator of size (Levine, Loayza, & Beck, 2000) .
The results confirm that the effect of financial development on growth depends on the growth rates of the financial system relative to the real sector of the economy.
Finally, Table 6 accounts for the possibility that our results are sensitive to the countries' level of economic development. In this specification, we exclude low-income economies from the sample, so the new panel includes 61 countries. The positive coefficient on private credit to GDP and the negative coefficient on the interaction between private credit and the growth difference between credit and real output demonstrate that our results are not driven by the low-income economies. Table 5 : Financial development, real output development, and economic growth using other proxy variables. Non-overlapping five-year periods: 1971-1975, 1976-1980, 1981-1985, 1986-1990, 1991-1995, 1996-2000, 2001-2005, 2006-2010 .578 .492
In column 1, we include bank credit to GDP as a proxy for financial development and the interaction between bank credit to GDP and the difference between bank credit growth and industrial output growth to account for the potential non-linear effect between financial development and economic growth. Column 2 presents results using liquid liabilities as share of the GDP as a proxy for financial development and the interaction between liquid liabilities and the difference between liquid liabilities growth and real output growth. AR(2)-test and AR(3) are the Arellano-Bond test for serial correlation of order two and three, respectively. We use as instruments lags from t − 3 to t − 5 of each explanatory variable and the year dummies. The extreme point is the threshold value after which financial development has a negative effect on economic growth. The p-value of credit and interaction corresponds to a joint significant test of the coefficient of financial development and the interaction term between financial development and growth differences. Robust standard errors in parentheses. The standard error correction proposed by Windmeijer (2005) is implemented. * * * Significant at 1% level, * * significant at the 5% level, * significant at the 10% level.
Overall, the results suggest that the effect of financial development on growth is decreased by unbalanced growth between financial development and real output. We also find a threshold value after which financial development has a negative effect on economic growth when it is not accompanied by growth in the real sector of the economy. In particular, the threshold value is between 1.72% and 4.97%, which suggests that a high level of divergence between the financial and real sectors is necessary for the financial development to have a negative effect on economic growth. Table 6 : Financial development, real sector development, and economic growth using high and middleincome economies. FD-GMM estimates. Non-overlapping five-year periods: 1971-1975, 1976-1980, 1981-1985, 1986-1990, 1991-1995, 1996-2000, 2001-2005, 2006- .425 Low-income economies are excluded in this specification, resulting in 61 countries. We use as instruments the lags from t − 3 to t − 8 of each explanatory variable; the matrix with instruments is collapsed. AR(2)-test and AR(3)-test are the p-value of the Arellano-Bond test for serial correlation of order two and three, respectively. The standard error correction proposed by Windmeijer (2005) is implemented. * * * Significant at the 1% level, * * significant at the 5% level, * significant at the 10% level.
Concluding Remarks
In this paper, we discussed the effect of financial development on economic growth controlling for the relative speed of the development of the financial and real sectors. Our findings suggest that the positive effect of finance on growth is maximum under balanced growth of financial and real sectors. Acceleration of financial development that is not accompanied by growth in the real sector reduces positive effect of financial development on growth; this effect might become negative if financial development grows substantially faster than real output.
These results hold in cross-section and panel estimations and are robust to different measures of financial development.
Our results are consistent with existing theoretical studies, suggesting that an interdependency exists between financial sector and real sector technology, which in turn determines the effect of the financial sector growth on the GDP growth. These findings could serve as additional guidance for macro-prudential policy regulations.
The outcomes of this paper suggest several promising directions for future research. First, it would be interesting to test the nexus between the financial and real sector technologies and economic growth for individual countries. In addition, the effect of financial liberalization, following sudden changes in the political regime, would be interesting to study. Finally, conditional on the availability of appropriate forecasting techniques (see Rivas & Pérez-Quirós, 2012) , technological progress in different sectors could be used as a predictor of recessions.
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