Feature space can change or evolve when learning with streaming data. Several recent works have studied feature evolvable learning. They usually assume that features would not vanish or appear in an arbitrary way. For example, when knowing the battery lifespan, old features and new features represented by data gathered by sensors will disappear and emerge at the same time along with the sensors exchanging simultaneously. However, different sensors would have different lifespans, and thus the feature evolution can be unpredictable. In this paper, we propose a novel paradigm: Prediction with Unpredictable Feature Evolution (PUFE). We first complete the unpredictable overlapping period into an organized matrix and give a theoretical bound on the least number of observed entries. Then we learn the mapping from the completed matrix to recover the data from old feature space when observing the data from new feature space. With predictions on the recovered data, our model can make use of the advantage of old feature space and is always comparable with any combinations of the predictions on the current instance. Experiments on the synthetic and real datasets validate the effectiveness of our method.
Introduction
In big data era, data usually come in a streaming way due to the data's characteristic of big volume and high velocity. Learning with streaming data has been studied extensively [DH00, SAK + 09, LJG09, TKK07] .
Usually, the corresponding methods assume that the feature space of the streaming data is fixed. However, in recent years, people have realized that the feature space of streaming data could evolve. For example, in environment monitoring task, we deploy several sensors in the environment to gather the data of temperature, humidity, illumination, etc., to predict the future status of the environment. Due to the limited lifespans of sensors, we need to replace the old expired sensors with new ones. Thus features corresponding to the expired sensors vanish and features corresponding to the new sensors emerge.
There are two essential problems in this learning paradigm. The first one is how to learn well when there are only few data in new feature space. The second problem is how can we not waste the data collection effort when old features vanish. These two problems are also described in learnware [Zho16] where the ability of handling evolvable features is needed. In order to solve these two problems, the authors in [HZZ17] assume that the sensors' lifespans are known to us, and the old sensors expire at the same time, which means that the corresponding features will vanish at the same time. Then before the old sensors expire, new sensors are spread in order to avoid the situation where no sensors work. Thus an overlapping period appears where data are with both old and new feature spaces. Through this overlapping period, a bridge is built to connect the old and new feature spaces. This kind of operation is natural and reasonable since it is much more efficient and can save more workload than employing sensors one by one when we know the rough lifespans of all the sensors. Note that the position or the number of the new sensors could be different from the old one. Therefore, the way that how data stream comes can be illustrated as Figure 1 . Each column with blue or red color represents a feature gathered from a sensor. At the beginning, during time 1, . . . , T 1 − b all sensors are working together to gather data so as to generate matrix A. From time T 1 − b + 1 to T 1 , some sensors start to wear out, and thus the corresponding features (blue columns) will stop extending, which makes matrix M (with missing items) come into being. At the same time, due to the substitute of new sensors, new features (red columns) start to grow. Thus the matrix N appears. After period T 1 , all old sensors expire and all new sensors continue to gather data concurrently. Therefore, the intact matrix B emerges.
In this paper, we propose a novel paradigm: Prediction with Unpredictable Feature Evolution (PUFE)
where old features will vanish unpredictably so as to render the feature evolution unpredictable. In the first step, we propose to leverage Frequent Directions [Lib13] and provide a matrix completion technique to complete M . We give a theoretical analysis on the matrix completion in the situation of sampling without replacement. Then we are able to learn a mapping from N to M . With this mapping, we can recover the data from the previous feature space when obtaining the data from the current feature space. In this way, the well-learned model on matrix A can be applied to the recovered data. With the prediction on the recovered data, our model can make use of the advantage of each base model and avoid their drawbacks.
We give a theoretical guarantee that our model is always comparable with any combinations of all the base models. Furthermore, our model can be extended to adaptively tackle the situation when newer feature space appears. In other words, we do not need to decide manually which base model should be incorporated
in and which base model should be discarded. All in all, we can conclude our contributions in the following four main parts:
(1) We propose a more practical setting where the old features will vanish unpredictably since the different sensors have different lifespans.
(2) To tackle the unpredictable feature evolution, we formulate the setting as a matrix completion problem and propose an effective method with theoretical guarantee where we only need Ω(dr ln r) observed entries to recover the target matrix exactly, where d is the row of the target matrix and r is the rank.
(3) We propose a new method to use the help from the previous feature space and give two theoretical guarantees that our model is always comparable to the best baseline and can be extended to adaptively tackle the situation when newer feature space appears.
(4) The experiments show that our model is comparable to the best baseline and surprisingly better in most cases, which validate the effectiveness of PUFE and theorems.
The rest of this paper is organized as follows. Section 2 introduces related work. Our proposed approach with corresponding theoretical guarantees is presented in Section 3. Section 4 reports experimental results.
Finally, Section 5 concludes our paper.
Related Work
Our work is most related to [HZZ17] . They propose a setting called "feature evolvable streaming learning".
They observe that in learning with streaming data, old features could vanish and new ones could occur. To make the problem tractable, they assume there is an overlapping period that contains samples from both feature spaces. Then, they learn a mapping from new features to old features, and in this way both the new and old models can be used for prediction. The overlapping period comes from the assumption that the old features vanish simultaneously. But usually this assumption does not hold. A more practical assumption is that different features could vanish unpredictably and thus there will be no intact overlapping period. In this paper, we focus on this new setting and propose an effective method to tackle it. Another very related work is [HZ18] , which also handles evolving features in streaming data. [ZHWL14] in which data from both sets of features arrive sequentially. However, they assume that all the feature spaces must appear simultaneously during the whole learning process while such an assumption is not available in PUFE.
Online learning [Zin03, HWZ14] is another related topic from the area of machine learning. It can naturally tackle the streaming data problem since it assumes that the data come in a streaming way. Specifically, at each round, after the learner makes prediction on the given instance, the adversary will reveal its loss, with which, the learner will make better prediction to minimize the total loss through all rounds. Online learning has been extensively studied under different settings, such as learning with experts [CL06] and online convex optimization [HAK07, Sha12] . There are strong theoretical guarantees for online learning, and it usually uses regret or the number of mistakes to measure the performance of the learning procedure.
However, most of existing online learning algorithms are limited to the case that the feature set is fixed.
The Proposed Approach
Our goal is to leverage the assistance from the previous feature space to always obtain good performance in the current feature space, namely, during period T 2 , no matter at the beginning or at any other time step.
The key idea is to establish relationship between the previous and current feature space by an overlapping period where both previous and current features exist. Then the well-learned model on the previous feature space can be applied to the current feature space to assist the performance in this current feature space.
But in our setting, we do not have an intact overlapping period. Thus we need to study whether we can rebuild it. Since time is seasonal, it is reasonable to assume that two instances on the same periodic point are linearly related. Thus, we have chance to rebuild the overlapping period with the help of observed instances. Therefore, the framework of our method is clear. Concretely, we have mainly four steps. The first step is to learn a good model in the previous feature space as a prepared backup. Then in order to build the relationship between the previous and the current feature space, we need to complete the overlapping period, that is matrix M showed in Figure 1 , where the features start to vanish and emerge. In the third step, we learn the mapping between M and N . Finally, we learn a model on the current feature space,
Algorithm 1 Framework of PUFE
1: Learn a model sequentially in the previous feature space with Algorithm 2.
2: Complete matrix M sequentially showed in Figure 1 with Algorithm 3.
3: Learn a mapping sequentially from N to M using (3).
4: Make predictions sequentially in current feature space with the assistance from the previous feature space with Algorithm 4.
Algorithm 2 Learn a Model from A 1: Initialize w P,0 ∈ O P randomly.
Receive x P t ∈ R d 1 and predict p t = w P,t x P t ∈ R.
4:
Receive the target y t ∈ R, and suffer loss (p t , y t ).
5:
Update w P,t using (1) where τ t = 1/ √ t.
6: end for which will be boosted by the well-learned model from the previous feature space. The framework of our method is summarized in Algorithm 1.
Note that completing matrix M in step two is not trivial since the missing of items is not random but with certain rule. This will be discussed in Section 3.2. And we give a theoretical guarantee on the number of observed entries, which is much smaller than the conventional one. Learning a good model through utilizing the assistance from the previous feature space in step four is also not easy since at the beginning, we should follow the good model, say h learned from the previous feature space. But note that there are errors when doing recovering. Then after a period of time, this model h would be worse and worse since more and more recovered error accumulates. Thus we have to avoid this damage and obtain help adaptively.
In the following, we will give the details of these four steps. These two steps contain the main contributions of this paper.
Learn a Model from A in Previous Feature Space
We use x to denote the 2 -norm of a vector x. The inner product is denoted by ·, · . Let O P ⊆ R d 1 be the set of linear models in the previous feature space that we are interested in. We define the projection
We restrict our prediction function at t-th round to be linear which takes the form w P,t , x P t where w P,t ∈ R d 1 and x P t is the instance from the P revious feature space at time t.
The loss function (w x, y) is convex in its first argument. In implementing algorithms, we use logistic loss for classification task, namely, (w x, y) = ln(1 + exp(−y(w x))), while in regression task, we use square loss, namely, (w x, y) = (y − w x) 2 .
We follow [HZZ17] to learn an online linear model by online gradient descent [Zin03] . The models are updated according to:
where τ t is a varied step size. The process of learning a model from A during rounds 1, . . . , T 1 − b are concluded in Algorithm 2.
Complete Matrix M
We assume each feature is represented by the data gathered by a sensor. In our scenario, when some old sensor disappears, it means that the corresponding feature will vanish forever. In other words, for each row in M , the remaining or observed entries are always fewer than or equal to the entries in the preceding row. Besides, each element in the current row is observed only once and the vanishings of features are uniformly at random since the corresponding sensors expire uniformly at random. Thus this setting can be formulated as the sampling each row uniformly at random without replacement in matrix completion problem. Traditional matrix completion methods with nuclear norm minimization [Rec11, CR12] are not appropriate in our setting because they usually assume that the observed entries are sampled uniformly at random from the whole matrix, whereas in our setting, entries are observed in the certain rule mentioned above. On the other hand, what we handle is data stream which means it is more natural and appropriate to deal with it sequentially. Thus, it is desirable to complete each row immediately when receiving it, which cannot be resolved by traditional matrix completion approaches neither.
Specifically, for a matrix K ∈ R n×m , let K (i) and K (j) denote the i-th row and j-th column of K, respectively. For a set Ω ⊂ {1, . . . , n}, the vector x Ω ∈ R |Ω| contains elements of vector x indexed by Ω.
Similarly the matrix K Ω ∈ R |Ω|×m has rows of matrix K indexed by Ω.
R b×d 1 be the matrix to be completed. We observe that matrix A and M share the same feature space and the same column of A and M are data gathered by the same sensor. Thus it is reasonable to assume that matrix A and M are spanned by the same row space. Therefore, we can leverage A to obtain the row space of M and recover each row of M . Concretely, to approximate M , let r ≤ min(T 1 − b, d 1 ) be the rank 
Directions.
3: for t = 1, 2, . . . ,
Sample a set Ω i of s entries uniformly at random without replacement denoted by m i,Ω i .
5:
Calculate
6: end for
of A. We calculate the top-r right singular vectors of 
to recover this row by m i = V z * , where z * is the optimal solution and V Ω i is the selected columns of V indexed by Ω i . Since the problem (2) has a closed-form solution
The detailed procedures are summarized in Algorithm 3.
Theoretical Guarantee
where {u i } r 1 and {v i } r 1 are the top-r left and right singular vectors of A, respectively. The incoherence measure for U and V is defined as
In the following theorem (proof deferred to supplementary file), we show that in the low-rank case where rank(A) = r when observing s ≥ 7µ(r)r ln(2rn/δ) entries, we can recover M exactly with high probability.
Theorem 1 Assume the rank of A is r, and the number of observed entries in M (i) is s ≥ 7µ(r)r ln(rb/δ).
With a probability at least 1 − δ, Algorithm 3 recovers M (i) exactly.
Remark: We know that there will be fewer and fewer entries in each row as time goes on. Thus we can recover M exactly if only we guarantee that the number of entries in the last row is larger than 7µ(r)r ln(rb/δ). For those rows whose entries are fewer than this amount, we simply discard them.
Then an intact overlapping period can be used to learn a mapping. Suppose the number of rows that contain entries more than s is b, and the column number is d 1 , then with the free row space of A, the sample complexity is only Ω(br ln r) which is much smaller than Ω(rd 1 ln 2 d 1 ) of the conventional matrix completion [Rec11] .
Learn Mapping from N to M
There are several methods to learn a relationship between two sets of features including multivariate regression [Kib07] , streaming multi-label learning [RBHP11] , etc. We follow [HZZ17] and choose to use the popular and effective method -least squares [Sti81] which can be formulated as follows.
where x C t is the instance from the Current feature space at time t. If the overlapping period is very short, it is unrealistic to learn a complex relationship between the two spaces. Instead, we can use a linear mapping to approximate ψ. Assume the coefficient matrix of the linear mapping is P, then during rounds
. . , T 1 , the estimation of P can be based on linear least square method
The optimal solution P * to the above problem is given by
Algorithm 4 Prediction in Current Feature Space
Predict the weight of each base model α i,t using (5).
4:
Receive x C t ∈ R d 2 and make prediction p i,t = w P,t ψ(x C t ) ∈ R or p i,t = w C,t x C t ∈ R.
5:
Calculate our prediction byp t = α t p t .
6:
Receive target y t , each base model suffers loss i,t = (p i,t , y t ) and our model suffers lossˆ t = (p t , y t ).
7:
Set r i,t =ˆ t − i,t , R i,t = R i,t−1 + r i,t , S i,t = S i,t−1 + |r i,t |, i = 1, . . . , N 8:
Update w P,t and w C,t using (4) and (6) respectively where τ t = 1/ √ t − T 1 .
9: end for
Note that we do not need a budget to store instances from the overlapping period because during the period from T 1 − b + 1 to T 1 , P * can be calculated in an online way, i.e. we first iteratively calculate P 1 and
and P 2 = P 2 + x C t x P t , then, P * = P −1 1 P 2 . Then if we only observe an instance x C t ∈ R d 2 from the current feature space, we can recover an instance in the previous feature space by ψ(x C ) ∈ R d 1 , to which w P,T 1 can be applied.
Prediction in Current Feature Space
From round t > T 1 , if we keep on updating w P,t using the recovered data ψ(x C t ), i.e.,
where τ t is a varied step size. Then the learner can mainly calculate two base predictions based on models w P,t and w C,t : w P,t (ψ(x C t )) and w C,t x C t . If we do not update w P,t and only use w P,T 1 to predict on the recovered data, we can obtain another base prediction w P,T 1 (ψ(x C t )). Through ensembling the base predictions in each round, or more concretely our prediction is the weighted combination of these base predictions, our model is able to follow the best base model empirically and theoretically. We borrow the idea of learning with expert [LS15] to realize it. We first give some notations that we need to use here. To be general, we assume the number of base models is N . Let α i,t , i = 1, . . . , N be the weight of the i-th model at time t. i,t ∈ [0, 1] is the loss of the i-th base model at time t. Then our predictionp at time t is the weighted combination of the N base predictions, namely,p t = α t p t , where α t = (α 1,t , . . . , α N,t ) and p t = (p 1,t , . . . , p N,t ) are the vector of N weights and N base predictions. We let r i,t =ˆ t − i,t , R i,t = t k=T 1 +1 r i,k and use ∆ N to denote the simplex of all distributions over {1, . . . , N }. We define weight function:
where Φ(R, S) = exp
is the potential function with Φ(0, 0) defined to be 1. Then at each round we set α i,t to be proportional to w(R i,t−1 , S i,t−1 ):
where S i,t = t k=T 1 +1 |r i,k | is the cumulative magnitude of r i,t up to time t. When receiving instance from the current feature space x C t ∈ R d 1 , we can make prediction p i,t = w P,t ψ(x C t ) ∈ R or p i,t = w C,t x C t ∈ R. Then with α t , we calculate our prediction byp t = α t p t . After receiving target y t , our model and the base models suffer lossˆ t = (p t , y t ) and i,t = (p i,t , y t ), respectively. Then we update w C,t by
and w P,t by (4) where τ t is a varied step size and O C ⊆ R d 2 is the set of linear models in the current feature space. The procedure of learning model in the current feature space is summarized in Algorithm 4.
In the following, we give a theoretical guarantee that we are able to follow the best models by this strategy of weights adjusting.
Theoretical Guarantee
We denote the cumulative loss of each model from
The cumulative loss of our model from T 1 + 1, . . . , T 1 + T 2 is denoted bŷ
Then we have the following theorem.
Theorem 2 For any distribution u ∈ ∆ N , the cumulative loss of our model is bounded as follows:
where B = 1 +
. . , S N,T 2 ) . We useÔ to hide the "ln ln" terms since they are very small and thus we consider these terms to be nearly constant.
Remark: This theorem is a special case of Theorem 1 from [LS15] . One can find the proof in its appendix. This theorem shows that our model is comparable to any linear combination of base models.
Furthermore, S i,T ≤ T 2 since S i,T is the cumulative magnitude of r i,t ≤ 1. Thus u · S T 2 ≤ T 2 . If u concentrates on the best model with minimum cumulative loss, then the upper bound will becomê
which is exactly the bound in [HZZ17] , which means that our model is comparable to the best model. Yet our bound has several merits over that in [HZZ17] . First ours is parameter free which means we do not have to tune η that appears in the exponential formula in [HZZ17] .
Second, u · S T 2 = T 2 is the worst case. As long as r i,t , ∀i ∈ 1, . . . , N is not always the worst, u · S T 2 = T 2 will be much smaller than T 2 . Another advantage is that we can utilize any number of base models while in [HZZ17] they only focus on two.
Furthermore, we can set α i,t in the following way:
where I i,t ∈ [0, 1] is the confidence of the i-th base model at time t. Clearly, we can see that the problem we studied above is the special case of the general setting with I i,t = 1 for all i and t. I i,t = 0 means that the i-th base model does not contribute to our prediction. Besides, the upper bound in Theorem 2 still holds, which is summarized below.
Theorem 3 For any distribution u ∈ ∆ N , the cumulative loss of our model is bounded as follows:
where N T 2 is the total number of the base models created from T 1 + 1 to T 2 .
Remark: The proof of this theorem can also be found in the appendix of [LS15] . Adding this confidence term can bring an obvious benefit in our continual setting. Specifically, we focus on the case when I i,t ∈ {0, 1}, which means either the base model participates in our prediction or not. If I i,t = 0, it means the i-th base model is "asleep" at round t. A base model that has never appeared before should be thought of being asleep for all previous rounds. Thus if the current feature space vanishes and new feature space appears, it means new base models appear and these base models in new feature space can be regarded as being asleep in the current and previous feature space. In this way, we do not need to decide manually which base model should be incorporated in and which base model should be discarded.
Experiments
In this section, we first introduce the datasets that we use. Then we describe the compared approaches and experimental settings. Finally, we show the results of our experiments.
Datasets
We conduct our experiments on 9 datasets consisting of 8 synthetic datasets and 1 real dataset. To generate synthetic data, we randomly choose some datasets from different domains including economy, biology, literature, etc (Datasets can be found in http://archive.ics.uci.edu/ml/.). We artificially map the original datasets into another feature space by random Gaussian matrices, then we have data both from the previous and current feature space. Since the original data are in batch mode, we manually make them come sequentially. In the overlapping period, we discard entries of each row uniformly at random from the remaining features obeying the vanishing rule mentioned in Section 3.2. In this way, synthetic data are completely generated.
We use a real dataset named as "RFID" collected by ourselves, which contains 450 instances from the previous and current feature space respectively. RFID technique is widely used to do moving goods detection [WXW + 16]. This dataset uses the RFID technique to gather the location's coordinate of the moving goods attached by RFID tags. Concretely, several RFID aerials are arranged around the indoor area. In each round, each RFID aerial received the tag signals, then the goods with tag moved, at the same time, the goods' coordinate is recorded. Before the aerials expired, new aerials are arranged beside the old ones to avoid the situation without aerials. So in this overlapping period, data are from both the previous and current feature spaces. After the old aerials expired, the new ones continue to receive signals. Then data only from the current feature space remain. The overlapping period in this dataset is complete, so we simulate unpredictable feature evolution like we did on the synthetic data. Therefore the modified RFID data satisfy our assumptions. The first eight big rows (each contains three unit row) are the accuracy with its standard deviation on synthetic datasets. The last big row is the mean square error with its standard deviation on real dataset. The best ones among all the methods are bold. The best ones among FESL-c, FESL-s, PUFE are added with •. "r" means "rank". "dataset-C", "dataset-I" and "dataset-IC" means the overlapping is complete, incomplete and incomplete but we complete it, respectively. We expect for all methods except NOGD, "dataset-C" ranks 1, "dataset-I" ranks 3 and "dataset-IC" ranks 2. 
Compared Approaches and Settings
We compare our PUFE with five approaches. In the first approach, once the feature space changed, the online gradient descent algorithm will be invoked from scratch, named as NOGD (Naive Online Gradient We evaluate the empirical performances of the proposed approaches on classification and regression tasks during rounds T 1 + 1, . . . , T 1 + T 2 . We first give the accuracy and mean square error over all instances during rounds T 1 + 1, . . . , T 1 + T 2 on synthetic dataset and real dataset, respectively. In order to verify that our completion module is effective, we conduct experiments on each dataset with three different settings, namely, "complete overlapping period", "incomplete overlapping period" and "incomplete overlapping period but we complete it". We expect that the performance of the first setting is the best since the overlapping period is complete; the third setting is the runner up since the incomplete overlapping period is repaired; the second setting is the worst due to the lack of information. Furthermore, to verify that our model is comparable to the best base model, we present the trend of average cumulative loss. Concretely, at each time t, the loss¯ t of every method is the average of the cumulative loss over T 1 + 1, . . . , t, namelȳ
The performances of all approaches are obtained by average results over 10 independent runs. The parameters we need to set are the number of instances in overlapping period, i.e., b, the number of instances in previous and current feature space, i.e., T 1 and T 2 and the step size, i.e., τ t where t is time. For all baseline methods and our methods, the parameters are the same. In our experiments, we set b to be 10, 20, 25 for synthetic data and 40 for RFID data. We set almost T 1 and T 2 to be half of the number of instances, and τ t to be 1/(c √ t) where c is searched in the range {0.5, 1, 10, 20, 50, 70, 100}.
Results
The accuracy and mean square error results are shown in Table 1 . The first eight big rows (each contains three unit row) are the accuracy with its standard deviation on synthetic datasets. The last big row is the mean square error with its standard deviation on real dataset. The best ones among all the methods are bold. The best ones among FESL-c, FESL-s, PUFE are added with •. "r" means "rank". "dataset-C", "dataset-I" and "dataset-IC" means the overlapping is "complete", "incomplete" and "incomplete but we complete it", respectively. We expect for all methods except NOGD, "dataset-C" ranks 1, "dataset-I" ranks 3 and "dataset-IC" ranks 2. NOGD starts to learn from time T 1 + 1 so that it is not influenced by the overlapping period. As can be seen, on total 27 cases, our PUFE outperforms other methods on 15 cases, and outperforms FESL-c and FESL-s on 23 cases. Note that we do not have to be better than all the base models but comparable to. NOGD performs worst since it starts from scratch. ROGD-u is better than NOGD and ROGD-f because ROGD-u exploits the old better trained model from old feature space and keep updating with recovered instances. We can see that our method can follow the best baseline method or surprisingly even outperform it. The rank of the three settings we mentioned above also nearly follows our expectation, where performances on all "dataset-C"s rank 1, on almost all "dataset-IC"s rank 2, on almost all "dataset-I"s rank 3. Those cases that violate the expectation show that our completion operation cannot improve the accuracy and mean square error performance. This is because the data matrix is not low-rank. For example, on dataset "kr-vs-kp", our completion does not improve the performance when applying ROGD-f, ROGD-u, FESL-c and PUFE. We find that the rank of matrix A in dataset "kr-vs-kp" is full, which means we cannot recover the original complete matrix well. have the following observations. First, NOGD decreases rapidly which conforms to the fact that NOGD on rounds T 1 + 1, . . . , T 1 + T 2 becomes better and better with more and more correct data coming. Besides, ROGD-u also declines but not very apparent since on rounds 1, . . . , T 1 , ROGD-u already learned well and tend to converge, so updating with more recovered data could not bring too much benefits. Moreover, ROGD-f does not drop down but even go up instead, which is also reasonable because it is fixed and if there are some recovering errors, it will perform worse. FESL-c and FESL-s are based on NOGD and ROGD-u, so their average cumulative losses also decrease. Our PUFE is based on the five base methods, its average cumulative loss follows the best curve all the time and obtains good performance at the beginning of period T 1 + 1, . . . , T 1 + T 2 . This is very important since at the beginning of the current feature space, data are few and a good model is hard to learn but very necessary since we need good performance everyday or even every single time.
Conclusion and Discussion
In this paper, we focus on a new and more practical setting: prediction with unpredictable feature evolution.
In this setting, we find that the vanishing of old features is usually unpredictable. We attempt to complete this fragmentary period and formulate it as a matrix completion problem. By the free row space obtaining from the preceding matrix, we only need Ω(dr ln r) observed entries to recover the target matrix exactly, where d is the row of the target matrix and r is the rank. We also provide a new way to adaptively combine the base models. Theoretical results show that our model is always comparable to the best base model.
In this way, at the beginning of the new feature space, our model is still desirable, which conforms to the robustness, an important topic in nowadays machine learning community.
Finally, we want to emphasize that though this is a more realistic setting, its data are not widely available yet. Thus we collect a real dataset by ourselves. We also use synthetic datasets that totally satisfy our setting to validate the effectiveness of PUFE. Considering that feature evolving is an important and tough problem, we would like to collect more real datasets in the future.
