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While the atomic force microscope (AFM) is able to image mineral surfaces in solution with atomic
resolution, so far it has been a matter of debate whether imaging point defects is also possible under
these conditions. The difficulties stem from the limited knowledge of what types of defects may be
stable in the presence of an AFM tip, as well as from the complicated imaging mechanism involving
interactions between hydration layers over the surface and around the tip apex. Here, we present
atomistic molecular dynamics and free energy calculations of the AFM imaging of vacancies and
ionic substitutions in the calcite (101̄4) surface in water, using a new silica AFM tip model. Our
results indicate that both calcium and carbonate vacancies, as well as a magnesium substitution,
could be resolved in an AFM experiment, albeit with different imaging mechanisms.
The atomic force microscope (AFM) [1] can be used
to study surfaces in solution in real space with atomic
resolution [2, 3] and has become an indispensable tool in
understanding hydration [4–7], crystal growth and dis-
solution [8–10]. In pioneering work by the inventors of
the AFM, contact mode in humid air produced images
with the lattice periodicity of the calcite basal plane
across several monosteps [11]. However, true atomic
resolution in liquid [2, 3] and ambient conditions [12]
was only achieved later using dynamic AFM modes [13],
where the tip is oscillated during the scan, and the
changes in resonant frequency, amplitude, or phase are
recorded [2, 14, 15]. While the ability to resolve atomic-
scale defects in a periodic surface is the ultimate proof
of atomic resolution, the ability to reliably image defects
and their dynamics would considerably improve our un-
derstanding of surface processes in solution, and enable
the study of growth or dissolution of minerals in solution
at the atomistic level.
Thanks to recent advances in AFM technology, it is
now possible to obtain images or movies containing iso-
lated imperfections in a periodic structure [16, 17]. How-
ever, these experimental studies have not been able to
interpret what they have observed, due to the lack of
knowledge regarding the imaging mechanism. The sta-
bility and dynamics of surface defects can be very dif-
ferent at the interface with a liquid, compared to vac-
uum, because most processes will be mediated by the
solvent molecules, and potentially even solutes, especially
for charged defects. Even less is known regarding the
specific water-mediated interaction mechanism between
surface defects and the AFM tip.
Many breakthroughs in AFM have only been achieved
alongside sophisticated simulations to ensure the images
are interpreted correctly, such as the differentiation of
chemical bonds in individual molecules in vacuo by Gross
et al. [18]. Atomic-scale imaging paired with computa-
tional modeling of the AFM model tip interacting with
surface defects in vacuum is well established and has fur-
thered our understanding of surfaces and interfacial pro-
cesses [19, 20]. At the solid-liquid interface, the situation
is naturally more complicated, especially for ionic crystal
surfaces that exhibit well-defined hydration layers. Here,
the oscillating AFM tip is not only interacting with the
surface atoms, but also with the ordered water molecules
in the hydration layers above it.
Recent developments in the simulation of AFM in liq-
uid, based on atomistic simulations and free energy cal-
culations, have made it possible to determine the imaging
mechanism of ionic crystal surfaces and their hydration
layers in solution [21–23]. In the present study, we build
on this methodology to investigate the imaging mecha-
nism of point defects in surfaces in solution from a theo-
retical point of view. We chose the calcite (101̄4) cleavage
plane as our model surface, because of its importance in
surface science and biomineralization, and as a bench-
mark system for studying crystal growth by AFM [24].
We consider both calcium and carbonate ion vacancies,
as well as a substitution of a calcium ion with a magne-
sium ion, commonly found in geological samples [25].
The stability of calcite (101̄4) surfaces with point de-
fects, and the changes in surface and hydration layer
structure around the defects were investigated using
molecular dynamics simulations. The atomistic interac-
tions between the mineral surface and water were de-
scribed by the force field developed by Raiteri et al. [26],
using the SPC/Fw potential for water [27]. The force
field was parametrized to reproduce both the structure
and thermodynamics of the mineral phases of CaCO3,
as well as the thermodynamics of the ions in solution,
and is therefore believed to accurately describe the solid-
liquid interface [28]. The hydration layer structure at
the calcite-water interface is shown in Figs. 1(a) and 1(b).
For the surfaces with vacancies, we removed an ion of the
opposite charge from the opposite surface of the slab to
ensure charge neutrality of the simulation cell. This effec-
tively introduces a dipole across the calcite slab. How-
ever, we observed no breaking of the symmetry of the
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hydration layer structures on either side of the slab, be-
yond those changes clearly due to the presence of the
defect, and therefore consider the effect of the dipole to
be negligible.
For the AFM simulation, we proceeded in two steps.
First, free energy calculations were performed with an
AFM tip model on a rectangular 8× 4 grid over one unit
cell of the perfect surface and, after assessing the lateral
extent of the changes induced by the presence of each de-
fect, similar calculations were performed over an appro-
priate area around the defects, on a grid with the same
spacing. The setup for the AFM simulation is shown
in Fig. 1(c), and uses a silica tip. This is expected to
be a reasonable model of the apex of a silicon (or sili-
con nitride) AFM tip, covered in several nanometers of
native oxide, that has reacted with water to form silanol
groups [29, 30], and has not been covered in surface mate-
rial from initial contact with the sample [31, 32]. The tip
was constructed from bulk β-cristobalite, and all broken
Si–O bonds on the surface were replaced by silanol groups
(Si–OH), with a sharp termination in a single silanol
group at the apex. The interactions between SiO2/SiOH
and water were described by the ClayFF forcefield [33],
and parameters for the direct interactions with the cal-
cite surface were either constructed from combination
rules, or by analogy to the interactions of calcite with
the OH group in bicarbonate (Additional information on
the silica tip hydration structure can be found in the Su-
pllemental Material. A more detailed comparison of the
performance of simulated AFM images obtained with our
different tip models [23, 34, 35] in comparison to experi-
ment will be published elsewhere [36].)
Here we used the LAMMPS molecular dynamics
code [37] in conjunction with the PLUMED plugin [38]
to perform umbrella sampling of the free energy profiles
of the system as a function of the tip-surface separation
distance. We used the z component of the center of mass
distance between the top of the silica nanocluster and
the calcite slab as a collective variable (CV), zC, as il-
lustrated in Fig. 1(c). Harmonic restraints were applied
on the top of the tip along x and y, to avoid lateral drift
or rotation. Similar restraints were applied on the fourth
layer from the bottom of the calcite slab along x, y, and
z, to anchor it in the frame of reference of the simulation
box. The starting configurations for the umbrella win-
dows were obtained from preliminary steered MD runs,
where the tip was dragged towards the surface along the
same CV, and configurations were saved every 0.05 nm,
in the range 2.30 ≤ zC ≤ 3.85 nm. This corresponds to
a range of tip-surface separation distances, z, from over
1 nm down to hard contact. The umbrella potential had
a force constant of 0.5 eV/Å2, and the distributions of
the CV were obtained from 7 ns of sampling, after 1 ns
equilibration and decorrelation from the starting config-
uration. The free energy profiles were obtained with the
WHAM code [39]. All simulations were carried out in the
FIG. 1. Calcite hydration structure: atomic number densities,
relative to the density of bulk water ρ0, along the perpendic-
ular to the surface (a), and density isosurface plots at the
non-defective calcite surface (b). Calcium is green, carbon
cyan, carbonate oxygen red. The water density isosurfaces in
the first layer over calcium and the second layer over carbon-
ate are yellow and orange, respectively. The isosurface values
are 10ρ0 for the calcite atoms and 4ρ0 for water. The calcite
surface unit cell, measuring 0.809 × 0.494 nm2, is indicated
by a blue rectangle, and the 8 × 4 grid points for the free en-
ergy calculation with the AFM tip are marked by blue dots.
For the AFM simulation, the system consists of a calcite slab
eight layers thick, exposing the (101̄4) surface along z, the
silica AFM tip model, and water (c). Here, silicon atoms are
colored in yellow, oxygen in red, and hydrogen in white, and
the silicon atoms in the upper part of the tip which is used
for the definition of the collective variable zC are highlighted
in light blue.
NVT ensemble, with a Nosé-Hoover chain thermostat of
length 5 and time constant 0.1 ps maintaining the tem-
perature at 300 K. Long-ranged electrostatic interactions
were treated with the PPPM scheme, using a real space
cutoff of 0.9 nm and an accuracy of 10−5.
In the second step, we computed the effective 3D force
field for the tip from the derivative of the free energy
profiles with respect to zC, interpolating laterally along
x and y using a cubic spline. For the systems with de-
fects, the force curves obtained around the defect were
embedded in the periodically repeated 32 curves obtained
on the perfect surface. These three effective force fields,
one for each defect, were subsequently used in virtual fre-
quency modulation AFM (FM-AFM) simulations using
the PyVAFM code [40], to simulate 2D scan images in x-y
planes, with a cantilever of resonant frequency 150 kHz,
spring constant 50 N/m, oscillation amplitude 0.2 nm,
and a Q-factor of 10, similar to probes commonly used
in experiment [3]. While the last step is computationally
very inexpensive, carrying out the free energy calcula-
tions to construct the effective force fields required over
3
5 × 106 CPU hours.
Our simulations showed that all three systems with
defects equilibrated in 1–2 ns and remained stable for the
duration of the 50 ns MD trajectory, even without local
charge compensation through a hydronium, hydroxide,
or other counter ion from solution, which would likely
occur in a real system with charged vacancies.
The time-averaged atomic densities at the interface
around the three defect sites, shown in Fig. 2, indicate
that the changes in the surface around the vacancies
are limited to an area of approximately one surface unit
cell, and are more pronounced for the calcium vacancy,
where a rotation of the surrounding four carbonate ions
is clearly visible. In the case of both types of vacancies,
water molecules are present in the cavity, and occupy
equilibrium positions that allow hydrogen bonding with
water molecules in the hydration layers above, as well as
with ions in the surface and subsurface layer. This also
leads to a perturbation of the equilibrium structure in
the first and second hydration layers. While the analy-
sis of the MD trajectory identifies equilibrium sites for
water molecules in the cavity, this equilibrium is highly
dynamic with multiple exchanges on the nanosecond time
scale. However, the increased coordination of ions around
the vacancy by water molecules in the cavity did not lead
to dissolution on the time scale of the simulations. The
changes in hydration layer structure affect a larger area
around the vacancies than the distortions in the crystal
surface of up to 2 × 2 surface unit cells.
In contrast to the vacancies, the charge neutral mag-
nesium substitution induces very little change in the po-
sitions of the neighboring calcium and carbonate ions.
The changes in the hydration layer geometry are also
more subtle; the lateral order in the hydration layers is
unaffected, but due to the smaller ionic radius and larger
solvation free energy of Mg2+ compared to Ca2+, the wa-
ter density maximum in the first hydration layer above
the magnesium ion is shifted by ∼ 0.03 nm closer to the
surface.
For all three defects, the most visible deviations from
the hydration layer structure over the perfect surface are
found directly above the defects and their neighbouring
ions. Based on the changes in surface and hydration layer
structures shown in Fig. 2, we deemed it sufficient to re-
calculate the free energy profiles for the AFM tip only
over 5 × 5 grid points centred on the magnesium substi-
tution, and 8 × 7 grid points around the two vacancies.
In Fig. 3(a), the force-distance curves obtained with
the silica tip over the perfect calcite surface unit cell in-
dicate the possibility of atomic scale contrast and quali-
tatively present the same minima and maxima as those
obtained with a calcite tip model in previous work [23], as
shown in the Supplementary Material. The 1D force pro-
files over the defect compared to the equivalent occupied
site in the perfect surface, as well as the 2D force maps
obtained from slices through the full 3D force maps par-
FIG. 2. Changes in surface and hydration layer structure in
calcite surfaces with a calcium ion vacancy (a), a carbonate
ion vacancy (b) and a magnesium substitution (c). The colors
and density values of the isosurface maps are the same as in
the image of the perfect surface in Fig. 1b, and magnesium is
shown in magenta and water molecules inside the cavity of the
vacancies in purple. The green, red, and magenta rectangles
indicate where free energy profiles were collected around the
defects in the subsequent AFM simulation.
allel (xy) and perpendicular (xz) to the surface (Fig. 3 (b)
and (c)), indicate tip-surface distances at which the AFM
tip might be sensitive to the defect, keeping in mind that
the imaging mechanism can be indirect, i.e. the contrast
may be caused by the changes in the hydration layers
above the defect.
The simulated AFM frequency shift images (Fig. 3(d))
look very similar to the 2D cross-sections through the
3D force map obtained from the free energy calculations
when the lower turning point of the tip oscillation is close
to the height of the 2D force map. However, small differ-
ences can be expected, because in the AFM simulation
the signal is averaged over the entire tip oscillation range.
This highlights the importance of the second step in the
simulation approach, if a direct comparison to experi-
ment is intended.
All three defects can be imaged as a ‘dark spot’ at a
position where a ‘bright spot’ should be seen in the per-
fect surface, in a certain tip-surface distance range. In
terms of the imaging mechanism, we find that both the
calcium vacancy and the magnesium substitution exhibit
this attenuated contrast when the tip is imaging the first
hydration layer over the calcium sub-lattice; over the cal-
cium vacancy, the hydration structure is perturbed, and
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FIG. 3. 1D force-distance curves (a), 2D force maps parallel (b) and perpendicular to the surface (c), and simulated FM-AFM
images (d) over a calcium vacancy (top), carbonate vacancy (centre), and magnesium substitution (bottom). The distances
for the 2D xy force maps were chosen according to the best contrast of the defect that could be observed, and are marked
by vertical black lines in the force-distance curve plots. The corresponding simulated frequency shift images were obtained
with the tip oscillating in the ranges indicated by the colored bar in the force-distance curve plots. The width of the bar is
proportional to the time spent by the cantilever at a given distance. The 2D xz force maps, perpendicular to the surface, taken
at the position of the horizontal black line in the 2D xy force maps emphasize the differences in force contrast over the different
defects. The rectangles in the 2D force maps delimit the data obtained from simulations on surfaces with defects.
the tip feels less repulsion compared to the equivalent site
in the perfect surface. Over the magnesium substitution,
the first hydration layer water molecule is found at the
same lateral position as over calcium, but at a lower z
position, which is sufficient to cause a contrast of similar
magnitude as for the calcium vacancy. In fact, the sim-
ulated AFM images over the calcium vacancy and mag-
nesium substitution are very similar. However, as can be
seen in the force maps in (x,z) planes (Fig. 3(c)), upon
reducing the tip-surface distance over the Mg2+ substitu-
tion, the contrast changes, and then the water molecule
appears as a ‘bright spot’ – a feature missing over the
calcium vacancy, which could be used to distinguish be-
tween the two types of defect. These findings also suggest
the possibility to resolve the rows of Ca and Mg ions in
(101̄4) surfaces of dolomite [CaMg(CO3)2].
The carbonate vacancy is only observed clearly when
the tip is interacting directly with the surface at the lower
turning point, i.e. in the strongly repulsive regime with
forces exceeding 1 nN. At this tip-surface distance, the
first hydration layer has been displaced and the tip ex-
periences a stronger repulsion over the carbonate groups
than the calcium ions, which is mainly due to the electro-
static repulsion between the negatively charged carbon-
ate ion oxygen and the silanol hydroxyl group at the tip
apex. Over the vacancy, which still contains two water
molecules, this repulsion is weaker, causing the contrast.
The calcium vacancy is not visible when the tip interacts
directly with the surface. However, which vacancy is im-
aged at this distance will strongly depend on the charge
of the tip apex.
At some tip positions, we observed larger displacement
of one or two ions adjacent to the vacancies than in the
simulations without tip, but no dissolution events or de-
fect migration occurred on the timescale of simulations
and no correlation between ion displacement from around
the vacancies and tip position could be established. In-
deed, a likely reason why we observe infrequent larger
displacements of ions in the simulations with the tip is
statistical in nature: the combined simulation times with
and without the tip are 6.4 µs and 50 ns, respectively
(see detailed analysis in the Supplemental Material). We
also note that the vacancies, although charged by ±2e,
only interact significantly with the tip at distances below
1 nm, due to the strong screening by the water molecules.
Our simulations indicate that FM-AFM with a con-
ventional cantilever for imaging in liquid should be able
to atomically resolve both calcium and carbonate vacan-
cies in calcite–provided these are stable in a real surface–
and a substitution of a divalent cation with a different
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solvation shell, such as Mg2+ and quite possibly Fe2+,
which are commonly found in geological samples of cal-
cite. However, the imaging mechanisms are found to be
different; while the calcium vacancy and magnesium sub-
stitution are imaged as a change in the first hydration
layer, the carbonate vacancy is only resolved when the tip
is interacting with the surface atoms directly. We hope
this result encourages AFM experimentalists to apply re-
cent advances in methodology, such as the possibility to
acquire 3D data sets of the interfacial volume [41, 42], to
the study of atomic-scale defects in mineral surfaces in
solution. Together with help from simulation, a proper
identification of such defects should then be possible, and
enable further studies of surface processes where defects
play an important role, such as growth and dissolution,
or biomineralization.
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