It is a quite important step to find object edges in applications such as object recognition, classification and segmentation. Therefore, the edge detection algorithm to be used directly influences the performance of these applications. In this study, a new edge detection method based on Neutrosophic Set (NS) structure via using maximum norm entropy (EDA-NMNE) is proposed. Many experts and intelligence systems, including the fuzzy system, do not satisfactorily succeed in resolving indeterminacies and deficiencies. However, in the NS approach, problems are solved by dividing them into True (T), False (F) and Indeterminacy (I) subsets. In addition, because the approach has a powerful algorithmic structure, NS's conditions with indeterminate and missing situations can be solved successfully. In this study, object edges can be found successfully with the proposed approach because edges of the object are considered as indeterminate. Thus, using the proposed EDA-NMNE, a strong intelligent expert system-based edge finding software was designed. In our study, 5 different object edge detection results were obtained by converting 5 different types of entropy into NS-based edge detection software. Thus, edge detection analysis has been performed by experimenting many types of entropy that have not been previously used for NS edge detection. The Metric Figure 
Introduction
Thanks to technological developments, the need to process visual data in digital media has increased, and edge detection has become one of the widely explored topics. Particularly in areas such as object recognition, medical image analysis, pattern recognition, image processing, edge information of object / objects is often required. Therefore, the correct orientation of the edges is an important factor in reaching efficient results.
Classical edge detection studies are performed based on Gradient and Laplacian operators. Canny (1986 ) and Laplacian of Gaussian ( Sotak & Boyer, 1989 ) basically use the Laplacian operator. Roberts ( Rosenfeld, 1981 ) , Prewitt ( Seif et. al., 2010 ) and Sobel * Corresponding author.
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(1990 ) use the Gradient operator In addition to Gradient and Laplacian based edge detection methods, wavelet ( Tua & Karstoft, 2015; Shih & Tseng, 2005 ) , neural network ( Lu et al., 2003; Gua et. al., 2015 ) , particle swarm optimization ( Mahdi et. al., 2013 ) , cuckoo search optimization ( Gonzalez, et. al., 2016 ) , ant colony optimization ( Liu. & Fang, 2015 ) , Cellular Automata ( Amrogowicz et al., 2016 ) , Anisotropic Gaussian Kernels ( Zhang et al., 2017b ) , and different edge detection approaches ( Sun et al., 2016 ; Zhang et al., 2017a ; Zareizadeh et. al., 2013 ) have also been proposed in the literature.
The Neutrosophic Set (NS) was introduced by Florentin Smarandache. It is based on the Neutrosophy theory and a new philosophical branch that has recently gained popularity ( Smarandache, 2003 ) . Superior performance is achieved by resolving vague and inconsistent situations using NS ( AbdelBasseta et al. 2018 ) . Since the problems in NS are analyzed by dividing them into True (T), Indeterminate (I) and False (F) subsets, three subset decision making processes are used. Because of all these features, NS solves problems more successfully compared to fuzzy logic ( Smarandache, 2003; Alsmadi, 2016 ) as well as many expert and intelligence systems. In many real life situations such as biomedical, law, weather, stock exchange, and so on, the concept of neutrosophic logic can be used to solve indeterminacies ( Kandasamy et al, 2005 ) . Therefore, NS can be used as an expert decision support system in order to solve many problems. The use of NS yields successful results in applications such as Segmentation ( Sert, 2018; Cheng et al., 2011; Guo & Cheng, 2009; Zhang et al., 2010 ) and Edge Detection ( Guo & Ş engür, 2014 ) . In our study ( Sert, 2018 ) , 3D segmentation with norm-entropy-based NS was performed, and 3D modeling quality was increase.
Only a few studies can be found on NS-based edge detection in the literature. Dhar and Kundu (2017) proposed a text region segmentation method using NS and digital shearlet transform (DST). Anter and Hassenian (2018) proposed a segmentation method for abdominal CT liver tumor using NS, particle swarm optimization (PSO) and fast fuzzy C-means algorithm (FFCM). They benefited from NS-based pre-processing to improve the CT image and remove noise. Siri and Latte (2017) proposed a method which combined NS and Chan-Vese approaches. In this approach, image processing through T, I and F subsets, which were obtained by converting CT scan image into NS domain, contributed to a successful liver segmentation. Guo et al. (2017) proposed a method that combines neutrosophic similarity score and active contour methods for automatic identification of myocardial echocardiography in left ventricle myocardial contrast.
In this study, a new edge detection approach based on NS structure via using maximum norm entropy (EDA-NMNE) is proposed. In the proposed approach, the picture is divided into T, I and F subsets. Then, edge detection has been performed using these subsets. NS was used in this study since the edges in the images correspond to indeterminate situations and NS proved to be successful in the analysis of vague and inconsistent situations compared to many expert and intelligent systems ( Dhar & Kundu, 2017 ) . Our main goal is to design a NS based expert and intelligent system which can be used for edge detection. We tested 5 different entropy types on 20 different images in order to reveal the impact of entropy used in NS on edge detection performance. Because the type of entropy used to identify the T and F subsets, which are the most important elements in edge detection with NS, is of vital importance, the type of entropy used directly affects the edge detection result. Therefore, in this study, it was necessary to conduct a detailed study on the notion of entropy. In addition, this method was compared with Edge Detection Approach via Canny (EDA-C) ( Canny, 1986 ) , Edge Detection Approach via Sobel (EDA-S) ( Sobel, 1990 ) , Edge Detection Approach via Variation-Adaptive Ant Colony Optimization (EDA-VAACO) ( Tian et al., 2011 ) and Edge Detection Approach via Active Contour without Edge (EDA-ACWE) ( Chan & Vese, 2001 ) methods in the literature to indicate the superiority of the EDA-NMNE method. As a result of all these process steps, industrial feasibility and methodological superiority of EDA-NMNE was proven.
The disadvantages of edge detection approaches using Gradient and Laplacian operator are noise sensitivity, illumination sensitivity and unadjusted parameters ( Wu et. al., 2015; Thirumavalavan & Jayaraman, 2016 ) . Therefore, different edge detection approaches have so far been proposed to minimize the disadvantages of the above-mentioned edge detection approaches and increase their performance ( Er-sen et al., 2009; Cho & Cho, 1994; Xiao & Hui, 2010 ) . Fuzzy-based edge detection approaches have difficulties in creating fuzzy rules. The disadvantages of neural network based edge detection studies are long lasting training process and the dependence of their performance on the variety of training data. However, these disadvantages are minimized due to the abovementioned features of NS-based edge detection. No other study has been carried out on the NS entropy analysis, which reveals the originality of the present study. Thus, this study aims to contribute to future studies on edge detection and segmentation via NS. The proposed EDA-NMNE proved to be superior to 4 different widely used edge detection approaches. The disadvantage of the proposed method is its intensive mathematical processes.
Ant colony optimization, which is an optimization algorithm based on swarm intelligence, was introduced by Dorigo et al. and inspired by the natural collective behavior of ants in the real world ( Tian et al., 2011 ) . EDA-VAACO, which is used for comparison purposes in this study, is an important technique obtained by making modifications in ant colony optimization. More information on EDA-VAACO can be found ( Tian et al., 2011 ) . EDA-ACWE, the fourth method used for comparison in the study, is one of the Regionbased methods and is based on the simplified Mumford-Shah function. This approach divides the image into an internal contour and an external contour globally by predicting the global brightness of the foreground and background ( Chen et al., 2017 ) . Further information on EDA-ACWE is available ( Chan & Vese, 2001 ) .
The rest of the paper is organized as follows: 2. Theoretical Background is descried in Section 2 . Experimental Results are presented in Section 3 . Finally, Conclusions are given in Section 4 .
Theoretical background

Basics of neutrosophy
The NS includes a tautological set ( Smarandache, 2003 ) , an intuitionistic set ( Atanassov, 1986 ) , a fuzzy set ( Zadeh, 1965 ) , a paraconsistent set ( Priest, 2002 ) and a dialetheist set ( Bruno, 2004 ) , demonstrating that NS has solved the problems in a multidisciplinary way.
E is an event, Non-E (N-E) is not E and Anti-E (A-E) is the opposite of E. Neut-E (Ne-E) is named as neither E nor A-E. For instance, if E = January, then A-E = December. N-E = February, March, April, May, June, July, August, September, October, November, December (any month except January). Ne-E = February, March, April, May, June, July, August, September, October, November (any month except January and December). In Neutrosophy, events are transformed into three subsets as T, I and F. T, I and F subsets are introduced as E, Ne-E and N-E respectively. I is an important subset in defining and resolving indeterminate situations in events. In NS, there are solutions to problems by performing operations on T, I and F subsets. This subsets may be continuous or discrete parameters and may overlap as well. Moreover, they can be converted from one form into another ( Smarandache, 2003 ) . Because of these features, edge detection, segmentation and similar image processing applications with NS can be successfully performed ( Alsmadi, 2016; Sert, 2018; Cheng et al., 2011; Guo & Cheng, 2009; Zhang et al., 2010; Guo & Ş engür, 2014 ) .
In this study, the image is divided into T, I and F subclasses in the Neutrosophic domain. There are objects / objects in the T subset, background in the F subset, and indeterminate situations such as noise, edge, color shifts in I subset ( Sert, 2018 ) . The Fig. 1 shows the flow diagram of the NS-based edge detection system. As can be seen in Fig. 1 , the original image is initially converted to grayscale format and preprocessed, and the resulting preprocessed image is divided into T, F and I subsets in the neutrosophic domain. Then, Object (Obj), Edge (Edg) and Background (Bgd) are obtained. In the last step, the edges of the object / objects are detected.
Preprocessing
The input image is converted to the grayscale and then filtered by using anisotropic diffusion filter (ADF). ADF is a denoising tech- nique that provides superior performance especially in medical images ( Michel-González et al., 2011 ) . It also offers superior edge detection and segmentation on noisy images. Moreover, it preserves edge features of the images. Several types of filters have been experimented in the study, and ADF is preferred because it yields the best edge detection performance. Further information on this filter type is available in references ( Weicker, 1997 ) . In the second step of processing, this image is named Image Preprocessed (I P ) after it is converted to grayscale filtered image.
Process of obtaining T and F subsets
In this work, the T and F subsets was found via performing the five different types of entropy in Zhang et al.'s (2010) method. The S-function is an important tool used to represent the brightness level of the gray level ( Cheng & Chen, 1997 ) . In here, S-function ( Zhang et al., 2010; Cheng & Chen, 1997; Cheng et al., 2004 ) is applied to I P , as a result of, T subset is obtained. S-function are shown as follows:
where d ij is the value of the intensity of the (i, j) pixels of the image I P . sp 1 , sp 2, sp 3 input parameters of s-function determine the shape of the function. The operation of the s-function is given in Algorithm 1 ( Zhang et al., 2010; Cheng & Chen, 1997; Cheng et al., 2004 ) :
(1) Obtaining sp1 and sp3 Parameters: sp 1 represents the peak value at left of the histogram. sp 3 represents the peak value at the right of the histogram ( Cheng et al., 2004 ) . Detailed information on obtaining sp1 and sp3 parameters can be found in ref. ( Zhang et al., 2010 ) .
(1) Obtaining sp2 Parameter: 
Algorithm 1
S-Function Algorithm.
The maximum entropy principle given below is used for the calculation of the sp2 parameter ( Cheng et al., 2004 ) :
where T is output subset, which is obtained by the s-function. M and N represent the size of T image. Entropy Type corresponds to the selected entropy type. The system has a higher entropy value when the amount of information increases ( Cheng & Xu, 20 0 0 ) . The ideal optimal sp 2 (sp 2opt ) value is obtained by trying all values from sp 1 + 1 to sp 3 -1 ( Cheng et al., 2004 ) . Maximum H(d ij ) will be obtained based on sp 2opt . H(d ij ) statement is given as follows ( Zhang et al., 2010; Cheng & Chen, 1997 ) :
(1) Obtaining T and F Subset :
In this study, different H(val) and sp 2opt values for each types of Shannon, norm, logarithmic energy, threshold and sure entropies are obtained. 5 different T-subsets are obtained by using five different sp 2opt values in s-function. Because T subset is one of the most important factors in edge detection, the selected entropy type significantly influences the edge detection performance. As can be seen in the equation below, the F subset is obtained using the T subset:
In Fig. 2 . a-d, original image, grayscale image, T subset image and F subset image are shown.
(1) Obtaining Binary T and F Subset:
Since T and F subsets obtained in the previous step are at the level of the grayscale, binary images are obtained by
Algorithm 2
The process of obtaining T and F subsets. applying Otsu adaptive thresholding algorithm ( Otsu, 1979 ) to these images. In image processing, Otsu's method automatically performs the image thresholding based on clustering ( Sezgin & Sankur, 2004 ) . Detailed information on the method can be found in reference ( Otsu, 1979 ) . In Fig. 3 . a-b, binarized T subset image and binarized F subset image are given. Information on the process of obtaining T and F subsets is summarized in Algorithm 2 .
Algorithm 3
The process of obtaining the I subset.
Step 1: Compute the standard deviation of the dij, which is the intensity at (i, j) coordinate of the I P image, and name it as stn_dv (i, j).
Step 2: Compute the discontinuity information of I P (i, j) using the sobel operator and name it as so_dsc (i, j).
Step 3: Calculate H parameter as follows:
so _ ds c max where (st_dev) max value is equal to max (stn_dv (i, j)), and (so_dsc) max value is max (so_dsc (i, j)).
Step 4 
Used entropy types
In our study, the different types of the maximum entropy are used to find the sp 2opt. Then, edge detection performances of these entropies are tested. Used entropy types are Shannon, norm, logarithmic energy, threshold and sure entropies, respectively. These entropy types and their equations are presented as follows:
where log (0) = 0
where ε is a positive threshold value.
The obtaining of I subset
Zhang et al.'s (2010) method was used to find I. One of the most important parameters is Homogenity (Ho), which is associated with local information and increases the value of this parameter in various situations such as edge regions, color transitions and background transitions in the image. The process of obtaining I subset is given in Algorithm 3 ( Sert, 2018; Zhang et al., 2010 ) . The standard deviation is important to achieve the contrast level of the pixels. To this aim, the standard deviation at the beginning of the algorithm is calculated. The discontinuity of the pixel I P (i, j) is explained by the edge value ( Zhang et al., 2010 ) . As can be seen in Algorithm 3 , the discontinuity is computed by sobel operator. Obtained Ho and I subset images are shown in Fig. 4 .
Finding binary image
In this step, Obj, Edg and Bgd variables are obtained. The methods of Zhang et al. (2010) were used to obtain these variables. This process is described in Algorithm 4 .
Threshold IS parameter in Algorithm 4 is the threshold parameter for I. The value of this parameter is 0.04 at all analysis in this study. Threshold IS , Threshold TS and Threshold SF parameters are used for Object, Edge and Background variables to be obtained during the segmentation process. The values of Threshold TS and Threshold SF parameters are calculated by using Otsu Thresholding ( Otsu, 1979 ) for T and F subsets, respectively. The Otsu's algorithm finds optimum threshold value, which separates object and background classes from each other. In this study, the Otsu's thresholding method for obtaining Threshold TS and Threshold SF parameters was preferred compared to other thresholding methods because it yielded better results. Obtained I Binary is shown in Fig. 5 . 
Edge detection process via EDA-NMNE
Edge detection is performed using I Binary and Original Image obtained in the previous step. Edge detection process is summarized in Algorithm 5 . In the algorithm, morphological operations are performed on I Binary and edges are transferred to I Edge variable. Then, I Edge is superimposed on the Original Image to obtain the image (I Edge Detected ) whose edges are detected. As a result of the proposed edge detection approach, the images shown in Fig. 6 are obtained.
Achievement measurement tools
In this study, Metric figure of merit (FOM) proposed by Pratt (1978 ) and peak signal-to-noise ratio ( Kaur & Garg, 2011 ) (PSNR) are used to measure the success of edge detection approach. FOM is calculated as follows:
where E D (Edge Detected ) are the number of pixels on the detected edge via edge detection approach, and EI A (Edge Actual ) is the number of the actual edge pixels. m (i) is the closest distance to i th actual edge. d is scaling parameter. FOM value is directly proportional to edge detection quality. FOM values of the most optimal edge detection methods are close to 1. If this value decreases, the edge detection quality decreases. The used formula for PSNR analysis is given in Eq. (11) . Moreover, mean square error (MSE) is used in order to determine edge detection quality in this experimental study. MSE formula is calculated as follows:
where S is the size of the image.
P SNR = 10 lo g 10 255 2 /MSE
PSNR value is directly proportional to edge detection quality. In this experimental study, the highest PSNR value is nearly 35 dB. If this value decreases, edge detection quality decreases. 
Experimental results
Entropy performance test
To test the edge detection performance of the norm entropy used in the proposed EDA-NMNE, EDA-NMNE is compared with NS based edge detection approaches with threshold, sure, logarithmic energy and Shannon entropy. For this process, 20 sample images which are difficult for edge detection are used. In the first test procedure, a dog image was used as shown in Fig. 7 . The obtained edge detection results are given in Fig. 8 . Moreover, FOM and PSNR analysis are performed based on I Edge shown in Fig. 8 for the measurement of edge detection performance. Graphical representation of these FOM and PSNR analysis results are given in Fig. 9 . The results of the analysis are presented under Test No. 1 in Table 1 . The highest edge detection performance was obtained by using Norm entropy, whereas the lowest edge detection performance was obtained in the Shannon entropy as shown in Fig. 9 and under Test No. 1 in Table 1 .
The test procedures presented above were applied to a cat image shown in Fig. 10 and a snake image shown in Fig. 13 . Accordingly, the results obtained from the analysis are presented in Fig. 11 for the cat image and Fig. 14 for the snake image. The FOM and PSNR analysis results of I Edge shown in Fig. 11 of the cat image are presented in Fig. 12 , and the FOM and PSNR analysis results of I Edge shown in Fig. 14 of the snake image are presented in Fig. 15 . In addition, the analysis results obtained for the cat and snake images are presented in Test No. 2 and Test No. 3 in Table 1 , respectively. As can be understood from both analyses, the EDA-NMNE displayed the highest FOM and PSNR results.
The same testing processes described in detail above were also applied to the images shown in Fig. 16. a, d, g, j. m. Because a lot of Bgd (i, j) ← true 13. else 14.
Bgd (i, j) ← false 15. end 16. if (Object OR Edge OR Background ) = true 17.
I Binary ← true 18. else
19.
I Binary ← false 20. end images were obtained at the end of these testing processes, EDA-NMNE method results are only presented in Fig. 16 . FOM and PSNR analysis of the I Edge in Fig. 16 are presented under Test No. 4, 5, 6, 7 in Table 1 . The results demonstrate that the highest success was displayed by Norm Entropy.
Following the analysis on eight different images, the same test was carried out on 12 different images. As a result, FOM and PSNR test results of I Edge were obtained as a result of 5 different entropies applied, and a total of 20 images are presented in Table 1 . Fig. 17 and Fig. 18 . illustrate graphical views of FOM and PSNR test results given in Table 1 . The results of statistical analysis on test results are presented in Table 2 . As shown in Fig. 17, Fig. 18 and Table. 1 , the highest edge detection performance was obtained by using Norm entropy, while the lowest edge detection performance was obtained in the Shannon entropy. From the statistical results in Table 2 , the maximum, minimum and average values of FOM and PSNR results for the proposed approach are the highest. As a result of these tests, it was found out that the norm entropy used in EDA-NMNE is more successful compared to other entropies.
The comparing applications of proposed EDA-NMNE and other edge detection methods
EDA-NMNE was compared with EDA-C ( Canny, 1986 ) , EDA-S ( Sobel, 1990 ) , EDA-VAACO ( Tian et al., 2011 ) and EDA-ACWE ( Chan & Vese, 2001 ) to measure the edge detection performance of the proposed EDA-NMNE. In the EDA-VAACO approach, edges are iden- tified as thick lines. Therefore, morphological skeleton is applied to the output image. To measure the edge detection performance, 20 images which were used in the entropy test were employed, and these 5 edge detection approaches were applied to these images. Since the number of images is high, the I EDGE results of first 8 test images are presented in Fig. 19 . As shown from the related figure, the most successful edge detection performance was obtained with the proposed EDA-NMNE. FOM and PSNR tests were performed to compare performances of I EDGE results for these 20 image. The graphical representation of FOM and PSNR results is shown in Fig. 20 and Fig. 21 , respectively. The PSNR and FOM test results obtained with EDA-NMNE are higher compared to other four methods. In addition, statistical analyses were performed on FOM and PSNR results obtained via 5 edge detection approaches, and the results are presented in Table 3 . As can be understood from Table 3 , the maximum, arithmetic average and minimum val- ues of the FOM and PSNR results obtained with EDA-NMNE are higher than other four methods. These results indicate that the proposed EDA-NMNE performs edge detection at a higher level compared to other methods.
As given in Table 2 , average FOM and PSNR results for NORM entropy are 0.92 and 32.42, respectively. Since these results are higher compared to those of other entropies, it can be suggested that the norm entropy in NS increases edge detection performance. As shown in Table 3 , average FOM and PSNR results for EDA-NMNE are 0.92 and 32.42, respectively. These results are much higher compared to those of other edge detection algorithms. Because these results are much higher than the results of other edge detection algorithms, one of the most important results of experimental study is that the proposed method detects object edges much more successfully compared to other methods.
Conclusions and future work
In this study, a new edge detection method based on NS structure is proposed using maximum norm entropy (EDA-NMNE). 100 different edge images (I Edge ) were obtained by trying 5 different types of entropy on 20 different images through NS-based edge detection approach. As shown in Table 2 , which displays the statistical analysis performed on the FOM and PSNR test results, the most successful results were obtained by Norm entropy. Addition- ally, proposed EDA-NMNE was compared with EDA-C, EDA-S, EDA-VAACO and EDA-ACWE. According to the statistical analysis results of FOM and PSNR tests on the results of Table 3 , FOM and PSNR results of EDA-NMNE are higher compared to other four methods. These results clearly demonstrates the superiority of the proposed method.
In the future, this study can be followed in four directions. Firstly, two directions are to explore new NS based edge detection and segmentation approaches using the theoretical and experimental experience gained in this study. Third direction is to perform 3D segmentation using NS. Fourth direction is to create NS based expert decision support systems that can be used in the healthcare sector, based on the success achieved by applying NS based edge detection approaches to biomedical data.
