Introduction
There are two fundamental Fourier migrations in common use and many derivatives of them. Stolt's (1978) f-k migration is a direct (i.e. non-recursive) migration algorithm which creates the Fourier spectrum of the migrated section directly from the input spectrum; but only for constant velocity. Gazdag's phase shift (1978) is a recursive downward continuation in which each step is done with a local velocity and thus can handle any v(z) variation (i.e. vertical velocity variations).
The purpose of this work is to show how phase shift and f-k migration are related to one another by merging them into a single algorithm. This new algorithm, which I call v(z) f-k migration, is direct like Stolt's method but handles arbitrary vertical velocity variations with the same fidelity as phase shift. A key ingredient of this approach is the reformulation of Stolt's algorithm as a nonstationary filter (Margrave 1998) .
Theory
For simplicity of exposition, consider the 2-D exploding reflector model. A fundamental result from Stolt's theory is that the measurement of the exploding reflector wavefield on the surface z=0 allows its computation anywhere in (x,z,t) space. Thus, if ϕ(k x ,0,ω) is the 2-D Fourier transform of the zero offset section, then the exploding reflector wavefield, can be calculated as (1) where k x is horizontal wavenumber, ω is temporal frequency and the vertical wavenumber, k z , is given by (2) in which v is the constant velocity. According to the exploding reflector hypothesis, the migrated depth section is obtained from equation (1) by setting t=0. If we also set z=vτ and define η=vk z , a migrated time section is obtained
The numerical implementation of equation (3) is hindered by the fact that the ω integration is not a Fourier transform. Stolt addressed this by a change of integration variable or
where the positive square root is chosen in either equivalent expression. The formal change of variables (again assuming v to be constant) in equation (3) yields (5) where .
Equations (5) and (6) express the complete f-k algorithm for constant velocity, zero-offset, migration. The construction of θ(k x ,η) is commonly called a mapping process and is the creation of the spectrum of Ψ(x,z,0) directly from the spectrum of Ψ(x,0,t). An alternative to the Stolt mapping is to consider equation (3) as a nonstationary filter. This leads to (7) where (8) is the transfer function of the nonstationary migration filter. Equation (7) achieves a constant velocity migration by applying the migration filter simultaneously with the inverse Fourier transform from ω to τ. Note that the filter is nonstationary only in ω and remains stationary in k x . Though equation (7) gives a complete migration, it does so while transforming the data from frequency to time. A more direct parallel with Stolt's method requires moving the method entirely into the Fourier domain. Since the k x integral in equation (7) is an ordinary inverse Fourier transform, it can be dropped for now to concentrate on the nonstationary ω integral. Thus, consider .
According nonstationary filter theory (Margrave, 1998) , equation (9) is a nonstationary combination filter expressed in the mixed domain. It can be moved entirely into the Fourier domain by the forward Fourier transform of the τ dependence of α(ω,τ,k x ). After some manipulation, the result is (10) where (11) is the integration kernel, or migration kernel, Note that equation (11) evaluates to a Dirac delta function for constant v. According to nonstationary filter theory, θ(k x ,η) as given by equation (10) is identical to that given by equation (6). Once equation (10) is evaluated, the migrated section is obtained by equation (5) as before. A formal demonstration of the equivalence of these two expressions requires results from the theory of Dirac delta functions and will not be given here due to space limitations.
Numerical evaluation of equations (10) and (11) is generally much slower than the Stolt mapping of equation (6). However, the nonstationary formulation can be easily extended to vertically variable velocity. I will consider two different extensions of the nonstationary filter formulation to vertical velocity variations. The two extensions are conceptually analogous to either straight raytracing with v rms or curved raytracing using Snell's law. Not surprisingly, the former has computational advantages while the latter is more accurate.
That the nonstationary filter formulation can be extended to vertical velocity variations should be apparent from the following. The impulse response of constant velocity migration is a wavefront circle (in depth) whose center is placed on the surface at a sample's x coordinate and whose radius is the sample's depth. Thus, migration can be visualized as a process of replacing each input sample by a circle whose radius is varying with z. Though not a stationary convolution since the replacement function varies, this is a nonstationary filter operation. Since the formalism established above already accounts for the vertical variation of the wavefront circle due to depth, it should be possible to include vertical variation due to other effects such as velocity.
Equation (11) can be interpreted as the forward Fourier transform, from τ to η, of (12) so that .
In equation (12) p=k x /ω is the ray parameter. The v rms extension is accomplished simply by altering m(ω,τ,k x ) to (14) where v(τ) rms refers to the root-mean-square velocity as a function of vertical time. As this expression shows, the phase of the migration filter is no longer simply linear in τ but has much more complicated τ dependence through the variation of v rms (τ). The second alternative extension follows from the WKBJ solution to the scalar wave equation in a stratified medium. The result is (15) It can be shown that the use of equation (15) in the v(z) f-k algorithm is mathematically identical to the phase shift method of Hale et al. (1992) which was used for turning wave migration.
Examples
The v(z) f-k migration algorithm is defined by equations (5), (10), (13) and one of (12), (14) or (15) depending upon the velocity assumption. For each output wavenumber, a vector of input frequency samples is filtered with a nonstationary filter as in equation (10) to give a vector of output frequency samples. This is done as a matrix-vector multiply by building a matrix representation of M(ω,η,k x ). This matrix is computed by first building a matrix representing m(ω,τ,k x ) and then applying an FFT to transform τ to η. Note that since m(ω,τ,k x ) depends on the square of k x , unique filters need only be constructed for half of the wavenumbers. Two other simple optimizations: filtering only up to a desired maximum frequency and zeroing evanescent spectral components, were also done.
In the examples presented here, the migration of a single live trace is used to clearly display the impulse response as a function of time. The input dataset had 512 traces with 256 samples each with only trace 256 being non-zero. (The Fourier algorithms used a temporal zero pad which doubled the trace length.) Spatial and temporal sampling intervals were 11.44 m and 8 ms respectively. The single live trace had a wavelet whose maximum frequency was about 35 Hz. All migrations were performed on a Power Macintosh 7300/200 using Matlab 5.1 in a 45 mb memory partition. Figure 1 shows a constant velocity (2000 m/s) Stolt migration while Figure 2 is a similar result computed with the v(z) f-k algorithm. Figures 3 and 4 show the f-k x transforms of these same two results. Though largely similar, the v(z) f-k migration shows no evidence of the artifacts seen in the f-k migration. These artifacts are known to be related to approximations made in the complex sinc function interpolation required for the Stolt mapping (Claerbout, 1985, pp 264-265) . The lack of significant artifacts is a major benefit of the v(z) f-k algorithm. However, this is purchased at a considerable increase in cpu time. According to Matlab, the f-k algorithm ran in about 38 seconds and required about 47x10 6 floating point operations while v(z) f-k took 550 seconds and 2000x10 6 floating point operations. (The effort required for the rms v(z) algorithm is independent of velocity and any vertical velocity variation can be accommodated with no increase in compute time.)
The reason for the reduction in artifacts can be appreciated by examining a typical matrix representing M(ω,η,k x ). Figure 5 shows the magnitude of M(ω,η,k x ) for k x =.003m -1 . For constant velocity, the analytic expression M(ω,η,k x ) (equation 11) is a Dirac delta function whose singularity tracks along the hyperbola η=(ω 2 -v 2 k x 2 ) 1/2 . This is indicated by the solid white curve in Figure 5 and the discrete representation of M(ω,η,k x ) does have maxima along this hyperbola. Away from the ideal singularity curve, M(ω,η,k x ) becomes oscillatory and is precisely the complex interpolator required for the Stolt mapping. Thus the v(z) f-k algorithm uses a full-length interpolator optimized for each individual frequency. (Also shown in the figure are a vertical dashed line indicating the evanescent boundary and a diagonal dashed line showing the main matrix diagonal.) As a second example, v(z) f-k is compared with a Kirchhoff method and phase shift for the case of a linear-with-depth instantaneous velocity v(z)=v o +cz. The v(z) f-k algorithm was run using the v rms assumption (equation 14), the Kirchhoff algorithm was also a v rms method while phase shift used the interval velocities directly and thus closely approximates equation (15). The accelerator, c, was set to .6 s -1 and v o was chosen such that v rms at t=1s was the 2000 m/s used in the first example. Figure 6 shows the v(z) f-k migration, Figure 7 is the phase shift result and Figure 8 is the Kirchhoff result. Comparison to Figure 2 shows the dramatic effect of the velocity variation upon the shape of the time-variant impulse response. All algorithms were limited to scattering angles (i.e. dips ) less than 90° so that the impulse response curves end at that angle. The compute effort for v(z) f-k was the same 550 seconds and 2000x10 6 floating point operations as before while the Kirchhoff algorithm required 2000 seconds and 1500x10
6 floating point operations and phase shift used 1000 seconds and 1900x10 6 floating point operations. These numbers are only approximate and will vary with many factors. They are only quoted here to indicate that the v(z) f-k algorithm is not unusually compute intensive. The discrepancies between run times and floating point operations are likely related to the degree to which each code was "vectorized" in Matlab. Figure 9 shows the f-k spectra of the v(z) f-k result ( Figure 6 ) and is provided for comparison with Figures 3 and 4. Both f-k and v(z) f-k algorithms compute the spectrum of the migrated section directly from the input spectrum but comparison shows that the v(z) f-k algorithm accomplishes a much more complex spectral computation. Figure 10 shows the magnitude of a typical M(ω,η,k x ) matrix for the variable velocity case while its real and imaginary parts are shown in Figures 11 and 12 . Solid white curves on Figure 10 are hyperbola similar to those on Figure 5 defining the expected Delta function track for different constant velocities. From left to right are curves for the minimum, mean, and maximum instantaneous velocities. Thus the majority of the energy of M(ω,η,k x ) falls within bounds which are predicted from the instantaneous velocities (despite the fact that it was computed with v rms ). This suggests that the v(z) f-k algorithm might gain much greater efficiencies by only computing the significant portions of M(ω,η,k x ). In this study, no attempt was made to take advantage of this.
Conclusions
The theory of f-k migration can be extended to the case of vertical velocity variations. The result is a method which constructs the output spectrum directly from the input spectrum for arbitrary v(z) with similar accuracy and compute effort to phase shift or Kirchhoff methods. For each wavenumber, the v(z) f-k method constructs a matrix which transforms input frequencies to output frequencies. In the constant velocity case, the matrix is a discrete representation of a delta function and produces very few artifacts. In the variable velocity case, the matrix has most of its energy contained within bounds defined by the minimum and maximum instantaneous velocities. 
