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ON THE HYPERBOLICITY OF LORENZ RENORMALIZATION
MARCO MARTENS AND BJO¨RN WINCKLER
Abstract. We consider infinitely renormalizable Lorenz maps with real crit-
ical exponent α > 1 and combinatorial type which is monotone and satisfies
a long return condition. For these combinatorial types we prove the exis-
tence of periodic points of the renormalization operator, and that each map
in the limit set of renormalization has an associated unstable manifold. An
unstable manifold defines a family of Lorenz maps and we prove that each
infinitely renormalizable combinatorial type (satisfying the above conditions)
has a unique representative within such a family. We also prove that each
infinitely renormalizable map has no wandering intervals and that the closure
of the forward orbits of its critical values is a Cantor attractor of measure zero.
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1. Introduction
Flows in three and higher dimensions can exhibit chaotic behavior and are far
from being classified. Understanding higher dimensional flows is important since
these have ties to physical systems, or at least simplifications thereof. The sim-
plest example is that of the Lorenz equations. This three-dimensional flow is an
approximate model for a convection flow in a box. In this paper we study geomet-
ric Lorenz flows since this class: (1) exhibits a wide range of dynamically complex
behavior, (2) is “large” as a subset in the set of three-dimensional flows (in partic-
ular, it is open), and (3) is intimately connected with the Lorenz equations and as
such has a physical significance.1 We will describe the dynamics of individual infin-
itely renormalizable geometric Lorenz flows as well as the structure of the class of
these infinitely renormalizable geometric Lorenz flows. The precise renormalization
structure will be discussed later.
Recall that a geometric Lorenz flow is a flow whose associated vector field has
a singularity of saddle type with a two-dimensional stable manifold Ws and one-
dimensional unstable manifold. The global dynamics of the flow should be such that
there exists a two-dimensional transverse section S to the stable manifold which is
divided into two components by the stable manifold and such that the first-return
map F : S \ Ws → S is well-defined (points on Ws can never return as they end
up on the saddle point which is why F is undefined on Ws). The final condition is
that S has a smooth F–invariant foliation whose leaves are exponentially contracted
by F .
Under the above conditions F is a well-defined map on the leaves of the invariant
foliation and by taking a quotient over leaves we get an interval map f : I \{c} → I,
Date: August 6, 2018.
1The reason why we consider geometric Lorenz flows instead of the Lorenz equations is that
first-return maps of geometric flows automatically have nice properties, whereas for the Lorenz
equations we would have to prove that such first-return maps exist, which is hard.
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2 MARCO MARTENS AND BJO¨RN WINCKLER
where I ⊂ R and c corresponds to the stable manifold. Such a map is called a Lorenz
map. Let L and R be the left and right components of I \ {c}, respectively. From
the construction of f it follows that f |L is equal to −|x|α in a left neighborhood
of 0 up to a rescaling of the domain and range, and f |R is equal to |x|α in a right
neighborhood of 0, again up to a rescaling of the domain and range. The parameter
α > 0 is the critical exponent which by construction equals the absolute value of
the ratio between the weak stable eigenvalue and the unstable eigenvalue of the
saddle point of the flow. Note in particular that there is no “preferred” value for α,
for example it is not an integer generically, it really is just an arbitrary (positive)
real number. The expanding case α < 1 has been studied extensively elsewhere; we
will consider the significantly harder case α > 1 where there is a delicate interplay
between both expansion and contraction.
A Lorenz map is renormalizable if there exists an open interval around the critical
point on which the first-return map is again a Lorenz map and the operator which
takes a map to its first-return map is called a renormalization operator. The critical
point divides the return interval into two halves, the forward orbits of which deter-
mine the combinatorial type of the renormalization. For example, the type (01, 100)
encodes that the left half (01) is mapped to the right of the critical point (01) and
then returns, whereas the right half (100) is first mapped to the left of the critical
point (100) and then left again (100) before it returns. We will consider infinitely
renormalizable maps (i.e. maps with a full forward orbit under the renormaliza-
tion operator) of monotone type (i.e. types of the form (01 · · · 1, 10 · · · 0)) where the
number of steps taken to return is much larger for one half of the return interval
than it is for the other half (the precise condition can be found in Section 4). It is
very difficult to deal with arbitrary combinatorial types, so we had to make some
restrictions in order to make any progress.
The main part of this study relates to the hyperbolic properties of the renor-
malization operator and shows in particular that this operator has an expanding
invariant cone-field on a renormalization invariant domain. This implies that each
monotone Lorenz family (see Section 11) has a unique representative for every infin-
itely renormalizable combinatorial type, see Theorem 11.4. Contrast this with the
important result of monotonicity of entropy for families of unimodal maps which
essentially states that every nonperiodic kneading sequence is realized by a unique
map in the family.
We also show that every point in the limit set of the renormalization operator has
an associated unstable manifold and that the intersection of an unstable manifold
and the set of infinitely renormalizable maps is a Cantor set, see Theorem 12.5. We
believe the unstable manifolds to be two-dimensional, but are only able to show
that their dimension is at least two.
Regarding the topological properties of the renormalization operator we show
that there exists a periodic point of the renormalization operator for every periodic
combinatorial type, see Theorem 6.1.
The main conclusion for the dynamics of an individual infinitely renormalizable
Lorenz map is the absence of wandering intervals: two Lorenz maps of the same
infinite renormalization type are topologically conjugated. We prove this result by
showing that infinitely renormalizable maps satisfy the weak Markov property of
[Martens, 1994] and hence cannot have a wandering interval, see Theorems 3.10
and 5.2. This is the first nonwandering interval result for Lorenz maps. The
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nonexistence of wandering intervals for general Lorenz maps is still wide open and
deserves attention.
We also prove that the closure of the orbits of the critical points of an infinitely
renormalizable map is a Cantor attractor of zero Lebesgue measure, see Theo-
rem 5.3.
Finally, let us briefly discuss the techniques employed in the proofs. The general
idea is that by making one return time large we get a first-return map which is
essentially |x|α up to scaling by maps which are close to being affine. This allows
us to explicitly calculate an almost invariant set of the renormalization operator.
This is done in Section 4 which is the first major part of this paper. After this
hurdle we are able to prove properties of individual infinitely renormalizable maps
(no wandering intervals, Cantor attractor, periodic points of renormalization) in
Sections 5 and 6.
The second major part is calculating the derivative of the renormalization opera-
tor on a neighborhood of the limit set of renormalization. This is done in Section 9.
However, calculating the derivative of the renormalization operator defined on inter-
val maps is rather hopeless so we need a better representation of the domain of the
renormalization operator. The representation we choose are the so-called decom-
positions which are families of diffeomorphisms parametrized by ordered countable
sets (see Section 7). The renormalization operator is semi-conjugate to an operator
on (essentially) a space of decompositions. There are two main reasons why the
derivative of this operator is easier to compute: (1) the limit set is essentially a
Hilbert cube (see Proposition 8.8), and (2) deformations in any of the countably
many directions are monotone in a sense explained in Section 9. The first point
means that the derivative is just an infinite matrix and the second allows us to
calculate just a few partial derivatives and then make sweeping estimates for the
remaining (countably infinite) directions.
After having computed the derivative we are able to construct an invariant cone
field in Section 10. A by-product of the derivative calculations is that the derivative
is orientation-preserving in the unstable direction and using this together with the
invariant cone field we are able to prove the association of each combinatorial type
with a unique representative of a monotone family of maps in Section 11. The
invariant cone-field also implies the existence of unstable manifolds in the limit set
of renormalization, see Section 12.
As a closing remark we point out that in order to deal with arbitrary critical
exponents α > 1 we had to invent real analytic methods. To our knowledge, this
work is the first to analyze the hyperbolic structure of the limit of renormalization
for arbitrary critical exponents.
Acknowledgments. A special thank you to Michael Benedicks who were instru-
mental in checking many of the technical details, Welington De Melo who pointed
out mistakes in earlier versions of the manuscript, and to Masha Saprykina who
proof read and provided travel funds for Bjo¨rn to visit Stony Brook. We would
also like to thank Viviane Baladi, Kristian Bjerklo¨v, Denis Gaidashev, and Joerg
Schmeling.
We thank all the institutions and foundations that have supported us in the
course of this work: Institut Mittag-Leffler, NSF, Simons Mathematics and Physics
Endowment.
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Figure 1. Illustration of the graph of a (01, 1000)–renormalizable
Lorenz map.
2. The renormalization operator
In this section we define the renormalization operator on Lorenz maps and in-
troduce notation that will be used throughout.
Definition 2.1. The standard Lorenz family (u, v, c) 7→ Q(x) is defined by
(1) Q(x) =
{
u · (1− ( c−xc )α) , if x ∈ [0, c),
1 + v ·
(
−1 +
(
x−c
1−c
)α)
, if x ∈ (c, 1],
where u ∈ [0, 1], v ∈ [0, 1], c ∈ (0, 1), and α > 1. The parameter α is called the
critical exponent and will be fixed once and for all.
Remark 2.2. The parameters (u, v, c) are chosen so that: (i) u is the length of the
image of [0, c), (ii) v is the length of the image of (c, 1], (iii) c is the critical point
(which is the same as the point of discontinuity). Note that u and 1 − v are the
critical values of Q.
Definition 2.3. A Ck–Lorenz map f on [0, 1]\{c} is any map which can be written
as
(2) f(x) =
{
φ ◦Q(x), if x ∈ [0, c),
ψ ◦Q(x), if x ∈ (c, 1],
where φ, ψ ∈ Dk are orientation-preserving Ck–diffeomorphisms on [0, 1], called the
diffeomorphic parts of f . See Figure 1 for an illustration of a Lorenz map. The set
of Ck–Lorenz maps is denoted Lk; the subset LS ⊂ L3 denotes the Lorenz maps
with negative Schwarzian derivative (see Appendix C for more information on the
Schwarzian derivative).
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A Lorenz map has two critical values which we denote
c−1 = lim
x↑c
f(x) and c+1 = lim
x↓c
f(x).
If c+1 < c < c
−
1 then f is nontrivial, otherwise all points converge to some fixed
point under iteration and for this reason f is called trivial. Unless otherwise noted,
we will always assume all maps to be nontrivial.
We make the identification
Lk = [0, 1]2 × (0, 1)×Dk ×Dk,
by sending (u, v, c, φ, ψ) to f defined by (2). Note that (u, v, c) defines Q in (2)
according to (1). For k ≥ 2 this identification turns Lk into a subset of the Banach
space R3×Dk ×Dk. Here Dk is endowed with the Banach space structure of Ck−2
via the nonlinearity operator. In particular, this turns Lk into a metric space. For
k < 2 we turn Lk into a metric space by using the usual Ck metric on Dk. See
Appendix B for more information on the Banach space Dk.
Remark 2.4. It may be worth emphasizing that for k ≥ 2 we are not using the linear
structure induced from Ck on the diffeomorphisms Dk. Explicitly, if φ, ψ ∈ Dk and
N denotes the nonlinearity operator, then
aφ+ bψ = N−1 (aNφ+ bNψ) , ∀a, b ∈ R,
and
‖φ‖Dk = ‖Nφ‖Ck−2 .
We call this norm on Dk the Ck−2–nonlinearity norm. The nonlinearity operator
N : Dk → Ck−2 is a bijection and is defined by
Nφ(x) = D logDφ(x).
See Appendix B for more details on the nonlinearity operator.
We now define the renormalization operator for Lorenz maps.
Definition 2.5. A Lorenz map f is renormalizable if there exists an interval
C ( [0, 1] (properly containing c) such that the first-return map to C is affinely
conjugate to a nontrivial Lorenz map. Choose C so that it is maximal with re-
spect to these properties. The first-return map affinely rescaled to [0, 1] is called
the renormalization of f and is denoted Rf . The operator R which sends f to its
renormalization is called the renormalization operator.
Explicitly, if f is renormalizable then there exist minimal positive integers a
and b such that the first return map f˜ to C is given by
f˜(x) =
{
fa+1(x), if x ∈ L,
f b+1(x), if x ∈ R,
where L and R are the left and right components of C \ {c}, respectively. The
renormalization of f is defined by
Rf(x) = h−1 ◦ f˜ ◦ h(x), x ∈ [0, 1] \ {h−1(c)},
where h : [0, 1]→ C is the affine orientation-preserving map taking [0, 1] to C. Note
that C is chosen maximal so that Rf is uniquely defined.
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L Rcf(R) f(L)
f b f b+1(R)
fafa+1(L)
Figure 2. Illustration of the dynamical intervals of a Lorenz map
which is ω–renormalizable, with ω = (011, 100000), a = 2, b = 5.
Remark 2.6. We would like to emphasize that the renormalization is assumed to
be a nontrivial Lorenz map. It is possible to define the renormalization operator
for maps whose renormalization is trivial but we choose not to include these in our
definition. Such maps can be thought of as degenerate and including them makes
some arguments more difficult which is why we choose to exclude them.
Next, we wish to describe the combinatorial information encoded in a renormal-
izable map.
Definition 2.7. A branch of fn is a maximal open interval B on which fn is
monotone (here maximality means that if A is an open interval which properly
contains B, then fn is not monotone on A).
To each branch B of fn we associate a word w(B) = σ0 · · ·σn−1 on symbols
{0, 1} by
σj =
{
0 if f j(B) ⊂ (0, c),
1 if f j(B) ⊂ (c, 1),
for j = 0, . . . , n− 1.
Definition 2.8. Assume f is renormalizable and let a, b, L and R be as in Defini-
tion 2.5. The forward orbits of L and R induce a pair of words ω = (w(Lˆ), w(Rˆ))
called the type of renormalization, where Lˆ is the branch of fa+1 containing L
and Rˆ is the branch of f b+1 containing R. In this situation we say that f is
ω–renormalizable. See Figure 2 for an illustration of these definitions.
Let ω¯ = (ω0, ω1, . . . ). If Rnf is ωn–renormalizable for n = 0, 1, . . . , then we
say that f is infinitely renormalizable and that f has combinatorial type ω¯. If
the length of both words of ωk is uniformly bounded in k, then f is said to have
bounded combinatorial type.
The set of ω–renormalizable Lorenz maps is denoted Lω. We will use variations
of this notation as well; for ω¯ = (ω0, . . . , ωn−1) we let Lω¯ denote the set of Lorenz
maps f such that Rif is ωi–renormalizable, for i = 0, . . . , n − 1, and similarly if
n =∞. Furthermore, if Ω is a set of types of renormalization, then LΩ denotes the
set of Lorenz maps which are ω–renormalizable for some ω ∈ Ω.
We will almost exclusively restrict our attention to monotone combinatorics, that
is renormalizations of type
ω = (0
a︷ ︸︸ ︷
1 · · · 1, 1
b︷ ︸︸ ︷
0 · · · 0).
In what follows we will need to know how the five-tuple representation of a
Lorenz map changes under renormalization. It is not difficult to write down the
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formula for any type of renormalization but it becomes a bit messy so we restrict
ourselves to monotone combinatorics. However, first we need to introduce the zoom
operator.
Definition 2.9. The zoom operator Z takes a diffeomorphism and rescales it
affinely to a diffeomorphism on [0, 1]. Explicitly, let g be a map and I an interval
such that g|I is an orientation-preserving diffeomorphism. Define
Z(g; I) = ζ−1g(I) ◦ g ◦ ζI ,
where ζA : [0, 1] → A is the orientation-preserving affine map which takes [0, 1]
onto A. See Appendix B for more information on zoom operators.
Remark 2.10. The terminology “zoom operator” is taken from Martens [1998], but
our definition is somewhat simpler since we only deal with orientation-preserving
diffeomorphisms. We will use the words ‘rescale’ and ‘zoom’ synonymously.
Lemma 2.11. If f = (u, v, c, φ, ψ) is renormalizable of monotone combinatorics,
then
Rf = (u′, v′, c′, φ′, ψ′)
is given by
u′ =
|Q(L)|
|U | , v
′ =
|Q(R)|
|V | , c
′ =
|L|
|C| ,
φ′ = Z(fa1 ◦ φ;U), ψ′ = Z(f b0 ◦ ψ;V ),
where U = φ−1 ◦ f−a1 (C) and V = ψ−1 ◦ f−b0 (C).
Proof. This follows from two properties of zoom operators: (i) the map q(x) = xα
on [0, 1] is ‘fixed’ under zooming on intervals adjacent to the critical point, that
is Z(q; (0, t)) = q for t ∈ (0, 1) (technically speaking we have not defined Z in
this situation, but applying the formula for Z will give this result), and (ii) zoom
operators satisfy Z(h ◦ g; I) = Z(h; g(I)) ◦ Z(g; I). 
Notation. The notation introduced in this section will be used repeatedly through-
out. Here is a quick summary.
A Lorenz map is denoted either f or (u, v, c, φ, ψ) and these two notations are
used interchangeably. Sometimes we write f0 or f1 to specify that we are talking
about the left or right branch of f , respectively. Similarly, when talking about the
inverse branches of f , we write f−10 and f
−1
1 . The subscript notation is also used
for the standard family Q (so Q0 denotes the left branch, etc.).
A Lorenz map has one critical point c and two critical values which we denote
c−1 = limx↑c f(x) and c
+
1 = limx↓c f(x). The critical exponent is denoted α and is
always assumed to be fixed to some α > 1.
In general we use primes for variables associated with the renormalization of f .
For example (u′, v′, c′, φ′, ψ′) = Rf . Sometimes we use parentheses instead of
primes, for example c−1 (Rf) denotes the left critical value of Rf . In order to avoid
confusion, we try to use D consistently to denote derivative instead of using primes.
With a renormalizable f we associate a return interval C such that C \ {c} has
two components which we denote L and R. We use the notation a + 1 and b + 1
to denote the return times of the first-return map to C from L and R, respectively.
The letters U and V are reserved to denote the pull-backs of C as in Lemma 2.11.
We let U1 = φ(U), Ui+1 = f
i(U1) for i = 1, . . . , a, and V1 = ψ(V ), Vj+1 = f
j(V1)
8 MARCO MARTENS AND BJO¨RN WINCKLER
for j = 1, . . . , b (note that Ua+1 = C = Vb+1). We call {Ui} and {Vj} the cycles of
renormalization.
3. Generalized renormalization
In this section we adapt the idea of generalized renormalization introduced
by Martens [1994]. The central concept is the weak Markov property which is
related to the distortion of the monotone branches of iterates of a map.
Definition 3.1. An interval C is called a nice interval of f if: (i) C is open,
(ii) the critical point of f is contained in C, and (iii) the orbit of the boundary of C
is disjoint from C.
Remark 3.2. A ‘nice interval’ is analogous to a ‘nice point’ for unimodal maps
[see Martens, 1994]. The difference is that for unimodal maps one point suffices
to define an interval around the critical point (the ‘other’ boundary point is a
preimage of the first), whereas for Lorenz maps the boundary points of a nice
interval are independent. The term ‘nice’ is perhaps a bit vague but its use has
become established by now.
Definition 3.3. Fix f and a nice interval C. The transfer map to C induced by f ,
T :
⋃
n≥0
f−n(C)→ C,
is defined by T (x) = fτ(x)(x), where
τ :
⋃
n≥0
f−n(C)→ N
is the transfer time to C; that is τ(x) is the smallest nonnegative integer n such
that fn(x) ∈ C.
Remark 3.4. Note that: (i) the domain of T is open, since C is open by assumption,
and f−1(U) is open if U is open (even if U contains a critical value), since the point
of discontinuity of f is not in the domain of f , (ii) T is defined on C and T |C equals
the identity map on C.
Proposition 3.5. Let T be the transfer map of f to a nice interval C. If I is a
component of the domain of T , then τ |I is constant and I is mapped monotonically
onto C by fτ(I). Furthermore I, f(I), . . . , fτ(I)(I) are pairwise disjoint.
Remark 3.6. This means in particular that the components of the domain of T are
the same as the branches of T . In what follows we will use the terminology “a
branch of T” interchangeably with “a component of the domain of T”.
Proof. If I = C then the proposition is trivial since T |C is the identity map on C,
so assume that I 6= C.
Pick some x ∈ I and let n = τ(x). Note that n > 0 since I 6= C. We claim
that the branch B of fn containing x is mapped over C. From this it immediately
follows that τ |I = n and fn(I) = C.
Since fn|B is monotone and f(x) ∈ C it suffices to show that fn(∂B) ∩ C = ∅.
To this end, let y ∈ ∂B. Then there exists 0 ≤ i < n such that f i(y) ∈ {0, c, 1}.
If f i(y) ∈ {0, 1} then we are done, since these points are fixed by f .
So assume that f i(y) = c and let J = (x, y). Then f i(J) ∩ ∂C 6= ∅ since
f i(x) /∈ C by minimality of τ(x). Consequently fn(y) /∈ C, otherwise fn(J) ⊂ C
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which would imply fn−i(∂C) ∩ C 6= ∅. But this is impossible since C is nice and
hence the claim follows.
From τ(I) = n it follows that I, . . . , fn(I) are pairwise disjoint. Suppose not,
then J = f i(I) ∩ f j(I) is nonempty for some 0 ≤ i < j ≤ n. But then the transfer
time on I ∩ f−i(J) is at most i+ (n− j) which is strictly smaller than n, and this
contradicts the fact that τ(I) = n. 
Proposition 3.7. Assume that f has no periodic attractors and that Sf < 0.
Let T be the transfer map of f to a nice interval C. Then the complement of the
domain of T is a compact, f–invariant and hyperbolic set (and consequently it has
zero Lebesgue measure).
Proof. Let U = domT and let Γ = [0, 1] \ U .
Since U is open Γ is closed and hence compact (since it is obviously bounded).
By definition f−1(U) ⊂ U which implies f(Γ) ⊂ Γ.
We can characterize Γ as the set of points x such that fn(x) /∈ C for all n ≥ 0.
Since Sf < 0 it follows that f cannot have nonhyperbolic periodic points in Γ
[Misiurewicz, 1981, Theorem 1.3] and by assumption f has no periodic attractors
so Γ must be hyperbolic [de Melo and van Strien, 1993, Theorem III.3.2].2
Finally, it is well known that a compact, invariant and hyperbolic set has zero
Lebesgue measure if f is at least C1+Ho¨lder [de Melo and van Strien, 1993, Theo-
rem III.2.6].2 
Definition 3.8. A map f is said to satisfy the weak Markov property if there
exists a δ > 0 and a nested sequence of nice intervals C1 ⊃ C2 ⊃ · · · , such that Cn
contains a δ–scaled neighborhood of Cn+1 and such that the transfer map to Cn is
defined almost everywhere, for every n > 0.
Remark 3.9. If I ⊂ J are two intervals, then J is said to contain a δ–scaled neigh-
borhood of I if J \ I consists of two components I0 and I1, and if |Ik| > δ|I| for
k = 0, 1.
The relevance of this property in Definition 3.8 is that it can be used in conjunc-
tion with the Koebe lemma to control the distortion of the transfer map to Cn.
Theorem 3.10. If f satisfies the weak Markov property, then f has no wandering
intervals.
Proof. In order to reach a contradiction assume that there exists a wandering in-
terval W which is not contained in a strictly larger wandering interval.
Note that the orbit of W must accumulate on at least one side of c. Otherwise
there would exist an interval I disjoint from the orbit of W with c ∈ cl I. We could
then modify f on I in such a way that the resulting map would be a bimodal C2–
map with nonflat critical points and W would still be a wandering interval for the
modified map, see Figure 3. However, such maps do not have wandering intervals
[Martens et al., 1992].
Now let {Ck} be the sequence of nice intervals that we get from the weak Markov
property and let Tk denote the transfer map to Ck. We claim that W ⊂ domTk.
To see this, note that fnk(W ) ∩Ck 6= ∅ for some minimal nk, since the orbit of W
2 The theorems from de Melo and van Strien [1993] that are referenced in this proof are stated
for maps whose domain is an interval but their proofs go through, mutatis mutandis, for Lorenz
maps.
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I
Figure 3. Illustration showing why the orbit of a wandering in-
terval must accumulate on the critical point. If f has a wandering
interval whose orbit does not intersect some (one-sided) neighbor-
hood I of the critical point, then by modifying f on I according to
the gray curve we create a bimodal map with a wandering interval.
This is impossible since bimodal maps with nonflat critical points
do not have wandering intervals.
accumulates on the critical point. But Ck is a nice interval, so in fact we must have
fnk(W ) ⊂ Ck, else there would exist x ∈ W such that fnk(x) ∈ ∂Ck and hence
the orbit of x would never enter Ck which is impossible since W is wandering and
its orbit accumulates on the critical point. This shows that W is contained in the
domain of the transfer map to Ck as claimed.
Let Bk be the component of domTk which contains W . By Proposition 3.5
Tk(Bk) = Ck. From the weak Markov property we get a δ (not depending on k)
such that Ck contains a δ–scaled neighborhood of Ck+1. Applying the Macroscopic
Koebe lemma we can pull this space back to get that Bk contains a δ
′–scaled
neighborhood of Bk+1, where δ
′ only depends on δ.
Now let B =
⋂
Bk. By the above Bk contains a δ
′–scaled neighborhood of
W for every k, hence B strictly contains W . By Proposition 3.5 the collection
{f i(Bk)}nki=0 is pairwise disjoint for every k. Thus B is a wandering interval which
strictly contains the wandering interval W (note that nk →∞ since |Ck| → 0). This
contradicts the maximality of W and hence f cannot have wandering intervals. 
Theorem 3.11. If f satisfies the weak Markov property, then f is ergodic.
Proof. In order to reach a contradiction, assume that there exist two invariant sets
X and Y such that |X| > 0, |Y | > 0 and |X ∩ Y | = 0. Let {Ck} be the sequence
of nice intervals that we get from the weak Markov property. We claim that
|X ∩ Ck|
|Ck| → 1 and
|Y ∩ Ck|
|Ck| → 1, as k →∞.
Thus we arrive at a contradiction since this shows that |X ∩ Y | > 0.
Let Γk be the complement of the domain of the transfer map to Ck. By the
weak Markov property |Γk| = 0, hence
⋃
Γk also has zero measure. This and the
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assumption that |X| > 0 implies that there exists a density point x which lies in X
as well as in the domain of the transfer map to Ck, for every k.
Let Bk be the branch of the transfer map to Ck containing x, and let τk be
the transfer time for Bk. We contend that |Bk| → 0. If not, there would exist a
subsequence {ki} such that B =
⋂
Bki had positive measure, and thus B would
be contained in a wandering interval (which is impossible by Theorem 3.10). Here
we have used that Ck is a nice interval so the orbit of Bk satisfies the disjointness
property of Proposition 3.5.
Since fτk(Bk) = Ck we can use the weak Markov property and the Koebe lemma
to get that there exists K < ∞ (not depending on k) such that the distortion of
fτk on Bk is bounded by K. This, together with the assumption that f(X) ⊂ X,
shows that
|Ck \X|
|Ck| ≤
|fτk(Bk \X)|
|fτk(Bk)| ≤ K
|Bk \X|
|Bk| → 0, as k →∞.
The last step follows from x being a density point, since |Bk| → 0.
Now apply the same argument to Y and the claim follows. 
4. The invariant set
In this section we construct an ‘invariant’ and relatively compact set for the
renormalization operator. This construction works for types of renormalization
where the return time of one branch is much longer than the other. This result will
be exploited in the following sections.
Definition 4.1. Fix α > 1, σ ∈ (0, 1), β ∈ (0, (σ/α)2) and let b0 ∈ N be a free
parameter. Define Ω to be the following (finite) set of monotone types
(3) Ω =
{
(0
a︷ ︸︸ ︷
1 · · · 1, 1
b︷ ︸︸ ︷
0 · · · 0) | α+σ ≤ a+1 ≤ 2α−σ, b0 ≤ b ≤ (1+(σ/α)2−β)b0
}
.
(Note that a and b are integers.) We assume that σ has been chosen so that the
two inequalities involving a have at least one integer solution.3
Let δ = (1/b0)
2, ε = 1− c (note that ε depends on f) and define
(4) K = {f ∈ L1 | α−b0/α ≤ ε ≤ θα−b0σ/α2 , Distφ ≤ δ, Distψ ≤ δ},
where θ > 1 is a constant not depending on b0.
4 We assume that b0 is large enough
for the two inequalities involving ε to have at least one solution.
We are going to show that K is ‘invariant’ under the restriction of R to types
in Ω as long as b0 is large enough. Recall that f ∈ LSΩ if and only if f has negative
Schwarzian derivative and is ω–renormalizable for some ω ∈ Ω.
Theorem 4.2. If f ∈ LSΩ and 1 − c+1 (Rf) ≥ λ > 0 for some constant λ (not
depending on b0), then
f ∈ K =⇒ Rf ∈ K,
for b0 large enough.
3For α ∈ (1, 2] there is exactly one integer solution if σ is small enough. For α > 2 it is possible
to choose σ so that there are at least two solutions.
4The constant θ is given by Proposition 4.10.
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The condition on c+1 (Rf) is a bit unpleasant but we need it to exclude maps
such that ε(Rf) is too small for us to deal with. This situation occurs when the
right branch of the renormalization is trivial. We can work around this problem
by considering twice renormalizable maps because such maps will automatically
satisfy the condition on c+1 (Rf), and this leads us to:
Theorem 4.3. If both f ∈ LSΩ and Rf ∈ LSΩ, then
f ∈ K =⇒ Rf ∈ K.
for b0 large enough.
The proofs of Theorems 4.2 and 4.3 can be found at the end of this section.
Remark 4.4. The full family theorem [Martens and de Melo, 2001] implies that:
(i) for every λ ∈ (0, 1) there exists f ∈ LSΩ ∩K such that c+1 (Rf) ≥ 1− λ (e.g. any
f ∈ K can be deformed in the (u, v) directions in such a way that f is renormalizable
to a map such that c+1 (Rf) = 0), and (ii) K intersects the set of twice renormalizable
maps (of any combinatorics). This shows that both theorems above are not vacuous.
The main reason for introducing the set K is the following:
Proposition 4.5. K is relatively compact in L0.
Proof. Clearly ε(f) for f ∈ K lies inside a compact set in (0, 1). Hence we only
need to show that the ball B = {φ ∈ D1([0, 1]) | Distφ ≤ δ} is relatively compact
in D0([0, 1]). This is an application of the Arzela`–Ascoli theorem; if {φn ∈ B}
then |φn(y) − φn(x)| ≤ eδ|y − x| hence this sequence is equicontinuous (as well as
uniformly bounded), so it has a uniformly convergent subsequence. 
The rest of this section is devoted to the proof of Theorem 4.2. We will need
the following expressions for the inverse branches of f which can be derived from
equations (1) and (2):
f−10 (x) = c− c
( |φ−1([x, c−1 ])|
|φ−1([0, c−1 ])|
)1/α
,(5)
f−11 (x) = c+ (1− c)
(
1− |ψ
−1([x, 1])|
|ψ−1([c+1 , 1])|
)1/α
.(6)
The following lemma gives us control over certain backward orbits of the critical
point. This is later used to control the critical values and the derivative of the
first-return map. The underlying idea for these results is that the backward orbit
of c under f0 initially behaves like a root and eventually like a linear map whose
multiplier is determined byDf(0), whereas the backward orbit of c under f1 behaves
like a linear map whose multiplier is determined by Df(1).
Lemma 4.6. There exist µ > 0 and ν, k ∈ (0, 1) such that if f ∈ L1Ω, Distφ ≤ δ,
Distψ ≤ δ, ε ≤ k, and ε ≥ γαb0 for some γ ∈ (0, 1) not depending on b0, then
f−11 (c)− c
ε
≥ 1− µε and c− f
−n
0 (c)
c
≥ νεα−n,
for b0 large enough.
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Proof. We claim that
f−11 (c)− c ≥ ε ·
(
1− e
δε
c− f−b0 (c)
)1/α
,(7)
c− f−n0 (c) ≥ ce−δ/(α−1)
(
f−11 (c)− c
)α−n
.(8)
Assume for the moment that these equations hold. The idea of the proof is that if
we have some initial lower bound on f−11 (c)−c then we can plug that into (8) (with
n = b), and this bound in turn can be plugged back into (8) to get a new lower
bound on f−11 (c) − c. We will show that iterating the initial bound in this way
will actually improve it and that this iterative procedure will lead to the desired
statement. Finally we show that there exists an intial bound that is good enough
to start off the iteration.
To begin with consider (7). This equation follows from a computation using (6)
and the fact that 1− c+1 > c− f−b0 (c) holds for monotone combinatorics.
Next, we prove (8). Apply (5) to get
f−10 (x) ≤ c− c
(
e−δ
c−1 − x
c−1
)1/α
, x ≤ c−1 .
Since c−1 ≤ 1 this implies that
(9) f−10 (c) ≤ c− c · e−δ/α(c−1 − c)1/α,
and if x < c then we can use that c < c−1 to get
(10) f−10 (x) ≤ c− c · e−δ/α
(
1− x
c
)1/α
.
Using (9) and (10) we get (note that f−10 (c) < c):
f−20 (c) ≤ c− c · e−δ/α
(
1− f
−1
0 (c)
c
)1/α
≤ c− c · e−δ(1+α−1)/α (c−1 − c)α−2 .
By repeately applying (10) to the above inequality we arrive at
f−n0 (c) ≤ c− c · exp
{
− δ
α
(
1 + · · ·+ α−(n−1)
)}
· (c−1 − c)α−n,
which together with the fact that 1 + · · ·+ α−n < α/(α− 1) proves (8).
Having proved (7) and (8) we now continue the proof of the lemma. Note that
the left-hand side of (7) appears in the right-hand side of (8) and vice versa. Thus
we can iterate these inequalities once we have some bound for either of them. To
this end, suppose f−11 (c)− c ≥ tε, for some t > 0. If we plug this into (8) and then
plug the resulting bound into (7), we get that
(11) f−11 (c)− c ≥ ε ·
(
1− e
δα/(α−1)ε1−α
−b
ctα−b
)1/α
= εh(t).
We claim that the map h has two fixed points: a repeller t0 close to 0 and an
attractor t1 close to 1. To see this, solve the fixed point equation t = h(t) to get
(12) tα
−b
(1− tα) = ε1−α−beδα/(α−1)/c.
Let g(t) = tα
−b
(1−tα) and let ρ = ε1−α−beδα/(α−1)/c. Note that g(0) = 0, g(1) = 1,
and g has exactly one turning point τ at which g(τ) > ρ for b large enough. This
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shows that g(t) = ρ has two solutions t0 < t1. That t0 is repelling and t1 attracting
(for h) follows from the fact that h(t)α → −∞ as t ↓ 0 and h(t)→ 1 as t ↑ ∞.
We now find bounds on the fixed points of h. Solving Dg(τ) = 0 gives
(13) τ = (αb+1 + 1)−1/α.
Hence (12) shows that
(14) ρ = tα
−b
0 (1− tα0 ) > tα
−b
0 (1− τα) =⇒ t0 <
(
ρ
1− τα
)αb
and
(15) ρ = tα
−b
1 (1− tα1 ) > τα
−b
(1− tα0 ) =⇒ t1 >
(
1− (τε)−α−b ρ˜ε
)1/α
,
where ρ = ρ˜ε1−α
−b
so that ρ˜ is a constant not depending on b0. By assumption
ε−α
−b
= (1/ε)α
−b ≤ (1/γαb0 )α−b ≤ 1/γ
and τ−α
−b → 1 as b → ∞ by (13), so (15) shows that there exists a constant µ
such that
(16) t1 > 1− µε.
All that is need to complete the proof is some initial bound f−11 (c)−c ≥ t′ε such
that t′ > t0, because then hi(t′)→ t1 as i→∞, which together with (11) and (16)
shows that
f−11 (c)− c ≥ εh(t1) = εt1 = ε(1− µε).
Plugging this into (8) also shows that
c− f−n0 (c) ≥ ceδ/(α−1)
(
(1− µε)ε)α−n > ceδ/(α−1)(1− µε)εα−n = cνεα−n.
To get an initial bound t′ we use the fact that f−11 (c) − c > |R| and look for a
bound on |R|. Since Rf is nontrivial we have f b+1(R) ⊃ R, which implies
|R| ≤ |f b (f(R))| ≤ max
x<c
f ′(x)b · eδ|Q(R)| ≤ (eδuα/c)beδv (|R|/ε)α
and thus
(17) f−11 (c)− c > |R| ≥ ε ·
(
cε1/b
αeδ(b+1)/b
)b/(α−1)
= εt′.
Here t′ is of the order ε1/(α−1)α−b whereas t0 is of the order εα
b
, so t′ > t0 for b0
large enough. To see this, solve t′ > (ρ/(1− τα))αb for ε to get
log ε <
α− 1
(α− 1)αb − α · log
{( c
αeδ(b+1)/b
)b/(α−1)(c(1− τα)
eδα/(α−1)
)αb}
.
The right-hand side tends to log{ce−δα/(α−1)} as b→∞, so it suffices to choose
ε ≤ O
(
exp
{
− δα
α− 1
})
and t′ > t0 will hold (for b0 large enough). 
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The next lemma is the reason why we chose ε to be of the order α−b0···. The
previous lemma is first used to show that the region where the backward orbit of c
under f0 is governed by a root behavior is escaped after log b steps, and that the
remaining b− log b steps are then governed by the fixed point at 0. The choice of ε
will make sure that the linear behavior dominates the root behavior and hence c+1
will approach the fixed point at 0 as b is increased.
Lemma 4.7. There exists K such that if f ∈ L1Ω ∩ K, then 1 − c−1 < Kε2. Also,
c+1 → 0 exponentially in b0 as b0 →∞.
Remark 4.8. This lemma also implies that the parameters u and v are close to one
for f ∈ L1Ω ∩ K since φ(u) = c−1 and ψ(1− v) = c+1 . Hence, for example
1− u = φ−1(1)− φ−1(c−1 ) = |φ−1([c−1 , 1])| ≤ eδ
∣∣[c−1 , 1]∣∣ < Keδε2,
and
1− v = ψ−1(c+1 )− ψ−1(0) = |ψ−1([0, c+1 ])| ≤ eδ
∣∣[0, c+1 ]∣∣ ≤ K ′e−b0 ,
for some K ′.
Proof. The proof is based on the fact that c+1 < f
−b
0 (c) and c
−
1 > f
−a
1 (c) for
monotone combinatorics, so we can use Lemma 4.6 to bound the position of the
critical values.
Lemma 4.6 shows that
1− c−1 < 1− f−11 (c) ≤ 1− c− (1− µε)ε = µε2,
which proves the statement about about c−1 .
Next, let n = dlogα b0e. Then α−n ≤ 1/b0 and εα
−n ≥ ε1/b0, so applying
Lemma 4.6 again we get
f−n0 (c)
c
≤ 1− ν(ε−)1/b0 = 1− να−σ.
Thus f−n0 (c) is a uniform distance away from c. Since b0 − dlogα b0e → ∞, and
since 0 is an attracting fixed point for f−10 with uniform bound on the multiplier,
it follows that f−b0 (c) approaches 0 exponentially as b0 → ∞. This proves the
statement about c+1 . 
Now that we have control over the critical values we can estimate the derivative
of the return map. The derivative of fa1 is easy to control since f
a
1 is basically a
linear map on a neighborhood of f(L). However, the derivative of f b0 is a bit more
delicate and we are only able to estimate it on a subset of f(R). The idea is to split
the derivative calculation into two regions; one expanding region governed by the
fixed point at 0 and one contracting region in the vicinity of the critical point. The
choice of ε will ensure that the expanding region dominates the contracting region
if b is sufficiently large.
We will need the following expressions for the derivatives of the inverse branches
of f :
Df−10 (x) =
c
α
· Dφ
−1(x)
u
( |φ−1([0, c−1 ])|
|φ−1([x, c−1 ])|
)1−1/α
,(18)
Df−11 (x) =
ε
α
· Dψ
−1(x)
v
( |ψ−1([c+1 , 1])|
|ψ−1([c+1 , x])|
)1−1/α
.(19)
The above equations can be derived from (5) and (6).
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Lemma 4.9. There exists K such that if f ∈ L1Ω ∩ K, then
K−1(ε/α)a ≤Df−a1 (x) ≤ K(ε/α)a, ∀x > f−10 (c),
K−1α−bε−1+α
−b ≤Df−b0 (c) ≤ Kα−bε−1+α
−b
.
Proof. We start by proving the lower bound on Df−a1 . From (19) we get Df
−1
1 (x) ≥
e−δε/α and hence
Df−a1 (x) ≥ e−aδ(ε/α)a, ∀x ∈ [c+1 , 1].
Note that e−aδ has a lower bound that does not depend on b0, so the above equation
shows that Df−a1 (x) ≥ K−1(ε/α)a for some K (not depending on b0).
Next consider the upper bound on Df−a1 . Use c
−
1 ≤ 1 and (5) to see that
(20) f−10 (c) ≥ c
(
1− (eδε)1/α
)
.
Equation (19), the fact that 1 − c+1 ≤ 1, and the assumption that x > f−10 (c)
together imply that
(21) Df−11 (x) ≤
εeδ
αv
(
eδ
1− c+1
x− c+1
)1−1/α
≤ e
δ
v
(
eδ
f−10 (c)− c+1
)1−1/α
· ε
α
Equation (20) and Lemma 4.7 show that f−10 (c) − c+1 has a lower bound that is
independent of b0 and Remark 4.8 can be used to bound v. Hence the expression
in front of ε/α in (21) has an upper bound that does not depend on b0. Since
x > f−11 (c) implies that f
−i
1 (x) > f
−1
0 (c) for all i = 1, . . . , a, the previous argument
and (21) shows that
Df−a1 (x) ≤ K(ε/α)a,
for some K (not depending on b0).
We now turn to proving the bounds on Df−b0 (c). Equation (18) shows that
(22)
ce−δ
α
(
e−δ
c−1
c−1 − x
)1−1/α
≤ Df−10 (x) ≤
eδ
αu
(
eδ
c−1
c−1 − x
)1−1/α
.
The upper bound in (22) gives
(23) Df−b0 (x) =
b−1∏
i=0
Df−10
(
f−i0 (x)
) ≤ (e2δ
αu
)b
·
b−1∏
i=0
(
c−1
c−1 − f−i0 (x)
)1−1/α
.
The expression before the last product is bounded by Kα−b for some constant K
since: (i) bδ ≤ (1 + (σ/α)2 − β)b0/(b0)2 → 0 by (4), and (ii) ub ≥ (1 − O(ε2))b
by Remark 4.8 and bε ≤ bθα−b0σ/α2 → 0, so ub has a lower bound which does not
depend on b.
The lower bound in (22) similarly shows that
(24) Df−b0 (x) ≥
( c
αe2δ
)b
·
b−1∏
i=0
(
c−1
c−1 − f−i0 (x)
)1−1/α
.
The expression before the product is bounded by K−1α−b for some constant K
since bδ → 0 as in (i) above, and cb ≥ (1 − θα−b0σ/α2)b so cb has a lower bound
independent of b.
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The product in (23) and (24) is the same, so we will look for bounds on this
product next. We claim that there exists constants γ, ρ > 0 such that
(25) e−δ/(α−1) ≤ c
−
1 − f−n0 (x)
c−1
·
(
c−1 − x
c−1
)−α−n
≤ eδ/(α−1)(1 + γερ)α/(α−1),
for x ≤ c. Assume that this holds for the moment (we will prove it shortly).
Equations (23) and (25) show that
Df−b0 (c) ≤
K
αb

b−1∏
i=0
eδ/(α−1)
(
c−1 − c
c−1
)−α−i
1−1/α
=
Kebδ/α
αb
(
c−1 − c
c−1
)−1+α−b
.
(The equality follows from a computation using the fact that the logarithm of the
above product is a geometric sum.) From Lemma 4.7 we get(
c−1 − c
c−1
)−1+α−b
≤
(
ε
1−K1ε
1−K1ε2
)−1+α−b
≤ K2ε−1+α−b,
and hence
Df−b0 (c) ≤
K3e
bδ/α
αb
ε−1+α
−b
.
Since bδ → 0 this finishes the proof of the upper bound on Df−b0 (c).
Similarly, (24) and (25) show that
Df−b0 (c) ≥
(
Kαbebδ/α(1 + γερ)b
)−1(c−1 − c
c−1
)−1+α−b
.
Use c−1 < 1 to get (c
−
1 − c)/c−1 = 1 − c/c−1 < 1 − c = ε. This finishes the proof
of the lower bound of Df−b0 (c), since: (i) bδ → 0, and (ii) (1 + γερ)b → 1 since
bερ ≤ bθα−ρb0σ/α2 → 0 for any ρ > 0.
It only remains to prove the claim (25). We start with the lower bound. From
(5) and c < c−1 (the latter follows from Lemma 4.7) we get that
c−1 − f−10 (x)
c−1
>
c− f−10 (x)
c
≥ e−δ/α
(
c−1 − x
c−1
)1/α
.
Hence
c−1 − f−20 (x)
c−1
≥ e−δ/α
(
c−1 − f−10 (x)
c−1
)1/α
≥ e−δ(1+1/α)/α
(
c−1 − x
c−1
)α−2
.
so an induction argument and 1 + · · · + 1/αn−1 < α/(α − 1) finishes the proof of
the lower bound of (25).
We finally prove the upper bound of (25). From c < c−1 < 1 and (5) we get
(26)
c
c−1
c−1 − f−10 (x)
c− f−10 (x)
≤ (1− c) + (c− f
−1
0 (x))
c− f−10 (x)
≤ 1 + εe
δ/α
c(c−1 − x)1/α
.
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Assuming that x ≤ c we get c−1 − x ≥ c−1 − c.5 By Lemma 4.7, c−1 − c ≥ kε which
together with (5) and (26) shows that
c−1 − f−10 (x)
c−1
≤
(
1 +
eδ/α
ck1/α
ε1−1/α
)
c− f−10 (x)
c
≤ (1 + γερ)eδ/α
(
c−1 − x
c−1
)1/α
,
for some constant γ > 0 and ρ = 1− 1/α > 0. This shows that
c−1 − f−20 (x)
c−1
≤ (1 + γερ)eδ/α
(
c−1 − f−10 (x)
c−1
)1/α
≤
(
(1 + γερ)eδ/α
)1+1/α(c−1 − x
c−1
)α−2
,
so an induction argument and 1 + · · · + 1/αn−1 < α/(α − 1) finishes the proof of
the upper bound of (25). 
Armed with the above lemmas we can start proving invariance. The first step
is to show that ε(Rf) is small. The proof is complicated by the fact that we do
not know anything about ε(Rf). Once we find some bound on ε(Rf) we can show
that it in fact is very small.
Proposition 4.10. There exists θ > 0 (not depending on b0) such that
f ∈ LSΩ ∩ K =⇒ ε(Rf) ≤ θα−b0σ/α
2
,
for b0 large enough.
Proof. First we find an upper bound on |R|. Since f is renormalizable f b(f(R)) ⊂
C. By the mean value theorem there exists ξ ∈ f(R) such that Df b(ξ)|f(R)| =
|f b(f(R))|. We estimate |f(R)| ≥ e−δ|Q1(R)| ≥ e−δv(|R|/ε)α. Taken all together
we get
(27) |R|α ≤ e
δεα|f(R)|
v
=
eδεα|f b(f(R))|
vDf b(ξ)
≤ e
δεα|C|
vDf b(ξ)
, ξ ∈ f(R).
Next, we find a lower bound on |L|. Since f is renormalizable andRf is nontrivial
we get that fa(f(L)) ⊃ L. By the mean value theorem there exists η ∈ f(L) such
that |fa(f(L))| = Dfa(η)|f(L)|. Use these two facts to estimate
|L| ≤ |fa(f(L))| = Dfa(η)|f(L)| ≤ Dfa(η)eδu(|L|/c)α,
and hence
(28) |L|α−1 ≥ c
α
eδuDfa(η)
, η ∈ f(L).
There are now two cases to consider: either |L| < |R| or |L| ≥ |R|. The former
case will turn out not to hold, but we do not know that yet.
Case 1: In order to reach a contradiction, we assume that |L| < |R|. This implies
that |C| < 2|R| so equations (27) and (28) show that
(29)
|R|
|L| ≤ O
(
εα
Dfa(η)
Df b(ξ)
)1/(α−1)
.
5The condition x ≤ c is unnecessarily strong here; we could get away with c−1 − x ≥ kεt for
some constant t close to (but smaller than) α.
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We would like to apply Lemma 4.9, but we do not know the position of f b(ξ) in
relation to c. However, we claim that the distortion of f b on f(R) is very small
which will allow us to use Lemma 4.9 anyway, since
Df b(ξ) =
Df b(ξ)
Df b(f−b0 (c))
1
Df−b0 (c)
≥
(
Df−b0 (c) · exp
{
Dist f b|f(R)
})−1
.
Note that fa(η) > f−10 (c) since f is renormalizable, so we can directly apply
Lemma 4.9 to estimate Dfa(η).
We now prove that the distortion of f b on f(R) is small. For monotone combi-
natorics we have
f(R) ⊂ (f−b−10 (c), f−b+10 (c)),
thus
|f−b+10 (c)− f−b−10 (c)| ≥ |f(R)| ≥ ε−δv(|R|/ε)α,
and consequently
|R|
ε
≤
(
eδ
v
· |f−b+10 (c)− f−b−10 (c)|
)1/α
→ 0, as b0 →∞.
This and Lemma 4.7 shows that the length of the right component of [0, c−1 ] \ C
is much larger than C (since |R| > |C|/2 by assumption). Since f−b|C extends
monotonously to [0, c−1 ] the Koebe lemma implies that the distortion of f
b|f(R)
tends to zero as b0 →∞. (Note that the left component of [0, c−1 ] \ C is of order 1
so it is automatically large compared to C.)
Now that we have control over the distortion, apply Lemma 4.9 to get
εα
Dfa(η)
Df b(ξ)
= O
(
ε−(a+1−α−α
−b)α−(b−a)
)
.
By (3) a+ 1− α− α−b ≥ σ − α−b and we may assume that σ > α−b (by choosing
b0 sufficiently large) so that the exponent of ε is negative. Inserting ε ≥ α−b0/α we
get that the right-hand side is at most of the order α−t, where
t = −b0
α
(α− σ − α−b) + b0 =
(
σ + α−b
α
)
b0.
The expression in front of b0 is positive so t → ∞ as b0 → ∞. Hence (29) shows
that |R|/|L| → 0 as b0 → ∞. This contradicts the assumption that |R| > |L|, so
we conclude that |R| ≤ |L|.
Case 2: From the argument above we know that |L| ≥ |R|. In particular, |C| ≤ 2|L|,
so equations (27) and (28) show that
(30)
|R|
|L| ≤
ε
c
(
2e2δu
v
Dfa(η)
Df b(ξ)
)1/α
.
As in Case 1 we would like to apply Lemma 4.9 but first we need to show that the
distortion of f b on f(R) is small. In order to so we need an upper bound on |L|.
Since f is renormalizable f(L) ⊂ C, so another mean value theorem estimate
gives
2|L| ≥ |C| ≥ Dfa(ζ)|f(L)| ≥ Dfa(ξ)e−δu(|L|/c)α,
for some ζ ∈ f(L). Now apply Lemma 4.9 to get that
(31) |L| ≤ O
(
εa/(α−1)
)
.
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By (3) a ≥ α− 1 + σ so once again we get that the length of the right component
of [0, c−1 ] \ C is large compared to C (use Lemma 4.7 to bound c−1 ). The Koebe
lemma shows that the distortion of f b|f(R) tends to zero as b0 →∞.
We can now apply Lemma 4.9 to (30) to get that
(32) ε(Rf) = |R||L|+ |R| <
|R|
|L| ≤ K
(
ε−(a+1−α−α
−b)α−(b−a)
)1/α
.
As in the above we may assume that the exponent of ε is negative, so inserting
ε ≥ α−b0/α we get
ε(Rf) ≤ K1
(
αb0(a+1−α−α
−b)/α−b0
)1/α
≤ K2
(
αb0(α−σ)/α−b0
)1/α
= K2α
−b0σ/α2.
Let θ = K2 to finish the proof. 
Knowing that ε(Rf) is small it is relatively straightforward to use the Koebe
lemma to prove that the distortion of the diffeomorphic parts of Rf is small. Here
we really need the condition that the return time of the left branch satisfies a >
α − 1 in order to find some Koebe space. Also note that we assume negative
Schwarzian derivative so that we can apply the strong version of the Koebe lemma
(see Lemma C.4) which gives explicit bounds on the distortion.
Proposition 4.11. If f ∈ LSΩ ∩ K, then Distφ(Rf) ≤ δ and Distψ(Rf) ≤ δ, for
b0 large enough.
Proof. From Proposition 4.10 we know that |L| > |R| and thus (31) applies, which
shows that |C| is at most of the order εa/(α−1). Hence Lemma 4.7 shows that the
right component of (c+1 , c
−
1 ) \ C has length of order ε and the left component has
length of order 1.
Let Uˆ = f−a1 (C) and Vˆ = f
−b
0 (C). The inverses of f
a|Uˆ and f b|Vˆ extend
monotonously (at least) to (c+1 , c
−
1 ) so the Koebe lemma (see Corollary C.5) implies
that the distortion of these maps is of the order εt, where
t = −1 + a/(α− 1) > σ/(α− 1) > 0
by (3).
Since φ(Rf) equals fa|Uˆ ◦ φ and ψ(Rf) equals f b|Vˆ ◦ ψ (up to rescaling) this
shows that
(33) Distφ(Rf) ≤ Kεt and Distψ(Rf) ≤ Kεt.
Note that εt ≤ θα−tb0σ/α2  δ for b0 large enough, since δ = (1/b0)2 by (4). 
The final step in the invariance proof is showing that ε(Rf) is not too small. This
is the only place where we use the condition on c+1 (Rf). This condition excludes
maps whose renormalization has a trivial right branch. Such maps are difficult for
us to handle because ε(Rf) may be smaller than the lower bound on ε.
Proposition 4.12. If f ∈ LSΩ ∩ K and if 1 − c+1 (Rf) ≥ λ for some λ > 0 not
depending on b0, then ε(Rf) ≥ α−b0/α, for b0 large enough.
Proof. First we look for a lower bound on |R|. The condition on c+1 (Rf) gives
1− λ ≥ c+1 (Rf) = 1−
|f b(f(R))|
|C|
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and hence |f b(f(R))| ≥ λ|C| ≥ λ|L|.6 On the other hand, the mean value theorem
shows that there exists ξ ∈ f(R) such that
|f b(f(R))| = Df b(ξ)|f(R)| ≤ Df b(ξ)eδ(|R|/ε)α.
Thus
(34) |R|α ≥ λ|L|ε
α
eδDf b(ξ)
, ξ ∈ f(R).
Next, we look for an upper bound on |L|. The mean value theorem in conjunction
with C ⊃ fa(f(L)) and 2|L| > |C|, shows that 2|L| > |C| ≥ Dfa(η)e−δu(|L|/c)α,
for some η ∈ f(L). Hence
(35) |L|α−1 ≤ 2e
δcα
uDfa(η)
, η ∈ f(L).
Equations (34) and (35) show that
(36)
|R|
|L| ≥
ε
c
(
λu
2e2δ
Dfa(η)
Df b(ξ)
)1/α
.
Now apply Lemma 4.9 (Proposition 4.11 can be used to bound Df b(ξ) in case
f b(ξ) > c) to get that
ε(Rf) = |R||L|+ |R| =
|R|
|L| ·
(
1 +
|R|
|L|
)−1
≥ k0
(
ε−(a+1−α−α
−b)α−(b−a)
)1/α
.
By (3), a + 1 − α − α−b ≥ σ − α−b which we may assume to be positive (by
choosing b0 large), so inserting ε ≤ θα−b0σ/α2 in the right-hand side we get that
ε(Rf) ≥ k1α−t/α, where
(37) t = −b0σ
α2
(
σ − α−b0)+ (1 + (σ/α)2 − β)b0 = (1 + σα−b0
α2
− β
)
b0.
We may assume that β > σα−b0/α2 by choosing b0 large enough. Hence
ε(Rf) ≥ k1α−ρb0/α, ρ = 1 + σα
−b0
α2
− β,
which is larger than ε−b0/α for b0 large enough since ρ ↓ 1− β < 1 as b0 →∞. 
The above propositions are all we need to prove invariance:
Proof of Theorem 4.2. Apply Propositions 4.10, 4.11 and 4.12. 
To prove Theorem 4.3 we need to show that twice renormalizable maps in K
automatically satisfy the condition on c+1 (Rf). The only problem is that twice
renormalizable maps may have ε(Rf) < α−b0/α in general, but even so we can still
apply Lemma 4.6 to Rf to get some bound on c+1 (Rf).
Proof of Theorem 4.3. If we go through the proof of Proposition 4.12 without using
the condition on c+1 (Rf) and instead use f b(f(R)) ⊃ R, then (34) becomes
|R|α−1 ≥ ε
α
eδDf b(ξ)
, ξ ∈ f(R),
6This is the only place where we use the condition on c+1 (Rf).
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and (36) becomes
|R|
|L| ≥
ε
c
(
u
2e2δ
Dfa(η)
Df b(ξ)
)1/(α−1)
.
This time we get that ε(Rf) ≥ k1α−t/(α−1), where t is the same as in (37). However,
the important thing to note is that we still get a lower bound of the type ε˜ =
ε(Rf) ≥ k1α−Kb0 . This and Propositions 4.10 and 4.11 show that we can apply
Lemma 4.6 to f˜ = Rf .
By the above argument we can apply Lemma 4.6 to f˜ and ε˜ = 1− c˜ to get that
c˜− f˜−b0 (c˜)
c˜
≥ ν (k1α−Kb0)α−b ≥ k2 > 0.
Let λ = k2. Note that for monotone combinatorics c
+
1 ≤ f−b0 (c) and since f˜ is
renormalizable this shows that 1− c+1 (f˜) > λ. 
5. A priori bounds
In this section we begin exploiting the existence of the relatively compact ‘in-
variant’ set of Theorem 4.2. An important consequence of this theorem is the
existence of so-called a priori bounds (or real bounds) for infinitely renormalizable
maps. We use the a priori bounds to analyze infinitely renormalizable maps and
their attractors.
From now on we will assume that the sets Ω and K of Definition 4.1 have been
fixed; in particular, we assume that b0 has been chosen large enough for Theorem 4.3
to hold.
Theorem 5.1 (A priori bounds). If f ∈ LSω¯ ∩ K is infinitely renormalizable with
ω¯ ∈ ΩN, then {Rnf}n≥0 is a relatively compact family (in L0).
Proof. This is a consequence of Theorem 4.3 and Proposition 4.5. 
Theorem 5.2. If f ∈ LSω¯ ∩ K is infinitely renormalizable with ω¯ ∈ ΩN, then f
satisfies the weak Markov property.
Proof. Since f is infinitely renormalizable there exists a sequence C0 ⊃ C1 ⊃ · · · of
nice intervals whose lengths tend to zero (i.e. Cn is the range of the n–th first-return
map and this interval is nice since the boundary consists of periodic points whose
orbits do not enter Cn).
Let Tn denote the transfer map to Cn. We must show that Tn is defined almost
everywhere and that there exists δ > 0 (not depending on n) such that Cn contains
a δ–scaled neighborhood of Cn+1, for every n ≥ 0.
By a theorem of Singer7 f cannot have a periodic attractor since it would attract
at least one of the critical values. This does not happen for infinitely renormalizable
maps since the critical orbits have subsequences which converge on the critical point.
Thus Proposition 3.7 shows that Tn is defined almost everywhere.
Let Ln = Cn ∩ (0, c) and let Rn = Cn ∩ (c, 1), where c is the critical point of f .
Since f is infinitely renormalizable there exists ln and rn such that f
ln(Ln) is in
7 Singer’s theorem is stated for unimodal maps but the statement and proof can easily be
adapted to Lorenz maps.
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the right component of Cn−1 \ Cn, and such that frn(Rn) is contained in the left
component of Cn−1 \ Cn. We contend that
(38) inf
n
|f ln(Ln)|/|Cn| > 0 and inf
n
|frn(Rn)|/|Cn| > 0.
Suppose not, and consider the C0–closure of {Rnf}. The a priori bounds show that
this set is compact and hence there exists a subsequence {Rnkf} which converges
to some f∗. But then f∗ is a renormalizable map whose cycles of renormalization
contain an interval of zero diameter. This is impossible, hence (38) must hold.
Equation (38) shows that Cn−1 contains a δ–scaled neighborhood of Cn and that
δ does not depend on n. 
Theorem 5.3. Assume f ∈ LSω¯ ∩ K is infinitely renormalizable with ω¯ ∈ ΩN. Let
Λ be the closure of the orbits of the critical values. Then:
• Λ is a Cantor set,
• Λ has Lebesgue measure zero,
• the Hausdorff dimension of Λ is strictly inside (0, 1),
• the complement of the basin of attraction of Λ has zero Lebesgue measure.
Proof. Let Ln and Rn denote the left and right half of the return interval of the n–
th first-return map, let in and jn be the return times for Ln and Rn, let Λ0 = [0, 1],
and let
Λn =
in−1⋃
i=0
cl f i(Ln) ∪
jn−1⋃
j=0
cl f j(Rn), n = 1, 2, . . .
Components of Λn are called intervals of generation n and components of Λn−1\Λn
are called gaps of generation n (see Figure 4).
Let I be an interval of generation n, let J ⊂ I be an interval of generation n+ 1,
and let G ⊂ I be a gap of generation n + 1. We claim that there exists constants
0 < µ < λ < 1 such that
µ < |J |/|I| < λ and µ < |G|/|I| < λ,
where µ and λ do not depend on I, J and G. To see this, take the L0–closure of
{Rnf}. This set is compact in L0, so the infimum and supremum of |J |/|I| over
all I and J as above are bounded away from 0 and 1 (otherwise there would exist
an infinitely renormalizable map in L0 with I and J as above such that |J | = 0 or
|I| = |J |). The same argument holds for I and G. Since {Rnf} is a subset of the
closure the claim follows.
Next we claim that Λ =
⋂
Λn. Clearly Λ ⊂
⋂
Λn (since the critical values are
contained in the closure of f(Ln) ∪ f(Rn) for each n). From the previous claim
|Λn| < λ|Λn−1| so the lengths of the intervals of generation n tend to 0 as n→∞.
Hence Λ =
⋂
Λn.
It now follows from standard arguments that Λ is a Cantor set of zero measure
with Hausdorff dimension in (0, 1).
It only remains to prove that almost all points are attracted to Λ. Let Tn denote
the transfer map to the n–th return interval Cn. By Proposition 3.7 the domain
of Tn has full measure for every n and hence almost every point visits every Cn.
This finishes the proof. 
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Figure 4. Illustration of the intervals of generations 0, 1 and 2
for a (01, 100)–renormalizable map. Here Lin = f
i(Ln) and R
i
n =
f i(Rn). The intersection of all levels n = 0, 1, 2, . . . is a Cantor
set, see Theorem 5.3.
6. Periodic points of the renormalization operator
In this section we prove the existence of periodic points of the renormalization
operator. The argument is topological and does not imply uniqueness even though
we believe the periodic points to be unique within each combinatorial class.8
The notation used here is the same as in Section 4, in particular the sets Ω and K
are defined in Definition 4.1. We will implicitly assume that b0 has been chosen
large enough for Theorem 4.2 to hold.
Theorem 6.1. For every periodic combinatorial type ω¯ ∈ ΩN there exists a periodic
point of R in Lω¯.
Remark 6.2. We are not saying anything about the periods of the periodic points.
For example, we are not asserting that there exists a period-two point of type
(ω, ω)∞ for some ω ∈ Ω — all we say is that there is a fixed point of type (ω)∞.
The point here is that (ω, ω)∞ is just another way to write (ω)∞ so these two types
are the same.
To begin with we will consider the restriction Rω of R to some ω ∈ Ω and show
that Rω has a fixed point. Fix λ ∈ (0, 1) and let
Y = LSω ∩ K, and Yλ = {f ∈ Y | 1− c+1 (Rf) ≥ λ}.
Note that if λ is made smaller then we may have to compensate by increasing b0.
Also note that Yλ is nonempty for all choices of λ. We will again implicitly assume
that b0 is sufficiently large for Theorem 4.2 to hold.
The proof of Theorem 6.1 is based on a careful investigation of the boundary of
Y and the action of R on this boundary. However, we need to introduce the set Yλ
because we do not have a good enough lower bound on ε(Rf) for f ∈ Y, see the
discussion after Theorem 4.2.
Definition 6.3. A branch B of fn is full if fn maps B onto the domain of f ; B is
trivial if fn fixes both endpoints of B.
Proposition 6.4. The boundary of Y consists of three parts, namely f ∈ ∂Y if
and only if at least one of the following conditions hold:
(Y1) the left or right branch of Rf is full or trivial,
(Y2) ε(f) = ε− or ε(f) = ε+, where ε(f) = 1− c(f) and
ε−= min{ε(g) | g ∈ K} and ε+ = max{ε(g) | g ∈ K}
8The conjecture is that the restriction of R to the set of infinitely renormalizable maps should
contract maps of the same combinatorial type and this would imply uniqueness.
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(Y3) Distφ(f) = δ or Distψ(f) = δ (δ is the same as in Definition 4.1).
Also, each condition occurs somewhere on ∂Y.
Before giving the proof we need to introduce some new concepts and recall some
established facts about families of Lorenz maps.
Definition 6.5. A slice (in the parameter plane) is any set of the form
S = [0, 1]2 × {c} × {φ} × {ψ},
where c, φ and ψ are fixed. We will permit ourselves to be a bit sloppy with notation
and write (u, v) ∈ S when it is clear which slice we are talking about (or if it is
irrelevant).
A slice S = [0, 1]2 × {c} × {φ} × {ψ} induces a family of Lorenz maps
S 3 (u, v) 7→ fu,v = (u, v, c, φ, ψ) ∈ L.
Any family induced from a slice is full, by which we mean that it realizes all possible
combinatorics. See [Martens and de Melo, 2001] for a precise definition and a proof
of this statement. For our discussion the only important fact is the following:
Proposition 6.6. Let (u, v) 7→ fu,v be a family induced by a slice. Then this family
intersects Lω¯ for every ω¯ such that Lω¯ 6= ∅. Note that ω¯ can be finite or infinite.
Proof. This follows from [Martens and de Melo, 2001, Theorem A]. 
Recall that C = clL∪R is the return interval for a renormalizable map, and the
return times for L and R are a+1 and b+1, respectively (see the end of Section 2).
Lemma 6.7. Assume that f is renormalizable. Let (l, c) be the branch of fa+1
containing L and let (c, r) be the branch of f b+1 containing R. Then
fa+1(l) ≤ l and f b+1(r) ≥ r.
Proof. This is a special case of [Martens and de Melo, 2001, Lemma 4.1]. 
Proof of Proposition 6.4. Let us first consider the boundary of L0ω. If either branch
of Rf is full or trivial, then we can perturb f in C0 so that it no longer is renor-
malizable. Hence (Y1) holds on ∂L0ω. If f ∈ L0ω does not satisfy (Y1) then any
sufficiently small C0–perturbation of f will still be renormalizable by Lemma 6.7.
Hence the boundary of renormalization is exactly characterized by (Y1).
Conditions (Y2) and (Y3) are part of the boundary of K. These boundaries inter-
sect LSω by Proposition 6.6 and hence these conditions are also boundary conditions
for Y. 
Fix 1− c0 = ε0 ∈ (ε−, ε+) and let S = [0, 1]2 × {c0} × {id} × {id}. Let ρt be the
deformation retract onto S defined by
ρt(u, v, c, φ, ψ) = (u, v, c+ t(c0 − c), (1− t)φ, (1− t)ψ), t ∈ [0, 1].
In order to make sense of this formula it is important to note that the linear
structure on the diffeomorphisms is that induced from C0 via the nonlinearity oper-
ator N (see Remark 2.4). Hence, for example tφ is by definition the diffeomorphism
N−1(tNφ). Let
Rt = ρt ◦ R.
The choice of slice is somewhat arbitrary in what follows, except that we will have
to be a little bit careful when chosing c0 as will be pointed out in the proof of the
next lemma. However, it is important to note that the slice intersects Y.
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v
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Figure 5. Illustration of the action of ρ1 ◦R|S . The shaded area
corresponds to a full island. The boxes shows what the branches
of ρ1 ◦ Rf look like on each boundary piece.
Lemma 6.8. There exists c0 such that Rt has a fixed point on ∂Yλ for some
t ∈ [0, 1] if and only if R has a fixed point on ∂Yλ.
Remark 6.9. The condition 1 − c+1 (Rf) ≥ λ roughly states that v(Rf) ≥ 1 − λ.
Thus Yλ has another boundary condition given by c+1 (Rf) = 1 − λ. Instead of
treating this as separate boundary condition we subsume it into (Y1) by saying
that the right branch is trivial also if c+1 (Rf) = 1− λ.
Proof. The ‘if’ statement is obvious since R = R0, so assume that R has no fixed
point on ∂Yλ. Let f ∈ ∂Yλ and assume that Rtf = f for some t > 0. We will show
that this is impossible.
To start off choose ε0 ∈ (ε−, ε+) and let c0 = 1 − ε0 as usual (we will be more
specific about the choice of ε0 later).
Note that (Y2) cannot hold for Rtf since ε0 ∈ (ε−, ε+) and hence the same is
true for ε(Rtf), since t > 0 and ε(Rf) ∈ [ε−, ε+] by Theorem 4.2.
Similarly, (Y3) cannot hold for Rtf since the distortion of the diffeomorphic
parts of Rf are not greater than δ (by Theorem 4.2) and hence the distortion of
the diffeomorphic parts of Rtf are strictly smaller than δ (since t > 0).9
The only possibility is that f = Rtf belongs to the boundary part described by
condition (Y1).
If either branch of Rf is full then corresponding branch of Rtf is full as well
which shows that f cannot be fixed by Rt, since a renormalizable map cannot have
a full branch. Thus one of the branches of Rf must be trivial.
Assume that the left branch of Rf is trivial, that is c−1 (Rf) = c(Rf). In
particular, Rf is not renormalizable since c−1 for a renormalizable map is away
from the critical point by Lemma 4.7. Because of this lemma we can assure that
Rsf is not renormalizable for all s ∈ [0, 1] by choosing ε0 close to ε−. In particular,
Rtf is not renormalizable and hence cannot equal f .
9 This follows from Dist(1− t)φ < Distφ if, t > 0 and Distφ > 0.
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Assume that the right branch of Rf is trivial (see Remark 6.9). Then we may
without loss of generality assume that λ > ε+ and hence c+1 (Rf) = 1 − λ (just
choose λ not too small, or increase b0). In particular Rf is not renormalizable
since that requires c+1 (Rf) to be close to 0 by Lemma 4.7. The same holds for Rsf
for all s ∈ [0, 1] since λ > ε+. In particular, f cannot be fixed by Rt since f is
renormalizable.
We have shown that f /∈ ∂Yλ which is a contradiction and hence we conclude
that Rtf 6= f for all t ∈ [0, 1]. 
The slice S intersects the set Lω of renormalizable maps of type ω by Proposi-
tion 6.6. This intersection can in general be a complicated set, but there will always
be at least one connected component I of the interior such that the restricted family
I 3 (u, v) 7→ fu,v is full [see Martens and de Melo, 2001, Theorem B]. Such a set I
is call a full island. The action of R on a full island is illustrated in Figure 5. Note
that the action of R on the boundary of I is given by (Y1) which also explains this
figure.
Lemma 6.10. Any extension of R1|∂Yλ to Yλ has a fixed point.
Proof. If R1 has a fixed point on ∂Yλ then there is nothing to prove, so assume
that this is not the case.
Let S = [0, 1]2×{c0}×{id}×{id}. By the above discussion there is a full island
I ⊂ S. Note that ∂I ⊂ ∂Yλ.
Pick any R : I → S such that R|∂I = R1|∂I . Now define the displacement map
δ : ∂I → S1 by
δ(x) =
x−R(x)
|x−R(x)| .
This map is well-defined since R1 was assumed not to have any fixed points on ∂Yλ
and ∂I ⊂ ∂Yλ. The degree of δ is nonzero since I is a full island. This implies that
R has a fixed point in I, otherwise δ would extend to all of I which would imply
that the degree of δ was zero. This finishes the proof since R was an arbitrary
extension of R1|∂I and ∂I ⊂ ∂Yλ. 
Proposition 6.11. Rω has a fixed point.
Proof. By the previous two lemmas either Rω has a fixed point on ∂Yλ or we can
apply Theorem A.1. In both cases Rω has a fixed point. 
Proof of Theorem 6.1. Pick any sequence (ω0, . . . , ωn−1) with ωi ∈ Ω. The proof
of the previous proposition can be repeated with
R′ = Rωn−1 ◦ · · · ◦ Rω0
in place of R to see that R′ has a fixed point f∗. But then f∗ is a periodic point of
R and its combinatorial type is (ω0, . . . , ωn−1)∞. 
7. Decompositions
In this section we introduce the notion of a decomposition. We show how to lift
operators from diffeomorphisms to decompositions and also how decompositions can
be composed in order to recover a diffeomorphism. This section is an adaptation
of techniques introduced in Martens [1998].
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Definition 7.1. A decomposition φ¯ : T → D2([0, 1]) is an ordered sequence of
diffeomorphisms labelled by a totally ordered and at most countable set T . Any
such set T will be called a time set. The space D is defined in Appendix B.
The space of decompositions D¯T over T is the direct product
D¯T =
∏
T
D2([0, 1])
together with the `1–norm
‖φ¯‖ =
∑
τ∈T
‖φτ‖.
The notation here is φτ = φ¯(τ). The distortion of a decomposition is defined
similarly:
Dist φ¯ =
∑
τ∈T
Distφτ .
The sum of two time sets T0 ⊕ T1 is the disjoint union
T0 ⊕ T1 = {(x, i) | x ∈ Ti, i = 0, 1},
with order (x, i) < (y, i) if and only if x < y, and (x, 0) < (y, 1) for all x, y.
The sum of two decompositions
φ¯0 ⊕ φ¯1 ∈ D¯T0⊕T1 ,
where φ¯i ∈ D¯Ti , is defined by φ¯0 ⊕ φ¯1(x, i) = φ¯i(x). In other words, φ¯0 ⊕ φ¯1 is the
diffeomorphisms of φ¯0 in the order of T0, followed by the diffeomorphisms of φ¯1 in
the order of T1.
Note that ⊕ is noncommutative on time sets as well as on decompositions.
Remark 7.2. Our approach to decompositions is somewhat different from that
of Martens [1998]. In particular, we require a lot less structure on time sets and
as such our definition is much more suitable to general combinatorics. Intuitively
speaking, the structure that Martens [1998] puts on time sets is recovered from lim-
its of the renormalization operator so we will also get this structure when looking
at maps in the limit set of renormalization. We simply choose not to make it part
of the definition to gain some flexibility.
Proposition 7.3. The space of decompositions D¯T is a Banach space.
Proof. The nonlinearity operator takes D2([0, 1]) bijectively to C0([0, 1];R). The
latter is a Banach space so the same holds for D¯T . 
Definition 7.4. Let T be a finite time set (i.e. of finite cardinality) so that we
can label T = {0, 1, . . . , n− 1} with the usual order of elements. The composition
operator O : D¯T → D2 is defined by
Oφ¯ = φn−1 ◦ · · · ◦ φ0.
The composition operator composes all maps in a decomposition in the order of T .
We can also define partial composition operators
O[j,k]φ¯ = φk ◦ · · · ◦ φj , 0 ≤ j ≤ k < n.
As a notational convenience we will write O≤k instead of O[0,k] etc.
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Next, we would like to extend the composition operator to countable time sets
but unfortunately this is not possible in general. Instead of D2 we will work with
the space D3 with the C1–nonlinearity norm:
‖φ‖1 = ‖Nφ‖C1 = max
k=0,1
{|Dk(Nφ)|}, φ ∈ D3.
Define D¯3T = {φ¯ : T → D3 | ‖φ¯‖1 <∞}, where
‖φ¯‖1 =
∑
‖φτ‖1.
Note that ‖·‖ will still be used to denote the C0–nonlinearity norm.
Proposition 7.5. The composition operator O : D¯3T → D2 continuously extends
to decompositions over countable time sets T .
Remark 7.6. It is important to note that there is an inherent loss of smoothness
when composing a decomposition over a countable time set. Starting with a bound
on the C1–nonlinearity norm we only conclude a bound on the C0–nonlinearity norm
of the composed map. This can be generalized; starting with a bound on the Ck+1–
nonlinearity norm, we can conclude a bound on the Ck–nonlinearity norm for the
composed map.
The reason why we loose one degree of smoothness is because we use the mean
value theorem for one estimate in the Sandwich Lemma 7.9. If necessary it should
be possible to replace this with for example a Ho¨lder estimate which would lead to
a slightly stronger statement.
In order to prove this proposition we will need the Sandwich Lemma which in
itself relies on the following properties of the composition operator.
Lemma 7.7. Let φ¯ ∈ D¯T be a decomposition over a finite time set T , and let
φ = Oφ¯. Then
e−‖φ¯‖ ≤ |φ′| ≤ e‖φ¯‖, |φ′′| ≤ ‖φ¯‖e2‖φ¯‖, and ‖φ‖ ≤ ‖φ¯‖e‖φ¯‖.
If furthermore, φ¯ ∈ D¯3T , then
‖φ‖1 ≤ (1 + ‖φ¯‖)e2‖φ¯‖‖φ¯‖1.
Remark 7.8. Note that the lemma is stated for finite time sets, but the way we define
the composition operator for countable time sets (see the proof of Proposition 7.5)
will mean that the lemma also holds for countable time sets.
Proof. The bounds on |φ′| and |φ′′| follow from an induction argument using only
Lemma B.10.
Since T is finite we can label φ¯ so that φ = φn−1 ◦ · · · ◦φ0. Let ψi = O<i(φ¯) and
let ψ0 = id. Now the bound on ‖φ‖ follows from
Nφ(x) =
n−1∑
i=0
Nφi(ψi(x))ψ
′
i(x),
which in itself is obtained from an induction argument using the chain rule for
nonlinearities (see Lemma B.8).
Finally, take the derivative of the above equation to get
(Nφ)′(x) =
n−1∑
i=0
(Nφi)
′(ψi(x))ψ′i(x)
2 +Nφi(ψi(x))ψ
′′
i (x).
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From this the bound on ‖φ‖1 follows. 
Lemma 7.9 (Sandwich Lemma). Let φ = φn−1 ◦ · · · ◦ φ0 and let ψ be obtained by
“sandwiching γ inside φ;” that is,
ψ = φn−1 ◦ · · · ◦ φi ◦ γ ◦ φi−1 ◦ · · · ◦ φ0,
for some i ∈ {0, . . . , n} (with the convention that φn = φ−1 = id).
For every λ there exists K such that if γ, φi ∈ D3 and if ‖γ‖1 +
∑‖φi‖1 ≤ λ,
then ‖ψ − φ‖ ≤ K‖γ‖.
Proof. Let φ+ = φn ◦ · · · ◦ φi, and let φ− = φi−1 ◦ · · · ◦ φ−1. Two applications of
the chain rule for nonlinearities gives∣∣Nψ(x)−Nφ(x)∣∣ = ∣∣N(φ+ ◦ γ)(φ−(x))−Nφ+(φ−(x))∣∣ · |φ′−(x)|
=
∣∣Nφ+(γ(y))γ′(y)−Nφ+(y) +Nγ(y)∣∣ · |φ′−(x)|,
where y = φ−(x). By assumption Nφ+ ∈ C1 so by the mean value theorem there
exists η ∈ [0, 1] such that
Nφ+(γ(y)) = Nφ+(y) + (Nφ+)
′(η) · (φ(y)− y) .
Hence∣∣Nψ(x)−Nφ(x)∣∣ ≤ |φ′−(x)|
· (∣∣Nφ+(y)∣∣ · |γ′(y)− 1|+ ∣∣γ′(y) · (Nφ+)′(η)∣∣ · |γ(y)− y|+ |Nγ(y)|)
≤ K1 ·
(
K2
(
e‖γ‖ − 1)+K3(e2‖γ‖ − 1)+ ‖γ‖) ≤ K‖γ‖.
The constants Ki only depend on λ by Lemma 7.7. We have also used Lemma B.10
and Lemma B.11 in the penultimate inequality. 
Proof of Proposition 7.5. Let φ¯ ∈ D¯3T and choose an enumeration θ : N → T . Let
ψn denote the composition of {φθ(0), . . . , φθ(n−1)} in the order induced by T .
We claim that {ψn} is a Cauchy sequence in D2. Indeed, by applying the Sand-
wich Lemma with λ = ‖φ¯‖1 we get a constant K only depending on λ such that:
‖ψn − ψm‖ ≤
m+n−1∑
i=m
‖ψi+1 − ψi‖ ≤ K
m+n−1∑
i=m
‖φθ(i)‖ → 0, as m,n→∞.
Hence φ = limψn exists and φ ∈ D2. This also shows that φ is independent of the
enumeration θ and hence we can define Oφ¯ = φ. 
We can now use the composition operator to lift operators from D to D¯T , starting
with the zoom operators of Definition 2.9.
Definition 7.10. Let I ⊂ [0, 1] be an interval, let φ¯ ∈ D¯3T and let Iτ be the image
of I under the diffeomorphism O<τ (φ¯). Define Z(φ¯; I) = ψ¯, where ψτ = Z(φτ ; Iτ ),
for every τ ∈ T .
Remark 7.11. An equivalent way of defining the zoom operators on D¯3T is to let
Iτ = ψ
−1
τ (J), where ψτ = O≥τ (φ¯), J = φ(I), and φ = Oφ¯(I). This is equivalent
since Oφ¯ = O≥τ (φ¯) ◦O<τ (φ¯).
The original definition takes the view of zooming in on an interval in the domain
of the decomposition, whereas the latter takes the view of zooming in on an interval
in the range of the decomposition. We will make use of both of these points of view.
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Zoom operators on diffeomorphisms are contractions for a fixed interval I by
Lemma B.14. A similar statement holds for decompositions:
Lemma 7.12. Let I ⊂ [0, 1] be an interval. If φ¯ ∈ D¯3T then
‖Z(φ¯; I)‖ ≤ e‖φ¯‖ ·min{|I|, |φ(I)|} · ‖φ¯‖,
where φ = Oφ¯.
Remark 7.13. Since we are only dealing with decompositions with very small norm
this lemma is enough for our purposes. However, in more general situations the
constant in front of ‖φ¯‖ may not be small enough. A way around this is to con-
sider decompositions which compose to diffeomorphisms with negative Schwarzian
derivative. Then all the intervals Iτ will have hyperbolic lengths bounded by that
of J (notation is as in Remark 7.11). This can then be used to show that zoom
operators contract and the contraction can be bounded in terms of the hyperbolic
length of J .
Proof. Using the notation of Definition 7.10 we have
‖Z(φ¯; I)‖ =
∑
τ∈T
‖Z(φτ ; Iτ )‖ ≤
∑
τ∈T
|Iτ | · ‖φτ‖ ≤ sup
τ∈T
|Iτ | · ‖φ¯‖.
For every τ there exists ξτ ∈ I such that |Iτ | = (O<τ (φ¯))′(ξτ ) · |I| which together
with Lemma 7.7 implies that |Iτ | ≤ e‖φ¯‖ · |I|. Similarly, there exists ητ ∈ φ(I) such
that |φ(I)| = (O≥τ (φ¯))′(ητ ) · |Iτ | so by Lemma 7.7 |Iτ | ≤ e‖φ¯‖ · |φ(I)| as well. 
This contraction property of the zoom operators leads us to introduce the sub-
space of pure decompositions (the intuition is that renormalization contracts to-
wards the pure subspace, see Proposition 8.8).
Definition 7.14. The subspace of pure decompositions Q¯T ⊂ D¯T consists of all
decompositions φ¯ such that φτ is a pure map for every τ ∈ T .
The subspace of pure maps Q ⊂ D∞ consists of restrictions of xα away from the
critical point, that is
Q = {Z(x|x|α−1; I) | int I 63 0}.
A property of pure maps is that they can be parametrized by one real variable. We
choose to parametrize the pure maps by their distortion with a sign and call this
parameter s. The sign of s is positive for I to the right of 0 and negative for I to
the left of 0. With this convention the graphs of pure maps will look like Figure 6.
Remark 7.15. Let µs ∈ Q. A calculation shows that
Distµs = |logµ′s(1)/µ′s(0)|
and from this it is possible to deduce an expression for µs:
(39) µs(x) =
(
1 +
(
exp{ sα−1} − 1
)
x
)α
− 1
exp{ αsα−1} − 1
, x ∈ [0, 1], s 6= 0,
and µ0 = id. We emphasize that the parametrization is chosen so that |s| equals
the distortion of µs. For this reason we call s the signed distortion of µs. Figure 6
shows the graphs of µs for different values of s. Equation (39) may at first seem
to indicate that there is some sort of singular behavior at s = 0 but this is not the
case; the family s 7→ µs is smooth.
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s > 0
0 1
1
s = 0
0 1
1
s < 0
0 1
1
Figure 6. The graphs of a pure map µs for different values of the
signed distortion s.
The next two lemmas are needed in preparation for Proposition 8.8.
Lemma 7.16. Let φ ∈ D2 and let I ⊂ [0, 1] be an interval. Then
d(Z(φ; I),Q) ≤ |I| · d(φ,Q),
where the distance d(·, ·) is induced by the C0–nonlinearity norm.
Proof. A calculation shows that
Nµs(x) =
rs(α− 1)
1 + rsx
, rs = exp
{
s
α− 1
}
− 1.
Let I = [a, b] and let ζI(x) = a+ |I| · x. Then
d(Z(φ; I),Q) = inf
s∈R
max
x∈[0,1]
∣∣N(Z(φ; I))(x)−Nµs(x)∣∣
= inf
r>−1
max
x∈[0,1]
∣∣∣∣|I| ·Nφ(ζI(x))− r(α− 1)1 + rx
∣∣∣∣
= inf
r>−1
max
x∈[0,1]
∣∣∣∣|I| ·Nφ(ζI(x))− r(α− 1)1 + r(ζI(x)− a)/|I|
∣∣∣∣
= |I| · inf
ρ/∈[− 1b ,− 1a ]
max
x∈I
∣∣∣∣Nφ(x)− ρ(α− 1)1 + ρx
∣∣∣∣,
where ρ = r/(b− (1 + r)a). Note that 1 + ρx has a zero in [0, 1] if ρ ≤ −1, so the
infimum is assumed for ρ > −1. Thus
d(Z(φ; I),Q) = |I| · inf
ρ>−1
max
x∈I
∣∣∣∣Nφ(x)− ρ(α− 1)1 + ρx
∣∣∣∣.
Taking the max over x ∈ [0, 1] finishes the proof. 
Lemma 7.17. Let φ¯ ∈ D¯3T and let I ⊂ [0, 1] be an interval. Then
d
(
Z(φ¯; I), Q¯T
) ≤ e‖φ¯‖ ·min{|I|, |φ(I)|} · d(φ¯, Q¯T ),
where φ = Oφ¯.
Proof. Use Lemma 7.16 and a similar argument to that employed in the proof
of Lemma 7.12. 
The pure decompositions have some very nice properties which we will make use
of repeatedly.
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Proposition 7.18. If φ¯ ∈ Q¯T and ‖φ¯‖ < ∞, then φ = Oφ¯ is in D∞ and φ has
nonpositive Schwarzian derivative.
Remark 7.19. Note that ‖φ¯‖ <∞ is equivalent to Dist φ¯ <∞, since
Distµ =
∫ 1
0
∣∣Nµ(x)∣∣dx,
for pure maps µ. Hence the norm bound can be replaced by a distortion bound
and the above proposition still holds.
Proof. Let η be the nonlinearity of a pure map. A computation gives
Dkη(x) =
(−1)kk!
(α− 1)k · η(x)
k+1.
Hence, if η is bounded then so are all of its derivatives (of course, the bound depends
on k). Thus Proposition 7.5 shows that φ = Oφ¯ is well-defined and φ ∈ Dk, for all
k ≥ 2 (use Remark 7.6).
Finally, every pure map has negative Schwarzian derivative so φ must have non-
positive Schwarzian deriviative, since negative Schwarzian is preserved under com-
position by Lemma C.3. 
Notation. We put a bar over objects associated with decompositions to distinguish
them from diffeomorphisms. Hence φ¯ denotes a decomposition, whereas φ denotes
a diffeomorphism. Similarly, D¯ denotes a set of decompositions, whereas D is a set
of diffeomorphisms.
Given a decomposition φ¯ : T → D, we use the notation φτ to mean φ¯(τ) and
we call this the diffeomorphism at time τ . Moreover, when talking about φ¯ we
consistently write φ to denote the composed map Oφ¯.
We will frequently consider the disjoint union of all decompositions instead of
decompositions over some fixed time set T and for this reason we introduce the
notation
D¯ =
⊔
T
D¯T and Q¯ =
⊔
T
Q¯T .
8. Renormalization of decomposed maps
In this section we lift the renormalization operator to the space of decomposed
Lorenz maps (i.e. Lorenz maps whose diffeomorphic parts are replaced with decom-
positions). We prove that renormalization contracts towards the subspace of pure
decomposed maps. This will be used in later sections to compute the derivative
of R on its limit set.
Definition 8.1. Let T = (T0, T1) be a pair of time sets, and let D¯T denote the
product D¯T0 × D¯T1 . The space of decomposed Lorenz maps L¯T over T is the set
[0, 1]2×(0, 1)×D¯T together with structure induced from the Banach space R3×D¯T
with the max norm of the products.
Definition 8.2. The composition operator induces a map L¯3T → L2 which (by
slight abuse of notation) we will also denote O. Explicitly, if f¯ = (u, v, c, φ¯, ψ¯) ∈ L¯T ,
then f = Of¯ is defined by f = (u, v, c, Oφ¯,Oψ¯).
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φ¯Q0 φ¯Q0ψ¯
ψ¯′
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Figure 7. Illustration of the renormalization operator acting on
decomposed Lorenz maps. First the decompositions are ‘glued’
to each other with Q according to the type of renormalization,
here the type is (01, 100). Then the interval C is pulled back,
creating the shaded areas in the picture. The maps following the
dashed arrows from U to C and from V to C represent the new
decompositions before rescaling.
We will now define the renormalization operator on the space of decomposed
Lorenz maps. Formally, the definition is identical to the definition of the renormal-
ization operator on Lorenz maps. To illustrate this, let f = Of¯ be renormalizable.
Then, by Lemma 2.11, Rf = (u′, v′, c′, φ′, ψ′), where
(40) u′ = |Q(L)|/|U |, v′ = |Q(R)|/|V |, c′ = |L|/|C|,
φ′ = Z(fa ◦ φ;U) and ψ′ = Z(f b ◦ ψ;V ). Zoom operators satisfy
Z(g ◦ h; I) = Z(g;h(I)) ◦ Z(h; I),
so we can write
φ′ = Z(ψ;Q(Ua)) ◦ Z(Q;Ua) ◦ · · · ◦ Z(ψ;Q(U1)) ◦ Z(Q;U1) ◦ Z(φ;U),
ψ′ = Z(φ;Q(Vb)) ◦ Z(Q;Vb) ◦ · · · ◦ Z(φ;Q(V1)) ◦ Z(Q;V1) ◦ Z(ψ;V ).
Definition 8.3. Define Rf¯ = (u′, v′, c′, φ¯′, ψ¯′), where u′, v′, c′ are given by (40)
and
φ¯′ = Z(φ¯;U)⊕ Z(Q;U1)⊕ Z(ψ¯;Q(U1))⊕ · · · ⊕ Z(Q;Ua)⊕ Z(ψ¯;Q(Ua)),
ψ¯′ = Z(ψ¯;V )⊕ Z(Q;V1)⊕ Z(φ¯;Q(V1))⊕ · · · ⊕ Z(Q;Vb)⊕ Z(φ¯;Q(Vb)),
where Z(Q; ·) is now interpreted as a decomposition over a singleton time set. See
Figure 7 for an illustration of the action of R.
Definition 8.4. The domain of R on decomposed Lorenz maps is contained in the
disjoint union L¯ = ⊔T L¯T over all time sets T . Just as before we let L¯ω denote all
ω–renormalizable maps in L¯; L¯ω¯ denotes all maps in L¯ such that Rif¯ ∈ L¯ωi , where
ω¯ = (ω0, ω1, . . . ); and L¯Ω =
⋃
ω∈Ω L¯ω.
Remark 8.5. Note that R takes the renormalizable maps of L¯T into L¯T ′ , where
T ′ 6= T in general. This is the reason why we have to work with the disjoint union⊔
T L¯T .
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Lemma 8.6. The composition operator is a semi-conjugacy. That is, the following
square commutes ⋃ L¯3ω R−−−−→ L¯3
O
y yO⋃L2ω R−−−−→ L2
and O is surjective.
Remark 8.7. This lemma shows that we can use the composition operator to transfer
results about decomposed Lorenz maps to Lorenz maps.
Proof. The square commutes by definition so let us focus on the surjectivity. Fix
τ ∈ T and define a map Γτ : D → D¯T by sending φ ∈ D to the decomposition
φ¯ : T → D defined by
φ¯(t) =
{
φ, if t = τ ,
id, otherwise.
Then O ◦ Γτ = id which proves that O is surjective on D¯T and hence it is also
surjective on L¯T . 
The main result for the renormalization operator on Lorenz maps was the exis-
tence of the invariant set K for types in the set Ω, see Section 4. It should come as
no surprise that K and Ω will be central to our discussion on decomposed maps as
well. The first result in this direction is the following.
Proposition 8.8. If f¯ ∈ L¯3ω¯ is infinitely renormalizable with ω¯ ∈ ΩN, if ‖φ¯‖ ≤ K
and ‖ψ¯‖ ≤ K, and if Of¯ ∈ K ∩ LS, then the decompositions of Rnf¯ are uniformly
contracted towards the subset of pure decompositions.
Proof. From the definition of the renormalization operator (and using the fact that
d(Z(Q; I),Q) = 0) we get
d(φ¯′, Q¯) =
a∑
i=1
d(Z(ψ¯;Q(Ui)), Q¯) + d(Z(φ¯;U), Q¯).
Now apply Lemma 7.17 to get
d(φ¯′, Q¯) ≤ e‖ψ¯‖
a+1∑
i=2
|Ui|d(ψ¯, Q¯) + e‖φ¯‖|U1|d(φ¯, Q¯).
From Section 4 we get that
∑|Ui| and ∑|Vi| may be chosen arbitrarily small (by
choosing the return times sufficiently large). Now make these sums small compared
with max{e‖φ¯‖, e‖ψ¯‖} to see that there exists µ < 1 (only depending on K) such
that
d(φ¯′, Q¯) + d(ψ¯′, Q¯) ≤ µ [d(φ¯, Q¯) + d(ψ¯, Q¯)] . 
Our main goal is to understand the limit set of the renormalization operator and
the above proposition will be central to this discussion.
Definition 8.9. The set of forward limits of R restricted to types in Ω is defined
by
AΩ =
⋂
n≥1
Rn( ⋃
ω¯∈Ωn
L¯ω¯
)
.
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Remark 8.10. In other words, AΩ consists of all maps f¯ which have a complete
past:
f¯ = Rω−1 f¯−1, f¯−1 = Rω−2 f¯−2, . . . , ωi ∈ Ω.
This also describes how we can associate each f¯ ∈ AΩ with a left infinite sequence
(. . . , ω−2, ω−1).
Proposition 8.11. AΩ is contained in the subset of pure decomposed Lorenz maps.
Proof. This is a direct consequence of Proposition 8.8. 
Since AΩ is contained in the set of pure decomposed maps we will restrict our
attention to this subset from now on. This is extremely convenient since pure
decompositions satisfy some very strong properties, see Proposition 7.18, and it
will allow us to compute the derivative at all points in AΩ in Section 9.
Next we would like to lift the invariant set K to the decomposed maps, but
simply taking the preimage O−1(K) will yield a set which is too large10 so we will
have to be a bit careful.
Definition 8.12. Let δ, K and Ω be the same as in Definition 4.1 and let
ε−= min{ε(g) | g ∈ K}, ε+ = max{ε(g) | g ∈ K}.
Define
K¯ = {(u, v, c, φ¯, ψ¯) | ε−≤ 1− c ≤ ε+, Dist φ¯ ≤ δ, Dist ψ¯ ≤ δ, φ¯, ψ¯ ∈ Q¯},
Note that K¯ is defined analogously to K but with the additional assumption that
the decompositions are pure.
Proposition 8.13. If f¯ ∈ L¯Ω and 1 − c+1 (Rf) ≥ λ > 0 for some constant λ (not
depending on b0), then
f ∈ K¯ =⇒ Rf ∈ K¯,
for b0 large enough.
Proof. Let f = Of¯ = (u, v, c, φ, ψ). Note first of all that Dist φ¯ ≤ δ implies that
Distφ ≤ δ, since Dist satisfies the subadditivity property
Dist γ2 ◦ γ1 ≤ Dist γ1 + Dist γ2.
Hence, f automatically satisfies the conditions of Theorem 4.2, so all we need to
prove is that Dist φ¯′ ≤ δ and Dist ψ¯′ ≤ δ. This is the reason why we define K¯ by a
distortion bound instead of a norm bound. Note that f has nonpositive Schwarzian
since the decompositions are pure, see Proposition 7.18.
We will first show that the norm is invariant, then we transfer this invariance to
the distortion. The reason why we consider the norm first is because it satisfies the
contraction property in Lemma 7.12 which makes it easier to work with.
From the definition of R and Lemma 7.12 we get
‖φ¯′‖ = ‖Z(φ¯;U)‖+
a∑
i=1
‖Z(ψ¯;Q(Ui))‖+ ‖Z(Q;Ui)‖
≤ e‖φ¯‖‖φ¯‖ · |U1|+ e‖ψ¯‖‖ψ¯‖
a+1∑
i=2
|Ui|+
a∑
i=1
‖Z(Q;Ui)‖.
10Any preimage under O contains decompositions whose norm is arbitrarily large. As an
example of how things can go wrong, fix K > 0 and consider φ¯ : N → D defined by φn+1 = φ−1n
and ‖φn‖ = K for every n. Then φ2n−1 ◦ · · · ◦ φ0 = id for every n, but
∑‖φn‖ =∞.
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The norm of a pure map is determined by how far away its domain is from the
critical point. More precisely, we have that
a∑
i=1
‖Z(Q;Ui)‖ = (α− 1)
a∑
i=1
|Ui|
d(c, Ui)
.
Each term in this sum is bounded by the cross-ratio of Ui inside [c, 1]. Since maps
with positive Schwarzian contract cross-ratio, since Sf < 0, and since Ui is a pull-
back of C under an iterate of f , this cross-ratio is bounded by the cross-ratio χ
of C inside [c+1 , 1]. Thus, the above sum is bounded by a(α− 1)χ. From the proof
of Theorem 4.2 we know that χ is of the order εt for some t > 0. Since a < b0 and
b0ε
t → 0 we see that the above sum has a uniform bound which tends to zero as
b0 →∞.
A similar argument for ψ¯′ gives
‖φ¯′‖+ ‖ψ¯′‖ ≤ (‖φ¯‖+ ‖ψ¯‖) exp{‖φ¯‖+ ‖ψ¯‖}(∑|Ui|+∑|Vi|)+m
= k
(‖φ¯‖+ ‖ψ¯‖)+m,
where m =
∑‖Z(Q;Ui)‖+∑‖Z(Q;Vi)‖. Hence
‖φ¯‖+ ‖ψ¯‖ ≤ δ =⇒ ‖φ¯′‖+ ‖ψ¯′‖ ≤ δ, if δ ≥ m/(1− k).
By Definition 4.1, δ = (1/b0)
2 and ε is of the order α−b0K, and by the above m is
of the order b0ε
t. Hence δ ≥ m/(1− k) for b0 large enough.
The final observation which we use to finish the proof is that if γ ∈ Q then
‖γ‖ = (α− 1) ·
(
exp
{
Dist γ
α− 1
}
− 1
)
.
That is ‖γ‖ ≈ Dist γ for pure maps γ with small distortion. This allows us to
slightly modify the above invariance argument for the norm so that it holds for the
distortion as well. 
9. The derivative
The tangent space of R on the pure decomposed Lorenz maps can be written
X × Y , where X = R2 and Y = R × `1 × `1. The coordinates on X correspond
to the (u, v) coordinates on L¯T . Let (x, y) ∈ X × Y denote the coordinates on the
tangent space and recall that we are using the max norm on the products. The
derivative of R at f¯ is denoted
(41) DRf¯ = M =
(
M1 M2
M3 M4
)
,
where M1 : R2 → R2, M2 : Y → R2, M3 : R2 → Y and M4 : Y → Y are bounded
linear operators.
Note that the differentiability of R follows from the calculations in this section
since they could be carried out to the second order. However, we have chosen to
only make first order calculations since they are already quite involved.
Remark 9.1. The fact that the derivative on the pure decomposed maps can be
written as an infinite matrix is one of the reasons why we restrict ourselves to the
pure decompositions. Deformations of pure decompositions are also easy to deal
with since they are ‘monotone’ in the sense that the dynamical intervals that define
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the renormalization move monotonically under such deformations. This makes it
possible to estimate the elements of the derivative matrix.
Theorem 9.2. There exist constants k and K such that if f¯ ∈ K¯ ∩ L¯Ω and 1 −
c+1 (Rf¯) ≥ λ for some λ ∈ (0, 1) (not depending on f¯), then
‖M1x‖ ≥ kmin{|U |−1, |V |−1} · ‖x‖, ‖M2‖ ≤ K|C|−1,
‖M3x‖ ≤ Kρ′
( |x1|
|U | +
|x2|
|V |
)
, ‖M4‖ ≤ Kρ′|C|−1,
where ρ′ = max{ε′,Dist φ¯′,Dist ψ¯′} and b0 is sufficiently large.
Remark 9.3. The set K¯ is introduced in Definition 8.12 and Ω is given by Defi-
nition 4.1 as always. Note that the decompositions of f¯ ∈ K¯ are pure and hence
Of¯ ∈ LS by Proposition 7.18. Finally, the condition on c+1 (Rf¯) is used to avoid
maps whose renormalization has a right branch which is close to being trivial (see
the proof of Proposition 9.12).
Proof. The proof of this theorem is split up into a few propositions that are in
this section. The estimate for M1 is given in Corollary 9.11. The estimates for
M2 and M4 follow from Propositions 9.12 and 9.15. Finally, the estimate for M3
follows from Propositions 9.12 and 9.13. 
Notation. Let f¯ = (u, v, c, φ¯, ψ¯) and as always use primes to denote the renormal-
ization Rf¯ = (u′, v′, c′, φ¯′, ψ¯′). We introduce special notation for the diffeomorphic
parts of the renormalization before rescaling:
Φ = fa1 ◦ φ, Ψ = f b0 ◦ ψ,(42)
so that Φ : U → C, Ψ : V → C, and C = (p, q). Note that p and q are by definition
periodic points of periods a+ 1 and b+ 1, respectively.
We will use the notation ∂st to denote the partial derivative of t with respect
to s. In the formulas below we write ∂t to mean the partial derivative of t with
respect to any direction.
The notation g(x)  y is used to mean that there exists K <∞ not depending
on g such that K−1y ≤ g(x) ≤ Ky for all x in the domain of g.
The ∂ operator satisfies the following rules:
Lemma 9.4. The following expressions hold whenever they make sense:
∂(f ◦ g)(x) = ∂f(g(x)) + f ′(g(x))∂g(x),(43)
∂
(
fn+1
)
(x) =
n∑
i=0
Dfn−i
(
f i+1(x)
)
∂f
(
f i(x)
)
,(44)
∂
(
f−1
)
(x) = −∂f
(
f−1(x)
)
f ′
(
f−1(x)
) .(45)
Furthermore, if f(p) = p then
(46) ∂p = − ∂f(p)
f ′(p)− 1 .
Remark 9.5. The ∂ operator clearly also satisfies the product rule
(47) ∂(f · g)(x) = ∂f(x)g(x) + f(x)∂g(x).
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This and the chain rule gives the quotient rule
(48) ∂(f/g)(x) =
∂f(x)g(x)− f(x)∂g(x)
g(x)2
.
Proof. Equation (43) implies the other three. The second equation is an induction
argument and the last two follow from
0 = ∂(x) = ∂
(
f ◦ f−1(x)) = ∂f(f−1(x))+ f ′(f−1(x))∂(f−1(x)),
and
∂(p) = ∂(f(p)) = ∂f(p) + f ′(p)∂p.
Equation (43) itself can be proved by writing fε(x) = f(x) + εfˆ(x), gε(x) = g(x) +
εgˆ(x) and using Taylor expansion:
fε(gε(x)) = fε(g(x)) + εf
′
ε(g(x))gˆ(x) +O(ε2)
= f(g(x)) + ε
{
fˆ(g(x)) + f ′(g(x))gˆ(x)
}
+O(ε2). 
We now turn to computing the derivative matrix M . The first three rows of M
are given by the following formulas.
Lemma 9.6. The partial derivatives of u′, v′ and c′ are given by
∂u′ =
∂ (Q0(c)−Q0(p))− u′ · ∂
(
Φ−1(q)− Φ−1(p))
|U | ,
∂v′ =
∂ (Q1(q)−Q1(c))− v′ · ∂
(
Ψ−1(q)−Ψ−1(p))
|V | ,
∂c′ =
∂(c− p)− c′ · ∂(q − p)
|C| .
Proof. Use (40), Lemma 9.4 and Remark 9.5. 
Let us first consider how to use these formulas when deforming in the u, v or c
directions (i.e. the first three columns of M). Almost everything in these formulas is
completely explicit — we have expressions for Q0 and Q1 so evaluating for example
∂uQ0(c) is routine. In order to evaluate for example the term ∂uΨ
−1(q) we make
use of (45) and (44). This involves estimating the sum in (44) which can be done
with mean value theorem estimates. The terms ∂p and ∂q are evaluated using (46)
and the fact that p = Φ ◦ Q0(p) and q = Ψ ◦ Q1(q). There are a few shortcuts
to make the calculations simpler as well, for example ∂uΦ = 0 since Φ does not
contain Q0 which is the only term that depends on u, and so on.
Deforming in the φ¯ or ψ¯ directions (there are countably many such directions)
is similar. Here we make use of the fact that the decompositions are pure and we
have an explicit formula (39) for pure maps where the free parameter represents
the signed distortion (see Remark 7.15), so we can compute their derivative, partial
derivative with respect to distortion etc. These deformations will affect the partial
derivatives of any expression involving Φ or Ψ, but all others will not ‘see’ these
deformations. The calculations involved do not make any particular use of which
direction we deform in, so even though there are countably many directions we
essentially only need to perform one calculation for φ¯ and another for ψ¯.
We now turn to computing the partial derivatives of φ¯′ and ψ¯′.
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Lemma 9.7. Let µs′ = Z(µs; I), where µs, µs′ ∈ Q and I = [x, y]. Then
∂s′ = Nµs(y)∂y −Nµs(x)∂x+ ∂(Dµs)(y)
Dµs(y)
− ∂(Dµs)(x)
Dµs(x)
.
Proof. By definition s = log{Dµs(1)/Dµs(0)}. Distortion is invariant under zoom-
ing, so this shows that s′ = log{Dµs(y)/Dµs(x)}. A calculation gives
∂
(
logDµs(x)
)
=
∂(Dµs)(x)
Dµs(x)
+Nµs(x)∂x. 
By definition φ¯′ consists of maps of the form Z(µs; I) (as well as finitely many
of the form Z(Q; I) but these can be thought of as lims→±∞ Z(µs; I)). Hence the
above lemma shows us how to compute the partial derivatives at each time in φ¯′.
Note that we implicitly identify R with Q via s 7→ µs.
In order to use the lemma we also need a way to evaluate the terms ∂x and ∂y.
One way to do this is to express these in terms of ∂p and ∂q which have already
been computed at this stage. If we let T : I → [p, q] denote the ‘transfer map’ to C,
then p = T (x) and hence (43) shows that
∂x =
∂p− ∂T (x)
DT (x)
.
The terms ∂T and DT can be bounded by ∂Φ and DΦ (or ∂Ψ and DΨ) all of which
have already been computed as well.
We will now compute the M1 part of the derivative matrix. Note that M1
has nothing to do with decompositions so the following proposition is stated for
nondecomposed Lorenz maps.
Proposition 9.8. If f ∈ K ∩ LSΩ, then
M1 =
 1|U | (1 + 1−u′u Q(p)Dfa+1(p)−1) − 1|U | u′v DΨ(Ψ−1(q))DΦ(Φ−1(q)) 1−Q(q)Dfb+1(q)−1
− 1|V | v
′
u
DΦ(Φ−1(p))
DΨ(Ψ−1(p))
Q(p)
Dfa+1(p)−1
1
|V |
(
1 + 1−v
′
v
1−Q(q)
Dfb+1(q)−1
) +Me1 ,
where the error term Me1 is negligible.
Remark 9.9. From Section 4 we know that the critical point of the renormalization
is very close to 1 and that the distortion of the diffeomorphic parts of the renormal-
ization are bounded by δ (which is very small). From these two facts we can get an
idea of the size of the entries of M1. For example, u
′ is very close to 1 since c′ is (and
Rf is assumed to be nontrivial so u′ ≥ e−δc′). Furthermore, Dfa+1(p) = D(Rf)(0)
and Df b+1 = D(Rf)(1) since an affine change of coordinates does not change the
derivative, so the distortion bounds for Rf implies that Dfa+1(p)  αu′/c′ and
Df b+1(q)  αv′/ε′ (these expressions come from the derivative of Q(x), see (1)).
Proof. We begin by computing ∂p and ∂q. Use Φ ◦ Q0(p) = p, Ψ ◦ Q1(q) = q,
and (46) to get
∂up = −DΦ(Q0(p))∂uQ0(p)
Dfa+1(p)− 1 , ∂uq = −
∂uΨ(Q1(q))
Df b+1(q)− 1 ,(49)
∂vp = − ∂vΦ(Q0(p))
Dfa+1(p)− 1 , ∂vq = −
DΨ(Q1(q))∂vQ1(q)
Df b+1(q)− 1 .(50)
Here we have used that ∂uΦ = 0 and ∂vΨ = 0.
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Next, let us estimate ∂uΨ. Let x ∈ V and let xi = f i ◦ ψ(x). From (44) we get
∂uΨ(x) = ∂u
(
f b ◦ ψ)(x) = ∂uf(xb−1) +
b−1∑
i=1
Df b−i(xi)∂uf(xi−1),
where ∂uf(x) = φ
′(Q0(x))Q0(x)/u. Note that ∂uf(xi−1) ≤ e2δxi/u. In order to
bound the sum we divide the estimate into two parts. Let n < b be the smallest
integer such that Df(xi) ≤ 1 for all i ≥ n. In the part where i < n we estimate
Df b−i(xi)xi = Dfn−i(xi)Df b−n(xn)xi ≤ K1xn
xi
Df(xb−1)xi ≤ K2ε1−1/α.
Here we have used the mean value theorem to find ξi ≤ xi such that Dfn−i(ξi) =
xn/xi and Df
n−i(xi) ≤ K1Dfn−i(ξi), since φ has very small distortion. In the
part where i ≥ n we estimate
Df b−i(xi)xi ≤ Df(xb−1) ≤ Kε1−1/α.
Summing over the two parts gives us the estimate
b−1∑
i=1
Df b−i(xi)∂uf(xi−1) ≤ K(b− 1)ε1−1/α.
Hence
(51) ∂uΨ(x) = ∂uf
(
f b−1 ◦ ψ(x))+O(bε1−1/α) ≈ 1.
We will now estimate ∂vΦ. Let x ∈ U and let xi = f i ◦ φ(x). Similarly to the
above, we have
∂vΦ(x) = ∂vf(xa−1) +
a−1∑
i=1
Dfa−i(xi)∂vf(xi−1),
where ∂vf(x) = −ψ′(Q1(x))(1−Q1(x))/v. By the mean value theorem there exists
ξi ∈ [xi, 1] such that Dfa−i(ξi) = (1 − xa)/(1 − xi), since fa−i(xi) = xa. From
Lemma 4.9 it follows that Dfa−i(xi)  Dfa−i(ξi). Putting all of this together we
get that the sum above is proportional to
a−1∑
i=1
Dfa−i(ξi)(1− xi) = (a− 1)(1− xa).
Thus
(52) ∂vΦ(x)  −aε,
since xa ∈ C and hence 1− xa = ε+O(|C|) ≈ ε.
We now have all the ingredients we need to compute M1. Lemma 9.6 shows that
|U |∂uu′ = ∂uQ0(c)− ∂uQ0(p)−Q′0(p)∂up
− u′ (DΦ−1(q)∂uq −DΦ−1(p)∂up) .
Here we have used ∂uΦ = 0. Now use (49) to get
Q′0(p)∂up = −∂uQ0(p)
Dfa+1(p)
Dfa+1(p)− 1 , DΦ
−1(p)∂up = − ∂uQ0(p)
Dfa+1(p)− 1 .
Thus
(53) |U |∂uu′ = 1 + (1− u
′)∂uQ0(p)
Dfa+1(p)− 1 +
u′∂uΨ(Q1(q))
DΦ(Φ−1(q))(Df b+1(q)− 1) .
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The last term is much smaller than one because of (51) and since |DΦ|  1 (and
also Df b+1(q)  v′α/ε′ ≥ e−δα).
From Lemma 9.6 we get
|V |∂vv′ = ∂vQ1(q) +Q′1(q)∂vq − ∂vQ1(c)
− v′ (DΨ−1(q)∂vq −DΨ−1(p)∂vp) .
Here we have used ∂vΨ = 0. Now use (50) to get
Q′1(q)∂vq = −
∂vQ1(q)Df
b+1(q)
Df b+1(q)− 1 , DΨ
−1(q)∂vq = − ∂vQ1(q)
Df b+1(q)− 1 .
Thus
(54) |V |∂vv′ = 1− (1− v
′)∂vQ1(q)
Df b+1(q)− 1 −
v′∂vΦ(Q0(p))
DΨ(Ψ−1(p))(Dfa+1(p)− 1) .
The last term is much smaller than one by (52) and since |DΨ|  1 (and also
Dfa+1(p)  αu′/c′ ≥ e−δα).
From Lemma 9.6 we get
|U |∂vu′ = −Q′0(p)∂vp− u′
(
∂vΦ
−1(q) +DΦ−1(q)∂vq
−∂vΦ−1(p)−DΦ−1(p)∂vp
)
.
Let us prove that that the dominating term is the one with ∂vq. From (50) we get
∂vq = −∂vQ1(q)
Q′1(q)
Df b+1(q)
Df b+1(q)− 1 ,
which diverges as b0 → ∞, since |R|/ε → 0 and hence Q′1(q) → 0 (by the proof
of Proposition 4.10). From (50) and (52) we get that ∂vp→ 0, which shows that the
last term is dominated by the term with ∂vq. Now, ∂vΦ
−1(x) = −∂vΦ(x)/DΦ(x),
which combined with (52) shows that the term with ∂vq dominates the two terms
with ∂vΦ
−1. Furthermore
Q′0(p)∂vp = −
∂vΦ(Q0(p))
DΦ(Q0(p))
Dfa+1(p)
Dfa+1(p)− 1 ,
which combined with (52) shows that the term with ∂vq dominates the above term.
Thus
(55) |U |∂vu′ = u′DΨ(Ψ
−1(q))
DΦ(Φ−1(q))
∂vQ1(q)
Df b+1(q)− 1 + e,
where the error term e is tiny compared with the other term on the right-hand side.
From Lemma 9.6 we get
|V |∂uv′ = Q′1(q)∂uq − v′
(
∂uΨ
−1(q) +DΨ−1(q)∂uq
−∂uΨ−1(p)−DΨ−1(p)∂up
)
.
Let us prove that that the dominating term is the one with ∂up. From (49) we get
∂up = −∂uQ0(p)
Q′0(p)
Dfa+1(p)
Dfa+1(p)− 1 ,
ON THE HYPERBOLICITY OF LORENZ RENORMALIZATION 43
which diverges as b0 → ∞, since |L|/c → 0 and hence Q′0(p) → 0. From (49)
and (51) we get that ∂uq is bounded and hence the ∂up term dominates the sec-
ond term involving ∂uq. Now, ∂uΨ
−1(x) = −∂uΨ(y)/DΨ(y), y = Ψ−1(x), which
combined with (51) shows that the ∂up term dominates the two terms involving
∂uΨ
−1. Furthermore
Q′1(q)∂uq = −
∂uΨ(Q1(q))
DΨ(Q1(q))
Df b+1(q)
Df b+1(q)− 1 ,
which combined with (51) shows that the ∂up term dominates the above term.
Thus
(56) |V |∂uv′ = −v′DΦ(Φ
−1(p))
DΨ(Ψ−1(p))
∂uQ0(p)
Dfa+1(p)− 1 + e,
where the error term e is tiny compared with the other term on the right-hand
side. 
Corollary 9.10. If f ∈ K ∩ LSΩ, then detM1 > 0 for b0 large enough.
Proof. From Proposition 4.11 we get that
DΦ(Φ−1(p))
DΦ(Φ−1(q))
DΨ(Ψ−1(q))
DΨ(Ψ−1(p))
≤ e2δ,
since distortion is invariant under linear rescaling. Now use this together with
Proposition 9.8 to get
|U ||V |detM1 > 1− e2δ u
′v′
uv
Q(p)(1−Q(q))
(Dfa+1(p)− 1)(Df b+1(q)− 1) .
Equation (1) gives
Q(p)
u
= 1−
( |L|
c
)α
< 1 and
1−Q(q)
v
= 1−
( |R|
ε
)α
< 1.
Remark 9.9 allows us to estimate
u′
Dfa+1(p)− 1 ≤
eδ
α− e2δ and
v′
Df b+1(q)− 1 ≤ ε
′ e
δ
α− e2δ .
Taken all together we get
|U ||V |detM1 > 1− ε′ e
4δ
(α− e2δ)2 → 1, as b0 →∞,
by Proposition 4.10. In particular, detM1 > 0 for b0 large enough. 
Corollary 9.11. There exists k > 0 such that if f is as above, then
‖M1x‖ ≥ k ·min{|U |−1, |V |−1} · ‖x‖.
Proof. Write M1 as
M1 =
(
a
|U | − b|V |
− c|U | d|V |
)
.
(Here we have used that the distortion of Φ and Ψ are small, so DΦ/DΨ  |V |/|U |.)
Then
M−11 = (ad− bc)−1
(
d|U | b|U |
c|V | a|V |
)
.
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We are using the max-norm, hence
‖M−11 ‖ = (ad− bc)−1 ·max{(b+ d)|U |, (c+ a)|V |}.
It can be checked that (b+ d)/(ad− bc) and (a+ c)/(ad− bc) are bounded by some
K. Let k = 1/K to finish the proof. 
Proposition 9.12. If f ∈ K ∩ LSΩ and 1 − c+1 (Rf) ≥ λ for some λ ∈ (0, 1) (not
depending on f), then
∂cu
′  −|C|−1, ∂cv′  |C|−1, ∂cc′  −c′ε′|C|−1,
∂uc
′  c′ε′|U |−1, ∂vc′  −c′ε′|V |−1.
Proof. A straightforward calculation shows that
(57)
∂cQ0(x)
Q′0(x)
= −x
c
and
∂cQ1(x)
Q′1(x)
= −1− x
1− c .
This together with Φ ◦Q0(p) = p, Ψ ◦Q1(q) = q, (42) and (46) gives
∂cp =
p
cDf
a+1(p)− ∂cΦ(Q0(p))
Dfa+1(p)− 1 , ∂cq =
1−q
ε Df
b+1(q)− ∂cΨ(Q1(q))
Df b+1(q)− 1 .
From (44) and (57) we get
∂cΦ(x) = −1
ε
a−1∑
i=0
Dfa−i(xi) · (1− xi), xi = f i ◦ φ(x), x ∈ U,
∂cΨ(x) = −1
c
b−1∑
i=0
Df b−i(xi) · xi, xi = f i ◦ ψ(x), x ∈ V.
Using a similar argument as in the proof of Proposition 9.8 this shows that
∂cΦ(x)  −a and ∂cΨ(x) = −O(bε1−1/α),
and hence ∂cp  1 and ∂cq  1.
Now apply Lemma 9.6 using the fact that Φ−1(p) = Q0(p) to get
|U |∂cu′ = −(1− u′)∂c
(
Q0(p)
)− u′∂c(Φ−1(q)).
A calculation gives
∂c
(
Q0(p)
)
=
Dfa+1(p)
(
p
c − ∂cΦ(Q0(p))
)
DΦ(Q0(p)) (Dfa+1(p)− 1) 
1
DΦ(Q0(p))
and
∂c
(
Φ−1(q)
)
=
∂cq − ∂cΦ
(
Φ−1(q)
)
DΦ
(
Φ−1(q)
)  1
DΦ
(
Φ−1(q)
) .
(In particular, both terms have the same sign.) But DΦ(x)  |C|/|U |, so this gives
∂cu
′  −|C|−1. The proof that ∂cv′  |C|−1 is almost identical.
From Lemma 9.6 we get
|C|∂cc′ = c′(1− ∂cq) + ε′(1− ∂cp),
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and hence
∂cc
′ =
c′
ε
ε′Df b+1(q)− ε|C|−1(1− ∂cΨ(Q1(q)))
Df b+1(q)− 1
+
ε′
c
c′Dfa+1(p)− c|C|−1(1− ∂cΦ(Q0(p)))
Dfa+1(p)− 1
= −c
′(1− ∂cΨ(Q1(q)))
|C|(Df b+1(q)− 1) −
ε′
(
1− ∂cΦ(Q0(p))
)
|C|(Dfa+1(p)− 1) +O(c
′ε′/ε).
From Remark 9.9 we know that Dfa+1(p)  αu′/c′ and Df b+1(q)  αv′/ε′. Note
that u′ ≈ 1 for f ∈ K ∩ LSΩ, but that v′ can in general be small (this happens if f
renormalizes to a map whose right branch is trivial). However, the assumption that
1 − c+1 (Rf) ≥ λ implies that v′ ≥ e−δλ and hence we may assume that v′/ε′  1
(by increasing b0 if necessary). Thus, Df
a+1(p)  α/c′ and Df b+1(q)  α/ε′ and
by plugging this into the above equation we get ∂cc
′  −c′ε′|C|−1. (Note that
∂cΦ(x) < 0 and ∂cΨ(x) < 0 so there is no cancellation happening.)
Apply Lemma 9.6 to get
|C|∂uc′ = −c′∂uq − ε′∂up.
This and the proof of Proposition 9.8 shows that
∂uc
′ =
c′
(
Dfa+1(p)− 1)∂uΨ(Q1(q)) + ε′(Df b+1(q)− 1)DΦ(Q0(p))∂uQ0(p)
|C|(Dfa+1(p)− 1)(Df b+1(q)− 1) .
Since c′(Dfa+1(p) − 1)  α − c′, ε′(Df b+1(q) − 1)  α − ε′, |∂uΨ|  |DΦ|, and
∂uQ0(p) ≈ 1, this shows that
∂uc
′  c′ε′DΦ(Q0(p))|C| 
c′ε′
|U | .
The proof that ∂vc
′  −c′ε′|V |−1 is almost identical. 
Notation. We need some new notation to state the remaining propositions. Each
pure map φσ in the decomposition φ¯ can be identified with a real number which we
denote sσ ∈ R, and each ψτ in the decomposition ψ¯ can be identified with a real
number tτ ∈ R:
R 3 sσ ↔ φσ = φ¯(σ) ∈ Q, R 3 tτ ↔ ψτ = ψ¯(τ) ∈ Q.
We put primes on these numbers to denote that they come from the renormalization,
so s′σ′ ∈ R is identified with φ¯′(σ′) and t′τ ′ ∈ R is identified with ψ¯′(τ ′). Note that
σ, σ′ are used to denote times for φ¯, φ¯′, and τ , τ ′ are used to denote times for ψ¯,
ψ¯′, respectively.
Proposition 9.13. There exists K such that if f¯ ∈ K¯ ∩ L¯Ω, then
|∂us′σ′ | ≤ K
|s′σ′ |
|U | , |∂vs
′
σ′ | ≤ K
|s′σ′ |
|V | , |∂cs
′
σ′ | ≤ K
|s′σ′ |
|C| ,
|∂ut′τ ′ | ≤ K
|t′τ ′ |
|U | , |∂vt
′
τ ′ | ≤ K
|t′τ ′ |
|V | , |∂ct
′
τ ′ | ≤ K
|t′τ ′ |
|C| .
Proof. We will compute ∂vs
′
σ′ ; the other calculations are almost identical. There
are four cases to consider depending on which time in the decomposition φ¯′ we are
looking at: (1) φ¯′(σ′) = Z(φσ; I), (2) φ¯′(σ′) = Z(ψτ ; I), (3) φ¯′(σ′) = Z(Q0; I),
(4) φ¯′(σ′) = Z(Q1; I). In each case let I = [x, y] and let T : I → C be the ‘transfer
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map’ to C. This means that T = f i ◦ γ for some i and γ is a partial composition
(e.g. γ = O≥σ(φ¯) in case 1) or a pure map (in cases 3 and 4).
In case 1 Lemma 9.7 gives
∂vs
′
σ′ =
Nφσ(y)
DT (y)
(∂vq − ∂vT (y))− Nφσ(x)
DT (x)
(∂vp− ∂vT (x)).
By Lemma B.14 Nφσ(y) = Nφ
′
σ′(1)/|I| and hence
Nφσ(y)
DT (y)
 Nφ
′
σ′(1)/|I|
|C|/|I| 
s′σ′
|C| .
Here we have used that the nonlinearity of φ′σ′ does not change sign so s
′
σ′ =
∫
Nφ′σ′
and that
∫
Nφ′σ′ ≈ Nφ′σ′(1) since the nonlinearity is close to being constant (which
is true since φ¯′ is pure and has very small norm).
We now need to estimate ∂vT but this can very roughly be bounded by ∂vΦ
since
∂vT (y) = ∂vf
i
1(γ(y)),
so the estimate that was used for ∂vΦ in the proof of Proposition 9.8 can be em-
ployed. From the same proof we thus get that ∂vq dominates both ∂vp and ∂vT .
The above arguments show that
∂vs
′
σ′ 
s′σ′
|C|∂vq  −
s′σ′
|C|
DΨ(Q1(q))
Df b+1(q)− 1  −
s′σ′
|V |
1
Df b+1(q)− 1 .
This concludes the calculations for case 1.
Case 2 is almost identical to case 1. Case 4 differs in that Lemma 9.7 now gives
two extra terms
∂vs
′
σ′ =
NQ1(y)
DT (y)
(∂vq − ∂vT (y))− NQ1(x)
DT (x)
(∂vp− ∂vT (x))
+
∂vQ
′
1(y)
Q′1(y)
− ∂vQ
′
1(x)
Q′1(x)
.
However, ∂vQ1 = 1/v so the last two terms cancel. The rest of the calculations go
exactly like in case 1. Case 3 is similar to case 4. 
Remark 9.14. A key point in the above proof is that deformations in a decom-
position direction is monotone. This is what allowed us to estimate the partial
derivatives of the ‘transfer map’ T by the partial derivatives of Φ or Ψ.
Proposition 9.15. There exists K and ρ > 0 such that if f¯ ∈ K¯ ∩ L¯Ω and 1 −
c+1 (Rf¯) ≥ λ for some λ ∈ (0, 1) (not depending on f¯), then
|∂?u′| ≤ Kε
ρ
|C| , |∂?v
′| ≤ Kε
ρ
|C| , |∂?c
′| ≤ Kc
′ε′ερ
|C| ,
|∂?s′σ′ | ≤
Kερ|s′σ′ |
|C| , |∂?t
′
τ ′ | ≤
Kερ|t′τ ′ |
|C| ,
for ? ∈ {sσ, tτ}.
Proof. Let us first consider ∂sσ , that is deformations in the direction of φσ. Since
φσ is pure we can use (39) to compute
(58) ∂sσφσ(x)  −x(1− x).
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From (46) we get
∂sσp = −
∂sσΦ
(
Q0(p)
)
Dfa+1(p)− 1 and ∂sσq = −
∂sσΨ
(
Q1(q)
)
Df b+1(q)− 1 .
so the first thing to do is to calculate the partial derivatives of Φ and Ψ.
Let x ∈ U , then
∂sσΦ(x) = ∂sσ
(
fa1 ◦O>σ(φ¯) ◦ φσ ◦O<σ(φ¯)
)
(x)
= D
(
fa1 ◦O>σ(φ¯)
)(
O≤σ(φ¯)(x)
) · ∂sσφσ(O<σ(φ¯)(x)).
Note that we have used that f1 does not depend on sσ. From (58) we thus get that
(59) |∂sσΦ(x)| ≤ K ′ ·DΦ(x)(1− x) ≤ Kε.
Let x ∈ V and let xi = f i0 ◦ ψ(x). As in the proof of Proposition 9.8 we have
∂sσΨ(x) = ∂sσf0(xb−1) +
b−1∑
i=1
Df b−i0 (xi)∂sσf0(xi−1).
From (58) we get
|∂sσf0(xi−1)| =
∣∣D(O>σ(φ¯))(O≤σ(φ¯) ◦Q0(xi−1)) · ∂sσ(O<σ(φ¯) ◦Q0(xi−1))∣∣
≤ K|xi|.
Using the same estimate as in the proof of Proposition 9.8 this shows that
(60) |∂sσΨ(x)| ≤ K ′(1− xb) +O(bε1−1/α) = O(bε1−1/α).
We can now argue as in the proof of Proposition 9.8 to find bounds on ∂sσ? for
? ∈ {u′, v′, c′}. From Lemma 9.6 we get
∂sσu
′ =
1− u′
|U | ·
∂sσΦ(Q(p))
DΦ(Q(p))
· Df
a+1(p)
Dfa+1(p)− 1 +
u′
|U |
∂sσΦ
(
Φ−1(q)
)− ∂sσq
DΦ
(
Φ−1(q)
) ,
−∂sσv′ =
1− v′
|V | ·
∂sσΨ(Q(q))
DΨ(Q(q))
· Df
b+1(q)
Df b+1(q)− 1 +
v′
|V |
∂sσΨ
(
Ψ−1(p)
)− ∂sσp
DΨ
(
Ψ−1(p)
) ,
∂sσc
′ = c′ · ∂sσΨ
(
Q1(q)
)
Df b+1(q)− 1 + ε
′ · ∂sσΦ
(
Q0(p)
)
Dfa+1(p)− 1 .
Use that Dφ  |C|/|U |, DΨ  |C|/|V |, Dfa+1(p)  α/c′ and Df b+1(q)  α/ε′
(see the proof of Proposition 9.12) to finish the estimates for ∂sσu
′, ∂sσv
′ and ∂sσc
′.
Note that bεr → 0 for any r > 0 so it is clear from (59) and (60) that we can find
a ρ > 0 such that |∂sσΦ| < Kερ and |∂sσΨ| < Kερ.
In order to find bounds for ? ∈ {s′σ′ , t′τ ′} we argue as in the proof of Proposi-
tion 9.13. The last two terms from Lemma 9.7 are slightly different (when nonzero).
In this case they are given by
∂sσ
(
Dφσ
)
(y)
Dφσ(y)
− ∂sσ
(
Dφσ
)
(x)
Dφσ(x)
.
Using (58) we can calculate this difference. For |sσ|  1 it is close to y − x which
turns out to be negligible. All other details are exactly like the proof of Proposi-
tion 9.13.
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The estimates for ∂tτ are handled similarly. The only difference is the estimates
of the partial derivatives of Φ and Ψ. These can be determined by arguing as in
the above and the proof of Proposition 9.8 which results in
(61) |∂tτΦ(x)| ≤ Kε1−1/α and |∂tτΨ(y)| ≤ Kaε,
for x ∈ U and y ∈ V . The remaining estimates are handled identically to the
above. 
10. Invariant cone field
A standard way of showing hyperbolicity of a linear map is to find an invariant
cone field with expansion inside the cones and contraction in the complement of the
cones. In this section we show that the derivative of the renormalization operator
has an invariant cone field and that it expands these cones. However, our estimates
on the derivative are not sufficient to prove contraction in the complement of the
cones so we cannot conclude that the derivative is hyperbolic. The results in this
section are used in Section 11 to study the structure of the parameter plane and in
Section 12 to construct unstable manifolds in the limit set of renormalization.
Let
H(f¯ , κ) = {(x, y) | ‖y‖ ≤ κ‖x‖}
denote the standard horizontal κ–cone on the tangent space at f¯ . Recall that we
decompose the tangent space into a two-dimensional subspace with coordinate x
and a codimension two subspace with coordinate y. The x–coordinate corresponds
to the (u, v)–subspace in L¯. We use the max-norm so if z = (x, y) then ‖z‖ =
max{‖x‖, ‖y‖}.
Proposition 10.1. Assume f¯ ∈ K¯ ∩ L¯Ω and 1 − c+1 (Rf¯) ≥ λ for some λ ∈ (0, 1)
(not depending on f¯). Define
κ−(f¯) = K−max{ε,Dist φ¯,Dist ψ¯} and κ+(f¯) = K+min
{ |C|
|U | ,
|C|
|V |
}
.
It is possible to choose K+, K− (not depending on f¯) such that if κ ≤ κ+(f¯), then
DRf¯
(
H(f¯ , κ)
) ⊂ H(Rf¯ , κ−(Rf¯)) ,
for b0 large enough. In particular, the cone field f¯ 7→ H(f¯ , 1) is mapped strictly
into itself by DR.
Remark 10.2. Note that as b0 increases, κ
− ↓ 0 and κ+ ↑ ∞. Thus a fatter and
fatter cone is mapped into a thinner and thinner cone. In particular, the invariant
subspaces inside the thin cone and the complement of the fat cone eventually line
up with the coordinate axes.
Proof. Assume ‖y‖ ≤ κ‖x‖. Let z′ = Mz, where M = DRf¯ as in (41), z′ = (x′, y′)
and z = (x, y). Then
‖x′‖
‖y′‖ ≥
∣∣‖M1x‖ − ‖M2‖‖y‖∣∣
‖M3x‖+ ‖M4‖‖y‖ ≥
∣∣‖M1 x‖x‖‖ − κ‖M2‖∣∣
‖M3 x‖x‖‖+ κ‖M4‖
.
We are interested in a lower bound on ‖x′‖/‖y′‖ so this shows that we need to
minimize
g(x) =
∣∣‖M1x‖ − κ‖M2‖∣∣
‖M3x‖+ κ‖M4‖ ,
ON THE HYPERBOLICITY OF LORENZ RENORMALIZATION 49
subject to the constraint ‖x‖ = max{|x1|, |x2|} = 1. We can write M1 on the form
M1 =
(
m11
|U | −m12|V |
−m21|U | m22|V |
)
,
where the entries mij are positive, bounded, and mii ≥ 1, by Proposition 9.8.
Furthermore, by Theorem 9.2 we know that
‖M3x‖ ≤ Kρ′
( |x1|
|U | +
|x2|
|V |
)
.
Hence, if |x1| = 1, then
g(x) ≥
max
{∣∣m11|U | − m12x2|V | ∣∣, ∣∣m21|U | − m22x2|V | ∣∣}− κ‖M2‖
Kρ′
(
1
|U | +
|x2|
|V |
)
+ κ‖M4‖
= g1(x2)
and if |x2| = 1, then
g(x) ≥
max
{∣∣m11x1|U | − m12|V | ∣∣, ∣∣m21x1|U | − m22|V | ∣∣}− κ‖M2‖
Kρ′
(
|x1|
|U | +
1
|V |
)
+ κ‖M4‖
= g2(x1)
Thus we are interested in minimizing gi(t) for i = 1, 2 and t ∈ [0, 1] (note that
gi(−t) ≥ gi(t) for t ∈ [0, 1] so we do not need to consider negative t).
The maps gi are piecewise Mo¨bius maps (which are also nonsingular); in par-
ticular, they are piecewise monotone so any minimum is assumed at 0, 1, or at a
boundary of monotonicity. A boundary of monotonicity can only occur when the
two terms inside the max term in the numerator are equal. By solving the equations
m11
|U | −
m12t
|V | = ±
(
m21
|U | −
m22t
|V |
)
we see that g1 has (at most) two points, t− and t+, where it is not monotone on
any neighborhood. These points are
t− =
|V |
|U |
m11 −m21
m12 −m22 and t+ =
|V |
|U |
m11 +m21
m12 +m22
.
From similar considerations we see that g2 has (at most) two points where it is not
monotone on any neighborhood, namely t−1− and t
−1
+ . Note that we say “at most”
here since we do not know if t± ∈ [0, 1] or if t−1± ∈ [0, 1], nor will it turn out to
matter.
Thus, to minimize g(x) we only have to find the minimum of g1(0), g2(0), g1(1) =
g2(1), g1(t±) and g2(t−1± ). We will calculate these values one at a time.
Consider g1(0) first. From Theorem 9.2 we get that
11
‖M2‖ ≤ K1/|C| and ‖M4‖ ≤ K2ρ′/|C|,
and hence
g1(0) =
max{m11,m21} − κ‖M2‖|U |
Kρ′ + κ‖M4‖|U | ≥
1− κK1|U |/|C|
Kρ′ + κK2ρ′|U |/|C| .
11This is the only place where the condition on c+1 (Rf) is used. It is necessary to get the ρ′
term in the bound on ‖M4‖.
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In the inequality we used the fact that m11 ≥ 1. Hence
(62) κ ≤ |C|
2K1|U | =⇒ g1(0) ≥
1
ρ′ (2K +K2/K1)
.
Consider g2(0):
g2(0) =
max{m12,m22} − κ‖M2‖|V |
Kρ′ + κ‖M4‖|V | ≥
1− κK1|V |/|C|
Kρ′ + κK2ρ′|V |/|C| .
In the inequality we used Theorem 9.2 and the fact that m22 ≥ 1. Hence
(63) κ ≤ |C|
2K1|V | =⇒ g2(0) ≥
1
ρ′ (2K +K2/K1)
.
Consider g1(t±):
g1(t±) =
∣∣m11 −m12m11±m21m12±m22 ∣∣− κ‖M2‖|U |
Kρ′
(
1 +
∣∣m11±m21
m12±m22
∣∣)+ κ‖M4‖|U |
=
|m11m22 −m12m21| − κ‖M2‖|U ||m12 ±m22|
Kρ′ (|m11 ±m21|+ |m12 ±m22|) + κ‖M4‖|U ||m11 ±m21| .
There exists ν such that
∑
mij ≤ ν and by Corollary 9.10 there exists µ > 0 such
that m11m22 −m12m21 ≥ µ, so
g1(t±) ≥ µ− κνK1|U |/|C|
Kρ′ν + κνK2ρ′|U |/|C| ,
where we once again have used Theorem 9.2. Hence
(64) κ ≤ µ|C|
2K1ν|U | =⇒ g1(t±) ≥
1
ρ′
(
2Kν
µ +
K2
K1
) .
An almost identical calculation for g2(t
−1
± ) results in:
(65) κ ≤ µ|C|
2K1ν|V | =⇒ g2(t
−1
± ) ≥
1
ρ′
(
2Kν
µ +
K2
K1
) .
Finally, consider g1(1):
g1(1) =
max
{∣∣m11|U | − m12|V | ∣∣, ∣∣m21|U | − m22|V | ∣∣}− κ‖M2‖
Kρ′
(
1
|U | +
1
|V |
)
+ κ‖M4‖
.
We need to minimize the numerator, so introduce a variable s and assume that
m11
|U | = s
m12
|V | , s ∈ R.
Let H(s) = max{h1(s), h2(s)}, where
h1(s) =
∣∣∣∣m11|U | − m12|V |
∣∣∣∣ = m12|V | |s− 1|,
h2(s) =
∣∣∣∣m21|U | − m22|V |
∣∣∣∣ = 1|V | ∣∣∣m12m21m11 s−m22
∣∣∣.
The equation H(s) = 0 has two solutions: s1 = 1 and s2 = m11m22/(m12m21).
Note that hi is decreasing to the left of si and increasing to the right of si, for
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i = 1, 2. Also, s1 < s2 by Corollary 9.10 so H(s) assumes its minimum at s?, where
s? is defined by h1(s?) = h2(s?) and s1 < s? < s2. Solving this equation gives
s? =
m11(m12 +m22)
m12(m11 +m21)
.
Thus
minH(s) = H(s?) =
m11m22 −m12m21
|V |(m11 +m21) .
Note that we can also write h1(s) = m11|1− s−1|/|U | and thus
minH(s) = h1(s?) =
m11m22 −m12m21
|U |(m12 +m22) ,
which shows that
H(s) ≥ µ
ν
max{|U |−1, |V |−1}.
Putting all of this together, we arrive at
g1(1) ≥
µ
ν max{|U |−1, |V |−1} − κK1/|C|
Kρ′2 max{|U |−1, |V |−1}+ κρ′K2/|C| .
Hence
(66) κ ≤ µ|C|max{|U |
−1, |V |−1}
2νK1
=⇒ g1(1) ≥ 1
ρ′
(
4νK
µ +
K2
K1
) .
From (62), (63), (64), (65) and (66) we get that, if ‖y‖ ≤ κ‖x‖ and
κ ≤ min{1, µ/ν}
2K1
min
{ |C|
|U | ,
|C|
|V |
}
,
then
‖y′‖ ≤ ‖x′‖ρ′(2K max{1, 2ν/µ}+K2/K1). 
Proposition 10.3. Let f¯ ∈ K¯ ∩ L¯Ω and 1− c+1 (Rf¯) ≥ λ for some λ ∈ (0, 1) (not
depending on f¯). Then DR is strongly expanding on the cone field f¯ 7→ H(f¯ , 1).
Specifically, there exists k > 0 (not depending on f¯) such that
‖DRf¯z‖ ≥ k ·min{|U |−1, |V |−1} · ‖z‖, ∀z ∈ H(f¯ , 1) \ {0}.
Proof. Use Corollary 9.11 to get
‖Mz‖ ≥ ‖M1x+M2y‖ ≥
∣∣k ·min{|U |−1, |V |−1} − ‖M2‖∣∣ · ‖x‖.
Now use the fact that ‖z‖ = ‖x‖ for z ∈ H(f¯ , 1) to finish the proof. 
11. Archipelagos in the parameter plane
The term archipelago was introduced by Martens and de Melo [2001] to describe
the structure of the domains of renormalizability in the parameter plane for families
of Lorenz maps. In this section we show how the information we have on the
derivative of the renormalization operator can be used to prove that the structure
of archipelagos must be very rigid.
Fix c∗, φ∗, ψ∗ and let F : [0, 1]2 → L denote the associated family of Lorenz
maps
(u, v) = λ 7→ Fλ = (u, v, c∗, φ∗, ψ∗).
We will assume that Fλ ∈ K ∩ LSΩ (see Definition 4.1) and that b0 has been fixed
(and is large enough).
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Definition 11.1. An archipelago Aω ⊂ [0, 1]2 of type ω ∈ Ω is the set of λ such
that Fλ is ω–renormalizable. An island of Aω is a connected component of the
interior of Aω.
For the family λ 7→ Fλ we have the following very strong structure theorem for
archipelagos [this should be contrasted with Martens and de Melo, 2001]. Note that
c∗, φ∗ and ψ∗ are arbitrary, so the results in this section holds for any family such
that Fλ ∈ K ∩ LSΩ.
Theorem 11.2. For every ω ∈ Ω there exists a unique island I such that the
archipelago Aω equals the closure of I. Furthermore, I is diffeomorphic to a square.
Remark 11.3. This theorem shows that the structure of Aω is very rigid. Note that
the structure of archipelagos is much more complicated in general. There may be
multiple islands, islands need not be square, there may be isolated points, etc.
Theorem 11.4. For every ω¯ ∈ ΩN there exists a unique λ such that Fλ has com-
binatorial type ω¯. The set of all such λ is a Cantor set.
The family Fλ is monotone, by which we mean that u 7→ F(u,v)(x) is strictly
increasing for x ∈ (0, c∗), and v 7→ F(u,v)(x) is strictly decreasing for x ∈ (c∗, 1).
As a consequence, if we let
M+(u,v) = {(x, y) | x ≥ u, y ≤ v} and M−(u,v) = {(x, y) | x ≤ u, y ≥ v},
then
µ ∈M+λ =⇒ Fµ(x) > Fλ(x) and µ ∈M−λ =⇒ Fµ(x) < Fλ(x),
for all x ∈ (0, 1) \ {c}. In other words, deformations in M+λ moves both branches
up, deformations in M−λ moves both branches down. This simple observation is
key to analyzing the structure of archipelagos.
Definition 11.5. Let piS : R3 → R2 be the projection which takes the rectangle
[c, 1]× [1− c, 1]× {c} onto S = [1/2, 1]2
piS(x, y, c) =
(
1− 1− x
2(1− c) , 1−
1− y
2c
)
,
and let H be the map which takes (u, v, c, φ, ψ) to the height of its branches (c is
kept around because piS needs it)
H(u, v, c, φ, ψ) = (φ(u), 1− ψ(1− v), c).
Now define R : Aω → S by
R(λ) = piS ◦H ◦ R(Fλ).
Remark 11.6. The action of R can be understood by looking at Figure 8. The
boundary of an island I is mapped into the boundary of the wedgeW by the mapH◦
R. The four boundary pieces of the wedge correspond to when the renormalization
has at least one full or trivial branch. Note that the image of ∂I in ∂W will not
in general lie in a plane, instead it will be bent around somewhat. For this reason
we project down to the square S via the projection piS . This gives us the final
operator R : Aω → S.
Proposition 11.7. Let I ⊂ Aω be an island. Then R is an orientation-preserving
diffeomorphism that takes the closure of I onto S.
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(c∗, 1− c∗, c∗)
H ◦ R ◦G
c
c−1
1− c+1
W
Figure 8. Illustration of the action of R on the family Fλ. The
dark gray island is mapped onto a set which is wrapped around
the wedge W . That is, the boundary of the island is mapped
into the boundary of W with nonzero degree. Note that in this
illustration we project the image of R to R3 via the map H. The
maps H and G convert between critical values (c−1 , c
+
1 ) and (u, v)–
parameters. Explicitly G(c−1 , 1 − c+1 , c∗) = (φ−1∗ (c−1 ), 1 −
ψ−1∗ (c
+
1 ), c∗, φ∗, ψ∗).
Remark 11.8. This already shows that the structure of archipelagos is very rigid.
First of all every island is full, but there are also exactly one of each type of
extremal points, and exactly one of each type of vertex. In other words, there
are no degenerate islands of any type! Extremal points and vertices are defined in
Martens and de Melo [2001], see also the caption of Figure 9.
Proof. By definition R maps I into S and ∂I into ∂S. We claim that DRλ is
orientation-preserving for every λ ∈ cl I.12 Assume that the claim holds (we will
prove this soon).
We contend that R maps cl I onto S. If not, then R(∂I) must be strictly con-
tained in ∂S, since the boundaries are homeomorphic to the circle and R is con-
tinuous. But then DRλ must be singular for some λ ∈ ∂I which contradicts the
claim.
Hence R : cl I → S maps a simply connected domain onto a simply connected
domain, and DR is a local isomorphism. Thus R is in fact a diffeomorphism.
We now prove the claim. A computation gives
DpiS(x, y, c) =
(
(2(1− c))−1 0 ?
0 (2c)−1 ?
)
,
and
DH(u,v,c,φ,ψ) =
φ′(u) 0 . . .0 ψ′(1− v) . . .
? ? . . .
 .
The top-left 2 × 2 matrix is orientation-preserving in both cases and the same is
true for DR by Corollary 9.10. Thus DRλ is orientation-preserving. 
12The notation DRλ is used to denote the derivative of R at the point λ.
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(φ−1∗ (c∗), 1− ψ−1∗ (c∗))
(1, 1)
λ1
λ2
λ3
λ4
RFλ1
RFλ2
RFλ3
RFλ4
Figure 9. Illustration of a full island for the family Fλ. The
boundary corresponds to when at least one branch of the renor-
malization RFλ is either full or trivial. The top right and bottom
left corners are extremal points; the top left and bottom right cor-
ners are vertices.
Lemma 11.9. Assume fm(c−1 ) = c = f
n(c+1 ) for some m,n > 0. Let (l, c)
and (c, r) be branches of fm and fn, respectively. Then fm(l) ≤ l and fn(r) ≥ r.
In particular, f is renormalizable to a map with trivial branches.
Proof. In order to reach a contradiction we assume that fm(l) > l. Then f im(l) ↑ x
for some point x ∈ (l, c] as i → ∞, since fm(c−1 ) = c. Since l is the left endpoint
of a branch there exists t such that f t(l) = c+1 . Hence f
m−t(c+1 ) = l so the orbit of
c+1 contains the orbit of l. But the orbit of c
+
1 was periodic by assumption which
contradicts f im(l) ↑ x. Hence fm(l) ≤ l.
Now repeat this argument for r to complete the proof. 
Definition 11.10. Define
γ−triv =
{
λ ∈ [0, 1]2 ∣∣ F a+1λ (c−∗ ) = c∗ and F iλ(c−∗ ) > c∗, i = 1, . . . , a},
γ+triv =
{
λ ∈ [0, 1]2 ∣∣ F b+1λ (c+∗ ) = c∗ and F iλ(c+∗ ) < c∗, i = 1, . . . , b}.
(The notation here is g(c−∗ ) = limx↑c∗ g(x) and g(c
+
∗ ) = limx↓c∗ g(x).)
Lemma 11.11. The set γ−triv is the image of a curve v 7→ (g(v), v). The map g is
differentiable and takes [1− ψ−1∗ (c∗), 1] into [φ−1∗ (c∗), 1).
Similarly, γ+triv is the image of a curve u 7→ (u, h(u)) where h is differentiable
and takes [φ−1∗ (c∗), 1] into [1− ψ−1∗ (c∗), 1).
Proof. Define
g(v) = φ−1∗ ◦ (ψ∗ ◦Q1)−a(c∗) and h(u) = 1− ψ−1∗ ◦ (φ∗ ◦Q0)−b(c∗).
Note that Q1 depends on v and Q0 depends on u so g and h are well-defined maps.
It can now be checked that these maps define γ−triv and γ
+
triv. 
Lemma 11.12. Assume that γ−triv crosses γ
+
triv and let λ ∈ γ−triv ∩ γ+triv. Then the
crossing is transversal and there exists ρ > 0 such that if r < ρ, then the complement
of γ−triv ∪ γ+triv inside the ball Br(λ) consists of four components and exactly one of
these components is contained in the archipelago Aω.
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(1, 1)
λ
µ
E
γ−triv
γ+triv
Figure 10. Illustration of the proof of Theorem 11.2. Both λ
and µ must be in the boundary of islands, which lie inside the
shaded areas. These two islands have opposite orientation which
is impossible.
Proof. To begin with assume that the crossing is transversal so that the complement
of γ−triv∪γ+triv in Br(λ) automatically consists of four components for r small enough.
Note that γ−triv ∪ γ+triv does not intersect M+λ ∪M−λ \ {λ}. Hence, precisely one
component will have a boundary point µ ∈ γ−triv such that γ+triv intersects M+µ .
Denote this component by N . Note that if we move from µ inside N ∩M+µ then
the left critical value of the return map moves above the diagonal. If we move in
N ∩M+µ from a point in γ+triv then the right critical value of the return map moves
below the diagonal.
By Lemma 11.9 Fλ is renormalizable and moreover the periodic points pλ and qλ
that define the return interval of Fλ are hyperbolic repelling by the minimum prin-
ciple. Hence, if we deform Fλ into N it will still be renormalizable since N consists
of µ such that F a+1µ (c
−) is above the diagonal and F b+1µ (c
+) is below the diagonal.
By choosing r small enough all of N will be contained in Aω.
Note that if we deform into any other component (other than N) then at least
one of the critical values of the return map will be on the wrong side of the diagonal
and hence the corresponding map is not renormalizable. Thus only the component
N intersects Aω.
Now assume that the crossing is not transversal. Then we may pick λ in the
intersection γ−triv ∩ γ+triv so that it is on the boundary of an island (by the above
argument). But then λ must be at a transversal intersection since islands are square
by Proposition 11.7 and the curves γ−triv and γ
+
triv are differentiable. Hence every
crossing is transversal. 
Proof of Theorem 11.2. From Proposition 11.7 we know that every island must
contain an extremal point which renormalizes to a map with only trivial branches,
and hence every island must be adjacent to a crossing between the curves γ−triv
and γ+triv. We claim that there can be only one such crossing and hence uniqueness
of islands follows. Note that there is always at least one island by Proposition 6.6.
By Lemma 11.11 γ−triv and γ
+
triv terminate in the upper and right boundary of
[0, 1]2, respectively. Let λ be the crossing nearest the points of termination in these
boundaries. Let E be the component in the complement of γ−triv ∪ γ+triv in [0, 1]2
that contains the point (1, 1). The geometrical configuration of γ−triv and γ
+
triv is
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such that E must contain the piece of Aω adjacent to λ as in Lemma 11.12. To see
this use the fact that deformations in the cones M+λ moves both branches of Fλ up.
In order to reach a contradiction assume that there exists another crossing µ
between γ−triv and γ
+
triv (see Figure 10). By Lemma 11.12 there is an island attached
to this crossing but the configuration of γ−triv and γ
+
triv at µ is such that this island
is oriented opposite to the island inside E. But R is orientation-preserving so both
islands must be oriented the same way and hence we reach a contradiction. The
conclusion is that there can be no more than one crossing between γ−triv and γ
+
triv
as claimed.
Finally, the entire archipelago equals the closure of the island since the derivative
of R is nonsingular at every point in the archipelago. Hence every point in the
archipelago must either be contained in an island or on the boundary of an island.

Proof of Theorem 11.4. By Theorem 11.2 there exists a unique sequence of nested
squares13
I1 ⊃ I2 ⊃ I3 ⊃ · · ·
such that λ ∈ Ik implies that Fλ is renormalizable of type (ω0, . . . , ωk−1).
Let F : [0, 1]2 → L be the map λ 7→ Fλ, let p : L → [0, 1]2 be the projection
(u, v, c, φ, ψ) 7→ (u, v), and let Gk : Ik → [0, 1]2 be defined by Gk = p ◦ Rk ◦ F .
The set of tangent vectors v to F (Ik) are all horizontal, so the image of v under
DR is in a horizontal cone with a very small angle by Proposition 10.1. This
cone is invariant under DR by the same proposition and furthermore it is strongly
expanded by Proposition 10.3.14 Proposition 4.5 shows that K is relatively compact
so there are uniform bounds on |U | and |V | and hence Proposition 10.3 shows that
there exists µ > 1 such that
‖DGk‖ ≥ µk.
By construction Gk(Ik) ⊂ [0, 1]2 so the image is bounded, which together with the
lower bound on ‖DGk‖ shows that the diameter of Ik shrinks at an exponential rate.
In particular
⋂
Ik is a point. That the union of all such points is a Cantor set is a
standard argument (using that each type ω¯ ∈ ΩN has a unique associated sequence
of squares {Ik} and that each such sequence shrinks at a uniform exponential rate).

12. Unstable manifolds
The norm used on the tangent space does not give good enough estimates to see a
contracting subspace so we cannot quite prove that the limit set of R is hyperbolic.
However, these estimates did give an expanding invariant cone field and in this
section we will show how this gives us unstable manifolds at each point of the limit
set.
Instead of trying to appeal to the stable and unstable manifold theorem for
dominated splittings to get local unstable manifolds we directly construct global
unstable manifolds by using all the information we have about the renormalization
operator and its derivative. This is done by defining a graph transform and showing
13By a square we mean any set diffeomorphic to the unit square.
14Note that L can be embedded in L¯ by sending φ and ψ to singleton decompositions, which is
how we can apply the propositions from Section 10 even though they are stated for decomposed
Lorenz maps.
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that it contracts some suitable metric similarly to the Hadamard proof of the stable
and unstable manifold theorem. We are only able to show that the resulting graphs
are C1 since we do not have hyperbolicity. Our proof is an adaptation of the proof
of Theorem 6.2.8 in Katok and Hasselblatt [1995].
Definition 12.1. Let AΩ be as in Definition 8.9 and define the limit set of renor-
malization for types in Ω by
ΛΩ = AΩ ∩ L¯ΩN .
Remark 12.2. Here L¯ΩN denotes the set of infinitely renormalizable maps with
combinatorial type in ΩN and AΩ can intuitively be thought of as the attractor for
R. The set Ω is the same as in Section 4, as always.
Note that by Proposition 8.11
ΛΩ ⊂ [0, 1]2 × (0, 1)× Q¯2,
where Q¯ denotes the set of pure decompositions, see Definition 7.14.
Theorem 12.3. For every f¯ = (u, v, c, φ¯, ψ¯) ∈ ΛΩ there exists a unique global
unstable manifold Wu(f¯). The unstable manifold is a graph
Wu(f¯) = {(ξ, σ(ξ)) | ξ ∈ I},
where σ : I → (0, 1)×Q¯2 is κ–Lipschitz for some κ 1 (not depending on f¯). The
domain I ⊂ R2 is essentially given by
pi
(R(L¯ω) ∩ ([0, 1]2 × {c} × {φ¯} × {ψ¯})) ,
where pi is the projection onto the (u, v)–plane, and ω is defined by f¯ being in the
image R(L¯ω). Additionally, Wu is C1.
Remark 12.4. Note that in stark contrast to the situation in the ‘regular’ stable
and unstable manifold theorem we get global unstable manifolds which are graphs
and that these are almost completely straight due to the Lipschitz constant being
very small. The statement about the domain I is basically that I is “as large as
possible.” This will be elaborated on in the proof.
Another thing to note is that we cannot say anything about the uniqueness of
f¯ ∈ ΛΩ for a given combinatorics. That is, given
ω¯ = (. . . , ω−1, ω0, ω1, . . . )
we cannot prove that there exists a unique f¯ ∈ ΛΩ realizing this combinatorics.
Instead we see a foliation of the set of maps with type ω¯ by unstable manifolds. If
we had a hyperbolic structure on ΛΩ this problem would go away.
Theorem 12.5. Let f¯ ∈ ΛΩ and let ω¯ ∈ ΩN. Then Wu(f¯) intersects the set of
infinitely renormalizable maps of combinatorial type ω¯ in a unique point, and the
union of all such points over ω¯ ∈ ΩN is a Cantor set.
Proof. Theorem 12.3 shows that the unstable manifolds are straight (see the above
remark) and hence Lemma 12.6 enables us to apply the same arguments as in
Theorem 11.4. 
Lemma 12.6. There exists κ close to 1 such that if γ : [0, 1]2 → (0, 1) × Q¯2 is
κ–Lipschitz and graph γ ⊂ K¯, then L¯ω ∩ graph γ is diffeomorphic to a square, for
every ω ∈ Ω.
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Proof. By Theorem 11.2 the set L¯ω ∩K¯ is a tube for every ω ∈ Ω (by tube we mean
that the set is diffeomorphic to [0, 1]2 ×X for some set X). Take a tangent vector
at a point in ∂(RL¯ω) ∩ K¯. Such a tangent will lie in the complement of a cone
Hκ = {‖y‖ ≤ κ‖x‖} for κ < 1 close to 1, since the projection of the image of a
tube to the (u, v, c)–subspace will look like a slightly deformed cut-off part of the
wedge in Figure 8 and the maximum angle of a tangent vector in the boundary of
the wedge is exactly 1. By Proposition 10.1, DR−1 maps the complement of Hκ
into itself and hence every tube “lies in the complement of Hκ”. That is, a tangent
vector at a point in the boundary of a tube lies in the complement of Hκ, so the
tubes cut the (u, v)–plane at an angle which is smaller than 1/κ.
Now if we choose κ as above, then the graph of γ will also intersect every tube
on an angle. Hence the intersection is diffeomorphic to a square. The main point
here is that with κ chosen properly, γ cannot ‘fold over’ a tube and in such a way
create an intersection which is not simply connected. 
Proof of Theorem 12.3. The proof is divided into three steps: (1) definition of the
graph transform Γ, (2) showing that Γ is a contraction, (3) proof of C1–smoothness
of the unstable manifold.
Step 1. From Lemma 4.7 we know that the parameters u and v for any map in
K¯ are uniformly close to 1 so there exists µ 1 such that if we define the ‘block’
B¯ = [1− µ, 1]2 × (0, 1)× Q¯2 ∩ K¯,
then L¯Ω ∩ K¯ ⊂ B¯, 1 − µ > φ−1(c) and µ > ψ−1(c) for all (u, v, c, φ, ψ) ∈ O(B¯).
In other words, the block B¯ is defined so that it contains all maps in K¯ which are
renormalizable of type in Ω and the square [1−µ, 1]2 is contained in the projection
of the image R(L¯Ω ∩ K¯) onto the (u, v)–plane.
Fix f¯0 ∈ ΛΩ and κ ∈ (κ−, 1), where κ− is the supremum of κ−(f¯) defined in
Proposition 10.1 and κ is small enough so that Lemma 12.6 applies. Associated
with f¯0 are two bi-infinite sequences {ωi}i∈Z and {f¯i}i∈Z such that Rωi f¯i = f¯i+1
for all i ∈ Z. Now define Gi, the “unstable graphs centered on f¯i,” as the set
of κ–Lipschitz maps γi : [1 − µ, 1]2 → (0, 1) × Q¯2 such that graph γi ⊂ B¯ and
γi(ξi) = (ci, φ¯i, ψ¯i), where f¯i = (ξi, ci, φ¯i, ψ¯i).
Let G = ∏i Gi. We will now define a metric on G. Let
di(γi, θi) = sup
ξ∈[1−µ,1]2
|γi(ξ)− θi(ξ)|
|ξ − ξi| , γi, θi ∈ Gi,
and define
d(γ, θ) = sup
i∈Z
di(γi, θi), γ, θ ∈ G.
This metric turns (G, d) into a complete metric space. Note that it is not enough
to simply use a C0–metric since we do not have a contracting subspace of DR. The
denominator in the definition of di is thus necessary to turn the graph transform
into a contraction.
We can now define the graph transform Γ : G → G for f¯0. Let γi ∈ Gi and define
Γi(γi) to be the γ
′
i+1 ∈ Gi+1 such that
graph γ′i+1 = Rωi(graph γi ∩ L¯ωi) ∩ B¯.
Let us discuss why this is a well-defined map Γi : Gi → Gi+1. Lemma 12.6 shows
that Rωi(graph γi ∩ L¯ωi) is the graph of some map I ⊂ R2 → (0, 1)× Q¯2, where I
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is simply connected. That I ⊃ [1 − µ, 1]2 is a consequence of how B¯ was chosen.
Finally, this map is κ–Lipschitz by Proposition 10.1.
Actually, we have cheated a little bit here since Proposition 10.1 is stated for
maps satisfying the extra condition
1− c+1 (Rf) ≥ λ,
for some λ ∈ (0, 1) not depending on f¯ ∈ ΛΩ. In defining the graph transform
we should intersect L¯ωi with the set defined by this condition before mapping it
forward by Rωi . Otherwise we do not have enough information to deduce that the
entire image is κ–Lipschitz as well. However, this problem is artificial. We are free
to choose the constant λ as close to 0 as we like and we would still get the invariant
cone field (although b0 may need to be increased). All this means is that domain I
of the theorem is slightly smaller than it should be (we have to cut out a small part
of the graph where v is very close to 0 but v is still allowed to range all the way up
to 1 so this amounts to a very small part of the domain). This is one reason why
we say that “I is essentially given by . . . ” in the statement of the theorem. The
other reason is that the intersection with R(L¯ω) should be taken with a surface
with a small angle and not a surface which is parallel to the (u, v)–plane.
The graph transform is now defined by
Γ(γ) =
{
Γi(γi)
}
i∈Z, γ = {γi}i∈Z ∈ G.
We claim that Γ is a contraction on (G, d) and hence the contraction mapping
theorem implies that Γ has a unique fixed point γ∗ ∈ G. The global unstable
manifolds along {f¯i} are then given by
Wu(f¯i+1) = graph Γi(γ∗i ), ∀i ∈ Z.
In particular, this proves existence and uniqueness of the global unstable manifold
at f¯0. That these are the global unstable manifolds is a consequence of L¯Ω∩K¯ ⊂ B¯.
Furthermore, the Lipschitz constant for these graphs is much smaller than 1 since
we can pick κ close to κ−. Again, we are cheating a little bit here since we have to
cut out a small part of the domain of the graph as discussed above.
Step 2. We now prove that Γ is a contraction. The focus will be on Γi for
now and to avoid clutter we will drop subscripts on elements of Gi and Gi+1. Pick
γ, θ ∈ Gi and let γ′ = Γi(γ) and θ′ = Γi(θ). Note that γ′, θ′ ∈ Gi+1.
We write
Rf¯ = (A(ξ, η), B(ξ, η)),
where f¯ = (ξ, η), ξ ∈ R2 and A(ξ, η) ∈ R2. Let Aγ(ξ) = A(ξ, γ(ξ)) and similarly
Bγ(ξ) = B(ξ, γ(ξ)). With this notation the action of Γi is given by(
ξ, γ(ξ)
) 7→ (Aγ(ξ), Bγ(ξ)) = (ξ′, γ′(ξ′)).
Hence
di+1(γ
′, θ′) = sup
ξ′
‖γ′(ξ′)− θ′(ξ′)‖
‖ξ′ − ξi+1‖ = supAγ(ξ)
‖γ′ ◦Aγ(ξ)− θ′ ◦Aγ(ξ)‖
‖Aγ(ξ)−Aγ(ξi)‖ .
Recall that the notation here is (ξi, γ(ξi)) = f¯i and (ξi+1, γ
′(ξi+1)) = f¯i+1.
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The last numerator can be estimated by
‖γ′ ◦Aγ(ξ)− θ′ ◦Aγ(ξ)‖
≤ ‖γ′ ◦Aγ(ξ)− θ′ ◦Aθ(ξ)‖+ ‖θ′ ◦Aγ(ξ)− θ′ ◦Aθ(ξ)‖
≤ ‖Bγ(ξ)−Bθ(ξ)‖+ κ‖Aγ(ξ)−Aθ(ξ)‖
≤ (‖M4‖+ κ‖M2‖) ‖γ(ξ)− θ(ξ)‖.
The denominator can bounded by Proposition 10.3
‖Aγ(ξ)−Aγ(ξi)‖ ≥ k ·min{|U |−1, |V |−1} · ‖ξ − ξi‖.
Thus
di+1(γ
′, θ′) ≤ (‖M4‖+ κ‖M2‖)
k ·min{|U |−1, |V |−1}di(γ, θ) = νdi(γ, θ).
Theorem 9.2 shows that ν  1 uniformly in the index i. Hence Γ is a (very strong)
contraction.
Step 3. Going from Lipschitz to C1 smoothness of the unstable manifold is a
standard argument. See for example Katok and Hasselblatt [1995, Chapter 6.2]. 
Appendix A. A fixed point theorem
The following theorem is an adaptation of Granas and Dugundji [2003, Theo-
rem 4.7].
Theorem A.1. Let X ⊂ Y where X is closed and Y is a normal topological space.
If f : X → Y is homotopic to a map g : X → Y with the property that every
extension of g|∂X to X has a fixed point in X, and if the homotopy ht has no fixed
point on ∂X for every t ∈ [0, 1], then f has a fixed point in X.
Remark A.2. Note that the statement is such that X must have nonempty interior.
This follows from the assumption that g has a fixed point (since it is an extension
of g|∂X) but the requirement on the homotopy implies that g has no fixed point
on ∂X.
Proof. Let Ft be the set of fixed points of ht and let F =
⋃
Ft. Since g must have
a fixed point F is nonempty. Since ht has no fixed points on ∂X for every t, F and
∂X are disjoint.
We claim that F is closed. To see this, let {xn ∈ F} be a convergent sequence,
let x = limxn. Note that x ∈ X since F ⊂ X and X is closed. By definition
there exists tn ∈ [0, 1] such that xn = h(xn, tn). Pick a convergent subsequence
tnk → t. Since xn is convergent h(xnk , tnk) = xnk → x, but at the same time
h(xnk , tnk)→ h(x, t) since h is continuous. Hence h(x, t) = x, that is x ∈ F which
proves the claim.
Since Y is normal and ∂X and F are disjoint closed sets there exists a map
λ : X → [0, 1] such that λ|F = 0 and λ|∂X = 1. Define g¯(x) = h(x;λ(x)).
Then g¯ is an extension of g|∂X since if x ∈ ∂X, then g¯(x) = h(x, 1) = g(x).
Hence g¯ has a fixed point p ∈ X. However, p must also be a fixed point of f since
p = g¯(p) = h(p, λ(p)) so that p ∈ F and consequently p = g¯(p) = h(p, 0) = f(p). 
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Appendix B. The nonlinearity operator
In this appendix we collect some results on the nonlinearity operator. The
proofs are either simple calculations or can be found for example in the appen-
dix of [Martens, 1998].
Definition B.1. Let Ck(A;B) denote the set of k times continuously differentiable
maps f : A → B and let Dk(A;B) ⊂ Ck(A;B) denote the subset of orientation-
preserving homeomorphisms whose inverse lie in Ck(B;A).
As a notational convenience we write Ck(A) instead of Ck(A;A), and Ck instead
of Ck(A;B) if there is no need to specify A and B (and similarly for Dk).
Definition B.2. The nonlinearity operator N : D2(A;B) → C0(A;R) is defined
by
(67) Nφ = D logDφ.
We say that Nφ is the nonlinearity of φ.
Remark B.3. Note that
Nφ =
D2φ
Dφ
.
Definition B.4. The distortion of φ ∈ D1(A;B) is defined by
Distφ = sup
x,y∈A
log
Dφ(x)
Dφ(y)
.
Remark B.5. We think of the nonlinearity of φ ∈ D2(A;B) as the density for the
distortion of φ. To understand this remark, let dµ = Nφ(t)dt. Assuming Nφ is a
positive function, then µ is a measure and
Distφ =
∫
A
dµ,
since by (67) ∫ y
x
Nφ(t)dt = log
Dφ(y)
Dφ(x)
.
If Nφ is negative, then −Nφ(t) is a density. The only problem with the interpreta-
tion of Nφ as a density occurs when it changes sign. Intuitively speaking, we can
still think of the nonlinearity as a local density of the distortion (away from the
zeros of Nφ).
Note that Nφ does not change sign in the important special case of φ being a
pure map (i.e. a restriction of xα). So the (absolute value of the) nonlinearity is
the density for the distortion of pure maps.
Lemma B.6. The kernel of N : D2(A;B) → C0(A;R) equals the orientation-
preserving affine map that takes A onto B.
Lemma B.7. The nonlinearity operator N : D2(A;B) → C0(A;R) is a bijection.
In the specific case of A = B = [0, 1] the inverse is given by
(68) N−1f(x) =
∫ x
0
exp{∫ s
0
f(t)dt}ds∫ 1
0
exp{∫ s
0
f(t)dt}ds
.
Lemma B.8 (The chain rule for the nonlinearity operator). If φ, ψ ∈ D2 then
(69) N(ψ ◦ φ) = Nψ ◦ φ ·Dφ+Nφ.
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Definition B.9. We turn D2(A;B) into a Banach space by inducing the usual
linear structure and uniform norm of C0(A;R) via the nonlinearity operator. That
is, we define
αφ+ βψ = N−1 (αNφ+ βNψ) ,(70)
‖φ‖ = sup
t∈A
|Nφ(t)|,(71)
for φ, ψ ∈ D2(A;B) and α, β ∈ R.
Lemma B.10. If φ ∈ D2(A;B) then
e−|y−x|·‖φ‖ ≤ Dφ(y)
Dφ(x)
≤ e|y−x|·‖φ‖,(72)
|B|
|A| · e
−‖φ‖ ≤ Dφ(x) ≤ |B||A| · e
‖φ‖,(73)
|D2φ(x)| ≤ |B||A| · ‖φ‖ · e
‖φ‖,(74)
for all x, y ∈ A.
Lemma B.11. If φ, ψ ∈ D2(A;B) then
|φ(x)− ψ(x)| ≤ (e2‖φ−ψ‖ − 1) ·min{φ(x), 1− φ(x)},(75)
e−‖φ−ψ‖ ≤ Dφ(x)
Dψ(x)
≤ e‖φ−ψ‖,(76)
for all x ∈ A.
Definition B.12. Let ζJ : [0, 1] → J be the affine orientation-preserving map
taking [0, 1] onto an interval J .
Define the zoom operator Z : D2(A;B)→ D2([0, 1]) by
(77) Zφ = ζ−1B ◦ φ ◦ ζA.
Remark B.13. Note that if φ ∈ D(A;B), then B = φ(A) so Zφ only depends on φ
and A (not on B). We will often write Z(φ;A) instead of Zφ in order to emphasize
the dependence on A.
Lemma B.14. If φ ∈ D2(A;B) then
Z(φ−1) = (Zφ)−1,(78)
N(Zφ) = |A| ·Nφ ◦ ζA,(79)
‖Zφ‖ = |A| · ‖φ‖.(80)
Appendix C. The Schwarzian derivative
In this appendix we collect some results on the Schwarzian derivative. Proofs
can be found in de Melo and van Strien [1993, Chapter IV].
Definition C.1. The Schwarzian derivative S : D3(A;B)→ C0(A;R) is defined by
(81) Sf = D(Nf)− 1
2
(Nf)2.
Remark C.2. Note that
Sf =
D3f
Df
− 3
2
[
D2f
Df
]2
.
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Lemma C.3 (The chain rule for the Schwarzian derivative). If f, g ∈ D3, then
(82) S(f ◦ g) = Sf ◦ g · (Dg)2 + Sg.
Lemma C.4 (Koebe Lemma). If f ∈ D3((a, b);R) and Sf ≥ 0, then
(83) |Nf(x)| ≤ 2 · [min{|x− a|, |x− b|}]−1.
Corollary C.5. Let τ > 0 and let f ∈ D3(A;B). If f extends to a map F ∈
D3(I; J) with SF < 0 and if J \B has two components, each having length at least
τ |B|, then
‖Zf‖ ≤ e2/τ · 2/τ.
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