Confidence intervals (CI) are a key output of many statistical analyses, and have a critical role to play in the interpretation of estimates of parameters. Although they are commonly used, CIs are often misunderstood and incorrectly interpreted. In this article, we discuss how CIs should correctly be interpreted and also highlight some common misunderstandings associated with them.
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RelaTIonshIp beTween ConfIdenCe InTeRvals and p-values
CIs and p-values are closely related although they provide different information. While p-values are the outcome of hypothesis tests and indicate whether or not the sample data provide sufficient evidence to reject the null hypothesis (e.g. whether an observed difference between 2 treatments is because the 2 treatments really have different levels of efficacy, or whether it is due to random chance), CIs describe how uncertain our estimated difference is. Simply, CI indicates whether the estimate is a precise one or only a very "rough" estimate. For example, if the objective of a study is to test whether there is a difference in systolic blood pressure between 2 groups of people, the p-value only tells if there is a statistically "significant" or statistically "non-significant" difference in the systolic blood pressure between the 2 groups. It does not provide an estimate of what this difference is. To get such an estimate, we need to compute the mean difference in the systolic blood pressure, along with the associated CI, which tells us how precise (i.e. how "good") this estimate is in predicting the population level. A narrower CI will indicate a more precise estimate, while a wider CI indicates a less precise estimate.
If the 95% CI for the DIFFERENCE between the 2 groups contains the value 0, this means that the p-value will be greater than 0.05. Conversely, if the 95% CI does not contain the value 0, then the p-value will be strictly less than 0.05. The same applies when comparing groups using a ratio, such as an odds ratio or risk ratio. When using a RATIO instead of a DIFFERENCE, the situation of no difference between the 2 groups will be indicated by a value of 1 instead of 0. If the ratio equals to 1, the 2 groups are equal. Hence, if the 95% CI of the ratio contains the value 1, the p-value will be greater than 0.05. Alternatively, if the 95% CI does not contain the value 1, the p-value is strictly less than 0.05.
Many values of ConfIdenCe InTeRvals and how To CalCulaTe ConfIdenCe InTeRvals
CIs can be presented as 90% CI, 95% CI, 99% CI or any percentage (between 0% and 100%) CI of interest. Although 95% CI are commonly used in many applications, the choice of whether to use a 90% or 95% CI is somewhat arbitrary, and depends on the level of "confidence" that the investigator wishes to convey in his or her estimate. The calculation method of the CI depends on the estimate of interest (mean, median, proportion, odds ratio, etc). Typically, the expression of a CI for a mean will be:
where "constant" takes the value of 2.58, 1.96 and 1.64 depending on whether we use the 99%, 95% and 90% CI respectively and SEM is the standard error of the mean. For a single study, 90% CI, 95% CI and 99% CI can be calculated and they differ in their width, with a 90% CI having a narrower width than a 99% CI. Using a hypothetical data with 100 observations of systolic blood pressure with a mean of 123mmHg, the corresponding 90% CI, 95% CI and 99% CI are (117.7 to 128.4), (116.6 to 129.5) and (114.5 to131.6) respectively. As illustrated, the width of the 90% CI is narrower than the 99% CI. Besides the choice of confidence level, the width of CIs is also related to the sample size of the study; a larger study sample size will give a narrower CI. Using the same example, if the study sample size is increased from 100 to 1,000 observations, the corresponding 95% CI will be (121.4 to 126.5), which is narrower than the 95% CI for the sample with 100 observations (116.6 to 129.5).
CoMMon MIsundeRsTandIng of The TRue MeanIng of ConfIdenCe InTeRvals
A common misunderstanding about CIs is that for say a 95% CI (A to B), there is a 95% probability that the true population mean lies between A and B. This is an incorrect interpretation of 95% CI because the true population mean is a fixed unknown value that is either inside or outside the CI with 100% certainty. As an example, let us assume that we know that the true population mean systolic blood pressure and it is 120mmHg. A study conducted gave us a mean systolic blood pressure of 105mmHg with a 95% CI of (95.5 to 118.9 mmHg). Knowing that the true population mean is 120mmHg it would be incorrect to say that there is a 95% probability that the true population mean lies in the 95% CI of (95.5 to 118.9mmHg) because we are certain that the 95% CI calculated did not contain the true population mean. A 95% CI simply means that if the study is conducted multiple times (multiple sampling from the same population) with corresponding 95% CI for the mean constructed, we expect 95% of these CIs to contain the true population mean. Fig. 1 illustrates this concept for a study conducted 20 times using 20 different samples from the population. Nineteen (95%) out of the 20 95% CI constructed contain the true population mean. Note that the 95% CI with a hollow circle did not contain the true population mean; therefore every CI either contains or does not contain the true population mean. 
CoMMon MIsInTeRpReTaTIon of oveRlappIng ConfIdenCe InTeRvals when CoMpaRIng gRoups
Another common misunderstanding occurs with the interpretation of the results when comparing 2 groups' population means using their 95% CIs. It is often misinterpreted that if the upper limit of the 95% CI of one group just touches the lower limit of the 95% CI of the other group (as illustrated in Fig. 2) , the p-value for the difference between the 2 groups is 0.05. Contrary to what may be expected, the corresponding p-value on the difference between the 2 groups is NOT 0.05. In fact, the p-value is approximately 0.01 if both group sizes are at least 10 and the margins of error do not differ by more than a factor of 2 1 . The margin of error is the range from the sample estimate (the filled square) to the upper or lower limit of the CI as shown in Fig. 2 . Even when the CIs are overlapping slightly, the p-value may still be less than 0.05. Hence just because two 95% CIs overlap, it DOES NOT necessarily imply that there is no statistically significant difference between the 2 groups. Taking as an example using hypothetical data where the mean and corresponding 95% CI of systolic blood pressure for 2 treatment groups were 123mmHg (95% CI: 116.6 to 129.5mmHg) and 135mmHg (95% CI: 126.6 to 142.6mmHg). As seen, there was slight overlap of the 2 CIs and it may be tempting to conclude that there was no significant difference in systolic blood pressure between the 2 treatment groups. This is however incorrect as a formal T-test conducted or a 95% CI on the difference between the 2 groups would give a p-value of 0.03 and 95% CI of (1.4 to 21.8 mmHg) which does not include the value 0. The better way to make use of CIs to conclude whether 2 groups are different or not would be to compute the 95% CI on the difference between the 2 groups and see whether this includes the value 0 or not.
Confidence intervals contain key information that is necessary for the proper interpretation of many statistical analyses. It is thus essential to understand and interpret confidence intervals correctly as a failure to do so could result in incorrect or misleading conclusions being drawn.
