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Abstract
Solid state nuclear magnetic resonance (NMR) is a powerful probe of inorganic
materials systems. Through carefully changing materials compositions and synthesis
methods, the impact on the local structure can be investigated. These have been
applied to three main materials sectors:
Paramagnetic materials in NMR have traditionally suffered from poor reso-
lution due to broadening experienced at the nuclei from localised unpaired electrons.
In this work, a fast magic angle spinning (MAS) and low field approach has been
applied to these paramagnetic cathode materials to improve this resolution, and elu-
cidate structural information from the investigated materials. The resolution gained
from these techniques has been used to highlight differences observed in the 7Li shifts
of lithium iron phosphate (LFP) produced by different synthesis techniques. This
was found to be related to the cell volume of the LiFePO4 phase. Furthermore,
the investigation of V doped LFP by 7Li and 31P MAS NMR has resulted in the
observation of many common impurities resulting from synthesis. Additionally, 31P
resonances could be identified that were related to V near the phosphorus site,
indicating successfully doping in some of the higher Li containing samples.
Through 29Si and 17O MAS NMR, changes in the local structure between Ca
and Zn doped Sto¨ber nanoparticles are observed. Similarly to other Ca containing
materials, incorporation of Ca into the Sto¨ber network has been shown to disrupt Si
bridging bonds promoting the formation of non-bridging bonds in the silica network.
However, addition of Zn tells a different story. This is first observed in the static
measurements, where incorporation of high amounts of Zn leads to no evidence of
hydroxyls observed in the Sto¨ber network. Whereas, high resolution transmission
xi
electron microscopy (HRTEM) and density functional theory (DFT) calculations
confirm the presence of crystalline Zn2SiO4 –II in the nanoparticles.
Finally, activation of two series of synthetic sodium- and aluminium substi-
tuted calcium silicate hydrate (C-(N)-(A)-S-H) geopolymers are investigated. In-
creasing the CaO has been shown to increase the disorder of the silica network,
and also to promote the increase of crystallinity of the systems through observation
of calcium aluminate phases. Additionally, increasing the amount of aluminium
relative to the silicon in the system, promotes more of these crystalline phases to
form.
xii
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Chapter 1
Introduction
1.1 A Brief History of Solid State NMR
Nuclear magnetic resonance (NMR) is now an effective analytical tool for a wide
range of applications. However, it took a long road of building on previous studies
for NMR to become the widely useful technique it is today. Full accounts of the
discovery of the magnetic resonance phenomenon and the history of NMR are de-
scribed elsewhere [1–3], however a few key discoveries relating to solid state NMR
on materials are outlined here.
The first demonstration of NMR on liquids and solids was performed almost
simultaneously by two different laboratories. Published in December 1945, Purcell,
Torrey and Pound detected a weak radio frequency signal from almost a kilogram of
paraffin wax in a magnetic field that would be considered fairly weak today (0.71 T)
[4]. Only a month later, Bloch, Hansen, and Packard published their findings where
a resonance was observed for this same phenomenon, however this time detecting
the 1H in water [5]. For these experiments both Bloch and Purcell were awarded
the 1952 Nobel Prize in physics:
‘for their development of new methods for nuclear magnetic precision
measurements and discoveries in connection therewith’
Since then, NMR continued under the realm of physicists where it was hoped to be
a non-destructive way to measure the strength of the magnetic moments of nuclei.
However, this relied upon the assumption that the resonant frequency was only
dependent on the strength of the applied magnetic field. This was later proved not
to be true, with discoveries of both the Knight shift and the chemical shift interaction
(CSA) which turned NMR from simply an interesting physical phenomenon to the
powerful analytical tool it is today [6, 7].
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This early research into NMR consisted of having a continuous static radio
frequency wave and slowly sweeping the magnetic field, leading to slow and inefficient
acquisition of spectra. However, in 1949 Erwin Hahn demonstrated an alternative
method. Through changing the frequency of applied rf pules and thus keeping
the external magnetic field static, more complicated experiments such as the echo
sequence were allowed [8]. This resulted in the ability to directly measure the
transverse relaxation (T2, Section 3.1.4) of nuclear spins.
For many years after the initial discovery of NMR the majority of develop-
ment was focused on liquid samples, as the observed resonances were often much
narrower than solid materials. This is due to the orientation dependence of many in-
teractions, as the rapid tumbling of molecules in liquids removes these anisotropies,
resulting in the much narrower observed resonances. To resolve this issue in solid
materials, a technique called magic angle spinning (MAS) was proposed by Andrew,
Bradbury and Eades, who reported that the dipolar Hamiltonian could be reduced
by spinning at the angle (54.74 °) [9]. Later termed the ‘magic angle’ this averages
the orientation dependence resulting from the second rank Legendre polynomial
(12(3 cos
2 θ − 1)) present in many Hamiltonians. While, this successfully removed
the anisotropies of many interactions, for quadrupolar nuclei, some orientation de-
pendence still existed. This resulted from the second order quadrupolar interaction
which has a fourth rank Legendre polynomial component (1835 cos
4 θ−30 cos2 θ+3).
It was later shown to be possible to rotate at a 2nd angle (30.56 °, or 70.12 °) in ad-
dition to the magic angle using techniques such as double rotation (DOR) and later
dynamic angle spinning (DAS), which resolved both anisotropic components of the
quadrupolar interaction [10,11].
Even with pulsed NMR, and MAS NMR in solids, signal-to-noise was still an
issue due to the inherent poor sensitivity of NMR. However, developments in both
averaging of many acquired spectra, and Fourier transforming of the signal from
pulsed experiments, high resolution NMR was now conceivable [12,13]. Furthermore,
the improvement of signal-to-noise and the introduction of pulsed NMR lead to the
possibility of 2D NMR. The idea was first proposed as a possibility by Jean Jeener
in 1971 at the AMPERE Summer School [14]. This concept was experimentally
confirmed in 1976, where Aue, Bartholdi, and Ernst not only proposed the basic
theory but demonstrated some of the early 2D experiments [15]. This lead to many
developments in 2D pulse sequences, including the possibility of detecting multiple
quantum spin states [14,16]. Pulsed NMR and 2D NMR eventually lead to the 1991
Nobel prize for chemistry being awarded to Richard Ernst:
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‘for his contributions to the development of the methodology of high resolution
nuclear magnetic resonance (NMR) spectroscopy’
These advances in 2D NMR lead to the development of the multiple quantum magic
angle spinning (MQMAS) experiment, arguably one of the most important exper-
iments for quadrupolar solid state NMR [17]. Through successfully separating the
2nd order quadrupolar broadening into the 2nd dimension of the experiment high
resolution quadrupolar NMR was achieved without using the technically advanced
methods of DOR and DAS.
All these separate developments paved the way to the materials solid state
NMR field today, where some or all of these techniques are employed as a powerful
probe to the local structure of materials.
1.2 Motivations
There are three underlying motivations of this thesis; First, to develop a greater
understanding of how changes in the manufacturing process can affect the final
product produced. Second, to investigate what effect compositional changes have
on the local structure of materials. Finally, to study the effects a small amount of
doping has on the resulting material. Some or all of these motivations are applied
to three distinct areas, all of current importance in inorganic materials systems;
The paramagnetic lithium iron phosphate and its derivatives, the disordered Sto¨ber
nanoparticles, and the disordered C-(N)-(A)-S-H geopolymer system. As solid state
NMR has been proven as a powerful tool to detect subtle changes in the local
structure of both paramagnetic and disordered materials, use of this technique is a
great choice for characterising changes in these three systems [18].
1.3 Thesis Overview
To understand some concepts in this thesis the background theory of NMR is given
in Chapter 2. It covers the main NMR interactions present in the systems under
investigation in this thesis.
In Chapter 3, the main methods used in this thesis are detailed. This covers
most of the solid state NMR techniques, as well as the magnetic measurements used
in this thesis.
Chapter 4 details the study on different methods to produce the param-
agnetic cathode material LFP, and it’s derivatives LiMnxFe1–xPO4 and V doped
LFP. Through the use of low magnetic fields and fast MAS NMR (νr = 60 kHz)
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differences observed between different manufacturing methods are investigated. In
addition, x-ray diffraction and the magnetic properties of the materials also highlight
the differences observed in the systems.
The focus of Chapter 5 is a 29Si and 17O investigation into the incorpo-
ration of Ca and Zn into Sto¨ber nanoparticles. Through isotropic enrichment of
17O, changes in the oxygen structure are observed. Furthermore, the use of high-
resolution transmission electron microscopy (HRTEM) and density functional theory
(DFT) calculations the reaction products can be confirmed.
In Chapter 6, a multinuclear solid state NMR approach is applied to a syn-
thetic C-(N)-(A)-S-H system. Through 29Si 1D MAS and 27Al MQMAS exper-
iments, changes in the Ca/(Si+Al) and Al/Si ratios of synthetic precursors are
investigated. A consequence of understanding of these synthetic precursors should
impact how subtle changes in real world fly ash composition will be affected. Acti-
vation of the synthetic precursors has further brought an opportunity to investigate
how these changes affect the final geopolymer composition, where introduction of
both Na2SiO3 and enriched H2
17O enabled 23Na and 17O MQMAS NMR experiments
to be conducted in addition to the 29Si 1D MAS and 27Al MQMAS experiments.
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Chapter 2
Theory of Solid State NMR
The theory in this chapter has been based on a number of sources to provide the
best well rounded background into NMR theory for each section. The following
sources have been used: [19–28]
2.1 Background to Solid State NMR
2.1.1 Angular Momentum
Spin is one of the four important physical properties of nuclei, with the others be-
ing mass, electric charge, and magnetism. While nuclear magnetism and nuclear
spin have almost no effect on the physical or chemical properties of materials, nu-
clear magnetic resonance (NMR) utilises these properties to provide an important
structural tool for examining these nuclei.
Spin (I) results from an inequality of protons and neutrons at the nucleus
and is quantised as discrete units of ~, where
I = 0,
1
2
, 1,
3
2
, 2, ... (2.1)
Nuclear magnetism is heavily linked to this property of spin and all nuclei, where I >
0, have a magnetic moment (µ) which is proportional to their angular momentum
µˆ = γIˆ (2.2)
where γ is the gyromagnetic ratio, an intrinsic frequency for each nuclear isotope.
The gyromagnetic ratio may be positive or negative, and is normally specified in
units of rad s−1T−1. The difference in sign relates to whether the nuclear magnetic
moment is aligned either parallel (positive) or anti-parallel (negative) to the angular
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momentum, however the consequences of this are usually ignored. This magnetic
moment is what interacts with an external applied magnetic field and is the basis
of the NMR experiment.
2.1.2 Bulk Magnetisation
While it is useful for understanding to only think of a single isolated spin in a
magnetic field, most experiments contain bulk amounts of spins in a system together.
The net magnetisation of nuclei in a sample (M) can be considered as a sum of all
the vectors of the individual magnetic moments
M =
∑
i
µi (2.3)
where the magnetic moment associated with the ith nucleus is µi. When no magnetic
field is applied, all magnetic moments are aligned randomly in space, effectively
cancelling each other out leading to (m = 0, Figure 2.1(a)). However, when a
static and uniform external magnetic field (B) is applied to this group of magnetic
moments, a net alignment is observed along the B axis (Figure 2.1(b)). However,
this alignment along B is generally small and can be given as
M =
Nγ2BI(I + 1)~2
3kT
(2.4)
where N is the number of spins, k is the Boltzmann constant, and T is the tem-
perature. This results in nuclei where I = 0 being NMR silent, as there is net
no alignment along the magnetic field. Fortunately, almost every element has at
least one isotope with I > 0. It can also clearly be observed that to obtain the
strongest signal an experiment will need to have the following conditions: low tem-
perature, high applied magnetic field, large amount of spins, and a spin with a high
gyromagnetic ratio.
Equation 2.4 also explains the inherent insensitivity in the technique. For
a relatively high γ nucleus such as 1H only 3.2 × 10−3% of the nuclei are aligned
with the magnetic field. Whereas, for a low γ nucleus such as 89Y, even less are
aligned at only 1.6×10−4%. Additionally, investigations into isotopes with low nat-
ural abundance, the relative proportion of contributing nuclei is diminished further.
However, this can be improved through the enrichment of said nuclei.
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Figure 2.1: Net magnetisation for a series of spins where (a) no B is applied and no
net magnetisation is observed, (b) where net magnetisation is observed along the
applied B vector.
2.2 Solid State NMR Interactions
The total energy experienced by the nucleus is the sum of all the separate interaction
Hamiltonians. These are summed by the total Hamiltonian (Hˆtot) for the system
Hˆtot = Hˆext + Hˆint (2.5)
= (HˆZ + HˆRF ) + (HˆCS + Hˆd + HˆJ + Hˆq + Hˆp) (2.6)
Where HˆZ and HˆRF are results of the interactions derived from external factors
such as the main magnetic field and with a radio frequency field, respectively. The
remainder of these individual Hamiltonians are related to the system under study,
therefore are called the internal interactions. When the applied magnetic field is
altered by electrons surrounding the nucleus, the effect is called the chemical shift
interaction (HˆCS). Any direct dipole-dipole coupling between nuclei is described as
Hˆd. The indirect dipole-dipole interaction (HˆJ), indicates the through bond inter-
action from the electron spins. The Quadrupolar interaction (Hˆq), is the descrip-
tion of how an electric field gradient (EFG) interacts with the nuclear quadrupole
moment. With the Paramagnetic interaction (Hˆp) describing the magnetic pertur-
bation caused by any isolated unpaired electrons in the system. For the purposes
of this thesis, the Knight shift, which describes how conduction electrons introduce
an extra effective magnetic field, will be disregarded, as it is not observed in any of
the systems presented in this thesis.
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2.3 External Interactions
2.3.1 Zeeman Interaction
When a single, isolated atomic nucleus with I > 0 is placed in an externally applied
magnetic field (B), the Zeeman Hamiltonian is given by
HˆZ = −µˆ ·B. (2.7)
However, convention states that the external magnetic field B is defined as the z
axis. Applying this convention, the Hamiltonian can be written as:
HˆZ = −γ
IˆxIˆy
Iˆz
 ·
 00
B0
 = −γB0Iˆz (2.8)
or
HˆZ = ω0Iˆz (2.9)
where the Larmor frequency (ω0), which corresponds to the energy difference be-
tween nuclear spin states is given as
ω0 = −γB0. (2.10)
If the static magnetic field is given in Tesla (T), we can give the Larmor frequency
in terms of rad−1. As the gyromagnetic ratio is an intrinsic property of the nucleus
and is different for each nuclear isotope, the energy of the Zeeman Hamiltonian
changes for the nuclear isotope under investigation. This Zeeman Hamiltonian can
be used to calculate energy differences between nuclear spin states. Nuclei with spin
I have 2I+1 differing orientations, and Zeeman splitting is observed with this many
levels separated by ω0 (Figure 2.2), with the 1/2 to -1/2 transition being the central
transition and others being the satellite transitions.
2.3.2 Frame Rotations
Visualisation of the motion of each interactions relative to the nuclear spin in solid
state NMR can be complex. To aid explanation of how each interaction is related
to the nucleus in three-dimensional space, the concept of frame rotation needs to be
introduced. First the idea of the principle axis system (PAS) is introduced, where
the spatial information of the interaction (A) is diagonalised along the PAS axis
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such as,
APAS =
Axx 0 00 Ayy 0
0 0 Azz
 . (2.11)
However, as the PAS frame is different for each interaction it can be best to rotate
them into a common frame usually defined as the lab frame. In most cases the
Zeeman interaction, and thus the applied magnetic field, is defined as the lab frame
as it is generally the largest interaction present in a system. For this rotation
between frames, the spatial information of a Hamiltonian needs to be represented.
One method to obtain this is when the Hamiltonian is described in spherical tensor
form:
Hˆ = C
∑
l=0,2
l∑
m=−l
AlmTˆl−m, (2.12)
where C is a constant based on the interaction. [29] The spatial component (A) and
the spin tensor (T ) are represented with the limit l being the rank and m being the
order of the tensors. Under rotations, only the spacial term is affected.
The Euler angles (α, β, γ) describe the rotations between these different
frames. This is represented diagrammaticality by Figure 2.3 but is given by the
rotation operator
Rˆ(α, β, γ) = Rˆz(α)Rˆy(β)Rˆz(γ), (2.13)
which represents the three rotations applied, transforming the original frame (x, y, z)
to the final frame (x′′′, y′′′, z′′′). First a rotation is applied parallel to the z axis
by the angle α, followed by a rotation along the y axis by β, and finally a rotation
Figure 2.2: Nuclear Zeeman splitting for I = 12 , 1,
3
2 nuclei (
1H, 6Li and 7Li).
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Figure 2.3: Representation of frame rotations using Euler angles (α, β, γ). The
original frame (x, y, z) rotated to the final frame (x′′′, y′′′, z′′′) over three steps.
about the z axis by γ. The rotation operator in Equation 2.13 can be represented
by a rotation matrix instead.
Rˆ(α, β, γ) =
cosα − sinα 0sinα cosα 0
0 0 0

 cosβ 0 sinβ0 1 0
− sinβ 0 cosβ

cos γ − sin γ 0sin γ cos γ 0
0 0 1

(2.14)
=
cosα cosβ cos γ − sinα sin γ − cosαβ sin γ − sinα cos γ cosα sinβsinα cosβ cos γ + cosα cos γ − sinα cosβ sin γ + cosα cos γ sinα sinβ
− sinβ cos γ sinβ sin γ cosβ

(2.15)
This rotation operator can be applied to the spatial information in a tensor to
transform the original orientation (A(x, y, z)) to the new orientation (A(X,Y, Z))
so that:
A(X,Y, Z) = R−1(α, β, γ) ·A(x, y, z) ·R(α, β, γ) (2.16)
2.3.3 The Radio Frequency Pulse
Observation of an NMR signal requires perturbation of equilibrium created by the
application of the external magnetic field. This can be achieved through the ap-
plication of a second applied magnetic field (B1), that is smaller than the external
magnetic field (B0). The application of a B1 field is achieved using an oscillating
radio frequency (rf ) pulse at frequency ωrf . If the applied rf pulse is close to the
Larmor frequency (ωrf ≈ ω0), then a strong effect on the nuclear magnetisation
is observed. The oscillation of the rf field adds a time dependence to the applied
magnetic field so that
B(t) = 2B1 cos(ωrf t+ φ) (2.17)
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Figure 2.4: Diagrammatic representation of the applied rf magnetisation (blue ar-
row) over time in the (a) the lab frame. (b) rotating frame.
where φ is the phase of the rf pulse.
The rf interaction can be considered as simply another Zeeman interaction
applied at a different vector. This results in a rf Hamiltonian being analogous to
the Zeeman Hamiltonian so that
Hˆrf = −γIˆB(t) (2.18)
= −2γIˆB1 cos(ωrf t+ φ) (2.19)
While this represents the applied magnetic field as a vector, in practice the rf pulse
is generally applied along the x -axis so that:
Hˆrf = −2γIˆxB1 cos(ωrf t+ φ). (2.20)
With the Zeeman Hamiltonian (Equation 2.9), the sum of the external interactions
is then
Hˆext = ω0Iˆz + 2Iˆxω1 cos(ωrf t+ φ) (2.21)
where ω1 is the nutation frequency of the applied rf pulse i.e. the frequncy at which
the pulse rotates the magnetisation around the x -axis (in this case).
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Figure 2.5: A representation of the bulk magnetisation (blue arrow) in the ROT
frame when a B1 field is applied where θnut = pi/2.
While representing the effect that the applied rf pulse has in this manner is
useful, it can be useful to transform this interaction into the rotating frame (ROT).
The rotating frame is often used to visualise the changes in magnetisation by offering
a classical viewpoint into the system. Before transformation into the rotating frame,
the resonant part of the rf field is rotating at ωrf with respect to the lab frame
(Figure 2.4(a)). However, by viewing the magnetisation from the rotating frame
that rotates with ωrf around B0, it is possible to make the rf field (B1) appear
static while the x-y plane rotates around it (Figure 2.4(b)).
This removes the time dependence of Hˆext so that the Hamiltonian becomes:
Hˆ rotext = −((ω0 − ωrf )Iˆz + 2ω1Iˆx) (2.22)
However, considering the case when ωrf ≈ ω0 so that the (ω0−ωrf ) term approaches
zero, the Hamiltonian becomes:
Hˆ rotext = −2ω1Iˆx (2.23)
The application of B1 now means that any spins aligned along the static magnetic
field Iˆz now experience a rotation in the y
′ − z′ plane towards −Iˆy. The amount
that the rf pulse ‘tips’ or nutates the magnetisation is dependent on the duration
of the pulse, τ1 where the tipping angle θnut is determined as:
θnut = ω1τ1 (2.24)
A tipping angle of 90° (pi/2) transfers the magnetisation so that it is aligned entirely
in the −Iˆy direction (Figure 2.5). If the B1 field is turned off, the magnetisation
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will not remain fixed at this vector, however instead it will return to equilibrium in
a finite time (see Sections 3.1.3 & 3.1.4). This rotating moment induces a current
in an appropriately placed coil, and is the basis of the NMR experiment and called
the free induction decay (FID).
2.4 Internal Interactions
2.4.1 Chemical Shielding Interaction
The observation that the exact frequency of the resonance, observed by NMR, is
dependent on the chemical environment, transformed the technique from a simply
interesting physical phenomenon, to a widely useful analytical technique [7,30]. This
observation, termed the chemical shielding interaction, describes the local magnetic
field around a nucleus due to changes in the electron orbitals around the investigated
nucleus. The introduction of B0 on the system causes the electrons in these orbitals
to orbit the nucleus generating a secondary induced magnetic field. Due to Lenz’s
law which states:
‘The direction of current induced in a conductor by a changing magnetic field due
to Faraday’s law of induction will be such that it will create a magnetic field that
opposes the change that produced it.’ [31]
the induced magnetic field, from the electron orbitals, is applied opposite and acts
in a way that opposes or ‘shields’ the applied magnetic field at the nucleus.
The Hamiltonian describing chemical shielding for a nuclear spin I is best
described by:
HˆCS = γIˆ · σ ·B (2.25)
where σ is the chemical shielding tensor. As stated in Section 2.3.2, all interactions
can initially be defined in their PAS frame, so that the chemical shielding tensor is
represented as,
σPAS =
σxx 0 00 σyy 0
0 0 σzz
 . (2.26)
However, to accurately describe this interaction in relation to the rest of the
system it needs to be rotated into the LAB frame. This rotation is described by
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Equation 2.16, where the tensor is transformed to
σLAB =
σXX σXY σXZσY X σY Y σY Z
σZX σZY σZZ
 (2.27)
where capital subscripts represent the tensor components now in the LAB frame.
So now, the induced field observed at the nucleus and represented in the lab frame,
includes both the main field and the shielding. This induced magnetic field (Bind)
is represented by
Bind = (1− σ) ·B0 =
1− σXX −σXY −σXZ−σY X 1− σY Y −σY Z
−σZX −σZY 1− σZZ

 00
B0
 =
 −σXZB0−σY ZB0
(1− σZZ)B0

(2.28)
where only the terms aligned along the magnetic field are of interest, and as the σXZ
and σY Z components are second order terms they can be neglected. Therefore, only
σZZ , which is aligned along B0, is of interest. This results in the chemical shielding
Hamiltonian now given in the form
HˆCS = γIˆz · σZZ ·B0 (2.29)
To obtain the shielding tensor component σZZ , the appropriate rotations from the
PAS to the LAB frame needs to be performed. So σZZ is then,
σZZ = σiso +
∆σ
2
+
[
(3 cos2 θ − 1) + η(sin2 θ cos 2φ)] (2.30)
where the polar coordinates, θ and φ, are of the LAB frame represented in the PAS
form of the tensor. The symmetry of the chemical shielding at the nucleus can now
be expressed as these three terms:
Isotropic Shielding Value σiso =
1
3
(σxx + σyy + σzz) (2.31)
Shielding Anisotropy ∆σ = σzz − σiso (2.32)
Asymmetry η =
σyy − σxx
∆σ
(2.33)
It is common for combinations of σiso, ∆σ, and η to be given instead of the three
principle axis terms. For a single crystal of a compound placed in a magnetic
field, all chemically identical nuclei would have the same orientation with respect to
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Figure 2.6: A summary of the CSA shielding parameters in a powdered static sam-
ple, where the resulting lineshapes are due to different values of ∆σ and η. By
convention, the y-axis (intensity) is given in arbitrary units and not labelled. All
spectra in this thesis will follow this convention.
B0. This would result in a single peak appearing in the NMR spectrum, with the
shift dependent on the θ and φ relative to B0. However, a sufficiently fine powder
with all possible orientations of crystallites, all possible orientations of θ and φ are
observed. The result is a broad line formed by the overlapping of all the different
crystallite orientations, with the lineshape dependent on ∆σ and η. This lineshape
is represented diagrammaticality in Figure 2.6.
Throughout this thesis rather than using σiso, the isotropic chemical shift
(δiso) will be used as an experimental measure of the shift. Experientially δiso is
used as it normalises shielding of a sample (σsample) against a known shielding of
reference sample (σref ) so that:
δiso =
νsample − νref
νref
× 106 = σref − σsample
1− σref (2.34)
where νsample and νref are the measured experimental frequency of σsample and σref
respectively at any given magnetic field. This results in δiso, which is given in parts
per million (ppm), being field independent and therefore an ideal comparison for
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NMR spectroscopists.
2.4.2 Dipolar Interaction
The dipolar interaction or the direct dipole-dipole interaction, describes the energy
relationship between two magnetic nuclear spins in a system. As each nuclear spin
generates its own magnetic field, each interacts with the other’s generated magnetic
field. The classical representation of the energy of two interacting dipoles, µj and
µk is given by,
Edipolar =
µ0
4pi
1
r3
[
µˆj · µˆk − 3(µˆj · rjk)(µˆk · rjk)
r2
]
(2.35)
which depends on the r the distance, and rjk the vector between the centre of these
two dipoles. The vacuum permeability is given by µ0, which is otherwise known as
the magnetic constant. Using Equation 2.2, the dipolar Hamiltonian can be given:
Hˆd =
µ0
4pi
γjγk~2
r3
[
Iˆj · Iˆk − 3(Iˆj · r)(Iˆk · r)
r2
]
(2.36)
however, it is common to express Hˆd in Cartesian polar coordinates leading to the
‘alphabet’ expression,
Hˆd =
µ0
4pi
γjγk~2
r3
(A+B + C +D + E + F ) (2.37)
where the A to F terms are represented by:
A = Iˆjz Iˆkz(3 cos
2 θ − 1) (2.38)
B = −1
4
[
Iˆj+Iˆk− + Iˆj−Iˆk+
]
(3 cos2 θ − 1) (2.39)
C =
3
2
[
Iˆjz Iˆk+ + Iˆj+Iˆkz
]
sin θ cos θe−iφ (2.40)
D =
3
2
[
Iˆjz Iˆk− + IˆjiIˆkz
]
sin θ cos θe+iφ (2.41)
E =
3
4
[
Iˆj+Iˆk+
]
sin2 θe−2iφ (2.42)
F =
3
4
[
Iˆj−Iˆk−
]
sin2 θe+2iφ (2.43)
Where θ is the angle between the vector rjk and the magnetic field aligned along
the z -axis, and φ is the corresponding angle between rjk and the y-axis (Figure 2.7)
Additionally, Iˆ+ and Iˆ− represent the raising and lowering operators (Iˆ+ = Ix+ iIy,
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Figure 2.7: A representation of the distance (r) and angles (θ, φ) of two magnetic
dipoles with respect to the axis which is represented in the LAB frame.
Iˆ− = Ix − iIy), acting on both j and k.
To fully understand the dipolar effect on two coupled spins in terms of an
NMR experiment, the interaction needs to be rotated into the ROT frame where
the experiment is traditionally observed. This can be described using the rotation
operator (Equation 2.16). However, application of this rotation on homonuclear
dipolar coupling results in slight differences in physical effects when compared to
heteronuclear dipolar coupling.
The application of this rotation operator to a homonuclear system results in,
Hˆ homod =
µ0
4pi
γjγk~2
r3
[
(A+B) +R−1z (φ) (C +D + E + F )Rz (φ)
]
(2.44)
The A and B terms commute with B0 and are therefore unaffected by the frame
transformation. However, the non-secular terms C, D, E, and F are transformed
into the rotating frame and become time dependent (at frequency ω0). Since the
frequency dependence of the non-secular part of the Hamiltonian is much greater
than the secular component, the non-secular terms can effectively be ignored giving
a reduced form of Hˆ homod :
Hˆ homod =
µ0
4pi
γjγk~2
r3
[
Iˆjz Iˆkz − 1
4
(
IˆjxIˆkx + Iˆjy Iˆky
)]
(3 cos2 θ − 1) (2.45)
For a heteronuclear case, we follow the same frame transformation procedure
as applied for homonuclear systems. However, heteronuclear dipolar coupling has a
key difference. Term B represents the transverse components of the local field due to
Ik. While in a homonuclear case, Ik precesses at the same resonant frequency as term
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Ij , where it can cause additional transitions and disturb the local magnetic field.
However, it is unlikely for heteronuclear nuclei to posses similar enough resonant
frequencies, therefore this term can also gains a time dependence in the rotating
frame. The overall result from this is that the frame rotation only acts on the
nuclear spin under observation, Ij so that the Hamiltonian becomes:
Hˆ heterod =
µ0
4pi
γjγk~2
r3
[
(A) +R−1z (φ) (B + C +D + E + F )Rz (φ)
]
(2.46)
Where the B term becomes non-secular. Substitution of the secular terms into the
reduced Hamiltonian results in the heteronuclear dipolar coupling being:
Hˆ heterod =
µ0
4pi
γjγk~2
r3
[
Iˆjz Iˆkz
]
(3 cos2 θ − 1) (2.47)
Dipolar coupling is important for magnetisation transfer experiments. This
includes the cross polarisation experiment described in Section 3.1.7.
2.4.3 Indirect Dipole-Dipole Interaction
The indirect dipole-dipole interaction, which is sometimes referred to as spin-spin,
J-coupling, or scalar coupling, expresses the effect of bonding electrons between two
or more nuclei directly bonded to each other. This through bond effect is observed
when perturbations to the electrons in the bond exhibit a further magnetic field at
the nucleus. The indirect dipole-dipole Hamiltonian which describes the coupling
between two spins, Iˆj and Iˆk, is given by:
Hˆj = 2piJjkIˆj · Iˆk (2.48)
The second rank j-coupling tensor (Jjk) is one of the few interactions given in Hz
and is why the factor of 2pi exists in Hˆj . As Equation 2.48 displays, no dependence
on B0 is observed. In liquids where the interaction is isotropic Jjk is equal to the
average of the diagonal elements of the tensor:
Jjk =
1
3
(
J jkxx + J
jk
yy + J
jk
zz
)
(2.49)
However, unlike in solution, for solids, the source of this interaction is not
isotropic and arises from three main sources; spin-orbital, spin-dipolar, and Fermi
contact interactions. Where the main contribution is from the Fermi contact in-
teraction, however in diamagnetic solids the size of the interaction is usually very
small and obscured by other, larger interactions. For paramagnetic materials the
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contribution from the Fermi contact interaction can be much larger, however this
will be discussed below in Section 2.4.5.
2.4.4 Quadrupolar Interaction
Nuclei where the spin quantum number is greater than 12 are considered quadrupo-
lar nuclei. For the 88 out of 120 NMR active nuclear isotopes that have I > 12 ,
a non spherical charge distribution is observed around the nucleus, giving rise to
the electric quadrupole moment (eQ). Along with nuclear spin, eQ is an intrin-
sic fundamental property of each quadrupolar nuclei. The quadrupolar interaction
describes the coupling of this electric quadrupole moment with the electric field
gradient (EFG) around the nucleus.
The EFG is dependent on the environment around the nuclei, resulting in
the strength of the quadrupolar interaction being proportional to the size of this
interaction. A consequence of this is that the observable size of the quadrupolar
interaction can vary from effectively zero up to several MHz in size, depending
on the environment around the nucleus. In many cases, due to the size of the
electric quadrupole moment, the quadrupolar interaction tends to dominate most
other internal interactions resulting in it being the dominant interaction observed.
In a liquid NMR experiment this is not so much of an issue, as the anisotropic
components are averaged out due to motional averaging. However, for solid state
NMR where no significant motion is observed, the quadrupolar interaction results
in a large anisotropic components of the interaction.
The basic form of the quadrupolar Hamiltonian can be expressed as:
Hˆq =
eQ
2I(2I − 1)~ Iˆ · V · Iˆ (2.50)
Where Vˆ is a tensor for the EFG at the nuclear site. Again, this is generally
displayed in the PAS where the vector along V is diagonal:
V =
Vxx 0 00 Vyy 0
0 0 Vzz
 (2.51)
By convention these are chosen such that
|Vzz| ≥ |Vyy| ≥ |Vxx| (2.52)
is true. For the PAS vector, the Laplace equation (Vxx + Vyy + Vzz = 0) holds true,
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so that only two of the vector components need to be known. It is customary to
combine these components so that the principle field gradient is
eq = Vzz (2.53)
and the asymmetry parameter
ηQ =
Vxx − Vyy
Vzz
(2.54)
where 1 ≥ ηQ ≥ 0.
When expressed in the PAS system Equation 2.50 now becomes
Hˆq =
CQ
4I(2I − 1)
[
3I2z − I(I + 1)
1
2
ηQ
(
I2x + I
2
y
)]
(2.55)
where CQ, the quadrupolar coupling constant, results as a ‘tidy up’ of some of the
terms, can be defined as
CQ =
e2qQ
h
(2.56)
and is used as a measure of the strength of the interaction, in Hz. Along with
asymmetry ηQ, the spin I, and the isotropic shift δiso of the nucleus, the main
factors which describe the size and position of the quadrupolar lineshape are defined.
How these individually affect the static lineshape is represented diagrammaticality
in Figure 2.8. It can be observed that in a perfectly symmetric environment such
that the CQ is small, the resulting quadrupolar Hamiltonian will be small and thus
dwarfed by other interactions. Furthermore, from Equation 2.55 it is clearly shown
that Hˆq = 0 when I = 1/2.
Before understanding the interaction of the quadrupolar Hamiltonian with
other internal and external interactions it needs to be transformed into the rotating
frame. However, it is more convenient for this transformation if Hˆq is represented
as a second rank irreducible spherical tensor:
Hˆq =
CQ
2I(2I − 1)
2∑
q=−2
(−1)qV (2,−q)T (2,q) (2.57)
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Figure 2.8: A representation of the quadrupolar lineshape when the following pa-
rameters are varied (a) CQ, (b) ηQ and (c) I. For all parameters δiso is equivalent
to 1 kHz.
Where the spherical tensor of V (2,−q) are represented in the Cartesian frame Σ by,
V (2,0) =3
√
1
6
Vzz (2.58)
V (2,1) =− Vxz − iVyz (2.59)
V (2,−1) =Vxz − iVyz (2.60)
V (2,2) =
1
2
(Vxx − Vyy) + iVxy (2.61)
V (2,−2) =
1
2
(Vxx − Vyy)− iVxy (2.62)
and for the spin tensor (T (2,q)) as:
T (2,0) =
1
6
√
6[3Iˆ2z − I(I + 1)] (2.63)
T (2,1) =− 1
2
(
Iˆz Iˆ+ + Iˆ+Iˆz
)
(2.64)
T (2,−1) =
1
2
(
Iˆz Iˆ− + Iˆ−Iˆz
)
(2.65)
T (2,2) =
1
2
Iˆ+Iˆ+ (2.66)
T (2,−2) =
1
2
Iˆ−Iˆ− (2.67)
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Using this notation the full representation of the spherical tensor in the Cartesian
coordinate frame becomes
Hˆq =
CQ
2I(2I − 1)

1
3
√
6
[
3Iˆ2z − I(I − 1)
]
V (2,0) +
(
Iˆz Iˆ+ + Iˆ+Iˆz
)
V (2,−1)
−
(
Iˆz Iˆ− + Iˆ−Iˆz
)
V (2,1) + Iˆ2+V
(2,−2) + Iˆ2−V
(2,2)
 (2.68)
and since the EFG tensor is expressed in the PAS frame it can be seen that:
V
(2,0)
PAS =
√
3
2
eq (2.69)
V
(2,±1)
PAS =0 (2.70)
V
(2,±2)
PAS =
1
2
eqηQ (2.71)
While the quadrupolar interaction is large, it is still smaller than the Zeeman inter-
action, so it can be considered a perturbation of the Zeeman states. Frame rotation
from the PAS frame to the rotating frame is applied with the rotation operator
(Equation 2.16). Similarity to the dipolar interaction (Section 2.4.2), some terms
are secular, and others are non-secular. The secular terms, known as the first order
quadrupolar interaction, remain time independent and are given as:
Hˆ (1)q =
eQ
4I(2I − 1)~
√
6
3
(
3Iˆ2z − I(I + 1)
)
V (2,0) (2.72)
And the non-secular terms, known as the second order quadrupolar interaction,
express a time dependence of the Larmor frequency (ω0) of the investigated nucleus.
Which can be given as:
Hˆ (2)q = −
1
ω0
[
eQ
4I(2I − 1)~
]22V
(2,−1)V (2,1)Iˆz
[
4I(I + 1)− 8Iˆ2z − 1
]
+ 2V (2,−2)V (2,−2)Iˆz
[
2I(I + 1)− 2Iˆ2z − 1
]

(2.73)
Which results in the total quadrupolar Hamiltonian for this perturbation as the sum
of these two terms:
Hˆq = Hˆ
(1)
q + Hˆ
(2)
q (2.74)
For Cq and ηQ to be displayed, so that an equation representative of the quadrupolar
static NMR spectrum is represented, the V (2,0), V (2,1), V (2,−1), V (2,2) and V (2,−2)
terms need to be described as Wigner rotations from the PAS to the ROT frame.
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For this the following relationship is used,
V (2,i) =
2∑
j=−2
D
(2)
j,i (α, β, γ)V
(2,j)
PAS (2.75)
Where the rotations of the three Euler angles α, β, γ are represented in Figure 2.3.
In this case, it is worth noting that γ is not represented as B0 is a symmetric axis
for the spins. With the Wigner rotations listed by P. Man [32], V (2,0) can be given
as
V (2,0) =
√
3
2
eq
[
1
2
(3 cos2 β − 1) + 1
2
ηQ sinβ cos 2α
]
(2.76)
so that the first order quadrupolar interaction can be given as
Hˆ (1)q =
1
3
ωQ
[
3Iˆ2z − I(I + 1)
]
(2.77)
with:
ωQ =
3CQ
4I(I − 1)
[
1
2
(3 cos2 β − 1) + 1
2
ηQ sinβ cos 2α
]
(2.78)
Likewise for the second order quadrupolar interaction,
V (2,1)V (2,−1) = −3
2
e2q2

(−1
3
η2Q cos
2 2α+ 2ηQ cos 2α− 3) cos4 β
+(
2
3
η2Q cos
2 2α− 2ηQ cos 2α− 1
3
η2Q + 3) cos
2 β
+
1
3
η2Q(1− cos2 2α)

(2.79)
V (2,2)V (2,−2) = −3
2
e2q2

(
1
24
η2Q cos
2 2α− 1
4
ηQ cos 2α+
3
8
) cos4 β
+(− 1
12
η2Q cos
2 2α+
1
6
ηQ − 3
3
η2Q + 3) cos
2 β
+
1
24
cos2 2α+
1
4
ηQ cos 2α+
3
8

(2.80)
Since the quadrupolar interaction weakly perturbs the Zeeman interaction,
a description of how Hˆ
(1)
q and Hˆ
(2)
q affects the Zeeman states can be formulated
through standard perturbation theory. As noted in Section 2.3.1, when a nucleus of
spin I is located in a static magnetic field, it splits into 2I + 1 energy levels (|m〉).
Where the energy of the splitting of the Zeeman states can be defined as,
〈m| HˆZ |m〉 = −mω0 (2.81)
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Figure 2.9: Energy level diagram for a spin 32 nucleus
where the difference between two neighbouring energy states, m and m−1, expressed
in terms of angular velocity is:
ω
(z)
m−1,m = 〈m− 1| HˆZ |m− 1〉 − 〈m| HˆZ |m〉 = ω0 (2.82)
In a similar fashion, the first order quadrupolar interaction shifts energy
levels |m〉 by an amount
〈m| Hˆ (1)q |m〉 =
1
3
ωQ[3m
2 − I(I + 1)] (2.83)
where the difference in energy levels caused by the first order quadrupolar shift
(ω
(1)
m−1,m), when associated with the transition (m− 1,m) is:
ω
(1)
m−1,m = 〈m− 1| Hˆ (1)q |m− 1〉 − 〈m| Hˆ (1)q |m〉
=ωQ(1− 2m)
(2.84)
This results in a first order perturbation of the energy transitions which is dependent
on ωQ. It is worth noting that the transition between the −1/2, and 1/2 spin states
remains at the same energy difference as the Zeeman interaction and is called the
central transition. The other transitions that do exhibit this perturbation with ωQ
are called the satellite transitions. This first order perturbation on the Zeeman
levels is shown in Figure 2.9 for a spin 3/2 nucleus.
Before addressing Hˆ
(2)
q as a perturbation of the Zeeman interaction, it can
be noted from Equation 2.73 that the second order quadrupolar Hamiltonian has
an inverse dependence on ω0. Therefore, upon increasing the magnetic field the
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strength of Hˆ
(2)
q is reduced. The description of this shift is
〈m| Hˆ (2)q |m〉 = −
1
ω0
[
eQ
4I(2I − 1)~
]2{2V (2,−1)V (2,1)m [4I(I + 1)− 8m2 − 1]
+ 2V (2,−2)V (2,−2)m
[
2I(I + 1)− 2m2 − 1]
}
(2.85)
and the second order quadrupolar shift contribution (ω
(2)
m−1,m), is:
ω
(2)
m−1,m = 〈m− 1| HˆZ |m− 1〉 − 〈m| HˆZ |m〉
= − 1
ω0
[
eQ
4I(2I − 1)~
]2V
(2,−1)V (2,1) [24m(m− 1)− 4I(I + 1) + 9]
+
1
2
V (2,−2)V (2,−2) [12m(m− 1)− 4I(I + 1) + 6]

(2.86)
Therefore, for any given transition (m − 1,m), the combined contribution of the
Zeeman, first and second order quadrupolar interactions is:
ωm−1,m = ω0 + ω
(1)
m−1,m + ω
(2)
m−1,m (2.87)
Where substitutions of V (2,1)V (2,−1) and V (2,2)V (2,−2) give the shift of the
central line
ω
(2)Static
−1/2,1/2 = −
1
6ω0
[
3CQ
2I(2I − 1)
]2
[I(I + 1)− 3
4
]
×[A(α, ηQ) cos4 β +B(α, ηQ) cos2 β + C(α, ηQ)]
(2.88)
Here:
A(α, ηQ) = −27
8
+
9
4
ηQ cos 2α− 3
8
(ηQ cos 2α)
2 (2.89)
B(α, ηQ) =
30
8
− 1
2
η2Q − 2ηQ cos 2α+
3
4
(ηQ cos 2α)
2 (2.90)
C(α, ηQ) = −3
8
+
1
3
η2Q −
1
4
ηQ cos 2α− 3
8
(ηQ cos 2α)
2 (2.91)
An assumption was made in Section 2.3.3 that the rf pulse is larger than
the internal interactions present in the system. This is not always the case for the
quadrupolar Hamiltonian, where it can be roughly the same size or bigger than the
rf pulse. When the quadrupolar interaction is larger than the rf frequency (ω1),
interferences can can occur between the interactions. The result of this is that for
a small quadrupolar interaction, such as a perfectly octahedral environment around
the nucleus, the nutation is unaffected and is what would be called a selective pulse.
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However, when ωQ > ω1 the quadrupolar interaction dominates the rf pulse leading
to faster excitation (by a factor of I+1/2), where this would now be referred to as a
non selective pulse. When ωQ >> ω1, a discrepancy in the excitation of sites is still
observed. Therefore experimentally, in most quadrupolar systems a 30° non-selective
pulse is generally used as it can be shown to give almost quantitative results.
2.4.5 Paramagnetic Interaction
Investigations into paramagnetic materials present an interesting challenge com-
pared to diamagnetic compounds. A material is deemed paramagnetic when the
magnetic susceptibility (χ) is positive. If χ is negative, then the material is domi-
nated by diamagnetism. Positive χ is a result of the presence of a localised unpaired
electron which upon interaction with B0 forms an internal induced magnetic field
parallel to this applied magnetic field.
The paramagnetic Hamiltonian Hˆp can generally be described as the sum of
two distinct interactions:
Hˆp = Hˆ
C + Hˆ D (2.92)
where Hˆ C is the through bond or Fermi contact interaction and Hˆ D is the through
space or electron-nuclear dipolar interaction. These interactions contain contribu-
tions to the isotropic shift and thus it can be considered that these contributions
are added to the diamagnetic shift δdiamagnetic i.e. the shift that would be measured
if the material contained no unpaired electrons
δmeasured = δdiamagnetic + δhyperfine (2.93)
where
δhyperfine = δcontact + δdipolar (2.94)
with δcontactand δdipolar being the contribution from both the Fermi contact and the
electron-nuclear dipolar interactions respectively.
To understand how the interaction between the nucleus (I) and the electron
(S) forms this paramagnetic Hamiltonian Hˆp, contributions to δhyperfine from the
magnetic susceptibility needs to be understood. For a given group of spins placed
in an external magnetic field the induced magnetic field per unit volume, the mag-
netisation per unit volume M can be described as
M =
µind
V
=
1
µ0
χVB0 (2.95)
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where the applied magnetic field is proportional to the magnetic susceptibility per
unit volume χV and the inverse of the magnetic constant µ0. Therefore, its possible
to calculate the magnetic susceptibility per mole χM by
χM = VMχV = VM
µ0M
B0
(2.96)
where VM is the molar volume. This can be further defined as the magnetic suscep-
tibility per molecule χ being divided by Avogadro’s constant NA:
χ =
χM
NA
. (2.97)
From Equation 2.95 and from µind = NA〈µ〉V/VM , χ can be expressed as:
χ =
µ0〈µ〉
B0
(2.98)
where 〈µ〉 is the average induced magnetic moment per particle.
The relaxation and precession dynamics of the electron spin S are several
orders of magnitude faster than the NMR timescale. This causes the electron spin
S to be averaged over several Zeeman states giving rise to the Curie spin 〈Sz〉
〈Sz〉 =
∑
Ms
MS
{
−geµBMsB0
kBT
}
∑
Ms
{
−geµBMsB0
kBT
} (2.99)
〈S±〉 = 0 (2.100)
With the high temperature approximation this simplifies to
〈Sz〉 = −geµBB0
3kBT
S(S + 1). (2.101)
As the induced magnetic moment per particle is proportional to the curie spin
〈µ〉 = −µge〈Sz〉 [33] therefore the Curie moment can be determined
〈µs〉 = g
2
eµ
2
BS(S + 1)
3kBT
B0. (2.102)
Using Equation 2.98, the Curie moment can be expressed in terms of the
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isotropic molecular magnetic susceptibility (Equation 2.102)
χiso = µ0
g2eµ
2
BS(S + 1)
3kBT
, (2.103)
and in terms of the Curie spin (Equation 2.101)
〈S〉 = 〈Sz〉 = − χiso
µ0µBge
B0. (2.104)
The Hamiltonian of the through bond coupling between the nucleus I and the elec-
tron S is proportional to the s orbital for the atom containing the spin I
Hˆ C = Aχ · Iˆ (2.105)
where the through bond coupling of the nucleus to the average electron spin is
described by the hyperfine Fermi constant A is
A =
µ0
3S
~geµBγIρs (2.106)
where the γI is the nuclear gyromagnetic ratio. The gyromagnetic ratio and mag-
netic moment of the electron (g-value) is represented by ge and the spin density at
the nucleus, ρs which is described by the sum i of the spin density for the ith nuclear
orbitals
ρs =
∑
i
[|Ψ−i (0)|2 − |Ψ+i (0)|2] (2.107)
with the positive |Ψ−i (0)|2 and |Ψ+i (0)|2 negative spin densities respectively.
To determine the shift contribution of the Fermi contact δcontact towards the
hyperfine shift δhyperfine the energy of the contact interaction needs to be related
to the size and strength of the magnetic field
δcontact =
Econtact
γI~IzB0
, (2.108)
where Econtact is the energy for this isotropic hyperfine coupling
Econtact = AIz 〈Sz〉 . (2.109)
Thus, when the Curie spin (Equation 2.104) and the isotropic magnetic susceptibility
(Equation 2.103) are substituted in, the Fermi contact interaction is:
δcontact = A
geµBS(S + 1)
3γI~kBT
(2.110)
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From this it is clear where the inverse reliance on temperature for this interaction
originates. If the electronic field at the paramagnetic nucleus is anisotropic, the g
factor should be replaced by the term 13(g‖ + 2g⊥) which represents the parallel g‖
and perpendicular g⊥ components, thus representing an axially symmetric tensor.
In this case the magnetic susceptibility has an orientation dependence relative to the
external magnetic field. Therefore, the average induced magnetic field represented
in Equation 2.98 instead becomes
〈µˆ〉 = χˆBˆ0
µ0
(2.111)
The second part of the paramagnetic Hamiltonian, the electron nuclear in-
teraction (Hˆ D), can be described as analogous to the dipolar interaction discussed
in Section 2.4.2. The determination of the interaction energy is fundamentally the
same as Equation 2.35 in Section 2.4.2. However, this change from a nuclear-nuclear
to an electron nuclear interaction produces a few key differences. Firstly the dis-
tance between the electron and the nucleus r can be approximated by the distance
from the nucleus to the metal centre. This approximation allows us to ignore any
fractional electron density covered by the Fermi contact shift. By displaying the
dipolar Hamiltonian Hˆd from Equation 2.36 in terms of the nucleus and the elec-
tron by the taking magnetic moment of the nucleus as described in Section 2.1.1
µˆ = γIˆ (2.2)
and describing the magnetic moment of the electron µˆ as the averaged induced elec-
tron magnetic moment 〈µˆ〉 in the magnetic field. This Hamiltonian now represents
the electron nuclear interaction
Hˆ D = −µ0
4pi
[
3(~γI Iˆ · r)(〈µˆ〉 · r)
r5
− ~γI Iˆ 〈µˆ〉
r3
]
. (2.112)
Therefore, by using Equations 2.97 & 2.111 and describing Iˆ = Iˆκκ since the nucleus
is quantized along the direction of the external magnetic field κ. The Hamiltonian
can be rewritten as
Hˆ D = −~γIB0
4pir5
Iˆkκ ·
[
3r(r · χ)− r2χ] · κ. (2.113)
A second rank magnetic susceptibility tensor σp can then be defined as
σp = 3r(r · χ)− r2χ (2.114)
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which results in the electron nuclear Hamiltonian having the form
Hˆ D = − ~γI
4pir5
Iˆ · σp ·B. (2.115)
resulting in a remarkable similarity to the chemical shielding Hamiltonian
HˆCS = γIˆ · σ ·B. (2.25)
And as with CSA (Section 2.4.1), the paramagnetic interaction is observed to scale
linearly with magnetic field.
To transform this interaction in the LAB frame, it can be easier for Hˆ D to
be expressed as PAS frame in spherical tensor form:
Hˆ D =
∑
m=−1,0,1
D2,0d
2
0m(β)T2,m (2.116)
Where d20m(β) is the reduced Wigner matrix element, with β being the angle between
the PAS and the magnetic field. D2,0 is the only non-zero component of the dipolar
tensor D:
D2,0 =
√
6
~γIµBge
4pir3
(2.117)
and the spin operator terms (T2,m), in a large applied magnetic field are:
T2,0 =
2
3
IzB0 −
√
2
3
χ0,0IzB0 (2.118)
T2,±1 =∓ 1
2
〈S±〉 Iz = 0 (2.119)
T2,±2 =0 (2.120)
Where only the terms that commute with Iz are retained. The dipolar Hamiltonian
then becomes
Hˆ D =
{
2
3
D2,0χ2,0 − 1
2
(D2,1χ2,−1 +D2,−1χ2,1)−
√
2
3
D2,0χ0,0
}
IzB0 (2.121)
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where χ2,n are represented by:
χ0,0 =−
√
3χiso (2.122)
χ0,±1 =
√
2
3
∆χax (2.123)
χ0,±2 =
3
4
∆χrh
∆χax
(2.124)
where the axial and rhombic components of the tensor χ, in the PAS frame, are:
χax =χzz − χxx + χyy
2
(2.125)
χrh =χxx − χyy (2.126)
Equation 2.121 can then be simplified to: [27]
Hˆ D =
{
δdipolar +
√
1
6
∆σp(3cos
2β − 1)
}
IzB0 (2.127)
where the shift anisotropy is expressed as
∆σp =
χiso
~γIr3
(2.128)
and the dipolar shift term is:
δdipolar
1
12pir3
{
∆χax(3 cos
2 θ − 1) + 3
2
∆χrh sin
2 θ cos 2ϕ
}
(2.129)
where the angles θ and ϕ describe the orientation of the nuclear spin relative to the
PAS of χ, as this component solely relies on the spins relative to each other in the
molecule.
2.5 Magic Angle Spinning
In liquid state NMR the rapid tumbling of molecules over a short time-scale, av-
erages out all the anisotropic components of the internal interactions. This results
in the anisotropic components of many interactions rarely being observed in the
liquid state. However, in solids there is not enough molecular motion present for
the anisotropic components to be averaged out. Furthermore, in many cases, sam-
ples are polycrystalline in nature, representing all possible orientations, resulting in
broadening of the spectral lines. While it is possible to successfully analyse these
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Figure 2.10: A representation of the rotation of a sample relative to the B0 field
in a MAS experiment. Where θ is the original rotation between the PAS and LAB
frames, θr is the rotation between the LAB and MAS frames, β is the rotation from
the PAS to the MAS, and αRL is the physical rotation of the sample at frequency
ωr.
spectra in some simple cases, many systems investigated consist of many chemically
inequivalent sites where it may be difficult, if not impossible, to distinguish spectral
features and gain any meaningful information from the spectrum.
Faced with this, Andrew, Bradbury and Eades [9,34] demonstrated that ro-
tating a solid sample at the so called ‘magic angle’ removed part of the dipolar
broadening observed in the spectrum. The remaining dipolar broadening appeared
at multiples of the applied rotation speed (in Hz), and is termed the spinning side-
bands. Since then, this technique has been employed as a technique coined ‘Magic
Angle Spinning’ (MAS).
For many interactions in solids the orientation dependence has been shown
to have a 3 cos2 θ − 1 term, where θ is the angle between the PAS system and the
Lab frame (Figure 2.10). In a sufficiently powdered sample, θ consists of all possible
orientations relative to the LAB frame, resulting in the large anisotropic lineshapes
observed. However, if a sample is physically rotated about an axis, the average
orientation of its anisotropic interactions will now become the same as the rotation
axis. For MAS the angle applied is θr, and the average of the orientation dependence
can now be shown to be,
〈
3 cos2 θ − 1〉 = 1
2
(
3 cos2 θr − 1
) (
3 cos2 β − 1) (2.130)
where β is the angle between the PAS and MAS frames. These angles are represented
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Figure 2.11: A representation of the quadrupolar lineshape under MAS when θr =
54.74° when the following parameters are varied (a) CQ, (b) ηQ and (c) I. For all
parameters δiso is equivalent to 1 kHz.
in Figure 2.10, with a αRL being the axis around which the sample physically rotates
at frequency ωr.
This 3 cos2 θ − 1 term is called the Legendre polynomial and can be solved
so that 3 cos2 θ − 1 = 0. This condition is met when the angle is set at 54.74 °
Therefore, physical rotation of a sample at an angle of θr which now solves this
Legendre polynomial, and reduces the anisotropic first order components to zero.
However, this is only true when the MAS speed much greater than the size of the
anisotropy in Hz(∆ω). In most cases, the anisotropy is equal or much larger than
the achievable ωr, resulting in residual broadening remaining in the spectral lines
and generating additional resonances at multiples of ωr distance apart from δiso
refereed to as the spinning side-bands. For the dipole-dipole interaction, some of
this residual broadening can be removed through decoupling (Section 3.1.6), however
for the paramagnetic interaction this is not possible. One solution to this can be
deduced from Equation 2.127, where it can be observed that through a reduction of
the magnetic field strength the impact of this interaction can be minimised.
However, through spinning at the magic angle it is only possible to fully re-
move the first order components of the interactions. Higher order anisotropic com-
ponents, such as the second order quadrupolar interaction are only partially reduced
by MAS, resulting in the observation of the lineshapes in Figure 2.11. However, this
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higher order effect can be shown to have a dependence on the fourth order Legen-
dre polynomial (P4(cos θ) = 35 cos
4 θ − 30 cosθ +3). This has two solutions so that
P4(cos θ) = 0, 30.6 ° and 70.1 °. Therefore, by spinning at a one of these angles
a large proportion of the second order quadrupolar interaction would be removed.
However, only spinning at this angle would not solve the 2nd order Legendre poly-
nomial (3 cos2 θ − 1), resulting in the first order lineshapes from interactions being
observed. To combat this, techniques such as double rotation (DOR) and dynamic
angle spinning (DAS) exist, simultaneously rotating at both the magic angle and
one of the second order quadrupolar angles, reducing both the first and second order
terms to zero. However, this is difficult to implement experimentally and will not
be covered in this work.
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Chapter 3
Experimental Methods
3.1 NMR Spectroscopy
The theory of solid state NMR has been explained in the previous chapter. To
conduct NMR experiments this needs to be explained in the context of the techniques
used. This section has primarily been sourced from the following literature: [19–21,
32,35]
3.1.1 The NMR Spectrometer
In principle the basic components of a NMR spectrometer do not vary much between
instruments. A simple overview of the NMR components are discussed below, how-
ever more detailed descriptions can be found in the following sources [19,20,36].
To provide the high static fields required for the Zeeman transitions in NMR,
most modern spectrometers utilise a superconducting magnet. Employing a wound
superconducting wire which is immersed in a liquid helium bath ensures the material
is below the critical temperature, so that once charged with current it will run
indefinitely as long as the cryogenic temperatures are maintained. Superconducting
magnets are chosen for their capabilities to not only produce a high field but the high
magnetic field homogeneity and high stability required for NMR. Other methods to
produce magnetic fields such as electromagnets, or permanent iron core magnets,
either cannot produce magnetic fields stable enough, require a large continuous
power draw, or do not have the field homogeneity required for high resolution NMR.
While the magnetic field homogeneity produced by superconducting magnets
is already high, to reach requirements for high resolution NMR (typically 2× 10−9
T over a volume of 1 cm3), small adjustments to the magnetic field need to be made.
This adjustment of the magnetic field is referred to as shimming, and typically is
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achieved through two means; a cryogenic shim set and a room temperature shim
set. Both cryogenic and room temperature shims are sets of coils with different
geometries, and application of currents through these coils tweak the magnetic field
in either the x, y or z axis or by a function of these (e.g. x2−y2, z2−(x2 +y2)). The
cryogenic shims are also superconducting, and are generally set after the system is
first installed and not changed thereafter. These are supplemented with the room
temperature shims, which are effectively a series of electromagnets. Rather than
the semi-permanent nature of the cryogenic shims the room temperature shims are
effectively a fine-tuning of the magnetic field. In liquid NMR these are generally
changed sample to sample, while in solid state NMR are generally only modified as
a consequence of changing the probe, due to inhomogeneities arising from different
probe geometries. Shimming has been described as an art form, as modern spec-
trometers tend to have at least 12 − 18 room temperature shims which need to be
modified sequentially and iteratively to produce the narrowest lineshapes [37].
The NMR probe can be considered to be the one of the most important
parts of the NMR experiment. The main feature of the probe is the coil used to
excite and detect the nuclear spins. Located at the centre of the homogeneous
field generated by the shims, the coil is wound around the sample chamber and
connected to a resonant circuit which ensures that the coil has the lowest possible
resistance at the frequency used in the NMR experiment. This resonance is able to
be adjusted to higher or lower frequencies using the tuning capacitor and changing
the output impedance using the matching capacitor. Experiments requiring two
or more nuclei, such as the cross polarisation experiment (Section 3.1.7), can have
the resonant circuits designed in such a way that multiple resonant frequencies are
possible. In addition to the aforementioned capabilities, the NMR probe may also
contain additional equipment for the application of MAS, variable temperature, or
other experimental features desired.
To simplify the NMR console it can be considered as two basic parts, the
transmitter and the receiver. The transmitter is responsible for generating the rf
pulse at the frequency, amplitude, phase and time required by the spectroscopist.
While, the receiver, is responsible for the amplification of the low power NMR
signal, and then mixing down to lower frequencies suitable for the analogue to
digital converter (ADC) so it can then be read into the computer for analysis by
the spectroscopist. Furthermore, the console is responsible for the timing of this
so that all pulses are applied at the correct time needed for the experiment, and
controlling the duplexer, which ensures the detector is not open to the high power
rf pulse from the transmitter, which would likely irreparably damage the sensitive
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electronic components.
3.1.2 One Pulse Experiment
One of the simplest NMR experiments is the one pulse experiment. It is the ap-
plication of a single rf pulse to bring magnetisation into the transverse plane and
then measuring the response of this transverse magnetisation (Section 3.1.4). The
maximum signal (S) generated, from a single pulse, is when θnut is equal to 90 °, so
that the resulting magnetisation is entirely aligned in the transverse plane (Figure
2.5).
The induced signal of the interaction is:
S = VcγB0M (3.1)
Where Vc is the volume of the samples. Substituting the net magnetisation of a
sample the total signal induced is now given by:
S =
NVcγ
3B2o~2I(I + 1)
3kT
(3.2)
As observed, this makes the signal dependent on many factors, and as discussed in
Section 2.1.2, results in the inherent insensitivity of the technique.
In addition to this inherent insensitivity, NMR spectroscopy has to contend
with additional uncontrolled random signals called ‘noise’. Noise can arise from
many sources, but by far the largest source is from thermal motion of electrons in
the receiver coil. To combat this, the experiment can be repeated multiple times,
ensuring that after each pulse the magnetisation has returned to equilibrium (Sec-
tion 3.1.3) before the next experiment begins. As noise is inherently random, each
repetition of the experiment reduces the amount of noise observable and therefore
increase the signal-to-noise (S/N) ratio. The S/N ratio increases with
√
n where
n is the number of transients (or number of experiments) acquired. It is immedi-
ately apparent that from this, that to double the S/N the experiment needs to be
increased by a factor of four. This can be problematic in cases when signal is inher-
ently low relative to the noise. As increasing the number of the transients acquired
gets diminishing returns, and quickly leads to unrealistic experimental times. In
such cases to increase the signal observed, other factors would need to be considered
including, increasing B0, Vc, or through isotopic enrichment of nuclei.
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3.1.3 Longitudinal Relaxation Time - T1
After the rf pulse (Section 2.3.3), bulk magnetisation returns to thermodynamic
equilibrium through a process called relaxation. This is described by two separate
mechanisms, the longitudinal relaxation time (T1), and the transverse relaxation
time (T2). The first of these, T1 is the time required for the bulk magnetisation
to return to thermal equilibrium along the z-axis after the system is perturbed.
Returning to equilibrium does lead to a slight energy loss at the nuclear spins in
the form of heat, however the amount is small and no notable temperature changes
are observed in the bulk sample. The classical description of the time dependence
of the z magnetisation (Mz) can be given by the Bloch equation,
dMz
dt
=
M0 −Mz
T1
(3.3)
where M0 is the magnetisation at thermal equilibrium. The description of the build
up from no magnetisation, such as after a 90° pulse, until the bulk magnetisation is
along the B0 field is described by the exponential relationship,
Mz = M0(1− e−
t
T1 ) (3.4)
where T1 is given as the rate constant.
The length of T1 varies for both the nuclei, and the system under study, as
a result of differences in the strength of local interactions around the investigated
nuclei. Fluctuations in the strength of these interactions (caused by time variations)
cause transitions between the Zeeman energy levels and thus a change in the bulk
magnetisation. Furthermore, the frequency of these energy transitions is dependent
on the strength of the interactions present, and the amount of fluctuations at ω0 in
the system. A result of this, in quadrupolar nuclei, where the quadrupolar interac-
tion is usually the most dominant interaction, its relative size tends to reduce the T1
observed. Whereas, for non-quadrupolar systems or when the interaction is small,
the predominant relaxation mechanism is due to the dipolar interaction. Since the
paramagnetic interaction is analogous to the dipolar interaction, although with an
unpaired electron rather than a nucleus, the presence of a paramagnetic species also
has significant contributions towards relaxation [38]. This contribution is due to
rapid electron spin flipping, resulting in a significant decrease in T1 is observed for
paramagnetic materials, thus enabling rapid repetition of experiments.
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3.1.4 Transverse Relaxation Time - T2
In the rotating frame, after the magnetisation is transferred to the x − y plane
due to an applied rf pulse you would expect that all nuclei would remain aligned
together. However, differing magnetic fields, due to the varying strength of interac-
tions experienced at each nucleus, result in a slightly different precession relative to
the rotating frame. Nuclei that experience a lower relative local magnetic field lag
behind with respect to the rotating frame, whereas higher fields appear to be pre-
cessing faster than the rotating frame. The sum of all the magnetisation over time,
forms a dispersion of the magnetisation in the x− y plane. After a sufficient period
of time, this magnetisation becomes fully dispersed. The transverse relaxation (T2)
describes this dispersion of magnetisation in the x-y plane. Similarly to T1, T2 can
be described by the Bloch equations, in both the x
dMx
dt
=
−Mx
T2
(3.5)
and y dimensions,
dMy
dt
=
−My
T2
(3.6)
and where the solution for the transverse magnetisation in the rotating frame is
given by,
Mx(T ) = Mx(0)e
−t
T2 (3.7)
and
My(T ) = My(0)e
−t
T2 (3.8)
However, this value for T2 is the ideal transverse relaxation. Magnetic field
inhomogeneities in the static magnetic field, arising due to poor shimming, sum with
the ideal magnetic field so that
1
T ∗2
=
1
T2
+
1
T2(∆B0)
(3.9)
where T2(∆B0) = 1/Rinhom where Rinhom is the size of the magnetic field inhomo-
geneities on the lineshape, and T ∗2 is the total transverse magnetisation. The free
induction decay observed in NMR experiments is due to this T ∗2 as the receiver coil
is aligned along this plane. It can also be shown that T ∗2 is proportional to line
width so that:
∆ν 1
2
=
1
piT ∗2
(3.10)
So that a larger interaction results in a smaller T ∗2 and thus a larger linewidth.
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This fact can be exploited to determine the homogeneity of the magnetic field, as
the magnetic field can be adjusted so that Rinhom is reduced resulting in as narrow
a line as possible. This process is called shimming and is best performed with a
sample with inherently long T2.
3.1.5 The Hahn Echo Experiment
The first spin echo experiment in NMR was performed by Erwin Hahn who discov-
ered that using successive pi/2 pulses separated by a short time period (τ), an echo
like appearance evolved in the observed signal [8]. This pi/2 − τ − pi/2 sequence,
later termed the solid echo or the quadrupolar-echo, is useful for refocusing the
quadrupolar interaction in integer spin quadrupoles.
However, later modification to the original sequence by Carr and Purcell,
changed the second pi/2 pulse to a pi pulse to promote coherence refocusing [35].
Later termed the Hahn echo, the pi pulse effectively rotates the spins completely
about the pulse axis. As the spins are flipped they effectively start to undo the
dephasing, as the faster precessing spins are now effectively behind the slower spins.
At a time period τ after the pi pulse, all coherences become refocused, allowing for
the FID to be collected from this point.
This technique is partially useful in systems with broad resonances where T ∗2
is low. As during the small dead time after any final pulse, the first few points of a
FID are not collected. This is problematic as in broad resonances crucial information
can be lost from removing these points resulting in spectral lines that are now not
representative of the system. Whereas, collecting the FID from the top of the echo
ensures all coherences are fully refocused, and no information is lost. Furthermore,
if both sides of the echo are fully collected doubling the effective signal collected
from this experiment, although in many cases this is not possible.
Generally, when used in conjunction with MAS (Section 2.5), the pulses are
timed so that τ = nωr, where n is a integer, and ωr represents a full rotor cycle.
3.1.6 Heteronuclear Decoupling
While MAS is successful at removing most of the heteronuclear dipolar coupling,
some anisotropic components sometimes still remain. This typically occurs in situ-
ations where low abundance nuclei X (such as 29Si with 4.7 %) are contained in a
network with a large amount of high abundant spins nearby (such as 1H at 99.98 %).
Through the use of decoupling sequences any broadening remaining from this in-
teraction can be removed. These sequences are typically applied on the 1H nucleus
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during the acquisition of the FID of the nucleus under observation X.
The simplest case involves a continuous high powered rf pulse on 1H. How-
ever, when applied with a typical nutation frequency (ω1) of 100 kHz for the length
of the FID, it can cause undesired sample heating or exceed what would be consid-
ered safe for the equipment involved. This has caused other, more efficient sequences
to be developed, including but not limited to, two pulse phase modulated (TPPM)
and SPINAL-64 [39,40].
3.1.7 Cross Polarisation
Spectra from nuclei with low sensitivity or a long T1 can be difficult to acquire by
conventional techniques. As described in Section 3.1.2, if the signal-to-noise ob-
tained in a reasonable length of time is not sufficient, quadrupling the acquisition
time further will only result in a doubling of the S/N. However to combat this,
cross polarisation magic angle spinning (CPMAS) can be employed to improve the
sensitivity of experiments. Through exploitation of dipolar coupling, spin polarisa-
tion from a high abundant and sensitive nucleus such as 1H can be transferred to
spatially close lower abundance X nuclei (such as 29Si). Enabling the T1 of the
1H
to be used, which can have a lower T1 value due to strong homonuclear coupling.
Furthermore, CPMAS can result in an enhancement of signal up to a factor of the
gyromagnetic ratios (γH/γX) of the nuclei.
To perform this experiment first 1H magnetisation is transferred into the x−y
plane using a pulse applied at the Larmor frequency of the 1H nucleus. Directly after
this, a spin lock pulse on the 1H channel is matched to a contact pulse on the X
channel. This requires the Hartmann-Hahn matching condition,
γHB1(
1H) = γXB1(X) (3.11)
where the amplitudes of both pulses are the same. Simplistically, this sets the energy
gaps between the two sets of spins to be equal, thus allowing the redistribution of
spin states, with a net gain in the X spins in the x−y axis. Finally after this contact
pulse has ended, decoupling on the 1H channel is usually applied, to remove dipolar
coupling during the acquisition of the FID on the X channel.
In practice the amplitude of either the contact pulse or the spin lock pulse,
are varied over the contact time, as this allows for small imperfections in the setting
of the Hartmann-Hahn matching. While Equation 3.11 is true for low MAS speed
(<∼12 kHz), upon increasing MAS frequencies where the rotor period is a fraction
of the contact time, the net cross polarisation term averages to zero or at least
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a small value reducing the effectiveness of the Hartman-Hahn matching condition.
However, an aditional matching condition can be found where
(γHB1(
1H)− γXB1(X)) = ±nωr n = 1, 2, ... (3.12)
is true, resulting in the sideband match condition. However, in this thesis CP has
only been performed at ωr = 5 kHz, where the Hartmann-Hahn condition still holds
true, so this is not a concern.
3.1.8 Multiple Quantum Magic Angle Spinning (MQMAS)
While it is possible to remove the second order quadrupolar interaction from the
solid state NMR spectrum through rotating at an additional magic angle (Section
2.5), implementation of these techniques is difficult and requires expensive dedicated
probes. The 2D-MQMAS experiment first proposed in 1995 by Frydman et al. [41]
sought to resolve this issue by achieving high resolution by spinning the sample at
just one angle. Through correlation of the phase evolutions of multiple quantum
(MQ) and single quantum (1Q) coherences, the fourth rank component of the second
order quadrupolar broadening can be removed, resulting in the formation of a purely
isotropic echo.
The simplest MQMAS experiment utilises 2 pulses for the MQ transition,
however this results in ‘phase-twist’ lineshapes observed in the 2D spectrum, leading
to lower resolution and obscuring analysis. However, since the discovery of this
original experiment, researchers have modified the pulse sequence to ensure pure
absorption lineshapes can be obtained. While this can be achieved by ether a phase
modulation, or an amplitude modulation with respect to t1, in this thesis the latter
will be used exclusively. Additionally, the experiment performed is the 3QMAS
pulse sequence (Figure 3.1), where a 3Q transition (e.g. for a 3/2 nucleus, between
the +3/2 and −3/2 spin states) is utilised in the MQ transition.
The 3QMAS experiment first has a high power rf pulse to excite the MQ
coherences. Then the 3Q transition is allowed to evolve under the internal Hamilto-
nian over a time period t1. These evolving quantum coherences are then reconverted
back into the 1Q state. A short delay τ , which acts to remove any unwanted coher-
ences and align the remaining along B0 is applied before the selective pi/2 Z-filter
pulse which brings everything into the observable 1Q coherence.
For this 3Q transition to evolve without any extra resonances being observed
in the final spectrum, the 0→ ±3→ 0→ −1 coherence pathway has to be adopted.
This coherence pathway is selected by phase cycling, where the phase (φ, Equation
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Figure 3.1: The pulse sequence for the z-filter 3QMAS experiment, with the coher-
ence pathway shown below.
2.17) is cycled in |p| steps of 360/|p| stages. By choosing the 0 → ±3 → 0 → −1
coherence pathways displayed in Figure 3.1, both the echo and antiecho contribu-
tions are equal for all crystallites in the system, where the isotropic echo (T2e) is
observable at Rt1 away from the z-filter pulse:
t2e = −
[
C4(I, p)
C4(S,−1)
]
t1 = R(I, p)t1 (3.13)
Where R is equal to,
R(I, p) =
p
[
36I(I + 1)− 17p2 − 10]
36I(I + 1)− 27 (3.14)
where the sign of C4(I, p) is always reversed when changing that of p, so that it is
always possible to obtain a positive ratio for R(I, p). Application of a 2D Fourier
transform on the time domain signal, provides a correlation spectrum consisting of
two narrow bands of resonances with features extended along the direction where,
F1 = R(I, p)F2 (3.15)
where F2 and F1 represent the frequencies in the single quantum and multi quantum
dimensions respectively. While this is useful, by convention the data is usually
‘sheared’ so that the features are aligned with the F2 axis (δMAS), transforming F1
into a new isotropic dimension δiso [42].
It is usual to add two extra axes to the MQMAS spectrum. The first is the
chemical shift (CS) axis, where if the quadrupolar interaction is small the line will
be located on this line. Observation of any broadening in the resonance parallel to
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this line represents disorder present in the chemical shift of the site. The second
axis, called the quadrupolar induced shift (Qis) represents the shift induced by a
sufficiently large quadrupolar interaction away from the CS axis. Furthermore, any
disorder in the CQ of a resonance is observed parallel to the Qis line.
3.2 MPMS Measurements
Fundamentally, the magnetic property measurement system (MPMS) is a way to
measure the magnetic properties of a sample by monitoring a change in the current
of a set of superconducting coils as a sample is steadily moved through them. The
theory for this section has primarily come from two main sources ‘Magnetism in
Condensed Matter’ [23] and ‘Fundamentals of Magnetism and Magnetic Measure-
ments’ [43].
The superconducting detection coils in the MPMS are linked to further de-
tection coils of a superconducting quantum interference device (SQUID), which mea-
sures any change in current of the superconducting wire outputting a voltage which
is proportional to the SQUID detection coils. This is due to the extreme sensitiv-
ity to changes in magnetic fields for the SQUID detector, and as a consequence it
needs to be shielded from direct exposure to both the ambient magnetic fields in the
laboratory and from those produced by the superconducting magnet in the MPMS
device.
By convention, some definitions of the different magnetic fields used in SQUID
magnetometry are slightly different to those used in NMR. While, M is still mag-
netisation, the applied magnetic field is given as H, and the magnetic flux at the
SQUID detector is B. Furthermore, there is a great deal of resistance by the magnet-
ics community to adopt SI units, and still magnetic measurements are given in the
Gaussian cgs system. As a result of this, for the MPMS measurements throughout
this thesis, M is given in electromagnetic units (emu) in terms of either the volume,
mass or number of moles in a sample, where one emu is equal to 10 amperes. The
units for H are given in oersted (Oe), where 1 Oe = 1 G (Gauss), and the units for
B are also given in G. In this cgs system the three magnetic fields are related by
the equation:
B = H + 4piM (3.16)
By definition the applied magnetic field (H) does not change when the sample is
placed in the system, so B can be seen the net local field and M is the field which
changes the local field from H to B.
As this is a relatively easy conversion, and experimentally the magnetisation
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from the sample is generally given in terms of M . This dependence can be given as
the magnetic susceptibility
χ =
M
H
(3.17)
For this thesis, M will be given in terms of mass, so the mass magnetic susceptibil-
ity (χg) is given in units of emu/g. The first of two principle MPMS measurements
utilised in this thesis is M(H), where M is given as a function of changing applied
field, is evident from Equation 3.17. As the measurements in this thesis are pri-
marily done on paramagnetic materials, there is a linear dependence in most M(H)
measurements resulting in determination of the magnetic mass susceptibility (χm).
The Curie-Weiss susceptibility χCW describes the temperature relationship
that paramagnetic materials have with magnetic susceptibility:
χCW =
C
T − θ (3.18)
Where θ is the Curie Weiss temperature and related to the strength of the interaction
between magnetic moments, and C is the curie constant given as,
C =
1
kb
P 2effN (3.19)
Where N is the number of spins and Peff is the effective magnetic moment. This
temperature dependence is the basis of the second primary MPMS measurement,
M(T) where the magnetisation is measured as a function of the change in temper-
ature. The magnetisation of M(T) is usually given as 1/χ so that the approximate
location of θ can be given as the curie temperature. However, as is the case with
many materials, an anti-ferromagnetic transition occurs near θ, known as a Ne´el
temperature (TN ), which is given instead.
The two principle MPMS experiments in this thesis are then given as M(H)
and M(T), where the dependence of magnetisation is given as a function of field and
temperature respectively. These measurements are used to determine the magnetic
behaviour of materials, such as if its paramagnetic, diamagnetic, or contains any
magnetic impurities.
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Chapter 4
Low Field and Fast MAS
Studies on Paramagnetic
Cathode Battery Materials
4.1 Introduction
4.1.1 Background
The application of lithium iron phosphate (LiFePO4, LFP) as a replacement for
current lithium-ion cathode materials has become more desirable recently, due to
its advantages which include a low production cost, environmental safety, good
storage capacity, thermal stability and reproducibility during charge/recharge cycles
[44,45]. The electrochemical potential of LFP at ∼3.5 V vs. Li/Li+ is well below the
electrolyte oxidation voltage regions, contributing towards the observed reliability
and safety of the electrochemical cell [46]. Work is ongoing to develop a green process
to recycle recovered LFP, further decreasing the environmental impact of the cathode
material [47]. These factors all contribute to its desirability as a cathode material,
and its use in many devices, has given rise to a global LFP use of 49,500 tons in
2015, which is projected to increase to 309,500 tons by 2020 [48–50].
Occupying an orthorhombic olivine structure, LFP has a one dimensional
channel along the b-axis which Li+ forms chains of edge sharing octahedra [51].
Each Li octahedra edge shares with two Fe octahera, which form zig-zag corner
sharing planes parallel to this channel. Additionally, each Li+ shares two edges and
two corners with a four different P tetrahedra. These four P tetrahedra strongly
attract oxygen forming highly symmetric PO4
– units and create small distortions
in the Fe octahedra. [52] The Li channel created by the Fe octahedra and P tetra-
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Figure 4.1: The olivine crystal structure of LiFePO4 with FeO6 octahedra in or-
ange, PO4 tetrahedra in grey, and the blue Li sitting in channels forming an LiO6
octahedra.
hedra is shown in Figure 4.1 and can become blocked by various factors such as
disorder, foreign phases, or by stacking faults [53–55]. As Li+ diffusion is limited to
along the channels and not between them, any defects which block the channels is
detrimental to the performance of the cathode material [51, 54]. However, methods
exist to mitigate this effect, these including producing plate-like crystals with the
Li+ channel along the shortest plane [53,56,57].
In transition metal (TM) oxides the ordering of the d electrons, and thus the
materials properties, heavily depends on the environment that the TM occupies. As
Fe occupies a octahedral environment, in LFP, the 5 d-block electron orbitals split
into the triply degenerate t2g and doubly degenerate eg energy states. Figure 4.2(a)
shows the electron orbitals that make up these energy states. It is known that the
3d6 electrons from Fe2
+ are in the high spin configuration (Figure 4.2(b)), thus five
electrons occupy all of the up-spin 3d states, with the remaining electron per iron
occupying a down-spin t2g band. [58, 59] It is known that LFP is in this high spin
configuration as the crystal field splitting energy, UCF ∼1.64 eV, is smaller than the
exchange splitting, UX ∼3.41 eV. [59] The high spin state can also be determined
experimentally though measuring the magnetic properties of LFP. [60] It is known
that LFP is paramagnetic, indicating the existence of unpaired electrons and thus
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Figure 4.2: (a) The shapes of the five 3d orbitals. The crystal field splitting for
a octahedral complex with 3d6 electrons in (b) high-spin and (c) low-spin arrange-
ments.
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confirming the high spin configuration (Figure 4.2(b)). If the 3d6 electrons were in
low-spin configuration (Figure 4.2(c)), due to the octahedral nature of the site, the
t2g orbitals would be fully occupied leaving no unpaired electrons and resulting in
a diamagnetic material. [60]
The orthorhombic phase of LFP was first identified in the mineral Triphylite
in 1932 [61]. In 1997, Padhi et al. [44], utilised LFP as a potential cathode material.
From their initial tests, LFP achieved favourable electrochemical properties, includ-
ing a fully reversible specific capacity of 110 mA h/g with a voltage plateau of 3.5 V.
However, a limit for the intercalation potential of 0.6 Li per unit cell was reached.
This was initially determined as the potential limit for LFP, as chemical lithiation
of the analogue FePO4 resulted in no increase in the intercalation potential [44].
Lithium’s low diffusion rate at the phase-boundary and the low inherent conduc-
tivity of particles of LFP, have been thought to be the cause of these conductivity
issues [53,62].
Early investigations tried several methods to improve this low intercalation
capacity. Researchers identified the specific capacity to be strongly temperature
dependent, although the theoretical capacity of 170 mA h/g could not be reached,
even up to 80°C [45,63]. Others focused on doping LFP with electronically conduc-
tive materials, such as copper or silver, in an attempt to improve the kinetics and
availability of the Li in the material [64]. However, the largest improvement in spe-
cific capacity came from carbon coating LFP to achieve an electronically conductive
material. This carbon coating enabled researchers to almost reach the theoretical
capacity of LFP [65, 66]. Following this initial research, the synthesis and prob-
lems associated with the carbon coating of LFP have become an active area of
research [67–69].
4.1.2 Production Methods of Lithium Iron Phosphate
Electrochemical performance of LFP has been shown to be strongly dependent on
the synthesis method utilised, and the quality of the carbon coating [55, 57, 70].
Factors including the particle size, morphology, and cation ordering can critically
affect the performance of the material [71, 72]. It is also important to be aware of
the mechanism by which lithium moves through the lattice, as any method that
introduces deformities into the channels will reduce the material’s performance [51,
54]. Synthesis methods of LFP generally fall into two main categories: solid state
synthesis and solution chemistry. Generally, both methods contain a stoichiometric
amount of an iron salt, a lithium salt, and a phosphate source as precursor materials
[55].
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In general, the aim is to produce LFP with a small particle size and a large
surface area. Achieving this will enable the following benefits, firstly as diffusion is
proportional to the square of distance, the rate capability is improved for smaller
particles. Secondly, the high surface area of the small particles provides propor-
tionally greater surface sites, increasing the gravimetric capacity of the electrode.
Thirdly, an improvement in the reaction kinetics is achieved due to an increase in
electron transport [73].
Solid state methods are currently utilised in industry for the production of
LFP, which generally involve a long sintering process at a high temperature in an
inert atmosphere [74]. Thus ensuring that the starting material has decomposed and
produced a pure olivine phase of LFP. However, sintering LFP at a high tempera-
ture can cause unintended effects, including the risk of creating impurities (Fe2O3
or Li3Fe2(PO4)3) or causing the agglomeration of particles [75]. To reduce the tem-
perature and synthesis time, many researchers employ mechanical methods such as
ball milling [76,77] or high energy milling [78], as this reduces the risk of impurities.
In addition, the use of these mechanochemical methods can produce LFP with a
greater electrochemical performance due to the small particle size created, and a
high surface area [77–80].
In the solid state method it is common to use an Fe(II) precursor, however
some of these materials are either unstable, expensive, or both. Therefore, some
researchers have looked into synthesis procedures involving Fe(III) precursors. These
materials are generally more stable and cheaper than their Fe(II) counterparts,
however care needs to be taken during synthesis to ensure that the Fe(III) is fully
reduced to Fe(II). This reduction of Fe(III) can be achieved by a variety of methods,
including adding a reducing gas such as H2 into the Ar atmosphere during the
sintering process [81, 82]. Through the use of this method, an increase of Fe2P
in the system is observed, although the use of low calcination temperatures will
reduce the amount of this impurity generated [83]. While Fe2P is an impurity, small
amounts can increase the conductivity of LFP by several orders of magnitude, by
forming a grain boundary between the carbon coating and the LFP particles [84].
Carbothermal reduction during the sintering process has been shown to aid
reduction of Fe(III) into Fe(II) [85, 86]. However, precise details of this method
have been debated and it is thought to only be efficient at sintering temperatures
exceeding 1000 ◦C, and is an effect of H2(g) being evolved as the carbon source
decays [81]. As aforementioned, the sintering of LFP, approaching temperatures
up to 1000 ◦C, can cause undesired effects including impurities or large particle
formation giving low surface area [75].
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The solution methods used to produce LFP include many varied techniques
such as solvothermal, flame spray pyrolysis, sol-gel, and co-precipitation [55]. This
chapter focusses on solvothermal and flame spray pyrolysis solution methods for
LFP synthesis. One of the reasons that solution methods have not been scaled up,
to use in industry, is the difficulty in finding precursors that are not only stable
in your solvent of choice at the desired oxidation level, but are also cheap enough
to offset the use of solvents at an industrial scale. However, solid state synthesis
methods generally involve high temperatures, multiple steps and long heat treat-
ments, therefore solution methods can reduce this complexity and thus, the cost of
the manufacturing process [74].
The solvothermal method involves the chemical reaction of precursors in a
closed vessel, in the presence of non aqueous solvent, at a higher temperature than
the boiling point of the solvent utilised. This method is analogous to the hydrother-
mal technique and is often used interchangeably, however they differ through the
solvent choice, as the solvothermal method uses a non-aqueous solvent, whilst hy-
drothermal methods use an aqueous solvent [87].
Solvothermal synthesis has a significant amount of control over the size, shape
distribution, and crystallinity of the particles by optimising the reaction parameters
[72, 88–94]. High purity LFP was first solvothermally synthesised in 2001, however
the capacity produced, 100 Ah/kg, only reaches 58 % of the theoretical maximum
[88]. The same group, later demonstrated that care was needed to form LFP without
forming unwanted electrochemically inactive trigonal FePO4 units [54].
Research groups have shown that by altering the pH conditions during the
solvothermal synthesis, the morphology of the resulting LFP particles can be con-
trolled [56]. The production of needle-like and plate-like morphologies could be
created at low and mid pH respectively, at higher pH levels the particles had ran-
dom structures. The solvothermal method also has the ability to form more unique
structures such as dumbbell like shapes [72], nano plates [92], or nanorods [95], all
with impressive electrochemical performance. These small or obscure morphologies
of LFP particles can give large surface areas and allow the enhancement of the elec-
trochemical performance [73, 96, 97]. If mechanical mixing is employed during this
process careful optimization of this agitation can also improve the performance of
LFP [98].
As with the other methods, carbon coating of solvothermally produced LFP
can easily be achieved to further increase the performance of the material. Car-
bon coating of solvothermal LFP can be completed by in-situ methods during the
synthesis or conducted after the particles are made [92,99–101].
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Flame spray pyrolysis (FSP) is a popular method for the production of LFP,
due to its ability to create nm sized particles [73, 102, 103]. FSP disperses a com-
bustible solution of precursors through a nozzle with the use of gases, such as O2, this
dispersed solution is then ignited and the resulting nano particles are collected [104].
Generally, this is aided with the addition of a fuel gas such as acetylene or methane,
enabling rapid combustion of the solvent mixture and giving rise to gaseous metal
ions that grow in clusters forming metal oxides. These clusters rapidly grow to form
stable particles which are then collected on a filter at the flame exhaust.
To ensure pure LFP is produced, the combustible solution must contain a Li,
Fe and P in a ratio of 1:1:1. These can be a mixture of inorganic and organic pre-
cursors, but care is needed that they will not precipitate out into separate phases,
at ambient temperatures. Like other methods, FSP can produce LFP with high
capacities and in situ carbon coating [102, 103]. Although for FSP, in-situ carbon
coating of the LFP requires a specialised set-up to enable particle formation, acety-
lene carbon black (ACB) coating, and then particle quenching after combustion but
before final collection is also required [102].
4.1.3 Doping and Analogues of Lithium Iron Phosphate
Doping LFP is of interest to increase its inherent low conductivity. One of the
first investigations into improving LFP’s conductivity explored doping Mg2+, Al3+,
Ti4+, Zr4+, Nb5+, and W6+ into the Li+ site to form Li1–xMxFePO4 [105]. This
resulted in an increase in conductivity by 8 orders of magnitude, when compared
to un-doped LFP. However, subsequent studies have pointed towards this increase
being related to the generation of a highly conductive layer of Fe2P on the surface
of LFP [84].
Other dopants investigated seek to replace the transition metal site in small
amounts. It has been shown that doping small amounts of V into LFP can im-
prove the reversible capacity, rate capability, and its performance at higher temper-
atures [106, 107]. However, the stoichiometry of the precursors has to be carefully
controlled, during the synthesis of V doped LFP, otherwise an unintended replace-
ment of Li or P can occur [108–110].
Although, not all impurities formed by the addition of V are negative. Op-
timal performance, as a cathode, has been observed when Li3V2(PO4)3 and VO2
can be detected in the material. The existence of small amounts of Li3V2(PO4)3
on the surface of V doped LFP can promote Li and electron mobility subsequently
improving the performance [110]. While VO2, on the surface of LFP, increases the
electrochemical performance when compared to base LFP, however interstitial V
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doing also could not be ruled out as a contributing factor [111].
By substituting Fe2+ with other transition metals, phospho-olivine analogues
of LFP can be produced. These substitutions are made with an aim to operate
in niches that LFP cannot sufficiently fulfil, including applications needing a high
energy density [112]. Replacement of the Fe2+, site with Mn2+, Co2+ or Ni2+,
theoretically increases the operating voltage from LFP’s 3.4 V to 4.1 V, 4.8 V, and
5.0 V, respectively [44, 112, 113]. However, some of these increases come at the
expense of reducing the desirable material’s properties. For example, with LiMnPO4
(LMP) the intrinsic ionic and electronic conductivity are lower than LFP [44, 114].
However, this has spurred investigations into the LiFexMn(1–x)PO4 cathode series
to see if a suitable trade-off between electronic conductivity and an increase in
operating voltage can be achieved.
4.1.4 NMR on Paramagnetic Cathode Materials
Systems containing paramagnetic species are usually seen as unfavourable for the
acquisition of high quality solid state NMR data. Paramagnetic species can intro-
duce broadening to the spectra, caused by the electron-nuclear dipolar interaction
and large shifts from the Fermi-contact interaction. This means using solid state
NMR to investigate cathode materials is problematic as many contain paramagnetic
environments. These affects can be mitigated by the use of fast MAS, low B0 fields,
and the use of advanced pulse sequences to increase the resolution of paramagnetic
anisotropies.
Developments in fast MAS have driven more research into the area with com-
mercial solid state MAS probes now achieving MAS rates of 111 kHz. It was first
shown that an increase in MAS speed can increase resolution and sensitivity of 1H
and 13C in paramagnetic compounds [115, 116]. As mentioned in Section 2.4.5, the
electron-nuclear dipolar interaction has similar terms to the CSA interaction result-
ing in large anisotropies, that can be averaged by reducing the angular dependence
term (3cos2θ − 1). Upon rotation of the sample at the magic angle (54.74°) at a
speed faster than the size of the interaction, these terms can be completely averaged
out. However, the size of the electron-nuclear dipolar interaction is generally signif-
icantly larger than the MAS frequencies achievable, resulting in the observation of
spinning side-bands.
Fortunately the electron-nuclear dipolar interaction also has an inverse rela-
tionship with the static magnetic field (B0). Therefore, decreasing B0 reduces the
size of the interaction making the observed paramagnetic broadening more man-
ageable. An example of increasing resolution by decreasing B0 is shown in Figure
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Figure 4.3: 31P MAS NMR spectra of LiFePO4 and LiMn0.5Fe0.5PO4 at increas-
ing magnetic fields where (*) denotes the spinning side-bands for LiFePO4. These
are not shown for LiMn0.5Fe0.5PO4 as the overlaping nature prohibits side-band
identification. All spectra were aquired with ωr = 60 kHz
4.3, where the increase in broadening caused by the electron-nuclear paramagnetic
interaction at higher magnetic fields for LFP and LiMn0.5Fe0.5PO4 cathode mate-
rials is observed. Whilst this is not such an issue for single phase LFP, even for
B0 up to 7.05 T, a single
31P resonance is still clearly visible amongst the side-
bands. However, for materials with multiple 31P resonances, as demonstrated for
LiMn0.5Fe0.5PO4 in Figure 4.3, dipolar broadening obscures identification of the in-
dividual sites resulting in a broad unresolved resonance. Figure 4.3 also illustrates
the extreme shift seen in paramagnetic species, as the resonances are far from the
typical diamagnetic chemical shift range of 250 to -250 ppm.
Low field paramagnetic NMR is an area of research that has been relativity
unexplored. One possible reason for this is the reduction of the signal achieved, as
illustrated in Equation 3.2, as B0 has an exponential relationship with the amount of
signal produced. However, this reduction in signal-to-noise can be partly overcome
for paramagnetic materials. As explained in Section 2.4.5, the electron-nuclear inter-
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action leads to a reduction in T1 enabling shorter recycle delays, when compared to
diamagnetic systems, meaning more transients acquired over the same time period
and, hence, overcoming the signal-to-noise issues.
The other main component of the paramagnetic interaction is the through
bond component of the paramagnetic shift, the Fermi contact shift. As noted in
Section 2.4.5, there is a dependence on B0, and an inverse reliance on temperature.
The resulting shift along with contributions from the pseudo contact shift form the
resulting paramagnetic shift. As both of these interactions have dependencies on
temperature and B0, it is impossible to differentiate the shift contributions by NMR
experiments alone.
To understand the paramagnetic shift, a focus of research has been on cat-
aloguing the different shifts seen in paramagnetic minerals. Grey and Lee have
catalogued various 6Li shifts for a variety of Mn rocksalts, spinels, and layered ma-
terials to gain insight into the paramagnetic shift of these systems [117].
Another method to aid the characterization of paramagnetic materials is
through the use of calculation techniques such as DFT. Using DFT to determine
the effect that each TM-O-P bond pathway has on the 31P nucleus, the paramagnetic
shifts can be estimated [118]. Using this procedure it has been possible to determine
the 32 different P environments for LiMxFe1–xPO4 where M is Co
2+ or Mn2+ and
compared the DFT results to NMR observations [118–120].
As mentioned in Section 4.1.3, doping LFP has been a major focus for inves-
tigations into improving its capabilities as a cathode material. While substituted
LFP has been investigated by NMR, to the best of our knowledge no investigations
into solid state NMR of these doped materials has been conducted. Investigations
of other doped materials have demonstrated the power of solid state NMR to pro-
vide information on the local structure [121–123]. As described in Section 4.3.3, V
doped LFP is a promising area for improving the electrochemical performance of
LFP, therefore analysis of into V doped materials will be the primary focus in this
work.
Significant research has gone into solid state NMR investigations of Li+ po-
sition during the charging cycle. Both in-situ and ex-situ analysis of charging cycles
have been completed, these both have advantages and disadvantages.
In-situ techniques have involved developing methods to charge and discharge
the electrochemical cell whilst inside the NMR instrumentation. This generally
involves modifying existing NMR probes to contain the cell. Techniques that use
existing equipment have been developed, one such example is through preparation
of an electrochemical cell in a typical 5 mm liquid NMR tube [124].
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The main drawback to this type of method is that currently its not possible
to introduce MAS alongside the charging cycle [125]. This results as a build up of
eddy currents from the metallic sections of the electrochemical cell, making MAS
of the in-situ cells currently unachievable. The resulting lack of MAS can obscure
identification of the different sites in the cathode under study, generating a broad
featureless line [126]. In addition, metallic components have to be limited due to
there shielding effect of the applied rf fields [127].
However, alongside these drawbacks, there are benefits to investigating bat-
tery materials by in-situ NMR. It has been shown to be possible to identify all the
lithium products through the charging cycle process [128]. In addition the use of
in-situ NMR has quantified the generation of dendrite formation during the dis-
charge/recharge cycle [129].
Whilst in-situ NMR is limited by the lack of MAS, ex-situ does not have
this limitation. However, while the use of MAS NMR to gain higher resolution is a
great benefit to investigations of Li during the charging cycle, some complications
arise. While the cathode material can be collected from the electrochemical cell at
different states of charge for subsequent MAS NMR analysis, care needs to be taken
to prevent exposure to atmospheric conditions [130]. Despite this, ex-situ NMR has
been used in combination with other techniques to propose models for lithiation and
delithiation of cathode materials [131,132]. The resulting work will focus on ex-situ
solid state NMR analysis to investigate the changes visible by different synthesis
methods of LFP, the LiFe(x)Mn(1–x)PO4 systems, and V doped LFPs.
4.2 Experimental
4.2.1 Synthesis
All LFP samples were prepared by Johnson Matthey at the Johnson Matthey Tech-
nology Centre, Sonning Common. For Section 4.3.1, apart from Fe2P (99.5%) which
was purchased from Sigma-Aldrich, the samples in were prepared by methods as de-
scribed in literature; for ball milled, [133] solvothermal, [134] and FSP [135]. Mate-
rials produced in Section 4.3.2 were produced in the same manner as above however
replacing stoichiometric amounts of the Fe precursor with a Mn precursor.
The LFP samples doped with V were produced using a high energy ball
milling method containing Li2CO3, FeC2O4 · 2H2O, NH4H2PO4, and NH4VO3 as
precursors. The compositions in Table 4.1 for the Li1–3xFe1–xVxPO4 (x= 0.01,
0.03, 0.05) series were prepared and mixed together. The amount of Li precursor
introduced was varied from the stoichiometric ratios, as each sample produced a
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Li2CO3 excess or deficiency shown in Table 4.1. Using a 3 mm ZrO2 milling media
in a ratio of 10:1 milling media to precursors, the samples were ground in a planetary
mill in five 10 minute repetitions. The resulting material was then dried at 100 ◦C
in an oven overnight. Calcination of the resulting material was performed at 600 ◦C
for 10 h under argon, with an initial ramp rate of 5 ◦C min−1.
4.2.2 XRD Measurements
The XRD measurements were performed using a Panalytical Empyrean XRD instru-
ment equipped with a Co target and a Fe filter to suppress the Co Kβ wavelength.
Measurements were performed from 15° to 120° (2θ) using a 0.012° step size, collect-
ing counts for 58.4 s at each step. The samples were spun on an Al disk throughout
the measurement. Rietveld refinement of the phases present was conducted using
the Topas program [136].
4.2.3 Solid State NMR
All low-field 7Li MAS NMR measurements were performed at 2.35 T using a Bruker
Avance III HD spectrometer operating at a Larmor frequency of 38.91 MHz. These
experiments were performed using a Bruker 1.3 mm HX probe which enabled a MAS
frequency of 60 kHz to be implemented. All 7Li spectra were acquired with a rotor
synchronised echo (θ − τ − 2θ) sequence, using a selective (solid) pi/2 pulse time of
1 µs along with a recycle delay of 0.04 s. The pulse length calibration was performed
on LiCl(s) from which a pi/2 pulse time of 1 µs was measured. The
7Li T1 experiments
were conducted using an inversion recovery method, where first a 4 µs pi pulse was
applied with a varible delay τ before the subsequent pi/2 pulse. The τ delay was
increased from zero until a maximum intensity of the signal was reached. This signal
build up was then plotted against the exponential relation for the magnetisation of
T1 (Equation 3.4). All
7Li centre of gravity (apparent) shifts were reported against
the IUPAC recommended primary reference of LiCl(aq) (9.7 mol, δiso = 0.0 ppm),
via a LiCl(s) secondary which has a known shift of −0.77 ppm. [137]
All low-field 31P MAS NMR measurements were performed at 2.35 T using a
Bruker Avance III HD spectrometer operating at a Larmor frequency of 40.70 MHz.
These experiments were performed using a Bruker 1.3 mm HX probe which enabled
a MAS frequency of 60 kHz to be implemented. All 31P spectra were acquired with
a rotor synchronised echo (θ − τ − 2θ) sequence, using a pi/2 pulse time of 1 µs
along with a recycle delay of 0.001 s. The pulse length calibration was performed
on NH4H2PO4(s) (ADP) from which a pi/2 pulse time of 1 µs was measured. All
31P
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centre of gravity (apparent) shifts were reported against the IUPAC recommended
primary reference of H3PO4 (85 percent, δiso = 0.0 ppm), via a NH4H2PO4(s) sec-
ondary which has a known shift of 0.99 ppm. [137,138]
To calibrate the temperature of the NMR measurements, the following pro-
cedure was used. Sm2SnO7(s) was used as a temperature standard, as the isotropic
shift of 119Sn resonance has a known 1/T relation. [139] The 119Sn measurements
were conducted with a 0.01 s acquisition delay and a selective (solid) pi/2 pulse width
of 1.75 µs. To calibrate the temperature due to MAS frictional heating, a static
measurement was completed. Through simulating the static lineshape at a known
temperature the difference is temperature from MAS is known. Measurements were
then conducted at MAS and the temperatures required for the experiment. The
shift was then plotted against temperature and then adjusted against the true tem-
perature (minus the frictional heating) found from the static measurement.
4.2.4 SQUID Magnetometry
All superconducting quantum interference device (SQUID) measurements were per-
formed using a Quantum Design MPMS 5S SQUID Magnetometer. Magnetisation
as a function of field (M(H)) measurements were performed at multiple temperatures
(10, 50, 100, 200, and 300 K) by measuring the response in magnetic flux density,
as the sample passes through the superconducting wire of the SQUID device at in-
creasing magnetic fields, H. The response was measured as magnetic field (H) was
increased in stages from 0 Oe to 1200 Oe in steps of 400 Oe, then from 2000 Oe to
8000 Oe in 2000 Oe steps, and then finally from 10,000 Oe to 50,000 Oe in 5000 Oe
steps.
Magnetisation as a function of temperature (M(T)) measurements were per-
formed by keeping the magnetic field (H) static at 1000 Oe and then increasing and
decreasing the temperature, whilst measuring the response from the SQUID device.
The response was measured as the temperature was first increased in stages from
10 K to 49 K in 1 K steps, then from 50 K to 300 K in 2 K steps. Once 300 K was
reached the measurements were performed in reverse until the initial temperature
of 10 K was achieved.
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Figure 4.4: The 1D MAS (60 kHz) spectra of the ball milled samples BMP, BMF and
BMCC measured at 298 K for (a) 7Li and (b) 31P, with * representing the spinning
side-bands. The inverse temperature relationships for the same samples are shown
in (c) 7Li and (d) 31P. The error bars for the temperature and for most 31P sites
are too small to be observed. For the 31P data of BMP, two sites are observed. Site
1 signifies the broad paramagnetic resonance observed between 3000 and 3300 ppm.
Site 2 is noted as residual ammonia hydrogen phosphate((NH4)2H·PO4) and can be
observed at 0 ppm. Additionally due to minimal differences in the 31P resonance
attributed to LFP, the BMF and BMCC samples are observed at the same shift and
therefore overlap in the inverse temperature plot (d).
4.3 Results and Discussion
4.3.1 7Li and 31P MAS NMR investigations of different production
methods of LiFePO4
Initial investigations focused on monitoring the ball milled samples throughout the
reaction stages. Firstly a sample (BMP) was taken after the ball milling treatment,
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but before the sintering stage, and therefore should primarily contain the precursor
materials lithium carbonate(Li2CO3), iron oxalate dehydrate (FeC2O4·2 H2O), and
ammonia hydrogen phosphate((NH4)2H·PO4). As seen in Figure 4.4(a), the 7Li data
shows a single broad resonance centred at 7 ppm. The shift of this Li resonance has
a 1/T relationship (Figure 4.4(c)) indicating sites close proximity to a paramagnetic
centre.
The 31P data for BMP (Figure 4.4(b&d)) gives two resonances. A sharp
peak occurring at 0 ppm and an additional broad resonance with a 1/T relationship
appearing at 3000 ppm at 341 K. Whilst the first resonance (0 ppm) appears to
have no large shift or a temperature dependence we can safely say it is the remaining
(NH4)2H·PO4 precursor. However, the second resonance has a large temperature
dependent shift from the normal 31P range of 200 to −150 ppm. This large shift
likely arises from the Fermi contact interaction, indicating that 31P is close to a
paramagnetic centre. This observation suggests that a preliminary reaction has
occurred to form a paramagnetic 31P containing product.
Upon sintering BMP, the material undergoes a rapid change to form LFP
(LiFePO4) and burns off any remaining starting material. The resulting material
(BMF) is single phase LiFePO4, with no measurable impurities by XRD. In Figure
4.4(a)&(c), we see a single 7Li resonance at δiso = 18 ppm with a small 1/T depen-
dency. For the 31P MAS NMR (Figure 4.4(b)&(d)), we observe a single resonance
with a large temperature dependent shift away from the normal 31P range [140].
This indicates that the P site is close to a paramagnetic centre. The result agrees
with what has previously been observed [140].
The final sample in the ball milled sample series is BMCC, which is the
product of taking BMF and carbon coating the material. The resulting 7Li and 31P
data for BMCC, in Figure 4.4, is similar to what is seen in the BMF. There are
no measurable differences for the 31P shifts indicating both BMF and BMCC are
experiencing the same chemical environments. Slight differences (∼1 ppm) for 7Li
shifts are seen, however due to full width half maximum (FWHM) of the resonance
the differences are within error of fitting. From this we can determine that the carbon
coating procedure gives no noticeable modifications to the bulk LFP structure.
A series of flame spray pyrolysis (FSP) produced products were next analysed
by solid state NMR methodology. The sample FS is directly after the FSP process
but before annealing and carbon coating. It can be observed in the XRD pattern
of FS (Figure 4.8(a)), from the absence of sharp reflections, it is amorphous. This
amorphous nature is also observed in the 7Li and 31P MAS NMR spectra. As
shown in Figure 4.5(a)&(c), the 7Li spectrum of FS has a two broad overlapping
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Figure 4.5: The 1D MAS (60 kHz) spectra of the products from the flame spray
pyrolysis method. The FS and FSCC samples were measured at 298 K for (a) 7Li
and (b) 31P, with * representing the spinning side-bands. The inverse temperature
relationships for the same samples are shown in (c) 7Li and (d) 31P. The error bars
for the temperature and for most 31P sites are too small to be observed.
7Li resonances. In addition, when we look at the resonance for the 31P data (Figure
4.5(b)&(d)), a similar effect is observed. A large amorphous resonance spanning
from 0 to 8000 ppm with a small temperature dependence is seen. However, with
the inherent errors fitting such a large resonance this weak 1/T relation could be
due to errors in identifying the peak centre.
To complete the synthesis of the FSP material crystallisation and carbon
coating treatment were undertaken to produce FSCC. For FSCC, the 7Li MAS NMR
data (Figure 4.5(a)&(c)), a single resonance with a 1/T dependence is observed,
resulting in similar results to BMF and BMCC. Additionally, for the 31P MAS
NMR data of FSCC (Figure 4.5(b)), a single temperature dependent resonance is
observed, mirroring the ball milled LFP materials.
The final method to produce LFP investigated was via solvothermal synthe-
sis. This final material was carbon coated to produce STCC. In Figure 4.6, it can
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Figure 4.6: The 1D MAS (60 kHz) spectra of fully carbon coated materials BMCC,
FSCC, and STCC. The samples were measured at 298 K for (a) 7Li (b) 31P. The
VT reliance for the same samples for (c) 7Li and (d) 31P. The * represents the
spinning side-bands. The error bars for the temperature and for 31P sites are too
small to be observed.
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Figure 4.7: The inverse temperature dependence of BM-61 and BM-114 against (a)
7Li and (b) 31P isotropic shifts.
be observed that the resulting 7Li and 31P data for STCC are similar to the other
final products with no significant differences in peak shape.
Initially the NMR spectra of the three final products look similar, indicating
that the different synthesis methods used generate the same final material, enabling
some initial conclusions to be drawn at this point. As observed in the ball milled
samples, there are no major differences between the final two stages, thus we can
conclude that carbon coating has no major effect on the structure observed in the
NMR data. It can also be concluded that it is possible to observe amorphous LFP
as opposed to crystalline LFP from just the NMR spectra.
Significant differences are also observed, where closer inspection of Figure
4.6(c), reveals subtle differences in the 7Li isotropic shifts. These resulting diver-
gences in isotropic shift indicate that for each method the environment around each
7Li is slightly different. Initially it was thought that these differences were a particle
size effect, therefore two new samples with different crystallite sizes were produced
to test this hypothesis. To achieve this, the ball milling procedure was followed
as given in the method section, except with a change in the sintering temperature
to give different crystallite sizes. Sintering at 600 (BM-61) and 800 (BM-114) ◦C
average crystallite sizes of 64 and 114 nm could be achieved. However, as seen in
Figure 4.7, this results in a minimal effect on the 7Li isotropic shifts between BM-61
and BM-114. Furthermore, the BM-61 and BM-114 show a larger deviation in 7Li
shifts from the BMF and BMCC samples previously prepared indicating a different
underlying cause. Therefore, although the crystallite size may have some effect on
the 7Li and 31P shifts, it is not significant enough to be the cause of the differences
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Table 4.2: The cell parameters and cell volumes determined by Rietveld refinement
for LiFePO4 in STCC, FSCC, BMCC, BM-61, and BM-114.
Sample a b c Volume
Amount
(A) (A) (A) (A
3
)
±0.0005 ±0.0005 ±0.0005 ±0.04
STCC 10.3240 6.0026 4.6905 290.67
FSCC 10.3271 6.0063 4.6915 291.00
BMCC 10.3291 6.0071 4.6924 291.15
BM-61 10.3240 6.0076 4.6963 291.27
BM-114 10.3258 6.0095 4.6967 291.44
between BM, FSP and ST methods, and other avenues need to be explored.
Through Rietveld refinement of the obtained XRD patterns (Figure 4.8), a
single olivine phase is observed for STCC, FSCC and BMCC. The cell parameters
and volumes for LiFePO4 are listed in Table 4.2. Additionally, the LiFePO4 phase is
also observed in BM-61 and BM-114, with the XRD patterns given in the Appendix
(Figure A.1) and the cell values given in Table 4.2.
It can be observed that an increase in the LiFePO4 cell volume correlates
with the decrease in 7Li shift seen in Figure 4.6. This suggests that the 7Li shift
is highly related to the cell volume in the olivine system. While directly detecting
the Li through XRD is not accurate, as Li is a poor x-ray scatterer, the cell volume
of LiFePO4 is known to contract upon removal of Li
+ from the cathode [44]. This
unit cell contraction suggests that while the synthesis of FSCC and STCC results
in the generation of a large proportion of the intended LiFePO4 phase, the olivine
phase is not fully populated with Li+ ions, resulting in a slight contraction of the
unit cell. This trend is also present in the BM-61 and BM-114 samples which have
a significantly lower 7Li shift of ∼8 ppm when compared to the BMCC analogue,
and a greater cell volume supporting this conclusion.
As the conductive iron phosphide (Fe2P) can be produced during manufac-
ture of LFP or from the carbon coating process, it seemed prudent to investigate
where we might observe this coating if its in sufficient quantities. As seen in Figure
4.9, the resulting 31P spectrum of Fe2P shows a broad signal spanning 20,000 ppm.
This is not observed in any of the samples measured, therefore it can be concluded
that we do not have an observable amount of Fe2P in these systems. However,
due to the size of the observed resonance, this could be hard to detect and may
be mistaken for background noise or probe ringing. Additionally, no reflections of
Fe2P were observed in the XRD patterns (Figure 4.8). This does not exclude the
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Figure 4.8: The XRD patterns for (a)FS, (b)STCC, (c)FSCC, and (d) BMCC. In the
STCC pattern (b) a major MgO contamination is present, this was added as an inert
material to dilute the LiFePO4 for unsuccessful pulsed field gradient measurements.
This was conducted post NMR measurements but before later XRD patterns were
collected.
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Figure 4.9: The 1D 31P MAS (60 kHz) spectra of the Fe2P
possibility of this occurring on the produced particles, just that the amount is too
low for detection by the XRD in the final products (Figure 4.8), and that it was not
discernible from the baseline noise from NMR.
As shown in Section 2.4.5, the magnetic susceptibility for paramagnetic ma-
terials can significantly affect both the Fermi contact shift and the electron-nuclear
dipole interaction. Thus, using a SQUID magnetometer, the observation of any
major differences in magnetic susceptibility can be deduced, and any other contri-
butions to differences in the 7Li shift can be characterised.
In the (M(T)) SQUID data in (Figure 4.10(a), (c) & (e)), we observe the
characteristic change in magnetic ordering for LFP at 50 K (known as the Ne´el
temperature TN ). The TN corresponds to a change from the antiferromagnetic
ordering (<50 K) to a paramagnetic Curie-Weiss behaviour above this value (>50 K)
[141]. It is worth noting that Fe2P gives a characteristic magnetic dampening at
230 K [142, 143], and from the SQUID data there is further evidence that no Fe2P
is observed in the investigated materials.
One major difference between the three samples is observed in the M(T) data,
as BMCC (Figure 4.10(a)) exhibits a hysteresis behaviour, which is not observed
in the FSCC and STCC samples. This hysteresis is observed through collection of
the M(T) measurements in a zero-field-cooled/field-cooled (ZFC/FC) manner. To
collect ZFC/FC measurements, the sample is initially cooled to the lowest mea-
surement temperature desired with no applied field. Once stabilised, the magnetic
field is applied (H= 1 T) and the response is recorded up to the highest required
temperature, concluding the ZFC part. This measurement is then conducted in
reverse, with the same applied magnetic field, until the lowest required temperature
is reached. This concludes the FC part, and thus the measurement [43].
Ferromagnetic materials are known to retain some magnetisation from the
ZFC part, and exhibit a hysteresis upon FC [43]. This ferromagnetic behaviour
is mirrored the M(H) collected, where a ferromagnetic impurity is observed in the
build up of magnetisation up to 1 T. This has been determined to be a contaminant
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Figure 4.10: The magnetic properties of BMCC (a) & (b), FSCC (c) & (d) and
STCC (e) & (f) measured by SQUID magnetometer. The M(T) curves are shown in
(a), (c) & (e) while the M(H) plots are shown in (b), (d) & (f). The magnetisation of
the variable temperature M(H) plots follows a similar pattern to the M(T) collected.
Where the recorded magnetisation increases from the initial measurement recorded
at 10 K to reach its maximum at the Nee´l temperature (∼50 K). Further increases
in temperature follow the expected paramagnetic behaviour and thus a reduction in
recorded magnetisation.
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within the LFP sample, and is attributed to γ-Fe2O3 [83]. No build up is observed
for the FSCC and STCC samples (Figure 4.10(d)&(f)) where a paramagnetic M(H)
relationship behaviour is observed. This linear behaviour is typical for LFP [83],
indicating the γ-Fe2O3 contaminate is solely limited to the BM method.
Additionally, from the M(H) data, a value for magnetic mass susceptibility
(χmass) can be determined. As seen in Equation 3.17, we know that χ can be deter-
mined from the magnetisation (M) and the magnetic field strength (H). Therefore,
if we know the magnetisation in terms of mass (Mmass) then:
χmass =
Mmass
H
(4.1)
and we can use this to determine χmass. This value for each of these samples at 300 K
is 5.87× 10−5 emu/g for BMCC, 3.35× 10−5 emu/g for FSCC and 5.39× 10−5 emu/g
for STCC. However, this only equates when a linear relationship is observed between
M and H, making the value determined for BMCC inaccurate. When ferromagnetic
impurities are present, as in BMCC, the magnetic build up needs to be taken into
consideration. This has shown to be determined by using a formula to calculate
the amount and size of the magnetic impurities from the M(H) data [83, 86]. For
these small nanoparticles, where the superparamagnetic configuration applies, the
magnetisation of the material and the impurities is given by:
M = χmassH +NnµL
(
nµH
kBT
)
, (4.2)
where the χmassH is determined as the paramagnetic contributions in the mate-
rial and the NnµL (x) is the contribution arising from the size and amount of the
magnetic impurities, as described by the Langevin function
L(x) = coth(x)− 1
x
. (4.3)
For this equation, N is the number of magnetic clusters present, n is the amount of
magnetic moments, of strength µ, present. The result of this for BMCC is a new
value of 5.12× 10−5 emu/g, with 14.64 ppm of magnetic particles, with an average
of 780 magnetic moments each. This still results in no correlation between χmass
and 7Li δiso (Figure 4.6). As crystallite size has no significant effect (Figure 4.7), it
should be noted that the unit cell volume of LiFePo4 has the biggest influence on
7Li shift.
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Table 4.3: The compositions of the LiMnxFe1–xPO4 investigated and the notation
used for both the ball milled and the flame spray pyrolysis methods.
Sample Code
Composition Ball milled Flame spray
LiFePO4 BMFe FSFe
LiMn0.1Fe0.9PO4 BMMn1 FSMn1
LiMn0.3Fe0.7PO4 BMMn3 FSMn3
LiMn0.5Fe0.5PO4 BMMn5 FSMn5
LiMn0.7Fe0.3PO4 BMMn7 FSMn7
LiMn0.9Fe0.1PO4 BMMn9 FSMn9
LiMnPO4 BMMn FSMn
4.3.2 Studies into Mn Substituted Lithium Iron Phosphate
As noted in the Section 4.1.3, a variety of methods are capable of producing the
Mn substituted LFP (LiMnxFe1–xPO4, 0 ≤ x ≤ 1). A decision was made in this
section to focus on the two main methods for the production; ball milled and flame
spray pyrolysis procedures. This reduced complexity of the data, allows for more
direct comparisons. Both a BM and FSP series were synthesised using stoichiometric
amounts of each composition, and the synthesised materials are displayed in Table
4.3.
The 31P MAS NMR spectra of these samples are shown in Figure 4.11. As
expected, the 31P spectra of BMFe and FSFe show a single resonance similar to that
obtained for the previous series in Figure 4.6. For the Mn analogues of LFP, (LMP,
LiMnPO4) a single
31P resonance is observed at 8100 ppm for both the BMMn and
FSMn.
Upon investigation, compositions between these two end members show a
distribution of 31P shifts between the observed LFP and LMP resonances. From this
low field (2.35 T) approach the resulting spectrum mirrors what has been previously
observed in the literature at relatively high field (11.75 T), through the observation
of the indirect dimension of the adiabatic magic angle turning (aMAT) experiments
[118]. This relative complexity of the LiMn0.5Fe0.5PO4 system is due to 32 different
P sites being present [118]. Using calculations of the Fermi contact shift by Cle´ment
et al. [118] the NMR shifts for these sites can be estimated. Using the known
resonances of LFP and LMP, the 31P isotropic shifts of each site can be adjusted
to calculate the relative strength of the Fermi contact interaction observed by each
P nucleus [118]. However, to aid the comparison between the BM and FSP series
these sites can be grouped into 8 different regions based on the estimated shifts, as
shown in Figure 4.12(b).
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Figure 4.11: The 31P Hahn-echo spectra for (a)-(g) ball milled and (h)-(n) flame
spray pyrolysis synthesis methods. All experiments were performed at 60 kHz.
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Figure 4.12: (a) The 31P MAS NMR spectra of FSMn5, the letters denote the
shifts of the phosphorus sites determined by Cle´ment et al. [118]. (b) A structural
representation of all the 32 possible arrangements of Fe2+ and Mn2+ around the 31P
site in LiMnxFe1–xPO4.
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These 32 P environments are due to the total contributions of the 5 distinct
transition metal sites surrounding each 31P nucleus. The combined contribution
from each corresponds to a different 31P resonance, with the structure and resonance
marked by a corresponding letter (Figure 4.12). However, as many of these reso-
nances significantly overlap, it is unrealistic to individually simulate each resonance
to provide a quantification of each site, even at the relatively low magnetic fields
(2.35 T) utilised here. Nevertheless, as several resonances cluster relatively close
together, they can be separated into 8 groups of relatively similar shifts. These 8
different groups are displayed in Figure 4.12(b), with group 1 representing LMP,
8 representing LFP, and each in-between having differing amounts of Fe and Mn
contributions.
For the majority of the compositions in the Mn substituted systems, com-
parisons between the BM and FSP series results in negligible differences in each of
the 8 different regions. For these samples Mn appears to be randomly distributed
among the different sites [118]. However, the LiMn0.9Fe0.1PO4 system contains
significant discrepancies between the BM and FSP methods. For BMMn9, the pri-
marily resonance is LiMnPO4 with decreasing amounts of the 2nd and 3rd groups
also being observed. In the FSP analogue, FSMn9, while the primary resonance
is still LiMnPO4, differing amounts of group 2 and 3 are observed. This results in
FSMn9 containing a reduction in the second group of shifts, while a large increase
in the group 3 is observed. However, the increase in the third group of resonances
appears to be a result of larger contributions from the spinning sideband manifold,
of group 1, which also overlaps this resonance. In addition, FSMn9 also appears
to contain resonance 8 (Figure 4.12) which is attributed to LiFePO4. This sug-
gests that instead of a mixed phase generated during synthesis, clustering of the Fe
precursor into LFP particles has occurred.
Another difference is in the distribution of 31P resonances observed for the
LiMn0.7Fe0.3PO4 composition. The FSMn7 sample would appear to have a greater
distribution towards the LiMnPO4 end member, compared to the corresponding BM
material (BMMn7), which appears to have a more central distribution. As care was
taken during acquisition to fully excite the resonance, its unlikely that inefficient
pulse excitation is a cause of this difference.
As clustering is present for the final two FS materials, there is a possibility
that the FSP systems with Mn substitution greater than 70 mol% are producing ma-
terials with some clustering of LFP. However, this is difficult to verify with absolute
certainty without producing these samples by the same method.
The 7Li data for Mn substituted series are given in Figure 4.13. A couple of
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trends in the data become immediately apparent. Firstly, it is clearly observed that
the increase in Mn content reduces the line width of the 7Li resonances. A good
method to quantify this is to take the full width half maximum (FWHM) of each
peak. A fairly drastic FWHM change is measured, from FWHM values of 600 Hz
and 500 Hz for BMMn and FSMn, up to 3800 Hz and 4600 Hz for the BMFe and
FSFe end members. This trend can be plotted against the Mn content, as shown
in Figure 4.14(a). In the literature it has been determined that for an increase in
Mn for LiMnxFe1–xPO4, an increase in cell volume is observed [142]. This gives a
greater mobility of the Li+ ions in the channels, resulting in narrower lineshapes.
For most concentrations of Mn, the differences in the FWHM between BM
and FSP samples are minimal. However, as observed with the 31P spectra in (Figure
4.11) there are greater discrepancies between BMMn9 and FSMn9 than the rest of
the series.
Figure 4.13: The 7Li Hahn-echo spectra for the (a)-(g) ball milled and (h)-(n) flame
spray pyrolysis synthesis methods.
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Figure 4.14: The variation in Mn content against the experientially determined 7Li
parameters where (a) demonstrates the change in FWHM, (b) the change in T1 and
the effect on δiso of
7Li for (c) ball milled and (d) flame spray series.
As seen in Figure 4.14(b), the increase in Mn content gives a decrease in the
7Li T1 observed. As evident in Section 3.1.3, the source of paramagnetic relaxation
enhancement is determined by the proximity between the nuclear and electron spin,
and the paramagnetic centre density. It is known that the Fe2+ paramagnetic centre
has a lower electron density than Mn2+ [118], and this is the primary reason for the
reduction of T1 in the high Mn materials. However, there are some subtle differences
in the T1 of the BM and FSP materials, as high Fe content the BM material has
slightly higher T1 values. This is due to the contraction of LiFePO4 unit cell in the
FSP materials, as determined from XRD (vide infra, Figure 4.15).
A change in the δiso of the
7Li resonances is also observed when the Mn
content is varied. As highlighted in Figure 4.14(c) & (d), the δiso shift varies from,
75 ppm in the LMP system to −22 ppm in the LFP material. It is observed that the
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Table 4.4: The unit cell parameters and unit cell volumes determined by Rietveld
refinement for the LiMnxFe1–xPO4 (0 ≤ x ≤ 1) phase in both the BM and FSP
materials.
Sample a b c Volume
Amount
(A) (A) (A) (A
3
)
±0.0005 ±0.0005 ±0.0005 ±0.04
BMMn3 10.3755 6.0404 4.7113 295.27
BMMn5 10.4034 6.0661 4.7357 298.86
BMMn7 10.4317 6.0857 4.7396 300.89
FSMn3 10.3670 6.0353 4.7094 294.66
FSMn5 10.3859 6.0524 4.7207 296.74
FSMn7 10.4115 6.0726 4.7304 299.08
LFP samples BMFe and FSFe have comparable isotropic shifts to their equivalent
final products (Section 4.3.1).
Upon substitution of Fe with 10 % Mn into the olivine structure, a change
in isotopic shift is observed with the resonance moving towards pure LMP. The
increased substitution results in a continuation of this effect with the resonance
shifting closer to the δiso of LMP. This increase in
7Li isotropic shifts, is due to
an increase in spin density observed at the Mn2+ nucleus, when compared to the
Fe2+ nucleus [118]. This substitution effect is the same in the BM and FSP series.
However, a narrower range of shifts is observed for the FSP series. This is most
significant towards the Fe doped materials with BMFe and FSFe having similar
shifts to their analogous materials in Section 4.3.1, indicating a similar difference
in the LiFePO4/FePO4 content. Rather than the difference of ∼10 ppm for pure
LiFePO4, for LiMnPO4 materials (BMMn and FSMn) only a 2 ppm difference is
observed, suggesting a smaller difference in LiMnPO4/MnPO4 content.
The XRD patterns given (Figure 4.15(a)-(f)) for three of the BM and FSP
analogues contain no measurable impurities. Each contain an olivine LiMnxFe1–xPO4
phase with the unit cell volume and unit cell parameters, determined from Rietveld
refinement, given in Table 4.4. The cell parameters for the olivine phase can be
observed to expand upon increasing Mn dopant (Figure 4.15(g)), this is consistent
with literature [142]. However, as in Section 4.3.1, the FSP materials have a lower
cell volume than their BM analogues. This is attributed to less Li+ in the unit
cell of the FSP materials resulting in the difference in 7Li shifts between BM and
FSP analogues. As noted above, substitution of Fe2+ for Mn2+ results in the 7Li
isotropic shifts increase with Mn substitution, due to changes in the spin density of
76
Figure 4.15: The XRD patterns for (a)BMMn3, (b)BMMn5, (c)BMMn7, (d)
FSMn3, (e) FSMn5, (f) FSMn7. The unit cell volumes of the LiMnxFe1–xPO4
(0 ≤ x ≤ 1) phase shown with increasing Mn content is given in (g).
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Table 4.5: The magnetic susceptibility (χmass) measurements of the
LiMnxFe1–xPO4 BM and FS series with the amount of particles N, made up
of n amount of magnetic moments of γ-Fe2O3.
χmass N n TN
Sample m emu/g ppm K
BMFe 12.74 11.63 1465 51
BMMn1 5.99 0.63 4445 50
BMMn3 6.50 0.21 2875 47
BMMn5 6.77 0.32 1597 44
BMMn7 6.98 1.10 1626 40
BMMn9 7.40 0.19 1704 36
BMMn 7.17 - - 35
FSFe 3.35 - - 51
FSMn1 5.89 - - 49
FSMn3 5.97 0.05 2703 47
FSMn5 6.29 0.14 3653 43
FSMn7 8.14 0.66 1322 39
FSMn9 7.56 8.65 934 38
FSMn 7.56 - - 35
Mn2+ vs Fe2+ [118].
It is observed (Figure 4.16), that the majority of samples appear to have
characteristic evidence of ferromagnetic impurities. To aid observation of this ferro-
magnetic impurity the M(H) data displayed (Figure 4.16) was restricted from 0 to
1 T, with the full data collected (up to 5 T) available in the Appendices (Figure A.2).
For the BM materials, this is strongly exhibited in the BMFe and BMMn1 spectra.
However, every sample in this series, excluding BMMn, exhibits some ferromagnetic
character. Since all the BM samples containing Fe exhibits this ferromagnetic impu-
rity for this series, we can confirm that we are observing the same γ-Fe2O3 particles
discussed in Section 4.3.1.
As noted in Section 4.3.1, where BMCC also exhibits the magnetic build up of
M(H) due to the γ-Fe2O3 impurity, the use of Equation 4.2 allows the determination
of χmass, meaning the size and amount of magnetic particles can be calculated.
Figure 4.16 contains the fits of the M(H) plots and the resulting magnetic properties
are shown in Table 4.5. In cases where there was no evidence of impurities, a linear
fit was used to determine the χmass (Equation 4.1).
In the BM series, as Mn is substituted for Fe, a general reduction in the
magnetic particles is observed (Table 4.5). This would identify it as an Fe related
issue, and due to either contaminants in the Fe precursor, or created as a result
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Figure 4.16: The M(H) data for increasing Mn content where (a)-(g) is the ball
milled (BM) series and (h)-(f) is the flame spray pyrolysis (FSP) series. Data was
collected at 300 K and up to 5 T. For (g), (h), (i) and (n) no ferromagnetic particles
were observes so a linear relationship was used to determine χmass (Equation 4.1).
However, evidence for ferromagnetic impurities were observed in (a)-(f), and (j)-
(m), so Equation 4.2 was used to determine χmass. The plot is restricted to 1 T
to highlight evidence of ferromagnetic impurities in the sample. The full 5 T data
recorded is available in the appendices (Figure A.2)
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of the synthesis reaction. Further investigations into LFP produced with varying
reaction parameters, or different Fe sources, of the BM method would clarify this.
As in Section 4.3.1, no definitive trend relates the χmass to the δiso of
7Li
for either the BM or FSP series. In the BM series, excluding BMFe and BMMn,
increasing the Mn ratio results in a corresponding increase in the χmass and
7Li
isotropic shifts. However, as neither end members of the series support this obser-
vation this can be determined as not a significant factor relating to changes in 7Li
isotropic shifts.
The M(H) FS samples exhibit similar magnetic properties to what is observed
with the BM samples. For greater Mn content, a corresponding increase in χmass
and δiso (
7Li) is generally observed. However, as seen in the BM series, some samples
do not agree with this trend, namely FSMn9 and FSMn. Ferromagnetic impurities
are also observed in several samples, with FSMn3 and FSMn5 exhibiting a minimal
amount of impurities and FSMn7 and FSMn9 showing quantities comparable to the
pure Fe samples (Section 4.3.1). A key difference from the BM series, is that as
the Fe content decreases, the impurities increase. This gives further credence that
for high Mn ratios (during the FS synthesis), improper synthesis occurs causing
formation of LiFePO4 and generation of a small γ-Fe2O3 impurity.
The M(T) data for this series are displayed in Figure 4.17. Both the BMFe
and FSFe samples exhibit characteristic anti-ferromagnetic ordering, with an agree-
ment with the TN of 50 K observed previously (Figure 4.10) and in literature [86,141].
The hysteresis observed is similar to the M(T) data presented in Section 4.3.1 for
the BMCC sample (Figure 4.10). As discussed earlier, this hysteresis is further evi-
dence of a γ-Fe2O3 impurity (Figure 4.16) [83]. As noted in Section 4.3.1, this is not
evident in the FSFe sample (Figure 4.3), due to the different synthesis mechanisms
and the differing starting materials used.
For the end member of the series, LMP, most of the literature shows similar
M(T) results as observed in Figure 4.17 [144–146]. This results in similar magnetic
properties to those seen for LFP, but with a decrease of TN to 36 K. For both
the BM and FS series, the change in TN is reported in Table 4.5 and this linearly
changes between the Fe and BM end members.
A sudden drop in the field cooling measurement for FSMn is observed (Figure
4.17) at the TN . This has been observed before by Xiao et al. [145], who determined
it was caused by a large increase in carbon coating coverage. As this effect is only
seen in the FSMn sample, this indicates that the carbon coating procedure for
this sample coated the material produced an abnormally high amount of particle
coverage.
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Figure 4.17: The M(T) data for increasing Mn content where (a)-(g) is the ball
milled series and (h)-(f) is the flame spray pyrolysis series.
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For the majority of the BM series hysteresis is observed in the M(T) data
(Figure 4.17). Although BMMn5 and BMMn9 barely exhibit any hysteresis, which
is a confirmed by the M(H) data (Figure 4.16 and Table 4.5). The LMP end member
of this series, BMMn, contains no Fe and no hysteresis is observed, confirming the
M(H) results (Figure 4.5), indicating no γ-Fe2O3 is present.
Some hysteresis is also observed in the four FS samples, largely in FSMn9
and FSMn7 and seen in lesser amounts for the FSMn5 and FSMn3 (Figure 4.17),
mirroring the M(H) data (Figure 4.16). This is further evidence that synthesis of
LiMnxFe1–xPO4 with high amounts of Mn to Fe ratios, by the FSP method results
in formation of some γ-Fe2O3.
Two samples in the FSP series, FSMn3 and FSMn5, exhibit a magnetic
dampening of their M(T) beginning at relatively high temperatures (Figure 4.17).
This magnetic dampening indicates a phase change in the material. This behaviour
has been observed in solvothermally produced versions of LiMn0.5Fe0.5PO4, where
it has been attributed to Fe2P and FeP impurities [142,143]. Small amounts of Fe2P
(3 wt %) have been shown to aid conductivity of LFP, however increasing quantities
up to 5 wt % or above decreases the capacity of the cathode material [97]. As no
measurable impurities were detected in the XRD patterns (Figure 4.15), we can
assume that the amount of Fe2P present is significantly below this level.
From all these results it is clear that the two differing methods, BM and FSP,
generate materials with varying environments. For the FS materials, several factors
point towards high Mn levels disrupting the formation of LiMnxFe1–xPO4. In the
BM series, every sample containing Fe has a nominal amount of γ-Fe2O3 present,
but with a general reduction in quantity as the Mn contribution increases in the
series. However, with the FS series these magnetic impurities are observed promi-
nently in FSMn9, but reduce to minimal amounts with the reduction in Mn content.
For FSMn9 (Figure 4.11) the distribution of the 31P sites shows the formation of
some LFP and LMP with a small amount of site 2 and 3, whereas BMMn9 has a
31P resonances closer to the random distribution observed by Cle´ment et al. [118]
for LiFe0.25Mn0.75PO4. This indicates that FSMn9 does not contain an average dis-
tribution of sites. This is also observed in another FSP sample, FSMn7, which also
exhibits a change in distribution of the 31P sites when compared to the BMMn7
sample. Although there is no evidence of a LiFePO4 resonance (Group 8, Figure
4.12) present in the spectrum of FSMn7. However, FSMn7 does contain a significant
amount of magnetic γ-Fe2O3 particles, explaining the resulting change in
31P group
distribution.
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4.3.3 Vanadium Doped Lithium Iron Phosphates
As discussed in Section 4.1.3, doping LFP to change its properties has been at-
tempted before by doping the V3+ ion in aliovalent and isovalent sites [74,109,110].
This investigation focuses on the promising results seen from the V doping in the
transition metal rich Li1–3x [VxFe]PO4 material [109]. However, as the resulting
material contains some Fe occupying the Li site, efforts have been made to reduce
this effect with a modified Li1–3x [VxFe1–x ]PO4 composition.
To investigate the increasing effect of the dopant has on the resulting ma-
terial compositions, LFP containing 1, 3 and 5 mol% V levels were produced, cor-
responding to x values of 1, 3 and 5 (LFVP1-N, LFVP3-N and LFVP5-N) in the
Li1–3x [VxFe1–x ]PO4 system. For each of these dopant levels, the amount of the Li
precursor Li2CO3 was varied with composition as given in Table 4.1. The subse-
quent increase and decrease of Li2CO3 from stoichiometric amounts is to investigate
any impurities that are created due to improper Li levels. As noted in the litera-
ture, calcination of the particles was limited to 600 ◦C, to limit the production of
the unwanted Li3V2(PO4)3 or Fe2P phases. [110]
The XRD results (Figure 4.18) show that every sample synthesised contains
an olivine LFP-type phase (LFVP). This phase, indicated by •, is even prominent in
materials with stoichiometry matching the desired material, Li1–3x [VxFe1–x ]PO4.
This is the only phase observed in the XRD for three samples which contain the
largest increase in Li from stoichiometric amounts (LFVP3-8E, LFVP5-10E and
LFVP5-14E), indicating formation of non olivine phases resulting from low Li levels
during the synthesis.
Apart from the three highest amounts of Li stoichiometry (LFVP3-8E, LFVP5-
10E and LFVP5-14E), a triclinic Fe2P2O7 phase (‡) has been identified in the
XRD pattern. This has been used as a synthesis route for producing LFP, with
Fe2C2O4 and NH4H2PO4 used in a solid state procedure forming the intermediate
Fe2P2O7 phase [147]. The solid state synthesis then uses Fe2P2O7 and a stoichio-
metric amount of Li2CO3, to produce single phase LFP. Interestingly, these are
the same Fe, P, and Li precursors used in this work to produce the V doped LFP
phase. Therefore, an excess Li2CO3 is used to create the single phase V doped LFP,
it is reasonable to believe that Fe2P2O7 is generated as a result of the lack of Li
precursor.
One sample, LFVP5-3D, contains numerous extra reflections in the XRD
pattern, many of which cannot be suitably assigned to known compounds using
pattern matching. However, one impurity, a monoclinic form of Li3V2(PO4)3 can
be identified and is represented with † in Figure (4.18). As noted in the literature,
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Figure 4.18: The X-ray diffraction patterns of V doped LFP. The • symbol represents
an olivine LFP-type phase (LFVP). The ‡ symbol represents Fe2P2O7. The † symbol
marks the diffraction pattern of the Li3V2(PO4)3 impurity. The | symbol represents
an unattributed reflections.
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formation of Li3V2(PO4)3 is the result of calcination temperatures greater than
700 ◦C [110]. While, Li3V2(PO4)3 has been noted as a potential cathode material, it
is still an unintended phase [85]. As these impurities are not present in the sample
with lower Li deficiencies than LFVP5-3D it is likely during one step, synthesis was
incomplete, resulting in extra products.
An unidentified phase (|) is present in LFVP1-3E and LFVP5-3D. However,
for LFVP1-3E, the observed reflections are barely above baseline noise, indicating
the amount is minimal. For LFVP5-3D the reflections are significantly larger, in-
dicating a greater amount of this phase is formed. This was checked against other
common impurities observed in the literature, such as Fe2P, FeP, Li3PO4, Fe3O4,
and these are not observed in any of the samples [108, 110, 148]. The absence of
any erroneous reflections in LFVP3-8E, LFVP5-10E and LFVP5-14E, suggests that
doping of V into LFP was successful for these three samples.
The 31P data (Figure 4.19) show, 4 distinct resonances across the series.
However, only two resonances are observed for all compositions. The first of these
resonances, (marked by • and observed at 3630 ppm) has the same isotropic shift
observed in pure LFP (Section 4.3.1). As the dominant resonance observed, this
indicates that most of the 31P environments observed in the series do not get any
additional shift contributions from nearby V. This is expected as at most only 5
mol% V was doped into the olivine structure, therefore most of the 31P is not
experiencing perturbations from V.
The other 31P resonance observed in the whole series is at 4200 ppm (Figure
4.19). This resonance ( ) can be assigned to a 31P close to a paramagnetic V2+
species, causing an additional paramagnetic shift for the nearby 31P. This could be
similar to group 7, observed in the LiFe(x)Mn(1–x)PO4 series (Figure 4.12), which
would confirm that V is being doped into the LFP lattice in this series. If this were
true, then it is expected that a small amount similar to group 6, which corresponds
to the R and T environments (Figure 4.12), would also be observed. A shoulder on
a side-band visible at ∼5000 ppm, hints at the existence of this resonance. This is
visible for every sample except LFVP5-3D where its presence is obscured by other
features present. To confirm this, V dopant levels could be increased to higher mol%,
which would result in this resonance gaining intensity. Another method would be
to increase MAS speed to greater than the 60 kHz so that any possible spinning
sidebands were separated from the main resonance.
The third 31P resonance (†, δiso = 10,500 ppm) is only seen in samples that
had the Fe2P2O7 phase detected by XRD (Figure 4.18). We can then attribute
this 31P resonance to Fe2P2O7. Again, as this is not observed for the highest Li
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Figure 4.19: The 31P Hahn-echo data collected at 60 kHz for the V doped series. The
varible MAS determined resonances are indicated by the ‡, , †, |, and • symbols,
whilst spinning side-bands are given with an *.
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stoichiometry (LFVP3-8E, LFVP5-10E and LFVP5-14E), this can rationalised by
the low levels of Li.
A resonance |, is observable in the 31P MAS NMR for both the LFVP1-3E
and LFVP5-3D samples. Additionally, for LFVP1-3E the amount is significantly
smaller indicating less of the impurity. This is similar to observation of unattributed
reflections for these samples in the XRD (Figure 4.18). The occurrence of this
resonance in only these two spectra would indicate the unknown phase consists of
some phosphorus. However, the isotropic shift of the resonance (δiso = 1450 ppm),
indicates there are lesser paramagnetic shift contributions to the 31P nucleus than
other phases.
The final distinct 31P resonance (†, 6500 ppm), is observed in a single sample,
LFVP5-3D. This sample has evidence of monoclinic Li3V2(PO4)3 in the XRD data
(Figure 4.18), suggesting that this peak could be be attributed to this resonance.
However, 31P MAS NMR data in the literature does not support this, giving 3
resonances observed at ∼4500, 2650, and 2000 ppm (4.7 T, unknown temperature)
[149]. While, LFVP5-3D does have a large resonance at ∼4370 ppm previously
assigned as V doped in the LFP structure ( ), the relative amount observed is
larger than in other samples in the 5 mol% doped series. The larger amount of
this resonance could be attributed to the first 31P site of Li3V2(PO4)3, however,
none of the other peaks from the literature are clearly observed in the spectrum
[149]. The 7Li measurements of the monoclinic Li3V2(PO4)3 have been shown to
heavily depend on temperature, in turn resulting in a single peak when performed
at 364 K, but 3 distinct peaks at 276 K. [150] While the experimental temperatures
of the 31P measurement by Cahill et al. [149] were not stated, other experiments
in this work were performed between 167-199 K. Therefore, it is possible that the
31P measurements were performed significantly colder than the 340 K experiments
performed here. This would affect the structure, causing a phase transformation
and hence a change in the shift of the 31P resonances. Therefore, the phase marked
by † is a high temperature phase of monoclinic Li3V2(PO4)3.
The 7Li Hahn-echo spectra (Figure 4.20(a)), give a single resonance for the
majority of samples in the series. This resonance does not exhibit any major differ-
ences in δiso or peak shape compared to results seen in the previous Sections (4.3.1)
& (4.3.2). However, the 7Li resonance observed for LFVP5-3D exhibits a slight
tailing towards higher ppm values, indicating that a distribution of sites is being
observed, offering further support that the sample has not been synthesised cor-
rectly. This tailing could indicate the 7Li in Li3V2(PO4)3 which has been previously
observed at this temperature [150].
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Figure 4.20: (a) The 7Li Hahn-echo data collected at 60 kHz for the V doped series.
The spinning side-bands are indicated with (*). The plots of (b) FWHM and (c)
7Li δiso against Li stoichiometry is shown. All data included is obtained at 340 K to
normalise the temperature dependence of the paramagnetic interaction.
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Apart from LFVP5-3D which contains significant impurities, the 3 and 5
mol% V samples results in no major differences in FWHM (Figure 4.20(b)), with
values falling in the 4400 ± 100 Hz range. This is repeated for the δiso shifts (Figure
4.20(c)), where no significant trends or changes occur for all 3 and 5 mol% samples
excluding LFVP5-3D. This suggests that the 7Li environment is not significantly
different for these two series. However, as noted, LFVP5-3D does have significantly
larger FWHM values than the rest of the series. The differences noted for LFVP5-
3D is likely due to the impurities present arising in a larger distribution of 7Li, which
is clearly observed from observation of the spectra (Figure 4.20(a)).
However, for 1 mol% V, large differences are observed in the 7Li results be-
tween the two samples and for the higher V doped materials. The FWHM results
show not only significant differences between the 100 and 104 mol% Li stoichiome-
tries, but an increase in width from the 3 and 5 mol% V samples. This change is
also mirrored with the δiso of the resonances, as these significantly differ between
the samples. This is evidence of an extra phase, as seen in the XRD results (Figure
4.18) of the LFVP1-3E sample.
4.4 Conclusions
This work has clearly shown the strength of a multi technique approach for investi-
gating the differences arising in LFP produced from different synthesis routes. Each
of the analytical techniques used provides different structural information about the
changes arising between samples when synthesised from solvothermal, ball milled
and flame spray pyrolysis routes.
Through 7Li solid state NMR measurements, clear differences are apparent
between the samples. This 7Li shift difference is apparent between BM, FSP and ST
samples (Section 4.3.1) and relates to contracting of the LiFePO4 unit cell volume.
A large change in δiso is also observed upon increasing Mn substitution in both
the BM and FSP series. The substitution of Fe2+ with Mn2+ corresponds to a
subsequent increase in 7Li δiso, due to greater spin density of the Mn
2+ nucleus.
However, there are still significant differences arising between individual BM and
FSP methods relating to change in unit cell volume.
As χmass, determined by M(H) measurements, has no direct correlation with
δiso of
7Li NMR shifts, we can attribute the difference observed to other contri-
butions. We have shown that carbon coating and crystallite size are not factors
contributing towards this change, therefore this difference in δiso is attributed to
changes LFP cell volume, as contributions towards the paramagnetic shift (Section
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2.4.5) depend on distance and position relative to the paramagnetic nucleus.
This 7Li effect is less apparent in the V doped series (Section 4.3.3), where
no significant differences exist between the 7Li spectra for the 3 and 5 mol% doped
series. While a change in shift is observed from the 1 mol% samples, thus fur-
ther samples are needed to be produced at this level to confirm these differences.
However, in samples that contain high amount of impurities, such as LFVP5-3D, a
greater deviation in 7Li δiso and FWHM from the rest of the series is clearly ob-
served. This clearly demonstrates the sensitivity of the 7Li to subtle changes in the
local environment.
While the 31P resonance does not demonstrate the same sensitivity to subtle
structural changes observed between the FS, BM and ST synthesis methods, any
changes to the nearby Fe2+ site are clearly observed as a change in δiso. This is
clearly apparent in both the Mn substituted LFP (Section 4.3.2) and the V doped
series (Section 4.3.3) with even small changes of Fe through the dopant influencing
the observed shift. Furthermore, common phosphorus containing impurities, such as
Fe2P2O7 and Li3V2(PO4)3, can also clearly be observed. While Fe2P is not observed
by 31P MAS NMR it is clearly seen as a magnetic dampening influencing the M(T)
results. The use of M(T) and M(H) measurements can substantiate small quantities
of Fe2P and also identify any ferromagnetic particles present, such as γ-Fe2O3, not
observed by other methods.
Resulting from this we can determine several things about each synthesis
method. The FSP method generally produces LFP with no detectable impurities
compared to the majority of BM samples that contain γ-Fe2O3 particles. However,
replacing Fe2+ in LFP with Mn2+, this effect changes. In BM materials, decreasing
Fe reduces the amount of γ-Fe2O3 observed. This is just an extension of Fe reduction
in the system. While, FSP exhibits the opposite effect, when the Fe amount is
reduced some magnetic particles form. For the FSMn9 material, some clustering
of LFP is observed, while this could indicate erroneous synthesis, the increase of
γ-Fe2O3 in the FSP series does indicate issues at the largest Mn concentrations.
In the V-doped series, the initial Li1–3xFe1–xVxPO4 synthesis did not pro-
duce V-doped LFP without impurities. However, three samples LFVP3-8E, LFVP5-
10E and LFVP5-14E did produce single phase doped LFP, indicating that excess Li
is needed. As no single phase was observed for the 1 mol% Li samples, the excess
was too limited in these samples. It would be interesting in the future to see if
increasing the excess up to 8 % (Like LFVP3-8E), would give a single phase.
The multitude of techniques clearly demonstrate an ability to accurately
determine a series of common impurities present in doped, substituted and single
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phase LFP.
91
Chapter 5
Using 17O NMR to Monitor the
Incorporation of Ca2+ and Zn2+
in Sto¨ber Nanoparticles
5.1 Introduction
Biodegradable, bioactive nanoparticle’s have been shown to have great potential
for intracellular delivery of ions [151]. Using beneficial cations, this intracellular
delivery of ions can have therapeutic benefits, including the stimulation of osteogen-
esis and angiogenesis [152,153]. Other cations have also been introduced into these
nanoparticles that incorporate antibacterial properties [154]. A popular method to
produce bioactive nanoparticles is through sol-gel based methods [153,155,156].
Bioactive nanoparticles have developed as an offshoot of the original bioglass
system developed by Hench in 1971 [153, 157]. Implantation of this eutectic mix
of SiO2, CaO, Na2O, and P2O5 into bones, resulted in the formation of a bond so
strong that it could not be removed without breaking the bone [153,158].
These sol-gel based bioactive nanoparticle glasses differ from the original bio-
glass and other melt quench glasses in there overall structure and purpose. Whilst,
melt quench glasses tend to be dense, sol-gel materials have an inherent nanoporos-
ity [159]. This increased nanoporosity results in a higher specific surface area,
exhibiting greater cellular responses upon uptake [160]. In addition, sol-gel form
nanoparticles at room temperature bypassing the need for Na2O, which is used to
lower the melting point in melt quench glasses, making their composition much sim-
pler. By lowering the melting point using Na2O, the intracellular ability of the glass
improves. However, this is not required for sol-gel based systems as the high surface
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area results in greater dissolution rates [153].
Synthesising these particles by a subset of the sol-gel methods, the Sto¨ber
process, the size, and morphology of the particles can be carefully controlled [161].
The Sto¨ber method was originally developed by Sto¨ber et al. in 1968 [162] to
produce monodispersed particles of silica. Although this rugged process is related
to sol-gel methods, it has one key difference. Using an alkaline catalysed reaction,
the presence of OH– ions result in repulsive forces which produce monodisperse
silica spheres [162]. This process can then be controlled to produce spheres with a
desired size by adjusting this alkali concentration [161].
The insertion of ions is a non-trivial process, as many methods produce irreg-
ular morphology or agglomeration of these originally spherical particles [163, 164].
However, it has been shown, with sufficient control over the reaction parameters,
that it is possible to create particles with calcium monodispersed through the par-
ticle [161].
Solid state NMR studies on of melt-quench glasses and sol-gel nanoparticles
has been an active research area for a while. Solid state NMR’s strength to investi-
gate local structural changes make it a powerful technique probing disorder in a wide
range of materials [18,20]. The first investigations into the original bioglass system,
utilised 23Na, 29Si and 31P MAS NMR to determine the preferred arrangement of
the cationic species [165]. Along with 1H MAS NMR, these are some of the most
commonly studied nuclei for these systems [156]. The use of 29Si MAS NMR can
give information about the various Qx species present in the glass (where x is equal
to the amount of other O-Si species attached to the silicon unit under study) [166].
While the initial formation of Sto¨ber particles has been investigated using 13C and
29Si liquid state NMR, no direct probes have monitored the introduction of ions this
way [167].
While 17O solid state NMR has been performed on bioactive glasses and
sol-gel glasses, relatively little has been performed on Sto¨ber nanoparticles [168].
Previous studies have mainly focused on determining the Q speciation of the silica
(using 29Si MAS NMR) [161, 169–171]. This could be attributed to low natural
abundance of the 17O isotope thus requiring enrichment to perform solid state NMR
measurements. Using a combination of NMR, TEM and DFT calculations this work
will focus on monitoring incorporation of Ca and Zn in the Sto¨ber particles before
and after the calcination step in the synthesis.
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Table 5.1: Summary of the Sto¨ber particles produced with different cation ratios.
Sample
Ratio of
Ca/Zn : Si
Ion incorporation
Undoped 0:1 Undoped
10 % Ca 1.3:1 10.0 mol% Ca
10 % Zn 1:1 10.0 mol% Zn
20 % Zn 3:1 20.0 mol% Zn
5.2 Experimental
5.2.1 Particle Synthesis
To obtain uniform 100 nm Sto¨ber particles, synthesis was carried out using a previ-
ously detailed method [161]. For the 17O MAS NMR measurements isotropically en-
riched water (Cortecnet, 40 mol%) was substituted into the initial particle synthesis.
All other reagents were purchased from Sigma-Aldrich. To create the non-calcined
particles ethanol (ethyl alcohol, 200 proof, ≥99.5%), H217O, and ammonium hydrox-
ide (ACS reagent, 28.0-30.0 % NH3 basis) were mixed in a ultrasonic bath at room
temperature. After 10 minutes TEOS (tetraethyl orthosilicate, reagent grade, 98%)
was added to the solution and the solution was left until the particles reached the
desired size of 100 nm (determined by dynamic light scattering, DLS).
The solution was then centrifuged to obtain a solid pellet of particles, which
was dried overnight at 60 °C. For the particles containing 10 mol% calcium, parti-
cles were first redispersed in distilled water and calcium nitrate tetrahydrate (ACS
reagent, 99%) was then added to the solution. After 20 min, the particles were
centrifuged again, the supernatant was removed and the pellet was dried at 60 °C
overnight, as before. For the 10 and 20 mol% zinc particles zinc nitrate hexahydrate
(Reagent grade, 98%) substituted the calcium precursor. The ratios of Ca and Zn
added to the silica particles are given in Table 5.1.
Particles were then heated in an argon atmosphere at 680 ◦C for 3 hours, at
a heating rate of 3 ◦C min−1. The 680 ◦C temperature was chosen for the removal
of nitrate and incorporation of the Ca and Zn cations, without any crystallisation
processes taking place. Particles were then washed 3 times in ethanol to remove any
excess cations not incorporated into the network. This is what you would consider
to be the final stage of preparing Sto¨ber particles and will be referred to as post-
calcined henceforth.
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5.2.2 HRTEM
Nanoparticles were dispersed in ethanol by applying sonication (30 s). A 5 µL
ethanol suspension of nanoparticles were then drop-cast on a 300 mesh holey carbon
TEM grid (TAAB), and dried under vacuum for transmission electron microscopy
analysis. High resolution TEM (HRTEM) imaging was carried out using a FEI Ti-
tan 80-300 scanning/transmission electron microscope (S/TEM) operating at 80 kV,
and fitted with a Cs (image) corrector.
5.2.3 Solid State NMR
All 29Si single pulse MAS NMR measurements were performed at 7.0 T using a
Varian/Chemagnetics InfinityPlus spectrometer operating at a Larmor frequency of
69.62 MHz. These experiments were performed using a Bruker 7 mm HX probe
which enabled a MAS frequency of 5 kHz to be implemented. Flip angle calibration
was performed on kaolinite from which a pi/2 pulse time of 5.5 µs was measured.
All measurements were undertaken with a pi/2 tip angle along with a delay between
subsequent pulses of 240 s. For CPMAS measurements for the 1H pulse a Larmor
frequency of 300.1 MHz was used. A pi/2 pulse of 2.5 µs was used with a polarisation
from a ramp between 75% and 100% on the 1H channel for a contact time of 4 ms.
This enabled a delay between subsequent pulses of 4 s. For both single pulsed and
CPMAS experiment heteronuclear decoupling was applied on 1H during collection
of the FID, where the decoupling frequency was equal to 100 kHz. All 29Si centre of
gravity (apparent) shifts were reported against the IUPAC recommended primary
reference of Me4Si (1% in CDCl3, δiso = 0.0 ppm) [137], via a kaolinite secondary
in which the resonance is a known shift of −91.5 ppm [172].
All 17O MAS NMR measurements were performed at 11.7 T using a Bruker
Avance III spectrometer operating at a Larmor frequency of 67.80 MHz. The 17O
experiments were performed using a Bruker 3.2 mm HX probe which enabled a MAS
frequency of 20 kHz to be implemented. All 17O spectra were acquired with a rotor
synchronised echo (pi/2–τ–pi) sequence, using a selective (solid) pi/2 pulse time of 2
µs along with a recycle delay of 5 s. The 2D 17O 3QMAS experiments were measured
using a three pulse z-filtered pulse sequence. Typical pulse widths for the excitation,
conversion and soft z-filter pulses were 4, 1.25 and 20 µs, respectively. Shearing of the
MQMAS experiments was performed within the Bruker software using the standard
conventions [42]. For the static experiments a Hahn echo sequence (pi/2–τ–pi) was
employed with a τ delay of 5 µs. For the non-selective static experiments a pi/2
pulse time of 5 µs was employed with a recycle delay of 1 ms. For the selective
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static experiments a pi/2 pulse time of 1.67 µs was employed with a recycle delay
of 1 s. All 17O centre of gravity (apparent) shifts were reported against the IUPAC
recommended primary reference of D2O (Neat, δiso = 0.0 ppm) [137].
5.2.4 Density-functional theory calculations
To gain insight into the crystalline structure of the nanoparticles, density-functional
theory (DFT) calculations were performed for various proposed crystallite struc-
tures. The DFT calculations utilised the CASTEP code which employs a combi-
nation of plane waves and pseudopotentials [173]. The calculations employed the
PBE functional, a k-point spacing of 0.05, and energy cut off of 900 eV were used
throughout. These values were chosen due to convergence of the final energy for
single point calculations, and therefore would be sufficient for further geometry op-
timisation and NMR calculations. During geometry optimisation atomic coordinates
and lattice parameters were varied until the structure was suitably relaxed. To ob-
tain NMR shielding tensors, shifts and electric field tensor values, the MagRes task
was employed from within the CASTEP code [174–176]. To make comparisons with
experimental data, the calculated isotropic chemical shift δ(r) is defined as:
δ(r) = −[σ(r)− σref ] (5.1)
Where σ(r) is the isotropic shielding determined from the CASTEP calculations and
σref is determined from the isotropic shielding of the same nucleus in a reference
system. In this case we used a value of 250.4 ppm for 17O which was determined by
running a series of similar reference compounds with the same calculation parame-
ters.
5.3 Results and Discussion
5.3.1 The Sto¨ber Process (Non-Calcined)
To study incorporation of beneficial Ca2+ and Zn2+ cations into the Sto¨ber nanopar-
ticle, this investigation is primarily focused on 4 main samples. First, a sample with
no doped cations added to the Sto¨ber nanoparticle to act as a reference, called un-
doped. In addition, three nanoparticle samples with 10 mol% Ca, 10 mol% Zn and
20 mol% Zn were to be investigated. The 10% mol Ca nanoparticles were chosen as
previous work [161], has noted that this is the maximum amount of Ca possible to
incorporate using this method. However, Zn does not have such a low incorporation
potential, thus enabling synthesis of a 20 mol% Zn Sto¨ber nanoparticle. Knowing
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Table 5.2: The Q species content, δiso shifts and network connectivity (NC) of the
non-calcined and calcined Sto¨ber particles determined by 29Si MAS NMR
Q1 Q2 Q3 Q4
δiso I δiso I δiso I δiso I
Samples [ppm] [%] [ppm] [%] [ppm] [%] [ppm] [%] (NC)
Error ±0.1 ±0.2 ±0.1 ±0.2 ±0.1 ±0.2 ±0.1 ±0.2 ±0.02
Non-Calcined
Undoped - - -94.1 2.7 -103.3 26.0 -113.0 71.2 3.68
10 mol% Ca - - -93.9 1.7 -102.3 26.4 -112.4 72.0 3.70
10 mol% Zn - - -94.4 3.9 -102.9 26.5 -112.8 69.6 3.66
20 mol% Zn - - -94.3 4.1 -103.2 31.1 -113.0 71.2 3.61
Calcined
Undoped - - -92.0 2.8 -99.8 10.6 -109.9 86.7 3.84
10 mol% Ca -78.2 0.9 -87.8 4.8 -98.9 17.6 -109.8 76.7 3.70
10 mol% Zn -79.1 0.8 -92.0 9.7 -101.0 21.6 -110.3 67.9 3.57
20 mol% Zn -77.2 8.8 -87.8 7.4 -97.9 23.0 -110.0 60.8 3.36
this, a choice was made to investigate both a 10 mol% and a 20 mol% Zn sample
to probe any possible differences in the structure and thus reasons for this extra
incorporation.
From the analysis of the non-calcined Sto¨ber particles, using 29Si MAS NMR,
the Si speciation can be determined. This gives information on the relative amounts,
of the Qm speciation in the particles, where m is determined as the number of
bridging oxygens (BO) to the corresponding Si atom. Through this method we can
determine how the addition of Ca or Zn into this stage of the synthesis affects the
nanoparticle. At this early stage no differences between samples should be observed,
as pre-calcination introduced cations should be on the surface of the nanoparticles
and will not have penetrated the silica moieties.
As seen in the non-calcined 29Si spectra (Figure 5.1), the nanoparticles are
primarily dominated by a large amount of Q4 units with a small amounts of Q3
and Q2 present. The ratios between different the Qm sites (Table 5.2), show that
the Sto¨ber particle with no Ca or Zn added is composed of 71.2 % Q4 units. The
remaining 29 % is primarily made up of Q3 units and a small amount of Q2 units.
By determining the network connectivity (NC) the average silicon oxygen bonds per
sample can be quickly compared.
NC =
(Q1 + 2Q2 + 3Q3 + 4Q4)
100
(5.2)
This NC formula calculates the average amount connectivity per sample,
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Figure 5.1: The 29Si MAS NMR spectra of non-Calcined Sto¨ber particles for (a)
undoped, (b) 10 mol% Ca, (c) 10 mol% Zn and (d) 20 mol% Zn. The individual
deconvolutions are shown in blue and the sum of these are marked in red.
where a NC of 4 is considered highly connected, and a NC of 1 is extremely uncon-
nected. Utilising this determined value comparisons between the samples can then
readily be made. For these non-calcined samples, little variation exists upon the
addition of Ca or Zn. This indicates that in the non-calcined Sto¨ber particles, the
silicon network is not modified to any significant degree upon the addition of Ca or
Zn thus the cations are just sitting on the surface. While there are slight changes
in the Q2 resonances of the 10 mol% Ca, overall the network connectivity is still
within error of the pure silicon samples, indicating no overall structural change has
taken place on cation doping.
This lack of change in the silicate framework is mirrored in the 17O MQMAS
data (Figure 5.2), with no significant differences observed in lineshape or quadrupo-
lar broadening with the addition of any cation species. Only the presence of the
characteristic BO resonance is observed in the 17O spectra of all non-calcined sam-
ples. This is confirmed by the fact that the spectra show little or no chemical shift
dispersion or quadrupolar induced broadening. This is reminiscent of other studies
that have shown silicon bridging oxygens [168, 177]. As both the 29Si and the 17O
MAS NMR show no significant disruption in the undoped samples, it can be inferred
that no cation incorporation into the Sto¨ber network occurs before calcination.
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Figure 5.2: The 17O MQMAS spectra of non-calcined Sto¨ber particles for (a) Si
particle, (b) 10 mol% Ca, (c) 10 mol% Zn and (d) 20 mol% Zn
5.3.2 The Sto¨ber Process (Post-Calcination)
Upon calcination, Ca2+ and Zn2+ cations are incorporated into the Sto¨ber nanopar-
ticles. Previously, it has been demonstrated that incorporating Ca2+ with this
method produces spherical nanoparticles [161]. Investigations into the structure of
the silicon matrix look at how this incorporation has affected the silicon structure.
Firstly, as seen in Table 5.2, the NC of the undoped Sto¨ber particle has increased
from 3.68 in the non-calcined samples to 3.84 in the calcined samples. This indicates
that during calcination some hydroxyls were removed from the structure forming a
more connected network. For the undoped particle, the 17O Echo and MQMAS
measurements (Figure 5.5(a)) resembles a BO resonance, as shown in the undoped
non-calcined spectra (Figure 5.2(a)), further indicating a well connected network.
The 29Si spectra of the doped samples shows that upon 10 mol% Ca ad-
dition, an identical network connectivity as the un-calcined version (Table 5.2) is
maintained. However, the network connectivity is still lower than the calcined un-
doped sample, indicating that although hydroxyls are removed from the network
during calcination, as Ca enters the Sto¨ber network, it acts as a network modifier
and decreases the NC. Further evidence can be concluded from the observation of
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Figure 5.3: The 29Si MAS NMR spectra of calcined Sto¨ber particles for (a) undoped,
(b) 10 mol% Ca, (c) 10 mol% Zn and (d) 20 mol% Zn. The individual deconvolutions
are shown in blue and the sum of these are marked in red.
a Q1 Si site. The identification of this Q1 site was made with the use of cross po-
larisation (CP) NMR, from 1H, to enhance the resonance (Appendix: Figure B.1).
Further evidence of Ca incorporation is detected, in the 17O MAS NMR measure-
ments, with the observation of a small Ca non-bridging resonance (NBO) appearing
at 100 ppm (Figure 5.5). While the proportion of the NBO site is small compared
to the BO resonance (20 ppm), this is to be expected with such little Ca incorpo-
ration. These characteristic resonances are mirrored in the MQMAS data where
the 10 mol% Ca sample for the NBO exhibits little CS or Qis broadening. This is
characteristic of a Ca BO observed previously in the literature [168].
Similarly to the 10 mol% Ca sample, doping the Sto¨ber nanoparticle with 10
mol% Zn results in a lower NC than the undoped sample. However, this effect is
significantly larger in the 10 mol% Zn sample, with a significant increase in Q2 and
Q3 structural units observed, resulting in a more significant NC decrease than that
of the 10 mol% Ca nanoparticles. From this we can infer that the Zn nanoparticle is
having a larger disruptive effect on the Sto¨ber nanoparticle than the introduction of
Ca. This network disruption continues in the 20 mol% Zn sample, where a further
reduction of the Q4 site is observed resulting in a NC of 3.36. This drop in NC
is comparatively similar in scale to the reduction seen from the undoped to the 10
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Figure 5.4: The network connectivity (NC) determined by 29Si MAS NMR for the
Ca and Zn Sto¨ber particles plotted against there respective cation (mol%) insertion.
mol% Zn sample. Upon measuring a range of Ca and Zn samples and plotting the
NC against cation content (Figure 5.4), this effect becomes more apparent. Both
the Ca and Zn series observe a linear relationship of NC when the cation dopant
concentration is increased, although significantly more disruption is observed for Zn.
The 17O MQMAS data for the 10 and 20 mol% Zn samples (Figure 5.5)
highlights a second resonance, at δiso = 20 ppm, hidden underneath the bridging
oxygen resonance. Upon overlaying the 1D 17O spectra (Figure 5.6(a)) this becomes
even more apparent. At first glance this would appear to be a non-bridging oxygen
resonance, however, shifted due to the similar 17O NMR shifts of ZnO and SiO2
[176,178].
Further investigation using the method developed by Eck, Smith and Kohn
to observe hydroxyls, a peculiarity becomes apparent [177]. Through the use of
fast recycle delays and liquid (non-selective) pulses we can suppress the BO, while
observing the hydroxyls in the nanoparticles. As shown in Figure 5.7, by employing
a selective excitation scheme we see the characteristic static lineshape of the Si BO’s
in the undoped sample [177]. However, when the ‘non-selective’ scheme is applied
to the undoped nano particle, the static BO resonance is observed in an anti-phase
position while observing a sharp resonance, previously assigned as a hydroxyl group,
is selectively excited [177]. This resonance is also clearly observed in the 10 mol%
Ca nanoparticles. However, upon applying this technique to the Zn systems, this
hydroxyl resonance is not observed. While, the 10 mol% Zn Sto¨ber nanoparticle
appears to only contain a BO resonance, for 20 mol% Zn a second anti-phase site
is apparent in both the selective and non-selective static 17O spectra. This likely
results from the Zn NBO resonance observed in the MQMAS data (Figure 5.5).
In the HRTEM images of the 10 mol% Zn Sto¨ber nanoparticles (Figure 5.8(a)
& (b)), evidence for crystalline areas is observed. These are not apparent in the
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Figure 5.5: The 17O MQMAS spectra of calcined Sto¨ber particles with Hahn-echo
projections for (a) undoped, (b) 10 mol% Ca, (c) 10 mol% Zn and (d) 20 mol% Zn
Figure 5.6: Overlay of 17O Hahn-echo data of the (a) calcined Sto¨ber nanoparticles
and (b) calculated 17O CASTEP data.
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Figure 5.7: Selective and non-selective 17O static echo NMR of the calcined Sto¨ber
particles (a) undoped, (b) 10 mol% Ca, (c) 10 mol% Zn, and (d) 20 mol% Zn.
Sto¨ber particles featured in the previous work by Greasley et al. [161], where Ca
was fully incorporated into the nanoparticle network. These areas mean, that unlike
Ca, Zn does not incorporate into the glass network, but forms a separate phase. As
this is only observed in the Zn samples, we can conclude that it is a Zn containing
crystallite. This has been previously seen by investigations into similar materials,
which suggest that Zn disrupts the amorphous nature of the silicon glasses form-
ing zinc tetrahedra [179]. Through measurements of the atomic spacing from the
HRTEM results (Figure 5.8(c) & (d)), determination of the lattice constant of this
crystallite phase can be achieved giving d-spacings of 2.70 and 2.82A. Various zinc
silicate [180–183] and zinc oxide [184] minerals were compared to these values, and a
comparable d-spacing was found in the Zn2SiO4–II phase. A list of the most promi-
nent d-spacing’s for these minerals are included in the Appendices (Table B.1).
To confirm this, CASTEP has been used to calculate the theoretical 17O
NMR shifts for these minerals which can be compared with experimental data.
The calculated lineshapes resulting of the various Zinc silicates [180–183] and Zinc
Oxides [184], are shown below the measured 17O NMR data (Figure 5.6(b)). The
calculated 17O parameters for the minerals shown in Figure 5.6(b) are included
in the appendix in Table B.2. From these calculated values, we can see that the
II and IV forms of Zn2SiO4 both agree with the experimentally measured shifts.
103
Figure 5.8: The HRTEM images of calcined 10 mol% Zn Sto¨ber particles at (a)
showing the distribution throughout the entire particle, (b) high resolution of the
boxed area showing amorphous and crystalline areas, (c) high resolution of the crys-
talline area indicating the obtained d-spacings, (d) diffraction pattern of crystalline
area within nanoparticle.
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However, Zn2SiO4–IV is made up of multiple
17O environments (Appendix B.2)
and no evidence for this is observed for in the MQMAS results (Figure 5.5). It can
be concluded that crystallite observed in the 10 and 20 mol% Sto¨ber particles are
likely to be a Zn2SiO4-II phase.
5.4 Conclusions
The structure of Sto¨ber nanoparticles has been successfully probed through a combi-
nation of solid state NMR, CASTEP and HRTEM. Using H2
17O to label the Sto¨ber
particles it has been possible to follow the synthesis steps. From this we can observe
the characteristic BO resonance in the Ca containing Sto¨ber particle suggesting that
the addition of Ca acts as a network modifier. This agrees with the obtained 29Si
MAS NMR which indicates a reduced NC from undoped Sto¨ber particles.
In the Zn containing Sto¨ber particles we can observe the evidence of crys-
talline regions forming inside the nanoparticle. These crystalline regions have been
attributed to the formation of Zn2SiO4–II phases inside the particle. This crys-
tallisation might also explain why there is a decrease in network connectivity for Zn
with respect to Ca nanoparticles. Since the crystalline Zn is surrounded by the silica
network we are likely to see a greater amount of low Q units due to the increased
surface area. Further work will be needed to explore methods of integrating Zn into
the Sto¨ber network without crystallisation.
105
Chapter 6
Quadrupolar Solid State NMR
Investigation into the Curing
Process of Alkali-Activated
C-(N)-(A)-S-H Geopolymers
6.1 Introduction
6.1.1 Background of Geopolymers
A geopolymer was originally defined as a synthetic alkali-aluminosilicate material,
which since been expanded to include all inorganic polymer [185]. Whilst this covers
a broad range of materials, this definition excludes many hybrid inorganic-organic
geopolymers that have been developed to enhance existing material’s properties such
as; mechanical strength, toughness, and electrical conductivity [186–189]. Therefore,
while the focus of this investigation will be on an inorganic geopolymer system, some
organic containing geopolymers will be discussed, and the term geopolymer be used
to describe both sets of materials.
The studied aluminosilicate network of geopolymers contains a series of AlO4
and SiO4 edge sharing tetrahedra which are charge balanced by positive ions (Na
+,
K+, Li+, Ca2+, Ba2+, NH4
+, H3O
+) [190]. The resulting polysilate chain has the
empirical formula:
Mn{−(SiO2)z−AlO2 }n ·wH2O (6.1)
where M is a positively charged cation (listed above), n is the degree of polycon-
densation, and z modifies the Al to Si ratio, which is generally 1, 2 or 3 [190]. As a
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result a highly cross linked, disordered pseudo-zeolitic network is formed [191].
With modification of this composition, it has been shown that it is possible
to tune the properties of the geopolymers to give; high compressive strength, low
shrinkage, non-combustibility, heat-resistance, low temperature formation, fast or
slow setting, and fire/acid resistance [185, 192, 193]. These properties and the wide
range of possible compositions has made the use of geopolymers attractive for many
applications including; cements, organic dye removal, turbine/engine parts, medical
applications, and for nuclear waste immobilisation [194–198].
6.1.2 Geopolymer Based Cements
Ordinary Portland cement (OPC) has for a long time been the dominant hydraulic
cement in use worldwide [199]. The use of cement is mainly as a binder of inert min-
eral aggregates to produce concrete. However, the energy required for production,
and the calcination of CaCO3 to produce the needed CaO (driving off CO2 in the
process), generates an average carbon emission of 0.81 kg of CO2 per kg of concrete
manufactured [200]. With an estimated 907 kg of cement used per year per person,
this results in approximately 5 % of the global carbon emissions originating from the
manufacture of cement [200–203]. To reduce this high carbon footprint of OPC in
the construction sector, environmentally friendly alternatives need to be developed.
Geopolymers have been touted as one such potential replacement for OPC,
due to their potential to reduce carbon emissions by up to 80 % [193]. However,
some more conservative estimates indicate only a 25 % reduction of CO2 emissions
is possible [203]. This low carbon footprint is driven by alkali activation of industrial
waste materials such as fly ash or blast furnace slag, which contain high amounts
of aluminosilicate bi-products, to form geopolymer cements [193]. As geopolymer
cements have been shown to have comparable or greater compressive strengths to
OPC, this makes them an attractive replacement material [204–206].
While fly ash and blast furnace slag are viable precursors to synthesise
geopolymers, the composition can vary greatly making it difficult for consistent
final products to be produced [194, 207]. Although this uncertainty in precursor
composition can be accurately measured, it is important to fully understand the
structural variation and performance arising from these differences [207]. Through
the use of a synthetic calcium (alkali) aluminosilicate hydrate gel (C-(N)-(A)-S-H),
modification of the Ca:Na:Al:Si ratios can be readily achieved. This synthetic C-
(N)-(A)-S-H gel can be generated by the addition of a sodium metasilicate solution
to a synthetically produced fly ash [208]. This activating solution polymerises the
synthetic fly ash resulting in the cured C-(N)-(A)-S-H geopolymer. Solid state NMR
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investigations into the precursor and activated materials can then be undertaken to
provide structural insight on the resulting calcium aluminosilicate network.
6.1.3 Solid State NMR of Geopolymers
As geopolymers contain a high amount of NMR active nuclei (23Na, 27Al, 29Si), solid
state NMR has been key for elucidating structural information of these materials.
While other common analytical techniques such as X-ray powder diffraction, Fourier
transform infra-red (FTIR) spectroscopy and pair distribution (PDF) have been
essential for characterisation of geopolymers, the inherent dynamics and disorder
present in the system lends itself to solid state NMR investigations.
The high SiO2 content has prompted many
29Si MAS NMR investigations
into the structure of geopolymers, despite the inherent low sensitivity and long
T1 relaxation times of the silicon nucleus [194, 197, 208–216]. Additionally probes
into the quadrupolar nuclei present in geopolymers has provided powerful structural
information on the local interactions of 27Al and 23Na in the aluminosilicate network
[194, 197, 208, 210, 212, 214–217]. This multi-nuclear NMR approach has enabled
insights into the coordination state of 27Al, the connectivity of 29Si, and the role of
23Na cations [197,208–218].
The use of multiple quantum magic angle spinning (MQMAS) experiments,
has been demonstrated as an important probe of structural information of quadrupo-
lar nuclei in the geopolymer system [211, 219, 220]. This technique was used to
identify multiple 23Na sites in the metakaolinite geopolymer system, aiding refine-
ment of the proposed structural models [211]. While other quadrupolar techniques,
such as nuclear quadrupole resonance (NQR), have occasionally been used to in-
vestigate incorporation of additives into the geopolymer matrix, this has primarily
been used to observe the presence of Cu2O in the systems and will not be relevant
here [195,221]. However, so far this multi-nuclear approach has not been applied to
the C-(N)-(A)-S-H system, where investigating the curing process here will provide
information on the impact of Na+ on the local aluminosilicate structure.
Solid state NMR of 17O has been shown by many researchers to be a pow-
erful probe for similar aluminosilicate structures including zeolites, silicate glasses,
and aluminosilicate glasses [222–226]. While a large amount of solid state NMR in-
vestigations have successfully probed the geopolymer structure, relatively few have
investigated the role that 17O plays in the aluminosilicate network [220,227]. This is
due to the low natural abundance (0.037 %) of 17O, resulting in a low inherent sensi-
tivity (0.029 relative to carbon) making investigations difficult. Fortunately, though
the introduction of 17O through the use of enriched materials, such as H2
17O, the
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role that oxygen has to play in the system can be probed.
Investigations using 17O so far have been limited to non Ca containing
geopolymers [220, 227]. As many classifications of fly ash contain high levels of
Ca present in the structure, the previous 17O investigations are not fully repre-
sentative of geopolymers produced with these compositions. Therefore, in the Ca
containing synthetic C-(N)-(A)-S-H system investigated here, the introduction of
H2
17O during the curing step is hoped to provide an insight into the local structure
of Ca geopolymer cements. In addition the use of a multi nuclear NMR approach
(17O, 23Na, 27Al, 29Si), along with modification of the Ca/(Al+Si) and Al/Si ratio,
will probe the change in structure with variation of the composition.
6.2 Experimental
6.2.1 Synthesis
To produce the synthetic calcium-aluminosilicate powders used as precursors in this
study an organic steric entrapment solution-polymerisation method previously de-
tailed in literature was used [208]. These synthetic powders were chosen to investi-
gate the Ca content for varying Al/Si ratios (0.05 and 0.15). These are represented
by series A and B given in the ternary plot (Figure 6.1). The molar ratio and
compositions of these synthetic calcium-aluminosilicate powders are outlined in Ta-
ble 6.1. These synthetic precursor powders were then activated by a solution of
sodium metasilicate (Na2SiO3, 37.5 wt%) and distilled water. The stoichiometry
was designed to keep a final 2:1 Al to Na molar ratio. The activating solution was
subsequently mixed with the precursor powder to form a homogeneous paste, which
was then cast until fully cured. To produce the 17O labelled samples, distilled water
in the activating solution was replaced with H2
17O (Cortecnet, 40 mol%).
6.2.2 Solid State NMR
All 17O MAS NMR measurements were performed at 14.10 T using a Bruker Avance
II+ spectrometer operating at a Larmor frequency of 81.26 MHz. These experiments
were performed using a Bruker 3.2 mm HX probe which enabled a MAS frequency
of 20 kHz to be implemented. The pulse length calibration was performed on D2O,
from which a non selective (liquid) pi/2 pulse of 4.5 µs was measured. All 17O spectra
were acquired with a rotor synchronised echo (θ − τ − 2θ) sequence, using a selective
(solid) pi/2 pulse time of 1.5 µs along with a measured recycle delay of 1 s. The 2D
17O 3QMAS experiments were completed using a three pulse z-filter sequence. The
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Figure 6.1: A tertiary plot of the C-(N)-(A)-S-H precursors materials showing where
the 0.05 (Series A) and 0.15 (Series B) Al/Si ratio series are located.
Table 6.1: The molar ratios and composition of the C-(N)-(A)-S-H geopolymer series
Sample Molar ratios (mol%) Composition (mol%)
Precursor Activated Ca/(Al+Si) Al/Si Na/Al CaO SiO2 Al2O3 Na2O
A0.5P A0.5A 0.51 0.05 0.5 33.82 63.78 1.59 0.80
A0.7P A0.7A 0.67 0.05 0.5 40.30 57.53 1.45 0.72
A0.8P A0.8A 0.84 0.05 0.5 45.80 52.24 1.31 0.65
A1.0P A1.0A 1.00 0.05 0.5 50.50 47.70 1.20 0.60
B0.5P B0.5A 0.51 0.15 0.5 34.30 59.06 4.43 2.21
B0.7P B0.7A 0.67 0.15 0.5 40.90 53.12 3.99 1.99
B0.8P B0.8A 0.84 0.15 0.5 46.33 48.24 3.62 1.81
B1.0P B1.0A 1.00 0.15 0.5 50.74 44.28 3.32 1.66
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pulse widths for the excitation, conversion and soft z-filter pulses were 6.5, 1.75, and
15 µs, respectively. The shearing of the MQMAS experiments was performed within
the Bruker software using the standard conventions [42]. All 17O centre of gravity
(apparent) shifts were reported against the IUPAC recommended primary reference
of D2O(l) (Liquid neat, δiso = 0.0 ppm) [137].
All 23Na MAS NMR measurements were performed at 14.10 T using a Bruker
Avance II+ spectrometer operating at a Larmor frequency of 158.55 MHz. These
experiments were performed using a Bruker 3.2 mm HX probe which enabled a MAS
frequency of 20 kHz to be implemented. The pulse length calibration was performed
on NaCl(s) from which a selective (solid) pi/2 pulse of 5 µs was measured. All
23Na
spectra were acquired with a selective (solid) pi/6 pulse time of 1.5 µs along with
a measured recycle delay of 1 s. The 2D 23Na 3QMAS experiments were measured
using a three pulse z-filter pulse sequence, with pulse widths for the excitation,
conversion and soft z-filter pulses determined to be 3.5, 1.5 and 17 µs, respectively.
The shearing process of the MQMAS experiments was performed within the Bruker
software using the standard conventions [42]. All 23Na centre of gravity (apparent)
shifts were reported against the IUPAC recommended primary reference of NaCl(aq)
(0.1 mol in D2O, δiso = 0.0 ppm), via a NaCl(s) secondary in which the resonance
has a known shift of 7.0 ppm [137].
All 27Al MAS NMR measurements were performed at 14.10 T using a Bruker
Avance II+ spectrometer operating at a Larmor frequency of 156.19 MHz. These
experiments were performed using a Bruker 3.2 mm HX probe which enabled a
MAS frequency of 20 kHz to be implemented. The pulse length calibration was
performed on the AlO6 site of yttrium aluminium garnet (YAG, Y3Al5O12(s)), from
which a quantitative sold pulse length (pi/12) of 1.5 µs was measured. This quanti-
tative pulse length was determined by ensuring a 1:1 ratio between the AlO4 and
AlO6 sites in YAG. [20] All
27Al spectra were acquired with this quantitative pulse
time of 1.5 µs along with a determined recycle delay of 1 s. The 2D 27Al 3QMAS
experiments were measured using a three pulse z-filter pulse sequence. The pulse
widths for the excitation, conversion and soft z-filter pulses were 3.5, 1.5 and 17 µs,
respectively. Whilst the shearing of the MQMAS experiments was performed within
the Bruker software using the standard conventions [42]. All 27Al centre of gravity
(apparent) shifts were reported against the IUPAC recommended primary reference
of Al(NO3)3(aq) (1.1 mol in D2O, δiso = 0.0 ppm), via the secondary reference of
the AlO6 site in YAG, which has a known shift of 0.7 ppm [137].
All 29Si single pulse MAS NMR measurements were performed at 7.05 T
Varian/Chemagnetics InfinityPlus spectrometer operating at a Larmor frequency
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of 69.62 MHz. These experiments were performed using a Bruker 7 mm HX probe
which enabled a MAS frequency of 5 kHz to be implemented. The pulse length
calibration was performed on kaolinite(s) (Al2Si2O5(OH)4) from which a pi/2 pulse
time of 5.5 µs was measured. All measurements were undertaken with a pi/2 tip angle
along with a delay between subsequent pulses of 240 s. For CPMAS measurements
for the 1H pulse a Larmor frequency of 300.1 MHz was used. A pi/2 pulse of 2.5 µs
was used with a polarisation from a ramp between 75% and 100% on the 1H channel
for a contact time of 12.5 ms. This enabled a delay between subsequent pulses of 4 s.
For both single pulsed and CPMAS experiment hetronuclear decoupling was applied
on 1H during collection of the FID, where the decoupling frequency was equal to
100 kHz. All 29Si centre of gravity (apparent) shifts were reported against the IUPAC
recommended primary reference of (CH3)4Si(l) (1% in CDCl3, δiso = 0.0 ppm), via
a kaolinite(s) secondary standard which has a known shift of −91.5 ppm [172].
Due to the inherent amorphous nature present in the structure, simulations
of the disorder in the quadrupolar resonances was achieved through the use of the
in-house QuadFit program [228].
6.3 Results and Discussion
6.3.1 27Al MAS NMR
The 27Al single pulse MAS, and triple quantum magic angle spinning (3QMAS)
NMR data, for both the precursor powders and the activated powders of series
A, are presented and deconvoluted in Figure 6.2, with Table 6.2 containing the
simulated parameters acquired. Whilst similar precursor powders and activated
materials have been previously investigated, through the use of the QuadFit program
to simulate the disorder in the parameters, a more accurate picture of the system is
provided [208,228].
As described in Kemp et al. [228], QuadFit uses a Gaussian distribution to
represent disorder where the centre and width of the CQ distribution is represented.
Where, the CQ centre represents the average value, and width is an indication of
the deviation from this value. The simulations of the resonances are displayed in
Table 6.2. For these simulations the asymmetry parameter (ηQ), while varied during
fitting, has not significantly deviated from zero.
For both the precursor and activated samples the primary resonance ob-
served is large and featureless, it is assigned to an AlO4(Q
4) site. Due to the low
content of Al relative to Si, and the Loewenstein avoidance principle, it can safely
be assumed that no Al–O–Al bonds exist in the AlO4 aluminosilicate network.
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Therefore, all 27Al present in the AlO4(Q
4) network exists as Al–O–Si bonds [229].
In the 3QMAS (Figure 6.2) the resonance primarily exists parallel to the CS axis,
indicating significant chemical shift disorder, giving an ambiguous δiso. Likewise,
significant broadening is also observed along the Qis dimension, indicating disorder
in CQ parameters of the site. This is typical for an AlO4(Q
4) resonance, as observed
in similar aluminosilicate materials [219].
In the precursor samples (series A), as Ca is increased, trends are observed in
the simulated parameters for the AlO4(Q
4) site. A higher concentration of Ca results
in an increase in δiso observed, relating to increased shielding observed around the
27Al nucleus. Additionally, a reduction in the centre and width values of the CQ is
observed, indicating an increase in order of the AlO4(Q
4) resonances. Both of these
factors provide evidence that the series A precursors are incorporating Ca partially,
indicating Ca is supporting the AlO4(Q
4) site. This could be evidence that some
cross linking may be occurring before activation of the samples.
Post activation, A0.5A, A0.7A, and A0.8A, reductions in both centre and
width values of CQ for the AlO4(Q
4) resonance are seen. This is evidence for the
rearrangement of the structure into a more ordered network, post curing, as expected
[230]. Unusually, the final sample in series A (A1.0A), does not exhibit this same
expected reduction in disorder. Instead, the curing process has the opposite effect
on the AlO4 site and an increase in the centre and width of the CQ parameters
are observed (Table 6.2). Additionally, the trend in the precursor samples, where
greater Ca concentration exhibits an increase in δiso and CQ, is not mirrored in the
activated samples. However, both of these differences could be due to the multiple
Si phases as indicated by the silicon NMR (vide infra). Furthermore, introduction
of significant proportions of AlO6 resonances in the sample may be contributing
towards this disorder.
For the majority of series A, only the single AlO4(Q
4) resonance is observed,
however A0.8P, A0.8A, and A1.0A contain additional resonances observed in the
AlO6 region. The resonance observed at δiso =∼9.2 ppm, in A0.8A and A1.0A, can
be attributed to a hydroxy AFm phase (C4AH13, Ca4Al(OH)14 · 6 H2O) as previously
observed in similar C-(N)-A-S-H/N-A-S-H gel blends and in Portland cements [230,
231]. The formation of this phase is attributed to increased availability of Ca in
these samples.
The shift associated with the smaller AlO6 resonance observed in A0.8A,
is attributed to the formation of a ‘third aluminium hydrate’ (TAH) phase. This
amorphous aluminate hydrate is typically found with high concentrations of avail-
able Ca and Al [230, 232]. Interestingly the highest Ca containing sample in series
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Figure 6.2: The 1D deconvoluted MAS and 3QMAS 27Al spectra of the 0.05 Si/Al
Geopolymers. The deconvolutions of the 1D MAS NMR are shown as projections
in the MAS dimension. The individual sites are shown in blue and the sum of these
are marked in red.
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A (A1.0A) does not exhibit formation of this phase, however possible explanations
for this are given in the 29Si MAS NMR (vide infra).
Only one of the precursor materials in series A (A0.8P) contains evidence of
AlO6 phases. Both phases are observed in similar proportions to the hydroxy AFm
and TAH phases in the activated sample (A0.8A), however, the δiso of both phases
are significantly lower (9.3 to 0.0 ppm for hydroxy AFm, 4.2 to −3.3 ppm for TAH).
The drastic difference in shift results in the AlO6 resonances observed in A0.8P not
being the hydroxy AFm or TAH phases produced after activation. However, the
similar proportions of each resonance indicates they are related precursors of these
phases.
The 27Al MAS and 3QMAS NMR spectra of series B (0.15 Al/Si) is observed
in Figure 6.3, with the simulated parameters shown in Table 6.2. Similarly to series
A, the primary resonance observed in the precursor samples is AlO4(Q
4) contained
within the silica network. However, in the precursor samples, the reduction in
disorder at higher Ca concentrations observed in series A is not mirrored. Although,
this disruption is caused by the increase in non AlO4(Q
4) phases prevalent for the
high Ca containing precursors of series B, as only one sample (B0.5P) purely contains
an AlO4(Q
4) resonance.
An increased number of resonances occurs in the spectra of all but the lowest
Ca content of the 0.15 Al/Si precursors. This is initially manifested by the appear-
ance of an AlO6 resonance at ∼12 ppm in the B0.7P, B0.8P, and B1.0P precursors.
This AlO6 site is observed in small quantities for all three samples, with an inten-
sity of 2±0.5 % (Table 6.2), making it difficult to observe in the 1D projection and
is only visible in the 3QMAS spectra of B0.8P (Figure 6.3). This AlO6 resonance
at ∼12 ppm has been observed in other synthetic precursors as the formation of
a silicon free garnet phase (Ca3Al2(OH)12, C3A) [208, 214]. While the CQ of C3A
in the literature is narrower than that observed here (Table 6.2), the increases, can
be attributed to a more disordered phase [215]. As the C3A phase is not observed
in the series A, which contains a third of the Al content, or in the B0.5P which
contains the least Ca in series B, then formation of this phase is be attributed to
high amounts of available Ca and Al during the precursor synthesis [208].
In addition to this C3A resonance, in both B0.8P and B1.0P, additional
resonances are observed at 80 and 90 ppm respectively. The high isotropic shifts
indicate additional AlO4 environments, which are not integrated into the silicon
network [20, 218]. Due to the large differences in shift, CQ, and disorder between
these sites (Table 6.2) we conclude, that these two different phases are discrete. The
additional AlO4 environments are only observed in the MQMAS spectrum of B0.8P,
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Table 6.2: The 27Al parameters from the deconvoluted 1D MAS spectra acquired
for both precursor and activated samples in series A & B. For all samples, ηQ is
fixed during iterations to be 0.
Sample Site Area δiso CQ Assignment
(%) (ppm) Centre Width
(MHz) (MHz)
Precursor 0.05 Al/Si
A0.5P AlIV 100.0 60.6 6.38 6.20 AlO4(Q
4)
A0.7P AlIV 100.0 62.8 6.19 4.82 AlO4(Q
4)
A0.8P AlIV 86.1 64.1 5.44 2.76 AlO4(Q
4)
AlVI 12.0 0.0 1.40 1.30
AlVI 1.9 −3.3 1.10 1.00
A1.0P AlIV 100.0 64.2 4.95 2.07 AlO4(Q
4)
Activated 0.05 Al/Si
A0.5A AlIV 100.0 62.0 6.15 6.06 AlO4(Q
4)
A0.7A AlIV 100.0 61.9 4.70 3.50 AlO4(Q
4)
A0.8A AlIV 89.0 64.9 5.33 2.01 AlO4(Q
4)
AlVI 9.2 9.3 1.41 1.32 Hydrated AFm
AlVI 1.8 4.2 1.10 1.00 TAH
A1.0A AlIV 88.8 64.3 6.33 4.35 AlO4(Q
4)
AlVI 11.2 9.1 1.10 1.00 AFm
Precursor 0.15 Al/Si
B0.5P AlIV 100.0 65.1 6.87 5.35 AlO4(Q
4)
B0.7P AlIV 98.0 63.8 5.56 4.33 AlO4(Q
4)
AlVI 2.0 12.2 3.28 1.50 Ca3Al2(OH)12 (C3A)
B0.8P AlIV 10.4 85.0 8.81 1.13 Ca12Al14O33
AlIV 4.2 82.2 3.42 1.2 Ca12Al14O33
AlIV 83.3 62.7 6.4 6.20 AlO4(Q
4)
AlVI 1.6 11.8 3.28 1.50 Ca3Al2(OH)12 (C3A)
B1.0P AlIV 3.4 92.2 6.15 0.14
AlIV 94.1 69.2 6.70 2.22 AlO4(Q
4)
AlVI 2.5 11.7 3.28 1.50 Ca3Al2(OH)12 (C3A)
Activated 0.15 Al/Si
B0.5A AlIV 36.4 78.8 6.69 2.07 AlO4 Q
3 (3Si), AlO4(AlO6)
AlIV 57.6 63.1 7.14 4.46 AlO4(Q
4)
AlVI 6.1 9.5 1.07 1.00 AFm
B0.7A AlIV 3.8 76.2 4.75 0.63 AlO4(AlO6)
AlIV 70.1 64.5 6.55 5.91 AlO4(Q
4)
AlVI 26.1 9.5 1.10 1.00 AFm
B0.8A AlIV 1.8 74.7 2.85 2.50 AlO4(AlO6)
AlIV 51.5 62.8 6.12 5.50 AlO4(Q
4)
AlVI 46.7 9.3 1.10 1.00 AFm
B1.0A AlIV 61.9 65.6 6.45 4.70 AlO4(Q
4)
AlVI 36.6 9.3 1.07 1.00 AFm
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Figure 6.3: The 1D deconvoluted MAS and MQMAS 27Al spectra of the 0.15 Si/Al
geopolymers. Deconvolutions of the 1D MAS NMR are shown as projections in the
MAS dimension. The individual sites are shown in blue and the sum of these are
marked in red.
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where the distribution of this resonance would suggest it is a single site with disorder
in both the CS and Qis axes (Figure 6.3). However, no single fit was sufficient to
simulate this site in the 1D projection. As calcium aluminates have been known
to show up in this region, many of which have 2 or more 27Al sites, simulations
were based on these previous studies. From the resulting fit for B0.8P, the AlO6
resonances were determined to be the two 27Al sites of Ca12Al14O33 [215].
For B1.0P, while a single site fit, was possible to simulate the disorder present,
the high shift and CQ do not match up with known calcium aluminates. When
multiple sites were fitted with parameters given in the literature, in a similar manner
to B0.8P, no suitable fit could be achieved. This suggests the formation of a new
calcium aluminate phase, previously not observed in the literature. Although, the
high δiso of this site puts the resonance in the AlOxNx –1 range, indicating some
remaining aluminium nitrate from synthesis of the synthetic precursors has formed
this phase [20].
Upon curing, the precursors from series B undergo large structural differences
from their Al counterparts in series A. It is immediately apparent that curing of
the 0.15 Si/Al precursors the geopolymers now contain hydroxy-AFm (Figure 6.3),
whereas this was not seen until the high concentration Ca geopolymers in series A.
This increase in Al results in some of the samples, such as B0.8A, containing as
much as 46.7 % AlO6. It is apparent that the increased Al in this series cannot
be supported in the silica network upon activation, resulting in the formation of a
calcium aluminium hydrate phase.
In addition to AlO4(Q
4) and hydroxy-AFm phases formed in every sample,
for B0.5A another prominent resonance is observed. While this resonance is most
prominent in B0.5A, it can also be observed in smaller amounts in B0.7A and B0.8A.
The δiso (78.8 ppm) obtained from simulation of the resonance for B0.5A indicates
either at the lower end of the AlO4 shift region or at the upper ranges of tetrahedral
Al surrounded by three SiO4 units (AlO4(Q
3)) or AlO4 groups which surround chains
of AlO6 (AlO4(AlO6)) [20, 218]. Due to the decreased shielding effect that Ca has
on towards the 27Al nucleus it is unlikely that AlO4 is being observed. Indicating
the resonance is determined to be either AlO4(Q
3) or AlO4(AlO6) instead.
6.3.2 29Si MAS NMR
The 29Si MAS NMR spectra and deconvolutions of the precursor materials for both
series A & B are presented in Figure 6.4. When, compared to other Ca2+ contain-
ing silica networks (Chapter 5), the addition of Al3+ enhances the complexity of
the 29Si environments in the geopolymer network resulting in a greater number of
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Figure 6.4: The deconvoluted 29Si MAS NMR (5 kHz) spectra of the precursor 0.05
& 0.15 Si/Al geopolymers. The individual sites are shown in blue and the sum of
these are displayed in red.
resonances observed. These differences arise from their respective interactions with
the network, as either a network modifier or a network former. Network formers,
include small, high charge ions (Si4+, Al3+, B3+, P5+), which tend to form three
or fourfold coordinated bridging oxygen’s (BO). Large ions such as Ca2+ and Na+
then modify this existing network, disrupting the BO bonds.
For these networks, the number of bridging oxygens bonded to a 29Si envi-
ronment can be described as Qm, where m gives the number of BO bonds around
the observed nucleus (0− 4). However, in aluminosilicates, this does not accurately
describe how the 29Si shifts are affected by Si-O-Al bonds. To describe this a Qmn
term can be used, where n refers to the amount of Si-O-Al bonds. The contributions
that Al3+ and Ca2+ have on the 29Si shifts in geopolymers, and there precursors,
is well documented and has allowed accurate determination of the observed reso-
nances [208, 216, 218]. The assignment of the spectra, and relative amounts of the
deconvolution are displayed in the appendices (Table C.1). While care has been
119
Table 6.3: The summed Qm species content, and network connectivity (NC) deter-
mined by 29Si MAS NMR, for both the precursor and activated samples of series A
& B.
Sample Q0 Q1 Q2 Q3 Q4 NC
Series A
A0.5P 1.6 15.3 30.7 19.6 32.7 2.67
A0.7P 3.4 12.0 40.5 25.3 18.8 2.44
A0.8P 8.0 17.9 35.4 23.0 15.8 2.21
A1.0P 10.6 18.2 22.3 21.2 19.2 2.03
A0.5A 1.9 13.7 29.4 25.7 29.3 2.67
A0.7A 1.8 14.6 31.3 32.8 19.6 2.54
A0.8A 4.2 21.2 32.6 27.9 14.1 2.27
A1.0A 1.9 17.0 20.7 26.7 27.5 2.48
Series B
B0.5P 4.7 14.7 23.3 23.4 33.8 2.67
B0.7P 4.8 15.2 28.0 27.1 24.9 2.52
B0.8P 9.8 14.6 27.7 23.1 24.8 2.39
B1.0P 17.8 18.9 29.8 23.7 9.9 1.89
B0.5A 1.9 12.1 30.9 24.4 30.7 2.70
B0.7A 2.2 10.6 32.9 30.8 23.5 2.63
B0.8A 1.7 20.1 27.1 31.3 19.8 2.47
B1.0A 4.3 26.1 31.0 30.9 7.7 2.12
taken to not over fit the spectra, due to the overlapping nature of the 29Si reso-
nances, the spectral simulations in this case should not be considered definitive, but
as approximations of the observed sites.
As both Al and Si act as network formers, the equation to derive the network
connectivity (Equation 5.2) can be re-purposed for these aluminosilicates. Modifi-
cation of this equation for the observed sites, with summation of the differing n
provides a new equation:
NC =
∑
0≤n<4
(
0Q0n +Q
1
n + 2Q
2
n + 3Q
3
n + 4Q
4
n
)
100
(6.2)
The summation of each Qm level, and the NC, for series A & B is displayed in Table
6.3.
The 29Si MAS NMR data for both series A and B of the precursor C-(N)-
(A)-S-H gels, are displayed in Figure 6.6. For the three lowest values of Ca dopant
(0.5, 0.6, and 0.8) the 29Si lineshape has no significant differences between the
two series. Although, this trend is negated by the A1.0P and B1.0P precursors,
where a significant increase in the number of 29Si resonances is observed for the
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Figure 6.5: The 29Si CPMAS (5 kHz, 100 kHz decoupling) of A1.0A showing the
amorphous resonances.
series A precursor. The additional resonances, in A1.0P, are also mirrored in its
corresponding activated sample (A1.0A, Figure 6.6), although the resonances are
more resolved in this case. In the activated sample the majority of the resonances
appear too narrow for amorphous 29Si, indicating a semi-crystalline structure is
present. This is due to a large concentration of Ca, in A1.0P and A1.0A, supporting
the Al bridging bonds in the Si network resulting in a highly ordered network. The
CPMAS data for A1.0A (Figure 6.5) indicate an amorphous phase in this sample.
While this amorphous phase should also be observed in the one pulse data, for
a large part of the spectra the resonances are obscured by the observation of the
semi-crystalline phase in A1.0A.
Whilst B1.0P also contains the same Ca/(Si+Al) ratio, too much relative
Al is present to be supported in the Si phase in this manner, thus promoting the
formation the calcium aluminate and calcium aluminium hydroxide phases observed
in the 27Al MAS NMR (Figures 6.2 & 6.3). Observation of this highly ordered
structure results in A1.0P and A1.0A not fitting with the observed trends in the
rest of the precursor samples, and therefore will be excluded from the discussion.
A key feature of increasing the Ca content of both series A and B is corre-
sponding changes in overall Qm speciation. For the precursors of both series A & B,
greater Ca content corresponds to an increase in the amount of Q00 observed (Table
6.3), giving rise to an increase in dissociated silica. This is mirrored by a subsequent
decrease in the fully connected silica units (Q4) and NC values upon increasing Ca.
While no obvious trends are observed for Q1-Q3 units, the overall reduction in NC
indicates that Ca is reducing the silicon network connectivity within the geopolymer
network.
Several observations made from the 27Al MAS NMR of the precursors (Sec-
tion 6.3.1) are corroborated in the 29Si data. For A0.8P and its activated product
the observation of non (AlO4)(Q4) units results in a reduction of Qn
29Si species
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Figure 6.6: Deconvoluted 29Si spectra of the activated 0.05 & 0.15 Si/Al geopoly-
mers. The individual sites are shown in blue and the sum of these are marked in
red.
observed (Table C.1). Changing the Al/Si ratio from 0.05 in series A to 0.15 in
series B you might expect a corresponding increase in Qn. However, no significant
change in Qn speciation is observed upon increasing the Al/Si ratio to 0.15. This
suggests that the increased Al in series B is not fully integrated into the Si network.
This is observed in the 27Al MAS NMR of the series B precursors, where a greater
amount of non AlO4(Q
4) units are observed. Additionally, the increased disorder
seen observed in the 27Al MAS NMR results of series B, could indicate some Al not
fully integrated into the precursor network.
Upon activation several changes in the ratios of the 29Si speciation are hy-
pothesised. The addition of Na2SiO3 is expected to encourage cross linking in the
synthetic precursors. In general, for all activated samples a decrease in the Q0 struc-
tures is observed, which corresponds to an increase in NC upon activation. This
corresponds to a reduction in the total proportion of Q4 species and an increase in
the ratio of Q3 units.
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Figure 6.7: The deconvoluted 23Na MAS NMR spectra of the 0.05 & 0.15 Si/Al
Geopolymers. The individual sites are shown in blue and the sum of these are
marked in red.
For most activated samples a significant change in the 29Si lineshape is ob-
served from their corresponding synthetic precursors. In many of the samples this
presents in a narrowing of the resonances for the activated samples, suggesting a
more ordered structure. Unusually activation of A0.5P does not have a significant
impact on the 29Si line shape. The only significant changes in Qmn speciation is
observed in the Q30 and Q
4
0 speciation, with the result giving no change to the NC.
This is an indication that the majority of the silica added during the activated sam-
ples is not promoting cross linking. This is mirrored in the 27Al MAS NMR (Figure
6.2) where no significant differences is observed in the Al environment. However,
the amount of sodium silicate added during curing of series B is proportional to the
added Al resulting in similar proportion of Qn species formed.
6.3.3 23Na MAS NMR
The 23Na MAS NMR (Figure 6.7) and 3QMAS (Appendix C, Figure C.1) are used
to investigate the activation process of the C-(N)-(A)-S-H geopolymers. Deconvolu-
tions of the two 23Na spectra are shown in Figure 6.7, with the simulated parameters
in Table 6.4. A clear initial observation is the ratio between the two resonances sig-
nificantly differs between the series A & B, with the narrower resonance (Na1) having
a higher proportion in series B. The narrower 23Na resonance (Na1) is centred at
approximately −3 ppm. This is the only observable resonance in the MQMAS data
featured in the appendix (Figure C.1), with roughly equal distributions along both
the Qis and CS axes. In numerous investigations of C-N-A-S-H and N-A-S-H gels,
Na1 has been attributed to Na+ cations charge balancing the bridging aluminium
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Table 6.4: The 23Na parameters from the deconvoluted 1D MAS spectra acquired
for the activated samples from series A & B. For all samples ηQ is set to 0.
Samples Na1 Na2
Area δiso CQ Area δiso CQ
(%) (ppm) Centre Width (%) (ppm) Centre Width
(MHz) (MHz) (MHz) (MHz)
A0.5A 57.3 −2.9 1.59 0.65 42.7 −8.1 3.09 0.65
A0.7A 61.5 −3.2 1.59 0.65 38.5 −9.3 3.09 0.65
A0.8A 62.5 −1.5 1.59 0.65 37.5 −6.8 3.09 0.65
A1.0A 63.1 −4.2 1.29 0.05 36.9 −8.7 3.20 0.62
B0.5A 73.1 −2.9 1.29 0.28 26.9 −7.4 3.37 0.65
B0.7A 77.5 −2.9 1.29 0.28 22.5 −6.9 3.27 0.62
B0.8A 78.8 −3.9 1.29 0.28 21.2 −7.4 3.27 0.62
B1.0A 81.5 −3.0 1.29 0.16 18.5 −7.6 2.91 0.62
tetrahedra within the geopolymer framework [217,230,233–235].
The broad featureless resonance (Na2, Table 6.4) is not featured in the
3QMAS spectra (Figure C.1). The δiso of Na2 is centred between 7-9 ppm and
fitting required a large amount of Gaussian broadening, indicating a large disorder
in chemical shift. The large distribution in δiso suggests why Na2 is not observed in
the 3QMAS data. However, most of this disorder is not featured at the quadrupolar
site, where despite a high centre value of CQ, the width of the distribution from
the simulations was small. The broadness of the resonance suggests that this is
attributed to hydrated Na+ bound to pore water within the geopolymer.
The increase in the proportion of Na1, for the 0.15 Al/Si series, suggests
a larger amount of Na supported Al bridging tetrahedra between the frameworks.
However, as observed in the activated 27Al MAS NMR of series B (Figure 6.3), a
large amount of calcium aluminium hydride phases. This can be attributed to the
larger amount of Na present, increasing the amount of Ca free to form these AlVI
phases.
Additionally in both series, materials with greater Ca result in a correspond-
ing increase in the Na1 environment. As at higher Ca concentrations the amount
of activating sodium silicate added is reduced, and the amount of this resonance is
unchanged, we are just observing a reduction in the Na2 resonance.
6.3.4 17O MAS NMR
Due to the associated cost of 17O isotropic enrichment, the use of H2
17O during
the activation process of the C-(N)-(A)-S-H gel was limited to 4 samples; A0.7A,
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Figure 6.8: The 17O MAS NMR of the activated 0.05 Al/Si geopolymers. (a) The
1D spectra of A0.7A. (b) The overlaid 1D and 3QMAS spectra of A1.0A.
A1.0A, B0.7A, and B1.0A. For series A, the 17O MAS NMR is given in Figure 6.8.
The 3QMAS spectra is only displayed for A1.0A as isotropic enrichment, was not
sufficient enough in A0.7A for acquisition of a high quality spectra, fortunately a
1D MAS NMR measurement was still able to be obtained. Both A0.7A and A1.0A
contain two observable resonances, centred at 100 & 50 ppm. The resonance at
100 ppm is assigned as a Si NBO resonance, this is similar to the NBO observed
in Chapter 5, and seen in the literature for aluminosilicate glasses [236]. The ob-
servation of this resonance is typical for high Ca containing silicate systems, and
as is evident between the A0.7A and A1.0A geopolymers, the proportion of this
resonance increases with a greater Ca content.
The resonance centred at δiso = 50 ppm is attributed to Si-O-Al bridging
bonds formed during the activation process. Whilst it is possible that this resonance
could be attributed to Si-O-Si BO’s, the observed shift would indicate that this is
not the case [168].
While similarities are observed in the 17O 1D and 3QMAS data for B0.7A
and B1.0A (Figure 6.9), some significant differences are apparent when they are
compared to lower the Al/Si content samples (Figure 6.8). Both B0.7A and B1.0A
are primarily dominated by the Si NBO peak centred at 100 ppm and contain
evidence of the Si-O-Al BO resonance in the 3QMAS. However, for both B0.7A and
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Figure 6.9: The 17O 3QMAS for the activated 0.15 Al/Si geopolymers for (a) B0.7A.
(b) B1.0A.
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B1.0A (Figure 6.9), additional resonances are observed.
In B0.7A the additional resonance is clearly observed in the MQMAS (Figure
6.9), with distribution parallel to the CS axis. This resonance has a δiso similar to
the Si-O-Al BO resonance causing an overlap in the 1D spectrum. This has been
identified as an Al-O-Al resonance previously observed in low silica Ca containing
aluminosilicate glasses [236]. This is an indication of the AlO4(AlO6) phase formed
in the 27Al MAS NMR (Figure 6.3) upon activation.
In B1.0A the NBO and BO resonances are observed in the 3QMAS spectrum,
a large additional resonance is observed in the 1D spectrum. This resonance spans
the region where the Si-O-Si BO is observed [168, 224]. The lack of observation of
this unit in the 3QMAS is due to the relatively small amount of this site contained
in the system, to the NBO peak observed.
From the 17O results it has been deduced that during the activation process,
introduced 17O is acting as either Si NBO’s or as Si-O-Al BO. This observation of a
Si-O-Al BO is confirmation that during the activation process these bonds are being
formed. While the 29Si shows no direct increase of these bridging bonds, a relative
decrease in Q00 and Q
4
0 suggest that the Qn sites are increasing.
For A0.7A, the only 17O sample investigated with no AFm phase observed in
the 27Al MAS NMR, the Si NBO resonance is broader and at a slightly lower ppm
than in the other samples. This lower shift and increased disorder could indicate
the presence of Si NBO resonances, which is not fully offset by Ca. While we might
expect to observe differences between the Si NBO resonance in B0.7A and B1.0A
due to the change in Ca, both have similar shifts to A1.0A.
Additionally, the Al BO resonance, for A0.7A, is observed in a larger pro-
portion when compared to the Si-O-Al BO resonance, indicating that activation of
A0.7A has an increase in the proportion of cross-linking Al. This reinforces the large
reduction in disorder observed for the 27Al MAS NMR upon curing. This resonance
is observed in smaller quantities in all other investigated samples due to the large
proportion of hydrated AFm produced.
6.4 Conclusions
The modification of the Ca/(Al+Si) and Al/Si ratios of calcium aluminosilicate
precursors and there activated analogues were investigated. Fundamentally, the bulk
structure of the precursor, is primarily made up of a silicon network with aluminium
dispersed throughout the matrix. An increase in the Ca proportion promotes greater
ordering in the aluminium structure of the 0.05 Al/Si precursor material. This is
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shown through reduction in the measured disorder of the Al resonances. However,
this reduction in Al comes at a trade off in the bulk Si structures, as increased Ca
results in greater proportion of Q0 units and a reduction in the proportion of the
total Q4 sites. This is also observed as a drop in total NC of the precursor system.
Increasing the Al/Si ratio from 0.05 to 0.15 results in the lowest Ca sample
(B0.5P) containing only AlO4(Q
4) units. Further increases to the Ca ratio results in
formation of C3A and calcium aluminate phases. Additionally, a greater proportion
of the 29Si is observed as Q0 units indicating greater disruption to the network.
Activation further highlights greater differences observed between series A
and B. The increased Al in series B results in the activated samples containing at
most 70 % of AlO4(Q
4) units, as observed by 27Al MAS NMR. In contrast, the lower
aluminium ratio of series A promotes more Al integrating into the Si network, as
for A0.5A and A0.7A all Al is observed as AlO4(Q
4) units and A0.8A and A1.0A
contain ∼90 % AlO4 units. This increase in proportion of Al not contained in the
Si network is not observed in the 29Si MAS NMR, where no significant change in
Qn units is present.
Upon activation, evidence of cross linking is observed through the formation
of Si-O-Al BO by 17O MAS NMR. However, due to the greater proportion of Al
in B0.7A, Al-O-Al bonds are also observed, reinforcing the AlO4(AlO6) resonance
in 27Al MAS NMR. This is not observed in B1.0A, which does not contain the
AlO4(AlO6) resonance in
27Al MAS NMR, instead evidence of Si-O-Si is observed.
However, the 29Si results for B1.0A do not show extra Q4 units post activation,
compared to the other enriched samples. In fact the Q4 units experience a significant
drop when compared to the rest of the series. However, significant increase in both
the Q1 and Q3 units this is representation of these sites forming.
The findings suggest how subtle changes in the reaction mixture can result
in significant changes in micro structure of C-(N)-(A)-S-H gels. This highlights the
significance of carefully controlling the precursor mixtures so a desired product can
be obtained upon curing.
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Chapter 7
Summary and Outlook
7.1 Low Field and Fast MAS Studies on Paramagnetic
Cathode Battery Materials
Through the use of a low magnetic field and fast MAS to paramagnetic cathode
materials, it has been demonstrated that high resolution MAS NMR is possible.
This has allowed the determination of slight differences in the observed 7Li resonance
in LFP. It has been shown that this shift is not dependent on factors including
crystallite size, carbon coating, mass magnetic susceptibility or magnetic particles
present. It has been determined this is likely due to changes in unit cell volume of
the olivine phase. This is a result of less Li+ in the unit cell thus facilitating the
reduction of some Fe2+ to Fe3+. The position that 7Li occupies in the LFP channels.
These differences in the 7Li δiso that occur between synthesis methods were also
observed in the Mn substituted series. The bulk of these differences are attributed
to greater Mn2+ substitution of the Fe2+ site corresponding to an increase in the
magnetic susceptibility at the transition metal site. However, significant differences
were still observed between the BM and FSP series, which are attributed to the
change in the unit cell of LFP.
The use of 31P MAS NMR did not indicate significant differences between
the BM, FSP and ST techniques. However, due to the resolution of the 31P in the
LiFexMn1–xPO4 series, discrepancies in the ratio of sites were observed, resulting in
an indication that synthesis produced a clustering of sites in the higher Mn FSP ma-
terials. Furthermore, MPMS measurements confirmed magnetic particles were also
present in these high Mn FSP samples indicating that the synthesis did not proceed
correctly. These magnetic particles were also observed in the BM samples, however
it is likely an inherent property of the synthesis procedure and did not appear to af-
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fect the 31P site distribution. While one of the most common contaminates from the
carbon coating process Fe2P, was not able to be observed through
31P MAS NMR,
it was clearly observed in the SQUID magnetic measurements, further highlighting
the need for a multi technique approach for analysis of these systems.
The doping of V into LFP has shown to be heavily dependent on the amount
of Li precursor added. Both 31P and 7Li MAS NMR were able to clearly observe
impurity resonances mirrored in the XRD reflections. There was no significant
variation in the 7Li δiso for the 3 and 5% amounts of doped V. However, the spectrum
of the 1% doped sample did have a greater δiso, due to the small amount of V dopant
added, likely resulting as a reduction in the magnetic susceptibility around the 7Li
site. This could be confirmed with the generation of a series with much greater V
doping than investigated here.
It would be prudent in the future to correlate the isotropic shift data with
electrochemical results of the different manufacturing methods. If factors like charge
capacity or cycle stability could be correlated to the isotropic shift and unit cell
volume it may hint to any further discrepancies observed between the BM, FSP and
ST samples. It would also be interesting to see if changing the BM precursor or if
any subtle tweaks to the method could produce LFP with no magnetic particles. For
the V doped series in the future it would be interesting to investigate the materials
by 51V MAS NMR. This might give clues on the oxidation state of V and the
environment that it is occupying in the LFP structure.
7.2 Using 17O NMR to Monitor the Incorporation of
Ca2+ and Zn2+ in Sto¨ber Nanoparticles
Through the use of 17O and 29Si MAS NMR the integration of beneficial cations,
such as Ca and Zn, into the Sto¨ber network was probed. It was shown that before
calcination, addition of beneficial cations had no real impact on the silicon structure,
as shown by both the 29Si network connectivity, and the 17O structure. This is
an indication that the cations are located primarily on the surface of the Sto¨ber
nanoparticles.
However, post calcination significant differences were observed indicating the
incorporation of these cations into the Sto¨ber network. The 29Si results show that
upon calcination Ca2+ and Zn2+ are incorporated into the Sto¨ber network and
disrupt the silicon Q4 network. The network connectivity suggests that the incor-
poration of Zn disrupts the Sto¨ber network more than Ca. This difference in NC
was shown to be due to Zn forming a large amount of crystalline Zn2SiO4 –II phases
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instead of forming Zn BO or NBO resonances. Formation of Zn2SiO4 –II was sup-
ported by evidence obtained from HRTEM, DFT calculations, and 17O MAS NMR.
Future work should likely involve different Zn precursors to investigate if crys-
tallisation can be avoided. Additionally, the interesting structure of mesoporous Si
nanoparticles could be another avenue for investigation with this technique. How-
ever, as the production of the mesoporous nanoparticles typically require large vol-
umes of water, a different method for isotropic enrichment of 17O would need to be
found.
7.3 Quadrupolar Solid State NMR Investigation into
the Curing Process of Alkali-Activated C-(N)-(A)-
S-H Geopolymers
Solid state NMR was successful at probing the structural differences arising from
changing the C-(N)-(A)-S-H geopolymer composition. Using Quadfit to simulate
disorder inherent in the structure of the 27Al and 23Na nuclei, it was possible to
gain a picture of how changing the Ca/(Si+Al) and Al/Si ratios affects the curing
process.
For the lower Al/Si ratio it was seen that for the precursor materials, an
increase in Ca/(Si+Al) generally reduced the disorder present in the AlO4(Q
4) site.
However, this is not true when Al/Si = 0.15, where excess Al and Ca results in
the formation of non AlO4(Q
4) phases. Furthermore, for both 0.05 & 0.15 Al/Si,
additional Ca decreased the NC of the silicon network. Primarily caused through
the reduction Q4 units, and corresponding to an increase in free silica in the form
of Q0 resonances.
Upon the addition of Na2SiO3 and thus activation of the C-(N)-(A)-S-H
Geopolymers, 29Si MAS NMR proved that the silica network became more con-
nected. This corresponded to the formation of a cross linked network between the
particles forming as a result of the activation. It is also observed that when both
the Ca/(Si+Al) and Al/Si ratios are high, that a greater proportion of crystalline
phases are present. These mostly take the form of hydroxy AFm phases, and is
attributed the high availability of Ca and Al. This high crystallinity could be an
indication of why the NC is lower in the 0.15 Al/Si activated series.
In the future it would be interesting what effect common contaminants (such
as: Fe2O3, MgO, SO3, or K2O) that have been observed in fly ash have on both the
precursors and the activated materials. It would also be interesting to investigate
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the highly semi crystalline nature of A1.0A. Dipolar coupling based experiments,
such as a HMQC, could be used to investigate which 29Si resonances are coupled
to the 27Al in the structure. However, this may not be feasible due to the low 27Al
content in the materials and also the likelihood that this would require expensive
isotropic enrichment of the 29Si nucleus.
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Appendix A
Low Field and Fast MAS
Studies on Paramagnetic
Cathode Battery Materials
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Figure A.1: The XRD patterns for (a)BM-61, (b)BM-114.
157
Figure A.2: The M(H) data for increasing Mn content where (a)-(g) is the ball
milled series and (h)-(f) is the flame spray pyrolysis series.
158
Appendix B
Using 17O NMR to Monitor the
Incorporation of Ca2+ and Zn2+
in Sto¨ber Nanoparticles
159
Figure B.1: The 29Si CPMAS NMR spectra of non-calcined and calcined Sto¨ber
particles. The individual deconvolutions are shown in blue and the sum of these are
marked in red.
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Table B.1: Millar indices, d-spacing’s and intensities for the prominent crystallo-
graphic plains of the investigated structures.
ref h k l d I
(A)
Zincite [184] 0 1 1 2.4753 100.0
0 1 0 2.8141 51.5
Willemite [181] 1 -5 0 2.6359 100.0
1 1 3 2.8366 89.7
2 2 0 3.4870 74.4
Zn2SiO4-II [180] 1 1 2 2.7069 90.3
1 2 1 2.8197 100.0
Zn2SiO4-III [182] 2 2 1 2.4502 81.7
2 0 1 3.6109 100.0
Zn2SiO4-IV [182] 0 3 0 2.7762 84.8
2 1 2 2.8180 100.0
Monoclinic ZnSiO3 [183] -1 3 1 2.6337 100.0
3 1 0 2.8827 74.4
-2 2 1 3.0939 86.3
Orthorhombic ZnSiO3 [183] 2 3 5 0.7703 100.0
2 3 1 2.6002 84.0
4 1 0 2.8778 80.6
1 0 0 4.5510 76.2
0 1 0 6.4308 77.0
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Table B.2: Theoretical 17O parameters determined by CASTEP. The relative in-
tensity (I ) of each peak, σ(r) is the calculated isotropic shielding parameter, δ(r) is
the calculated isotropic chemical shift, Cq is the quadrupolar coupling and η is the
asymmetry parameter.
ref I σ(r) δ(r) Cq ηQ
(MHz)
Zincite [184] 1 195.05 55.34 2.403 0.00
Willemite [181] 1 242.72 7.67 4.837 0.39
1 231.80 18.59 4.721 0.54
1 245.72 4.67 4.757 0.50
1 246.11 4.28 4.642 0.49
Zn2SiO4-II [180] 1 220.32 30.06 4.715 0.38
Zn2SiO4-III [182] 0.5 242.93 7.46 4.806 0.18
0.5 245.27 5.12 5.014 0.15
1 224.98 25.41 3.871 0.38
Zn2SiO4-IV [182] 1 231.77 18.62 4.379 0.62
1 205.75 44.64 3.666 0.89
1 211.51 38.88 4.475 0.41
1 218.81 31.58 5.013 0.24
Monoclinic ZnSiO3 [183] 1 191.28 59.11 −2.832 0.24
1 186.99 63.40 −5.289 0.29
1 207.24 43.15 4.177 0.67
Orthorhombic ZnSiO3 [183] 1 188.59 61.80 −2.814 0.15
1 185.80 64.59 −4.971 0.24
1 209.57 40.82 4.181 0.70
1 182.03 68.36 −5.311 0.54
1 199.07 51.32 3.766 0.70
1 192.37 58.02 −2.757 0.20
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Appendix C
Quadrupolar Solid State NMR
Investigation into the Curing
Process of Alkali-Activated
C-(N)-(A)-S-H Geopolymers
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Figure C.1: The deconvoluted 1D MAS and MQMAS 23Na spectra of the 0.05 &
0.15 Si/Al geopolymers. The deconvolutions of the 1D MAS NMR are shown as
projections in the MAS dimension. The individual sites are shown in blue and the
sum of these are marked in red.
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