Abstract. In a recent paper we quantized the interaction of gravity with a Yang-Mills and Higgs field and obtained as a result a gravitational wave equation in a globally hyperbolic spacetime. Assuming that the Cauchy hypersurfaces are compact we proved a spectral resolution for the wave equation by applying the method of separation of variables. In this paper we extend the results to the case when the Cauchy hypersurfaces are non-compact by considering a Gelfand triplet and applying the nuclear spectral theorem.
Introduction
In a recent paper [3] we quantized the interaction of gravity with a YangMills and Higgs field and obtained as a result a gravitational wave equation of the form describing the interaction of a given complete Riemannian metric σ ij in S 0 with a given Yang-Mills and Higgs field; R is the scalar curvature of σ ij , V is the potential of the Higgs field, m a positive constant, α 1 , α 2 are positive coupling constants and the other symbols should be self-evident. The existence of the time variable, and its range, is due to the quantization process.
1.1. Remark. For the results and arguments in that paper it was completely irrelevant that the values of the Higgs field Φ lie in a Lie algebra, i.e., Φ could also be just an arbitrary scalar field, or we could consider a Higgs field as well as an another arbitrary scalar field. Hence, let us stipulate that the Higgs field could also be just an arbitrary scalar field.
If S 0 is compact we also proved a spectral resolution of equation (1.1) by first considering a stationary version of the hyperbolic equation, namely, the elliptic eigenvalue equation 
It has countably many solutions (v i , µ i ) such that (1.4) µ 0 < µ 1 ≤ µ 2 ≤ · · · , (1.5) lim µ i = ∞.
Let v be an eigenfunction with eigenvalue µ > 0, then we looked at solutions of (1.1) of the form
u is then a solution of (1.1) provided w satisfies the implicit eigenvalue equation
where Λ is the eigenvalue. This eigenvalue problem we also considered in a previous paper and proved that it has countably many solutions (w i , Λ i ) with finite energy, i.e.,
More precisely, we proved, cf. [2, Theorem 6.7], 1.2. Theorem. Assume n ≥ 2 and S 0 to be compact and let (v, µ) be a solution of the eigenvalue problem (1.3) with µ > 0, then there exist countably many solutions (w i , Λ i ) of the implicit eigenvalue problem (1.7) such that
and such that the functions
are solutions of the wave equation (1.1). The transformed eigenfunctions
and also of the Hilbert space H defined as the completion of C ∞ c (R * + , C) under the norm of the scalar product
where a prime or a dot denotes differentiation with respect to t.
In this paper we want to extend this spectral resolution to the case when S 0 is non-compact. Denote by A the elliptic differential operator on the left-hand side of (1.3), then, assuming that its coefficients are smooth with bounded C m -norms for any m ∈ N, we have a self-adjoint operator in H = L 2 (S 0 ) and a Gelfand triplet
such that we can apply the nuclear spectral theorem of Gelfand-Maurin leading to a complete set of eigendistributions
of A, where Λ is a measure space. For almost every λ ∈ Λ we have 0 = f (λ) and f (λ) is a solution of the eigenvalue equation
where
is a measurable function having σ(A) as its essential range. Since the f (λ) are distributions and A is uniformly elliptic and smooth, the f (λ) are also smooth, and since they are also tempered distributions we could prove that the eigenvalues satisfy
for a.e. λ. Hence, the separation of variables, described in (1.6), can be applied with an eigenfunction v be replaced by an eigendistribution f . Since all eigenvalues a(λ) are strictly positive this can be considered to be a spectral resolution of the wave equation. The smooth functions
are classical solutions of the wave equation (1.1) with bounded temporal energy and locally bounded spatial energy.
The nuclear spectral theorem
We assume that (S 0 , σ ij ) is complete and that there exists a compact subset K 0 ⊂ S 0 and a chart (U 0 , x) such that (ii) The metric σ ij is uniformly elliptic.
The last assumption implies that the radial distance from a center
and the Euclidean distance |x| are equivalent in Ω 0 , i.e., there are constants
and hence the Schwartz space of rapidly decreasing test functions in S 0 can be identified with the Schwartz space in R n . We shall denote the Schwartz space by
and its dual space, the tempered distributions, by
The topology of S is defined by a sequence of norms
S is a Fréchet space and also a nuclear space, cf. [8, Example 5, p. 107]. The differential operator A defined by the left-hand side of (1.3) on page 2 is a continuous map from S into S in view of Assumption 2.1. A is a self-adjoint linear operator in L 2 (S 0 , C) and
a dense subspace. By duality A can also be defined on the dual space S ′ , namely, let f ∈ S ′ , then
where the self-adjointness of A has been used.
Definition. f ∈ S
′ is said to be an eigendistribution of A with eigenvalue µ ∈ R, i.e., (2.10)
A setting where we have a self-adjoint operator A in a separable Hilbert space H, a dense subspace (2.13)
E ⊂ H which is also a nuclear space (in a finer topology) with dual space E ′ such that (2.14)
where the imbedding of E into H is continuous, a property which we already specified by speaking of a finer topology, and where, moreover, Satz 2] . Since this paper is written in German we like to include a proof for the convenience of the reader. (Maurin) . Let H be a separable complex Hilbert space, A a densely defined self-adjoint operator, E ⊂ H a dense subspace which also carries topology such that it is a nuclear space and assume that the imbedding in (2.13) and the map A in (2.15) are continuous, then there exists a locally compact measure space Λ, a finite positive measure µ, a measurable function
Theorem
and a unitary operator
such that, if we set
we have
and for µ a.e. λ ∈ Λ the mapping
is continuous in E and does not vanish identically, i.e.,
Moreover, (2.21) implies
for a.e. λ ∈ Λ, or equivalently,
The generalized eigenvectors f (λ) are complete, since
and hence,
is equivalent to ϕ = 0.
Proof. The first part of the theorem is due to the multiplicative form of the spectral theorem, cf. [7, Theorem VIII.4, p. 260] . Let us remark that we used a different version of von Neumann's spectral theorem than Maurin which simplifies the proof slightly, especially the completeness part. Note that the spectrum
is the essential range of a.
To prove (2.22) and the following claims, we observe that the imbedding (2.30) j : E → H is continuous and therefore also nuclear, hence there is a semi-norm
We shall show that the mapping in (2.30), which, when composed with U , can now be expressed as
is continuous in E and not identically 0 for a.e. λ ∈ Λ. Indeed, without loss of generality we may assume (2.35)
for a.e. λ ∈ Λ, and (2.38)
To prove (2.22) we now estimate (2.39)
in view of (2.36) and (2.37).
The fact that the mapping in (2.34) does not vanish identically for a.e. λ ∈ Λ is proved in the lemma below. This completes the proof of the theorem, since the other properties are evident.
Lemma. The mapping (2.34) does not vanish identically in E for a.e. λ ∈ Λ.
Proof. We argue by contradiction and assume that there exists a measurable set Λ 0 ⊂ Λ with positive measure such that
Let χ 0 be the characteristic function of Λ 0 and set
Let ϕ k ∈ E be sequence converging to u 0 , then
The eigendistributions are smooth functions
In our case E = S and A is a uniformly elliptic linear differential operator with smooth coefficients. Hence, we can prove: 3.1. Theorem. Let A satisfy the Assumption 2.1 on page 4, then the solutions f (λ) ∈ S ′ of the eigenvalue problem
belong to C ∞ (S 0 ) and for each m ∈ N and R > 0 f (λ) can be estimated by
where · p is one of the defining norms in S such that
and N depends on n, · p , A and S 0 , while c m depends on m, A the eigenvalue µ and on S 0 . B R (x 0 ) is a geodesic ball of radius R for a fixed
Proof. First we note that we can absorb the right-hand side of the eigenvalue equation into the left-hand side and simply consider the equation
Hence, it is well-known that the distributional solutions is smooth and equation (3.4) can be understood in the classical sense, see e.g., [4, Theorem 3.2, p.125]. The important estimate (3.2) is due to the fact that f (λ) is a tempered distribution. Since f (λ) ∈ S ′ we have
and the dual norm
To prove (3.2) we fix m ∈ N and assume that
for some sufficiently large radius R 1 such that we only have to prove the estimate in the domain (Ω) is a Hilbert space. Its dual space is denoted by (3.14)
and its elements are the distributions f ∈ D ′ (Ω) which can be written in the form
and the dual norm of f is equal to
The Sobolev imbedding theorem states that
where c only depends on m and n.
As a corollary we deduce
with a corresponding estimate
where c = c(n, m, m 0 ). Hence, for any ball
f (λ) can be considered to belong to
with norm
in view of the estimate (3.5), where we also assume R 0 > 1; the constant c depends on n, m 0 , k and the constant in (3.5) . 
where c ρ also depends on the C m -norms of the coefficients of A and on the ellipticity constants. Now
cover the closed ballB R (0), hence we conclude
where c = c(ρ, m, m 0 , n, A).
The positivity of the eigenvalues
To apply the separation of variables method to find a complete set of eigensolutions for the wave equation the eigenvalues of the elliptic operator have to be positive. In this section we shall prove that eigenvalues of the eigenvalue equation (3.1) on page 8 are always strictly positive provided some rather weak assumptions are satisfied.
Let us start with the following lemma:
4.1. Lemma. Let A be the differential operator on the left-hand side of (1.3) on page 2 and let us write the operator in the form
Assume there are positive constants ǫ 0 , δ, m 0 and R 1 such that
where x 0 ∈ K 0 is fixed and r is the geodesic distance to x 0 , then there exists m 1 ≥ m 0 such that for all m ≥ m 1 the quadratic form of A satisfies (4.4)
Proof. The ball B R1 (x 0 ) is bounded, hence the imbedding of (4.6)
is compact and we can apply a compactness lemma to conclude that for any ǫ > 0 there is a constant c ǫ such that (4.7) Hence, we deduce (4.8) We argue by contradiction. Let
be a solution of (4.14) Af = 0, then we shall prove (4.15) f = 0.
Let k ∈ N and R > R 1 be large and let η be defined by
in view of the estimate (3.2) on page 8, which can be rephrased to
Here, we use the Euclidean distance. Multiplying (4.14) by f η 2 and integrating by parts yields
where c is a fixed constant depending only on the metric σ ij and k. The first integral is strictly positive unless f vanishes in B R (x 0 ), and the difference in the braces is also strictly positive if R is large enough. Hence we conclude (4.20) f ≡ 0.
We can now prove a spectral resolution of the hyperbolic equation (1.1) on page 1 by choosing an eigendistribution f = f (λ) with eigenvalue µ = a(λ) and look at solutions of (1.1) of the form
We can then extend the spectral resolution which we proved in [3, Theorem 1.7] for a compact Cauchy hypersurface S 0 to the case when S 0 is non-compact: 4.3. Theorem. Assume n ≥ 2 and let S 0 and the elliptic differential operator A satisfy the assumptions of the Theorem 4.2. Pick any solution (f, µ) of the eigenvalue problem (3.1), then there exist countably many solutions (w i , Λ i ) of the implicit eigenvalue problem (4.22) such that where a prime or a dot denotes differentiation with respect to t.
4.4.
Remark. This result is the best we can achieve under the present assumptions. In order to prove a mass gap, i.e., prove an estimate of the form would then be compact relative to the L 2 -scalar product and we would be in the same situation as if S 0 would be compact.
