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Protoplasmic streaming in plant cells is driven by the myosin molecule, which is called the molec-
ular motor. The molecular motor also activates flows on/inside animal cell membranes; therefore,
protoplasmic streaming has attracted considerable interest and has been extensively studied. How-
ever, the experimentally observed velocity distribution, which exhibits two peaks at Vx = 0 and
finite Vx( 6=0) along the flow direction x, remains to be studied. In this paper, we numerically study
whether the behaviour of the flow field can be simulated by a 2D stochastic Navier-Stokes (NS)
equation in which Brownian random force is assumed. We present the first numerical evidence that
these peaks are reproduced by the stochastic NS equation, which implies that the Brownian motion
of fluid particles plays an essential role in the presence of peaks in the velocity distribution. We also
discuss the dependence of the flow field on the strength D of the Brownian random force in detail.
I. INTRODUCTION
A circular flow called protoplasmic streaming is ob-
served directly in the cells of specific plants, such as
Chara corallina and Nittella flexilis, of which the cell size
is relatively large ranging from a few hundred [µm] to one
[mm] [1–5]. The role of streaming inside cells is naturally
considered to be transportation of biological materials.
The driving force of the flow is known to be caused
by a molecule moving along actin filaments; hence, it is
called the molecular motor [6–11]. This molecular motor
transports chlorophyll, which is very large and drives the
flows in plant cells. Interestingly, the speed of the flow
in cells is closely related to the size of the plant [12].
Moreover, the mechanism for transportation of biological
materials is understood to be the same as that in animal
cells [13, 14].
Therefore, protoplasmic streaming has attracted sub-
stantial attention both scientifically and agriculture-
technologically [12]. Kamiya and Kuroda observed the
position dependence of the flow speed at the section ver-
tical to the longitudinal direction of Nitella cells via op-
tical microscope in 1956 [5] (Fig. 1(a)). Later, in 1974,
Mustacich and Ware observed the distribution of veloc-
ity Vx along the flow direction x by means of a laser-light
scattering technique called laser Doppler velocimetry and
found two different peaks at Vx=0 and finite Vx(6=0) in
the velocity distribution [15, 16] (Fig. 1(b)). Measure-
ment of the velocity distribution was performed slightly
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FIG. 1. (Colour online) (a) The flow velocity ~V inside a
cell, (b) the normalized velocity distribution h(Vx) along the
x-direction.
later using the same technique [17], and the two different
peaks were again detected. The flow direction on the cell
surface is not always parallel to the longitudinal direction
but rotates around the cylindrical surface. Goldstein et
al. simulated this twisting flow with the Stokes equation
on a disk and reported that the velocity field is compat-
ible with the experimental data obtained by magnetic
resonance velocimetry [18–20].
However, the experimentally obtained velocity distri-
bution is not fully understood. Although the peak at
zero velocity is expected to be caused by Brownian mo-
tion of fluid molecules, as noted in Ref. [17], the peak
at finite velocity is yet to be explained. Clearly, a micro-
scopic perspective is effective for studying this problem,
so we adopt Langevin simulation, which is a technique for
2simulating Brownian motion of small particles [21–26].
The peak in the velocity distribution at zero velocity
is naturally understood from the fact that fluids at the
central part of a cell are expected to have almost zero ve-
locity; thus, fluid in the central region is influenced only
by Brownian random forces. In contrast, fluids close to
the cell wall are expected to have large velocity and be
strongly influenced by the activation force of the molec-
ular motor; in other words, thermal fluctuations are sup-
pressed by contact with the motor and cell wall. On the
other hand, fluids separated from the cell wall are not
influenced by such boundary conditions, and the speed
of fluids is expected decrease continuously to zero at the
central region of the cell. Therefore, no intuitive expla-
nation is available for the existence of the second peak at
relatively large velocity.
In this paper, we numerically solve the Navier-Stokes
(NS) equation with Brownian random force for flow fields
on a square region by regarding the twisting flows as
straight flow along the longitudinal direction. This two-
dimensional NS equation can be considered a Langevin
equation or a stochastic differential equation because it
includes a random force. In this paper, we combine two
different techniques [27]: NS simulation for continuum
fluids [28, 29] and Langevin simulation for particles [21–
26]. This simulation approach is new and, thus, is not
comparable to standard techniques; therefore, we care-
fully check the dependence of the results on parameters
including space and time discretizations. It will be shown
that all qualitatively different simulation results can be
obtained only by varying the strength D of the Brownian
random force and that two different peaks appear in the
velocity distribution at intermediate values of D.
II. STOCHASTIC NAVIER-STOKES EQUATION
A. Discretization of the Stochastic Navier-Stokes
equation
As mentioned in the Introduction, the flows rotate or
twist around the cell surface (Fig. 2(a)). In this pa-
per, this twisting is neglected, and the flow direction is
modified to be parallel/anti-parallel along the longitudi-
nal direction; moreover, the original 3D flow is simplified
to 2D flow (Fig. 2(b)). In this 2D model, the fluids are
driven by constant velocity VB at the boundaries.
The continuous form of the NS equation [28, 29] with
Brownian random force is given by
∂ω
∂t
= −
(
~V · ∇
)
ω + ν∆ω + (∇× ~η(t))z ,
ω = −∆ψ,
(1)
where ~V = (Vx, Vy, 0) is the fluid velocity obtained by
stream function ψ and ω is the third component of the
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FIG. 2. (Colour online) (a) Rotating direction of the velocity
on the cell surface, and (b) its simple 2D modelling for the
numerical study. The velocity illustrated in (a) is not parallel
to the longitudinal direction, and this skew-symmetric direc-
tion is simply modified to be parallel to the cylinder. Flows
inside the surface, driven by this modified flow, are sliced at
the centre for the 2D simulation model.
vorticity ~ω=∇× ~V such that
Vx = −∂ψ
∂y
, Vy =
∂ψ
∂x
,
ω = (~ω)z , ~ω = ∇× ~V .
(2)
The parameter ν in Eq. (1) is the dynamic viscosity coef-
ficient, with ν≃1×10−6[m2/s] in the case of water at room
temperature. The symbol ~η(t) = (ηx, ηy, 0) is Gaussian
white noise or a Gaussian random force corresponding to
the Brownian motion of fluid particles or a lump of fluid
particles. The components of ~η(t) are assumed to satisfy
〈ηµi (t)ηνj (t′)〉 = 2Dδijδµνδ(t− t′), (3)
where 〈· · · 〉 denotes the expectation, D is called the
strength of the random force and the suffix i denotes
the fluid position. In Eq. (3), we introduce the discrete
form of ~η(t) because the NS equation is discretized on
a square lattice in the numerical study. No confusion is
expected for the symbols of the dynamic viscosity ν, and
the superscript of the Gaussian random force ην(t). Eq.
(1) is obtained from the following NS equation
ρ
[
∂~V
∂t
+
(
~V · ∇
)
~V
]
= −∆p+ µ∆~V + ρ~η(t), (4)
where ρ and p are the density and pressure of the fluid,
respectively, and µ=ρν is the viscosity. This equation is
conveniently modified by multiplying both sides by ρ−1,
and by including the condition ∇ · ~V =0, we obtain
∂~V
∂t
= −
(
~V · ∇
)
~V − ρ−1∆p+ ν∆~V + ~η(t),
∇ · ~V = 0.
(5)
Multiplying the rotation ∇× from the left by this stan-
dard NS equation, we obtain the NS equation in Eq. (1).
The NS equation in Eq. (1) instead of Eq. (5) is used
because the condition ∇ · ~V =0 is exactly satisfied in Eq.
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FIG. 3. (Colour online) (a) 2D regular square lattice of size
N=nX×nX , where the lattice site is denoted by (i, j) and the
lattice spacing is ∆x for both the i and j directions, and (b)
the stochastic variable H(t) proportional to ∆t is understood
to have a means of zero; however, its square is finite. The
symbol τ in (b) corresponds to the mean time between two
consecutive random forces H(t), and τ should be larger than
the macroscopic relaxation time τre to ensure convergence.
(1); therefore, Eq. (1) is easier to solve numerically than
the original NS equation for ~V in Eq. (5) in the case of
protoplasmic streaming [26].
To obtain the discrete form of the NS equation in Eq.
(1) on a 2D regular square lattice (Fig. 3(a)), we intro-
duce the quantity
~Hi,j(t) =
∫ t+∆t
t
~ηi,j(t)dt, (6)
where ηi,j(t) denotes the random force for the fluid par-
ticle at lattice site i, j at time t (Fig. 3(b)). Note that
the expression of the lattice site is changed from i to i, j
such that ~ηi → ~ηi,j . This ~Hi,j(t) is still considered a
stochastic variable and is very small because of the small
∆t. From this expression in Eq. (6) and the relation in
Eq. (3), it is easy to obtain
〈 ~Hi,j(t)〉 = 0, 〈H2i,j(t)〉=2D∆t, (7)
which are typical to stochastic variables. The first rela-
tion comes from the fact that ~ηij is Gaussian white noise
with an expected value of zero, where the time integra-
tion and the mean value operation 〈· · · 〉 are assumed to
be commutative. If we rewrite Hi,j(t) in Eq. (6) as
~Hi,j(t) = ~ηi,j(t)∆t, (8)
and insert this Hi,j(t) into the second part of Eq. (7),
we obtain a finite value∣∣ηµi,j(t)∣∣ =√2D/∆t (9)
for the Brownian random force. This expression is used
for the discrete version of Eq. (1), which is given by
ωi,j(t+∆t)← ωi,j(t)−∆t
(
~V · ∇
)
ωi,j(t)
+ ν∆t∆ωi,j(t) +
√
2D∆t(∇× ~gi,j(t))z ,
ωi,j = −∆ψi,j,
(10)
where ~gi,j(t) = (g
x
i,j(t), g
y
i,j(t), 0) and the component of
~gi,j is given by a Gaussian random number with mean 0
and variance 1. This ~gi,j(t) is connected to ~ηi,j by
~ηi,j∆t =
√
2D∆t~gi,j(t). (11)
On the right-hand side of the first equation in Eq. (10),
the spatial discretization of the second term with respect
to the lattice spacing ∆x is given by
−∆t
(
~V · ∇
)
ω = −∆t
(
∂ψ
∂y
∂ω
∂x
− ∂ψ
∂x
∂ω
∂y
)
→ − ∆t
4(∆x)2
[(ψi,j+1 − ψi,j−1) (ωi+1,j − ωi−1,j)
− (ψi+1,j − ψi−1,j) (ωi,j+1 − ωi,j−1)] .
(12)
This term makes almost no contribution to the flow be-
cause the velocity is low (up to ∼ 100[µm/s] ) in the
case of protoplasmic streaming. Thus, the results are ex-
pected to be independent of whether this term is present,
although the term is included in the equation for our sim-
ulations. The discrete form of Laplace operator ∆ on ωij
is given by
∆ωi,j → (1/∆x)2 (ωi+1,j + ωi−1,j
+ωi,j+1 + ωi,j−1 − 4ωi,j) ,
(13)
and ∆ψi,j in the second equation in Eq. (10) has almost
the same discrete expression. The discrete form of the
final term is given by
(∇× ~gi,j(t))z →
(gyi+1,j − gyi−1,j − gxi,j+1 + gxi,j−1)/(2∆x).
(14)
Notably,
√
2D∆t in Eq. (10) effectively corresponds
to the deviation of Brownian random force. From the
dimensional analysis, (
√
2D∆t)2∆t=2D(∆t)2 is the dif-
fusion constant Ddif related to the temperature T by
means of the Einstein-Stokes-Sutherland formula Ddif =
kBT/6πµa, which is identified with 2D(∆t)
2. Here, we
introduce the notion of macroscopic relaxation time τe,
which is the time for fluid to equilibrate from the resting
state to stationary state compatible with the boundary
condition given by the velocity VB (Fig. 2(b)), and this
τe is independent of whether the initial state is resting
or random [30–33]. According to this definition, τe is
proportional to the area (or volume in general), in sharp
contrast to the standard relaxation time, which is the
mean time for a molecule to return to its original posi-
tion from a disturbed position. We replace ∆t with τe
because ∆t is a numerically introduced quantity; thus,
we have
2Dτ2e (= Ddif) =
kBT
6πµa
, (15)
where µ(=ρν) is the viscosity, a is the size of a fluid par-
ticle or lump of fluid particles in fluids, kB is the Boltz-
mann constant and T is the temperature. Note that a is
larger than the size of a molecule such as water because
it is obtained by assuming τe, which is not a microscopic
quantity.
4(a)                                        (b)


 

 
 

  
 
 


 
  
  








FIG. 4. (Colour online) (a) The boundary condition ψ=0 at
the boundaries Γ1 and Γ3, and (b) the velocity ~V =(Vx, Vy) is
fixed to ~V =(VB, 0) at Γ1 and ~V =(−VB, 0) at Γ3. The lattice
sites (i, nX−1), (i, 2) close to Γ1, Γ3 in (a) are used for the
boundary conditions of the variable ω in Eq. (16).
B. Boundary conditions
The boundary conditions for the variables ω and ψ at
the boundaries Γ1 and Γ3 (Fig.4(a)) are given by
ωi,nX = −
2
(∆x)2
(ψi,nX−1 + |VB |∆x) ,
ψi,nX = 0 (on Γ1),
ωi,1 = − 2
(∆x)2
(ψi,2 + |VB |∆x) , ψi,1 = 0 (on Γ3),
(16)
where the velocity ~V at the boundary is given by
~V = (VB , 0) on Γ1, ~V = (−VB, 0) on Γ3, (17)
where the third component is henceforth assumed to be
zero and neglected for simplicity. The expression of ω in
Eq. (16) on Γ1 is obtained by Taylor expansion of ψ at
Γ1 from the second equation in Eq. (1) such that
ψ(x, y −∆y)
= ψ(x, y)− ∂ψ
∂y
(x, y)∆y +
1
2
∂2ψ
∂y2
(x, y) (∆y)
2
+ · · ·
= 0 + VB∆x− 1
2
ω(x, y) (∆x)
2
+ · · · , for (x, y) ∈ Γ1,
(18)
where ∆y=∆x is assumed and Vx=−∂ψ/∂y in Eq. (2)
is used. The expression of ωi,1 on Γ3 in Eq. (16) can be
obtained in the same manner.
On the boundaries Γ2 and Γ4, the periodic boundary
condition along the horizontal or i direction is assumed
such that
ωnX+1,j = ω1,j, ψnX+1,j = ψ1,j ,
ω−1,j = ωnX,j , ψ−1,j = ψnX,j .
(19)
These conditions imply that the lattice sites (1, j) on Γ2
and (nX, j) on Γ4 are next to each other (Fig. 4(a)).
C. Physical and simulation units
In the real process of protoplasmic streaming, length
and time are measured by [m] and [s], while these values
are [αm] and [βs] in the simulations with positive num-
bers α and β. We call [αm] and [βs] simulation units.
The transformation rules from [m], [s] to [αm], [βs] are
given by
1[m] = α−1[αm], 1[s] = β−1[βs]. (20)
The numerical results should be independent of the
values of (α, β), which will be discussed in greater detail.
We consider the physical parameters
ν[m2/s], VB[m/s], d[m], τ [s],
D[m2/s3], ∆x[m],∆t[s],
(21)
where the viscosity ν is explicitly included in Eq. (10).
The velocity VB is necessary in the boundary condition
illustrated in Figs. 2(b) and 4(b). The third symbol d is
the diameter illustrated in Fig. 4(b). The fourth symbol
τ is the macroscopic relaxation time τe introduced in the
final part of Section IIA, which numerically corresponds
to the length of time between two consecutive Brownian
random forces acting on a fluid particle (see Fig. 3(b)).
This length of time should not be less than τe; otherwise,
no equilibrium is obtained in the numerical simulations.
The unit of D is given by D[m2/s3], as discussed in Eq.
(15). This unit can be obtained from the fact that the
unit of the terms in Eq. (10) is [1/s], which is easy to
understand because ω has the unit [1/s].
The final two parameters ∆x and ∆t in Eq. (21) are
necessary only in the simulations; however, these param-
eter are connected to their indirect counterparts in real
experimental phenomena. Indeed, these parameter have
the following relations to the physical parameters d and
τ
∆x =
d
nX
, ∆t =
τ
nT
, (22)
where nX is the total number of lattice points on one
edge of the lattice and nT is the total number of itera-
tions. The parameter τ is simply connected to the conver-
gence of time evolution corresponding to a set of Brown-
ian random forces {ηij(t)}, and it physically corresponds
to the macroscopic relaxation time, which is on the time
scale typical of the phenomenon, as mentioned above.
This convergence is controlled by the small parameter ε,
which will be discussed later in the presentation section.
Therefore, the exact information of τ or the macroscopic
relaxation time τe is unnecessary, at least in the simu-
lations. Indeed, if ε is sufficiently small, then the con-
figuration randomized by Brownian forces can converge
or be equilibrated correctly. In addition, if nT (∆t) is
not excessively large (small), then the simulation is not
convergent; hence, ∆t0 should be fixed to ∆t0 ≤ ∆tcr.
This ∆tcr is considered the maximal time step satisfying
the convergence criterion. Thus, the time-discretization
5or time-evolution is subtle compared to the space dis-
cretization, which will be discussed in greater detail in
the presentation section.
Here, we introduce two symbols: E for experimental
parameters and S for simulation parameters such that
E = (ν, V, d),
S = (ν, V,D,∆x,∆t).
(23)
The parameter D should be included in E; however, it
is unknown for the flows being studied. Therefore, D is
included in S as an input for the simulations.
D. Invariance under unit changes
To discuss the invariance of the simulation results ob-
tained by the discrete NS equation in Eq. (10) under unit
changes, we use the notion of scale changes for the pa-
rameters m, s, nX , nT introduced in the preceding subsec-
tion. The scale changes are defined using positive num-
bers α, β, γ, δ(> 0) such that
m, s, nX , nT → αm, βs, γnX , δnT . (24)
The first two (m, s)→ (αm, βs) are the unit changes of
length and time, the third nX → γnX is the change in
lattice size, which corresponds to the change in lattice
spacing ∆x→γ−1∆x in Eq. (22), and the final nT→δnT
represents the change in time step ∆t→δ−1∆t by means
of Eq. (22). γ and δ for (nX , nT ) are necessary in ad-
dition to α and β for (m, s) because the simulation re-
sults should be independent of the lattice spacing ∆x
and the time step ∆t. For a change of ∆x, for example,
the scaling of nX by α can be used because of the rela-
tion ∆x[m] = d/nX [m] = α
−1d/nX [αm] = d/(αnX)[αm].
Indeed, this relation implies that a unit change by α can
be understood as a change in lattice size nX . However,
in this case, it is impossible to observe the dependence of
the results on the lattice size nX without affecting other
parameters that depend on the length unit, which is why
γ is necessary in addition to α.
First, we rewrite Eq. (10) by including the lattice spac-
ing ∆x explicitly such that
ωi,j ← ωi,j + ∆t
(∆x)2
(ψ · · · ) (ω · · · )+
ν
∆t
(∆x)2
(ω · · · ) +
√
2D∆t
∆x
(g · · · ) [1/s],
(25)
where (∆x)−2 (ψ · · · ) (ω · · · ) on the right-hand side rep-
resents the space discretization in Eq. (12) and
(∆x)−2 (ω · · · ) and (∆x)−1 (gz · · · ) represent the dis-
cretizations of Laplacian ∆ω and the rotation (∇× ~g)z,
respectively. The symbol [1/s] represents the unit of the
terms, which in Eq. (25) is written with the physical
units [m] and [s].
Under the scale changes in Eq. (24),
∆x(= d/nX)[m] and ∆t(= τ/nT )[s] are re-
placed by α−1γ−1∆x[αm] and β−1δ−1∆t[βs], and
we also have ν[m2/s] = α−2βν[(αm)2/βs] and
D[m2/s3] = α−2β3D[(αm)2/(βs)3]. The units of ψ
and ω are ψ[m2/s] and ω[1/s]; therefore, we have
ψ[m2/s] = α−2βψ[(αm)2/βs] and ω[1/s] = βω[1/βs].
From these expressions and Eq. (25), we obtain
ωi,j ← ωi,j + γ2δ−1 ∆t
(∆x)2
(ψ · · · ) (ω · · · )
+ γ2δ−1ν
∆t
(∆x)2
(ω · · · ) +
√
2γ2δ−1D∆t
∆x
(g · · · ) [1/βs],
(26)
where the common factor β is eliminated from both
sides. In the case of γ = 1 and δ = 1, nothing is
changed except the units are changed from [m], [s] to
[αm], [βs]. The problem is the case for γ 6= 1 or δ 6= 1,
where the factor
√
γ2δ−1 of the final term is different
from γ2δ−1 of the second and third terms. However, if
D changes according to D → γ2δ−1D under the scale
change (nX , nT )→ (γnX , δnT ), then γ2δ−1 becomes the
common factor in these three terms on the right-hand
side of Eq. (26). In this case, we have
ωi,j ← ωi,j + γ2δ−1 ∆t
(∆x)2
(ψ · · · ) (ω · · · )
+ γ2δ−1ν
∆t
(∆x)2
(ω · · · ) + γ2δ−1
√
2D∆t
∆x
(g · · · ) [1/βs];
(27)
therefore, the convergent numerical solution is expected
to remain unchanged. Indeed, in such a stationary or
equilibrium configuration, the term ωi,j(t+∆t) on the
left-hand side is expected to be identical to the first term
ωi,j(t) on the right-hand side; hence, the common factor
γ2δ−1 in the remaining terms can be dropped.
The velocity V for the boundary condition and the
diameter d are included in the parameter E or S in
Eq. (23), and their scaling properties under the unit
change are given by V [m/s]=α−1βV [αm/βs] and d[m]=
α−1d[αm]. Thus, under the scale changes in Eq. (24),
the right-hand side of Eq. (10) remains unchanged in
the equilibrium configuration if the parameters S =
(ν, V,D,∆x,∆t) scale according to
(ν, V,D,∆x,∆t)→
(α−2βν, α−1βV, α−2β3γ2δ−1D,α−1γ−1∆x,
β−1δ−1∆t).
(28)
Next, we introduce the notion of equivalence in the
simulation data. The simulation data, obtained by the
solution of Eq. (10), are denoted by (ω, ψ), while the ex-
perimental velocity data are denoted by Exp(E) because
the experimental data Exp are characterized by the pa-
rameters E in Eq. (23).
Definition 1
Two simulation data (ω1, ψ1) and (ω2, ψ2) are equivalent
if the following conditions are satisfied:
(i) the histogram of normalized velocity Vx distribution
and
(ii) the dependence of normalized Vx on y
for (ω1, ψ1) are identical with those for (ω2, ψ2).
6Thus, we have proved the following statement:
Proposition 1
The solution (ω, ψ) of Eq. (10) remains unchanged if
and only if the parameters S = (ν, V,D,∆x,∆t) scale
according to Eq. (28) under the scale changes in Eq.
(24).
Experimental data Exp(E) can also be grouped into
equivalent classes by means of the exact same defini-
tion. Indeed, two different experimental data Exp(E1)
and Exp(E2) can be identified if the conditions in Defi-
nition 1 are satisfied.
The notion of equivalence can be introduced to the
parameters S in Eq. (23).
Definition 2
Two sets of parameters S1 = (ν1, V1, D1,∆x1,∆t1) and
S2 = (ν2, V2, D2,∆x2,∆t2) are called equivalent if there
exists a set of positive numbers α, β, γ, δ(> 0) such that
(ν1, V1, D1,∆x1,∆t1)
=(α−2βν2, α
−1βV2, α
−2β3γ2δ−1D2,
α−1γ−1∆x2, β
−1δ−1∆t2),
(29)
and this equivalence is written as S1 ≡ S2. It is easy
to check that S2 ≡ S1 if S1 ≡ S2 because α, β can be
inverted to α−1, β−1. S1=S2 if and only if α=β=γ=δ=
1. A set of parameters equivalent to S = (ν, V,D,∆x,∆t)
is written as S¯ = (ν¯, V¯ , D¯, ∆¯x, ∆¯t).
Notably two different parameters Si, (i = 1, 2) produce
the same solution (ω, ψ) of the discrete NS Eq. (10) if
Si, (i = 1, 2) are equivalent; in other words, two solutions
(ω1, ψ1) and (ω2, ψ2) are equivalent if the corresponding
parameters Si, (i = 1, 2) are equivalent. In this sense,
the solution of Eq. (10) depends on only the equiva-
lent class of parameters S¯. If one of the parameters is
changed from ν → ν1(6= ν) in S¯, then the parameters
(ν¯1, V¯ , d¯, D¯, ∆¯x, ∆¯t) are not equivalent to the original one
S¯.
Finally, in this subsection, we introduce the symbol
Exp(E) ≃ S0
for E = (ν, V, d), S0 = (ν0, V0, D0,∆x0,∆t0),
(30)
which denotes that the experimentally observed data of
the velocity distribution are equivalent to the simulation
data in the sense of Definition 1. The meaning of this
symbol Exp(E) ≃ S0 is that “experimental data Exp(E)
are successfully simulated with the parameters S0”.
E. Unique solution of the Navier-Stokes equation
The problem that we would like to clarify is how many
parameters are sufficient to simulate the real experimen-
tal data Exp(E). We must consider this problem because
we have many parameters S=(ν, V,D,∆x,∆t) on which
the solution of Eq. (10) is dependent, even though only
their equivalent classes are meaningful. One possible an-
swer is that only the parameter D must be changed to
simulate arbitrary Exp(Ee) data, and the remaining pa-
rameters can be fixed to S0 used for simulating certain
existing experimental data Exp(Ee,0), which is not al-
ways identical to Exp(Ee). This process is described in
more detail in the following statement.
Theorem 1
Let Ee,0 = (νe,0, Ve,0, de,0) be a set parameters that
characterizes Exp(Ee,0), and let S0 be a set of param-
eters given by S0 = (ν0, V0, D0,∆x0,∆t0). In this situ-
ation, if Exp(Ee,0)≃S0, then for any experimental data
Exp(Ee), with Ee = (νe, Ve, de) and De, and for any
given set of (nX , nT ), there uniquely exists Dsim such
that Exp(Ee) ≃ (ν0, V0, Dsim,∆x0,∆t0).
This theorem indicates that only one parameter Dsim
must be varied to simulate arbitrary experimental data
Exp(Ee). To show demonstrate this result, we first fix
the parameters α and β using the parameter sets S0 and
Ee such that
α =
νe
ν0
V0
Ve
, β =
νe
ν0
(
V0
Ve
)2
. (31)
Indeed, from the expressions νe[m
2/s] =
νeα
−2β[(αm)2/βs] and Ve[m/s] = Veα
−1β[αm/βs],
we have ν0 = νeα
−2β and V0 = Veα
−1β, which lead to
Eq. (31). Note that α and β in Eq. (31) are those for
the unit change between Ee and S0, and these α and β
are not always identical to α0 and β0 between Ee,0 and
S0.
The assumption Exp(Ee,0)≃S0 implies that there exist
parameters α0, β0, γ0 and δ0 for a scale change m→α0m,
s→β0s, nX→γ0nX , nT→δ0nT such that
(ν0, V0, D0,∆x0,∆t0)
= (α−20 β0νe,0, α
−1
0 β0Ve,0, α
−2
0 β
3
0γ
2
0δ
−1
0 De,0,
α−10 γ
−1
0 ∆xe,0, β
−1
0 δ
−1
0 ∆te,0).
(32)
The parameter De is assumed to be given in addition
to Ee for Exp(Ee), and it is not always identical to De,0.
The parameters ∆xe and ∆te are defined by
∆xe = γ∆x0α, ∆te = δ∆t0β, (33)
where ∆x0 and ∆t0 are given by
∆x0 =
de
γnX
α−1 =
de
γnX
ν0
νe
Ve
V0
[αm], (34)
∆t0 =
τe
δnT
β−1 =
τe
δnT
ν0
νe
(
Ve
V0
)2
[βs]. (35)
The parameter γ/γ0 is obtained from the constraint that
∆x0 in Eq. (34) in the unit [αm] for the simulation of
Exp(Ee) is identical to ∆x0 in the unit [α0m] for the
simulation of Exp(Ee,0), and we have
γ
γ0
=
de
de,0
νe,0
νe
Ve
Ve,0
. (36)
This expression indicates that γ is uniquely determined
because the parameters involved in the expression are
7already uniquely given. The uniqueness of the parameter
δ is understood from the expression obtained by the same
procedure such that
δ
δ0
=
τe
τe,0
νe,0
νe
(
Ve
Ve,0
)2
, (37)
although we must assume that the macroscopic relax-
ation time τe is a well-defined quantity in the target ex-
periments corresponding to Ee,0 and Ee.
Using De, ∆xe and ∆te, we define a set of parameters
Se such that
Se = (νe, Ve, De,∆xe,∆te). (38)
The strength Dsim of the random force is fixed to
Dsim = α
−2β3γ2δ−1De, (39)
which is unique because the quantities on the right-hand
side are all uniquely given. Thus, we have proven that
(ν0, V0, Dsim,∆x0,∆t0)
= (α−2βνe, α
−1βVe, α
−2β3γ2δ−1De,
α−1γ−1∆xe, β
−1δ−1∆te).
(40)
This relation in Eq. (40) implies Se ≡
(ν0, V0, Dsim,∆x0,∆t0), which means that Exp(Ee)
can be simulated by (ν0, V0, Dsim,∆x0,∆t0) from
Proposition 1, and concludes the proof of Theorem 1.
Remark 1
Rigorously speaking, the proof is insufficient because the
macroscopic relaxation time τe is not always explicitly
given in actual experimental data corresponding to Ee.
Thus, the expressions in Eqs. (35) and (37) are meaning-
less. Therefore, this component is studied numerically in
the final part of the presentation section. The problem
to be numerically clarified is whether the scaling prop-
erty in Eq. (40) is correct for the cases α = β = 1 and
γ 6=1, δ 6=1. It is sufficient to check only the case of δ 6=1;
however, the case of γ 6=1 will also be checked. It will be
shown that the scaling property is correct. Therefore, in
the following discussions, we assume that Theorem 1 is
correct.
Remark 2
The lattice spacing ∆x0 in S0 used in Eq. (33) is defined
using the experimental diameter de,0[m] and the lattice
size nX0(=γ0nX), similar to Eq. (34), such that
∆x0 =
de,0
nX0
α−10 =
de,0
nX,0
ν0
νe,0
Ve,0
V0
[α0m] (41)
in the simulation unit for Exp(Ee,0). Since the diameter
de,0 is included in ∆x0, it is not explicitly included in
S0 and Se. The parameter ∆xe on the right-hand side
of Eq. (40) is not experimental and is simply defined by
Eq. (33). The final parameter ∆te in Se is also defined
by Eq. (33).
Remark 3
The implications of Theorem 1 should be empha-
sized. The meaning of the equivalence between
Se and (ν0, V0, Dsim,∆x0,∆t0), expressed by Se ≡
(ν0, V0, Dsim,∆x0,∆t0), is that any experimental data
Exp(Ee) characterized by the parameter Ee can be
simulated by a single set of parameters S0 =
(ν0, V0, D0,∆x0,∆t0) if D0 is replaced with Dsim. To
simulate other experimental data Exp(E′e), it is suffi-
cient to replace Dsim with another D
′
sim with S
′
e ≡
(ν0, V0, D
′
sim,∆x0,∆t0).
Remark 4
The meaning of Se ≡ (ν0, V0, Dsim,∆x0,∆t0) sim-
ply implies that the simulation results with pa-
rameter Se are identical to those with parameter
(ν0, V0, Dsim,∆x0,∆t0); hence, it does not always im-
ply that the real experimental data characterized by
Ee are exactly the same as the simulation results with
(ν0, V0, Dsim,∆x0,∆t0). The latter problem is related to
the fundamental problem of whether the Langevin NS
simulation can simulate real physical flows. In this pa-
per, we assume it can, and this is the implication of the
assumption that Exp(Ee,0)≃S0. However, we emphasize
that this assumption is only true because the experimen-
tally observed peaks in the velocity distribution can be
reproduced, which is the main result in this paper, as will
be shown below. Another implication of the assumption
Exp(Ee,0)≃S0 is that the set of parameters in S0 is al-
ready given. Using these parameters in S0 and Ee, we
obtain α and β via Eq. (31) for Exp(Ee).
Remark 5
Although the dynamic viscosity ν is included in the NS
equation of Eq. (10), Theorem 1 indicates that the sim-
ulation results are dependent on only D. This is under-
stood from the original NS equation (5) for a velocity
field without the pressure term, such as
∂~V
∂t
= −
(
~V · ∇
)
~V + ν∆~V + ~η(t). (42)
This equation contains two parameters ν and D as the
second and final terms, respectively. The first term can
be neglected for protoplasmic streaming; this term is in-
dependent of the following discussion, though it is in-
cluded in Eq. (42). If the final term ~η is not present, it
is easy to check that
~V =
(
2VB
d
y, 0
)
(43)
is the solution, which satisfies the boundary condition
in Eq.(17) and is independent of ν. Thus, the problem
is whether this solution is also expected to satisfy Eq.
(42) and be independent of ν in the presence of ~η(t).
Theorem 1 indirectly answers this question and shows
that the results depend only on D in the presence of ~η,
although this does not always imply that the results are
independent of ν.
8III. SIMULATION RESULTS
A. Langevin simulation technique
The mean value of physical quantity Q is calculated by
Q = (1/n)
n∑
k=1
Qk, (44)
where Qk is the k-th sample corresponding to the k-th
convergent configuration {ω, ψ}k. The symbol n is the
total number of samples. This configuration {ω, ψ}k, cor-
responding to a given set of Gaussian random forces {g}k,
is obtained by iterating the time step∆t and solving Pois-
son’s equation in Eq. (10), and the suffix k(1 ≤ k ≤ n)
corresponds to discrete time. Poisson’s equation is solved
via iteration. Thus, the sample Qk in Eq. (44) is calcu-
lated from the convergent configuration {ω, ψ}k. The
total number n of samples ranges in 1×104≤n≤2×104
for all simulations.
The convergent configuration of the variable {ω} is ob-
tained using the small number
ε = 1× 10−9 (45)
for the time step of the NS equation such that
(1/N)
∑
ij
∣∣∣∣1− ωij(t+∆t)ωij(t)
∣∣∣∣ < ε, (46)
and the same small number ε is assumed for the iteration
of Poisson’s equation such that
(1/N)
∑
ij
∣∣∣∣1− ψij(t+∆t)ψij(t)
∣∣∣∣ < ε, (47)
from which the convergent configuration {ψ} is obtained.
N(=
∑
ij 1=nX×nX) in Eqs. (46) and (47) is the total
number of vertices or the lattice size, and the suffix ij
denotes the lattice site.
Note that ε is connected to τ in Eq. (21). Indeed, this
ε determines the total number of iterations nT , which
satisfies nT = τ/∆t and, hence, depends only on τ for
fixed ∆t. From this result, it is clear that ε depends on τ .
If ε is excessively large, the iterations of the NS equation
and Poisson’s equation do not converge. By contrast, if
ε is excessively small, then nT becomes very large, which
leads to time-consuming simulations.
Here, we comment on the dependence of the results on
the initial configuration of the variables {ω, ψ}. On the
boundaries Γ1 and Γ3, the variables are fixed to assumed
values according to the boundary condition. Inside the
flow region, two possible initial configurations can be as-
sumed for {ω, ψ}: ω=ψ=0 and the convergent configu-
ration {ω, ψ}k−1, where {ω, ψ}0 is ω=ψ=0. The results
including nT , which is the total number of iterations in
the sense of the mean values, are independent of these
initial configurations, implying that the macroscopic re-
laxation time τe is independent of such initial conditions.
B. Normalized velocity distribution
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FIG. 5. (a) The distribution h(Vx) of |Vx| along the x-
direction, and (b) the distribution of h(V ) of the length of
~V . The lattice size is fixed to nX = 100, and the strength
Dsim of the Brownian random force is varied from Dsim=0 to
Dsim=4000 in the simulation unit.
First, the main results are presented. In Figs. 5(a),(b),
we plot the distribution or normalized histogram h(Vx) of
the absolute velocity |Vx| along the x-direction or longi-
tudinal direction and the distribution h(V ) of the magni-
tude V of velocity vector ~V =(Vx, Vy), respectively. The
lattice size is fixed to N=10000, where N=nX×nX and
nX = 100. According to Theorem 1, the simulation re-
sults are expected to be dependent on only the strength
of Brownian random force Dsim; hence, Dsim ranges from
Dsim=0 to Dsim=4000 in the simulation units.
The height of the histogram h(Vx) is normalized such
that the maximum height is equal to 1 in each Dsim, and
the horizontal axis |Vx| is normalized using the maximum
|Vx| satisfying h(Vx) 6= 0 in each Dsim. The histograms
h(V ) vs. V in Fig. 5(b) are normalized in the same way.
From Fig. 5(a), we find that h(Vx) is flat for Dsim=0
and has a peak only at Vx = 0 for sufficiently large
Dsim. Another peak appears at Vx 6= 0 for intermedi-
ate Dsim. The distribution h(V ) in Fig. 5(b) drops to
zero; h(V )→0 in the limit of V →0, in contrast to h(Vx)
in Fig. 5(a). This drop is reasonable because fluids are
always moving and there is no fluid particle with zero
velocity ~V (t) =~0 for all t. This drop in h(V ) at V → 0
corresponds to the fact that the same drop is visible in
experimentally reported data in Ref. [15]. Indeed, in the
light scattering technique, not only ~V (=(Vx, 0)) but also
~V (=(Vx, Vy)), which has a small non-zero Vy component,
can be detected. The ideal gas behaviour for sufficiently
largeDsim is also reasonable becauseDsim is proportional
to the temperature T as a result of the Einstein-Stokes-
Sutherland formula; hence, for sufficiently large T , the
Brownian random force is expected to be very large com-
pared to the other interactions between fluids.
We now discuss the parameters used in the simulations
in detail. The viscosity is considered to be almost 100
times larger than that of water. In Ref. [2], the viscosity
9is reported to be 0.5 ≤ µ ≤ 1.5[dyn s/cm2]. Therefore, if
the density ρ is assumed to be the same as that of water,
then νe,0 ranges from νe,0 = 0.5×10−4[m2/s] to νe,0 =
1.5×10−4[m2/s]. Thus, we assume νe,0=1×10−4[m2/s].
The velocity Ve,0(= 50[µm/s]) at the boundary and the
diameter de,0(= 500[µm]) are assumed and also shown in
Table I. The parameters α0 and β0 in Eq. (20), which are
TABLE I. Physical parameters Ee,0=(νe,0, Ve,0, de,0) in phys-
ical units assumed in the simulations, and the parameters α0
and β0 for the simulation units.
νe,0[m
2/s] Ve,0[µm/s] de,0[µm] α0 β0
1× 10−4 50 500 1× 10−6 1× 10−1
used in the simulations, are also shown in Table I. These
values α0 = 1×10−6 and β0 = 1×10−1 imply that the
simulation units for length and time are [µm] and [0.1s],
respectively. The first three parameters in Table I are
denoted by Ee,0. These α0 and β0 values are obtained
by Eq. (31) using the following parameters S0 shown in
Table II.
TABLE II. The parameters S0 used in the simulations; these
values are given with the simulation units. γ0nX is written
as nX0 for simplicity.
ν0[
(α0m)
2
β0s
] V0[
α0m
β0s
] ∆x0[α0m] ∆t0[β0s] nX0
1× 107 5 5 8× 10−8 100
The lattice spacing ∆x0[α0m] is calculated by Eq.
(41). For this ∆x0 = 5[α0m], we have ∆xe,0=∆x0α
−1
0 =
5× 10−6[m].
There is no need to mention that the parameters S0 in
Table II are also obtained by the parametersEe,0 in Table
I and α0 and β0. Indeed, it is easy to check that the vis-
cosity ν0=1×107[α20m2/β0s] is obtained from the relation
νe,0[m
2/s] = 1×10−4β0/α20[α20m2/β0s] = ν0[α20m2/β0s].
The velocity V0[α0m/β0s] and d0[α0m] are also obtained
by the relation Veα
−1
0 β0[α0m/β0s] = V0 and deα
−1
0 =
d0[α0m], which is not explicitly used in the simulations.
TABLE III. The assumed parameters Dsim and De,0, the re-
sults τ0 estimated by τ0=nT∆t0, and the diameter a of fluid
particles estimated by Eq. (15).
Dsim[
(α0m)
2
(β0s)3
] De,0[m
2/s3] nT∆t0[β0s] a[m]
200 2× 10−7 8.7 × 10−3 3.6× 10−9
400 4× 10−7 7.0 × 10−3 2.8× 10−9
800 8× 10−7 7.0 × 10−3 2.8× 10−9
1200 1.2× 10−6 1.1 × 10−2 7.5× 10−10
4000 4× 10−6 2.6 × 10−2 4× 10−10
The values of Dsim shown in Table III are fixed as an
input for the simulations, and the physical strength De,0
can be obtained by De,0 =Dsimα
2
0β
−3
0 . The parameter
τ0 in Table III is estimated by the relation τ0 = nT∆t0,
where τ0 is expected to satisfy τ0 ≥ nT∆tcr, as discussed
in Section II C. Using these De,0 and τ0 values, we can
estimate the diameter a[m] of a fluid particle with Eq.
(15), where the temperature is assumed to be T =300[K]
and kBT =4.1 × 10−21[Nm]. Although the time scale τ
in Eq. (15) is expected be smaller than τ0, we use the
results τ0=nT∆t0 to calculate a. This a should be larger
than the size of a water molecule of 4×10−10[m], and we
find that almost all data in Table III satisfy this condi-
tion. Since nT∆t0 is larger than the real macroscopic
relaxation time, a is expected to be larger than the val-
ues in Table III if the real relaxation time is used instead
of nT∆t0.
C. Lattice size dependence
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FIG. 6. (a) The distribution h(Vx) obtained on lattices with
size ranging from nX =100 to nX =300, and (b) the depen-
dence of Vx on y. The parameters Dsim and ∆x0 are varied
according to Eq. (28), and Dsim, ∆x0 and other parameters
d0, V0, ν0, ∆t0 are shown in (a) and (b) in the simulation
units.
In this subsection, we show that the simulation results
are independent of lattice size. In Fig. 6(a), the his-
togram of h(Vx) vs. |Vx| is obtained on lattices with size
ranging from nX=100 to nX=300. In those simulations,
the parameters Dsim and ∆x0 are scaled to γ
2Dsim and
γ−1∆x0, as indicated in Eq. (28). The results remain
unchanged for a change in lattice size from nX(= 100)
to γnX , where 1 ≤ γ ≤ 3 (see Eq. (24)). We start
with γ = 1 for Dsim = γ
2200 and ∆x0 = γ
−15[αm] with
∆t0 = 4 × 10−8[βs]. The parameters Dsim and ∆t0 can
also be replaced by Dsim=γ
2200 and ∆t0=8× 10−8[βs],
which are identical to those plotted in Figs. 5(a), (b).
The reason Dsim= γ
2400 and ∆t0=8 × 10−8[βs] are re-
placed with Dsim=γ
2200 and ∆t0=4× 10−8[βs] is that
if we start with ∆t0=8 × 10−8[βs], the simulation does
not converge for the case γ=3.
The height of the histogram h(Vx) is normalized such
that the maximum height is equal to 1 in each Dsim, as
10
in Fig. 5(a), while the horizontal axes |Vx| for all Dsim
are normalized using a constant, which is the maximum
|Vx| of Dsim=200 of lattice nX=100 satisfying h(Vx) 6=0.
Additionally, the dependence of Vx on y, plotted in
Fig. 6(b), is almost linear, and this linear behaviour is
the same as the trivial solution in Eq. (43). Thus, the
non-trivial behaviour in h(Vx), which has two different
peaks, is not always reflected in the dependence of Vx on
y. The parameters used in the simulations are shown in
Fig. 6(b).
D. Discrete time-step dependence
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FIG. 7. (a) The distribution h(Vx) vs. |Vx| for different
combinations of ∆t0 and Dsim, and (b) nT∆t0 vs. ∆t0.
In (a), the parameters ∆t0 and Dsim are varied according
to δ−1∆t0 and δ
−1Dsim, where ∆t0 is changed such that
2×10−8≤∆t0≤32×10
−8 in the simulation units [β0s]=[0.1s].
Finally, the dependence of the results on ∆t is checked.
This subsection contributes to the numerical proof of
Theorem 1, as indicated in Remark 1. There are two
possible origins, τ and nT , for the change in ∆t, as de-
scribed in Eq. (22). However, in sharp contrast to the
case of diameter d for ∆x, the relaxation time τ is not
clear. Nevertheless, it is sufficient to see the dependence
of the results on ∆t or δ to check the scaling property in
Eq. (28). The normalization of the histograms h(Vx) vs.
|Vx| is defined in the same way in Fig. 6(a).
In Figs. 7(a), the histogram h(Vx) of velocity vs. |Vx|
is plotted. The parameters Dsim and ∆t0 are scaled to
δ−1Dsim and δ
−1
∆t0. The results are independent of
∆t0, which is varied in the range 2×10−8 ≤ ∆t0≤32×10−8
with the simulation unit [β0s]=[0.1s]. This range of ∆t0
corresponds to δ ranging in 1 ≤ δ ≤ 16. Thus, the results
plotted in Fig. 7(a) confirm that the scaling properties,
such as δ−1Dsim and δ
−1
∆t0, are correct. This completes
the numerical verification of Theorem 1.
Finally, we check whether nT∆t0 depends on the ε used
for the convergence criteria in Eqs. (46) and (47), where
ε is fixed to ε=1×10−9 for all simulations. Here, the value
is varied in ε=1×10−7, ε=1×10−8 and ε=1×10−10 to
assess the dependence of nT∆t0 on ε. The results shown
in Fig. 7(b) indicate that nT∆t0 are roughly independent
of ε for sufficiently small ∆t0.
E. Dependence of physical parameters
In this subsection, we demonstrate how to use Theo-
rem 1 to discuss the dependence of the normalized ve-
locity distribution on the physical parameters νe, Ve
and de. From the perspective of Theorem 1, the sim-
ulations in Section III B are performed to find S0 =
(ν0, V0, D0,∆x0,∆t0) with a suitable D0 and the set of
parameters listed in Table II. Indeed, from the simula-
tion results, we find that D0=400 in the second line of
Table III is suitable because the shape of h(Vx) in Fig.
5(a) is relatively close to the experimental data reported
in Refs. [15, 16]. That is, we assume that the results
with D0 = 400 are similar to the reported experimental
data, which play the role of Exp(Ee,0) in Theorem 1.
Thus, using the parameters S0, we perform the simula-
tions for Exp(Ee) characterized by Ee, which is different
from Ee,0.
The parameters are shown in Table IV, where νe,
Ve, and de are the elements of the experimental data
E(i), (i = 1, 2, 3). E(1), E(2), E(3) are different from Ee,0
in Table I in terms of only νe, Ve, de, respectively (de-
noted by underlines).
TABLE IV. The experimental data E(i), (i= 1, 2, 3), τe, De,
and the corresponding parameters α, β, γ, δ andDsim assumed
for the simulation parameters Se(i), (i=1, 2, 3). These param-
eters are given by the ratio Dsim/D0, where D0 = 400 from
the second line of Table III.
E(i)
νe
νe,0
Ve
Ve,0
de
de,0
τe
τe,0
De
De,0
α
α0
β
β0
γ
γ0
δ
δ0
Dsim
D0
(1) 2 1 1 1
2
2 2 2 1
2
1
4
4
(2) 1 2 1 1 1 1
2
1
4
2 4 1
16
(3) 1 1 2 4 1
4
1 1 2 4 1
4
We assume that the macroscopic relaxation time τe in
Eq. (15) is proportional to the inverse viscosity ν−1e [33]
and the area Ae such that
τe ∼ Ae/νe. (48)
Using this relation, we obtain the ratio τe/τe,0 in Table
IV. Consequently, from Eq. (15), we have
De ∼ kBT
µa
τ−2e ∼ d−2e νe, (49)
where Ae is replaced with d
2
e, the viscosity µ is assumed
to be proportional to νe, and the temperature is assumed
to be constant.
We now explain how to obtain the values of Dsim
D0
via
Theorem 1. Since Exp(Ee,0) is simulated with S0 =
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(ν0, V0, D0,∆x0,∆t0), from Theorem 1, we have
(ν0, V0, D0,∆x0,∆t0)
= (α−20 β0νe,0, α
−1
0 β0Ve,0, α
−2
0 β
3
0γ
2
0δ
−1
0 De,0,
α−10 γ
−1
0 ∆xe,0, β
−1
0 δ
−1
0 ∆te,0),
(50)
using the parameters α0, β0, γ0, δ0 for the scale change
between S0 and Se,0. This is the assumption component
or the trivial case of Theorem 1, as indicated in Remark
5, and is exactly the same as Eq. (32). We also have
(ν0, V0, Dsim,∆x0,∆t0)
= (α−2βνe, α
−1βVe, α
−2β3γ2δ−1De
α−1γ−1∆xe, β
−1δ−1∆te),
(51)
using the parameters α, β, γ, δ for the scale change be-
tween S0 and Se. Therefore, from Table IV, we have
α−20 β0 = 2α
−2β, α−10 β0 = α
−1β for E(1),
α−20 β0 = α
−2β, α−10 β0 = 2α
−1β for E(2),
α−20 β0 = α
−2β, α−10 β0 = α
−1β for E(3),
(52)
which imply
α/α0 = 2, β/β0 = 2 for E(1),
α/α0 = 1/2, β/β0 = 1/4 for E(2),
α/α0 = 1, β/β0 = 1 for E(3).
(53)
From Eqs. (36) and (37), we have γ/γ0 and δ/δ0 listed
in Table IV for E(1) and E(2). Thus, we obtain Dsim/D0
using these values of α/α0, β/β0, γ/γ0, δ/δ0 and by Eqs.
(50) and (51) such that
Dsim
D0
=
(
α
α0
)
−2(
β
β0
)3(
γ
γ0
)2(
δ
δ0
)
−1
De
De,0
. (54)
Therefore, the experimental data corresponding to
Exp(E(i)), (i = 1, 2, 3) can be simulated with
Dsim = 1600 (E(1)), 25 (E(2)), 100 (E(3)) (55)
and with the parameters in Table II. Thus, we expect
that the peak position of E(1) (E(2) and E(3)) to move to
the left (right) of the peak position of Ee,0. Moreover, the
simulation results for Exp(E(i)), (i = 1, 2, 3) are located
between, or are slightly different from, the curves in Figs.
5(a),(b). This is why we call the results in Section III B
the main results, which is what we emphasize in this
subsection.
IV. SUMMARY AND CONCLUSION
In this paper, we study the flow field of protoplas-
mic streaming in plant cells such as Chara corallina and
Nittella flexilis by means of the stochastic or Langevin
Navier-Stokes (NS) equation, which is a 2D equation
for incompressible viscous flows with Brownian random
forces. The study is focused on the experimentally ob-
served distribution of velocity along the flow direction,
where the velocity distribution has two different peaks.
We numerically find that the peaks are reproduced by
the Langevin NS simulation.
The results in this paper indicate that the second peak
in the large velocity region is independent of plasmagel
and plasmasol between the cell wall and vacuole because
such a fine structure in plant cells is neglected in the 2D
simulation model. Moreover, the fact that the peaks are
reproduced by the 2D model implies that the 3D nature
of the real protoplasmic streaming is not essential to the
existence of the second peak, although the shapes of the
peaks are expected to be influenced by the dimensions.
Theorem 1, which is supported by the simulation re-
sults, implies that the effects of viscosity in real flows are
reflected in the strength of Brownian random force D;
therefore, real flows can be simulated simply by chang-
ing D. This result is reasonable because the strength
D is related to the diffusion constant Ddif in Eq. (15),
where Ddif depends on not only temperature but also
viscosity. We emphasize that fluid flow can naturally be
understood in terms of such a profound relation between
macroscopic and microscopic phenomena simply because
of the stochastic NS equation.
As noted in the final part of Section III B, the depen-
dence of Vx on y is almost linear and is slightly different
from the experimentally reported result. One reason for
this deviation is that the simulation model in this paper
is simplified in many aspects compared with real flows. In
fact, the simulation model is a 2D model and the twist
of the flows and the interactions of fluids with biologi-
cal materials are neglected. These neglected components
should be included in the model for further fluid mechan-
ical studies on protoplasmic streaming.
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