The purpose of this paper is to explore the representation capability of radial basis function (RBF) neural networks. The main results are: (1) The necessary and su cient condition for a function of one variable to be quali ed as an activation function in RBF network is that the function is not an even polynomial. (2) The capability of approximation to nonlinear functionals and operators by RBF networks is revealed, using sample data either in frequency domain or in time domain, which can be used in system identi cation by neural networks.
Introduction
There have been several recent works concerning the representation capabilities of multilayer feedforward neural networks. For example, in the past few years, several papers ( 1] -7] and many others) related to this topic have appeared. They all claimed that a three-layered neural network with sigmoid units on the hidden layer can approximate continuous or other kinds of functions de ned on compact sets in R n . In many of those papers, sigmoidal functions need to be assumed to be continuous or monotone. Recently 9] 10], we pointed out that the boundedness of the sigmoidal function plays an essential role for its being an activation function in the hidden layer, i.e., instead of continuity or monotonity, the boundedness of sigmoidal functions ensures the network capability. where x 2 R n and kx ? x i k R n is the distance between x and x i in R n . Here, the activation function g is not necessarily Gaussian. In this direction, several results concerning RBF neural networks were obtained 13] 14]. In 14], Park and Sandberg proved the following important theorem:
Let K : R n ! R be a radial symmetric, integrable, bounded function such that K is continuous almost everywhere and R R n K(x)dx 6 = 0, then the family
is dense in L p (R n ), where g(kxk R n) = K(x). 
It is now natural to ask the following questions: (1) What is the necessary and su cient condition for a function to be quali ed as an activation function in RBF neural networks? (2) How to approximate nonlinear functionals by RBF neural networks? (3) How to approximate nonlinear operators (eg. the output of a system) by RBF neural networks, using sample data in frequency (phase) domain or in time (state) domain?
The purpose of this paper is to give strong results in answering those questions. This paper is organized as follows. In Section 2, we list our symbols, notations and review some de nitions. In Section 3, we show that the necessary and su cient condition for a continuous function in S 0 (R 1 ) to be quali ed as an activation function in RBF networks is that it is not an even polynomial. In Section 4, we show the capability of RBF neural networks to approximate nonlinear functionals and operators on some Banach space as well as on some compact set in C(K), where K is a compact set in any Banach space. Furthermore, we establish the capability of neural networks to approximate nonlinear operators from C(K 1 ) to C(K 2 ). Approximations using samples in both frequency domain and time domain are discussed. Examples are given, which includes the use of wavelet coe cients to the approximation. It is also pointed out that the main results in Section 4 can be used in computing the outputs of nonlinear dynamical systems, thus identifying the system. We conclude this paper with Section 5.
Notations and De nitions
We list here the main symbols and notations that will be used throughout this paper.
X: some Banach space with norm k k X .
R n : Euclidean space of dimension n with norm k k R n .
K: some compact set in a Banach space. S(R n ): All Schwartz functions in distribution theory, i.e., all the in nitely di erentiable functions, which are rapidly decreasing at in nity.
S 0 (R n ): All the distributions de ned on S(R n ), i.e., all the linear continuous functionals de ned on S(R n ).
C 1 (R n ): All in nitely di erentiable functions de ned on R n . 
De nition 2. Let X be a Banach space with norm k k X . If there are elements x n 2 X, n = 1; 2; : : :, such that for every x 2 X there is a unique real number sequence a n (x), such that x = 1 X n=1 a n (x)x n ;
where the series converges in X, then fx n g 1 n=1 is called a Schauder basis in X and X is called a Banach space with Schauder basis.
De nition 3. Suppose that X is a Banach space, V X is called a compact set in X, if for every sequence fx n g 1 n=1 with all x n 2 V , there is a subsequence fx n k g which converges to some element x 2 V . It is well known that if V X is a compact set in X, then for any > 0, there is a -net N( ) = fx 1 ; : : :; x n( ) g, with all x i 2 V , i = 1; : : : ; n( ), i.e. for every x 2 X, there is some x i 2 N( ) such that kx i ?xk X < . In order for (6) to make sense, we have to show that
In fact,ŵ(t) 2 S(R n ). Moreover, since supp(d ) K, it is easy to verify that d (t) = R e ?it x d (x) 2 C 1 (R n ) and there are constants c k , k = 1; 2; : : :, such that j@ kd (t)j c k :
Thus,ŵ(t)d (t) 2 S(R n ).
Since d 6 = 0 andd (t) 2 C 1 (R n ), there is t 0 2 R n , t 0 6 = 0 and a neighborhood O(t 0 ; ) = fx : kx ? t 0 k R n < g such that jd (t)j > c > 0 for all t 2 O(t 0 ; ).
Pick t 1 2 R n , t 1 6 = 0 arbitrarily. Let t 0 = (t 1 ), where is a rotation in R n . Then jd ( (t))j > c for all t 2 O(t 1 ; = ).
Previous argument shows that for any t 2 R n , t 6 = 0, there is a neighborhood of t : O(t ; ) such that hĥ(t);ŵ(t)i = 0 Proof of Theorem 1.
where z i = i (y i ).
From Lemma 1, we see that the family
if and only if g(kxk R n) is not a polynomial in R n , which is equivalent to that g is not an even polynomial. Theorem 1 is proved.
Lemma 2 ? f(x 00 )j < for all f 2 V , provided that x 0 , x 00 2 K and kx 0 ? x 00 k X < .
We are now ready to prove Theorem 2.
Proof of Theorem 2.
Let h(x) = e ?kxk R n and h (x) = ?n h( x ) and
It is easy to prove that for any > 0, there is > 0 such that j(f h )(x) ? f(x)j < =3 (12) holds for all x 2 K and f 2 V .
Writing 
Approximation to Nonlinear Functionals and Operators by RBF Neural Networks
In this section, we show some results concerning capability of RBF neural networks in approximating nonlinear functionals and operators de ned on some Banach space, which can be used to approximate outputs of dynamical systems using sample data in either frequency (phase) domain or time (state) domain.
We rst introduce one of our results. 
holds for all x 2 K, where x M = (a 1 (x); : : :; a M (x)) 2 R M , x = P 1 n=1 a n (x)x n .
To prove Theorem 3, we need the following two lemmas.
Lemma 3 Lemma 4 Suppose that K is a compact set in a Banach space X with Schauder basis fx n g 1 n=1 . De ne K n = f P n i=1 a i (x)x i ; x 2 Kg and K = K S 1 n=1 K n , then K n is a compact set in R n and K is a compact set in X.
Proof. It is easy to verify that K n is a compact set in X n (also in X), provided that K is a compact set in X.
Now, suppose fu n g 1 n=1 is a sequence in K , then one of the following two cases occurs: (i) There is a subsequence fu n k g 1 k=1 of fu n g 1 n=1 with all elements being in K or in some xed K n ; (ii) There is no such subsequence.
In case (i), it is obvious there is another subsequence of fu n k g 1 k=1 , which converges to some element u in K or in K n , because K and K n are compact sets in X.
In case (ii), there is a sequence v n = P 1 i=1 a i (v n )x i and integers M n tending to in nity as n ! 1, such that u n = P Mn i=1 a i (v n )x i . By taking a suitable subsequence, without loss of generality, we can assume that v n converges to some v 2 K as n ! 1. By Lemma 3, u n ? v n ! 0 as n ! 1. Thus u n converges to v.
Combining the two cases, we conclude that K is a compact set in X. Lemma 4 is proved.
Proof of Theorem 3. By Tietze extension theorem, we can extend f to a continuous functional f de ned on K .
Since f is a continuous functional de ned on the compact set K , then for any > 0, there is a > 0 such that jf(x 0 ) ? f(x 00 )j < =2 provided that x 0 ; x 00 2 K and kx 0 ? x 00 k < . 
for all x M 2 K M .
Combining (17) and (18), we conclude that
for all x 2 K. Theorem 3 is proved.
To illustrate the applications of Theorem 3, we now give some examples. Remark 2. Since in Theorem 3 we only require that fx n g 1 n=1 is a Schauder basis (no orthogonal requirement is imposed), therefore we do not require that f j;k g 1 j;k=1 be orthogonal wavelets. This is a property of signi cant advantage, for non-orthogonal wavelets are much easier to construct than orthogonal wavelets.
The following theorem shows the possibility of approximating functionals by RBF neural networks using sample data in time (or state) domain. Moreover, we can nd 1 > 2 > n ! 0, such that ju(x 0 ) ? u(x 00 )j < k for all u 2 V , whenever x 0 ; x 00 2 K and kx 0 ? x 00 k X < k .
By induction and rearrangement, we can nd a sequence fx i g 1 i=1 with each x i 2 K and a sequence of positive integers n( 1 ) < n( 2 ) < : : : < n( k ) ! 1, such that the rst n( k ) elements N( k ) = fx 1 ; : : : ; x n( k ) g is an k -net in K. 
and T k ;j (x) = T k ;j (x)
for j = 1; : : : ; n( k ). It is easy to verify that fT k ;j (x)g is a partition of unity, i.e. 
For each u 2 V , de ne a function
Moreover, let V k = fu k : u 2 V g and V = V ( 1 k=1 V k ). We then have the following conclusion:
Now, for any > 0, we can nd a > 0 such that jf (u)?f (v)j < =2 provided that u; v 2 V and ku ? vk C(K) < .
Let k be xed such that k < , then by (24) 
