Abstract-Spectral clustering approaches have led to well-accepted algorithms for finding accurate clusters in a given dataset. However, their application to large-scale datasets has been hindered by the computational complexity of eigenvalue decompositions. Several algorithms have been proposed in the recent past to accelerate spectral clustering, however they compromise on the accuracy of the spectral clustering to achieve faster speed. In this paper, we propose a novel spectral clustering algorithm based on a mixing process on a graph. Unlike the existing spectral clustering algorithms, our algorithm does not require computing eigenvectors. Specifically, it finds the equivalent of a linear combination of eigenvectors of the normalized similarity matrix weighted with corresponding eigenvalues. This linear combination is then used to partition the dataset into meaningful clusters. Simulations on real datasets show that partitioning datasets based on such linear combinations of eigenvectors achieves better accuracy than standard spectral clustering methods as the number of clusters increase. Our algorithm can easily be implemented in a distributed setting.
D
ATA clustering is a fundamental problem in pattern recognition, data mining, computer vision, machine learning, bioinformatics and several related disciplines. Research in various fields has led to numerous approaches, and several algorithms based on eigen decomposition, known as spectral clustering, have been proposed [1] , [2] , [3] , [4] , [5] . These algorithms have enjoyed great success and have been widely used to cluster a variety of datasets, including data with linear or nonlinear underlying structure. We note that in the case of data with nonlinear structures, kernel methods [6] , [7] have been used to project the data to a higher dimensional space such that linear partitioning in this higher space corresponds to a nonlinear partitioning in the original space; various weighted kernel k-means objective functions have been shown to be mathematically equivalent to objective functions of some spectral clustering algorithms [7] . However, spectral clustering does not scale well to large-scale datasets due to its considerable computational cost.
Spectral clustering algorithms generally seek a lowdimensional embedding of the dataset by computing the eigenvectors of a Laplacian or similarity matrix. Given a dataset with n instances, a spectral clustering algorithm involves constructing an n Â n similarity matrix and then computing its eigenvectors. The first few eigenvectors provide a low-dimensional embedding of the dataset. In general, eigen decomposition has time complexity of Oðn 3 Þ [8] . For a survey of spectral clustering methods, see [9] and references therein.
A related direction of clustering uses a Markov process on a graph to discover clusters. In [10] , Pons and Latapy provide a similarity measure for vertices of a graph based on random walks to capture information about underlying structure. They use this measure in a hierarchical agglomerative algorithm to find clusters. Starting from a normalized similarity matrix, Van Dongen [11] clusters the vertices of a graph by calculating a sequence of stochastic matrices that converge to a near-idempotent matrix. This sequence is generated by alternating between so-called expansion and inflation steps. Coifman and Lafon [12] define diffusion maps which map data points to a lower dimensional space called the diffusion space. The k-means algorithm can be used in the diffusion space for dimensionality reduction and graph partitioning [13] as the partitions/clusters become linearly separable in the diffusion space. To the best of our knowledge, these methods have not been empirically compared with traditional spectral clustering algorithms. Additional graph based clustering approaches are discussed in the comprehensive review by Schaeffer [14] .
Newman and Girvan [15] propose a new measure to indicate the quality of clustering, called modularity, which measures the fraction of edges within a cluster minus the expected fraction if edges were distributed randomly. The goal is to find a clustering corresponding to the maximum value of modularity on a given graph. Newman [16] takes a greedy approach to maximize the modularity by an agglomerative method. The smaller clusters are successively combined to form larger clusters, if the modularity value increases after combining the smaller clusters. This algorithm is initiated with n clusters in which every vertex is a cluster. Newman [17] shows that modularity can be represented in terms of eigenvectors of a matrix called Modularity matrix. This results in a spectral method for community detection based on modularity of the graph. The relationship between spectral clustering and modularity-based methods has been studied extensively, see for example [18] , [19] , [20] , [21] , [22] . In [21] in particular, the authors show that spectral clustering and modularity based methods have similar accuracy. Both Yu and Ding [18] and Bolla [19] further show that maximizing the normalized modularity is equivalent to minimizing the normalized cut, i.e., the classic spectral clustering algorithm. This result was extended by Newman [20] to show that maximizing the un-normalized version of modularity is also equivalent to minimizing the normalized cut with certain choices of free parameters in these algorithms.
The concept of modularity has been extended and a number of algorithms have been proposed to optimize the modularity of a graph; see [23] and the references therein. However, the framework of Markov stability [24] , [25] indicates that to find community structures at all resolutions the modularity should be parameterized by a parameter called Markov time. The stability framework is a dynamic approach to community detection which does not overpartition the network and can find communities with large diameters. This parameterization is analogous to the Markov sweeping map Equation [26] which parameterizes the so called Map Equation [27] . The Map equation neglects the structure of the communities imposing a limit on the communities it can detect. The Markov sweeping map equation provides a natural dynamical parameterization of the Map Equation [27] which can reveal non-clique-like community structures at different scales.
In recent years, efforts have been focused on addressing scalability of spectral clustering. One natural way to achieve scalability is to perform spectral clustering on a sample of the given dataset and then generalize the result to the remaining data. For example, Fowlkes et al. [28] find an approximate solution by first performing spectral clustering on a small random sample from the dataset and then using the Nystrom method; they extrapolate the solution to the full dataset. In [29] , Sakai and Imiya also propose an approximate spectral clustering approach by clustering a random sample of the dataset. Another approach proposed by Yan et al. [30] works by first determining a smaller set of representative points (centroids) using k-means and then performing spectral clustering on the representative points. Finally, the original dataset is clustered by assigning each point to the cluster of its representative. In [31] , Chen et al. deal with large-scale data by parallelizing both computation and memory use on distributed computers. Lin and Cohen [32] and Boutsidis et al. [33] seek to overcome the complexity of eigenvector computation by resorting to an approximation of the dominant eigenvector via the power method. The k-means algorithm is then used on the vector obtained by the power method.
These methods sacrifice the accuracy of spectral clustering to achieve fast implementation. In this paper, we propose an algorithm which has all the advantages of spectral clustering but does not require eigenvector computation.
It rather computes what is essentially an equivalent to a linear combination of the right-eigenvectors of a normalized similarity matrix. Moreover, unlike many traditional algorithms, our algorithm does not require a predefined number of clusters, k, as input. Our algorithm can automatically detect and adapt to any number of clusters, based on a preselected tolerance that also serves as a scaling parameter. We demonstrate that our algorithm can handle large datasets where traditional spectral algorithms result in memory errors. We first compare the accuracy and speed of our algorithm to the normalized cut algorithm [1] on real datasets to show that our approach achieves similar accuracy. To further test the scalability of our algorithm, we use large size stochastic block models, which allow us to generate arbitrarily large datasets with planted clusters and known cluster assignments. We also show that our algorithm is more accurate than the Nystrom method for spectral clustering [28] , the fast approximate spectral clustering [30] and the basic power methods [32] , [33] . We note that simultaneous work to that presented in this paper by Tremblay et al. [34] , [35] exploits recent advances in signal processing on graphs [36] to find clusters in a dataset.
Notation. Throughout this paper we use boldface to distinguish between vectors and scalars. For example, v i is in boldface to identify a vector, while x i , a scalar, is not boldface. We use 1 to denote the vector of ones. We denote matrices by capital letters, such as A, and use a ij to represent the entries of A. Calligraphic font is used to denote sets with the single exception that G is reserved to denote graphs. The notation k Á k denotes a 2-norm for vectors and for matrices it denotes the spectral norm.
The rest of paper is organized as follows. In Section 2, we discuss the problem in detail. We provide a motivation for our algorithm in Section 3. In Section 4, we provide an analysis of our algorithm and discuss its relationship to normalized cuts [1] . Simulation results on a variety of synthetic and real datasets are discussed in Section 5. Finally, we provide concluding remarks in Section 6.
PROBLEM STATEMENT
Consider a set of n data points V ¼ fv 1 ; v 2 ; . . . ; v n g in a d-dimensional space. We will often use a short-hand notation i to denote the vector v i . The goal is to find clusters in the dataset such that points in the same cluster are similar to each other, while points in differing clusters are dissimilar under some predefined notion of similarity. A rigorous definition of clusters requires an explicit notion of similarity. In particular, suppose pairwise similarity between points is given by a similarity function sðv i ; v j Þ often abbreviated by sði; jÞ; typically s is assumed to be a symmetric function. Further, s is non-negative if i 6 ¼ j and is equal to zero if i ¼ j. A similarity matrix is an n Â n symmetric matrix W such that the entry w ij is equal to the value of the similarity function sðv i ; v j Þ between points v i and v j .
The data points together with the similarity function form a weighted undirected similarity graph G ¼ ðV; E; WÞ; V is the set of nodes (vertices) of the graph, E is the set of edges and W is the weight matrix. Note that the problem of finding clusters in a dataset can be converted into a graph partitioning problem. We make this more precise in the sequel. In particular, in our case each data point v i represents a vertex/node in the graph. Two vertices i and j are connected by an edge if their similarity sði; jÞ is positive and the edge weight is given by sði; jÞ. Different similarity measures lead to different similarity graphs. The objective of constructing a similarity graph is to model the local neighborhood relationships which capture the geometric structure of the dataset using the similarity function. Commonly used similarity graphs are noted below. a) Gaussian similarity graphs: Gaussian similarity graphs are based on the distance between points. Typically every pair of vertices is connected by an edge and the edge weight is determined by the Gaussian function (radial basis function) sði; jÞ ¼ expðÀkv i À v j k 2 =2s 2 Þ, where parameter s controls how quickly the similarity fades away as the distance between the points increases. It is often helpful to remove the edges with edge weights below a certain threshold (for example, based on some constant value d) to sparsify the graph. Thus the similarity function for this type of graph is sði; jÞ ¼ e 
MIXING PROCESSES
To visualize our clustering approach, consider a mixing process in which one imagines that every vertex in the graph moves towards (mixes with) other vertices in discrete time steps. At each time step, vertex i moves towards (mixes with) vertex j by a distance proportional to the similarity sði; jÞ. Thus the greater the similarity sði; jÞ, the larger the distance vertices i and j move towards each other. Moreover, a point v i moves away from points which have weak similarity with it. Thus, similar points will move towards each other making dense clusters and dissimilar points will move away from each other increasing the separability between clusters. Clusters in this transformed distribution of points can easily be identified by the k-means algorithm. To describe the above idea more precisely, consider the following model, where each point v i fictitiously moves according to the following equation, starting at its original position at time t ¼ 0:
The parameter a 2 ½0; 1 is the step size, which controls the speed of movement (or mixing rate) in each time interval. Observe that, if the underlying graph has a bipartite component and a ¼ 1, then in each time step all points in one halfsquare of this component would move to the other halfsquare and vice versa. Therefore, points in this component would not actually mix even after a large number of iterations (for details see [37] ). Specifically, a random walk on a bipartite graph does not converge unless the walk is lazy [38] . For such graphs we must have a bounded away from 1. We can use a ¼ 1 for graphs without a bipartite component. Assuming each point v i is a row vector, we express Equation (1) in a matrix form:
where the matrix V t is an n Â d matrix with v t i in row i, I is an n Â n identity matrix, and M ¼ ð1 À aÞI þ aW . Note that the matrix M is essentially the transition matrix of a lazy random walk with probability of staying in place given by 1 À a. Since M also captures the similarity of the data points, one would expect that, for t large enough, the process in Equation (2) would reveal the data clusters, since M will mix the data points according to their similarities. Using this intuition, one can expect that a heuristic algorithm based on Equation (2) can be constructed to determine the clusters, as given in Algorithm 1. Note that this algorithm bears some resemblance to WalkTrap [10] in that both use a few steps of a random walk to reach a point where the clusters can be determined easily.
Algorithm 1 has two limitations: a) it does not scale well with the dimension d of the data points, because the number of computations in each iteration is Oðn 2 dÞ, and b) it fails to identify clusters contained within other clusters. For example, in the case of two concentric circular clusters, points in both clusters will move towards the center and become one cluster, losing the geometric structure inherent in the data. Hence it becomes impossible to discern these clusters using the k-means algorithm in Step 7. To overcome these limitations, we associate an agent i to each point v i and let each agent choose a random point in ½0; b 1 We then allow agents to interact by exchanging their values x i every time as follows:
Here x tþ1 is a vector 2 with x i at index i. We refer to this iterative equation as the Mixing Process. An important aspect of this process is that the agents are interacting based on the matrix M, which contains information about the similarity of the data points.
In the following section we analyze this process using properties of the matrix M. 
ANALYSIS OF THE MIXING PROCESS
The matrix M captures the similarity structure of the data, and the idea behind using the iterative process (3) is that, after some sufficient number of iterations, the entries of the vector x tþ1 will reveal clusters on a real line, which will be representative of the clusters in the data. The fact is that the processes (2) and (3) both mix with the same speed, which is governed by the random walk M. Thus, through the process in (3), we aim to determine the strongly coupled components in the matrix M, which can lead us to the data clusters of the points v 1 ; . . . ; v n .
The Mixing Process shares a resemblance to the power iteration method. However, unlike in a power iteration, the mixing process in our algorithm is used to discover strongly coupled components of M, which translate to data clusters.
Properties of the Matrix M
We first note that unlike W , the matrix M is not symmetric, however, M and its powers are similar to symmetric matrices. To see this, note that by the definition of M, we have
where
is the normalized Laplacian of the graph G and D is the diagonal degree matrix. Let f i be a right eigenvector of L with eigenvalue i , then D À1=2 f i is a right eigenvector of M with eigenvalue
This gives us a useful relationship between the spectra of the random walk matrix M and the normalized Laplacian L. It is well known that the eigenvalues of a normalized Laplacian lie in the interval ½0; 2, see for example [37] .
It is worth noting that we are considering the right eigenvector of the random walk matrix M. One should not confuse this with the left eigenvector.
Although the matrix M is not symmetric, L is a symmetric positive semi-definite matrix. Thus its normalized eigenvectors form an orthonormal basis for R n and we can express L in the following form:
Using (4) and (5), we obtain
This shows that M and its powers are similar to symmetric matrices. We will exploit this relationship in our proofs later.
The Ideal Case
For the sake of analysis, it is worthwhile to consider the ideal case, in which all points form tight clusters that are wellseparated. By well-separated, we mean that if points v i and v j lie in different clusters, then their similarity w ij ¼ 0. Suppose that the data consists of k clusters V 1 ; V 2 ; . . . ; V k with n 1 ; n 2 ; . . . ; n k points, respectively, such that [
For ease of exposition, we also assume that the v i 's are numbered in such a way that points v 1 ; v 2 ; . . . ; v n 1 are in cluster V 1 , the points v n 1 þ1 ; v n 1 þ2 ; . . . ; v n 1 þn 2 are in cluster V 2 and so on.
The underlying graph in the ideal case consists of k connected components G 1 ; G 2 ; . . . ; G k , where each component G j consists of vertices in the corresponding cluster V j . We denote this ideal graph by G Ã , its normalized Laplacian by L Ã and its similarity matrix by W Ã . The n-dimensional characteristic vector x x j of the component G j is defined as
The ideal similarity matrix W Ã and, consequently the ideal normalized Laplacian L Ã of a graph with k connected components, are both block-diagonal with the jth block representing the component G j , i.e.,
1. Note, b is a scaling parameter and does not change the resulting clustering.
2. For the sake of simplicity, we normalized this vector for the analysis in the subsequent section.
Since L Ã is block-diagonal, its spectrum is the union of spectra of
In the following theorem, we prove that if we have an ideal graph then the iterate sequence fx t g generated by the Mixing Process (3) converges to a linear combination of characteristic vectors x x j 's of the k components of the graph. The x x j 's are also eigenvectors of M Ã , where
Theorem 1. Suppose that we have an ideal dataset which consists of k clusters as defined previously and let x 0 be any vector such that each
where c i ¼
and d j is the degree of the jth node.
Proof. We begin by noting that the iterative process (3) is
Using (6), we have
In the following, we replace kM Ãt x 0 À P k i¼1 c i x x i k by LHS to save space. Separating the first k terms in the sum and using the fact that eigenvector f
. . . ; k, the above equation can be simplified as
We can simplify the first term in the summation to
where the term kD 1=2 x x i k 2 is equal to the sum of the degrees of vertices in component G i (commonly called volume of G i ) which can also be expressed by 1 T Dx x i , to give
In the last equation we have used c i ¼
. Using properties of the norm, we can separate the terms, giving
Somewhat similar results to Theorem 1 exist in literature (see, for example [37] ); we have included this theorem for the sake of completeness. Note that we can always choose a 2 ½0; 1 such that kþ1 ¼ arg max i > k j1 À a i j to have
For any > 0; there exists some t > 0 such that
Specifically, taking the log and simplifying, we have
Here t represents the number of iterations needed to achieve an accuracy level . We use this ideal case as a motivation for our discussion of the general case in the following section.
The General Case
In practice, the graph under consideration may not have k connected components, but rather k nearly connected components i.e., k dense subgraphs sparsely connected by bridges (edges). We can obtain k connected components from such a graph by removing a small fraction of edges. This means matrices W and L have non-zero off-diagonal blocks and have dominant blocks on the diagonal. The general case is thus a perturbed version of the ideal case.
Let W ¼ W Ã þ E be the similarity matrix for a dataset V, where W Ã is the similarity matrix corresponding to the true clusters (an ideal similarity matrix), which is blockdiagonal and symmetric. We obtain W Ã by replacing the off-diagonal block elements of W with zeros and adding the sum of the off-diagonal block weights in each row to the diagonal elements. This results in the matrices W and W Ã having the same degree matrix D. The matrix E is then a symmetric matrix with row and column sums equal to zero with the ith diagonal entry given by e ii ¼ À P n j¼1 e ij . The off-diagonal entries of E are the same as the entries in the off-diagonal blocks of W . For example, for
, where L Ã is the normalized Laplacian of the ideal graph corresponding to the true clusters. Note that the pair ð i ;f i Þ is not necessarily an eigenvalue/ eigenvector pair of E. We assume that kEk and consequently k Ek are small enough so that j i j and kf i k are also small.
and d j is degree of the jth node.
Proof. In the following we use LHS to denote kM t x 0 À P k i¼1 c i x x i k. Using (6) and separating the first k terms, we get
Substituting
Substituting the above expression in (9) and using the triangle inequality, we have
Since kx 0 k 1; kf
we can further simplify inequality (10) as
Note that we can always choose a such that ð1 À a kþ1 Þ ¼ max ' > k j1 À a ' j to have ; and
:
Using the definition of L, one can then show that the following result holds.
Observe that i ¼ i for i ¼ 1; . . . ; k. Thus, assuming that the perturbation is small, the first k eigenvalues of the Laplacian are close to zero. If the eigengap ð kþ1 À k Þ is large enough, then for some t > 0, we will have both ð1 À a k Þ ¼ ð1 À a k Þ t ! 1 À d for a small d > 0, and ð1 À a kþ1 Þ t for a small > 0. This results in the effective vanishing of the term ð1 À a kþ1 Þ t in the above expression after a sufficient number of iterations and c i 's being bounded away from zero. According to Theorem 2, we will then have an approximate linear combination of the k characteristic vectors of the graph i.e., kM t x 0 À P k i¼1 c i x i k will be small. Note that this eigengap condition is equivalent to Assumption A1 in [3] .
It is worth noting that, as the number of clusters k grows, it becomes increasingly difficult to distinguish the clusters from the vector M t x 0 using the classical k-means algorithm because the perturbationf i will accompany the k eigenvectors in M t x 0 . Thus, we devise a recursive bipartitioning mechanism to find the clusters.
Clustering Algorithm
Our analysis in the previous section suggests that points in the same cluster mix quickly whereas points in different clusters mix slowly. We note that Simon and Ando's [39] theory of nearly completely decomposable systems also demonstrates that states in the same subsystem achieve local equilibria long before the system as a whole attains a global equilibrium. 3 Therefore, an efficient clustering algorithm should stop when a local equilibrium is achieved. We can then distinguish the clusters based on mixing of the points. The two clusters in this case correspond to aggregation of elements of x t . Thus a simple search for the largest gap in the sorted x t can reveal the clusters. This cluster separating gap is directly proportional to b, since we initialize x 0 by choosing n points uniformly at random from an interval ½0; b. Furthermore, it is inversely proportional to the size n of the dataset. Thus we define the gap between two consecutive elements of sorted x t as:
In each recursive call, the algorithm terminates upon finding the largest gap and bipartitions the data based on this gap. If the algorithm fails to find a nonzero gap in a recursive call, then the indexing set of x in this call corresponds to a cluster. This leads us to Algorithm 2 (RAM -Theoretical).
In practice, we do not know the eigenvalues of M. Thus, in our implementation we start the procedure with an initial tolerance 0 for mixing of x t . When the tolerance is achieved, we search for a nonzero gap in the vector sort(x tþ1 ). If a gap is found the dataset is bipartitioned based on the largest gap. In a recursive fashion, the bipartitioning procedure is then applied to both resulting partitions. On the other hand, if a gap is not found we decrease the tolerance and look for a gap after the new tolerance is attained. A cluster is formed if the procedure cannot find a gap using either a maximum number of iterations t max or a minimum tolerance min . This algorithm is Algorithm 3 (RAM -Implemented). 
until jy tþ1 À y t j 10: Sortðx tþ1 Þ; find the largest gap using Equation (13 
Connection to Normalized Cuts
Shi and Malik proposed a graph partitioning criteria known as normalized cut (NCut) [1] . A k-way NCut is defined as
3. To our knowledge, Simon and Ando were the first to identify and analyze mixing time properties of dynamic processes over stochastic matrices.
where cutðA; BÞ ¼ P i2A;j2B w ij and aðAÞ ¼ P i2A;j2V w ij : They showed that minimizing the 2-way normalized cut to obtain a bipartition of the graph is equal to minimizing the following Rayleigh quotient
where D is the (diagonal) degree matrix. The vector y of length n satisfies y T D1 ¼ 0 and y i 2 f1; Àbg with b some constant in ð0; 1Þ: This problem is NP-Hard [40] and is approximated by relaxing y to take on real values. This approximation leads to solving the generalized eigenvalue problem ðD À W Þy ¼ Dy for the second smallest eigenvalue also known as the Fiedler value. Since D is invertible the generalized eigenvalue problem is equivalent to solving ðI À D À1 W Þy ¼ y: Thus, minimizing a 2-way NCut is approximated by finding the second smallest eigenvector of I À D À1 W . The solution for 2-way NCut is generalized to kway NCut by finding the k eigenvectors corresponding to the k smallest eigenvalues of ðD À W Þy ¼ Dy. The eigenvectors are then discretized to obtain the characteristic vector x x j for each cluster j as defined in (7).
In this paper, we are working with what is essentially a linear combination of the eigenvectors of D À1 W whereas Shi and Malik [1] work with the eigenvectors of I À D À1 W . Observe that the eigenvectors of both these systems are the same, however the eigenvalues are translated by 1. Shi and Malik [1] use the first k eigenvectors corresponding to the k smallest eigenvalues to find k clusters in a dataset. On the other hand, our method works recursively, it divides the dataset into just two partitions at a time needing only the first two eigenvectors. After sufficient iterations of the mixing process (3), the higher terms in the linear combination effectively vanish and we are left with the first two terms corresponding to the first two eigenvectors as shown in the preceding theorems which is used to bipartition the dataset.
In the Simulation section, we provide direct comparisons of the performance of our Algorithm 3 to Shi and Malik's NCut algorithm. For these comparative studies, we use the code available at Shi's website. 4 
Time Complexity
In this section we provide some intuition regarding the time complexity of the recursive Algorithm 3. Since the clusters can have any size and data can split in several ways at each bipartition, we use a simple scenario for bipartitions and make some assumptions on the size of the clusters to simplify the discussion. We assume that, at each non-base recursive call, the data is bi-partitioned into two equally sized partitions. We also assume that n ¼ 2 j for j ! 1, and that all clusters are of equal size i.e., each cluster has n=k points. We further assume that k ¼ 2 ' for ' ! 1. In each recursive call, the algorithm performs a maximum of t max sparse matrix-vector multiplications which require Oð nt max Þ operations, where n is the number of nonzero entries in the matrix M. It also makes two more recursive calls and sorts n numbers except for the base case. Thus each non-base call takes Oð nt max Þ þ Oðn log nÞ operations, where Oðn log nÞ is the complexity of sorting n numbers. Let T ðn; k; t max Þ be the time required to find k clusters in a dataset of size n by Algorithm 3, then we have
. .
where c is a constant and we have used the fact that P ' s¼0 1=2 s 2 and P ' s¼0 s=2 s 2.
SIMULATION RESULTS
We begin with a toy example to illustrate the mechanics of Algorithm 3. Suppose that we have the following normalized similarity matrix for a dataset with three clusters. The intra-cluster similarities of the three clusters are represented by red, green and blue colors. The first call to the RAM procedure in Algorithm 3 starts by picking 10 points uniformly at random from ½0; 100. The stopping criterion is met after 27 iterations giving us the vector (15) . A bipartition of the dataset based on the gap criteria separates the blue cluster from the other two clusters, resulting in x 27 after 27 iterations. 
The recursive call on the red and green clusters, then makes two further calls to the RAM procedure, one on the red and one on the green cluster. These two calls do not find a bipartition in the data and exit from the recursion identifying red and green clusters.
In the following sections, we demonstrate the efficiency of the proposed algorithm on a variety of synthetic and real datasets. In particular, we show that Algorithm 3 can identify clusters of complex shapes and varying sizes in Section 5.2 and compare its accuracy with the Shi-Malik algorithm [1] . We have used the p-neighbor similarity measure to construct the similarity graphs for all the experiments. In Section 5.3, we illustrate the scalability and speed of Algorithm 3 by applying it to large-scale stochastic block models. We show in Section 5.4 that the accuracy of the power iteration method (PIM) [32] degrades as the number of clusters increases in a dataset. In Section 5.5, we run Algorithm 3 on two real datasets and compare its accuracy and speed with the Shi-Malik algorithm, fast approximate spectral clustering (FASC) [30] , Nystrom method [28] and the power iteration method [32] . Finally we test our algorithm on datasets with heterogeneous degrees in Section 5.6. All algorithms are implemented in MATLAB 8.4.0 and experiments are conducted on a machine with Intel Core i7-6700K 4.00 GHz CPU and 32 GB memory. In comparing to other algorithms, we have used the source code from authors' websites for the Shi-Malik and PIM algorithms. We coded FASC and Nystrom method ourselves since code for these algorithms is not available on authors' websites. Our implementation of Nystrom method is similar to that in [31] .
Performance Evaluation
We use mutual information as a measure of algorithm performance. Mutual information is a symmetric measure used to quantify the information shared between two distributions. It is widely used as a measure to evaluate the shared information between two clusterings. Let V denote the cluster labels and V 0 be the clustering obtained by an algorithm. Their mutual information is defined as follows: 
For ease of interpretation, we use normalized mutual information defined as:
where HðVÞ is the entropy of V given by:
It is easy to see that 0 NMIðV; V 0 Þ 1. NMI is 1 when the two clusterings are identical and 0 when the clusterings are independent. We present NMI as a percentage later in our simulations as we use it measure accuracy of a clustering.
Synthetic Datasets
Four two-dimensional synthetic datasets have been used to compare Algorithm 3 to demonstrate the accuracy of our algorithm. The details of the datasets are given in Appendix A, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/ TNSE.2018.2821598. Table 1 shows the results of applying the RAM algorithm. These results depict that our recursive implementation is very accurate in identifying clusters of various shapes and different sizes, similar to traditional spectral clustering. We note that k-means type approaches typically perform poorly on these types of datasets. Small standard errors emphasize that the RAM algorithm has little dependence on the initial vector x 0 . Fig. 1 portrays the clusterings obtained by Algorithm 3 for various dataset structures.
Scalability
We apply Algorithm 3 to stochastic block model (SBM) graphs to test scalability on large datasets with many clusters. We are not aiming explicitly to address the problem of recovering planted partitions in an SBM, but instead use this model to construct arbitrarily large graphs with known partitions/clusters. The runtime of our algorithm on various SBMs is compared against the Shi-Malik algorithm [1] . In the basic form, an SBM with same size blocks (clusters) is defined by four parameters; n, the number of vertices; k, the number of blocks (clusters); p, the probability of an edge between two points in the same cluster and q, the probability of an edge between two points in different clusters. Running time of the RAM and Shi-Malik algorithms on various size SBMs is shown in Table 2 . Runtimes shown are average times for 50 different SBMs with the same parameters. Our RAM algorithm is significantly faster, and consumes less memory as compared to the Shi-Malik algorithm. Observe that for the same sized datasets when the number of clusters is increased RAM performs faster while Shi-Malik algorithm slows down. This performance difference results because in a small cluster each point mixes with fewer points, as compared to in a large cluster, resulting in fast mixing. On the contrary, the Shi-Malik algorithm needs to calculate more eigenvectors as the number of clusters increases, resulting in a rise in the runtime. For each model, both algorithms recover all the clusters exactly in each run. We used p ¼ 0:5 and q ¼ 0:01 for all the models. Each node shares roughly pn=k edges within the cluster and qðn À n=kÞ edges across the cluster. For example with n ¼ 30; 000 and k ¼ 10, a node shares edges with approximately 1500 nodes in its cluster and 270 nodes in other clusters. Total edges in this graph are roughly 0:5ð1770 Â 30; 000Þ ¼ 26:55 million. We also show the ability of the algorithm to recover correct clusters as we increase the number of edges across clusters. Fig. 2 shows the number of simulations where RAM recovered correct clusters in 50 different SBMs while varying q, the probability of placing an edge between two nodes in different clusters.
Comparison with Power Iteration Method
In this section, we demonstrate that our algorithm outperforms the power iteration method (PIM) [32] in accuracy. PIM's accuracy degrades as the number of clusters is increased in a dataset. Note that in [32] datasets with only top to bottom. NCut shows the average normalized cut defined in Equation (14) over 50 simulations with standard error. NMI is the mean normalized mutual information in 50 runs with standard error. Runtime shows the average computation time of a simulation. The time shown is averaged over 50 simulations on different SBMs. All partitions are exactly recovered. a few clusters (at most 4) are used. We compare our algorithm with PIM on stochastic block models with 15,000 nodes and p ¼ 0:5. By varying the number of clusters k, in Fig. 3 we show that PIM's accuracy degrades as we increase the number of clusters. On the other hand, our RAM algorithm consistently recovers the correct clusters. The results in Fig. 3 with NMI averaged over 10 runs. We note that for the same datasets PIM has smaller runtime than RAM as shown in Fig. 4 . This is in line with our observation that these algorithms achieve smaller runtime at the expense of accuracy.
Real Datasets
We empirically compare the accuracy and speed of our RAM algorithm with the Shi-Malik algorithm [1] , fast approximate spectral clustering [30] , Nystrom method [28] and power iteration method (PIM) [32] on two real datasets. The USPS dataset has 7291 instances and the length of the feature vector is 256 [43] . It has a total of 10 clusters. The COIL20 dataset consists of 1140 examples and has 1024 features with 20 clusters [44] . We use a p-nearest neighbor graph to construct the similarity matrix. For both datasets we use p ¼ 4. 0 is set to 10 À4 and 10 À2 for USPS and COIL20 datasets respectively. We compare normalized mutual information and computation time of the RAM algorithm with other algorithms in Table 3 . As demonstrated earlier the RAM algorithm has the same accuracy as the ShiMalik algorithm [1] . Our algorithm does not sacrifice accuracy as opposed to FASC, Nystrom method and PIM which also claim to improve the speed of spectral clustering. We note that the Shi-Malik algorithm performs faster than all other algorithms on smaller datasets. However its runtime degrades with the size of the dataset as discussed in Section 5.3. For large datasets RAM is faster than both FASC and Nystrom and does not compromise on the accuracy.
Heterogeneous Datasets
In this section, we use datasets generated by benchmark graphs [45] to test the performance of our RAM algorithm on datasets with heterogeneous degree and cluster size. The degree of the nodes and the cluster size in these graphs follow power law distributions with exponent values of k denotes the number of clusters. For each k, 50 runs are conducted on randomly chosen clusters (except for k ¼ 10 for USPS and k ¼ 20 for COIL20). Shi-Malik represents the Shi-Malik algorithm [1] . FASC is the KASP algorithm as defined in [30] . FASC 1 and 2 are implemented with 10 and 5 percent representative points respectively. Nystrom 1 and 2 are approximations of Shi-Malik algorithm as defined in [28] with the random samples of 50 and 20 percent respectively. PIM is the power iteration method defined in [32] .
2 and 1 respectively. The number of nodes in each graph is set to 15,000. Each node shares a fraction 1 À h edges within the cluster and a fraction h edges with nodes in other clusters. We generate graphs corresponding to three values of average degree, d ¼ 40; 70; 100. A node can have a maximum degree of 150 whereas the sizes of clusters vary from 200 to 1000. In Fig. 7 , we plot the performance of our algorithm as a function of h, the fraction of neighbors of a node in other clusters. We can conclude from the figure that our algorithm gives decent results on heterogeneous data in general. However, there are other methods which might perform better on heterogeneous data; see [46] and the references therein.
Image Segmentation
We also test our RAM algorithm against the Shi-Malik algorithm [1] on image segmentation datasets for some standard images. We show that our algorithm performs significantly better than the Shi-Malik algorithm when the number of segments is large. We follow the feature selection of Shi and Malik [1] . In particular, the Shi-Malik algorithm fails to detect big segments and thus divides them into smaller sub-segments. On the other hand RAM can detect segments of varying sizes correctly. The resulting segmentations are shown in Fig. 5 .
Parameter Selection
The algorithm proposed in this paper requires only one parameter 0 . To tune this parameter, we start with some initial value of 0 typically 10 and monitor the number of clusters produced by the RAM algorithm. We then decrease 0 by a constant factor (generally 10) and observe the number of clusters detected by the RAM algorithm. We stop when two consecutive iterations (with decreasing 0 ) result in the same number of clusters and choose 0 corresponding to earlier of these iterations. Fig. 6 exhibits this procedure for synthetic datasets. If we already know the number of clusters k in the dataset, then the value 0 is chosen corresponding to the value of k.
CONCLUSIONS
We have proposed a fast clustering algorithm based on a mixing process, which does not explicitly compute the eigenvectors of a similarity matrix but maintains many of the advantages of spectral clustering. Our algorithm alternatively finds what is essentially an eigenvalue weighted linear combination of eigenvectors of the normalized similarity matrix. Our algorithm is simple to implement and computationally efficient. We have demonstrated the scalability and accuracy of the RAM algorithm by implementing it on large stochastic block models with tens of thousands of nodes and hundreds of millions of edges. We have also shown that our RAM algorithm has the same accuracy as the Shi-Malik algorithm [1] . Thus our algorithm does not compromise on accuracy to achieve faster speed unlike other algorithms which claim to accelerate spectral clustering such as fast approximate spectral clustering [30] , Nystrom method [28] and power iteration method [32] . " For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
