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Summary
The first super-convergent hybridisable discontinuous Galerkin (HDG) method for
linear elastic problems capable of using the same degree of approximation for both
the primal and mixed variables is presented. The key feature of the method is the
strong imposition of the symmetry of the stress tensor by means of the well-known
and extensively used Voigt notation, circumventing the use of complex mathemati-
cal concepts to enforce the symmetry of the stress tensor either weakly or strongly. A
novel procedure to construct element-by-element a super-convergent post-processed
displacement is proposed. Contrary to other HDG formulations, the methodology
proposed here is able to produce a super-convergent displacement field for low order
approximations. The resulting method is robust and locking-free in the nearly incom-
pressible limit. An extensive set of numerical examples is utilised to provide evidence
of the optimality of the method and its super-convergent properties in two and three
dimensions and for different element types.
KEYWORDS:
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1 INTRODUCTION
The numerical approximation of the linear elasticity equation presents several difficulties as highlighted by the extensive litera-
ture available on the topic (cf. e.g.1,2). In particular, locking phenomena in nearly incompressible and incompressible materials,
construction of stable pairs of finite elements and strong enforcement of the symmetry of the stress tensor in mixed formulations,
accurate computation of the stresses (classically recovered from the displacement field via numerical differentiation) and post-
process procedures to improve the quality of the approximate displacement fields are some of the subjects that have attracted
the attention of the scientific community over the last 40 years.
It is well-known that an accurate approximation of the linear elastic problem for nearly incompressible materials requires the
discrete space in which the solution is sought to be rich enough to describe nontrivial divergence-free vector fields. Within this
context, the primal formulation where the displacement field is the sole unknown fails to provide a locking-free approximation
using low-order conforming Lagrangian finite element functions. In fact, Brenner and Sung3 proposed a possible remedy by
means of the nonconforming Crouzeix-Raviart element4. In order to circumvent this issue, two main approaches have been
proposed in the literature. On the one hand, mixed formulations in which both the displacement field and the stress tensor act as
unknowns of a saddle point problem5. On the other hand, discontinuous Galerkin (DG) discretisations in which the approximate
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displacement field is sought in a bigger space and the variational formulation of the problem is modified to account for the jumps
of the discrete displacement field across the element interfaces6,7.
Starting from the seminal paper by Reissner5, mixed variational formulations of the linear elasticity equation have known
a great success in the scientific community. The solution of the resulting saddle point problem provides an approximation of
both the displacement field and the stress tensor that is not retrieved as a post-processed quantity (with a consequent loss of
precision) as in the primal formulation8. A major drawback of the mixed formulation lies in the difficulty of constructing a
pair of finite element spaces that fulfil the requirements of Brezzi’s theory9 to guarantee the stability of the method. More pre-
cisely, concurrently imposing the balance of momentum by seeking a stress tensor in 퐻(div) (i.e. a square-integrable tensor
with square-integrable row-wise divergence) and the balance of angular momentum by enforcing its symmetry proved to be an
extremely difficult task10. Stemming from the pioneering work by Fraejis de Veubeke11, a first approach discussed in the litera-
ture relies on maintaining the퐻(div)-conformity of the stress tensor while its symmetry is relaxed (cf. e.g.12,13,14). Among the
most successful approaches, the so-called PEERS element by Arnold, Brezzi and Douglas Jr.15 introduced a Lagrange multi-
plier as extra variable to account for the symmetry constraint, see also16,17,18,19,20,21. In 2002, the first stable pair of finite element
spaces for the discretisation of the mixed formulation of the linear elasticity equation with퐻(div)-conforming strongly enforced
symmetric stress tensor in two dimensions was proposed by Arnold and Winther22. The corresponding three dimensional case
is discussed in23,24. Nevertheless, the construction of these finite element pairs is based on nontrivial techniques of exterior cal-
culus25 and results in a large number of degrees of freedom per element (the lowest-order approximation of the stress tensor
features 24 degrees of freedom on a triangle and 162 on a tetrahedron) making their application to complex problems unfeasible.
More recently, an alternative mixed formulation featuring a tangential-continuous displacement field and a normal-normal con-
tinuous symmetric stress tensor has been proposed by Pechstein and Schöberl26. For a detailed discussion on mixed methods,
the interested reader is referred to27.
An alternative approach to the discretisation of the linear elastic problem focuses on relaxing the 퐻(div)-conformity of the
stress tensor while strongly enforcing its pointwise symmetry. This results in nonconforming discretisations (cf. e.g.28,29,30).
Moreover, owing to the fact that these methods use polynomial basis functions but no degrees of freedom is located in the ver-
tices of the elements, Gopalakrishnan and Guzmán31 show that the resulting nonconforming approximation may be efficiently
implemented via hybridisation. Nevertheless, the convergence rate of the stress tensor is sub-optimal when using this noncon-
forming discretisation. Among nonconforming discretisations, the DG method has experienced a great success in recent years.
The interest in DG methods for the linear elastic problem is motivated by their high-order convergence properties and their flex-
ibility in performing local ℎ- and 푝-adaptivity. Beside the aforementioned works by Hansbo and Larson6,7, see also32,33. The
ability of DGmethods to efficiently construct a locking-free approximation in nearly incompressible materials has been recently
analysed in34 also for the case of heterogeneous media. In35, a discontinuous Petrov-Galerkin (DPG) formulation is proposed
to simultaneously approximate the displacement field and the symmetric stress tensor and is shown to be ℎ푝-optimal.
More recently, novel discretisation techniques inspired by the previously discussed ones have been proposed. The local
discontinuous Galerkin (LDG) method36 is based on a mixed discontinuous Galerkin formulation and provides an exactly
incompressible approximation of the displacement field, that is a displacement field which is normal-continuous across inter-
element boundaries and pointwise incompressible inside each element. The method converges optimally for the displacement
field whereas the strain tensor and the pressure results are sub-optimal by one order. Moreover, contrary to the framework dis-
cussed by Gopalakrishnan and Guzmán31, the method cannot be hybridised, thus resulting in a considerable number of degrees
of freedom for high-order approximations. Stemming from the work on LDG, Cockburn and co-workers have proposed the
hybridisable discontinuous Galerkin (HDG) method whose analysis for the linear elasticity equation is available in37,38. HDG
is based on a mixed discontinuous Galerkin formulation with hybridisation and provides an optimally convergent displacement
field with order 푘+1whereas the strain and stress tensor converge sub-optimally with order 푘+1∕2. The optimal approximation
of the stress tensor may be retrieved by adding matrix bubble functions to the discrete space as discussed in39. The alternative
HDG formulation by Qiu et al.40 exploits polynomials of different degrees for the approximation of the displacement field (order
푘 + 1), its trace (order 푘) and the strain tensor (order 푘). By introducing a modified definition of the numerical trace, optimal
convergence of order 푘 + 1 for all the unknowns is retrieved.
In41, Di Pietro and Ern discuss the hybrid high-order (HHO) method which features a nonconforming discretisation based
on a pure displacement formulation of the linear elastic problem. The method leads to a locking-free displacement field and a
strongly symmetric strain tensor, both converging with optimal order. Similarly to the hybridisation in HDG, the definition of
the unknowns on the faces reduces the computational cost associated with the solution of the problem, making HHO suitable for
high-order approximations. It is worth noting that in42, Cockburn, Di Pietro and Ern re-interpreted the HHO method for scalar
Ruben Sevilla, Matteo Giacomini, Alexandros Karkoulias and Antonio Huerta 3
diffusion problems within the HDG framework originally discussed in the seminal contribution43. In a similar fashion, HHO
for linear elastic problems41 is a close relative of the HDG method by Cockburn and co-workers37,38 and, consequently, to the
HDG formulation based on Voigt notation discussed in the present work. Nonetheless, as the authors remark, HHO differs from
HDG in the choice of a novel set of local discretisation spaces and in the definition of the numerical trace of the flux. On the
contrary, the present work maintains the classical HDG mixed formulation with the corresponding numerical trace of the flux
proposed in37,38 and reduces the space of the mixed variable to vector-valued functions accounting solely for the non-redundant
terms owing to Voigt notation.
Eventually, other high-order formulations based on a description of the displacement field by means of a hybrid variable and
a strong enforcement of the symmetry of the stress tensor have been discussed in the literature44,45,46. For a comprehensive pre-
sentation of the dual hybrid approaches known as equilibrium formulations, the interested reader is referred to the monograph47.
Inspired by the works of Arnold and Brezzi48 and Stenberg18 on mixed methods, Cockburn and co-workers have investigated
several procedures to construct a super-convergent post-processed solution by exploiting both the optimally convergent pri-
mal and mixed variables. Nevertheless, as shown in37, the case of linear elasticity experiences a sub-optimal convergence of
the strain tensor and consequently a loss of super-convergence for the post-processed displacement field. A great effort within
the HDG community is currently devoted to investigating techniques to remedy this issue and retrieve the super-convergence
of the post-processed variable even for low-order approximations (i.e. 푘 = 1, 2). More precisely, Cockburn and co-workers
have recently introduced the concept of 푴-decomposition49,50 to construct discrete spaces suitable to retrieve the aforemen-
tioned super-convergence property. This elegant theory guarantees that an HDG approximation for which the local space admits
an푴-decomposition provides a locking-free approximate displacement field, an optimally convergent approximate stress ten-
sor and a super-convergent post-processed displacement field obtained via an element-by-element procedure. Nevertheless, the
construction of such spaces is nontrivial and their implementation in existing HDG library is not straightforward.
This work proposes an extremely simple alternative to remedy the loss of optimality of the mixed variable in the HDG
formulation of the linear elastic problem for 푘 ≥ 1 by strongly enforcing its symmetry with classical nodal-based discrete
interpolation spaces. Special attention is given to low-order approximations, namely linear and quadratic polynomials, which
especially tend to experience sub-optimal behaviour using the classical HDG formulation. First, the Voigt notation for symmetric
tensors is recalled and the linear elasticity equation is rewritten strongly enforcing the symmetry of stress tensor (Section 2). In
Section 3, the HDG framework discussed by Soon et al. in37 is considered and discrete spaces featuring equal order interpolation
for all the variables are employed. By exploiting the retrieved optimal convergence rate of order 푘+1 of the mixed variable (i.e.
the stress tensor) a novel procedure to derive a super-convergent post-processed displacement field is introduced (Section 4).
The displacement field being identified up to rigid motions (three in 2D and six in 3D), an additional set of constraints is required
for the displacement field to be unique and different solutions are discussed. Extensive numerical tests in both two and three
dimensions are presented in Section 5 to validate the convergence rates of the primal, mixed and post-processed variables, using
different types of elements commonly implemented in commercial finite element solvers. Special attention is given to the nearly
incompressible limit case in which the novel formulation confirms to be locking-free and the optimal convergence rates are
preserved. Section 6 summarises the discussed results whereas the implementation details are provided in Appendix A.
2 PROBLEM STATEMENT
In this section, the governing equations that describe the mechanical behaviour of a deformable solid within the infinitesimal
strain theory are introduced and the corresponding formulation using the Voigt notation for symmetric tensors is recalled. For
a complete introduction to this subject, the interested reader is referred to51,52,53.
2.1 Strong form of the linear elastic problem
LetΩ ⊂ ℝnsd be an open bounded domain in nsd spatial dimensions with boundary 휕Ω = Γ퐷∪Γ푁 , Γ퐷∩Γ푁 = ∅ and Γ퐷 featuring
positive (nsd − 1)-dimensional Hausdorff measure. The mechanical behaviour of a deformable solid Ω within the infinitesimal
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strain theory is the described by ⎧⎪⎪⎨⎪⎪⎩
−훁 ⋅ 흈 = 풇 in Ω,
흈 = 흈푇 in Ω,
풖 = 풖퐷 on Γ퐷,
풏 ⋅ 흈 = 품 on Γ푁 ,
(1)
where 풖 is the displacement field and 흈 is the Cauchy stress tensor. The elastic structure Ω under analysis is thus subject to a
volume force 풇 , a tension 품 on the surface Γ푁 and an imposed displacement 풖퐷 on Γ퐷.
Equation (1) is the strong form of the linear elastic problem and states two conservation laws, namely the balance ofmomentum
and the balance of angular momentum. Remark that the latter implies the symmetry of the stress tensor, that is 흈 belongs to the
space 핊nsd of nsd × nsd symmetric matrices. The full set of equations is closed by a material law that describes the relationship
among the variables at play and depends on the type of solid under analysis. In particular, a linear elastic material is considered.
Within this context, the so-called Hooke’s law establishes a linear dependency between the stress tensor 흈 and the linearised
strain tensor 휺(풖) ∶= (훁풖 + 훁풖푇 ) ∕2 via the fourth-order tensor 퐴 ∶ Ω → 핊nsd known as the elasticity tensor. In this work,
only homogeneous isotropic materials are considered, whence the elasticity tensor 퐴 depends neither on the spatial coordinate
풙 nor on the direction of the main strains. The mechanical properties of a linear elastic homogeneous isotropic material are
determined by the pair (퐸, 휈), respectively known as Young’s modulus and Poisson’s ratio (cf. e.g.52). Within the range of
physically admissible values of these constants (i.e. 휈 ∈ (−1, 0.5)), the relationship between the stress tensor and the linearised
strain tensor reads
흈 = 퐴휺(풖) = 퐸
1 + 휈
휺(풖) + 퐸휈
(1 + 휈)(1 − 2휈)
tr(휺(풖))퐈nsd , (2)
where 퐈nsd is the nsd × nsd identity matrix and tr(⋅) ∶= ⋅ ∶ 퐈nsd is the trace operator, being ∶ the Frobenius product, also knownas double contraction. For the purpose of the current work, only nonauxetic materials are considered, that is the Poisson’s ratio
휈 is assumed to be nonnegative.
By plugging (2) into (1), the stress tensor may be expressed in terms of the displacement field and the pure displacement
formulation of the linear elastic problem is retrieved:⎧⎪⎨⎪⎩
−훁 ⋅ (퐴휺(풖)) = 풇 in Ω,
풖 = 풖퐷 on Γ퐷,
풏 ⋅ (퐴휺(풖)) = 품 on Γ푁 .
(3)
Remark 1. The elasticity tensor exists and is invertible as long as 휈 < 0.5. It is straightforward to observe that when 휈 → 0.5,
the divergence of the displacement field in (2) has to vanish, that is, the material under analysis is incompressible.
This case cannot be properly handled by the pure displacement formulation since the elasticity tensor deteriorates and 퐴
fails to exist in the incompressible limit, thus preventing the stress tensor to be expressed in terms of the displacement field. A
possible remedy is represented by mixed formulations in which both the displacement field and the stress tensor act as unknown
of the problem. The associated first-order problem is thus obtained by considering the following system of equations:⎧⎪⎪⎪⎨⎪⎪⎪⎩
−훁 ⋅ 흈 = 풇 in Ω,
흈 = 흈푇 in Ω,
흈 = 퐴휺(풖) in Ω,
풖 = 풖퐷 on Γ퐷,
풏 ⋅ 흈 = 품 on Γ푁 .
(4)
2.2 Strong enforcement of the symmetry of the stress tensor
Consider the classical theory of linear elasticity54. Let 풖 ∶= [푢푖]푇 ∈ ℝnsd , 푖 = 1,… , nsd be the vector field describing
the displacement. The strain tensor may be divided into its diagonal components (namely, the extensional strains 휀푖푖) and its
off-diagonal terms 훾푖푗 known as shear strains
휀푖푖 ∶=
휕푢푖
휕푥푖
, 훾푖푗 ∶=
휕푢푖
휕푥푗
+
휕푢푗
휕푥푖
, for 푖, 푗 = 1,… , nsd. (5)
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Owing to its symmetry, only three components in 2D (two extensional and one shear strains) and six components in 3D (three
extensional and three shear strains) need to be stored. More precisely, according to the so-called Voigt notation, the components
of the strain may be arranged as a column vector in ℝmsd as follows:
휺V ∶=
{[
휀11, 휀22, 훾12
]푇 in 2D,[
휀11, 휀22, 휀33, 훾12, 훾13, 훾23
]푇 in 3D, (6)
where msd = nsd(nsd + 1)∕2. Here the components are ordered following the rationale proposed by Fish and Belytschko54.
Remark 2. The linearised strain tensor 휺(풖) ∈ 핊nsd differs from its Voigt counterpart 휺V ∈ ℝmsd by a factor 1∕2 in the shear
components, that is:
휺(풖) ∶=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
[
휀11 훾12∕2
훾12∕2 휀22
]
in 2D,
⎡⎢⎢⎢⎣
휀11 훾12∕2 훾13∕2
훾12∕2 휀22 훾23∕2
훾13∕2 훾23∕2 휀33
⎤⎥⎥⎥⎦ in 3D.
(7)
Following the framework described by Fish and Belytschko in54, the matrix 훁S ∈ ℝmsd×nsd accounting for the symmetric
gradient operator is introduced:
훁S ∶=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
[
휕∕휕푥1 0 휕∕휕푥2
0 휕∕휕푥2 휕∕휕푥1
]푇
in 2D,
⎡⎢⎢⎢⎣
휕∕휕푥1 0 0 휕∕휕푥2 휕∕휕푥3 0
0 휕∕휕푥2 0 휕∕휕푥1 0 휕∕휕푥3
0 0 휕∕휕푥3 0 휕∕휕푥1 휕∕휕푥2
⎤⎥⎥⎥⎦
푇
in 3D.
(8)
Thus, the components of 휺V may be expressed in terms of the displacements 풖 by means of a single matrix equation 휺V = 훁S풖.
In a similar fashion, within the stress tensor 흈 two normal components 휎푖푖 and one shear component 휏푖푗 in 2D (respectively,
three and three in 3D) may be identified owing to the symmetry arising form the balance of angular momentum (cf. equation (4)).
Thus, according to Voigt notation, the stress tensor may be written as the following column vector in ℝmsd :
흈V ∶=
{[
휎11, 휎22, 휏12
]푇 in 2D,[
휎11, 휎22, 휎33, 휏12, 휏13, 휏23
]푇 in 3D. (9)
2.3 The linear elastic problem using Voigt notation
In this section, the previously introduced Voigt notation is exploited to rewrite the linear elastic problem (4) by strongly enforcing
the symmetry of the stress tensor. The second equation in (4) is thus verified in a straightforward manner. The balance of
momentummay be rewritten as amatrix equation by exploiting the notation introduced in (8) for the symmetric gradient operator:
−훁푇
S
흈V = 풇 . (10)
Moreover, the constitutive equation (2) may be expressed as 흈V = 퐃휺V, where 퐃 is an msd × msd symmetric positive definite
matrix describing the generalised Hooke’s law.
Remark 3. In two dimensions, the structure of the matrix 퐃 depends on the assumption made to simplify the three dimensional
model. On the one hand, according to the plane strain model, the body is thick with respect to the plane 푥1푥2 and consequently
the extensional strain along 푥3 and the shear strains 훾푖3, 푖 = 1, 2 vanish. On the other hand, the plane stressmodel is based on the
assumption that the body is thin relative to the dimensions in the 푥1푥2 plane. Thus, no loads are applied along the 푥3 direction
and the component 휎33 of the stress tensor is assumed to vanish.
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퐃 ∶=
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
퐸
(1 + 휈)(1 − 2휈)
⎡⎢⎢⎢⎣
1 − 휈 휈 0
휈 1 − 휈 0
0 0 (1 − 2휈)∕2
⎤⎥⎥⎥⎦ in 2D (plane strain),
퐸
1 − 휈2
⎡⎢⎢⎢⎣
1 휈 0
휈 1 0
0 0 (1 − 휈)∕2
⎤⎥⎥⎥⎦ in 2D (plane stress),
퐸
(1 + 휈)(1 − 2휈)
⎡⎢⎢⎢⎢⎢⎣
1 − 휈 휈 휈
휈 1 − 휈 휈 ퟎnsd
휈 휈 1 − 휈
ퟎnsd (1 − 2휈)∕2퐈nsd
⎤⎥⎥⎥⎥⎥⎦
in 3D.
(11)
Following the same rationale discussed above, an msd × nsd matrix accounting for the normal direction to the boundary is
introduced:
퐍 ∶=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
[
푛1 0 푛2
0 푛2 푛1
]푇
in 2D,
⎡⎢⎢⎢⎣
푛1 0 0 푛2 푛3 0
0 푛2 0 푛1 0 푛3
0 0 푛3 0 푛1 푛2
⎤⎥⎥⎥⎦
푇
in 3D,
(12)
and the matrix counterpart of the traction boundary conditions is imposed on Γ푁 , that is 퐍푇흈V = 품.
Hence, the linear elastic problem (4) using Voigt notation reads as follows:⎧⎪⎪⎨⎪⎪⎩
−훁푇
S
흈V = 풇 in Ω,
흈V = 퐃휺V in Ω,
풖 = 풖퐷 on Γ퐷,
퐍푇흈V = 품 on Γ푁 .
(13)
2.4 Generalised Gauss’s and Stokes’ theorems
In order to state the variational formulation of Equation (13), a counterpart of the classical Gauss’s theorem using the Voigt
matrices introduced in the previous sections is required. The following result holds:
Lemma 1 (Generalised Gauss’s theorem). Consider a vector 풗 ∈ ℝnsd and a symmetric tensor 흇 ∈ 핊nsd whose counterpart in
Voigt notation is 흇V. It holds:
∫
휕Ω
(
퐍푇 흇V
)
⋅ 풗 푑Γ = ∫
Ω
흇V ⋅
(
훁S풗
)
푑Ω + ∫
Ω
(
훁푇
S
흇V
)
⋅ 풗 푑Ω. (14)
Proof. Rewrite each term in (14) in terms of the operators associated with the matrices introduced by the Voigt notation:
∫
휕Ω
(
퐍푇 흇V
)
⋅ 풗 푑Γ = ∫
휕Ω
(풏 ⋅ 흇) ⋅ 풗 푑Γ, (15a)
∫
Ω
흇V ⋅
(
훁S풗
)
푑Ω = ∫
Ω
흇 ∶ 휺(풗) 푑Ω, (15b)
∫
Ω
(
훁푇
S
흇V
)
⋅ 풗 푑Ω = ∫
Ω
(훁 ⋅ 흇) ⋅ 풗 푑Ω. (15c)
By summing the right hand sides of (15), the classical statement of Gauss’s theorem is retrieved and consequently (14) holds.
The aforementioned result allows to derive the formulation of the HDG method which will be discussed in Section 3. More-
over, in Section 4, a novel post-process procedure of the HDG solution which relies on a condition on the curl operator will be
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introduced. In order to properly state the aforementioned results, first consider the infinitesimal rotation of a vector field using
Voigt notation. Consider 퐑 ∈ ℝnrr×nsd , with nrr the number of rigid body rotations in the space (one in 2D and three in 3D).
Within this rationale, curl(풖) ∶= 훁 × 풖 may be written as the matrix equation curlV(풖) = 퐑풖, where
퐑 ∶=
⎧⎪⎪⎨⎪⎪⎩
[
−휕∕휕푥2, 휕∕휕푥1
] in 2D,⎡⎢⎢⎢⎣
0 −휕∕휕푥3 휕∕휕푥2
휕∕휕푥3 0 −휕∕휕푥1
−휕∕휕푥2 휕∕휕푥1 0
⎤⎥⎥⎥⎦ in 3D.
(16)
Remark 4. Recall that the curl of a vector field 풗 ∈ ℝ2 exists solely as a scalar quantity, namely
훁 × 풗 =
휕푣2
휕푥1
−
휕푣1
휕푥2
. (17)
Nevertheless, by embedding 풗 inℝ3 and setting its third component equal to zero, the curlmay be interpreted as a vector pointing
entirely in the direction 푥3 with magnitude given by 퐑풗, that is, the value on the right hand side of Equation (17).
Moreover, consider the following matrix 퐓 ∈ ℝnrr×nsd describing the tangent direction to the boundary of Ω ⊂ ℝnsd , that is a
tangent line in 2D and a tangent surface in 3D:
퐓 ∶=
⎧⎪⎪⎨⎪⎪⎩
[
−푛2, 푛1
] in 2D,⎡⎢⎢⎢⎣
0 −푛3 푛2
푛3 0 −푛1
−푛2 푛1 0
⎤⎥⎥⎥⎦ in 3D.
(18)
As previously done for the Gauss’s theorem, a generalised Stokes’ theorem using the Voigt matrices is stated:
Lemma 2 (Generalised Stokes’ theorem). Consider a vector 풗 ∈ ℝnsd . It holds:
∫
Ω
퐑풗 푑Ω = ∫
휕Ω
퐓풗 푑Γ. (19)
Proof. Following the same rationale used in Lemma 1, each term in (19) may be rewritten as follows:
∫
Ω
퐑풗 푑Ω = ∫
Ω
훁 × 풗 푑Ω, (20a)
∫
휕Ω
퐓풗 푑Γ = ∫
휕Ω
풗 ⋅ 풕 푑Γ, (20b)
where 풕 is the tangential direction to the boundary 휕Ω. By plugging (20) into (19), the classical statement of Stokes’ theorem is
retrieved and consequently (19) holds.
3 HYBRIDISABLE DISCONTINUOUS GALERKIN FORMULATION
Consider a partition of the domain Ω in nel disjoint subdomains Ω푒 with boundaries 휕Ω푒. The internal interface Γ is defined as
Γ ∶=
[
nel⋃
푒=1
휕Ω푒
]
⧵ 휕Ω. (21)
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The second-order elliptic problem of Equation (13) can be written in mixed form, in the so-called broken computational
domain, as a system of first-order equations, namely⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
푳 + 퐃1∕2훁S풖 = ퟎ in Ω푒, and for 푒 = 1,… , nel,
훁푇
S
퐃1∕2푳 = 풇 in Ω푒, and for 푒 = 1,… , nel,
풖 = 풖퐷 on Γ퐷,
퐍푇퐃1∕2푳 = −품 on Γ푁 ,J풖⊗ 풏K = ퟎ on Γ,J퐍푇퐃1∕2푳K = ퟎ on Γ,
(22)
where J⋅K denotes the jump operator, defined along each portion of the interface according to55 as the sum of the values from
the element on the right and left, say Ω푒 and Ω푙: J⊙K = ⊙푒 +⊙푙. (23)
Therefore, the last two equations in (22) enforce the continuity of respectively the primal variable - i.e. the displacement field -
and the normal trace of the stress across the interface Γ.
3.1 Strong form of the local and global problems
The HDG formulation solves the problem of Equation (22) in two stages43,56,57,58,59,60. First a local pure Dirichlet problem is
defined to compute (푳푒, 풖푒) element-by-element in terms of the unknown hybrid variable 풖̂, namely⎧⎪⎪⎨⎪⎪⎩
푳푒 + 퐃1∕2훁S풖푒 = ퟎ in Ω푒
훁푇
S
퐃1∕2푳푒 = 풇 in Ω푒
풖푒 = 풖퐷 on 휕Ω푒 ∩ Γ퐷,
풖푒 = 풖̂ on 휕Ω푒 ⧵ Γ퐷,
(24)
for 푒 = 1,… , nel.
Second, the global problem is defined to determine the hybrid variable (i.e. the trace of the displacement field on the mesh
skeleton Γ ∪ Γ푁 ), namely ⎧⎪⎨⎪⎩
J풖⊗ 풏K = ퟎ on Γ,J퐍푇퐃1∕2푳K = ퟎ on Γ,
퐍푇퐃1∕2푳 = −품 on Γ푁 .
(25)
As usual in an HDG context, the first equation in (25) is automatically satisfied due to the unique definition of the hybrid variable
풖̂ on each face and the Dirichlet boundary condition 풖푒 = 풖̂ imposed in the local problems.
3.2 Weak form of the local and global problems
Following the notation in61, the discrete functional spaces
ℎ(Ω) ∶= {푣 ∈ 2(Ω) ∶ 푣|Ω푒 ∈ 푘(Ω푒) ∀Ω푒 , 푒 = 1,… , nel} , (26a)̂ℎ(푆) ∶= {푣̂ ∈ 2(푆) ∶ 푣̂|Γ푖 ∈ 푘(Γ푖) ∀Γ푖 ⊂ 푆 ⊆ Γ ∪ 휕Ω} , (26b)
are introduced, where 푘(Ω푒) and 푘(Γ푖) are the spaces of polynomial functions of complete degree at most 푘 in Ω푒 and on Γ푖
respectively. In addition, the classical internal products of vector functions in 2(Ω푒) and 2(Γ푖)
(풑, 풒)Ω푒 ∶= ∫
Ω푒
풑 ⋅ 풒 푑Ω, ⟨풑̂, 풒̂⟩휕Ω푒 ∶= ∑
Γ푖⊂휕Ω푒
∫
Γ푖
풑̂ ⋅ 풒̂ 푑Γ (27)
are considered.
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For each elementΩ푒, 푒 = 1,… , nel, the discrete weak formulation of (24) reads as follows: given 풖퐷 on Γ퐷 and 풖̂ on Γ∪Γ푁 ,
find (푳ℎ푒 , 풖ℎ푒 ) ∈ [ℎ(Ω푒)]msd × [ℎ(Ω푒)]nsd that satisfies
− (풗,푳ℎ푒 )Ω푒 + (훁
푇
S
퐃1∕2풗, 풖ℎ푒 )Ω푒 = ⟨퐍푇푒 퐃1∕2풗, 풖퐷⟩휕Ω푒∩Γ퐷 + ⟨퐍푇푒 퐃1∕2풗, 풖̂ℎ⟩휕Ω푒⧵Γ퐷 , (28a)
− (훁S풘,퐃1∕2푳ℎ푒 )Ω푒 + ⟨풘,퐍푇푒 퐃̂1∕2푳ℎ푒 ⟩휕Ω푒 = (풘,풇 )Ω푒 , (28b)
for all (풗,풘) ∈ [ℎ(Ω푒)]msd × [ℎ(Ω푒)]nsd .
Integrating by parts Equation (28b) and introducing the following definition of the trace of the numerical stress featuring a
stabilisation parameter 흉푒
퐍푇푒 퐃̂1∕2푳
ℎ
푒 ∶=
{
퐍푇푒 퐃
1∕2푳ℎ푒 + 흉푒(풖
ℎ
푒 − 풖퐷) on 휕Ω푒 ∩ Γ퐷,
퐍푇푒 퐃
1∕2푳ℎ푒 + 흉푒(풖
ℎ
푒 − 풖̂
ℎ) elsewhere, (29)
leads to the symmetric form of the discrete weak local problem: for 푒 = 1,… , nel, given 풖퐷 on Γ퐷 and 풖̂ on Γ ∪ Γ푁 , find
(푳ℎ푒 , 풖
ℎ
푒 ) ∈ [ℎ(Ω푒)]msd × [ℎ(Ω푒)]nsd that satisfies
− (풗,푳ℎ푒 )Ω푒 + (훁
푇
S
퐃1∕2풗, 풖ℎ푒 )Ω푒 = ⟨퐍푇푒 퐃1∕2풗, 풖퐷⟩휕Ω푒∩Γ퐷 + ⟨퐍푇푒 퐃1∕2풗, 풖̂ℎ⟩휕Ω푒⧵Γ퐷 , (30a)
(풘,훁푇
S
퐃1∕2푳ℎ푒 )Ω푒 + ⟨풘, 흉푒풖ℎ푒 ⟩휕Ω푒 = (풘,풇 )Ω푒 + ⟨풘, 흉푒풖퐷⟩휕Ω푒∩Γ퐷 + ⟨풘, 흉푒풖̂ℎ⟩휕Ω푒⧵Γ퐷 , (30b)
for all (풗,풘) ∈ [ℎ(Ω푒)]msd × [ℎ(Ω푒)]nsd .
Similarly, the discrete weak form of the global problem that accounts for the transmission conditions and the Neumann
boundary condition is: find 풖̂ℎ ∈ [̂ℎ(Γ ∪ Γ푁 )]nsd such that
nel∑
푒=1
{⟨풘̂,퐍푇푒 퐃1∕2푳ℎ푒 ⟩휕Ω푒⧵Γ퐷 + ⟨풘̂, 흉푒 풖ℎ푒 ⟩휕Ω푒⧵Γ퐷 − ⟨풘̂, 흉푒 풖̂ℎ⟩휕Ω푒⧵Γ퐷} = − nel∑
푒=1
⟨풘̂, 품⟩휕Ω푒∩Γ푁 , (31)
for all 풘̂ ∈ [̂ℎ(Γ ∪ Γ푁 )]nsd .
3.3 Spatial discretisation
The discretisation of the weak form of the local problem given by Equation (30) using an isoparametric formulation for the
primal and mixed variables leads to a linear system with the following structure[
퐀퐿퐿 퐀퐿푢
퐀푇퐿푢 퐀푢푢
]
푒
{
퐋푒
퐮푒
}
=
{
퐟퐿
퐟푢
}
푒
+
[
퐀퐿푢̂
퐀푢푢̂
]
푒
퐮̂푒, (32)
for 푒 = 1,… , nel.
Similarly, using an isoparametric formulation for the hybrid variable produce the following system of equations
nel∑
푒=1
{ [
퐀푇퐿푢̂ 퐀
푇
푢푢̂
]
푒
{
퐋푒
퐮푒
}
+ [퐀푢̂푢̂]푒 퐮̂푒
}
=
nel∑
푖=푒
[퐟푢̂]푒. (33)
The expressions of the matrices and vectors appearing in Equation (32)-(33) are detailed in Appendix A.
After replacing the solution of the local problem of Equation (32) in Equation (33), the global problem becomes
퐊̂퐮̂ = 퐟̂ , (34)
with
퐊̂ =A
nel
푒=1
[
퐀푇퐿푢̂ 퐀
푇
푢푢̂
]
푒
[
퐀퐿퐿 퐀퐿푢
퐀푇퐿푢 퐀푢푢
]−1
푒
[
퐀퐿푢̂
퐀푢푢̂
]
푒
+ [퐀푢̂푢̂]푒 (35a)
and
퐟̂ =A
nel
푒=1[퐟푢̂]푒 −
[
퐀푇퐿푢̂ 퐀
푇
푢푢̂
]
푒
[
퐀퐿퐿 퐀퐿푢
퐀푇퐿푢 퐀푢푢
]−1
푒
{
퐟퐿
퐟푢
}
푒
. (35b)
3.4 A remark on the 2 convergence rates for the primal and mixed variables
Differently from the classical results for HDG43,56,57,58,59,60, the best convergence rates proved by Cockburn and co-workers for
the linear elasticity equation38 only achieve a convergence of order 푘 for the gradient of the displacement field. The convergence
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rate of both the strain and stress tensors achieves order 푘+1∕2 but remains sub-optimal with respect to the one of the displacement
field (order 푘 + 1). This issue vanishes when moving to high-order approximations in which the optimal convergence of the
gradient of the displacement field is retrieved. Nevertheless, the aforementioned limitation represents a major drawback for the
application of the classical HDG formulation using polynomials of degree less than 3.
The formulation based on Voigt notation discussed in this article outperforms the convergence rates proved in38 by always
achieving order 푘 + 1 for all the variables (cf. Section 5). The possibility of deriving a sharper a priori bound for the mixed
variable exploiting the rationale introduced by theVoigt notationwill be investigated in a futurework. In next Section, the optimal
numerical convergence of themixed variable is exploited to construct a post-processed displacement field which super-converges
with order 푘 + 2.
4 SUPER-CONVERGENT POST-PROCESS OF THE DISPLACEMENT FIELD
As previously mentioned, a known feature of the HDG method is the possibility to exploit the accuracy granted by the con-
vergence of order 푘 + 1 of the mixed variable (i.e. the stress tensor) to perform a local post-process of the primal variable and
construct element-by-element a displacement field 풖⋆ superconverging with order 푘 + 2. Nevertheless, for the linear elastic
problem under analysis the classical approach in37 shows some issues resulting in a loss of super-convergence of the post-
processed solution for low-order approximations. Following61, in this section a novel post-process procedure is discussed and
the super-convergence of 풖⋆ is retrieved.
Introduce the space ℎ⋆(Ω) of the polynomials of complete degree at most 푘 + 1 on each element Ω푒:
ℎ⋆(Ω) ∶= {푣 ∈ 2(Ω) ∶ 푣|Ω푒 ∈ 푘+1(Ω푒) ∀Ω푒 , 푒 = 1,… , nel} . (36)
For each element Ω푒, 푒 = 1,… , nel, consider the definition of the mixed variable in (24):
푳푒 + 퐃1∕2훁S풖푒 = ퟎ. (37)
The post-processed solution 풖⋆ is sought in the richer space [ℎ⋆(Ω)]nsd and fulfils the following element-by-element problem:{
훁푇
S
퐃1∕2훁S풖⋆푒 = −훁
푇
S
푳푒 in Ω푒, 푒 = 1,… , nel,
퐍푇퐃1∕2훁S풖⋆푒 = −퐍
푇푳푒 on 휕Ω푒.
(38)
Remark 5. The solution of Equation (38) is not uniquely identified in [ℎ⋆(Ω)]nsd . More precisely, it is unique excluding rigid
motions, that is up to a family of functions 풗⋆ such that 훁S풗⋆ = ퟎ. From a practical point of view, 풖⋆ is identified up to three
(respectively, six) constants in two (respectively, three) dimensions. Each constant is associated with one rigid motion, namely
two translations and one rotation (respectively, three and three) in 2D (respectively, 3D).
In order to remove the above mentioned underdetermination, three additional constraints in 2D and six in 3D are required.
Moreover, these conditions have to converge with a sufficiently high degree of accuracy as will be detailed below (cf. Remarks 6
and 7). First, consider the classical super-convergent solvability constraint added in the HDG literature to close Equation (38):
∫
Ω푒
풖⋆푒 푑Ω = ∫
Ω푒
풖ℎ푒 푑Ω. (39)
Remark 6. For the post-processed variable 풖⋆ to converge with order 푘 + 2 in the 2(Ω) norm, the mean value of 풖 inside the
element Ω푒 in Equation (39) has to converge with order at least 푘 + 2 as discussed by Cockburn and co-workers56,62,63.
It is straightforward to observe that condition (39) removes the underdetermination related to the translationalmodes. Nonethe-
less, one additional constraint is required in 2D and three in 3D to remove the rotational modes. A first strategy proposed by
Soon et al.37 relies on decomposing the post-processed solution in two components, the first one arising from the projection of
the HDG solution onto the space of rigid motion displacements and the second one from the solution of (38) in the space of
polynomials with no rigid motion. This post-process technique is inspired by the work of Stenberg18 on mixed finite elements
and allows to retrieve the uniqueness of the post-processed solution but the super-convergence is lost for low-order approxi-
mations. Alternatively, in recent years50, the extremely elegant, but rather complicated, framework of the 푴-decomposition
has been extensively studied to devise the proper discrete spaces to obtain optimal convergence and super-convergence of the
post-processed solution.
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In the following section, three different approaches to account for the rotational modes will be numerically compared. First,
the previously mentioned idea by Soon et al.37 is re-interpreted constraining Equations (38)-(39) by means of the following
condition accounting for the rigid rotation of the displacement field with respect to the barycentre of the element:
∫
Ω푒
(풙 − 풙푏) × 풖⋆푒 푑Ω = ∫
Ω푒
(풙 − 풙푏) × 풖ℎ푒 푑Ω, (40)
where 풙 is the position vector and 풙푏 is the barycentre of the element Ω푒 under analysis. Second, a novel constraint which has
not been previously considered in the literature is proposed to substitute (40). More precisely, a constraint on the mean value of
the curl inside the element Ω푒 is introduced
∫
Ω푒
훁 × 풖⋆푒 푑Ω = ∫
Ω푒
훁 × 풖ℎ푒 푑Ω. (41)
By applying the Stokes’ theorem to the right-hand side of (41), an alternative formulation which exploits the hybrid variable 풖̂
is obtained
∫
Ω푒
훁 × 풖⋆푒 푑Ω = ∫
휕Ω푒
풖̂ℎ ⋅ 풕푒 푑Γ, (42)
where 풕푒 is the tangential direction to the boundary 휕Ω푒.
Remark 7. Similarly to the observation in Remark 6, for the post-processed variable 풖⋆ to converge with order 푘 + 2 in the2(Ω) norm, the mean value of its curl on the left hand side of Equations (41) and (42) has to converge with order at least 푘+1.
According to Equation (41), it follows that the mean value of the curl of the solution 풖 inside the element Ω푒 has to converge
with order at least 푘 + 1, whereas owing to (42) the average of the tangential component of 풖̂ℎ along the boundary 휕Ω푒 has to
converge with order at least 푘 + 3∕2.
By exploiting the Voigt notation introduced in Section 2.4, (41)-(42) may be written as
∫
Ω푒
퐑풖⋆푒 푑Ω =
⎧⎪⎪⎨⎪⎪⎩
∫
Ω푒
퐑풖ℎ푒 푑Ω according to (41),
∫
휕Ω푒
퐓풖̂ℎ 푑Γ according to (42).
(43)
An alternative physical interpretation of conditions (41)-(42) is given in64, exploiting the definition of the vorticity of a fluid
as the curl of its velocity field. For additional details on the post-process procedures inspired by the velocity-pressure-vorticity
formulation of the Stokes equation, the interested reader is referred to65,66.
5 NUMERICAL EXAMPLES
5.1 Optimal order of convergence
This section considers two examples, in two and three dimensions, with known analytical solution to test the optimal convergence
properties of the error of the primal and mixed variables, 풖 and 푳 respectively, measured in the 2(Ω) norm and for different
types of elements.
5.1.1 Two dimensional example
The first example considers a plane stress model for the problem of Equation (1) in the domain Ω = [0, 1]2. The external load
is selected so that the analytical solution is
풖(풙) = 1
100
(
푥2 sin(휋푥1), 푥31 + cos(휋푥2)
)
. (44)
Neumann boundary conditions, corresponding to the analytical normal stress, are imposed on Γ푁 = {(푥1, 푥2) ∈ Ω | 푥2 = 0} and
Dirichlet boundary conditions, corresponding to the analytical solution, are imposed on Γ퐷 = 휕Ω ⧵ Γ푁 . The Young’s modulus
is taken as 퐸 = 1 and the Poisson’s ratio is 휈 = 0.25.
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(a) Quadrilateral mesh 1 (b) Quadrilateral mesh 2 (c) Triangular mesh 1 (d) Triangular mesh 2
FIGURE 1 Two dimensional meshes of Ω = [0, 1]2 for the mesh convergence study.
(a) 푢1 (b) 푢2 (c) 휎VM
FIGURE 2 Two dimensional problem: HDG approximation of the displacement field and the Von Mises stress using the third
triangular mesh and 푘 = 2.
Uniform meshes of quadrilateral and triangular elements are considered to perform an ℎ-convergence study. The first two
quadrilateral and triangular meshes are shown in Figure 1 .
The displacement field and the Von Mises stress computed on the third triangular mesh and using a quadratic degree of
approximation are depicted in Figure 2 .
The convergence of the error of the primal and mixed variables 풖 and 푳, measured in the 2(Ω) norm, as a function of
the characteristic element size ℎ is represented in Figure 3 for both quadrilateral and triangular elements and for a degree of
approximation ranging from 푘 = 1 up to 푘 = 3. It can be observed that the optimal rate of convergence ℎ푘+1 is obtained for
all the element types and degrees of approximation considered. It is worth noting that for the same characteristic element size,
the triangular meshes have four times more internal faces than the quadrilateral mesh with the same element size. Therefore,
despite the results in Figure 3 indicate that for the same element size triangular elements provide more accurate results, when
a comparison in terms of the number of degrees of freedom is performed both elements provide similar accuracy.
5.1.2 Three dimensional example
The next example considers the model problem of Equation (1) in the domain Ω = [0, 1]3. The external load is selected so that
the analytical solution is
풖(풙) = 1
100
(
푥1 sin(2휋푥2) + 푥2 cos(2휋푥3), 푥2 sin(2휋푥3) + 푥3 cos(2휋푥1), 푥3 sin(2휋푥1) + 푥1 cos(2휋푥2)
)
. (45)
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(a) Quadrilaterals
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(b) Triangles
FIGURE 3 Two dimensional problem: ℎ-convergence of the error of the primal and mixed variables, 풖 and 푳 in the 2(Ω)
norm for quadrilateral and triangular meshes with different orders of approximation.
(a) Hexahedral mesh 3 (b) Tetrahedral mesh 3 (c) Prismatic mesh 3 (d) Pyramidal mesh 3
FIGURE 4 Three dimensional meshes of Ω = [0, 1]3 for the mesh convergence study.
Neumann boundary conditions, corresponding to the analytical normal stress, are imposed on Γ푁 = {(푥1, 푥2, 푥3) ∈ Ω | 푥3 = 0}
and Dirichlet boundary conditions, corresponding to the analytical solution, are imposed on Γ퐷 = 휕Ω ⧵ Γ푁 . The Young’s
modulus is taken as 퐸 = 1 and the Poisson’s ratio is 휈 = 0.25.
Uniform meshes of hexahedral, tetrahedral, prismatic and pyramidal elements are considered to perform an ℎ-convergence
study. A cut through the meshes of the domain for the third level of refinement considered is represented in Figure 4 for all the
element types.
The displacement field and the Von Mises stress computed on the fourth hexahedral mesh and using a cubic degree of
approximation are depicted in Figure 5 .
Analogously to the previous example, the convergence of the error of the primal and mixed variables 풖 and 푳, measured in
the 2(Ω) norm, as a function of the characteristic element size ℎ is represented in Figure 6 for all the element types and for
a degree of approximation ranging from 푘 = 1 up to 푘 = 3. It can be observed that a near optimal rate of convergence ℎ푘+1 is
obtained for all the element types and degrees of approximation considered.
5.2 Super-convergence of the displacement field
In this section, the three post-process procedures described in Section 4 are tested using numerical examples. It is worth recalling
that the three post-process options differ in the condition used to remove the indeterminacy related to the rigid rotational modes.
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(a) 푢1 (b) 푢2 (c) 푢3 (d) 휎VM
FIGURE 5 Three dimensional problem: HDG approximation of the displacement field and the Von Mises stress using the
fourth hexahedral mesh and 푘 = 3.
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FIGURE 6 Three dimensional problem: ℎ-convergence of the error of the primal and mixed variables, 풖 and 푳 in the 2(Ω)
norm for hexahedral, tetrahedral, prismatic and pyramidal meshes with different orders of approximation.
5.2.1 Two dimensional example
The different post-process techniques are applied to the two dimensional example of Section 5.1.1.
The first post-process considers the condition of Equation (40). The convergence of the error of the post-processed variable 풖⋆,
measured in the 2(Ω) norm, as a function of the characteristic element size ℎ is represented in Figure 7 for both quadrilateral
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FIGURE 7 Two dimensional problem: ℎ-convergence of the error of the post-processed solution in the 2(Ω) norm for
quadrilateral and triangular meshes with different orders of approximation using the post-process technique of Equation (40).
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FIGURE 8 Two dimensional problem: ℎ-convergence of the error of the post-processed solution in the 2(Ω) norm for
quadrilateral and triangular meshes with different orders of approximation using the post-process technique of Equation (41).
and triangular elements and for a degree of approximation ranging from 푘 = 1 up to 푘 = 3. The results indicate that, as other
HDG methods for linear elasticity37, super-convergence of the post-processed solution is obtained for 푘 ≥ 2. When a linear
approximation is used, quadrilateral elements show almost optimal convergence but for triangular elements a sub-optimal rate
of 2.4 is observed.
Comparing the errors of the post-processed solution to the errors of the HDG solution in Figure 3 , it is apparent that, despite
no super-convergent results are provided by the first post-process technique, the post-processed solution is substantially more
accurate than the HDG solution for both quadrilateral and triangular elements. It is worth noting that this post-process was
utilised in a different HDG formulation of the linear elastic problem for linear triangles37 and sub-optimal convergence was also
observed.
Next, the post-process that considers the condition of Equation (41) is tested. Figure 8 shows the convergence study for the
error of the post-processed variable 풖⋆ measured in the 2(Ω) norm. The results for quadrilateral elements are almost identical
to the results obtained with the first technique, whereas, for triangles, a sub-optimal order 푘 + 1 is observed for all degrees of
approximation.
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FIGURE 9 Two dimensional problem: ℎ-convergence of the error of the post-processed solution in the 2(Ω) norm for
quadrilateral and triangular meshes with different orders of approximation using the post-process technique of Equation (42).
Comparing the errors of the post-processed solution with triangles to the errors of the HDG solution in Figure 3 , it is apparent
that little gain in accuracy is obtained with the post-processed solution. This is crucial when the super-convergent solution is
sought to devise automatic degree adaptive processes67,68 and suggests that the post-process provided by the second option
cannot be used to produce an accurate error estimator with triangles.
The last post-process technique proposed in this paper is considered, consisting of imposing the condition of Equation (42).
The convergence of the error of the post-processed variable 풖⋆, measured in the 2(Ω) norm, as a function of the characteristic
element size ℎ is represented in Figure 9 . The results reveal that almost the optimal rate of convergence is attained for both
quadrilateral and triangular elements and for all degrees of approximation. This indicates that the average of the hybrid variable
on the boundary leads to super-convergent results. It is worth noting that the error of the post-processed solution obtained with
the third post-process technique, proposed here, is not only showing the optimal rate but it also provides an extra gain in accuracy
when compared to the first post-process technique, previously used in an HDG context.
5.2.2 Three dimensional example
The different post-process techniques are considered in the three dimensional example of Section 5.1.2.
The convergence of the error of the post-processed variable 풖⋆, measured in the2(Ω) norm, as a function of the characteristic
element size ℎ is represented in Figure 10 when using the post-process technique of Equation (40). The results reveal that
super-convergent results are obtained with 푘 ≥ 2 whereas with linear elements sub-optimal convergence is attained. It is worth
noting that in the two dimensional example almost super-convergent results where obtained with quadrilateral elements whereas
in three dimensions sub-optimal convergence of order 푘 + 1 is observed for all the different element types considered.
Next, the post-process that considers the condition of Equation (41) is tested. Figure 11 shows the convergence study for the
error of the post-processed variable 풖⋆ measured in the 2(Ω) norm. Only the results for hexahedral and tetrahedral elements
are reported in Figure 11 because, analogously to the two dimensional example, this post-process leads to a sub-optimal rate
푘 + 1 for all the different elements types and degrees of approximation.
Finally, the last post-process technique proposed in this paper is considered. The convergence of the error of the post-processed
variable 풖⋆, measured in the 2(Ω) norm, as a function of the characteristic element size ℎ is represented in Figure 12 . The
results show that almost the optimal rate of convergence is attained for all the element types and for all degrees of approximation
considered. The numerical experiments performed in two and three dimensions confirm that the post-process technique proposed
in this paper for the first time lead to optimal super-convergent results of the primal variable.
As in the two dimensional example, the error of the post-processed solution obtained with the third technique, proposed here,
is not only showing the optimal rate but it also provides an extra gain in accuracy when compared to the first post-process
technique, previously used in an HDG context. When compared to the error of the HDG solution, represented in Figure 6 , the
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FIGURE 10 Three dimensional problem: ℎ-convergence of the error of the post-processed solution in the 2(Ω) norm for
hexahedral, tetrahedral, prismatic and pyramidal meshes with different orders of approximation using the post-process technique
of Equation (40).
post-process proposed here provides a solution that is almost one order of magnitude more accurate than the HDG solution,
even for linear approximation of the solution.
5.3 Influence of the stabilisation parameter
The stabilisation tensor 흉 is known to have an important effect on the stability, accuracy and convergence properties of the
resulting HDG method43,56,37. This section presents a numerical study to assess the influence of the stabilisation parameter on
the accuracy of the results. For simplicity, it is assumed that 흉 = 휏퐈nsd and the influence of the scalar stabilisation parameter 휏is investigated.
5.3.1 Two dimensional example
Figure 13 shows the evolution of the error of the primal, mixed and post-processed variables, 풖, 푳 and 풖⋆ respectively, in
the 2(Ω) norm as a function of the stabilisation parameter 휏 for the two dimensional example studied in Section 5.1.1. The
numerical experiment is performed using linear and quadratic approximations and for quadrilateral and triangular meshes and
the value of 휏 varies from 0.1 to 1,000.
The results reveal that there is a value of 휏 for which the error of the primal solution is minimum. For both quadrilateral
and triangular meshes with linear and quadratic approximation, this value is near 휏 = 10. However, it is worth noting that for
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FIGURE 11 Three dimensional problem: ℎ-convergence of the error of the post-processed solution in the 2(Ω) norm for
hexahedral and tetrahedral meshes with different orders of approximation using the post-process technique of Equation (41).
휏 = 10 the post-process of the displacement field offers little or no extra gain in accuracy. When the error of the mixed variable
is of interest, the minimum error is achieved for a different value of the stabilisation parameter, near 휏 = 3. It is worth noting
that the value of 휏 = 3 also provides the best accurate results for the post-processed variable. As a result, the value of 휏 = 3
is considered the optimum value in this experiment as it provides the most accurate solution for both the displacement (i.e. the
post-processed variable) and the stress (i.e. the mixed variable). It is also interesting to observe that for 휏 = 3 the accuracy on
the primal and mixed variables is almost identical.
5.3.2 Three dimensional example
A similar study is performed next for the three dimensional example of Section 5.1.2. Figure 14 shows the evolution of the error
of the primal, mixed and post-processed variables, 풖, 푳 and 풖⋆ respectively, in the 2(Ω) norm as a function of the stabilisation
parameter 휏. As in the two dimensional example a value of the stabilisation parameter near 휏 = 10 provides the minimum error
for the primal variable but with no extra gain in accuracy when the post-process is performed. Also, as in the two dimensional
case, the value of 휏 that provides the most accurate results for both the mixed and the post-processed variables is near 휏 = 3. It is
worth noting that for hexahedral, prismatic and pyramidal elements, and contrary to the results obtained in the two dimensional
problem, the value that provides the most accurate results for the primal and mixed variable is almost identical.
The conclusions that are extracted from this study are similar to the ones obtained in the two dimensional example and show
that the optimal value of the stabilisation parameter is not dependent upon the degree of approximation, the type of element or
the dimensionality of the problem.
5.4 Locking-free behaviour in the incompressible limit
The last example considers a problem with a nearly incompressible material (i.e. 휈 ∼ 0.5) that is commonly used in the
literature37. The problem, defined in Ω = [0, 1]2, has analytical solution given by
풖(풙) =
(
− 푥21푥2(푥1 − 1)
2(푥2 − 1)(2푥2 − 1), 푥22푥1(푥2 − 1)
2(푥1 − 1)(2푥1 − 1)
)
. (46)
The external load and boundary conditions are derived from the exact solution. The Young’s modulus is taken as 퐸 = 3 and the
Poisson’s ratio is varied from 휈 = 0.49 up to 휈 = 0.49999.
Only triangular meshes with the arrangement represented in Figure 15 are shown as this particular arrangement is known
to exhibit a volumetric locking effect when considered with a traditional continuous Galerkin finite element formulation. Note
that other the arrangements depicted in Figure 1 also produce optimal rates of convergence.
The displacement field and the Von Mises stress computed on the fourth triangular mesh and using a cubic degree of
approximation are depicted in Figure 16 .
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FIGURE 12 Three dimensional problem: ℎ-convergence of the error of the post-processed solution in the 2(Ω) norm for
hexahedral, tetrahedral, prismatic and pyramidal meshes meshes with different orders of approximation using the post-process
technique of Equation (42).
The mesh convergence results for the primal and mixed variables, 풖 and 푳, are represented in Figure 17 for the triangular
meshes shown in Figure 15 , for different orders of approximation and for increasing value of the Poisson’s ratio. The results
show that the proposed HDG formulation is volumetric locking-free. In addition, it is worth noting that the accuracy of the
displacement and the stress is almost independent on the Poisson’s ratio. This behaviour has also been observed when using a
different HDG formulation37. However, contrary to the results reported in37, the proposed formulation shows the optimal rate
of convergence, whereas the formulation in37 exhibits a slight degradation of the rate of convergence for nearly incompressible
materials. This degradation of the rate of convergence in the HDG formulation of37 is sizeable when the error on the mixed
variable is considered, even for high-order approximations.
Next, the mesh convergence study is performed for the post-processed variable using the technique proposed in this paper that
resulted in optimal convergence in the numerical example of Section 5.2. The mesh convergence results for the post-processed
displacement field 풖⋆, are represented in Figure 18 for different orders of approximation and for increasing value of the Poisson’s
ratio. The results show again that the accuracy is independent on the Poisson’s ratio. More important, the mesh convergence
study demonstrates that the proposed formulation together with the proposed post-process is able to provide super-convergent
solutions for all degrees of approximation, even for linear triangular elements in the particular arrangement that causes volumetric
locking in a continuous Galerkin formulation.
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FIGURE 13 Two dimensional problem: error of the primal, mixed and post-processed variables, 풖, 푳 and 풖⋆ respectively, in
the 2(Ω) norm as a function of the stabilisation parameter 휏.
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FIGURE 14 Three dimensional problem: error of the primal, mixed and post-processed variables in the 2(Ω) norm as a
function of the stabilisation parameter.
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(a) Mesh 1 (b) Mesh 2 (c) Mesh 3
FIGURE 15 Three two dimensional triangular meshes of Ω = [0, 1]2 for the mesh convergence study with a nearly
incompressible material.
(a) 푢1 (b) 푢2 (c) 휎VM
FIGURE 16 HDG approximation of the displacement field and the VonMises stress using the fourth triangular mesh and 푘 = 3
for a material with 휈 = 0.49999.
6 CONCLUDING REMARKS
This paper proposes a novel HDG formulation for the linear elastic problem strongly enforcing the symmetry of the stress tensor.
Owing to theVoigt notation, the second-order tensors appearing in the linear elasticity equation are expressed as vectors featuring
the diagonal and half of the off-diagonal terms. Thus, the resulting method does not introduce any extra cost to guarantee the
symmetry of the stress tensor and, in fact, it is more computationally efficient than other HDG formulations due to the reduced
number of degrees of freedom of the mixed variable.
For 푘 ≥ 1, as all existing HDG formulations for linear elasticity, the resulting method provides optimal convergence rate of
order 푘+1 for the displacement field. The optimal order 푘+1 is also obtained for the stress tensor which usually experiences sub-
optimal behaviour using low-order approximations in the original HDG formulation by Cockburn and co-workers. Furthermore,
contrary to other proposed variants of HDG for linear elasticity, the optimality is achieved using equal order approximation
spaces for the primal and mixed variables and no special enrichment is required.
The optimally convergent stress tensor is thus utilised to locally construct a post-processed displacement field. The element-
by-element procedure uses the equilibrated stresses as boundary conditions of the local problems and exploits the optimal
convergence of the trace of the displacements to remove the underdetermination associated with the rigid rotational modes.
The post-processed displacement field belongs to the richer space of polynomials of degree at most 푘 + 1 in each element and
super-converges with order 푘+2. Therefore, the current formulation provides a workaround to avoid the construction of discrete
spaces fulfilling the푴-decomposition property to guarantee the super-convergence of the post-processed solution.
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FIGURE 17 ℎ-convergence of the error of the primal and mixed variables, 풖 and 푳, in the 2(Ω) norm for different orders of
approximation and for an increasing value of the Poisson’s ratio.
An extensive set of numerical simulations has been presented to verify the optimal approximation properties of the method in
2D and 3D, to study the influence of the HDG stabilisation parameter and to show the robustness of the formulation usingmeshes
featuring different element shapes, commonly implemented in commercial software. Special attention has been dedicated to the
analysis of the limit case of nearly incompressible materials: numerical evidence shows that the method is locking-free and the
optimal convergence and super-convergence rates of the primal, mixed and post-processed variables are preserved.
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FIGURE 18 ℎ-convergence of the error of the post-processed variable, 풖⋆, in the 2(Ω) norm for different orders of
approximation and for an increasing value of the Poisson’s ratio.
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APPENDIX
A IMPLEMENTATION DETAILS
A standard isoparametric formulation is considered, where the approximation of the primal and mixed variables, 풖ℎ and 푳ℎ, is
defined in a reference element Ω̃, with local coordinates 흃 = (휉1,… , 휉nsd), and the approximation of the hybrid variable, 풖̂ℎ, isdefined in a reference face Γ̃, with local coordinates 휼 = (휂1,… , 휂nsd−1), as
풖ℎ(흃) =
nen∑
푗=1
퐮푗푁푗(흃), 푳ℎ(흃) =
nen∑
푗=1
퐋푗푁푗(흃), 푢̂ℎ(휼) =
nfn∑
푗=1
퐮̂푗푁̂푗(휼),
where nen and nfn denote the number of element and face nodes respectively and 푁푗 and 푁̂푗 are the shape functions used to
define the approximation within the reference element and face respectively.
The isoparametric transformation is used to relate local and Cartesian coordinates, namely
풙(흃) =
nen∑
푘=1
풙푘푁푘(흃),
where {풙푘}푘=1,…,nen denote the elemental nodal coordinates.The following matrices are introduced in two dimensions
퐄1 =
[
1 0 0
0 0 1
]푇
퐄2 =
[
0 0 1
0 1 0
]푇
.
Similarly, in three dimensions, the following matrices are defined
퐄1 =
⎡⎢⎢⎣
1 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
⎤⎥⎥⎦
푇
퐄2 =
⎡⎢⎢⎣
0 0 0 1 0 0
0 1 0 0 0 0
0 0 0 0 0 1
⎤⎥⎥⎦
푇
퐄3 =
⎡⎢⎢⎣
0 0 0 0 1 0
0 0 0 0 0 1
0 0 1 0 0 0
⎤⎥⎥⎦
푇
.
These matrices are used to express, in compact form, the matrices 훁S and 퐍, defined in Equations (8) and (12) respectively, as
훁S =
nsd∑
푘=1
퐄푘
휕
휕푥푘
, 퐍 =
nsd∑
푘=1
퐄푘푛푘
In addition, the following compact form of the shape functions is introduced
 = [푁1퐈nsd 푁2퐈nsd … 푁nen퐈nsd]푇 ,  = [푁1퐈msd 푁2퐈msd … 푁nen퐈msd]푇 ,
 푘 =
[
휕푁1
휕푥푘
푬푘퐃1∕2
휕푁2
휕푥푘
푬푘퐃1∕2 …
휕푁nen
휕푥푘
푬푘퐃1∕2
]푇
, for 푘 = 1,… , nsd,
 푛푘 = [푁1푛푘푬푘퐃1∕2 푁2푛푘푬푘퐃1∕2 … 푁nfn푛푘푬푘퐃1∕2]푇 , for 푘 = 1,… , nsd.
̂ = [푁̂1퐈nsd 푁̂2퐈nsd … 푁̂nfn퐈nsd]푇 , ̂ 휏 = [푁̂1흉 푁̂2흉 … 푁̂nfn흉]푇 ,
̂ 푛푘 = [푁̂1푛푘푬푘퐃1∕2 푁̂2푛푘푬푘퐃1∕2 … 푁̂nfn푛푘푬푘퐃1∕2]푇 , for 푘 = 1,… , nsd.
The matrices and vectors resulting from the discretisation of Equation (30a) of the local problem are
[퐀퐿퐿]푒 = −
ne
ip∑
g=1
(흃e
g
)푇 (흃e
g
)|퐉(흃e
g
)|푤e
g
,
[퐀퐿푢]푒 =
nsd∑
푘=1
ne
ip∑
g=1
 푘(흃eg) 푇 (흃eg)|퐉(흃eg)|푤eg,
[퐀퐿푢̂]푒 =
n푒
fa∑
푓=1
⎛⎜⎜⎝
nsd∑
푘=1
nf
ip∑
g=1
 푛푘(흃fg)̂ 푇 (흃fg)|퐉(흃fg)|푤fg⎞⎟⎟⎠
(
1 − 휒Γ퐷 (푓 )
)
,
[퐟퐿]푒 =
n푒
fa∑
푓=1
⎛⎜⎜⎝
nsd∑
푘=1
nf
ip∑
g=1
 푛푘(흃fg)풖퐷
(
풙(흃f
g
)
) |퐉(흃f
g
)|푤f
g
⎞⎟⎟⎠휒Γ퐷 (푓 ),
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where n푒
fa
is the number of faces, Γ푒,푗 for 푗 = 1,… , n푒fa of the element Ω푒 and 휒Γ퐷 is the indicator function of Γ퐷, i.e.
휒Γ퐷 (푓 ) =
{
1 if Γ푒,푗 ∩ Γ퐷 ≠ ∅
0 otherwise .
In the above expressions, 흃e
g
and 푤e
g
are the ne
ip
integration points and weights defined on the reference element and 흃f
g
and
푤f
g
are the nf
ip
integration points and weights defined on the reference face.
Similarly, the matrices and vectors resulting from the discretisation of Equation (30b) of the local problem are
[퐀푢푢]푒 =
n푒
fa∑
푓=1
nf
ip∑
g=1
̂ (흃f
g
)̂ 푇휏 (흃fg)|퐉(흃fg)|푤fg,
[퐀푢푢̂]푒 =
n푒
fa∑
푓=1
⎛⎜⎜⎝
nf
ip∑
g=1
 (흃f
g
)̂ 푇휏 (흃fg)|퐉(흃fg)|푤fg⎞⎟⎟⎠
(
1 − 휒Γ퐷 (푓 )
)
,
[퐟푢]푒 =
ne
ip∑
g=1
 (흃e
g
)풇
(
풙(흃e
g
)
) |퐉(흃e
g
)|푤e
g
+
n푒
fa∑
푓=1
⎛⎜⎜⎝
nf
ip∑
g=1
 (흃f
g
)흉풖퐷
(
풙(흃f
g
)
) |퐉(흃f
g
)|푤f
g
⎞⎟⎟⎠휒Γ퐷 (푓 ).
Finally, the matrices and vectors resulting from the discretisation of Equation (31) of the local problem are
[퐀푢̂푢̂]푒 = −
n푒
fa∑
푓=1
⎛⎜⎜⎝
nf
ip∑
g=1
̂ (흃f
g
)̂ 푇휏 (흃fg)|퐉(흃fg)|푤fg⎞⎟⎟⎠
(
1 − 휒Γ퐷 (푓 )
)
,
[퐟푢̂]푒 = −
n푒
fa∑
푓=1
⎛⎜⎜⎝
nf
ip∑
g=1
̂ (흃f
g
)품
(
풙(흃f
g
)
) |퐉(흃f
g
)|푤f
g
⎞⎟⎟⎠휒Γ푁 (푓 ),
where 휒Γ푁 is the indicator function of Γ푁 .
