In this paper we introduce a novel procedure for separating an instantaneous mixture of source based on the order statistics. The method is derived in a general context of independence component analysis, using a contrast function de ned in term of the Kullback-Leibner divergence or of the mutual information. We introduce a discretized form of this contrast permitting its easy estimation through the order statistics. We show that the local contrast property is preserved and also derive a global contrast exploiting only the information of the support of the distribution (in the case this support is nite). Some simulations are given illustrating the good performance of the method.
Introduction
The problem of separation of sources has been the subject of rapid development in the signal processing literature recently (see for example 2] { 5], 7] { 12], 14], 15] : : : ). We consider here the simplest case where one observes K sequences X 1 (t), : : : , X K (t), each being a linear combination of K independent sources S 1 (t), : : : , S K (t). Thus X(t) = AS(t) where X(t) and S(t) denote the vectors with components X 1 (t), : : : , X K (t) and S 1 (t), : : : , S K (t), respectively, and A is some square matrix.
The problem is to recover the sources from the observations, without any a priori knowledge on their probabilistic structure except that they are mutually independent (and therefore the separation is often referred to as blind). This problem is closely related to that of independent component analysis (ICA), introduced by Comon ( 6] ).
One is given a probability distribution P X of some a random vector X and the ICA 1 problem is to nd a (square) transformation matrix B such that the components of the transformed BX are as independent (in some sense) as possible. Clearly if X = AS with S having independent components, then B = A ?1 is a solution to the ICA problem. However, the ICA is somewhat more general than the separation of sources problem, because in the former, the observation vector X needs not arise from a source separation model, that is its components may not be decomposable into mixtures of a same number of independent sources. (In this case, of course, the ICA analysis will not yield independent components but only a solution for which they as as independent as possible).
In this paper we propose a method of separation of source based on the ICA concept. We consider the same contrast function as used in 13] to measure the lack of independence between the components of the transformed vector, so that its minimization would provide the separation. But unlike 13] which estimates this contrast directly through density estimation, we rewrite it in term of the quantile function leading to a discretized form which can be easily estimated through the order statistics. We shall show that this form still retain the local contrast property. Further, in the case of distribution of nite support, we introduce an even simpler criterion exploiting only the information on this support, which we show to be a global contrast. We also provide a computational method for minimizing our criterion e ciently. Finally some simulations are performed showing the good behavior of the procedure.
For ease of reading, proofs of results Lemmas will be relegated to an appendix. This part also contains some details on our computational algorithm and some explicit calculations in a simple case to illustrate the still-adequate behavior of the procedure when some of our conditions are not met. Finally, throughout the paper, the notations T and tr will denote the transpose and the trace.
Method
We shall consider the problem in the general framework of an independent component analysis. Let X be random K-vector with a given probability distribution P X . The problem is to nd a linear invertible transformation de ned by a matrix B such that the components (BX) 1 , : : : , (BX) K of the transformed vector BX are the most independent possible. As in 13], we take as measure of independence the Kullback-Leibner entropy divergence between the joint probability distribution of the (BX) i and the one they would have if they are independent. Let f (BX) i denote the density of (BX) i (assumed to exist) and f BX be the joint density, this divergence is given by In the context of separation of sources, the function C is called a contrast (as introduced in 6]) meaning that if X = AS with the matrix A invertible and the random vector S having independent components (the sources), then C(B) is minimum if and only if B = A ?1 (up to the pre-multiplication by a permuted diagonal matrix).
In this work, we shall introduce a new way of computing the entropy based on the quantile function. For practical purpose, we shall replace the involved derivatives and integral by divided di erences and a nite Riemann sum. We shall show that the resulting discretized form of the criterion remain a local contrast, under mild conditions. This form involves only a nite number of values of the quantile function, which can be estimated easily from the order statistics. In the case of the probability distributions are of bounded support, we also provide a simple global contrast based only on information about the supports of the marginal distributions. These supports can be easily estimated by the extreme statistics.
Recall 
In practice, the integral involved in the above criterion must be computed numerically. Therefore, we introduce a discretized form of this criterion as The method we propose consists in maximizing (2.2) or (2:2 0 ), with the theoretical quantile Q (BX) i being replaced by their empirical counterparts. Let X(1), : : : , X(n) be an observed record of independent random vectors with the same distribution as X, from which one can construct a corresponding records (BX) i (1), : : : , (BX) i (n) of random variables with the same distribution as (BX) i . The empirical quantile function of (BX) i at j=(n+1), (1 j n), is simply the j-th order statistic (BX) i (j : n), de ned as the j-th smallest among the (BX) i (1); : : : ; (BX) i (n). For arbitrary u 2 0; 1], the empirical quantile function at u may be taken as the j-th order statistic with j being such that j=(n + 1) is closest to u. A better method would be to interpolate between (BX) i (j : n) and (BX) i (j + 1 : n) where j is such that j=(n+1); (j +1)=(n+1)] contains u, but this is not applicable for u < 1=(n+1) or u > n=(n + 1). In any case, we can (and will) choose the u l in (2.2) or (2:2 0 ) of the form n l =(n + 1) so that the de nition of the empirical quantile at other points is irrelevant. Thus we are led to the criterion
where n 1 , : : : , n L are increasing integers in f1; : : : ; ng. This criterion is to be minimized with respect to B to obtain its estimate, from which one can reconstruct the independent components (the sources). and Q (BX) i (1) are estimated by the smallest and the largest of the (BX) i (1), : : : , (BX) i (n), respectively. However, it value would be very sensitive to these extreme statistics and one may expect the method to be highly unstable. Thus the choice of u 0 = 0, u L = 1, that is n 1 = 1, n L = n, should be avoided in such case. But if the support of the distribution is known to be bounded below, one could take u 1 = 0, that is n 1 = 1. Similarly, if it is known to be bounded below, one could take u L = 1, that is n L = n. In fact, as will be shown below, they are actually the most interesting choices in this situation. It is clear that C d ,Ĉ d as well as C are invariant with respect to the premultiplication of their argument by a permuted diagonal matrix. This simply express the well known fact that the separation of sources can be realized only up to a permutation and a change of scale.
Other interesting property of C d ,Ĉ d and C is their invariance with respect to linear transformations on the data. Indeed, they do not change when one subtract from X and X(t) a constant vector and further pre-multiplying X and X(t) by a non singular matrix T and evaluating these criteria at BT ?1 instead of B, simply increases them by the constant ln j det Tj. Hence the above data transformation would not change the reconstructed sources (or independent components) resulting from the minimization of these criteria.
The contrast property
This section concerns the property of C d being a contrast (C clearly is since the Kullback-Leibner divergence vanishes if and only if the distribution are the same).
Actually we can only prove a local contrast property, in the sense that if X = AS with S having independent components then B = A ?1 is a local minimum of C d .
It is necessary to distinguish the cases where the distribution has in nite support and where it has nite support. Actually it is necessary to consider the case of semiin nite (bounded below, unbounded above or bounded above and unbounded below) support as well, but its treatment can be easily deduced from that of the above cases.
The case of distribution of in nite support
In this case, one must take u 1 > 0 and u L < 1 in (3), otherwise C d would be identically in nite. We shall make the assumption that the function Q (BX) i is continuously di erentiable at u 1 , : : : , u L , which is the same as assuming that f (BX) i is strictly positive and continuously di erentiable at Q (BX) i (u 1 ), : : : Q (BX) i (u L ). This is a very mild assumption.
We shall prove, in the case separation of sources model where X = AS with S having independent components, that the matrix A ?1 is a stationary point of C d , that is its gradient vanishes at this point. To show that A ?1 is a local minimum, the standard method is to show that the Hessian of C d at this point is positive de nite. Note however that here this gradient can at most be positive semi-de nite since C d is invariant with respect to scale change. We will show that, when the e ect of scale change has been eliminated, the Hessian is indeed positive de nite, under a condition involving the distribution of the source and the choices of the u l . In practice, since the distribution of the sources is unknown, it will be very di cult to check this condition, but there are reasons to expect that it will be satis ed for a 
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By integration by parts, the last right hand side equals
which can be written, after a change of integration variable, as:
where (BX) i is the derivative of ? ln f (BX) i . Hence, one is led to the same formula 
S i being the negative of the logarithmic derivative the density f S i of the i-th component of S.
It is worthwhile to note that the above bilinear form does not depend on the diagonal elements of and ". This arises from the fact that the criterion C d is 8 invariant with respect to a change of scale:
Hence the above bilinear form must vanish whenever one of the matrices and " is diagonal, entailing that it must not involve any diagonal term of or ". Since one can always pre-multiply B + B by a diagonal matrix such that the result has the same diagonal as B, one can restrict the matrices and " to have zero diagonal.
With this restriction, it is easily seen that the above bilinear form is positive de nite if and only if ! i ! j S i Q S i (u)]du, the condition (3.1) will be satis ed unless more than one sources are Gaussian. In conclusion, for a given choice of u 1 , : : : , u L , not too sparse in (0; 1), one can expect that the condition (3.1) will be satis ed for a large class of density of sources.
The case of distribution of nite support
In this case, one may take u 1 = 0 and u L = 1 and one should take them so since otherwise the criterion C d may no longer possess the local contrast property if one doesn't take them so, as it will be explained below. Indeed, although the Propositions 3.1 and 3.2 are still valid, the argument near the end of the above section may not applicable. Firstly, it is not quite correct to write the integral to the boundaries of the support of the density. This condition is reasonable in the case this support is in nite, but is often not satis ed when it is nite. A simple illustrative example is the uniform distribution. The above condition is not satis ed as f S i is constant inside its support. The function S i vanishes there and hence ! i = 0 whatever the choice of the u i . The problem arises from the fact that f S i has jumps at boundaries of its support. To see more clearly the e ect of these jumps, consider an approximating densityf S i having the same support and tending smoothly to 0 at its boundaries. If the approximation is accurate enough, one again has R~ 0 S i (s)f S i (s)ds > 1= 2 i where~ S i = ?(lnf S i ) 0 . But ? lnf S i must tend to in nity as s tend to the boundaries of the support of f S i and as a result~ S i and hence~ 0 S i must be very large in a neighborhood of these boundaries and the integral of~ 0 S if S i over this region could have a signi cant contribution to the whole integral. But by taking u 1 > 0 and u L < 1, such contribution are more or less discarded in the de nition of ! i . This explains why (3.1) could fail to hold.
The above discussion show that the condition (3.1) can fail when the densities of sources have nite support with jumps at the boundaries. To avoid this, one should include the information on the support by taking u 1 = 0 and u L = 1. We will show below that the resulting criterion C d is then local contrast. Note that in the present case Propositions 3.1 and 3.2 are no longer applicable, since Q S i is not continuously di erentiable at 0 and 1. In fact the criterion C d is not di erentiable at A ?1 so it makes no sense to compute its gradient and Hessian. However, it still admits A ?1 as a minimum local. This assertion, as well as the non di erentiability of the criterion, follows from the Proposition below.
Proposition 3.3
Let 0 = u 1 < u 2 < u L?1 < u L = 1 and suppose that the densities f S i have nite support. Then
o( ) denoting a term tending to 0 faster than as ! 0
Due to the presence of the operators max and min, it is clear that the right hand side of the equality in the above Proposition cannot be approximated, up to a term o( ), by a linear form in . This shows that the criterion C d is not di erentiable at A ?1 . On the other hand, since Q S j (0) < ES j < Q S j (1) the expression in the bracket ] in this right hand side is non negative and can be zero only if ij = 0 for all i 6 = j. This shows that C d (A ?1 + A ?1 ) < C d (A ?1 ) for all su ciently small non diagonal matrix . Thus A ?1 is a local minimum of C d . 4 A global contrast based on the support
In the case of distribution of nite support, it is of interest to simply take L = 2 and u 1 = 0, u 2 = 1. This results in a very simple criterion which exploits only the information on the support and moreover is a global contrast regardless of the distribution of the sources, as will be shortly shown.
Because of its importance, we reserve the notation C for this contrast. Its use is further justi ed in the case of nearly uniform sources. Indeed, in this case, the random variable (BX) i will be nearly uniform for B close to A ?1 . Therefore the function Q 0 (BX) i is nearly constant and Then one may write C (B) as
The expression inside the last bracket ] can be interpreted as the volume of the set
This set is a \hyper-parallepiped" with sides parallel to the columns of B ?1 . Further, by the de nition of the quantile function, it is also the smallest among such parallepiped which contains the support of P X . Therefore minimizing C amounts to looking for a \hyper-parallepiped" with smallest volume enclosing the support of P X , the matrix argument realizing the minimum of C is then determined by the condition that its inverse have columns parallel to the sides of this minimum parallepiped. The fact that these columns can be determined only up to a multiplicative factor simply re ects the invariance of C with respect to the pre-multiplication of its argument by a diagonal matrix. In practice, one would replace the criterion C by its empirical counterpartĈ obtained from (4.1) by replacing R (BX) i by the di erence between the maximum and minimum of (BX) i (1), : : : , (BX) i (n). The same argument as before shows that C (B) is the volume of the smallest \hyper-parallepiped" with sides parallel to the columns of B ?1 and containing all the data points X(1), : : : , X(n). Minimizing C thus amounts to looking for a \hyper-parallepiped" with smallest volume enclosing all the data points X(1), : : : , X(n), the matrix argument realizing the minimum is then determined by the condition that its inverse have columns parallel to the sides of this minimum \hyper-parallepiped".
The above method has some similarities with the \geometrical" method introduced in Puntonet et Al. ?], in that it also exploits the information on the support of the distribution. This method proceed through a direct approach which is to estimate the slope of the boundary of the distribution (a paarallelopram in the case of 2 sources).
We conclude this section with the global contrast property of C .
Proposition 4.1
Suppose that X = AS with S having independent components and nite support. Then C , as de ned by (4.1), admits a minimum at A ?1 , unique up to re-multiplication by a permuted diagonal matrix.
Minimization of the criterion
In practice, the application of our method requires the minimization ofĈ d dened by (2.3). However, classical gradient based minimization methods are not applicable here since this criterion is not everywhere di erentiable (but C d does, under the assumption of section 3.1).
We
invariant with respect to scale change. However, to avoid possible explosion of the non diagonal terms in some row of B when in reality one needs to come up with a matrix for which the diagonal term on this row vanishes, it is recommended to renormalize each row of B either periodically or when it becomes too large. The normalization can be done according to any given rule, the most common one is to make the resulting independent components having unit variance.
We are thus led to a one-dimensional problem which is to minimize, for a given pair of indexes (i; j), the expressionĈ d (B + ij E ij ) with respect to ij , where E ij is the matrix with 1 at the position (i; j) and 0 elsewhere andB is the estimated matrix obtained at the proceeding minimization step. Since it doesn't cost any more, we will consider a slightly more general problem which is to minimize of the function Observe that the matrix E iB ?1 has the same structure as E i , namely all its elements except those of the i-th row, vanish. Hence det(I+ E iB ?1 ) = 1+c where c is the i-th diagonal element of E iB ?1 . Therefore, the function to be minimized can be written aŝ The integers k j would depend on~ but for simplicity of notation, we do not indicate this dependence. As~ change, they may change so that the above inequalities remain satis ed. But the change clearly can only occur when~ cross a value for which there are ties among theŜ i (1) +^ T i (1), : : : ,Ŝ i (n) +^ T i (n). for some integer k j 2 f1; : : : ; ng. Thus, the order statistic (Ŝ i +^ T i )(j : n) are piecewise linear continuous functions of~ . Further, the slope change can only occurs at the points~ for which there are ties among theŜ i (1)+^ T i (1), : : : ,Ŝ i (1)+^ T i (n) (but not necessarily at all of them).
From the above results, the functions~ 7 ! (Ŝ i +~ T i )(n l : n)?(Ŝ i +~ T i )(n l?1 : n) are piecewise linear continuous and do not vanish inside each \piece". Since the logarithm function is concave, it follows that the functions 7 ! ln jŜ i +~ T i )(n l : n) ? (Ŝ i +~ T i )(n l?1 : n)j are piecewise concave and so is the function (5.1), being a linear combination of them with positive weighs. Further, it is continuous except that it may converge to minus in nity at points on the boundaries of the \pieces". Since a concave function cannot have a minimum inside its interval of de nition and the above function converges to in nity at in nity, it must either admit a minimum or converge to minus in nity at a point on these boundaries. We will admit minus in nity as valid value of a criterion, smaller than any other, therefore to minimize (5.1) one needs only to evaluate it at~ 1 , : : : ,~ N and look for the minimum among them (minus in nity included).
One then deduces the value of which minimizes the criterionĈ d (B + E i ). This amounts to evaluate this criterion at k =~ k =(1 ? c~ k ), k = 1, : : : , N and look for the minimum. The k in turn can be easily seen to be those for which ties occur among theŜ i (1) + T(1), : : : ,Ŝ i (n) + T(n).
From the computational point of view, the number of possible values of for which ties occurs among theŜ i (1) + T)(1), : : : ,Ŝ i (n) + T(n) can be quite large for large n. But fortunately, one needs not consider all of them. If one is interested only in the n l -th order statistics, l = 1, : : : , L, then one needs actually to consider only the values of for which a tie among theŜ i (1) + T(1), : : : ,Ŝ i (n) + T(n) occurs at the n 1 , : : : , n L place, that is for which at least one of the order statistics (Ŝ i + T)(n 1 : n), : : : , (Ŝ i + T)(n L : n) is not uniquely de ned. Such values are the only ones where the function 7 ! (Ŝ i + T)(n 1 : n) can have a slope jump. This can be seen in our alogorithm, given in the appendix, designed to search all such slope jumps e ciently. Thus, the number of values of to be examined can usually be drastically reduced. For example, in the case L = 2, n 1 = 1, n L = n, considered in section 4 (which is in fact the most favorable case), one needs to consider only the values of for which the maximum or the minimum ofŜ i (1) + T(1), : : : , S i (n)+ T)(n) does not occur at an unique index. In our experiences, we found that there is only a quite small number of such values.
Some simulation examples
We report here some of our simulation result to illustrate the performance of our procedure. We consider the separation of source problem with two sources and a mixing matrix A = I. The choice of this matrix is in fact unimportant since our method is invariant respect to linear invertible transformation: pre-multiplying the data by some matrix would post-multiply the resulting estimated reconstruction matrixB of the ICA by its inverse. HenceBA depends only on the source sequence S(t) = S 1 (t) S 2 It can be seen that our procedure perform quite well for the uniform distribution, even if the extreme statistics are not used. This is explained in the explicit calculation in the appendix. However, in the case of the normal or mixed normal distribution, which has in nite support, the use of the criterion based on the extreme statistics only leads to bad result. But using less extreme statistics (the 4-th and 197-th order statistics) can vastly improve performance, as can been seen in gure 6.2 and the second column in the above table. However, using two more order statistics does not seem to change signi cantly the performance, as suggest by gure 6.3 and the third column of the table. We have also tried to use even more order statistics, without obtaining any discernible improvement (it some case, it can be worse). This suggests that the simple procedure based on only two order statistics, not the extreme ones, We give here some explicit calculation concerning the criterion C d in the case of two uniform sources. We do not suppose u 1 = 0 or u L = 1, to see the e ect of choosing them in the interior of 0; 1].
Since the scale factor has no e ect, one can assume without loss of generality that the sources are uniform over ? f S 1 +b 12 S 2 (x) = From this simple example, we conjecture that using the criterion C d with u 1 > 0 and u L < 1 in the case of distribution of nite support, may lead to biased estimator, but the bias is often quite small and can be tolerated.
A. with at least one strict inclusion, by the de nition of 1 It is of interest to note that in the case k i 2 K ? 
A.3 Proofs of results
To prove the Proposition 3.1 and 3.1, we shall make use of the Lemma A. Since the components S i of S are independent, the rst term in the above right hand side reduces to a vector with j-th component given by Further, one can verify that the above inequality reduces to an equality if and only ifB is a permuted diagonal matrix. (the case whereB contains a vanishing row being excluded). The results of the Proposition follows
