juha.saarikangas@bc.biol.ethz.ch (J.S.), claudio.rivera@helsinki.fi (C.R.), pirta.hotulainen@helsinki.fi (P.H.) In Brief Saarikangas et al. describe how direct membrane bending by inverse-BAR protein MIM/MTSS1 generates protoprotrusions, promoting subsequent actin assembly and leading to the initiation of dendritic spines in neurons. MIM deficiency results in defective spine formation, abnormal synaptic transmission, and corresponding behavioral defects in mice.
INTRODUCTION
Precise control of the development and connectivity of synapses is critical for accurate neural network activities that control the regulation of organismal physiology and behavior (Alvarez and Sabatini, 2007; Bourne and Harris, 2008) . The majority of the post-synaptic terminals of excitatory synapses reside in dendritic spines. Spines develop from filopodia-like precursors (thin actin-filled membrane protrusions) that mature into more variable morphologies, typically being characterized by a bulbous head and a narrow neck. Spines are highly dynamic and may undergo structural remodeling in response to changes in pattern and strength of neuronal activity (Alvarez and Sabatini, 2007; Bourne and Harris, 2008) . Importantly, the capacity to undergo morphological remodeling and adopt a defined shape is considered to be a key step in determining the individualization and function of a given spine, implying the need for highly elaborate mechanisms that control spinogenesis and the plasticity of spines (Bourne and Harris, 2008) . The actin cytoskeleton is known to play a pivotal role in the morphogenesis of dendritic spines (reviewed in Hotulainen and Hoogenraad, 2010; Svitkina et al., 2010) . However, the mechanism of spine initiation at the dendritic plasma membrane has remained elusive.
One important group of proteins that function at the interface between plasma membrane and actin dynamics is the inverse-BAR (I-BAR) domain-containing proteins. In contrast to canonical BAR proteins, the I-BAR and inverse-F-BAR (IF-BAR) proteins bend the plasma membrane outward, promoting the formation of actin-rich cell protrusions (Zhao et al., 2011) . Several I-BAR and IF-BAR proteins have been linked to many aspects of CNS function, including spine morphogenesis and neuronal migration (Carlson et al., 2011; Choi et al., 2005; Kim et al., 2009; Sawallisch et al., 2009; Guerrier et al., 2009; Charrier et al., 2012; Dharmalingam et al., 2009 ). Missing-in-metastasis (MIM/MTSS1) is among the CNS-expressed I-BAR proteins and is shown to deform membranes and bind to actin monomers (Mattila et al., 2003 (Mattila et al., , 2007 Hayn-Leichsenring et al., 2011) . MIM is conserved in metazoans and is important for proper kidney function and B cell development in mice Yu et al., 2012) . However, neither the physiological role nor the molecular function of MIM in the CNS has been reported.
Here we provide evidence that MIM is a bona fide dendritic spine initiation factor. We show that phosphoinositide (PIP) signaling directs MIM to the plasma membrane where it bends the membrane to initiate dendritic filopodia formation. This initiation process is coupled to subsequent activation of PIPresponsive Arp2/3-mediated actin polymerization. Loss of MIM in mice results in decreased spine density in vitro and in vivo, whereas ectopic expression of MIM potentiates dendritic spine density and negatively regulates spine maturation. Finally, we demonstrate that MIM-deficient mice display attenuated excitatory synaptic transmission in the Purkinje cells and suffer from a complex set of behavioral defects, correlating with the morphological and functional manifestations found in the brain. Together, these data suggest that direct membrane deformation by membrane sculpting proteins might be a general mechanism to initiate cell protrusions.
RESULTS

MIM Forms Proto-Protrusions at Future Spine Assembly Sites Independently of Actin Assembly
To elucidate the molecular function of MIM in the CNS, we first examined the subcellular localization and function of MIM-GFP in 14 days in vitro (DIV) cultured rat primary neurons. Interestingly, MIM-GFP displayed a dendritic localization, preferentially accumulating to spine heads and dendritic filopodia ( Figures  1A-1D) . Comparison of the number of spines (density) in neurons expressing moderate levels of either GFP or MIM-GFP revealed that mild MIM overexpression significantly increased spine density ( Figure 1E ; p < 0.05). This suggested that MIM might play a role in spine initiation and/or stability. To test this further and to distinguish between these two options, we examined the spatiotemporal localization of MIM during spine formation. Curiously, we found that MIM-GFP signal often accumulated to dendrites at sites where the spine would be launched (arrowheads in Figures 1F-1I) . Surprisingly, this accumulation occurred prior to actin assembly ( Figure 1G ), indicating that MIM is one of the first factors to mark the spine initiation site. Importantly, MIM accumulation resulted in the formation of a small proto-protrusion, to which actin then rapidly accumulated (compare Figures 1G and 1H) . This subsequent actin accumulation resulted in a rapid elongation of a filopodial protrusion at the tip of which MIM was enriched (Figures 1G-1I ).
Since it seemed that MIM alone was sufficient to initiate the protrusive activity at the future spine site ( Figure 1G ), it was important to confirm that the recruitment of MIM to the spine initiation sites and the subsequent formation of proto-protrusions were independent of actin polymerization. Therefore, we treated cells with latrunculin B (LatB), a drug that sequesters actin monomers thereby preventing filament assembly. Intriguingly, time-lapse imaging of cells treated with LatB showed that MIM continued to form small foci on the plasma membrane even in the absence of actin polymerization ( Figures 1J and S1A ). These MIM foci represented tiny proto-protrusions, typically less than 200 nm in length, without detectable F-actin accumulation (arrowhead in Figure 1K ). Importantly, time-lapse imaging and kymograph analysis demonstrated that the MIM assembly in proto-protrusions was stable over several minutes, yet unable to elongate in the absence of actin filament assembly (Figures 1L, S1A, and S1B). Together, these findings indicate that MIM initiates the formation of spine proto-protrusions, which then recruit and promote actin assembly that drives the elongation of newly assembled spines.
MIM Displays a Neuron-Specific Distribution in the Hippocampus and Cerebellum
To gain a comprehensive understanding where MIM functions in the CNS, we examined the expression of MIM mRNA during CNS development by in situ hybridization of tissue sections. During embryonic days 14-18, MIM is strongly expressed in the cortical and neocortical regions (Figures 2A and 2B ), indicating that MIM is a highly expressed gene during CNS development. We also performed an extensive immunohistochemical analysis with anti-MIM antibody (described in Hayn-Leichsenring et al., 2011) to identify the cell types that express MIM in the adult brain. This antibody recognized a single band of $110 kDa from WT but not MIM À/À cortical brain lysate on a western blot ( Figure S2A ). In agreement with the in situ hybridization results ( Figure 2C ), anti-MIM antibody labeled strongly cell bodies and dendrites of Purkinje cells, whereas no labeling was detected in the internal granular layer marked by NeuN ( Figures 2D-2F ). Importantly, no staining was detected with anti-MIM antibody in MIM knockout slices ( Figure 2G ). Since the CNS expression of MIM outside cerebellum has not been described, we looked at hippocampus to find that NeuN positive pyramidal cells (CA1 and CA3) and granule cells (dentate gyrus) were immunopositive for MIM, displaying clear co-localization between NeuN and MIM in the cell bodies ( Figure 2H ). To confirm MIM localization to dendrites, we conducted a co-localization analysis with MIM and the somato-dendritic marker MAP2. This showed a dendrite-specific localization in hippocampal pyramidal CA1 and CA3 cells with high staining intensity in the proximal apical dendrites ( Figure 2I ). Notably, co-staining of MIM with the axonal marker SMI31 showed that MIM does not localize to axons in the cerebellar Purkinje cells, the pinceau formation (Figure 2J) or in the hippocampal cell layers of the CA3, CA1 regions, or dentate gyrus derived mossy fibers ( Figure S2B ; data not shown). Moreover, GFAP-positive glial cells were not detected with MIM antibody (data not shown), indicating that MIM is preferentially expressed in neurons. Finally, we looked at cultured hippocampal neurons and found that MIM antibody localized to discrete foci along the dendritic shaft, reminiscent of the proto-protrusions/initiating filopodia (compare Figures 1F, S2C , and S2D), but also of filopodia and occasionally in mature spines ( Figure S2C ). We conclude that MIM is expressed in the neuronal cells of the cortical and hippocampal regions of the cerebrum and in the Purkinje cells of the cerebellum. Importantly, MIM is excluded from the axons, implying that it carries out dendrite specific functions in neurons. Figure 3C ; p < 0.05). This significant difference was also verified in an independent experiment using Golgi-stained Purkinje cells (data not shown). Because detailed analysis of the exact spine morphology is difficult to perform in tissue slices, we made a more comprehensive analysis on cortical (including hippocampal) neurons dissected from MIM À/À and WT littermates ( Figures 3D and   3E ). After 13 DIV, the neurons were transfected with GFP, and 1 day later (DIV14), the neurons were fixed and imaged by confocal microscope and spine density, and morphology was analyzed by NeuronStudio software (Rodriguez et al., 2008) . Importantly, spine density was significantly decreased in cultured MIM À/À hippocampal neurons ( Figure 3F ; p < 0.05), mirroring the phenotype of decreased spine density observed in Purkinje neurons in cerebellar slices. Morphological analysis of different spine types showed that especially the number of thin spines was significantly reduced in MIM À/À neurons ( Figure 3I ; p < 0.001). Moreover, the spine heads were wider in MIM À/À neurons as compared with WT neurons (Figure 3G ; p < 0.01). Collectively, these data show that spine density is significantly reduced in MIM À/À neurons both in vitro and in cerebellar tissues. The specific reduction found in the amount of thin spines is particularly interesting since thin spines (including dendritic filopodia) are the dynamic precursor structures of other spine types (Bourne and Harris, 2008) . Thereby, loss of thin spines in the absence of MIM might reflect a defective initiation phase of spines, in line with the function of MIM during spine initiation (see Figure 1 ).
MIM
MIM Deficiency Leads to Defective Synaptic Transmission and Behavioral Abnormalities in Mice
The observed morphological alterations ( Figure 3) Figure 4A ; p < 0.01), moved on average with a slower speed ( Figure 4B ; p < 0.01), exhibited reduced rearing frequencies ( Figure 4C ; p < 0.001), and entered the center of the Open Field less frequently than controls (Figure 4D ; p < 0.01). This was due to significantly reduced total distance traveled in the periphery, since the time spent in the center did not differ from controls in young mice ( Figure 4E ). The high expression of MIM in cerebellum and the morphological anomalies detected in the Purkinje neurons of MIM-deficient mice prompted us to analyze the functionality of sensorimotor and coordination skills of MIM À/À mice. Analysis of 12-to 13-week-old mice revealed that MIM mutants had lowered acoustic startle responses (ASRs) as compared with control mice, especially at higher sound pressure levels ( Figure 4F ). Importantly, the clickbox test revealed no differences in the hearing capacities between WT and MIM À/À (data not shown), suggesting that the lowered ASR response of MIM-deficient mice originates from the CNS. To test the sensorimotor gating in MIM À/À mice, we employed Prepulse Inhibition (PPI) test. The 12-to 13-week-old MIM À/À mice showed overall lowered responses, albeit these were not statistically significant ( Figure 4G ). However, at the age of 44-45 weeks, there was a significant genotype effect of reduced PPI in mutants at 67 dB ( Figure 4H ; p < 0.05). To assess the coordination of MIM À/À mice, we used a Rotarod Test, which like PPI, revealed a decline in performance of MIM À/À mice that was more pronounced in aged mice ( Figure 4I ; p < 0.05). A similar age-dependent decline in performance was also observed when we measured the Grip Strength ( Figure 4J ; p < 0.05). Finally, we analyzed the responsiveness of the somatosensory system to thermal pain in MIM mutant mice by a Hot Plate Test (nociceptive pain). Interestingly, MIM À/À mice showed a hyperalgesic phenotype; i.e., the mutant mice reacted to thermal pain significantly faster as compared with WT mice (Figure 4K ; p < 0.05). Together, these results show that MIM deficiency leads to a variety of behavioral defects, in agreement with the broad expression of MIM in different brain regions (Figure 2) . We find it unlikely that the locomotive and neuromuscular abnormalities originate from muscular defects since MIM is not expressed in adult skeletal muscle (Mattila et al., 2003) , and no gross morphological or histological defects were detected in MIM À/À skeletal muscle (data not shown).
From the data presented above, the clearest example linking MIM deficiency to behavioral defects was the cerebellum, as we found that MIM is highly expressed in Purkinje neurons (Figure 2) , required for normal spine density of Purkinje cells ( Figures  3A-3C ) and was important for the maintenance of motor coordination functions ( Figure 4I ), which essentially depend on Purkinje cells. To investigate the synaptic inputs in Purkinje cells of MIM +/+ and MIM À/À mice, we used whole-cell patch-clamp technique to record spontaneous miniature excitatory and inhibitory post-synaptic currents (mEPSC and mIPSCs) in the somatic area ( Figure 4L ). Strikingly, we found that the mEPSC frequency was lower in MIM À/À (0.58 ± 0.10 Hz) as compared with MIM +/+ Purkinje neurons (0.94 ± 0.11 Hz, p < 0.05, N = 6 per genotype in all recordings) ( Figure 4M ), with no significant differences in the mEPSC amplitudes ( Figure 4N ) or decay times (MIM +/+ : 25.14 ± 6.17 pA and 9.52 ± 0.16 ms; MIM À/À : 23.29 ± 5.60 pA and 9.96 ± 0.35 ms, NS). Importantly, no differences were de- : 20.25 ± 9.73 pA; 15.9 ± 0.17 ms, NS), respectively. In summary, these recordings demonstrate that MIM-deficient mice display decreased synaptic excitation/inhibition ratio in Purkinje neurons, correlating with the observed expression and morphological defects in the Purkinje neurons and the dysfunctional motor coordination of MIM-deficient mice.
Direct I-BAR-Driven Membrane Bending Is the Underlying Mechanism behind MIM-Mediated Spine Nucleation
The evidence above proposed that MIM-mediated spine initiation plays an important role for brain function. To understand the mechanistic basis of spine initiation by MIM, we took advantage of different loss of function MIM mutant alleles ( Figure 5 ). MIM has been described to have several biochemical activities, such as actin monomer binding (Mattila et al., 2003) , Rac1 GTPase binding (Bompard et al., 2005; Mattila et al., 2007) , membrane (PIP) binding/bending (Mattila et al., 2007; Suetsugu et al., 2006; , and membrane insertion/ curvature sensing activities Maddugoda et al., 2011) . In NIH 3T3 fibroblasts, exogenous expression of full-length MIM resulted in the formation of membrane extensions such as ruffles and filopodia, and this activity is preserved to a minimal region in the N terminus corresponding to the membrane bending I-BAR domain ( Figures 5A-5C ). To analyze whether the membrane-bending and actin-binding activities contribute to spine initiation by MIM in neurons, we first transfected rat hippocampal neurons with GFP-tagged MIM constructs, which display specific defects either in membrane PIP binding ( Figure 5D ; Mattila et al., 2007) or in actin binding (Figure 5E; Mattila et al., 2003) (structures from Lee et al., 2007) . Interestingly, whereas the actin-binding mutant potentiated spine formation similarly to WT MIM (see Figure 1F ), the membrane-binding-deficient mutant was unable to do so (Figures 5F-5I and 5L). In fact, expression of the membrane-binding-deficient mutant resulted in decreased spine density as compared with GFP transfected neurons, suggesting that due to the dimeric nature of MIM (Lee et al., 2007) , it might function as a dominant-negative construct that sequesters endogenous MIM into non-functional hetero-oligomers. To further investigate the mechanism by which the I-BAR domain promotes spine formation, we compared spine densities between neurons transfected with I-BAR domain alone (minimal region with membrane deforming activity) and I-BAR domain mutant that lacks membrane inserting and positive membrane curvature sensing N-terminal amphipathic alpha helix Maddugoda et al., 2011) (Figures 5J, 5K, and 5M) . Importantly, whereas the I-BAR alone was capable of potentiating spine filopodia formation, the insertion mutant could not drive spine formation ( Figure 5M ), suggesting that both PIP-binding and curvaturesensing abilities of the I-BAR domain contribute to spine initiation. Importantly, we could also rescue the decreased spine density phenotype of MIM À/À neurons with MIM-GFP and MIM I-BAR constructs, but not with the membrane-binding-deficient mutant ( Figure S3A ), altogether showing that the membrane bending activity is crucial for MIM-induced spine morphogenesis. Extended morphological characterization of spines in neurons mildly overexpressing MIM revealed several signatures of MIM action in spine morphogenesis: MIM overexpression decreased spine length and width ( Figures 5N and 5O ), which is seen by significantly more pronounced existence of thin ( Figure 5P ) and stubby spines ( Figure 5Q ), whereas the amount of mushroom shaped spines was significantly decreased in MIM overexpressing neurons ( Figure 5R ). These data are in agreement with the alterations found in MIM-deficient neurons, which displayed decreased number of total, and especially thin spines, as well as increased head width ( Figures 3F, 3G, and 3I) .
The reduced number of mushroom spines suggested that MIM might restrict spine head expansion associated with maturation.
Hence, we tested whether MIM overexpression-induced dendritic filopodia or thin spines can undergo transition into mushroom spines. To this end, we imaged hippocampal neurons expressing GFP or MIM-GFP and measured the rate of protrusion initiation and the rate of conversion from filopodia to mushroom spine. Importantly, mild MIM overexpression resulted in a 2-fold increase in the initiation rate of protrusions as compared with GFP control (237 versus 119 initiations/m of dendrite/hr, N (MIM) = 108 and N (GFP) = 55; data not shown). However, the portion of filopodia that underwent head expansion (maturation) was greatly reduced in MIM-overexpressing cells as compared with GFP-expressing cells (28 versus 13 maturations/m of dendrite/hr, N (MIM) = 6 and N (GFP) = 13; data not shown). Furthermore, when we analyzed the number of spines that displayed postsynaptic density (SAP97-mCherry) as a sign of spine maturation, we found that MIM overexpressing cells displayed 29% reduction in the density of PSD-containing spines as compared with the GFP control cells (0.17 PSDs per mm versus 0.24 PSDs per mm, N (MIM) = 106 and N (GFP) = 135, respectively; Figure S3B ), which is in agreement with the reduction of mushroom spines in MIM overexpressing cells ( Figure 5R ). Although these data suggest that MIM does hinder spine head expansion, we were unable to detect events where MIM signal would disappear during spine maturation in our live-cell experiments (data not shown). However, analysis of anti-MIM antibody-labeled neurons indicated that MIM is not enriched in all mushroom spines. Taken together, these data suggest that both MIM activity and its localization are likely to be regulated during spine maturation. Altogether, these data demonstrate two important aspects: (1) spine initiation is driven by I-BAR domain-mediated membrane deformation, and (2) MIM assembly at the tip of thin spines ( Figure 1C ) restricts dendritic spine maturation.
PIPs Are Critical for MIM-Plasma Membrane Interaction
The signaling pathways potentiating spine filopodia formation are poorly understood. However, recent data suggest a central role for phosphorylated PIPs in spine morphogenesis. For example, brain-derived neurotrophic factor (BDNF) stimulated filopodia initiation by promoting PI3-kinase signaling and accumulation of PI(3,4,5)P 3 to dendritic filopodia (Luikart et al., 2008) , and spines were found to be enriched in PI(4,5)P 2 (Horne and Dell'Acqua 2007) . We have previously shown that the positively charged poles of I-BAR domain of MIM bind to PIPs (Mattila et al., 2007) , but it is not known whether PIPs are directly involved in MIM recruitment/function in cells. Since membrane binding was essential for MIM-mediated spine initiation (Figures 5H and 5K-5M), we hypothesized that PIP-signaling might be responsible for MIM recruitment and proto-protrusion assembly. To test whether PIPs, in particular PI(4,5)P 2 and/or PI(3,4,5)P 3 , (K) MIM-deficient mice are more sensitive to a thermal stimulus. The hot-plate test revealed a hyperalgesic phenotype in MIM mutants, which responded to the thermal stimulus significantly faster than the WT littermates. Young (10-13 week) mice, n = 20 mice per genotype (10 males, 10 females), and aged (44-45 weeks) mice, n = 10 mice per genotype (5 males, 5 females). are required to recruit and maintain MIM-plasma membrane interactions in neurons, we utilized the inducible PI5P-depletion system, which encompasses two constructs: a plasma membrane bound CFP-tagged FRB domain and a cytosolic mRFPtagged FKBP12 fused to a 5-phosphatase (5-ptase) domain that catalyzes conversion of PI(4,5)P 2 (PIP2) into PI(4)P and PI(3,4,5)P 3 (PIP3) into PI(3,4)P 2 (Varnai et al., 2006 ; Figure 6A ). FRB and FKBP dimerize upon addition of rapamycin into the culture medium, which brings the 5-ptase-FKBP chimera to the plasma membrane to dephosphorylate the inositide ring at the 5 0 position ( Figure 6A ). To control the assay, we used PIP2-specific plecstrin homology (PH) domain of phospholipase C (PLC) fused to a GFP. As expected, the addition of rapamycin resulted in a rapid loss of PH-domain from the plasma membrane (see arrowhead in Figure 6B ), whereas DMSO-control had no effect ( Figure 6B ). By examining cells expressing MIM-GFP and PIP2/ PIP3-depletion constructs, we found that addition of rapamycin, but not DMSO control, resulted in a rapid relocalization of MIM from the plasma membrane and tips of filopodia to the cytoplasm (compare arrowheads in Figure 6C ). This was particularly evident in MIM-enriched proto-protrusions, from where MIM vanished rapidly after rapamycin addition. These data demonstrate that PIP2/PIP3 signaling is an important upstream regulator for the membrane recruitment of MIM and in good agreement with the data demonstrating that the PIP-binding interface of MIM is critical for its function in spine initiation (Figures 5H and 5L ).
Arp2/3 Complex-Mediated Actin Assembly Is Required for MIM-Induced Spine Formation We next aimed to identify the pathways downstream of the PIP-MIM axis that are responsible for actin assembly and spine elongation ( Figure 1I ). Because PIP2/PIP3 are known to have positive effects on actin assembly (Saarikangas et al., 2010) and MIM I-BAR domain, like all BAR domains, promotes the formation of PIP2-enriched domains on membranes Zhao et al., 2013) , we hypothesized that PIP-responsive actin regulators might be co-recruited to spine filopodia together with MIM. To test this, we co-expressed MIM-GFP together with Neuronal-WASP (N-WASP) in hippocampal neurons and dissected their temporal recruitment to the future spine filopodia. N-WASP is an actin nucleation-promoting factor (NPF) that binds to and is sharply activated by small increase in PIP2 density to promote Arp2/3 complex-mediated actin polymerization (Papayannopoulos et al., 2005) . Live neuron microscopy analysis of initiating filopodia showed that N-WASP localized to protoprotrusions and launching filopodia together with MIM (arrowheads in Figure 6D ; N = 21). A more detailed line-scan analysis of maturing spine suggested that N-WASP localization might be more restricted to the head where the actin assembly takes place, while MIM, in addition to head enrichment, is also found along the shaft ( Figure 6E ). N-WASP is an activator of the actin-nucleating Arp2/3 complex. In order to test whether Arp2/3-mediated actin assembly is required for MIM induced proto-protrusion elongation, we co-expressed MIM-GFP together with Scar WA-myc construct, which encodes a truncated Scar protein that sequesters Arp2/3 complex from the nucleation promoting factors such as N-WASP keeping it misplaced and inactive. As a negative control, we used Scar-W construct that does not bind Arp2/3 complex  Figure 6F ). Quantification of spine density in MIM-GFP/WA-co-expressing cells ( Figure 6G ) demonstrated that Arp2/3 activity is critical for MIM function in potentiating spine formation (Figures 6G and 6H ; p < 0.05). Co-expression of Scar-WA domain with MIM prevented the MIM-induced increase in spine density, while the proto-protrusions were still able to assemble ( Figures 6G and 6H) . Collectively, these analyses propose that PIP (PIP2/PIP3) signaling acts as an upstream factor to recruit MIM to the plasma membrane, and this might be coupled to the recruitment and local activation of PIP-responsive Arp2/3-dependent actin assembly machinery to drive the protrusion elongation.
Reconstituted I-BAR-Mediated Membrane Bending and Arp2/3-Actin Assembly Machineries Coincide on Model Membranes in a PIP2-Dependent Manner We have previously shown that MIM I-BAR domain self-organizes on giant unilamellar vesicles (GUVs) into PIP2-rich foci at the sites of membrane deformation ). To examine whether PIPs alone are sufficient to recruit and initiate the self-organization of both MIM-mediated membrane bending and Arp2/3-mediated actin assembly machineries at (Varnai et al., 2006) . Addition of rapamycin dimerizes the FRB and FKBP domains and brings the 5-ptase enzyme to the plasma membrane, where it dephosphorylates PI(4,5)P2 at the 5 0 position.
(B) DMSO treatment has no effect on GFP-tagged PLC-PH domain, which binds PI(4,5)P2 specifically, whereas addition of rapamycin results in rapid translocation of PH-domain to the cytoplasm (arrowheads).
(legend continued on next page) model membranes, we undertook a minimal synthetic reconstruction approach composed of PIP2-containing GUVs, fluorescently labeled actin, Arp2/3 complex, N-WASP, and MIM I-BAR-GFP ( Figure 7A ). First, we imaged fluorescently labeled GUVs and actin mixed with Arp2/3 complex. As expected, no actin assembly or recruitment was detected on the GUV surface in the absence of Arp2/3 activator ( Figure 7B ). Importantly, addition of N-WASP was sufficient to localize actin assembly to the GUV surface, in agreement with N-WASP being recruited and activated at the membrane via its polybasic domain-PIP2 interaction ( Figure 7C ; Papayannopoulos et al., 2005) . Interestingly, similarly to BAR domain scaffolds Zhao et al., 2013) , we found that these actin assembly foci displayed higher PIP2 density as compared with the neighboring regions on the GUV (arrowhead in Figure 7C ), suggesting that the polybasic domain of N-WASP alone might be sufficient to cluster PIP2 and thereby promote self-organization/activation of actin assembly at membranes. Finally, since both the membrane bending and actin assembly machineries are PIP2-responsive, we tested how these machineries are spatially organized relative to each other. We thus added GFP-tagged MIM I-BAR domain (minimal region capable of membrane bending) to GUVs containing the PIP2-responsive actin assembly machinery ( Figure 7D ). This resulted in self-assembly of MIM I-BAR-GFP and PIP2-responsive actin assembly machinery at the same foci on the membrane (arrowhead in Figure 7D ). Surface plot of this region demonstrated how polymerized actin spanned away from the membrane, whereas MIM was only present at the membrane ( Figure 7E ). Thus, MIM does not incorporate into the actin filaments, but is instead recruited to the foci via PIP2 binding ). We quantified the correlation co-efficient between actin and MIM-I-BAR on GUVs in the presence or absence of N-WASP. In the presence of N-WASP, the correlation co-efficient value between MIM and actin was 0.47, whereas in the absence of N-WASP it was À0.01 (1 represents perfect, 0 no, and À1 perfect inverse co-localization) ( Figure 7F ; p < 0.001, n = 10 per group), altogether demonstrating that regions of high MIM I-BAR intensity coincide with regions of PIP2-responsive actin assembly on membranes. Collectively, these data provide evidence that PIP2 is sufficient to initiate the formation of spatially restricted, self-organizing domains of protrusive activity by polarizing two distinct but intercommunicative morphogenetic pathways: the I-BAR-driven membrane bending and the actin-dependent force-generating machinery.
DISCUSSION
The actin cytoskeleton and many of its regulators have been shown to play a pivotal role in dendritic spine morphogenesis (Hotulainen and Hoogenraad, 2010; Svitkina et al., 2010) . However, the molecular underpinnings that prime actin assembly to determine where and how spine protrusions are initiated have remained obscure. Here we provide evidence that membranesculpting proteins might be universal factors to initiate the formation of proto-protrusions, which function as launching pads for actin assembly. We show that I-BAR protein MIM nucleates spine formation through its membrane deforming activity, which occurs independently and prior to actin assembly. MIM is recruited to the plasma membrane by PIPs that provide a bimodal signal for protrusion formation by activating both the membrane bending activity of MIM and by stimulating actin polymerization. Indeed, we found that Arp2/3 complex-dependent actin polymerization was necessary for MIM-potentiated protrusion elongation. In neurons, MIM was enriched in dendrites, especially in proto-protrusions, dendritic filopodia, and spines. Loss of MIM resulted in decreased number of spines in vivo and in vitro with characteristic alterations in spine morphology, most notably a loss of thin spines, which are the precursor structures for more mature spine types. Consequently, MIM-deficient mice displayed attenuated synaptic transmission and a wide spectrum of behavioral defects, underscoring the necessity of MIM-driven neuronal morphogenesis for proper CNS function.
PIPs as Organizers of Protrusion Initiation
From the obtained data, we propose the following model to explain how MIM imposes its function during spine formation (see Figure 7G ): neuronal growth factors such as BDNF promote PIP signaling (Luikart et al., 2008) , resulting in local increase in negative charge at the plasma membrane. This recruits MIM via its positively charged poles of the I-BAR domain, induces its dimerization, and activates its membrane bending activity. The resulting curvature and simultaneous clustering of PIPs (by preventing their free diffusion) promote co-operative oligomerization of MIM, ultimately resulting in the induction of outward membrane curvature. We propose that this membrane bending step in protrusion formation functions to overcome the very first energetically unfavorable membrane deformation step in protrusion formation. Importantly, MIM interacts dynamically with membranes in protrusions , which would allow competitive recruitment/activation of other PIP responsive molecules. These PIP2/PIP3-responsive actin regulators that function in spinogenesis include, e.g., N-WASP (Papayannopoulos et al., 2005) , formin mDia2 (Hotulainen et al., 2009; Gorelik et al., 2011) , and GTPases such as Rac (Heo et al., 2006) , which all bind to negatively charged membranes dynamically via large positively charged interfaces (Papayannopoulos et al., 2005; Heo et al., 2006) . Therefore, these molecules are also expected to restrict the diffusion of PIPs from the spine initiation site, which can be further boosted by the low-affinity multivalent protein-protein interactions among these proteins (Li et al., 2012) . 
(legend continued on next page)
We propose that this phenomena might generate a self-organizing ''protrusion hub'' that responds to shallow increase in local PIP density, slows down lipid diffusion, and thereby generates a self-amplifying positive feedback loop that promotes membrane deformation and actin assembly. Importantly, we were able to reconstruct the self-organizing aspects of the PIP-responsive protrusion hub in vitro by combining a minimal set of components: PIP2-containing GUVs, PIP2-responsive actin assembly machinery (actin, N-WASP, and Arp2/3), and PIP2-responsive membrane-bending I-BAR domain of MIM. Here, PIP2 was sufficient to self-organize and co-cluster the two independent machineries (membrane bending and actin assembly) into a single zone of activity at the membrane. Collectively, such self-organizing system might help establish spatial control for protrusion formation in response to local activation of PIP signaling.
From a geometrical stand point, it is interesting to note that by bending the plasma membrane into a tube ( Figure 7G ), MIMmediated membrane bending could also direct pre-existing and newly assembled sub-membranous actin filaments to fuel spine elongation. In vitro, branched actin filaments growing against membranes get clustered and weakly bundled by the surrounding membrane (Liu et al., 2008) . Furthermore, actin filaments nucleated on V-shaped micropatterns form parallel filopodia-like bundles even in the absence of bundling proteins and surrounding membrane (Reymann et al., 2010) . Thus, we propose that MIM-induced membrane protrusion might direct and cluster branched actin filaments to form a weak bundle. This is in agreement with the actin filament organization found in dendritic filopodia, spine necks, and I-BAR domain-induced filopodia (Korobova and Svitkina, 2010; Yang et al., 2009 ).
I-BAR and IF-BAR Proteins May Be Generic Protrusion Initiators
Although spine density was lower in MIM-deficient mice, dendritic protrusions still formed, which indicates that MIM-independent mechanisms of spine initiation must exist. It is likely that there is redundancy between I-BAR/IF-BAR family members during spinogenesis. There are five I-BAR domain and several IF-BAR proteins in mammals (Zhao et al., 2011; Coutinho-Budd et al., 2012) , many of which are expressed in the CNS and described to have a role in dendritic spine morphogenesis (Choi et al., 2005; Kim et al., 2009; Sawallisch et al., 2009; Carlson et al., 2011; Charrier et al., 2012) . Interestingly, similar to MIM, IF-BAR containing WRP/SRGAP3 has been indicated to play a role in spine initiation (Carlson et al., 2011) . Hence, it is plausible that the membrane curvature-driven spine/filopodia initiation is a general mechanism to drive the formation of a distinct subset of cell protrusions within and outside the CNS. Different I-BAR/F-BAR proteins might be specified through alternative expression programs or by having different upstream regulation and/or downstream effectors, resulting in different types of filopodia/spines in different cell types at a given stage of development. This would explain the different behavioral phenotypes observed in WRP/ SRGAP3 (Carlson et al., 2011) and MIM knockout mice. It is also important to note that in addition to its role in spine initiation, MIM also had a restrictive role in spine head expansion. While we did not observe GFP-MIM removal during spine maturation, the endogenous MIM was found localized in a minority of mushroom spine heads. Thus, it is plausible that MIM activity and/or localization are regulated during spine maturation.
Behavioral analysis revealed several effects of MIM deficiency (Figure 4) . In particular, the defect in motor coordination is likely to be linked to decreased spine density and attenuated excitatory synaptic transmission in the cerebellum in the MIM mutants (see Figures 3 and 4 ; Huang et al., 2012) . The Purkinje neurons are the sole output from the cerebellar cortex to the cerebellar nuclei, which in turn are the main output structure of the cerebellum (Reeber et al., 2013) . Thus, decreased excitatory drive in association with no differences in the inhibition in Purkinje neurons would result in less powerful output of Purkinje neurons to their target neurons and thus likely lead to motoric dysfunctions (Reeber et al., 2013) . Interestingly, deletion of the MIM homolog in Drosophila also resulted in locomotor and motor coordination abnormalities in flies (Quinones et al., 2010) , indicating that the function of MIM in neuronal morphogenesis is likely to be conserved in evolution. Dysfunctional I-BAR-like proteins have been linked to disorders such as mental retardation and neurodegeneration (McCrea and De Camilli, 2009; Endris et al., 2002 ) and shown to be important for corticogenesis (Charrier et al., 2012) . Hence, it would be interesting to examine whether these disorders are contributed by disturbances at the level of spine initiation, either by dysfunctional PIP signaling, I-BAR-mediated membrane bending, or improper actin assembly. In an evolutionary scheme, it is thrilling to note that PIP-responsive growth of actin structures against cellular membranes represents a conserved continuum of polarity establishment utilized by fungi, motile amoebas, and metazoans (Saarikangas et al., 2010; Vernay et al., 2012) and, as shown here, culminating in the formation of synaptic structures that form the basis of normal brain functions.
EXPERIMENTAL PROCEDURES
GUV Assays
The preparation of GUVs is described in the Supplemental Experimental Procedures. The GUV experiments were performed as described in (Zhao et al., 2013) , with the following exceptions: GUVs were pre-incubated with His-N-WASP D EVH1 for 10 min and then diluted in actin polymerization buffer (10 mM Tris HCl, 2 mM MgCl 2 , 100 mM KCl, 1 mM ATP, 1 mM DTT [pH 7.5]) containing 200 mM sucrose, actin, and Arp2/3 complex. The protein concentration in the final mixture was actin (4.7 mM), Arp2/3 complex (111.5 nM), and N-WASP (0.5 mM). MIM I-BAR was added to the GUVs at the concentration of 0.5 mM.
MIM Mice
The generation of C57BL/6 MIM mutant mice is described in . Animals were handled in accordance with relevant national and/or local animal welfare bodies, and the appropriate committees approved all animal work. Behavioral analyses have been performed at the German Mouse Clinic (http://www.mouseclinic.de; Gailus-Durner et al., 2009).
Neuronal Cultures, Transfections, and Fixed Sample Preparation
Hippocampal neuronal cultures were prepared as described previously (Bertling et al., 2012) . Transient transfections were performed on DIV13 using Lipofectamine 2000 (Invitrogen) as described in Hotulainen et al. (2009) and 15 MIM À/À neurons with NeuronStudio (Rodriguez et al., 2008) .
The spine phenotype analysis on transfected neurons was performed with images with a voxel size of 0.078 3 0.078 3 0.122 mm. After modeling of the dendrite surface, protrusions with a minimum volume of 5 voxels (0.020 mm 3 ), length between 0.2 and 5 mm, and a maximal width of 3 mm were retained as spines. Following the default settings of the NeuronStudio program (Rodriguez et al., 2008) , spines with a minimum head diameter of 0.35 mm and a minimum head versus neck ratio of 1.1 were classified as mushroom spines. Non-mushroom spines with a minimum volume of 10 voxels (0.040 mm 3 ) were classified as stubby spines. All other spines were considered thin. Image files were processed with LAS-AF (Leica Microsystems), Photoshop CS4 (Adobe), and Image J. The line scans were done with Image J plot profile function. The kymograph analysis was conducted using Image J plugin (http://www.embl.de/eamnet/html/body_kymograph.html), and the resulting kymograph was processed with a Gaussian blur filter. To quantify the colocalization between two images on the GUVs, we calculated Pearson's correlation coefficient using ImageJ plugin. Intensity profiles for the GUVs were generated using the ImageJ surface profile function. For plasmids, protein expression and purification, western blotting, immunohistochemistry and microscopy, electrophysiology, and mouse behavioral testing, see Supplemental Experimental Procedures.
Statistical Analyses
All the graphs were generated, and the statistical analyses were carried out with Prism 5.0b. The graphs display mean ± SEM, and Student's t test and ANOVA (with Newman-Keuls post hoc test) were used for statistical comparisons. 
SUPPLEMENTAL EXPERIMENTAL PROCEDURES Plasmids
Plasmids for encoding different MIM constructs have been previously described in . GUVs were prepared using the electroformation technique as described previously ).
Briefly, the lipids were mixed, dried under a stream of nitrogen. The vacuum--dried mixture of lipids was
Western blotting
Cortexes of MIM +/+ and --/-- mice were lysed with lysis buffer containing 50 mM Hepes, pH 7.5, 4% SDS, 300 ml NaCl, 1 mM EDTA, 0.05 M DTT and proteinase inhibitors. Brain tissue was first dissolved by pipetting, sample was then boiled and the lysate was further clarified by sonication. After sonication, SDS--loading buffer was added to gel samples, samples were boiled and they were frozen. Protein concentration was measured from the protein samples by BCA method and 40 µl of lysate was loaded to 7.5% SDS--PAGE gel.
The small proteins were run out of the SDS--PAGE gel to acquire better separation for the large proteins. Gel was blotted to the nitrocellulose filter according to normal Western blotting. Western blot was blocked with BSA:TBS. Anti--MIM rabbit antibody (Imegenex) was used in 1:1000 dilution and incubated overnight at +4°C. Anti--rabbit antibody linked to HRP was used as secondary antibody in dilution 1:5000 (Molecular Probes). 
Microscopy
Electrophysiology
Brains from P14--P18 MIM +/+ and MIM --/--mice were dissected in ice--cold 124 mM NaCl, 3 mM KCl, 1.25 mM at a rate of 2-3 ml/min (32°C). Whole--cell recordings were obtained from Purkinje cells in cerebellar lobe VIII using the Multiclamp 700B amplifier (Molecular Devices, Sunnyvale, CA, USA). To measure mEPSCs and mIPSCs 1 μM tetrodotoxin was included in the ACSF. Cells were voltage--clamped at --50 mV with 4-5 MΩ pipettes filled with 135 mM CsMeSO 4 , 10 mM Hepes, 0.5 mM EGTA, 4 mM Mg--ATP, 0.3 mM Na--GTP, 2 mM NaCl and biocytin 2mg/ml (285 mOsm), pH 7.2. At 0 mV GABAergic currents were seen as outward and glutamatergic currents as inward. Recordings where access resistance was higher than 25 MΩ were discarded. Axoscope 10.2 (Molecular Devices) was used for data acquisition. Offline analysis was done using MiniAnalysis 6.0.7 program (Synaptosoft, GA, USA). Spontaneous events were detected using peak detector algorithm, and all events were confirmed visually.
Mouse behavioral testing
Open Field
The At the beginning of the experiment, all animals were transported to the test room and left undisturbed for at least 30 minutes before the testing started. Then each animal was placed individually into the middle of one side of the arena facing the wall and allowed to explore it freely for 20 min. After each trial, the test arena was cleaned carefully with a disinfectant. For data analysis, the arena was divided by the computer in two areas, the periphery defined as a corridor of 8 cm width along the walls and the remaining area representing the center of the arena (42% of the total arena in our TSE--system). The following parameters were recorded: distance traveled, resting and permanence time as well as speed of movement for the whole arena, the periphery and the center. Additionally, rearing frequency, percentage distance traveled and percentage time spent in the center as well as the latency to the first center entry and center entry frequency were calculated. The time courses of distance traveled, rearing frequencies as well as percentage distance traveled and percentage time spent in the center were additionally analyzed in 5 min--intervals.
Prepulse Inhibition of the Acoustic Startle Reflex
Acoustic Startle Response (ASR) and its Prepulse Inhibition (PPI) were tested one week after the Open Field test. ASR and PPI were assessed using a startle apparatus setup (Med Associates Inc., VT, USA) including four identical sound--attenuating cubicles. The ASR/PPI protocol was adapted to the specifications of our startle equipment (Med Associates Inc., VT, USA). Background noise (NS = no stimulus) was 65 db and trial types for ASR included 7 different stimulus intensities (70, 80, 85, 90, 100, 110, 120 db) . Trial types for PPI included 4 different prepulse intensities (67, 69, 73, 81 db) , and each prepulse (12 kHz tone, 10 msec duration) preceded the startle pulse (110 db, white noise, 40 msec duration) by a 50 milliseconds inter--stimulus interval. Each trial type was presented 10 times in random order, organized in 10 blocks, each trial type occurring once per block. Inter--trial intervals varied from 20--30 sec. The protocols were written using the Med Associates "Advanced Startle" software. Experiments were carried out between 08:30h and 17:00h. A session was initiated with a 5--min--acclimation period followed by five presentations of leader startle pulses (110 dB) that were excluded from statistical analysis.
Grip strength measurements
The grip strength meter system determines the grip strength to evaluate muscle function. The device exploits the tendency of a mouse to grasp a horizontal metal grid attached to a force sensor while being pulled away. Three trials were undertaken for each mouse subsequently for forelimbs and for combined forelimb/ hindlimb measurements. The respective means were used for statistical analysis and presented as means ± standard error of the mean (SEM).
Grip strength trial results are generally compared between genotypes, controlling for the effects of sex and weight, by fitting linear models (Pinheiro and Bates, 2000) . Since body mass was not different between genotypes and no sex--specific differences were seen in the mice analyzed here, data were pooled and the genotype effect was analyzed with a student's t--test.
Rotarod test
The TSE--RotaRod 3375 apparatus (Accelerating Model, TSE, Bad Homburg, Germany) was used to measure
