In the mobile computing-based Internet of Things, the computational complexity of applications is constrained by the capacity of the user equipment. In order to reduce the computational complexity of compressed sensing (CS)-based magnetic resonance image (MRI) reconstruction algorithms, we propose a novel multi-resolution-based parallel MRI reconstruction framework in this paper. We break down CS-based MRI reconstruction problem into four independent low-resolution image reconstruction sub-problems. Compared with the original problem, each sub-problem has a lower computational complexity. Assigned to four cores of the central processing unit (CPU), the sub-problems are solved simultaneously, and therefore the MRI reconstruction is accelerated. The combination of reconstructed low-resolution images achieves high-resolution image reconstruction. The proposed framework is applicable to the state-of-the-art CS-based MRI reconstruction algorithms to compute low-resolution images and involves multi-resolution processing. Compared with conventional serial computing, the proposed MRI reconstruction framework speeds at least four times up. Therefore, the parallel computation framework is especially suitable for widely used mobile devices with lower computational capability than workstations. To validate and evaluate the proposed scheme, when selecting the outstanding MRI reconstructing algorithm fast dictionary learning method on classified patches for numerical simulation, peak-signal-to-noise-ratio values of parallel reconstruction results are at least 0.929 dB higher than that of serial computation reconstruction results calculated by classical MRI reconstruction algorithm.
I. INTRODUCTION
In mobile computing based Internet of Things (IoT), user equipment (UE) of mobile networks behave as a sink node for data fusion from sensors [1] , [2] . In this scheme, computational complexity of applications is constrained by the capacity of the user equipment. For applications with high computational burden, computational algorithms have to be well designed. Moreover, the computational burden has to be offloaded to multiple UEs, or multiple cores in a UE [3] - [6] .
Because of its high imaging quality, relatively low hardware cost and being harmless to human body, Magnetic Resonance Imaging (MRI) technology has been widely used in cognitive neuroscience and clinical diagnosis [7] . However, due to its imaging principle, organ measurement using MRI is computational complex. For a given MRI equipment, the amount of sampled MR data, i.e., k-space data, has to be reduced to shorten the measurement time. Especially in the mobile computing based IoT network, the computational burden may be too high to be addressed by UEs [8] - [10] . Therefore, the main problem is to reconstruct MRI with satisfactory quality from these partial sampled k-space data.
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in a transform domain [11] . Besides this, due to the fact of lessening amount of sampled data, CS theory has also widely used in wireless communications, wireless sensing networks, and remote sensing [12] - [17] .
The model of the CS theory is shown in Eq. (1)
where x is the unknown sensed signal, matrix F stands for signal measurements and vector y represents gathered information. Problem of Eq. (1) is a convex optimization problem where the objective function is a L1-norm minimization function, and the constraint condition is a linear equation. Correspondingly, mathematical model of CS based MRI (CS-MRI) reconstruction is shown as follows [18] , [19] 
Mathematical problem in Eq. (2) is also a convex optimization problem, where m represents unknown MRI to be tested, F u is partial Fourier transform matrix, which is obtained by extracting some rows of unitary Fourier transform matrix, vector y is the acquired partial k-space data and matrix stands for certain image transformation. Based on theoretical analysis [20] , [21] , in order to reconstruct MRI with high quality from Eq. (2), m, the transform domain coefficients of the sensed unknown MRI, should be as sparse as possible. Therefore, current algorithms in CS-MRI field are all devoting to finding sparse representation of sensed MRI. For example, wavelet transform [22] - [24] , Contourlet transform [25] - [27] , Curvelet transform [28] , [29] , Shearlet transform [30] , [31] and dictionary learning methods [32] , [33] were used to sparsely represent images. Besides this, currently proposed CS-MRI reconstruction algorithms Patch-Based Directional Wavelets (PBDW) [34] , Patch-Based Nonlocal Operator (PANO) [35] , Fast Dictionary Learning Method on Classified Patches (FDLCP) [36] designed image sparse representations adaptive to image content. These algorithms could recover high quality MRI from about 25% sampled k-space data. As mentioned above, CS-MRI community contains two major catalogues: signal acquisition and MRI reconstruction. In signal acquisition process, only partial k-space data of original MRI is sampled, which dramatically reduces organ measuring time and makes it convenient for wireless transmission. While in MRI reconstruction process, we need to solve the convex optimization problem shown as Eq. (2) . Although this problem is theoretically solvable, its computation complexity is considerably high. Nowadays, people often use greedy algorithm [37] - [41] or Basis Pursuit (BP) framework [42] , [43] to solve this convex optimization problem. When using greedy algorithm, we will meet Least Squares (LS) problems in most cases. LS problems involve computing inverse matrix. If m, the original tested MRI, has large size, the computation complexity of matrix inversion is very high. On the other hand, when solving this convex optimization problem under BP framework, we translate it into equivalent Lagrange form optimization problem with no constraint conditions [44] and use Interior Point method [42] - [44] or Conjugate Gradient method [18] , [44] to solve it. Computation complexity of Interior Point method is no less than O(N 3 ) [42] , where N is length of the signal to be reconstructed. Conjugate Gradient Method needs to compute gradient vector of the Lagrangian form objective function, which takes original MRI m as its optimization variable. When MRI m has large size, computation complexity of Conjugate Gradient Method is still very high. So, computation complexity of MRI reconstruction problem in CS-MRI community will be very high and its computation time will be very long if the tested original MRI has large size. In a nutshell, in CS-MRI community, measured organ data and measuring time are greatly reduced while computational complexity of MRI reconstruction gets larger and the time for MRI reconstruction becomes longer as well.
Owing to the rapid developments in wireless communication and mobile devices, mobile devices, such as laptop, smart phone, pad and so on play increasingly important roles in our daily lives. Although these mobile devices have multi-core CPU in most circumstances, their computational capability is still unsatisfactory when faced with complex problems and computing time is considerably long. In order to accelerate CS-MRI reconstruction for mobile devices, we propose a novel multi-resolution based parallel highspeed MRI reconstruction framework for CPUs with more than four cores in this paper. Under this MRI reconstruction framework, original MRI reconstruction problem with high computational burden is decomposed into four independent low-resolution image reconstruction sub-problems. Each of these sub-problems has relatively low computational burden compared with original MRI reconstruction problem. Assigning these four sub-problems to four cores of a multi-core CPU and solving them simultaneously would reduce image reconstruction time dramatically. After reconstructing these four low-resolution images, stitching their pixels obtains final parallel reconstruction result. Besides improving MRI reconstruction speed, this framework can flexibly use any CS-MRI reconstruction algorithm and involves multi-resolution image processing.
The structure of this paper is organized as follows: Section II derives relationship between k-space data of original MRI to be tested and low-resolution images obtained by down-sampling the original MRI, which is theoretical basis of the proposed parallel reconstruction framework; after obtaining this relationship, Section III introduces this parallel reconstruction framework and analyzes MRI reconstruction speed improvement under this framework; Section IV uses this framework reconstructing MRIs, compares the parallel reconstruction results with images recovered under traditional serial computing mode; Section V summarizes this article and points out feature research contents.
In our paper, lower-case italic letter, such as x, represents signal (image), while the corresponding upper-case italic letter, such as X , represents that signal (image)'s Fourier transform. Images used in the paper have the same height and width, setting them to N .
II. SYSTEM MODEL
In this paper, the idea to accelerate CS-MRI reconstruction is to decompose original MRI reconstruction problem into four independent low-resolution image reconstruction sub-problems with less computation complexity. The reconstruction conversion can be achieved using mapping between k-space data of the original MRI under sensed and its down-sampled versions. The mapping is derived in this section.
In CS-MRI community, signal sampling matrix F u is partial Fourier transform matrix, and k-space data X (k 1 , k 2 ) are Fourier transform coefficients of the sensed MRI, calculated as follows
In Eq. (3), spatial domain variables n 1 , n 2 and frequency domain variables k 1 k 2 choose integers from 0 to N − 1.
Rearrange the summation on the right-hand side of Eq. (3), classifying summation variables n 1 , n 2 in the form of eveneven, even-odd, odd-even, odd-odd, k-space data computation is modified as follows
Extracting exponential factors that are irrelevant to summation variables n 1 n 2 , Eq. (4) becomes following form
Eq. (4) 
, is reformulated as follows
in Eq. (6) stand for the four summations in Eq. (5)
If we let frequency domain variables k 1 k 2 choose integers from 0 to N 2 − 1 then the four above items
. These four low-resolution images are obtained by down-sampling original N × N scale image x(n 1 , n 2 ). Specifically, image x 1 (m 1 , m 2 ) consists of x(n 1 , n 2 )'s pixels located at even rows and even columns
image x 2 (m 1 , m 2 ) consists of original image x(n 1 , n 2 )'s pixels located at even rows and odd columns
image x 3 (m 1 , m 2 ) consists of original image x(n 1 , n 2 )'s pixels located at odd rows and even columns
and image x 4 (m 1 , m 2 ) consists of original image x(n 1 , n 2 )'s pixels located at odd rows and odd columns
The above pixel relationships between N × N scale original image x(n 1 , n 2 ) and its low-resolution versions Fig. 1 . In k-space data computation formula Eq. (6), frequency domain variables 
are still periodic functions for both k 1 k 2 , and with N 2 as their period, expressed as below formulas
According to above analysis, restricting frequency domain indexes k 1 k 2 to choose integers over range 0 to n 2 ) , shown in Eq. (6), is modified as following forms
Assuming w = e −j 2π N , the above four formulas can be modified into an equivalent compact matrix-vector multiplication form
coefficient matrix on the right-hand side of Eq. (19) is invertible and its inversion is computed as follows
Using this inversion form to multiple both sides of Eq. (19) , following relationship is obtained 
where
The k-space data relationships we have derived in Eq. (19) and Eq. (20) are theoretical basis of the proposed multi-resolution based parallel MRI reconstruction framework. We will introduce this framework in detail next section.
III. HIGH-SPEED MRI RECONSTRUCTION
The derived k-space data relationships in Eq. (19) and Eq. (20) reveals that there is an one-to-one correspondence between every four k-space data 
2 )'s low-resolution versions through acquired x(n 1 , n 2 )'s k-space data. Specifically, to calculate them, we must sample or not sample x(n 1 , n 2 )'s k-space data located at (
Mostly used 20% and 30% rate random k-space data sampling masks in CS-MRI reconstruction community under this parallel requirement are depicted in Fig. 2 . For ease of comparison, Fig. 2 also displays 20%, 30% rate random k-space sampling masks under conventional serial computation mode. Masks shown in Fig. 2 are all black-white binary images, where ''black point'' means not sampling k-space data at that location while ''white point'' means sampling k-space data at that location. Fig. 2(c) and Fig. 2(d) are parallel versions of Fig. 2(a) and Fig. 2(b) .
Operation process of the multi-resolution based parallel MRI reconstruction framework is as follows: firstly, we gather partial k-space data of the original MRI x(n 1 , n 2 ) according to above sampling requirement and calculate partial Fourier coefficients of x(n 1 , n 2 )'s down-sampled . Then reconstruct these four low-resolution images using certain CS-MRI reconstruction algorithm from these calculated Fourier coefficients. Due to the fact that these four low-resolution image reconstruction sub-problems are independent each other, they should be assigned to four computational cores of a multi-core CPU and solved at the same time. Finally, stitching pixels of the four reconstructed low-resolution images according to Eq. (11) to Eq. (14) achieves parallel reconstruction resultx(n 1 , n 2 ) of the proposed multi-resolution based parallel MRI reconstruction framework. Corresponding flow chart is shown in Fig. 3 . To be concrete, if we put low-resolution image reconstruction sub-problems under BP framework and translate it into Lagrange form optimization problem with no constraint, the computational burden would become When we use greedy algorithms that do not involve LS problems [37] to solve low-resolution image reconstruction sub-problems, the computational burden would become (14) obtains ultimate parallel reconstruction resultx(n 1 , n 2 ) of this framework. The computational burden of pixel stitching process is negligible. In conclusion, compared with traditional serial computing mode, under the proposed multi-resolution based parallel MRI reconstruction framework, MRI reconstruction speed would be improved at least four times. Therefore, this framework is particularly suitable for widely used mobile devices, which have multiple-cores but each core has relatively lower computational power. 
IV. NUMERICAL RESULTS
In this section, we reconstruct MRIs using the derived multiresolution parallel framework. As Fig. 4 shows, we use three testing images here, two of them are human brain MRIs Brain1 (Fig. 4 (a) ) and Brain2 (Fig. 4(b) ), the other is fruit MRI Orange (Fig. 4 (c) ). These three testing MRIs are all complex-valued images, where each pixel value is a complex-valued number, containing real part and imaginary part respectively. The three testing images have the same size 256 × 256, that is to say N = 256. In displaying, we show amplitude image, where image brightness represents amplitude of complex-valued pixels at that location. Maximum amplitude of the three testing MRIs is 1 and minimum amplitude is 0.
Difference between original image x(n 1 , n 2 ) and its reconstruction resultx(n 1 , n 2 ) is computed as follows
Peak-Signal-to-Noise-Ratio (PSNR) value, the image quality objective criterion of our article, is calculated based on error e(n 1 , n 2 )
PSNR (x,x) = −10 log 10 1 N 2 n 1 n 2 e 2 (n 1 , n 2 ). (22) From definition Eq. (22), we find that the higher quality reconstructed MRIx(n 1 , n 2 ) is, meaning that reconstruction resultx(n 1 , n 2 ) is closer to initial true MRI x(n 1 , n 2 ), the larger calculated PSNR value is.
A. VALIDATION OF THE PROPOSED FRAMEWORK
During MRI reconstruction processing under the proposed framework, image decomposition / combination operations need to be done. If the decomposition / combination pair won't introduce interference itself, the proposed framework can be used for MRI reconstruction. To verify whether the decomposition / combination pair would introduce noise, we conduct following experiments: firstly, choose one MRI x(n 1 , n 2 ) and compute its Fourier transform coefficients (kspace data) (11) to Eq. (14) , obtaining N ×N scale verification reconstruction imagex(n 1 , n 2 ). If original image x(n 1 , n 2 ) is the same as its verification reconstruction result,x(n 1 , n 2 ) then we can believe that the decomposition / combination pair would not introduce interference itself and the proposed framework can be used in CS-MRI reconstruction community, otherwise, this framework can't be used in CS-MRI reconstruction community.
We use testing MRIs Brain1, Brain2, Orange to verify the feasibility. The three MRIs and their corresponding verification reconstruction results are shown in Fig. 5 .
From Fig. 5 we see that original MRIs are the same as their corresponding verification reconstruction results. To be more precisely, for each chosen testing MRI, we subtract its verification reconstruction result. We find that pixel amplitudes of ''difference images'' are at the order of O(10 −13 ), which proves that each verification reconstruction image is indeed the same as its corresponding original versions. The slight differences may be caused by the negligible varying of computer performance. Therefore, the proposed framework doesn't introduce interference itself and can be applied to CS-MRI reconstruction community. 
B. MULTI-RESOLUTION PARALLEL MR IMAGE RECONSTRUCTION
After verifying feasibility of the proposed framework, we use it to reconstruct MR images in this subsection. In reconstruction implementation, we sample k-space data randomly and at 30% sampling rate, the corresponding sampling mask is shown as Fig. 2(d) . We use four prevalent CS-MRI reconstruction algorithms, which are classical CS-MRI reconstruction algorithm [18] , algorithm PBDW [34] , algorithm PANO [35] and algorithm FDLCP [36] , to reconstruct Table 1 . (Fig. 6(a) to Fig. 6(c) ) are original testing MRIs Brain1, Brain2, Orange; images in the second row (( Fig. 6(d) to Fig. 6(f) ) are parallel reconstruction results using classical CS-MRI reconstructing algorithm [18] ; images in the third row ( (Fig. 6(g ) to Fig. 6(i) ) are parallel reconstruction results using algorithm PBDW [34] ; images in the fourth row ( (Fig. 6(j) to Fig. 6(l) ) are parallel reconstruction results using algorithm PANO [35] and images in the fifth row ( (Fig. 6(m) to Fig. 6(o) ) are parallel reconstruction results using algorithm FDLCP [36] .
From Fig. 6 , we find that quality of parallel reconstruction results are heavily affected by chosen CS-MRI reconstruction algorithms. If the chosen CS-MRI reconstruction algorithm has powerful reconstruction ability, then corresponding parallel reconstruction images have good quality. This phenomenon is easy to explain: parallel reconstruction resultx(n 1 , n 2 ) of the proposed framework is obtained by stitching pixels of the four (n 1 , n 2 ) . So, if we use powerful CS-MRI recon-struction algorithm during parallel reconstruction procedure, the four reconstructed low-resolution imagesx 1 (m 1 , m 2 ), x 2 (m 1 , m 2 ),x 3 (m 1 , m 2 ),x 4 (m 1 , m 2 ) would contain less errors and quality of parallel reconstruction resultx(n 1 , n 2 ) would be satisfactory.
The Second row of Fig. 6 displays the three testing MRIs' parallel reconstruction results when using classical CS-MRI reconstruction algorithm [18] to calculate low-resolution images. Compared with original MR images shown in the first row of Fig. 6 , recovered brain texture details and boundaries between gray matter and white matter in Fig. 6(d) and Fig. 6 (e) are blurred; in Fig. 6(f) , threads in each orange slice and boundaries between orange slices are still blurred, besides this, plenty of pixels in Fig. 6(f) suffer grayscale deviation. The sixth row of Fig. 6 shows parallel reconstruction results of the three testing MRIs when using currently outstanding CS-MRI reconstruction algorithm FDLCP [36] to calculate low-resolution images. In Fig. 6(m) and Fig. 6 (n), reconstructed brain texture details and boundaries are relatively clear; in Fig. 6(o) , threads in orange slices and slice boundaries avoid being blurred and no grayscale deviation appears any more either. As a conclusion, if choosing powerful CS-MRI reconstruction algorithm such as algorithm FDLCP to calculate low-resolution images, the proposed multi-resolution based parallel framework would reconstruct MR image with satisfactory quality. Next, we compare quality of reconstructed MRIs obtained under this parallel framework and in traditional serial computational mode.
C. COMPARISON BETWEEN THE PARALLEL RECONSTRUCTION AND CONVENTIONAL SERIAL RECONSTRUCTION
In above subsection, we reconstruct testing MRIs Brain1, Brain2, Orange under the proposed multi-resolution parallel framework using classical CS-MRI reconstruction algorithm [18] , algorithm PBDW [34] , algorithm PANO [35] and algorithm FDLCP [36] . In order to compare quality of reconstructed MRIs under the proposed parallel framework and through conventional serial computational mode, we reconstruct the three testing MRIs using these four chosen CS-MRI reconstruction algorithms directly (serially) as well. Here, we sample k-space data randomly and at 30% sampling rate, corresponding sampling mask is depicted as figure 2(b) . PSNR values of these serial reconstruction results are assembled in Table 2 . Comparing PSNR values in Table 1 and Table 2 , we find that for each chosen CS-MRI reconstruction algorithm, quality of reconstructed images under the proposed parallel framework is inferior to that of corresponding reconstructed images under conventional serial framework at first. Before analyzing this phenomenon in detail, it can be explained intuitively as follows: under the proposed multi-resolution parallel framework, MRI reconstruction is speeding up, as a compensation, the reconstructed image will degenerate. Next, as Table 1 shows, PSNR values of reconstructed images under the proposed multi-resolution framework are indeed affected by chosen CS-MRI algorithms. If choosing outstanding CS-MRI algorithms, then the parallel reconstruction images have satisfactory quality. For instance, when choosing algorithm FDLCP [36] , PSNR values of reconstructed Brain1, Brain2 and Orange under the proposed framework are 33.2997dB, 34.4200dB and 32.7854dB, as shown in last row of Table 1 , while PSNR values of reconstructed Brain1, Brain2 and Orange using classical CS-MRI algorithm [18] in conventional serial computational mode are 32.3707dB, 31.4905dB and 26.8169dB, as shown in the first row of Table 2 . At this time, PSNR values of parallel reconstruction results are at least 0.929dB higher than that of serial reconstruction results.
As a conclusion, compared with conventional serial reconstruction, PSNR value of reconstructed MRIs under the proposed multi-resolution parallel framework would deteriorate a little. However, if we choose remarkable CS-MRI reconstruction algorithm, parallel reconstruction images still have satisfactory image quality. For the sake of integrity, we analyze the reason for image quality degeneration of the proposed multi-resolution parallel framework next subsection.
D. DISCUSSION ON THE QUALITY DEGENERATION OF PARALLEL RECONSTRUCTED MRI
From above subsection, we find that for each CS-MRI reconstruction algorithms, quality of reconstructed images under the proposed multi-resolution parallel framework is lower than that of reconstructed images under conventional serial computation mode. We analyze the reasons of this problem in details here.
The proposed parallel MRI reconstruction framework involves multi-resolution image processing. Under this framework, we need to reconstruct four m 2 ) , which are down-sampled versions of original MRI x(n 1 , n 2 ). Down-sampling operation would influence boundaries and textures of original image x(n 1 , n 2 ). Fig. 7 depicts testing image Brain1 and its four low-resolution down-sampled versions. From this figure, we find that after down-sampling, smooth boundary in the original N ×N scale image is no longer smooth, and some regular texture details become no longer regular as well.
For images Brain2 and Orange, down-sampling operation results in similar effect. Since down-sampling reduces smoothness of image boundaries and regularity of image texture details, the degree of sparse representation of original image x(n 1 , n 2 )'s down-sampled low-resolution To verify the above analysis, Table 3 to Table 4 summarize PSNR values of the reconstructed low-resolution images calculated by the four selected CS-MRI reconstruction algorithms (classical CS-MRI algorithm, algorithm PBDW, algorithm PANO, algorithm FDLCP) in the parallel reconstruction experiments described above.
From Table 3 and Table 4 , we find that for each selected CS-MRI reconstruction algorithm and each testing MRIx(n 1 , n 2 ), the PSNR values of its reconstructed low-resolution imagesx 1 (m 1 , m 2 ),x 2 (m 1 , m 2 ),x 3 (m 1 , m 2 ), x 4 (m 1 , m 2 ) are all less than that of its serial reconstructing result assembled in Table 2 , but close to that of its parallel reconstruction result assembled in Table 1 . For instance, as shown in Table 1 , the PSNR value of Brain2's parallel reconstructing result using algorithm PANO is 31.5141dB, while the PSNR values of Brain2's low-resolution reconstruction results using algorithm PANO [25] are 31.5026dB, 31.4969dB, 31.6962db and 31.5626dB, as shown in Table 5 . They are very close to 31.5141dB. For another instance, the PSNR value of Orange's parallel reconstructing result using algorithm FDLCP is 32.7854dB, while the PSNR values of corresponding low-resolution reconstruction images using this algorithm are 32.3726dB, 32.1362dB, 32.9891dB and 33.2649dB, as shown in Table 6 , which are still very close to 32.7854dB. So, these data support the fact that quality degeneration of parallel reconstruction image is indeed caused by down-sampling operation, which degenerate quality of the reconstructed low-resolution imagesx 1 
V. CONCLUSION
In order to accelerate CS-MRI reconstruction on mobile devices, we propose a multi-resolution based parallel MRI reconstruction framework. Moreover, state-of-the-art CS-MRI reconstruction algorithms can be flexibly used in lowresolution image reconstruction sub-problem. By choosing appropriate CS-MRI reconstruction algorithms, the proposed framework is capable to reconstruct high quality MR image quickly. Compared with traditional serial computation mode, MRI reconstruction speed would be improved at least 4 times under the proposed framework. In the next step, we are going to use algorithms in the fields of Image Interpolation/Zooming and Image Fusion to calculate parallel reconstruction image from reconstructed low-resolution images to improve quality of the parallel reconstruction result further. 
