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Abstract
A hydrological model was applied to select the best infilling method of missing precipitation (1) and to assess the impact 
of the length of deleted and filled precipitation data (2). The model was calibrated and validated using the hourly observed 
discharges from two gauges located in the outlet of the catchment (62.34 km2) and in the inner sub-catchment (2.05 km2). 
Precipitation from four gauges was spatially interpolated over the overall catchment, while the sub-catchment used the pre-
cipitation from one gauge. Four scenarios of different lengths of deletion within three high-intensity events were established 
in the data of this gauge. Three infilling methods were applied and compared: substitution, linear regression and inverse 
distance weighting (IDW). Substitution showed the best results, followed by linear regression and IDW in both scales. Dif-
ferences between methods were significant only in 8.3% and 19.4% of all cases (sub-catchment and catchment, respectively). 
The impact of length was assessed using the substitution only and by comparing differences in discharges and performance 
statistics caused by four scenarios. Higher differences in discharges were found on the catchment scale compared to the inner 
sub-catchment and were insignificant for all events and scenarios. The hypothesis that a longer length of deleted and filled 
data would lead to a greater error in discharges was wrong for 11.1% and 16.7% of all cases (sub-catchment and catchment, 
respectively). In several cases (33.4% sub-catchment, 27.1% catchment), the model produced better results using the time 
series with filled gaps compared to the configuration with observed data.
Keywords Missing values · High-intensity rainfall · Infilling methods · Hydrological model · Scotland
Introduction
Accurate precipitation data are essential for the understand-
ing of hydrological processes, water resources planning, 
proposing flood protection or the mitigation of contamina-
tion (Beven 2012). Furthermore, precipitation data are the 
most important input for the hydrological models (Moulin 
et al. 2008). However, there remain high uncertainties when 
precipitation values in the time series are missing, often due 
to instrument or related failure (Wagner et al. 2012). Infilling 
methods provide a solution to fill in missing data; however, 
the right method has to be selected for each gauge due to 
its unique geographical location (Hwang et al. 2012). Esti-
mations of missing time series are generally based on the 
measured data from gauges surrounding the targeted gauge 
(Cole and Moore 2008). The basic source of precipitation 
data remains the tipping-bucket gauge for the measurement 
of point rainfall depth (Cole and Moore 2008) often com-
bined with the radar outputs (Jurczyk 2008; Pauthier et al. 
2016; Boudevillain et al. 2016).
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Many studies propose different infilling methods for fill-
ing missing values of precipitation and consequently exam-
ine these methods using hydrological models (Heistermann 
and Kneis 2011; Lo Presti et al. 2010; Vicente-Serrano et al. 
2010). Concerning the simple methods, substitution (Lo 
Presti et al. 2010; Vicente-Serrano et al. 2010), IDW (Dirks 
et al. 1998; Jurczyk 2008) and linear regression (Weisberg 
2005) have all been employed for infilling missing values 
of precipitation. Vicente-Serrano et al. (2010) evaluated 
these methods during the homogenization of daily time 
series in north-east Spain and found the substitution as the 
best method, followed by the IDW and linear regression. 
Lo Presti et al. (2010) proposed filling gaps in daily pre-
cipitation time series in Italy by nonparametric regression 
in comparison with parametric regression and simple sub-
stitution. However, they found out the substitution method 
can be acceptable when the similarity value tends to be 
significantly high. Eischeid et al. (2000) used six different 
interpolation methods for completing daily time series in 
dependency of estimation biases for every gauge and every 
month in the western USA. They used, for the most part, 
multiple regression with the least absolute deviation crite-
rion which outperformed IDW from remaining methods. 
Bárdossy and Pegram (2014) compared several methods for 
daily time steps in South Africa and proposed a new cupola-
based method. Among the compared methods were the IDW, 
linear regression and substitution, while the IDW performed 
the best followed by linear regression and substitution. An 
artificial neural network (ANN) method with the regression 
tree was used in the study from the Appalachian Mountain, 
USA (Kim and Pachepsky 2010), where accuracy of the 
SWAT model was significantly improved using these infill-
ing methods. Furthermore, the ANN approach was recently 
used along with the conventional cubic spline algorithm and 
multivariate linear regression method in the catchment of 
Southern England (Song et al. 2017) in high temporal reso-
lution of rainfall rate estimation. As noted above, hydrologi-
cal models were applied in this process, firstly to investigate 
the impact of missing precipitation data on the simulated 
outputs (dominantly discharges) and secondly to select 
the best infilling method (Singh 1997; Arnaud et al. 2002; 
Bárdossy and Das 2008; Moulin et al. 2008; Reusser et al. 
2009; Hwang et al. 2012). Studies from France (Moulin et al. 
2008) and Mexico (Arnaud et al. 2002) showed that by using 
the hydrological model, less detailed hourly rainfall input 
led to biased flow outputs. These biases can be compen-
sated by model calibration applying the effective parameters 
approach (Beven 2006), but it results in higher output uncer-
tainty. Although most of the studies analyse the effect of fill-
ing daily data series (Heistermann and Kneis 2011; Hwang 
et al. 2012; Kim and Pachepsky 2010), in higher temporal 
sub-daily resolution, there is a decrease in spatial correla-
tion between gauges (Blenkinsop et al. 2016; Villarini et al. 
2008; Lewis et al. 2018). Ficchi et al (2016) investigate the 
extent to which the performance of hydrological modelling 
is improved by short time-step data (6 min vs. daily rainfall) 
in the mesoscale French catchment. They reported signifi-
cant improvement in performance with shorter time steps.
Generally, rainfall estimation errors increase with 
decreasing catchment size due to topographic variability, 
so cases of small catchments are the most problematic. This 
was shown in the study by Krajewski et al. (2003), where 
the time interval varied from 1 h to 5 min in the selected 
rain gauges of various environments. Furthermore, the small 
urban catchments also require smaller temporal resolution, 
which was the case of the Twenterand catchment in the 
Netherlands (Cecinati et al. 2017). We followed these studies 
and applied hydrological model MIKE SHE/MIKE11 run-
ning on an hourly time step to select the best infilling method 
for the three high-intensity rainfall events. The model was 
developed in the part of small-scale Eddleston Water catch-
ment and its inner sub-catchment.
Analyses of the extent to which data infilling of precipi-
tation input influences the outputs of hydrological models 
are rare. The study of Teegavarapu and Nayak (2017) exam-
ined the impact of filled precipitation datasets for different 
lengths of gaps. The result for the period from 1901 to 2006 
at 53 rain gauges in south Florida indicated the data infilling 
does not introduce statistically significant bias in total annual 
precipitation values but may lead to underestimation of both 
magnitude and frequency of heavy and very heavy precipita-
tion events. Furthermore, they reported the increase in bias 
with the increase in the amounts of missing data. We follow 
this study and assess the impact of gaps of various lengths 
during three high-intensity rainfall events on the hydrologi-
cal model outputs.
Thus, the aims of this case study were as follows: firstly, 
to select the best (optimal) infilling method of high-intensity 
rainfall events using the hydrological model (1) and, sec-
ondly, to assess the impact of different lengths of infilled 
gaps in high-intensity rainfall events on the outputs of 
hydrological model (2). Both aims were solved on the sub-
catchment and catchment scale to investigate the impact of 
the catchment area.
Study area
The Eddleston Water, near Peebles, Scottish Borders, UK, 
has a topography ranging from 150 to 700 m and the aver-
age rainfall of 980 mm year−1 (Fig. 1). The high-intensity 
rainfall events are primarily caused by frontal precipitation. 
The Kidston Mill stream gauge is located at the main river 
of the Eddleston Water (river kilometre 2.53), which is a 
right (16.39 km long) tributary of River Tweed. The average 
discharge is 1.27 m3 s−1, river slope is equal to 0.0069 m/m, 
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and the sub-catchment area is 62.34 km2 with the slope equal 
to 13.97%. The Middle Burn stream gauge (river kilometre 
2.2) is located at the stream of the identical name with the 
length of 4.1 km, slope equal to 0.0215 m/m and average dis-
charge equal to 0.06  m3 s−1. The stream is a right tributary 
of the Eddleston Water, located in the north-west part of the 
catchment (Fig. 1). The sub-catchment area is 2.05 km2, and 
the sub-catchment slope is 7.59%. Geologically, it is mantled 
by complex post-glacial ice-margin deposits, surface strata 
(O’Dochartaigh et al. 2012) that overlay generally low-
permeability Silurian greywackes (Pearce et al. 2014). The 
main river stem runs, from approximately its catchment mid-
point, down a wide alluvium-infilled valley. Soils within the 
catchment are dominantly sandy loams (53%) followed by 
loamy sands (20%), peats (17%) and loam (10%; JHI 2014). 
Catchment land use is mostly grass (67%) followed by conif-
erous forest (10%, predominantly in the Middle Burn sub-
catchment). Marsh, shrubs and mixed forest each account for 
5% of the total catchment area. Urban development, stripes 
of arable land, water and broadleaf forest cover the remain-
ing area. Since 2011, the catchment has been equipped with 
rain and stream gauges (Fig. 1). Research undertaken under 
the auspices of the Eddleston Water Project (Tweed Forum 
2016) has investigated the effects of catchment management 
and restoration measures that have been implemented for 
both ecological improvements and as a means to alleviate 
local flood risk (Archer et al. 2013; Tweed Forum 2016). 
These measures were implemented at the end of August 
2013 (Tweed Forum 2016) and thus did not influence the 
results of this study.
Methods
Hydrological model set‑up, calibration 
and validation
A coupled rainfall–runoff/hydraulic model of the Eddles-
ton Water catchment was developed using MIKE SHE/
MIKE 11 (DHI 2014). This established modelling system 
has been employed in a wide range of situations from small 
catchments or parts of catchments (e.g. Sahoo et al. 2006; 
Thompson et al. 2014; Thompson 2012) to large river basins 
(e.g. Andersen et al. 2001; Singh et al. 2011; Thompson 
et al. 2013, 2014). A 200 m × 200 m computational grid 
was employed, resulting in the catchment being discretized 
into 8000 cells. A digital terrain model (DTM) at 10 m grid 
resolution was created from contours with root mean square 
error/RMSE/± 2.5 m. The model structure used the gravity 
flow method for the unsaturated zone formulation (MIKE 
SHE 2011). This comprised two layers for soils (JHI 2014) 
and bedrock (Hughes 1996) or superficial geology. A simi-
lar two-layer (upper zone: soils and lower zone: bedrock) 
approach was used in the finite difference saturated zone set-
up with superficial geology represented as lenses. Hydraulic 
parameters for the unsaturated (saturated hydraulic conduc-
tivity, van Genuchten parameters) and saturated (horizon-
tal and vertical hydraulic conductivity, specific storage and 
specific yield) zones were initially taken from the literature 
(Morris and Johnson 1967; O’Dochartaigh et al. 2012; Mac-
Donald et al. 2012; Thompson 2012; Foster and Allen 2015) 
and were subject to manual calibration (Table 1).
The model used the finite difference approach for over-
land flow computation and the Kristensen–Jensen method 
for evapotranspiration. In the latter, a daily time series of ref-
erence evapotranspiration was computed (Allen et al. 1998) 
from the Darnhall meteorological station (as the climate data 
were available only in this station) and uniformly distrib-
uted over the catchment (see Fig. 1). Hourly precipitation 
from the four rain gauges for period 20/3/2011–23/6/2012 
(‘the study period’) within the catchment was distributed 
using Thiessen polygons (Fig. 1). Although other methods 
Fig. 1  Geographical position of the study area. A—localization 
within Western Europe, B—position within south-west Scotland, C—
geographical situation of close surroundings of the Eddleston Water 
catchment. Legend: a—municipalities, b—stream gauges, c—rain 
gauges, d—waterways, e—sub-catchment borders, f—Thiessen poly-
gons. Data sources: Eurostat, Ordnance Survey; Geographic Coordi-
nate System: GCS OSGB 1936
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of spatial interpolation of the precipitation were tried (e.g. 
Kriging), only the Thiessen polygon method allowed the 
overall area of the Middle Burn sub-catchment to gain 
precipitation from a single rain gauge. The MIKE 11 1D 
hydraulic model used the dynamic wave approximation of 
the St. Venant equations. Four branches were delineated 
using the Arc Hydro extension of ArcGIS (Maidment 2002) 
and DTM (Fig. 1). A total of 200 cross-sections were speci-
fied throughout the channel model and were based on the 
topographic survey (June 2013). Stream discharges were 
measured and rated at the Middle Burn and Kidston Mill 
gauge stations. The hydrological model of Middle Burn 
sub-catchment used data from a rain gauge situated directly 
in an adjoining sub-catchment area (the Shiplaw Burn), 
0.9 km away. The second (Kidston Mill) integrates all four 
rain gauges as sources of rainfall. The maximum allowed 
time step for all components of the MIKE SHE model was 
set to one hour, while a fixed time step of 5 s was applied in 
the MIKE 11 hydraulic model. Due to the relatively short 
length of the simulation period and the limited availability 
of hydrological data to drive the model, period of 1.3 years 
(20/3/2011–23/6/2012) of rainfall and reference evapotran-
spiration inputs were repeated for a warm-up period imme-
diately prior to the simulation period in order to establish 
initial conditions.
The calibration strategy was aimed to build the hydro-
logical model able to reflect the hydrological response of 
the catchment not only during high-intensity events but 
also for the study period. The calibration procedure was 
as follows: the overall data for rainfall and discharge were 
subdivided into calibration (20/3/2011–19/3/2012) and vali-
dation (20/3/2012–23/6/2012) periods. The model was run 
and manually calibrated. The Nash–Sutcliffe efficiency index 
(NSE) was set as an objective function and was computed 
using the following equation:
where Qm is simulated discharge, Qo is observed discharge 
and Qo is average observed discharge. Following Ritter 
and Muñoz-Carpena (2013), a threshold for satisfactory 
model performance, the value of NSE equal to 0.65 was 
deemed acceptable. This threshold was evaluated also for 
the selected events. During the calibration and validation, 
the modified Nash–Sutcliffe efficiency index (MNSE) and 
absolute total difference error were also assessed:
The ATD % provides information about the volume 
changes and is crucial for flood volume balance. The MNSE 
uses the power of one, having a higher sensitivity to system-
atic errors (Krause et al. 2005). Furthermore, during every 
model run, water balance error (WBE) was calculated by 
the model as an additional measure of model performance.
Selection of the best gap‑filling method and impact 
of the length of deleted and filled precipitation data
The Shiplaw rain gauge station was selected as a source of 
precipitation data for further steps. Three events of different 
lengths were chosen from the study period, using the criteria 
of maximal hourly rainfall, aiming for a spread of both dura-
tion and intensity. Based on this, three events with the maxi-
mal hourly rainfall over the study period were selected. The 
shortest was event 1 (63 h), followed by the lower-intensity 
multi-peak event 2 (366 h) and event 3 (72 h; Table 2). The 
event 1 produced the highest peak discharge equal to 20-year 
recurrence interval at Eddleston Village.
Four scenarios of data deletion within these events were 
established, to make the proportion deleted equally to 10%, 
30%, 50% and 70% from the event total length. Deleted data 
were afterwards filled using the three methods of filling 
missing values of precipitation. In the simple substitution 
(1)NSE = 1 −
∑T
t=1
�
Qt
m
− Qt
o
�2
∑T
t=1
�
Qt
o
− Qt
o
�2
(2)MNSE = 1 −
∑T
t=1
�
Qt
m
− Qt
o
�
∑T
t=1
�
Qt
o
− Qt−
o
�
(3)ATD % =
(
abs
(
T∑
t=1
Qt
o
−
T∑
t=1
Qt
m
)
∕
T∑
t=1
Qt
m
× 100
)
Table 1  Principal calibrated parameter values used in the model
SHC saturated hydraulic conductivity, HHC horizontal hydraulic con-
ductivity, VHC vertical hydraulic conductivity
Parameter Average Min Max
Grid resolution (m) 200 – –
Overland flow
Manning M 3.0 1.0 20.0
Root depth (m) – 0.0 1.5
Leaf area index – 1.0 7.0
Crop coefficient – 1.0 1.1
Detention storage (mm) 5.0 – –
Unsaturated zone
Saturated moisture content 0.4 0.4 0.5
Residual moisture content 0.0 0.0 0.1
Alpha 0.1 1.0E−02 0.4
N 1.6 1.5 1.8
SHC (m s−1) 1.8E−05 1.0E−13 7.0E−05
Saturated zone
HHC (m s−1) 4.8E−06 1.9E−13 1.3E−05
VHC (m s−1) 9.7E−07 1.9E−13 3.7E−06
Specific yield 0.1 0.0 0.2
Specific storage 3.1E−02 1.0E−05 0.1
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method, gaps were filled directly, using data obtained from 
the most similar station. Station similarity was assessed by 
correlation between stations expressed using Pearson’s coef-
ficient values (Lo Presti et al. 2010). For the linear regres-
sion, a substitute station was found using the same method 
as above. This station was then used as an explanatory vari-
able for fitting a linear function by the least-squares method, 
and the equation obtained was then used for missing data 
prediction (Weisberg 2005). In the case of IDW, missing 
values were obtained as a weighted mean from all surround-
ing gauges, where the weight is proportional to the distance. 
The power value of three has been found most suitable for 
hourly data (Dirks et al. 1998), so this was adopted.
Four scenarios of synthetically deleted and filled precipita-
tion time series of three events were varied in the hydrological 
model. While the start of the simulation for each of the events 
was the same as for the study period, the end of the simulation 
was set to the end of the particular event. The same model 
performance statistics (NSE, MNSE, and ATD%) were applied 
as for the model calibration and validation periods to select 
the best method of filling missing values of precipitation and 
to assess the impact of the event total length. However, three 
types of performance statistics were computed. The first type 
(T1) was calculated using Eqs. (1)–(3), applying the observed 
discharges and discharges produced by the hydrological model, 
which used four scenarios of synthetically deleted and filled 
precipitation data. Instead of using the observed discharges 
in Eqs. (1)–(3), the simulated discharges produced by the 
hydrological model using gap-free precipitation time series 
were applied for the second type (T2). The last type (T3) was 
calculated using Eqs. (1)–(3), but applying the observed and 
synthetically deleted and filled precipitation data instead of 
discharges. While the first two types (T1 and T2) allowed us to 
distinguish between the errors caused by inaccurate model and 
errors caused by each method of filling missing values of pre-
cipitation, the latter type was used to assess the transfer of the 
precipitation error to the model results. Performance statistics 
of all types were computed for the overall event length, not just 
for the deleted part. To select the best method of filling missing 
values of precipitation, all scenarios and events were evaluated 
together and median and interquartile ranges of performance 
statistics (Lo Presti et al. 2010) were compared. The impact 
of length was assessed for the best method of filling missing 
values of precipitation only. Mann–Whitney test was applied 
to the discharges to judge whether the differences caused by 
four scenarios of synthetically deleted and filled precipitation 
were significant.
Results
Hydrological model calibration and validation
While overall fits between the modelled and observed data 
were qualitatively good, simulated peaks were characteristi-
cally advanced compared with the observed flows (Fig. 2). 
These shifts in the timing of peak flows were higher in the 
Kidston Mill record; thus, better performance statistics were 
reported for the Middle Burn.
The NSE was equal to 0.84 (calibration) and 0.85 (valida-
tion) for the Middle Burn sub-catchment. Lower values were 
found for the Kidston Mill, when the NSE of all methods 
was equal to 0.74 and 0.73 for calibration and validation, 
respectively. Higher ATD% was found in Kidston Mill com-
pared to Middle Burn, with the highest value for calibration 
equal to 22.8%. The best NSE values were reported for the 
event 3, followed by event 2 and event 1 in the Middle Burn, 
while the change in the second and third places occurred for 
the Kidston Mill. Detailed information for all performance 
statistics for the calibration and validation period and also 
for the three events is shown in Table 3. The average value 
for WBE was computed from all of the simulations. This 
was equal to 1.74% for the Middle Burn and 0.27% for the 
Kidston Mill catchment, indicating a lower computational 
error for the larger catchment.
Selection of the best filling method and evaluation 
of the impact of the length of deleted and filled 
precipitation data
The selection of the best method was based on the median 
and interquartile range of the NSE, MNSE and ATD% 
(Fig. 3). Substitution was found to be the best method, fol-
lowed by linear regression and IDW for Middle Burn using 
the median as the criterion. All three types of performance 
Table 2  Observed 
characteristics of three events 
used in the study
Max maximal hourly variable (rainfall/discharge), Cum cumulative value of a variable over the event
Event No. of hours Kidston Mill Middle Burn
Rainfall 
(mm h−1)
Discharge 
 (m3 s−1)
Rainfall 
(mm h−1)
Discharge 
 (m3 s−1)
Max Cum Max Cum Max Cum Max Cum
1 (10/08/2011–11/08/2011) 63 6.6 56.7 16.6 500.3 6.6 60.2 1.1 28.8
2 (19/11/2011/–04/12/2011) 366 6.4 85.8 8.7 832.2 6.4 103 0.6 42.1
3 (02/01/2012/–05/01/2012/) 72 7.4 30.9 13.4 316 7 41.6 0.8 15.4
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statistics (T1, T2 and T3) agreed in this result. However, 
different results were found comparing the performance 
statistics T1 and T2 in the case of Kidston Mill. Applying 
the T1, the linear regression was favoured, while the T2 
marked the substitution as the best method on the catch-
ment scale.
Contradictory results among the best method selection 
were found applying the IQR criterion. For the Middle Burn, 
assessing the NSE, substitution produced the lowest IQR 
for all three types of performance statistics. Using IQR of 
MNSE and ATD%, the substitution was the best for the T2 
and T3; however, IDW performed best for the T1 statistic. 
Similar contradictory outputs occurred on the catchment 
level: using the NSE and MNSE, the IDW performed the 
best applying the T1, while substitution was the best apply-
ing the T2. For the ATD%, the linear method produced the 
lowest IQR using the T1, but the substitution was the best 
applying the T2.
High Pearson’s correlation coefficients (minimal value 
0.95, maximal 0.99 from all events) were found when the 
three methods of filling missing values of precipitation were 
compared. The Mann–Whitney test showed the differences 
between methods were significant (p < 0.005) only in 8.3% 
of all of scenarios and events for the Middle Burn. These 
significant differences occurred during the longest event 2 
between the IDW and linear regression for the scenarios 
50% and 70% and between the IDW and substitution for 
the scenario 70%. Higher numbers of significant differ-
ences between the methods (19.4% of all cases) were found 
at Kidston Mill and occurred during the event 2, between the 
Fig. 2  Observed and simulated discharges in Middle Burn and Kidston Mill for three high-intensity events simulated by the hydrological model. 
Legend: a—observed, b—simulated, c—rainfall
Table 3  Hydrological model performance
Performance 
statistics
Period/event Catchment
Middle Burn Kidston Mill
NSE Calibration 0.84 0.74
Validation 0.85 0.73
Event 1 0.94 0.65
Event 2 0.93 0.74
Event 3 0.97 0.86
MNSE Calibration 0.65 0.49
Validation 0.66 0.50
Event 1 0.73 0.43
Event 2 0.79 0.57
Event 3 0.84 0.63
ATD% Calibration 6.57 22.83
Validation 6.72 12.18
Event 1 7.09 9.27
Event 2 0.82 24.49
Event 3 5.93 23.54
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substitution and linear regression, IDW and linear regression 
for the scenarios 30, 50 and 70% and between the IDW and 
linear regression for the scenario 10%.
The transfer of precipitation error to the simulated dis-
charges is visible in Fig. 3, by comparing three types of 
performance statistics (T1, T2 and T3). The performance 
statistics computed from precipitation data (T2) were 
generally better than statistics computed using observed 
and simulated discharges (T2), but worse than statistics 
computed using simulated discharges. Thus, the hydro-
logical model lowered the error in the precipitation (T1 
and T3).
The impact of the length of deleted and filled precipita-
tion data was assessed using the substitution method only 
as this provided the best results. Differences between the 
simulation with observed precipitation data and four sce-
narios of deleted and filled precipitation data are visual-
ized in Fig. 4. Higher differences in discharges were found 
on the catchment scale compared to the inner sub-catch-
ment. Differences in performance statistics were higher 
on the sub-catchment scale and are shown in Fig. 5. These 
were caused by various scenarios of synthetically deleted 
and filled precipitation data for three high-intensity events 
and three infilling methods.
By assessing all events and performance statistics on 
the sub-catchment scale, in 33.4% of cases, the model pro-
duced better results when synthetically deleted and filled 
gaps were used in the hydrological model compared to 
the configuration with the observed precipitation data. 
Amount of cases was lower (27.1%) on the catchment 
scale. Most of these situations occurred for the event 3, 
followed by the event 2.
Furthermore, the higher length of deleted and filled data 
produced better results compared to the shorter length. This 
happened for 27.1% of all cases for the Middle Burn, while 
lower values (6.3%) were calculated for the Kidston Mill. 
This happened mainly during the event 3 on both scales. 
The most sensitive performance statistic for this detection 
was the ATD%.
Significant differences were reported for the event 2 and 
event 3 by the Mann–Whitney test for the Kidston Mill 
catchment, while all differences were marked as insignifi-
cant for the Middle Burn. This test used the simulated dis-
charges produced by the model set-up with the four scenar-
ios of deleted and filled precipitation data and the observed 
discharges.
Differences in performance statistics of the second type 
(T2) are shown in Fig. 6. Similarly, in results in Fig. 5, 
higher differences were reported for the Middle Burn than 
for the overall catchment and differences for the event 1 were 
the highest.
We further found out in several cases (11.1% of all cases 
for the Middle Burn) greater length of deleted and filled data 
led to better results compared to the shorter length. Higher 
values (16.7%) were calculated for the Kidston Mill. This 
happened dominantly during the event 3 on both scales. The 
most sensitive performance statistic for this detection was 
again the ATD%.
Differences were insignificant comparing discharges pro-
duced by four scenarios to the discharges simulated by the 
model with observed precipitation data for all events and 
scenarios.
Fig. 3  Comparison of performance statistics of three methods infill-
ing missing values of precipitation. Single box plot was created using 
the performance statistic of all events and all scenarios (n = 12 for 
every single box plot; Whiskers = Max and Min). The best method 
based on the median is marked by the dotted rectangle. Numbers 
denote the values of IQR. Bolded values denote the lowest IQR 
among three methods
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Discussion
In this study, we applied the precipitation data to a fully dis-
tributed, physically based hydrological model. This type of 
modelling is based on the main premise; a high level of spa-
tial resolution should lead to both improved representation 
of catchment behaviour and better simulation of the effects 
of changes in catchment processes and characteristics. As 
noted by Beven (2012), every single model requires its own 
model structure and own effective parameters (Vázquez and 
Hample 2014). Various models could produce different out-
puts as shown in the study of Huisman et al. (2009), where 
the effect of land cover change was examined; thus, results 
of this study (selection of the optimal infilling method) 
should be confirmed by different hydrological models.
Following the NSE criteria of model evaluation defined 
by Ritter and Muñoz-Carpena (2013), the model applied 
in this study was ‘good’ on the sub-catchment scale and 
‘acceptable’ on the catchment scale for both the calibration 
and validation periods. All three events used in this study 
were marked as very good in the Middle Burn, while event 
3 was good, and event 1 and event 2 were acceptable in 
the Kidston Mill. The computational error (WBE) for the 
Kidston Mill catchment were comparable to other studies 
(Foster and Allen 2015; Rahim et al. 2012). Higher errors 
in the WBE for Middle Burn could be caused by coarse-
grid resolution (200 m), which might have been unable 
to account for sub-catchment hydrological processes. The 
length of the validation period was restricted to 3 months 
due to the hydrological data availability. Although a longer 
period (several years) would be essential to model variabil-
ity of flood regime, we believe the results of this case study 
were not influenced by the length of the validation period 
as documented by fulfilling the criteria of model evalua-
tion defined by Ritter and Muñoz-Carpena (2013). Various 
lengths of the IQR in the results could be caused by the 
model sensitivity of the input data reported by Beven (2006) 
and Vázquez and Hample (2014).
Three widely used methods for filling synthetically cre-
ated gaps in the precipitation time series were assessed. Of 
the three methods used, the simple substitution produced 
the best results, followed by linear regression and IDW. 
This result is in agreement with the work of Lo Presti et al. 
(2010), where authors reported acceptable results by using 
the substitution when similarity among gauges was high. 
This can be a consequence of high correlation coefficient 
of the surrounding gauges. The correlation coefficient may 
be used as a weight in the IDW method rather than the 
Fig. 4  Differences in discharges for four scenarios. Differences were 
computed between the simulation with observed precipitation data 
and four scenarios of deleted and filled precipitation data using the 
substitution. Legend: a—10% of deleted and filled data, b—30%, 
c—50%, d—70%, e—length of a particular scenario
Acta Geophysica 
1 3
Fig. 5  Differences in performance statistics of type 1. Grey areas and percentage mark the simulations when the model produced better results 
using the time series with filled gaps compared to the set-up with gaps-free data
Fig. 6  Differences in performance statistics of type 2
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distance (Vicente-Serrano et al. 2010) to improve results 
of this method.
Three performance statistics (NSE, MNSE and ATD%) 
were applied for both aims of this study. Contradictory con-
clusions were drawn in the selection of the best method and 
in assessing the impact of the length of deleted and filled 
precipitation data in the several cases using these statistics. 
This happened because each of the statistics was sensitive 
to different model (catchment) behaviour (e.g. high errors, 
water balance). This emphasizes the necessity of application 
of several performance statistics to obtain a holistic view of 
the outputs of the hydrological model (Moriasi et al. 2007; 
Ritter and Muñoz-Carpena 2013).
We computed three different types of performance sta-
tistics (T1, T2 and T3). While two of them were used for 
the hydrological model (T1 and T2), the latter was applied 
to the precipitation only. Transfer of precipitation errors to 
the results of the hydrological model was shown compar-
ing all types of statistics. This is in agreement with other 
studies (Sun et al. 2000; Kuczera and Williams 1992; Kim 
and Pachepsky 2010). The model configured to use the syn-
thetically deleted and filled precipitation data produced bet-
ter performance than the model configured to use observed 
precipitation data, in several cases. In other words, the low-
quality data lead to better model performance than high-
quality input. This was revealed applying the T1, and it is a 
consequence of the effective parameters (Beven 2006) which 
were able to balance the inadequate representation of input 
data (Vázquez and Hample 2014; Alvarenga et al. 2016). 
Contradictory output in the selection of the best infilling 
method was found, comparing the T1 and T2 on the catch-
ment scale. One remark needs to be done concerning the T1, 
T2 and T3. While T1 is independent of calibration results, 
T2 is based on the quality of the calibration (the better the 
calibration, the better the performance statistic). We pro-
pose to apply the T2 to select the best infilling method, as 
this type is using the simulated discharges produced by the 
model configured to use observed precipitation instead of 
the observed discharge.
Typically, distributed models employ the highest resolu-
tion of spatial data. However, the resolution of spatial data 
varies through the model (e.g. hydraulic properties of sedi-
ment and rocks, soils, land use data, digital terrain model, 
etc.) and is based purely on the data availability. The level 
of this availability allows the modeller to select more or less 
sophisticated model structure (Beven 2012). Furthermore, 
the application of the finest scale data does not necessar-
ily provide the best agreement with observation. This was 
shown in the studies of Vázquez and Hample (2014) and 
Alvarenga et al. (2016), where datasets of lower quality 
(evapotranspiration in the first case and land cover in lat-
ter) produced superior model outputs over the higher quality 
data. In this study, the longer period of deleted and filled 
precipitation data used in the model leads to better model 
performance compared to shorter period in several cases, 
again because of effective parameters. Although it is highly 
possible, the more detailed calibration would eliminate 
this conflict; results of this study confirmed the problems 
associated with calibration of physically based, distributed 
hydrological models (Freeze and Harlan 1969; Beven 1993; 
Walker et al. 2003; Fatichi et al. 2016).
The length of deleted and filled precipitation data was 
assessed using four scenarios for three events of different 
lengths and rainfall intensities. In a majority of cases, we 
reported increase in bias with the increase in length of gaps, 
which is in agreement with the study of Teegavarapu and 
Nayak (2017). When comparing three infilling methods, sig-
nificant differences were reported only for the longest event 
2. Assessing the impact of the length, significant differences 
were reported for the longest event 2, followed by event 3. 
Thus, the length of the event had a crucial bearing to the 
modelled discharges. We further suppose the low magnitude 
of the events leads to the conclusion of this study: the impact 
of the length of deleted and filled precipitation data on the 
outputs of hydrological model is insignificant in a majority 
of cases. More events of higher recurrence interval should 
be applied to correctly investigate the impact of the length 
of deleted and filled precipitation data. This remark is based 
also on the study of Teegavarapu and Nayak (2017), where 
authors mark the events of heavy and very heavy rainfall as 
the most problematic.
The aims of the study were solved on two scales: overall 
catchment and inner sub-catchment. On the catchment scale, 
the differences between the simulated discharges produced 
by a model with a ‘gaps-free’ configuration and with four 
scenarios of deleted and filled precipitation data were higher 
than on the sub-catchment scale because of a larger area 
(Thiessen polygon), from where the information about the 
precipitation was spatially interpolated. Differences in per-
formance statistics of both types (T1 and T2) were higher 
on the sub-catchment scale compared to the overall catch-
ment. This is because the inner sub-catchment had the only 
one source of precipitation—the Shiplaw rain gauge sta-
tion, from which data were synthetically deleted and filled. 
The overall catchment also used data from this station, but 
another three rain gauges with observed data were applied 
and spatially interpolated. Thus, the influence of missing 
precipitation data on the result of the hydrological model 
is greatest at the sub-catchment level and decreases with 
increasing catchment area due to synergic effects of other 
gauging stations. This finding is in agreement with the con-
clusion of Krajewski et al. (2003). However, more catch-
ments should be examined in order to evaluate the impact of 
the length of deleted and filled precipitation data.
We applied a manual calibration strategy and approach 
of optimal parameter set to calibrate the model to hourly 
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observed discharges in two gauging stations. Indeed, manual 
calibration remains a subjective approach, and a series of 
drawbacks in this approach were reported (Boyle et al. 2001; 
Vázquez and Hample 2014); the advantages of this approach 
are also known (Vaze et al. 2012). In the study of Vázquez 
and Hample (2014), authors found contrasting results for the 
manual and automatic calibration procedures.
Conclusion
We compared three infilling methods of precipitation for fill-
ing missing precipitation data. Our results showed the substi-
tution provided the best results followed by linear regression 
and IDW, probably as a consequence of high correlation coef-
ficient among rain gauges. Thus, in the case of gauges with 
the high correlation coefficient, the substitution can be used.
In our case study, the length of the event had a crucial 
bearing on the outputs of the hydrological model. However, 
only in a minority of cases, significant differences were 
reported between four scenarios of deleted and filled data, 
probably as a consequence of low magnitude of the events. 
Further analyses with events of higher magnitude should be 
carried out, and longer events should be evaluated to fully 
support this hypothesis.
Our results further indicate the data of lower quality 
(deleted and filled time series of precipitation) led to better 
model performance in several cases than the higher-quality 
data (original precipitation time series). This happened firstly 
when the hydrological model was fed by the original data and 
model performance was compared with the four scenarios 
and, secondly, when four scenarios of deleted and filled time 
series were compared between each other. Both cases were 
connected with the uncertainty associated with hydrological 
models, and modellers should be aware of this uncertainty 
and should carefully explain the results when the aim of the 
study is to compare the data of different qualities (not only 
the precipitation but also static catchment characteristics such 
as land use, soil texture and geological characteristics).
Lastly, the impact of the deleted and filled data on the 
model performance was higher on the sub-catchment scale. 
This is because the source of the precipitation data for this 
sub-catchment was from the gauge when the time series was 
deleted and filled. On the catchment scale, the impact was 
reduced by the synergic effect of four gauges. This empha-
sizes the necessity of close investigation of precipitation 
quality for the catchment where the source of data comes 
from the only single rain gauge.
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