Abstract-We describe the implementation of new commercial pulse-bias electronics that have enabled an improvement in the generation of quantum-accurate waveforms both with and without low-frequency compensation biases. We have used these electronics to apply a multilevel pulse bias to the Josephson arbitrary waveform synthesizer and have generated, for the first time, a quantum-accurate bipolar sinusoidal waveform without the use of a low-frequency compensation bias current. This uncompensated 1 kHz waveform was synthesized with an rms amplitude of 325 mV and maintained its quantum accuracy over a 1.5 mA operating current range. The same technique and equipment was also used to synthesize a quantum-accurate 1 MHz sinusoid with a 1.2 mA operating margin. In addition, we have synthesized a compensated 1 kHz sinusoid with an rms amplitude of 1 V and a 2.7 mA operating margin.
I. INTRODUCTION
T HE pulse-driven Josephson arbitrary waveform synthesizer (JAWS) has become an important instrument for ac voltage [1] , [2] and impedance [3] metrology. Recent advances have allowed quantum-accurate audio-frequency waveforms to be synthesized at a record 2 V rms amplitude using this system [4] . Over the past 20 years, the primary challenge in optimizing the performance of the JAWS system has been to provide a stream of uniform bipolar current-bias pulses to all the dissipative superconducting Josephson junctions, which are distributed in series within multiple arrays. The high-speed pulses have been created by either binary [1] or ternary [5] , [2] pattern generators, which have pulse density and other nonlinear performance limitations. Their multilevel signals have sometimes been combined with a continuous wave (CW) microwave signal [6] to improve pulse-bias uniformity and to excite the ternary pulse states of the junctions, namely quantized pulses of either polarity or no pulse (null state). Recent advances in high-speed RF arbitrary waveform generators (RF-AWG) have now made it possible to tailor pulse shapes consisting of many levels within the analog bandwidth of the RF-AWG. The use of multiple levels allows the construction of pulses that have zero average current, if integrated over the entire pulse duration, but enough peak instantaneous power to drive a flux quantum through the Josephson junction.
The JAWS system can achieve quantum accuracy only when each junction in an array pulses and passes a single flux quantum through its barrier for each current-bias pulse of the bitstream. In previous work [7] , a finite impulse response (FIR) filter was used to shape pulses to compensate for the distortion of the transfer function and dispersion occurring between the generator and the Josephson array. However, this system relied on a two-level bitstream. In this work, the bias pulses are shaped using both a multilevel bias output and FIR filters to utilize the nonlinearity of the junctions in novel ways. Two different pulse-shaping methods were recently demonstrated in [6] and [8] that created pulse-bias sequences with zero average current and eliminated the need for compensation bias signals at the frequencies of interest. In particular, Zhou et al. [8] were able to generate positive flux quanta by adding negative pulses of half the amplitude immediately before and after each positive bias pulse to achieve zero average bias currents.
In this paper, we describe the synthesis of quantum-accurate waveforms through the delivery of a stream of multilevel highspeed pulses to the JAWS system using a new commercial 65 gigasamples-per-second (GSa/s) 8-bit AWG. We present three example waveforms that have unprecedented performance: a low-frequency compensated waveform, a low-frequency uncompensated waveform, and a high-frequency uncompensated waveform.
II. LOW-FREQUENCY COMPENSATED WAVEFORM SYNTHESIS
The ac-coupled bipolar pulse-bias technique has been described in detail elsewhere [9] - [11] . Until recently, the best performance was achieved when the ternary quantized pulse states of the Josephson junctions were produced using a bias constructed from three separate signals for each array: a twolevel digital bitstream, a CW microwave signal, and a lowfrequency compensation bias current. The digital bitstream is nonreturn-to-zero clocked at twice the microwave frequency, and the maximum pulse repetition frequency is chosen to be on the order of the characteristic frequency of the Josephson junctions. The microwave and digital signals are combined such 1051-8223 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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that two sequential bits, over a single CW period, excite one of three junction states, n = 0, −1, or +1, which represent the number of integer flux quanta passing through each junction for each CW period. This combined high-frequency signal is ac coupled to the arrays using inner/outer dc blocks that have a typical high-pass cutoff frequency of 150 MHz. This removes common-mode signals at the synthesis frequency from the termination resistors, allowing multiple arrays to be connected in series. However, this filtering method also attenuates the lowfrequency fundamental in the high-speed pulse signal and produces an undesirable time-dependent offset in the pulse-bias signal at the array. For large amplitude waveforms, where the pulse density exceeds about 5%, the offset is so great that the junctions do not correctly pulse in correspondence with the bias. In order to eliminate the offset and to properly synthesize largeamplitude voltage waveforms that have robust operating margins (with respect to the largest range of bias amplitudes), a corresponding low-frequency compensation signal at the synthesis frequency must be reapplied to the arrays through dedicated current bias leads.
III. PULSE-BIAS CIRCUITS
At the National Institute of Standards and Technology (NIST), the ABG-2 custom bitstream generator was developed to fulfill the need for a ternary pulse pattern generator capable of synthesizing waveforms with a robust operating margin [6] . Recently, a commercial instrument has become available that can achieve comparable performance in biasing Josephson arrays as the ABG-2. The Keysight M8195A 1 is a 65 GSa/s RF-AWG with built-in FIR filters and 8 bits of resolution for each output channel [12] . This high output resolution allows a natural implementation of custom pulse shapes that can be optimized to bias the junction arrays. As explained in detail in [7] , the integrated FIR filters can be used to partially compensate for nonlinearities in the output stages and amplifiers, and for bandwidth limitations in the microwave path, thereby significantly improving performance of the JAWS system.
The room-temperature electronics used in this experiment included a two-channel RF-AWG, two microwave amplifiers, a two-channel low-frequency AWG, a custom four-channel differential amplifier module for biasing the arrays, and a low-distortion digitizer for measuring the synthesized waveforms. The 1 V peak-to-peak output amplitude of the RF-AWG channels was insufficient to bias the junction arrays. Therefore, the amplitude of each of the pulse-bias outputs was increased by an amplifier that had a maximum 7.5 V peak-to-peak output amplitude, useable bandwidth up to 50 GHz, and an adjustable eye-crossing level. A single source was used to apply the low-frequency compensation and the dither biases to all four arrays. In previous experiments, these biases were provided by two current bias outputs on the ABG-2, but for this experiment a commercial two-channel AWG was used. One 1 Commercial instruments are identified in this paper in order to adequately specify the experimental procedure. Such identification does not imply recommendation or endorsement by NIST, nor does it imply that the equipment identified is necessarily the best available for the purpose. channel provided the low-frequency compensation current bias and allowed for high-precision adjustment of the voltage and phase of the compensation waveform. The other AWG channel provided a triangle-wave current signal, at a frequency around 100 times lower than the synthesis frequency, to measure the operating margin. The two AWG outputs were combined using a custom isolation amplifier and divided among the four junction arrays. This stage was necessary to maintain the electrical isolation between the low-frequency biases to each array. The compensation and dither gains were adjusted for each array in the amplifier, but a common phase was used for all four arrays.
In this experiment, we used chips that include the improvements to the JAWS circuit described in [13] . Namely, this circuit design includes a pair of on-chip Wilkinson power dividers that split two high-frequency pulse signals among four junction arrays [14] , [15] . The dividers have a designed center frequency of 26 GHz and useful bandwidth up to 35 GHz. The design also includes on-chip inner/outer dc blocks to maintain electrical isolation between arrays, so that their output voltages can be summed in series. The blocks are located between the dividers and arrays, and high-pass filter the pulse-bias signal with a 3 dB cutoff around 150 MHz. This circuit also includes an array design that uses 4270 Josephson junction stacks, each stack containing three self-shunted junctions, for a total of 12 810 junctions per array. Each array has a pair of on-chip voltage and current taps, with integrated low-pass filters that decouple the high-frequency signals from the bias lines. The independent current leads allow an optimized low-frequency compensation bias to be applied to each array, as explained above. The voltage outputs of the arrays are connected in series using on-chip superconducting leads.
The combined voltage output of the arrays was measured with a National Instruments 5922A 1 digitizer. The RF-AWG, lowfrequency AWG, and digitizer all shared a common 10 MHz reference clock. This reference maintained synchronization between the optimized phase of the low-frequency compensation bias, the pulse playback of the RF-AWG, and the recording of the waveform by the digitizer. The pulse-bias experiments were performed by installing the chip in a cryogenic probe, which was cooled to 4 K in a Dewar of liquid helium. The junctions in the arrays of this chip had a nominal critical current (I c ) of 11 mA and 3 mΩ resistance (R).
IV. 1 VOLT COMPENSATED SYNTHESIS
A compensated 1 kHz sinusoid, with an rms amplitude of 1 V and an operating current margin of 2.8 mA, was recently demonstrated using the NIST JAWS system, with the chip cooled in liquid helium [13] . By combining the output voltages of two such 1 V circuits installed in a cryocooler, a record rms amplitude of 2 V and a 1.6 mA operating margin was also demonstrated. As in that reference, the operating margins in this paper were determined from the dc bias current range over which the total harmonic distortion in the output spectra was independent of current bias.
We have demonstrated the functionality of the new pulsebias electronics by synthesizing a 1 kHz sinusoid, with an rms amplitude of 1 V, using a compensation current bias. This waveform maintained its quantum accuracy over a 2.7 mA operating range. Fig. 1 shows the spectrum of the 1 kHz sinusoid where the largest harmonic, at 2 kHz, is −115 dBc (decibels relative to the fundamental [carrier]). All the measured harmonics have been attributed to the nonlinear response of the digitizer, as explained in previous work [16] .
For this experiment, the RF-AWG was set to two-channel mode with the sample rate divided by two, which provided 32 FIR filter coefficients. To directly compare the performance of the RF-AWG to previous measurements, its output sampling rate was set to the typical 28.8 GHz used by the ABG-2. The operating margin was optimized by an automated procedure that iteratively tuned the output amplitude of the RF-AWG, the eye-crossing level of the amplifiers, the phase and amplitude of the compensation bias, and finally, the 32 filter coefficients. The coefficients were serially tuned, beginning with the outermost taps and converging on the innermost taps, by adjusting the coefficient of each tap to maximize the margin before moving on to the next tap.
The 2.7 mA operating margin obtained for this waveform and chip is comparable to the 2.8 mA margin obtained in [13] . We note that the maximum n = 1 constant voltage step for the combined arrays, which was obtained during CW microwave testing of this chip, was substantially smaller than the step measured for the arrays in [13] . Thus, we suspect that an improvement in the step size utilization has been achieved with the new pulse-bias electronics over the previous ABG-2 electronics. Two different chips were used in the two experiments, but both were performed in liquid helium using four-array chips that had an identical circuit design, with the improvements described above. In addition, FIR filters were used in both experiments to modify the pulse bias to optimize the operating margin.
V. ZERO-COMPENSATION SYNTHESIS
Current biasing of junction arrays generates an undesired voltage signal by driving the distributed inductance of the arrays. This error signal is described by the equation V L = IωL, where V L is the out-of-phase voltage component, I is the total current through the array at the radial frequency ω of the fundamental signal, and L is the inductance of the array. The inductive voltage error adds in quadrature to the desired output voltage and its amplitude scales linearly with the frequency of the synthesized waveform. The total inductive voltage error is the vector sum of the above error, produced by the compensation bias, and the error produced by any remaining low-frequency components of the pulse bias (both in the code and that produced by the output drivers) that remain after being attenuated by the dc blocks. Alternative "zero-compensation" bias methods have been developed to reduce this error. These methods are critical for the synthesis of useful calibration waveforms at frequencies above 10 kHz.
In order to produce robust quantized output states and accurate voltages without a low-frequency compensation signal, the low-frequency components in the digital code must be substantially reduced. Reduction of the fundamental in the pulse-bias signal is accomplished by pairing each current pulse that excites a junction pulse with an adjacent cancelation pulse or pulses, so that the instantaneous time-average of each pulse bias block is zero. These cancelation pulses are of the opposite sign and have sufficient amplitude to null the mean amplitude of the pulse bias block, but have low enough amplitude so as not to excite junction pulses of the opposite polarity. Thus, the dc blocks no longer induce a time-dependent offset in the pulse bias at the arrays, since there is substantially less low-frequency signal to be removed, and it is no longer necessary to apply a compensation bias to the arrays. Two zero-compensation bias techniques have already been demonstrated in [6] and [8] . However, these existing methods are limited to creating unipolar waveforms that contain an inherent and undesirable dc offset, as well as output amplitudes that are limited to one-fourth and one-third, respectively, of the full-scale amplitude obtainable through bipolar compensated synthesis at the same pulse sampling rate.
The first zero-compensation method was developed for use with the ABG-2 [6] . Two consecutive bits of a two-level digital signal, [+1,−1] or [−1,+1], are combined with a single period of a CW microwave bias to create pulse blocks that each have a zero average, as shown in Fig. 2(a) . A small positive dc current bias is then applied so that each [+1,−1] block excites the +1 state and generates a positive output junction pulse, while each [−1,+1] block remains in the 0 state and does not generate a negative junction pulse.
This implementation of zero-compensation bias has several limitations. It requires an additional dc bias to be applied to each array and it creates only unipolar waveforms, since only the n = 0 and +1 quantized states are produced. Furthermore, due to the details of the bit sequence, the pulse density cannot exceed 50%. Therefore, waveform amplitudes are limited to 25% of the full-scale amplitude obtained with compensated bipolar synthesis. The output also has an undesirable dc offset [8] , which uses a three-level digital code and pairs each quantized bias pulse (n = 1) with bracketing half-amplitude cancelation pulses. (c) The new bipolar zero-compensation method described in this paper, which produces the n = 0, +1, and −1 quantized states using a five-level digital code and both polarities of bracketing cancelation pulses. that must be canceled by combining identical junction arrays in series, each driven by different pulse sequences that produce identical in-phase waveforms, but with opposite dc offset voltages. To date, a sinusoid with an rms output amplitude of 128 mV and a 1 mA operating margin has been demonstrated using this technique [16] .
The second zero-compensation method was developed to eliminate the need for an additional dc bias current by using a ternary pulse pattern generator [8] . The ternary generator allows the main bias pulses, which generate quantized junction pulses, and their accompanying cancelation pulses to be independently adjusted. It also eliminates the need for a synchronized CW bias signal. A three-level delta-sigma modulated pattern is created and each +1 bias pulse is replaced by a block of three pulses [−0.5,+1,−0.5], such that the average of each pulse block is zero, as shown in Fig. 2(b) . The magnitude of the +1 bias pulses is adjusted so that each of them generates a single positive output junction pulse. The −0.5 pulse magnitude is adjusted to ensure that the cancelation pulses do not generate negative junction pulses, yet they properly average the mean amplitude of each pulse block to zero.
Although this method eliminates the need to inject a dc current bias, it still produces strictly unipolar waveforms with half-scale amplitude and a dc offset voltage. Additionally, the maximum pulse density of the bitstream is limited to two-thirds to allow the insertion of two half-amplitude cancelation pulses between adjacent excitation pulses. Thus, waveforms are limited to onethird of full scale using this technique. An 8 kHz sinusoid with a 1 mV rms amplitude was demonstrated using this method, with no report of the operating margin [8] .
The 8-bit output resolution of the RF-AWG readily enables the extension of the second zero-compensation method from a three-level pulse pattern, which results in unipolar waveforms, to a five-level pattern capable of generating bipolar waveforms. This method has the immediate advantages that it doubles the waveform amplitude and eliminates the output voltage offset, yet it still obviates the requirement for an additional dc bias current. We implemented bipolar zero-compensation by first generating a three-level digital code with a delta-sigma modulation algorithm. The individual +1 and −1 bias pulses were then replaced by three-pulse, zero-average signal blocks of the form [−0.5,+1,−0.5] or [+0.5,−1,+0.5], as shown in Fig. 2(c) . As in the second zero-compensation method, the maximum pulse density is limited to two-thirds to accommodate the cancelation pulses. However, since the waveforms are bipolar, this zerocompensation method can theoretically produce output amplitudes that are up to two-thirds of full scale, which is double the maximum amplitude of the second, unipolar, zero-compensation method.
Using this new bipolar zero-compensation technique, we have synthesized a 1 kHz sinusoid with an rms amplitude of 325 mV, while achieving a 1.5 mA operating margin. The measured spectrum of the sinusoid is shown in Fig. 3 , where the harmonics are no more than −114 dBc and are again due to the digitizer nonlinearity. This experiment was performed in liquid helium with the same four-array chip that was used in the compensated synthesis. We used a pulse code with a maximum pulse density that was 32.5% of the code used to obtain 1 V rms with four arrays, thereby obtaining an rms amplitude of 325 mV. The operating margin was optimized in the same manner that was described above, by tuning the RF-AWG output amplitude, the amplifier eye-crossing level, and the FIR filter coefficients.
We have found that as we increase the waveform amplitude and pulse density, the operating margin decreases to zero. So far, the highest pulse density that we have achieved, while still obtaining an operating margin greater than 1 mA, is around one-third of the 1 V pulse density. We have not yet reached the theoretical two-thirds maximum pulse density limit. The likely reason is that the zero-compensation codes contain more power at higher frequency than the compensated codes, due to the increased repetition rate of the cancelation pulses. As the maximum pulse density increases, the signal power is shifted to higher frequency. The bandwidth of the pulse code is limited by the microwave path to the chip, which includes the amplifier, cabling, and the on-chip Wilkinson dividers. As discussed in Fig. 3 . Digitally-sampled spectral measurement of the 1 kHz, 325 mV rms sinusoid synthesized with all four arrays of the JAWS using the bipolar zerocompensation bias method. The digitizer was set to 1 MΩ input impedance, +/−1 V input range, and 200 kilosamples-per-second sampling rate. The spectra were calculated with a 1 Hz resolution bandwidth and no averaging. The blue data show the synthesized sinusoid. The gray data were acquired with the bias signals turned OFF, and show the digitizer noise floor at −150 dBc and the spurious signals. [7] , an FIR filter in the high-frequency bias path can partially compensate for some of the bandwidth limitations by increasing power at higher frequencies. Despite the benefit of the FIR filters, the high-frequency information in the zero-compensation signal is still being degraded, particularly by the dividers. We have an on-going effort to improve the bandwidth of the signal path to obtain higher amplitude bipolar zero-compensation waveforms.
VI. HIGH-FREQUENCY ZERO-COMPENSATION
Generating waveforms without compensation bias is critical for calibration applications that use signal frequencies over 10 kHz. As described previously, the amplitude of the inductive voltage error scales linearly with the frequency of the synthesized waveform. At 1 kHz, the magnitude of the inductive error signal is about 1 part in 10 6 of the desired output signal. However, the signals add in quadrature, which results in a magnitude error that is usually less than 1 part in 10 8 [4] . To demonstrate the effectiveness of this new zero-compensation method, we synthesized a 1 MHz sinusoid with an rms amplitude of 162.5 mV and achieved a 1.2 mA operating margin, using only two arrays. We then measured the inductive error signal produced by the residual feedthrough signal.
To perform the measurements, a series of 250 MHz inneronly dc blocks was added to the microwave transmission line at the input to the cryoprobe to increase the attenuation of the fundamental in the pulse code. A single 500 MHz inner/outer block was also added to prevent coupling of high-frequency signals from the RF-AWG to the array. This experiment was performed with a new 1 MHz code that had the same 32.5% maximum pulse density as before, but with only two of the arrays in the JAWS circuit, thereby yielding a 162.5 mV rms amplitude. Fig. 4 . Digitally-sampled spectral measurement of the 1 MHz, 162.5 mV rms sinusoid synthesized with two arrays of the JAWS using the bipolar zerocompensation bias method. The digitizer was set to 1 MΩ input impedance, +/−1 V input range, and 15 MSa/s sampling rate. The spectra were calculated with 50 Hz resolution bandwidth and 100 averages. The blue data show the synthesized sinusoid, the light gray data show the inductive voltage signal from the residual feedthrough signal, and the dark gray data show the digitizer noise floor.
After synthesizing the 1 MHz sinusoid, we measured the error caused by the remaining "feedthrough" voltage signal by adding a 6 dB attenuator to the dc blocks at the cryoprobe. This linearly reduced the output power of the pulse code to the array and prevented pulsing of the junctions, but still allowed a measurement of the inductive error from the residual unblocked fundamental in the code. We also measured the signal with the RF-AWG turned OFF to measure the noise floor of the digitizer. Fig. 4 shows the measured spectra of the 1 MHz sinusoid and feedthrough signal, and the noise floor. The second harmonic of the 1 MHz tone was −88 dBc and was caused by the digitizer, which is more nonlinear and produces more distortion at 1 MHz than at 1 kHz. A small inductive feedthrough signal at 1 MHz was detected −120 dB relative to the 1 MHz tone, after accounting for the 6 dB of attenuation required to prevent the junctions from pulsing. Thus, at 1 MHz the inductive error signal added no more than 1 part in 10 6 vectorially to the output signal, although we did not measure the phase relative to the fundamental. The feedthrough spectrum shows detectable higher-order harmonics, with the second harmonic at −107 dBc below the 1 MHz tone. The origin of these harmonics has not been identified and is under further investigation, but they will not significantly contribute to the rms output voltage. Using this zero-compensation technique, the stray capacitive signal and transfer function of the voltage output leads will become much more important than the parasitic inductive error voltage. This is the first 1 MHz signal to be synthesized that has the potential for practical RF calibration applications, since all the bias-related systematic errors are less than 1 part in 10 6 . This systematic error contribution will be further investigated in future research efforts.
VII. CONCLUSION
A new commercially-available high-resolution RF-AWG has enabled us to implement a five-level digital code and synthesize the first bipolar uncompensated waveform. This waveform was synthesized with a record rms amplitude of 325 mV at 1 kHz, and had an operating range of 1.5 mA. Furthermore, a 1 MHz sinusoid was synthesized with an rms amplitude of 162.5 mV over a 1.2 mA operating margin. Using our newly-implemented bipolar zero-compensation method we detected an inductive error signal of only 1 part in 10 6 , demonstrating that the technique and pulse-bias electronics are capable of significantly reducing errors generated by the pulse and compensation bias signals.
The RF-AWG was also demonstrated for compensated waveform synthesis through the generation of a sinusoid with a 1 V rms amplitude and a 2.7 mA operating margin. The compensated synthesis has demonstrated a likely improvement in the utilization of the maximum quantized voltages of the junction arrays, and hence operating margin, over the existing custom ABG-2 pulse-bias electronics.
The 8-bit output resolution and user-defined FIR filters provide the level of control and adjustment needed to optimize the uniformity of the pulse bias to achieve quantum states with larger operating margins in Josephson junction arrays. We anticipate further improvements in the performance of synthesized waveforms by implementing more advanced JAWS circuits and through the implementation of custom patterns with the new pulse-bias electronics. In 1999, he joined the Quantum Voltage Project, the National Institute of Standards and Technology, Boulder, CO, USA, where he has been developing novel superconducting circuits and broadband bias electronics for precision voltage waveform synthesis and programmable voltage standard systems. He was with Northrop Grumman for three years, where he designed and tested numerous gigahertz-speed superconductive circuits, including code generators and analog-to-digital converters. He also upgraded the simulation and layout capabilities at Northrop Grumman to be among the world's best. He has also been a Postdoctoral Assistant at The State University of New York, Stony Brook, NY, USA, where he worked on the nanolithographic fabrication and study of Nb-AlO x 
