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 Abstract 
 Colloidal semiconductor nanoparticles will be important and practical next generation materials 
that can be cheaply manufactured. The objective of this project is to gain more inside into  
chemistry is used to control the formation and assembly of semiconductor nanoparticles (NPs). 
As a model system CdSe and CdTe nanoparticles are used in this work. The growth kinetics, 
aggregation dynamics, and heterogeneous growth of NPs by using novel tools such as; in-situ 
monitored fluorescence and absorption techniques, time-resolved and static fluorescence 
spectroscopy, TEM (transmission electron microscopy), and numerical  simulations are studied.  
This study can be divided into the following four parts. The first part presents 
experimental observation of the quantized growth of CdTe quantum dots (QD). The high-
temperature absorption spectra indicate the evolution of multiple peaks corresponding to various 
sizes of QDs. The observed aggregation is driven by dipole-dipole interaction of NPs. The 
second part is an investigation of the aggregation dynamics of magic-sized CdTe quantum dots 
and how this process can be controlled. It is shown that the growth kinetics of the QDs is very 
sensitive to the Cd/Te ratio. Cd-rich conditions form very different aggregation pattern due to the 
lack of formation of magic-sized nanoparticles. Simulations also suggest that the formation 
mechanism is mainly coalescence of the particles rather than the ‘neck formation’ within the 
CdTe aggregates. The next part investigates the growth of NPs in the presence of two distinctly 
sized NPs in the bimodal growth regime via numerical simulations. The bimodal distribution (or 
quantized Ostwald ripening) technique is found to be a slower process than the repeated injection 
technique to focus the size distribution of NPs. Slower growth will reduce  inhomogeneity in a 
scaled-up production of NPs. The last part focuses on the effect of addition of doping on 
 
heterogeneous growth and the growth kinetics. The low temperature synthesis lacks the 
heterogeneous growth regime. However, as the temperature is increased to 120 0C, two different 
sizes emerge. Addition of In dopants seems to accelerate the growth kinetics and the magic sized 
NPs in the solution possess a negative anisotropy that is most likely due to supperlatice 
formation of magic-sized NPs. 
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 Abstract 
Colloidal semiconductor nanoparticles will be important and practical next generation materials 
that can be cheaply manufactured. The objective of this project is to gain more inside into  
chemistry is used to control the formation and assembly of semiconductor nanoparticles (NPs). 
As a model system CdSe and CdTe nanoparticles are used in this work. The growth kinetics, 
aggregation dynamics, and heterogeneous growth of NPs by using novel tools such as; in-situ 
monitored fluorescence and absorption techniques, time-resolved and static fluorescence 
spectroscopy, TEM (transmission electron microscopy), and numerical  simulations are studied.  
This study can be divided into the following four parts. The first part presents 
experimental observation of the quantized growth of CdTe quantum dots (QD). The high-
temperature absorption spectra indicate the evolution of multiple peaks corresponding to various 
sizes of QDs. The observed aggregation is driven by dipole-dipole interaction of NPs. The 
second part is an investigation of the aggregation dynamics of magic-sized CdTe quantum dots 
and how this process can be controlled. It is shown that the growth kinetics of the QDs is very 
sensitive to the Cd/Te ratio. Cd-rich conditions form very different aggregation pattern due to the 
lack of formation of magic-sized nanoparticles. Simulations also suggest that the formation 
mechanism is mainly coalescence of the particles rather than the ‘neck formation’ within the 
CdTe aggregates. The next part investigates the growth of NPs in the presence of two distinctly 
sized NPs in the bimodal growth regime via numerical simulations. The bimodal distribution (or 
quantized Ostwald ripening) technique is found to be a slower process than the repeated injection 
technique to focus the size distribution of NPs. Slower growth will reduce  inhomogeneity in a 
scaled-up production of NPs. The last part focuses on the effect of addition of doping on 
 
 heterogeneous growth and the growth kinetics. The low temperature synthesis lacks the 
heterogeneous growth regime. However, as the temperature is increased to 120 0C, two different 
sizes emerge. Addition of In dopants seems to accelerate the growth kinetics and the magic sized 
NPs in the solution possess a negative anisotropy that is most likely due to supperlatice 
formation of magic-sized NPs. 
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Preface 
Growth of nanoparticles is investigated.  
 xix
 CHAPTER 1 - Introduction 
Nanophase materials have been crucial in both fundamental research and technology in the last 
decade. Many interdisciplinary attempts have been made to advance nano-sized materials. 
Nanomaterials have many different shapes, sizes, and properties which lead to various 
functionalities. As a result of optical, electronic and magnetic properties of nanomaterials, they 
possess potential applications in imaging, photo-voltaics, fluorescent tags, energy conversion, 
biomedical applications and thin film coatings.1 Most widely studied nanostructures are metals, 
oxides and semiconductors. One special class is the quantized semiconductor nanoparticles also 
known as quantum dots (QDs). QDs exhibit size-dependant electro-optical properties. 
Quantization in NPs is observed when particles have radii smaller than or equal to the average 
distance between electron and hole (Bohr radius). Electron and the holes are confined to an 
infinite potential. Therefore, QDs possess larger band gaps than the corresponding bulk material 
and also in discrete sets of energy states. As the size of the QDs is reduced, their absorbance 
spectra shift to shorter wavelengths (blueshift). 2 
Growth of Nanoparticles 
Understanding of nanoparticle growth is important to produce good quality (monodisperse) 
particles with uniform properties. Synthesizing NPs with desired size and size distribution affects 
the properties which is very important in order for them to be used in specific applications. In 
order to obtain monodisperse colloidal particles, the nucleation and growth processes must be 
separated.3 In this process of separation nucleation from the growth, fast nucleation is followed 
by a slow controlled growth. In order to achieve nucleation, the solution must be supersaturated. 
Supersaturation takes place when the solute is dissolved at high temperature and then cooled 
 1
down or by directly addition of reactants to get supersaturated solution. In the nucleation process, 
nucleation takes place due to the instability of the supersaturated solution. The total free energy 
of the system after formation of new volume and the new surface is given by the following 
equation;4 
γππ 23 4)ln(
3
4 rSRTr
V
G
m
+−=Δ          (1.1) 
 0/ =Δ drGd           
SRT
Vr m
ln
2* γ=        (1.2) 
where γ is the surface free energy, Vm is the molar volume  R is the gas constant, r is the particle 
size, and S is the saturation ratio. 
 
Figure 1.1 Overall free energy as a function of particle size4 
 
 Figure 1.1 gives the free energy change as a function of particle radius. The maximum in 
the graph indicates the free energy at so called “critical size” (equation 1.2) which takes place 
when S > 1. This maximum free energy corresponds to the activation energy for the nucleation. 
As the figure shows, after the activation energy for the nucleation is reached, nuclei larger than 
the critical radius have lower free energy. 
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Figure 1.2  Change of critical radius with different supersaturation values for CdSe and 
CdTe NPs   
 
Figure 1.2 presents how critical radius changes with different supersaturation values for 
different NPs (CdSe and CdTe). The relation between critical radius and the supersaturation is 
given by equation 1.2. As the equation and also Figure 1.2 indicate, with decreasing critical 
radius the supersaturation value increases. CdSe NPs have lower critical radius value that is 
because they have smaller molar volume than CdTe NPs. The figure also shows the effect of 
changing the specific surface energy values. As the critical radius equation shows, high surface 
 3
energies cause larger critical radii. Therefore, at higher surface energy the critical value stays 
high as well. 
 Lamer diagram5 illustrates below how the nucleation occurs in terms of concentration 
change. First, stage I, molecular precursors (monomers) form and  monomer formation continues 
until the minimum concentration for the nucleation threshold ( ) is exceeded. Nucleation 
(stage II) takes place when is reached. Concentration of solute increases and reaches a 
maximum value of and after that, it starts decreasing and when  value is reached again, 
the nucleation process stops. After the nucleation step, growth step (stage III) sets in and 
continues until solubility concentration (Cs) is reached. 
∗
minC
C
∗
minC
∗
maxC
∗
min
 
Figure 1.3 Lamer diagram- formation of monodisperse particles5  
 
Above diagram shows that in order to separate nucleation and the growth processes, the 
nucleation rate should be high enough to exceed the growth stage. If concentration of the solute 
 4
is below , then the nucleation and growth stages take place at the same time, which will 
produce a polydispersed solution. In the nucleation process, the concentration increases rapidly, 
and the supersaturation of the monomers takes place. Therefore, rapid growth of nuclei reduces 
the concentration below the nucleation concentration resulting in a slow rate of growth. 
∗
minC
Mechanism of Growth 
Nucleation of particles ends when the monomers are consumed in the process of surface growth 
of clusters, which happens when the monomer concentration decreases below the critical level of 
supersaturation (Figure 1.4). After the nucleation step, smaller particles (larger than the critical 
radius) tend to change their size faster than the larger ones in order to decrease their higher 
surface energies and at this step the “focusing” of the size distribution takes place. Figure 1.4 
illustrates the overall nucleation, and growth stages. Due to the growth, concentration of the 
precursors is exhausted and the Ostwald ripening (defocusing) process which causes the broad 
size distribution to start. 
 5
 Figure 1.4 Growth of colloidal particles6 
 
 In colloidal particles, the growth takes place by the monomer diffusion at the surface of 
particles (Figure 1.5a). In the below diagram, δ is the thickness of the diffusion layer, cb is the 
bulk monomer concentration, ci is the monomer concentration at the particle interface, and ce is 
the solubility of a particle with a radius r. Figure 1.5b is a diffusion layer of a spherical particle 
with r representing the radius of the particle, and x is the distance from center of the particle. 
 
 
 
 6
a)                                    b) 
 
Figure 1.5 a) Sketch of  solute concentration of a diffusion layer b) diffusion layer 
around a spherical particle 5  
 
Diffusion of the monomer from bulk to spherical particle surface is given by Fick`s first 
law; 7 
dxDdCxJ /4 2π=      (1.3) 
In the equation J is the flux of monomers, D is the diffusion coefficient, C is the 
monomer concentration at x. At steady state condition, Fick`s first law can be integrated from r + 
δ to r (r is the average radius) and following equation results;7 
)()(4 ib cc
rDrJ −+= δ
δπ      (1.4) 
Under real conditions, the thickness of the diffusion layer is much larger than the size of 
the NP, so the equation can be simplified to;7 
)(4 2 ei
flat
g cckrJ −= π      (1.5) 
 7
flat
gk  is the rate constant for a first order deposition reaction. The size dependent rate of 
the particle radius rate equation is given by;7 
( )
⎟⎠
⎞⎜⎝
⎛ +
+
−⎟⎠
⎞⎜⎝
⎛ +
=
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δ
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r
D
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g
ebm
1
1
1
     (1.6) 
   Gibbs-Thompson equation in terms of ce and cb are given by the following equations 
respectively;7 
⎟⎠
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where,  is the solubility of a flat particle. Since, under real conditions thickness of the 
diffusion layer is much larger than the size of the NP, size dependent particle radius rate equation 
can be expressed as follows;8 
0
flatC
r
rr
rkDRT
CV
dt
dr b
flat
g
flatm /1/1
)/1/1(
2 02 −
+=
γ
     (1.9) 
 
Diffusion-controlled growth 
When D  <<  r, the particle growth is defined as under diffusion control, particle 
growth is controlled by the monomer diffusion. It is observed when the diffusion is the slowest 
step in the particle growth process. Then, the growth rate equation reduces to the following 
form;7 
flat
gk
 8
22
02 )1/(1/2
r
rrK
r
rr
RT
CV
dt
dr b
D
bflatm −=−= γ      (1.10) 
LSW theory considers the growth process in terms of the diffusion limited growth and it 
investigates the supersaturated spherical particles. This theory explains Ostwald ripening process 
quantitatively. 
Reaction-controlled growth 
When   << D, particle growth is defined as the reaction-controlled process, and the 
growth rate is limited by the surface reaction of monomers. In this case, the diffusing particles at 
the surface join to the growing particles and the growth process is controlled by the reaction of 
the monomers at the surface. The following growth rate equation is obtained as a result of the 
reaction-controlled growth;7 
flat
gk
r
rrK
r
rr
RT
CkV
dt
dr b
R
bflat
flat
gm )1/(1/2
02 −=−= γ      (1.11) 
Finally, one of the most important differences between the reaction and the diffusion 
controlled processes is that, the size distribution observed in reaction-controlled growth is 
broader than the diffusion controlled growth. 
Ostwald Ripening Process 
When the concentration of precursor is depleted during the growth after the nucleation 
Ostwald ripening (coarsening) is the dominant mechanism of particle growth. In the Ostwald 
ripening process, the driving force for ripening is the curvature dependence (surface energy) of 
the chemical potential. In general, colloidal particles are inclined to minimize their surface-to-
volume ratio, and thereby their surface free energy. Smaller particles possess higher chemical 
potential than larger ones, which leads to material transport from small to big particles 
 9
quantatively explained by Kelvin`s equation. As a result of that, larger particles continue to grow 
but smaller ones gets smaller and eventually disappear (Figure 1.6).9 The figure demonstrates 
how the Ostwald ripening process occurs schematically. As time evolves from figure a to d, the 
number of droplets (particles) decreases and the average size increases. In this system, large 
particles grow by the evaporation and then condensation of material diffused from small 
droplets. 
 
Figure 1.6 Ostwald ripening process in 2-dimension9   
 
The Ostwald Ripening process, which is given by Kelvin`s equation is theoretically 
described by the Lifshitz-Slyozov-Wagner (LSW) theory. The LSW theory explains the 
diffusion-controlled coarsening in a stationary regime. This coarsening rate is given by;8 
RT
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The limiting stationary size distribution is given by the following equations;8 
)150(
])5.1()3[(
)]3/21/(1exp[)2/3()()/( 3/113/7
23/54
≤≤
−+
−−==
u
uu
uueuWrrW cr         (1.13) 
W(u) = 0        (u > 15)      (1.14) 
with a cut-off for u = 15 and here crrr = . According to a simulation study by De Semet et. al.10 
of Ostwald Ripening process, following Figure 1.7 shows the initial size distribution of LSW 
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(curve 1) with a size distribution of 1.5 nm, Gaussian distribution with standard deviations of 4.5 
nm (curve 2), 9 nm (curve 3) and a log-normal distribution with a 9 nm size distribution. Figure 
1.8 shows the evolution of the initial Gaussian size distribution with a standard distribution of 
1.5 nm. The standard deviation changes from the Gaussian distribution to LSW stationary 
distribution. Curve starts out with a narrow size distribution (curve 1, Figure 1.8) and broadens 
very rapidly (curve 2, Figure 1.8). 
 
Figure 1.7 Different initial size distributions10 
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 Figure 1.8 Evolution of the Gaussian size distribution10 
Size Focusing and Narrow Size Distribution  
Developing methods to obtain nanomaterials with uniform size and shape has been a challenge 
for nanosized material research. In crystal growth, obtaining monodispersed colloidal particles 
and controlling the growth are important not only in the field of physical chemistry but also in 
industries such as; catalysts, ceramic pigments, pharmacy, etc.5 The general approach to generate 
particles with narrow size distribution is achieved by separating nucleation and growth processes 
in the high temperature colloidal nanoparticle synthesis. However, separating nucleation and 
growth by injection of molecular precursors to induce fast nucleation is not an easy process in 
terms of experimental conditions. A widely accepted approach to narrow the size distribution of 
NPs has been developed by Peng et. al.4 by the multiple injection method. Figure 1.9a illustrates 
how the focusing of size distribution takes place stepwise by second injection of molecular 
precursor. After the first injection of molecular precursors, as can be seen from Figure 1.9b, the 
size distribution of NPs starts decreasing and the average size has a sharp increase. This step is 
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called “focusing of the size distribution”.  During focusing, the monomer concentration 
decreases fast; on the other hand, number of particles remains constant. After the focusing step, 
the average particle size does not change drastically. There is a slower growth process that leads 
to de-focusing and larger size distribution. In order to focus the size distribution, a second 
molecular precursor injection takes place (re-focusing). During this “re-focusing” step, the 
number of particles remains constant, the monomer concentration drops drastically and the 
narrowing of the size distribution is observed. 
a)                                           b) 
 
Figure 1.9 a) Absorption and photoluminescence spectra during multiple injection method 
b) temporal change of average size and the size distribution during multiple injection 
method4 
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When the diffusion-controlled growth rate is expressed as a function of critical radius 
(r*), the growth rate equation is given by the following equation;4 
)/1*/1)(/1/1( rrrK
dt
dr
D −+= δ      (1.15) 
Nanoparticles smaller than the critical radius value (negative growth rate) dissolve and 
particles larger than the critical radius value (positive growth rate) grow. Focusing of the NP size 
takes place when the NPs are slightly larger than the critical radius. Size distribution starts 
broadening (de-focusing) when the monomers are consumed and the critical radius becomes 
larger than the average NP size in the system. At this stage, a second injection of molecular 
precursors is applied to focus the size distribution and the critical radius gets smaller.  
Shape-Guiding Growth Mechanism  
Shape control of nanomaterials leads to different types and different functionalities. Most of the 
literature work has been focused on the 1-dimensional systems. Nanorods growth is an example 
of the basic anisotropic growth. Therefore, understanding the growth of nanorods leads to ways 
to understanding the growth of more complicated structures such as, tetrapods, star-shaped 
nanostructures and so forth. Studying the mechanisms of the nanorod growth is significant not 
just for 1-dimensional structures but also for more complicated structures. Key factor in shape 
control of crystals is the surface free energy of the individual faces. Free energy is minimized, 
which is the factor determining the overall shape of the crystal structure. In order to modify the 
surface free energy, different surfactant mixtures are used, which leads to the selective 
adsorption of surfactants at different faces of the crystal. As a result of selective adsorption, 
crystallographic growth at different planes takes place and it is the reason for observed shape 
anisotropy. In such methods, syntheses similar to the spherical nanoparticles syntheses are 
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applied and different surfactant mixtures (TOPO and HPA in CdSe synthesis) are used to cause 
the anisotropy on the crystal surface. Another method which has been studied more recently is 
called the oriented attachment method.11 In this growth method, crystals attach in a specific 
crystallographic phase and shape then transformation takes place. In nanocrystals, the surface to 
volume ratio is higher than the bulk phase; therefore surface energy plays a significant role on 
the overall energy of the system. In order to obtain lower energy surfaces, aggregation or growth 
of particles contributes to lowering of the energy of the NPs. The aggregation of the particles is 
described by the Smoluchowski equation;12, 13 
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Here, dn/dt describes the population change of the kth particles due to the formation of new 
aggregates from smaller particles. In this equation, q is the collision frequency of particles i and 
j. Di is the size-dependent diffusion coefficient of particle i. 
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In oriented attachment, particles self organize by a common crystallographic orientation 
then attach at a planar interface.14 As a result of self organization and joining of particles, the 
overall energy decreases by reducing the surface to volume ratio. During the attachment, twin 
boundaries and/or defects form which separate the crystals. The mechanism of oriented 
attachment has been applied on many different nanodot systems to form nanorods/nanowires 
(Figure 1.10). In the CdTe system, starting from the nanodots, formation of nanowires has been 
observed.15, 16 In this system, first the surfactants from the surface of the nanodots are removed 
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and then self assembling of particles into a “pearl necklace aggregate” takes place, following 
nanowire formation (Figure 1.11). The reason behind the formation of such structures starting 
from the nanodots is attributed to the intermolecular forces between the particles. One of the 
intermolecular interactions is the hydrogen bonding caused by the stabilizers and another 
interaction is the van der Waals forces between the anisotropic nanoparticles forming the 
aggregates. However, the effect of van der Waals forces and the Hydrogen bonding is minor 
when it is compared to the effect of dipole-dipole interactions which is a stronger force. Dipole-
dipole interactions are originated from the polar character of the crystals being attached. Due to 
the electronegativity differences in the crystals, the polar character emerges.14  
 
Figure 1.10 Oriented attachment process11 
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 Figure 1.11 Experimental result of oriented attachment process, formation of pearl 
necklace aggregate formation15 
 
Formation of aggregation is starting from the magic size nanoclusters also leads to 
formation of nanowires after the surface modification.17 Magic size particles are very small, in 
the size range of 1-2 nm (CdSe). They are very stable particles with a closed shell structure. Due 
to the closed-shell structure, these clusters are thermodynamically more stable than materials 
without a closed-shell structure. Because of the stability, magic size particles appear at a certain 
size and remain for a long time during the growth.    
Effect of Doping on NP Growth 
Dopants are foreign atoms added to change electronic the properties of the NPs. 23, 24 
When dopants are added to the growth solution of NPs, they are expected to affect the growth 
kinetics of NPs, which is an area has not been studied in great details. Interesting questions are 
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how dopants affect the growth of NPs and how the dopant will be distributed inside the NPs. 
Experimentally, this question is recently studied by our group by investigating the addition of In 
atoms to the growth solution of CdSe NPs. In this system, In dopants can cause the increase of 
the growth and dissolution rate of NPs. Addition of dopants accelerate the dissolution of magic-
sized particles present in the reaction solution. In dopants increase the growth rate due to the 
surface energy change when a + 3 ion replaces a + 2 charged ion. This surface energy change 
makes the rate of attachment of next monomer to the particle surface faster than the rate of 
detachment. Some of the basic thermodynamics of doped nanoparticles is discussed in the next 
paragraph. Doping can be considered as a special case of binary mixture when one of the 
components is significantly less (dopant) than the other (host) material. During nanoparticle 
growth in the solution when dopants are present, the components of the NPs (the dopant and the 
host) interchange with the components dissolved in the growth solution. Whether growth or 
dissolution will take place, it depends on the chemical potential difference of the dopant and the 
host in the NP and the solution, therefore understanding the components of the free energy of 
binary mixture is important. Qualitative explanation of free energy diagram of a generic binary 
system is shown in Figure 1.12. As it shown in the figure, the chemical potential of the dopant 
and the host is the projected slope at xB=0 and xB=1, respectively. Briefly, the three main 
contributions to the free energy of binary mixture of the NPs are the entropic contribution (a), the 
enthalpic contribution that can be either positive (c) or negative (b) and the contribution of the 
surface energy that is usually positive (d). To quantify the relative contributions of each of these 
components is difficult, but it is clear that the chemical pontential difference for the dopant and 
host compnennt varies differently, therefore it is expected that doped NPs will grow at a different 
rate than their undoped counterparts. Experimentally, the addition of dopant molecules can 
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enhance the growth rate of NPs as it has been observed for In doping of CdSe25 where, addition 
of dopants enhances the growth kinetics of CdSe NPs. 
 
a)                                           b) 
 
c)                                           d) 
 
 
Figure 1.12 Free energy change by addition of dopant molecules 
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Goals of the Current Research 
Significant research efforts have been spent on investigating the properties of semiconductor 
nanoparticles to attain well defined colloidal particles with uniform size and distribution. In this 
work much of the effort has been spent on the investigation of growth mechanism of colloidal 
NPs by using different experimental and simulation tools. In the following sections, the general 
aspects of the research explored will include: observation of the magic-sized CdTe QDs27, the 
aggregation of CdTe during high temperature synthesis; controlling the aggregation of CdTe 
magic-sized NP system28; quantized Ostwald ripening in bimodal growth regime and size 
focusing phenomenon; and the last part will focus on the time resolved fluorescence 
spectroscopy of NPs including; magic-sized NPs, and doped and undoped CdSe nanostructures. 
Overall, the conducted research will shed light mostly on the fundamental aspects of nanoparticle 
growth, investigating ways to control the growth and eventually achieving routes to conjugate 
previous experimental methods as well as simulation approaches to obtain uniform materials. 
Chapter two and the chapter three, the properties of CdTe NPs has been investigated and the 
resultant conclusions is just for CdTe specific and cannot be generalized for a large scope of 
NPs. However, chapter four, the simulation study, can be generalized for NPs and the results and 
the conclusions can be applied to other NPs  as well.   
The following chapters have been focused on achieving following specific research 
goals: 
• Investigating the growth kinetics of aggregation of magic-sized CdTe QDs in the 
presence of HDA and TOPO coordinating solvents mixtures 
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• Designing and developing an experimental and a simulation method to investigate 
the reasoning behind the aggregation dynamics of magic-sized CdTe NPs and 
controlling the aggregation mechanism 
• Developing a method based on Monte Carlo simulation to explore the growth of 
colloidal semiconductor NPs in the presence of two distinct sized NPs (bimodal 
growth regime) to achieve narrowing of the size distribution of NPs 
• Exploring the effect of the doping on the NP growth by time-resolved 
fluorescence spectroscopy 
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CHAPTER 2 - Quantized Growth of CdTe Quantum Dots; 
Observation of Magic-Sized CdTe Quantum Dots 
Introduction 
Understanding and controlling the growth of semiconductor QDs is an important step towards 
developing materials with well defined optical and physical properties. One challenge of 
growing semiconductor nanoparticles is to obtain QDs with well defined size and narrow size 
distribution. The rapid development in synthetic procedures has allowed growing semiconductor 
nanoparticles of narrow sizes and of various shapes1. The resulting new semiconductor 
nanostructures exhibit new interesting phenomena not observable otherwise. For instance, 
magic-sized CdSe has very broad so called white light emission2 with appreciable emission 
quantum yield, which is very different from the very narrow bandgap emission observed from 
typical semiconductor QDs. The white light emission from magic-sized QDs has the potential to 
be very useful as a phosphor in efficient lighting applications.  
One of the most common synthetic procedures of growing CdX (Te, S, Se) 
semiconductor nanoparticles is based on the high temperature synthesis described by Bawendi et. 
al.3 The synthesis is carried out at 200-350 °C in the presence of a coordinating solvent such as 
TOPO. The Cd and X precursor molecules are injected into the hot, rapidly stirring solution 
forming CdX monomers complexed by a coordinating solvent. After the fast nucleation, the 
subsequent reaction of the monomers leads to the slow growth of semiconductor nanocrystals. 
Depending on the experimental conditions, the method yields QDs with very narrow size 
distributions. The average size and size distribution of the QDs is determined by the growth and 
the dissolution kinetics. A widely accepted explanation of the growth kinetics of the QDs in high 
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temperature coordinating solvents is described by Talapin et. al.4 The model calculates the size- 
dependent growth rate of the nanoparticles, which leads to accurate prediction of the self 
focusing and Oswald ripening of the nanoparticle ensemble. 
There are numerous examples when the size and size distribution of the nanoparticle 
growth is determined by the thermodynamics of the nanoparticles rather than the kinetics. The 
thermodynamic control of the nanoparticle growth may lead to the formation of magic-sized 
nanoparticles. The realization of magic size can be the result of a stable electronic structure. One 
example of such a magic size cluster is Au55, which shows extreme stability.5 The intrinsic 
stability of Au55 is the result of the closed shell electronic structure of the cluster. Another reason 
for large thermodynamic stability may originate from the delicate balance between the surface 
and the intrinsic energy of the nanoparticle. An example of a magic-sized nanoparticle where the 
surface plays an important role is gold again.6 Digestive ripening of polydisperse gold 
nanoparticles in the presence of excess amount of alkane thiols yields narrowing in size 
distribution. The details of the theory of surfactant-mediated size control of Au nanocrystals are 
described in the literature.7 Observation of magic-sized clusters is not unique to metal clusters. 
Ptatschek et. al. observed the formation of several magic-sized II-VI semiconductor colloids 
during room temperature synthesis.8 Rogach et. al. also observed the formation of magic-sized 
CdTe and CdSe clusters in the presence of thiol capping agent at relatively moderate synthetic 
temperatures.9,10 Some of these clusters undergo quantized aggregation resulting in larger 
clusters similar to the observation in this study, but at much lower synthetic temperatures.8,11 
Clearly, in these studies the surface ligands play the critical role in determining the size of the 
magic-sized clusters and their aggregation kinetics.  
 26
This work presents experimental evidence of magic size CdTe QDs in the presence of 
HDA and TOPO coordinating solvent mixture during crystal growth. The growth kinetics of the 
CdTe QDs indicates coalescent or quantized growth of smaller QDs into larger QDs. The 
smallest observed magic-sized CdTe QD are isolated and fractionated into either to polar 
methanol phase or toluene phase. The methanol phase QDs exhibit very broad white light 
emission with approximately 4% emission quantum yield. The toluene phase magic-sized QDs 
indicate a very different, but complex emission behavior with reduced quantum yield. 
Experimental Section 
Chemicals: tellurium powder (99.999%), CdO (99.999%), trioctylphosphine (TOP) (97%) are 
purchased from Strem. Trioctylphosphine oxide (TOPO) (90%), 1-hexadecylamine (HDA) 
(90%), anhydrous methanol (99.8%), anhydrous toluene (99.8%) are obtained from Sigma 
Aldrich. n-hexylphosphonic acid (HPA) (100%) is obtained from Alfa Aesar. TOPO, TOP and 
HDA are purified by vacuum distillation. 
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 Figure 2.1  Experimental apparatus used in this study to grow CdTe QDs. The band gap of 
the CdTe QDs is continuously monitored by UV-vis absorption spectroscopy; A: 
temperature probe connected to the temperature controller; B: injection port; C: glass port 
to probe absorption spectrum of QDs. 
 
The synthesis of the CdTe QDs is carried out in the setup shown in Figure 2.1. The 
temperature of the reaction is continuously monitored and recorded (Figure 2.1 A). The 
precursor molecules are injected through a port sealed with a teflon septum (Figure 2.1 C). The 
UV-VIS spectra are continuously monitored by using a fiber optic spectrometer during the 
synthesis via a small cuvette attached to the reaction vessel (Figure 2.1 B). The path length of the 
cuvette is optimized to achieve fast circulation of the reaction mixture and optimal optical 
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density from 0.5 mm up to 3 mm. The optical path lengths of the cuvette used in the data 
presented here are taken with the synthetic setup with the 1 mm path length cuvette. The 
estimated volume of the cuvette is about 200 times smaller than the total volume of the reaction 
mixture; therefore the temperature gradient in the reaction is negligible. The synthesis is carried 
out in moisture- and oxygen-free environment by purging the experimental setup with argon. In 
order to prepare the Cd precursor, a mixture of CdO (1 mmol) and HPA (5 mmol) is heated to 
approximately 300 0C to obtain a clear solution in a three-neck flask. The reaction mixture is 
cooled and kept under argon for approximately 24 hours. Then, HDA (8.5 g) and TOPO (8.5 g) 
are added, the temperature of the reaction vessel is increased to 200 0C, and homogeneous, 
optically clear solution is obtained. The injection temperature of TOPTe (0.052 M) is varied 
between 240-270 °C. After injection, the temperature of hot solution drops approximately 40 °C. 
Depending on the HDA/TOPO ratio, the injection temperature is limited to approximately 240 
°C, because at lower temperature the solution may become turbid. At different stages of the 
synthesis, aliquots are taken out to determine various sized QDs while monitoring the UV-VIS 
spectrum simultaneously. The CdTe QDs react with atmospheric water and/or oxygen in a few 
weeks timescale so the optical measurements are carried out immediately after synthesis. As 
purification, the solution is washed several times with anhydrous methanol. The precipitate is 
isolated by centrifugation, dried in a vacuum oven at room temperature. After removing the 
solvents, the precipitate is dissolved in anhydrous toluene. 
The HRTEM is performed using a JEOL JEM2010 instrument operating at 200 kV and 
equipped with a LaB6 electron source. TEM images are recorded using a 1 k x1 k Gatan Image 
Filter camera. 
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Results and the Discussion 
The in situ absorption spectra of the CdTe QDs at  different growth stages in the synthesis are 
shown in Figure 2.2a. The QDs are grown in 50/50% HDA/ TOPO solvent mixture. The mixture 
is heated to 240 °C and the TOPTe solution is injected. The initial flat line indicates the 
absorption spectrum before the injection of the TOPTe solution into the hot TOPO/HDA 
mixture. Upon injection, the temperature of the solution drops approximately 40 °C. The 
temperature profile of the synthesis is also shown in Figure 2.2b. The sharp drop in the 
temperature is a clear indication of the fast injection for efficient nucleation. The complete 
injection of the TOPTe takes approximately 10 s. The arrows specify when the spectra are taken 
during the synthesis. After injection, the spectra develop sharp absorption features. The position 
of the shorter absorption peaks does not seem to shift to the red as expected from traditional QD 
growth, but the absorption peaks to the red appear to grow on the expense of the absorption 
peaks to the blue. The absorption peaks seemed to be less pronounced in the red part of the 
spectra compared to the absorption peaks to the blue. Figure 2.2c presents generally observed 
absorption spectra of CdTe NPs with different reaction conditions (higher Cd concentration than 
the Te concentration) than the Figure 2.2a. The figure illustrates how different the observed 
multiple peaks in Figure 2.2a than the generally observed mechanism of QD formation. After 
formation of the first excitonic peak, the NPs grow and form larger particles (Figure 2.2c). In 
Figure 2.2a different growth of NPs with multiple peaks is observed.  
 
 
 
 30
a) 
 
 b) 
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c) 
 
Figure 2.2  (a) In situ absorption spectra of the QDs taken at various times during CdTe 
QD growth in 50/50% HDA/TOPO coordinating solvent mixture. (b) Time evolution of the 
temperature during the CdTe QD synthesis shown in (a). Arrows indicate the various times 
when samples are taken; t = 0 corresponds to the injection time. (c) General growth 
mechanism observed for the CdTe QDs. 
 
There are several absorption peaks identified at 470, 505, 557 and 606 nm. In order to 
better observe the kinetics of the species associated with the peaks, the peak positions are plotted 
as a function of time in Figure 2.3a. The first and second peak positions clearly indicate a 
maximum. The QDs associated with the other peak positions are expected to have higher 
excitonic absorption, which does not allow obtaining the kinetic curves clearly. The curve shows 
that two species at 470 and 505 nm are intermediates, which are indicated by their maxima 
present in Figure 2.3a. The 505 nm absorption peak seems to show a delayed growth. Also, this 
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latter absorption peak seems to grow as the 470 nm peak is diminishing. In Figure 2.3b, the 
evolution of the absorption peak positions modified by subtraction the data obtained for the next 
absorption peak at longer wavelength. This procedure enhances the visibility of the kinetic 
behavior of the larger CdTe QDs by correcting for the error caused by the higher excitonic 
transitions from subsequent sizes of QDs. The method does not yield the clear evolution of the 
absorption data, because of the unequal absorption strength of the higher excitonic peaks relative 
to the first excitonic peak. Figure 2.3b presents a less sharp peak at 557 nm is also an 
intermediate crossing a maximum at around 300 s after injection.  
a) 
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b) 
 
c) 
 
Figure 2.3  (a) Time evolution of the absorption peaks indicated in Figure 2.2a. (b) For 
better visibility of the kinetics of the individual absorption peaks, the time evolution of the 
next absorption peak at longer wavelength is subtracted from the peak monitored as 
indicated in the figure. The absorption peaks at 470, 505, and 557 nm cross a maximum at 
100, 200, and 350 s. t = 0 corresponds to the injection time. (c) The peak maxima shift of 
two distinctly observed peaks (~470 and ~505 nm) as a function of the reaction time. The 
shifts are not large enough to cause a significant change in the observed kinetics. 
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 The high temperature samples are cooled down to a temperature above the melting point of the 
solvent mixture (approximately 50 °C). The data for the four are shown in Figure 2.4 a-d 
respectively. The spectra observed during the in situ experiments are sharpened and shifted to the 
blue approximately 30 nm. This shift is expected due to the change in the relative phonon 
populations at lower temperature. In addition to the sharper features in Figure 2.4a a new 
absorption peak appears, which can be either assigned to a higher excitation transition or a 
smaller cluster. In the figure, the structured fluorescence emission and absorption spectrum show 
a feature at around 425 nm. Based on previous observation this can be assigned to smaller 
magic-sized nanoclusters, as well.12 However, no evidence is found in the TEM images for 
clusters that small in size, which may be the result of their low crystallinity and low contrast in 
HRTEM images. In addition to the 425 nm absorption peak, a shoulder is identified at 501 nm in 
Figure 2.4.b and c, which may be also as a result of a different sized CdTe QD not identifiable 
from the high temperature absorption data. The reason of not observing the generally observed 
absorption and emission peaks are attributed to the inhomogeneous broadening, internal and the 
surface defects. The observed particles are not spherical, that is the reason why the emission 
spectra are very low and they most probably the Raman lines. 
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 Figure 2.4  (a-d) Absorption and fluorescence spectra of the samples taken during the 
CdTe QD synthesis as indicated in Figure 2.2a, b. The excitation wavelengths of the 
fluorescence spectra in Figure 2.2a-c are 400 nm. The excitation wavelength of the 
fluorescence in Figure 2.2d is 500 nm. All the samples are washed by methanol several 
times. 
 
Some representative TEM images of the CdTe QD samples are shown in Figure. 2.5. 
The absorption data are taken for the same samples above. The images show increasing sizes 
of CdTe QDs as the reaction proceeds. To extract the average size and size distributions, the 
images are analyzed. The smallest sizes are observed in the first sample. As expected, based 
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on the absorption spectra, the average size and size distribution of the first sample is 1.9±0.3 
nm. The subsequent images show nanoparticles with sizes of 2.8±0.3 nm, 2.8±0.6 nm and 
4.4±0.8 nm, respectively. The average radius becomes greater and, subsequently, the size 
distribution increases as well. The size distribution does not seem to be Gaussian, but rather 
the sizes seem to concentrate at some distinct sizes. This trend is most obvious and easily 
observed in fraction 4, where two distinctly different kinds of nanoparticles are visible. 
Besides the 4.4 nm size, a set of CdTe QDs are also observed with an average size of 7.5±0.5 
nm.  
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 Figure 2.5  (a) HRTEM images of the fractions extracted at A: 85 s, B: 171 s, C: 228 s, and 
D: 508 s of the synthesis process. Corresponding absorption spectra of these fractions are 
shown in Figure 2.2a and the extraction times are indicated by arrows in Figure 2.2b. (b) 
Histograms of the QDs shown in (a) 
 
For fractions 3 and 4, representative HRTEM images of the QDs are shown in Figure 2.6 a-c and 
Figure 2.6 d-f, respectively. Most of the nanoparticles reveal the cubic zinc blende (ZB) 
structure. However, many of the nanoparticles, especially the ones from fraction 4, exhibit 
nanotwinning and/or stacking faults (SFs). Moreover, some of the nanoparticles have partially 
ZB and partially hexagonal wurtzite (W) phase, like the one shown in Figure 2.6f. 
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 Figure 2.6  Representative HRTEM images of nanoparticles from samples 3 (A-C) and 4 
(D-F). Approximate borders of the particles are marked using dotted lines. Twinning 
planes and/or stacking faults are indicated. Notice that the nanoparticle shown in (F) 
consists of twinned ZB as well as of W. 
 
CdTe, similar to other II-VI and III-V compound semiconductors, can exist in either the 
cubic zinc blende or hexagonal wurtzite crystal structure. In either case, the cation and anion 
atoms are tetrahedrally coordinated and these two structures differ only by the stacking sequence 
of the atomic planes. The ZB structure of CdTe can be characterized by the …ABCABC… 
stacking sequence in the close packed model when viewed along any of the <111> 
crystallographic direction. Each capital letter in this notation represents a bi-atomic Cd-Te {111} 
layer. In the case of the W structure, the stacking can be represented by the ...ABABAB… 
sequence when the crystal is viewed along the <0001>, e.g. along the direction equivalent to the 
 39
<111> in the cubic system. There are two intrinsic (I1 and I2) and one extrinsic (E) types of 
stacking faults (SFs) in the W structure.13 Using stacking sequence notation, they can be 
represented as …ABABCBCB…, …ABABCACA… and …ABABCABAB…, respectively. In 
each case, a SF is an equivalent of local cubic stacking, as indicated. Similarly, SFs in the ZB 
structure are the equivalent of local hexagonal stacking. 
Under normal temperature and pressure conditions, the ZB structure is a stable, 
energetically preferable phase of bulk CdTe.14 However, at the nanoscale, the relative phase 
stability of ZB and W structures can be influenced by the nanoparticle size and surface 
environment. Thus, when the growth substantially reduces overall surface energy, nanoparticles 
can form in a phase that is unstable in the bulk. This is especially true when the total energy 
difference between the two phases is relatively small. In such a case, an easy switching between 
the two phases, for instance in the form of frequent SF formation, can also occur. Therefore, 
frequent formation of SFs revealed by the HRTEM data is consistent with a relatively small 
value (0.009 ±0.001 J/m2) of SF energy (which is closely related to the free energy difference 
between ZB and W phase) in CdTe.15-17 Similar behavior, e.g. an easy phase switching between 
the two phases has also been reported in the case of other compounds with small SF energy, such 
as ZnS18,19 or CdS.20 
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a) 
 
b) 
       
Figure 2.7  (a) Absorption and fluorescence spectra of the purified smallest-sized CdTe 
QDs in toluene. (b) Absorption and fluorescence spectra of the unpurified smallest-sized 
CdTe QDs in methanol. The excitation wavelengths of the fluorescence spectra are 437 nm 
for Figure 2.7a and 390 nm for Figure 2.7b. The unpurified absorption spectrum of the 
sample is represented by a dashed line in both parts (a) and (b) of Figure 2.7. 
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Finally, a synthesis is carried out to isolate the magic-sized QDs. The synthesis is 
completed using exactly the same procedure described above, except the reaction is quenched by 
addition of large amount of TOP when the first peak is developed. The QDs are purified using 
the previous method by adding methanol to the freshly prepared solution. It is observed that both 
the methanol and the toluene phase indicate color, which is assigned to CdTe nanoparticles. The 
toluene phase is easily purified. Low resolution TEM images and electron diffraction are taken 
and are in agreement with the previous assignments. The QDs in the toluene phase are 
approximately 1.8±0.5 nm in size and have the zinc blende crystal structure. The absorption and 
PL spectrum of the toluene phase are shown in Figure 2.7a. At 390 nm excitation, the 
fluorescence quantum yield of the solution is 0.16%, which is comparable to the background 
fluorescence of the solvent used in the experiments. The methanol phase is used without 
purification. The amount of methanol phase QDs varies from synthesis to synthesis and 
precipitation of QDs can be observed over time. The absorption and PL spectrum of the 
methanol phase nanoparticles are shown in Figure 2.7b. The fluorescence of the CdTe QDs in 
the methanol phase extends from approximately 400 nm to 650 nm. The fluorescence quantum 
yield of the methanol phase is approximately 4%. There is some noticeable difference between 
the two phases. The absorption spectrum of the toluene phase seems to be much broader and 
slightly shifted to the red, which is attributed to the different termination of the QDs. Further 
studies will be conducted to better understand the difference between the methanol and toluene 
phase samples. In addition, the methanol phase shows promising application for white light 
emission due to its very broad emission. Specifically, the observed white light emission seems to 
cover better the visible range than the white light emission observed for CdSe QDs. The 
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measured 4% quantum yield seems to be comparable with what is observed for magic-sized 
CdSe QDs recently reported by Bowers et. al.2 
 
Figure 2.8 Sizing curve of CdTe QDs. The data are taken from the literature as indicated in 
the text. 
 
To better correlate the observed peaks with sizes, an empirical relationship between the 
room temperature peak positions and sizes is derived. The size vs. room temperature absorption 
peak maximum is plotted in Figure 2.8. The data points are derived from the literature 
observation. The data points are fitted with the function according to equation 2.1. The derived 
function has no physical meaning, except it is used to be able to extract the predicted sizes of the 
nanoparticles. The function is extended down to approximately 400 nm. No data points are 
located in the literature for very small sized CdTe QDs, therefore, the data points below 500 nm 
on the size curve are extrapolated points. 
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There are three proposed mechanisms of the QD growth under the experimental 
conditions shown in Figure 2.9. The first mechanism designated by A shows the diffusion 
controlled growth of the QDs. The mechanism shows that one magic-sized (CdTe)n QD reacts 
with (CdTe) monomers resulting in a cluster (CdTe)n+1. This growth mechanism forms the basis 
of the diffusion controlled growth of QDs. According to mechanism A, the nanoparticles may 
undergo either focusing or defocusing of the particles. At high monomer concentration, the 
focusing of particles dominates as previously shown. At low monomer concentration the 
defocusing or Ostwald ripening is the dominating process, which simply means that the large 
nanoparticles grow on the expense of the small ones. From the data presented earlier, there is a 
large separation between sizes, which makes this mechanism unlikely.  
 
Figure 2.9  Another sample figure suggested scheme of the growth of the magic-sized CdTe 
QD; A: monomer assisted growth; B: coalescence of magic-sized CdTe QDs; C: monomer 
and coalescence assisted growth of the CdTe QDs. 
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A more reasonable mechanism for growth of the magic size CdTe QDs is the  
aggregation of QDs, which may or may not involve the addition of monomers units (Figure 2.9 B 
and C). Mechanism B omits involvement of the monomer units so it is only able to capture the 
aggregation part of the dynamics. Evidence of the aggregation of magic-sized QDs in the crystal 
structure of the HRTEM images of the aggregated CdTe can be seen in Figure 2.6. The regions 
defined by the twinning planes and stacking faults seem to correlate well with the isolated 
magic-sized CdTe QD in Figure 2.7. If the aggregation is the primary mechanism for the QD 
growth under the experimental conditions, then it is expected that the volume of the resulting QD 
would be multiple of the original QD. Since multiple peaks can be observed, simple calculation 
has been done based on the size derived from the absorption peak positions. The observed room 
temperature peak positions for the fractions taken are 410, 449, 491, 501, 539 and 588 nm 
respectively. The calculated sizes based on equation 2.1 are 2.26 (6.00 nm3), 2.37 (7.0), 2.60 (9.2 
nm3), 2.67 (10.0 nm3), 2.95 (13.40 nm3) and 3.44 (21.3 nm3) nm in diameter, respectively. Since 
the sizing curve may not be accurate for very small QDs, a similar calculation can be done based 
on the observed sizes from the HRTEM images for the very small sizes. The 1.9 nm CdTe QDs 
has a volume of 3.6 nm3. The volume of the magic size CdTe QD is four or six times larger than 
the magic-sized CdTe QDs, which seems to correlate well with the QDs with at 539 nm and 588 
nm peak positions. 
Table 2.1 Some Parameters of CdTe QDs 
peak positions (nm) 410 449 491 501 539 588 
QD diameter (nm) 2.26 2.37 2.6 2.67 2.95 3.44 
QD volume (nm3) 6.00 7.0 9.2 10.0 13.40 21.3 
VQDaggregate/Vmagic-sized QDs 1.66 1.94 2.55 2.77 3.72 5.91 
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 Mechanism C in Figure 2.9 combines the two previous mechanisms, where both 
aggregation (mechanism B) and focusing defocusing (mechanism A) plays an important role. 
The broad peaks at the later stage indicate that Ostwald ripping plays a role. Similarly, at higher 
monomer concentration the role of the focusing effects can not be excluded. If the experiments 
carried out with approximately ten times higher initial Cd concentration, the results show that 
similar aggregation dynamics, but the number of peaks observed is fewer and the remaining 
peaks show focusing with time. The conclusion is that both aggregation and focusing-defocusing 
have roles under the experimental conditions and the aggregation mechanism competes with the 
usual monomer-induced growth mechanism. Manipulating the monomer concentration, 
conditions can be found where one dominates over the other. 
Based on the data above, the quantized growth of the CdTe QDs clearly involves the 
thermodynamic control QD synthesis. The formation of magic-sized QDs can be the result of 
intrinsic stability of the QDs or the QD and the ligand at a specific size. Magic-sized CdTe QDs 
can only be observed at some specific solvent systems, which suggests that the ligand is the key 
in this process. Several straight chain amines/TOPO mixtures (not presented here) have been 
investigated as a solvent and the peak positions does not seem to be affected only the rate and 
sharpness of the peaks are changing. However the HPA used in this synthesis for the complexion 
of CdO precursor may also act as a ligand for the magic-sized CdTe QD formation. Experiments 
have been carried out to remove the HPA, in which the quantized growth of the CdTe QDs is not 
observed. Other experiments have been carried out to switch the CdO precursor with Me2Cd, 
which resulted in quantized growth similar to the CdO/HPA precursor system. 
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An example of the aggregation of CdTe nanoparticles is observed by Tang et. al.21  After 
the removal of surface capping reagents, the nanoparticles formed linear aggregates at room 
temperature, which are subsequently recrystallized from their original zinc blende into wurtzite 
nanowires. In this reaction system, the HPA is a strongly binding surface capping, which makes 
its removal rather difficult. However, the reaction temperature is sufficiently high, providing the 
necessary energy to cross the activation energy for aggregation of individual CdTe nanoparticles. 
Similarly to the example mentioned above, partial recrystallization of the CdTe aggregates is 
observed experimentally. As Tang points out, the driving force of the aggregation is most likely 
the existence of the dipole-dipole interaction between particles to from chain like aggregates. 
Zinc blende CdTe does not have intrinsic permanent dipole; however, the presence of defects can 
produce strong permanent dipoles as it has been shown by theoretical calculations.22 The 
calculations are based on semi empirical PM3, showing the existence of 50-100D permanent 
dipole. Also, the presence of other dipoles, such as water, strongly influences the directionality 
of the dipole. It is assumed that the aggregation dynamic presented under the experimental 
conditions are driven by the presence of permanent dipoles in the CdTe nanoparticles. Some 
directionality in the CdTe nanoparticles are observed in agreement with the observation by Tang 
et. al. 
Conclusions 
This work reports the observation of quantized growth of CdTe QDs at relatively high reaction 
temperatures (above 200 °C). Magic-sized CdTe nanoparticles are observed by in situ absorption 
spectroscopy during the crystal growth. The magic-sized nanoparticles undergo aggregation 
leading to larger particles. The high stability of the magic-sized QDs is due to the presence of 
HPA. The result suggests that under low monomer conditions quantized growth is important in 
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the presence of strongly binding surfactant molecules in the case of CdTe nanoparticle growth. 
In agreement with previous experimental and theoretical data, the aggregation is assumed to 
proceed because of the existence of permanent dipole in the zinc belende CdTe nanoparticles. 
The smallest magic-sized QDs are separated, which exhibit interesting optical properties 
sensitive to their surface chemistry. 
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CHAPTER 3 - Effect of Cd/Te Ratio on the Formation of CdTe 
Magic-Sized Quantum Dots during Aggregation 
Introduction 
Controlling the growth of semiconductor nanoparticles (NPs) is important for technology to 
produce materials with well-defined properties.1 One of the main research efforts of the  
nanoparticle scientific community has been to create highly crystalline nanomaterials.2 From this 
point of view, the aggregation of nanoparticles is an undesirable mechanism for the formation of 
nanoparticles because it leads to the formation of crystal defects. However, if the aggregation of 
nanoparticles can be controlled,3 then the solution-phase self-assembly of materials can be better 
understood and utilized to create novel materials with well-defined defects. 
The growth of nanoparticles can be thought of as a simple crystal growth problem. 
During crystal growth, the first step is the formation of nuclei from a supersaturated solution. 
Supersaturation can be achieved by changing the thermodynamic properties of the solution (1) 
by the fast decomposition of precursor molecules, (2) by decrease the temperature, or (3) by 
a combination of the two. The initial formation of small nuclei is followed by the slow growth of   
nanoparticles separated from the nucleation step. According to the accepted model, the 
nanoparticle growth is mainly controlled by the Gibbs-Thomson effect. The Gibbs-Thomson 
effect predicts that the particles with larger curvature exhibit higher effective monomer 
solubility, which is mainly responsible for the deviation from the simple crystal growth problem. 
An elegant numerical method proposed by Talapin et. al.4 shows that at high monomer 
concentrations the initial particle size distribution undergoes focusing as observed 
experimentally by many research groups.5 The model Ostwald ripening process.6 The 
nanoparticle system as a whole is heading toward the thermodynamic minimum by decreasing 
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the surface area and forming more bulk-like particles with more flat surfaces. The model 
assumes that particles can get larger only by exchanging monomers with the solution and 
consequently with each other.  
Alternatively, a nanoparticle system can minimize its overall energy by aggregation, 
when two particles come into close contact and form a new particle with a volume that is the sum 
of the constituents. There are attractive and repulsive forces involved in the aggregation, which 
control the observed aggregation kinetics. If repulsive forces dominate the particle-particle 
interaction, then aggregation does not take place on the time scale of observation. The 
interactions can have strong van der Waals character, as in the case of the aggregation of GaSe 
nanodisks.7 The interaction of GaSe nanodisks is also increased by the larger interaction 
surfaces, which are absent in the case of spherical nanoparticles. Electrostatic interaction leads to 
the aggregation of spherical nanoparticles, as can be observed in solutions containing silver and 
gold nanoparticles.8,9 When the attractive forces are deliberately tailored by using cross-linking 
molecules, the aggregation can lead to nanoparticle-based aggregates with novel properties.10,11 
A specific example of aggregated growth that has attracted some attention is the oriented 
attachment of semiconductor nanoparticles to form nanowires. In oriented attachment (OA), 
nanoparticles attach and organize themselves along the same crystallographic axis via directional 
dipole-dipole interaction. The proposed reason for the OA has been attributed to the presence of 
a net dipole moment in the crystal.12,13 Interestingly, the presence of a net dipole is not limited to 
polar crystals but may be the result of defects.13 The typical orientation of dipoles is a head-to-
tail arrangement when there is significant attraction between particles. As a result of the OA of n 
spherical NPs, nanowires will be formed with a length approximately n times the diameter of the 
nanoparticles. In the literature, there are many examples of the oriented attachment of 
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nanoparticles, including ZnS,14 CdTe,15,12 ZnTe,16 PbSe,17 and CdS nanoparticles. In the study of 
PbSe, nanowires are synthesized, and the attachment of nanoparticles is through identical crystal 
faces leading to OA. A recent simulation model explains the formation of nanorods from 
quantum dots due to OA, predicting the length distribution of the nanorods.14 Although, the 
examples of oriented attachment leading to nanowire formation are numerous, not all of the 
nanoparticle aggregation will yield nanowires, especially at higher temperatures when nanowires 
can collapse. Although the examples of oriented attachment leading to nanowire formation are 
numerous not all of the nanoparticle aggregation will yield nanowires, especially at higher 
temperatures when nanowires can collapse. 
In one aggregation mechanism, the nanoparticle aggregates may undergo a complete 
phase transformation and collapse resulting in a “new” particle. Another possibility for the 
mechanism of aggregation is that the aggregated nanoparticles will form a neck, which 
accelerates the growth of the nanoparticle aggregate via monomer exchange as observed 
experimentally during the fusion of nanoparticles into nanowires.16-19 This later aggregation 
mechanism will result in particles with volumes larger than the volumes of their original 
constituents. Therefore, the two mechanisms can be differentiated by experimental methods that 
can sensitively measure volume change during nanoparticle growth.  
There are an increasing number of reports on nanoparticle synthesis showing that 
multiple sizes of nanoparticles may coexist in solution.20,21 Our previous report22 has shown that 
magic-sized CdTe nanoparticles aggregate in a high-temperature coordinating solvent, which 
results in variously sized nanoparticle aggregates as a function of time. However, no 
experimental control is given over the observed aggregation pattern. In fact, varying the solvent 
composition and temperature over a wide range yielded a very similar aggregation pattern as a 
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result of the stabilization or destabilization of magic-sized CdTe nanoparticles. To reproduce the 
observed aggregation pattern, a simple simulation has been developed to include both monomer 
exchange and the aggregation-driven growth of the nanoparticles. The simulation shows good 
agreement with the experiment, considering the qualitative nature of the approach.  
Experimental Section 
Chemicals: Tellurium powder (99.999%), CdO (99.999%), phenylphosphonic acid (99%), 
trioctylphosphine (TOP, 97%), trioctylphosphine oxide (TOPO, 90%), 1-hexadecylamine (HDA, 
90%), anhydrous methanol (99.8%), anhydrous toluene (99.8%), n-hexylphosphonic acid (HPA, 
100%), octadecylamine (ODA, 98%), dodecylamine (DDA, +98%), stearic acid (purified), 
dimethylcadmium (97%) were used. TOPO, TOP, and HDA were purified by vacuum 
distillation. 
Synthesis of CdTe Nanoparticles: The synthesis method and the experimental setup are 
identical to those given in a previous publication.22 The experimental setup allows us to obtain in 
situ absorption spectra at the synthesis temperature. The reaction conditions for preparing CdTe 
nanoparticles used in this experiment are as follows. A mixture of CdO (1 mmol) and HPA (5 
mmol) is heated to approximately 300 0C to obtain a clear solution in a three-necked flask. The 
reaction mixture is cooled and kept under argon for approximately 24 h. Hexadecyl amine (8.5 g) 
and trioctyl phosphine oxide (TOP, 8.5 g) are added, and the temperature of the reaction vessel is 
increased to 200 0C until a homogeneous, optically clear solution is obtained. A solution (10 mL) 
containing tellurium (0.052 M) is injected to initiate the growth of the nanoparticles. The 
injection temperature is varied between 240 and 270 0C. After injection, the temperature of the 
hot solution drops by approximately 40 0C. At different stages of the synthesis, aliquots are 
removed to determine variously sized QDs while monitoring the UV-vis spectrum 
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simultaneously. Cd/Te ratios are also changed, which are given as 1/0.5, 1/1, 1/5, and 1/10. 
During purification, the solution is washed several times with anhydrous methanol. The 
precipitate is then isolated by centrifugation and dried in a vacuum oven at room temperature. 
After the solvents are removed, the precipitate is dissolved in anhydrous toluene. 
Results and Discussion 
Controlling the self-assembly of quantum dots in solution is important in creating novel 
structures. A key challenge is to identify important parameters that could potentially manipulate 
the aggregation of quantum dots. The sequential aggregation of CdTe nanoparticles via the 
formation of magic-sized QDs has already been reported.22 Figure 3.1 shows the in situ 
absorption spectra of CdTe QDs in sequence with different Cd/Te ratios. The spectra show the 
sequential appearance of relatively sharp peaks at high temperatures. The first sharp absorption 
peak corresponds to magic-sized nanoparticles appearing in the tellurium-rich reaction mixture at 
240 0C. The kinetics of QD growth in solutions containing different Cd/Te ratios significantly 
varies. The spectra are taken 70, 152, 238, and 490 s after injection. At 70 s, all of the spectra 
have different features. In Figure 3.1a (Cd/Te 1:0.5), there is a flat line indicating neither 
nucleation nor particle growth. In Figure 3.1b, a similar feature can be seen. In Figure 3.1c,d, a 
sharp peak associated with the magic-sized CdTe QDs already starts forming. A similar trend 
can be noticed at later times in Figure 3.1a-d. Briefly, the increasing ratio of tellurium accelerates 
the growth of the CdTe particles. Qualitatively, the amount of absorbance also increases, which 
indicates that the number density of particles is greater as well. Another key difference among 
the various ratios of Cd/Te is that Figure 3.1a data corresponding to cadmium-rich conditions 
does not show the appearance of magic-sized nanoparticles. The absence of magic-sized 
nanoparticles from the growth solution still does not mean that there is no aggregation of the 
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quantum dots. In fact, the reduced crystallinity of the cadmium samples from XRD suggests 
otherwise. 
 
Figure 3.1  Variation of growth kinetics of CdTe nanoparticles with the CdTe ratio. 
Only the tellurium concentration is changed. The in situ absorption spectra are taken at 
240 0C at the same times after injection (70, 152, 238, and 490 s). For the cadmium-rich 
condition, the inset shows different times to describe the early-time kinetics better. Notice 
the appearance of magic-sized nanoparticles for the tellurium-rich conditions. 
 
Figure 3.2 presents the X-ray diffraction patterns of two samples with 1:1 and 1:0.5 
Cd/Te ratios. The sample that has a 1:1 Cd/Te ratio has an identical pattern to that of the 
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tellurium-rich samples; therefore, the XRD from the other samples is omitted. In Figure 3.2a, 
there are three XRD peaks centered at 2θ angles of 240, 400, and 470. Figure 3.2b only shows one 
broad XRD peak at 230. The tellurium-rich sample in Figure 3.2a indicates a more crystalline 
structure whereas in Figure 2b the cadmium-rich condition corresponds to a sample that is more 
amorphous. Although the size analysis of the nanoparticles indicates similar final distributions, 
the lack of the distinct peak in Figure 3.2 (bottom) and the increased FWHM of the reflection 
suggest that the crystalline domains in the cadmium-rich samples are smaller. The Debye-
Scherer method yields. 3.7 nm±0.3 and 1.1 nm±0.2 domain size of the tellurium- and cadmium-
rich samples, respectively. The positions of the peaks match the zinc blende CdTe QDs in Figure 
3.2a, but the presence of a (101) peak at 260 is an indication of the phase transition from the zinc 
blende to wurtzite structure, as observed before.27  
 
Figure 3.2  XRD pattern of the 1:1 and 1:0.5 Cd/Te initial ratio CdTe nanoparticles. 
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Figure 3.3 shows the absorption spectra of the very small 1.9 nm CdTe QDs (magic size). 
To obtain this size, the tellurium-rich reaction is quenched by injecting a large amount of TOP 
solvent to decrease the reaction temperature. In Figure 3.3, the ratio of Cd/Te in CdTe QDs is 
1:5. The QD absorption peak indicates a very narrow size distribution with a spectral full width 
at half-maximum (FWHM) of 17 nm. The inset is the high resolution transmission electron 
microscopy (HRTEM) image of the particles. This size is most likely identical to the ones 
observed by Rockenberger et. al.23 The observation of a narrow size distribution magic size is 
very important in these experiments, which makes it possible to extract quantitative information 
about the aggregation dynamics. Several arguments exist as to why magic-sized quantum dots 
form. The two important ones are worth mentioning assume thermodynamic reasoning. The 
realization of magic size can be the result of a closed-shell stable electronic structure.24 Another 
reason for the large thermodynamic stability may originate from the delicate balance between the 
surface and the intrinsic energy of the nanoparticle.25,26 Under Te-rich conditions, the small 
particles aggregate and form the larger ones. Various studies on the growth of CdTe nanowires 
from the oriented attachment of smaller particles suggest that the aggregation is driven by dipole-
dipole interactions.12,32 The small particles have a zinc blende crystal structure, but as they grow, 
they have the tendency to undergo a phase transition from zinc blende to wurtzite, as shown in 
the XRD pattern (Figure 3.2 top).22  
In the next experiment, the CdO precursor is replaced by Me2Cd. When the same amount 
of cadmium is used as in the case of the 1:5 Cd/Te ratio, the observed growth kinetics is very 
similar to the 1:0.5 Cd/Te ratios, which shows that there is a significant difference between the 
activity of the cadmium precursor and how it affects the growth kinetics. The lack of aggregation 
growth suggests that if the cadmium concentration is further increased no aggregation should be 
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observed. Contrary to these expectations, as the cadmium concentration increases, the 
aggregation pattern returns as shown in Figure 3.4.  Interestingly, only two definite sizes are 
observed, and the growth seems to stop, which is distinctly different from the aggregation 
mechanism described above. The first size is the same as the magic-sized nanoparticle, and the 
second observed size is approximately 2.5 ± 1.0 nm from TEM and 2.8 ±0.2 nm on the basis of 
the sizing curve.22 Qualitatively, the difference could be the result of the reactivity of the 
cadmium precursors. Whereas CdO is present in the solution and tellurium is injected, Me2Cd 
needs to decompose first to supply the cadmium for the QD growth. In the initial phase of the 
decomposition, the conditions correspond to the tellurium-rich conditions, but when all the 
cadmium decomposes, the cadmium-rich condition stops further growth. These results are in 
agreement with the experimental observation for nanowire growth from oriented attachment. 
Deng et. al. have found that under cadmium-rich conditions spherical growth is preferred 
whereas tellurium-rich conditions promote the linear assembly of CdTe nanoparticles.27 The 
qualitative explanation of the stopped aggregation could be explained by the change in dipoles in 
the QDs under the reaction conditions. As will be shown in the simulation part, the presence or 
lack of a dipole moment in the nanoparticles may influence the rate of aggregation but does not 
explain the different aggregation patterns. In conclusion, when the conditions are cadmium-rich, 
no magic-sized nanoparticles are formed, but there the aggregation mechanism seems to be the 
dominant growth mechanism.20  
The key question is why there is now magic-size formation under tellurium-rich 
conditions. The results strongly suggest that the magic-sized nanoparticle formation is driven by 
thermodynamic control of the system. Thermodynamic control of metal28 (e.g., digestive 
ripening of gold nanoparticles in the presence of alkyl thiols) and semiconductor nanoparticles29 
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is well documented in the literature. Briefly, the overall chemical potential (μtot) of the systems 
can be described by the following equation: 
bindsurftot μμμ +=     (3.1) 
The first term describes the increased surface energy (μsurf) of the particles due to the 
Gibbs-Thomson effect. The second term (μbind) represent the term that will lower the overall 
chemical potential due to the binding of the surface ligands. When the two terms have different 
functional dependence on the size of the nanoparticles, the overall chemical potential will have a 
minimum at a given size. Interestingly, for perfectly spherical particles the argument will not 
work because both the surface energy and the binding energy scale the same way, resulting in no 
minimum in the overall chemical potential. These ideas translate into the CdTe system in a 
similar way. Under cadmium-rich conditions, the binding ligand is the hexyl phosphonic acid, 
which does not result in a minimum (or very broad minimum) in the overall chemical potential 
curve, which leads to relatively broad size distribution via thermodynamic control. When the 
conditions are tellurium-rich, the tellurium will act as a ligand, which produces a minimum in the 
overall chemical potential, corresponding to the above observed magic-sized CdTe nanoparticles. 
When various ligands are used under tellurium-rich conditions, the aggregation pattern remains 
almost identical, supporting this assumption. The above model is rather simplistic and ignores 
the details of the atomic and molecular structure of the nanoparticles and binding ligands. A 
more detailed understanding of the binding is expected from calculations. 
Simulation of Aggregation Dynamics of Nanoparticles 
To understand the aggregation dynamics of the nanoparticles better, a kinetic simulation 
is implemented. The goal of the simulation is to reproduce the experimentally observed 
aggregation pattern of the magic-sized CdTe nanoparticles and to verify whether the aggregated 
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particles form a neck or undergo complete collapse and phase transformation. In other words, if a 
particle with volume1 and another particle with volume2 collide, then is the volume of the 
resulting particle the sum of the volumes of the colliding particles or is it larger? The simulation 
consists of two major parts: (1) the monomer-induced growth of the particles and (2) the 
aggregation of the nanoparticles. The monomer-induced growth is explained in detail by Talapin 
et. al.4 and by equation 3.2 in terms of dimensionless parameters, where dr/dτ is the size-
dependent growth rate of nanoparticles, S is the monomer oversaturation, K is a dimensionless 
parameter describing whether the growth is reaction-controlled or diffusion controlled, and α is 
the transfer coefficient. For this work only the diffusion-controlled case is considered.  
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First, the calculation of the rate of aggregation proceeds by calculation of the Brownian 
collision frequency of particles. The collision frequency (q) of particles i and j is 
))((4),( jiji RRDDjiq ++= π    (3.3) 
where, Di is the size-dependent diffusion coefficient of particle i. 
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The aggregation of the particles is described by the Smoluchowski equation:30,31 
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Here, dn/dt describes the population change of the kth particles due to the formation of 
new aggregates from smaller particles. To consider the effect of the increased aggregation rate 
due to the presence of the dipole-dipole interaction, the collision frequency is expressed as q(i, 
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j)/W, where W describes the modification of the collision frequency due to the presence of a 
potential. W takes values between 0 and 1, thus increasing the collision frequency between 
particles when there is a strong interaction. 
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The potential can take into account van der Waals, Coulumbic, and dipole-dipole 
interactions. In the simulation, three cases of W are used. The first case is aggregation in the 
absence of the field when W = 1, which is the pure Brownian aggregation mechanism. The 
second case is the oriented attachment of two dipoles centered on the spherical quantum dots. 
For the oriented attachment, the dipoles are considered in a head-to-tail arrangement. The third 
approach takes into account the spatially averaged dipole-dipole interaction between particles. 
The simulation consists of several steps. Initially, a large number of particles are generated with 
a given size and size distribution. Although other cases are considered, in this study the size and 
size distribution of the particles correspond to those of the experimentally observed magic-sized 
CdTe nanoparticles (Figure 3.3). In the simulation, the actual size and size distribution of the 
particles are slightly different from those determined from TEM measurements. The sizes used in 
this article are determined on the basis of the sizing curve of CdTe quantum dots because 
correlation is sought between the optical measurement and the simulation. In the following step, 
the evolution of the distribution is calculated in the same manner as described previously. 
Subsequently, the size distribution of the particles is modified by the aggregation rate. The 
parameters used in the simulation presented here are shown in table 3.1. 
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 Figure 3.3 Absorption spectrum of the magic-sized CdTe nanoparticles The inset 
shows the HRTEM image of the zinc blende structure of the magic-sized nanoparticles. 
 
Simulation Results 
Figure 3.5a-e shows the results of the simulations. Each subfigure shows the evolution of the 
particle distribution versus time. The sizes of the particles are expressed in terms of particle 
volume (nm3) and wavelength of absorption. The absorption wavelength is derived from the 
experimentally determined sizing curve for CdTe nanoparticles.22 The particle population is 
expressed on a log scale to enhance the population of the larger nanoparticles. Although there is 
no theoretical justification for using a log scale, it is well known that the particle absorption cross 
section scales with increasing nanoparticle size. Because of a lack of knowledge of some of the 
simulation parameters, the simulation intends only to seek qualitative agreement with the 
experiment. The dashed lines on the right indicate the experimentally observed sizes of CdTe 
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nanoparticles. Surprisingly, the positions of the absorption peaks remain very close in each 
experiments even if the experimental parameters are varied widely (different ratios of 
TOPO/HDA, temperature 240-270 0C, changing length of the amine).  
 
Figure 3.4 a) Evolution of the in situ absorption spectra of the CdTe nanoparticles 
using Me2Cd for 2:1 Cd/Te ratio. The arrows indicate the appearance of sharp peaks 
corresponding to magic sized nanoparticles. b) Low resolution TEM image of the CdTe 
nanoparticles from the synthesis is shown. 
 
Figure 3.5a shows the evolution of particles in the absence of aggregation and in the case 
of high initial monomer concentration. The nanoparticle distribution quickly evolves to a larger 
size; meanwhile, the size distribution of the particles decreases as a result of focusing effects. In 
the final stage of the simulation, the free monomer concentration drops to close to the solubility 
of the monomer (S ≈ 1) from the initially supersaturated solution (Sinitial = 900, used in the 
literature4). Once all of the monomers are used, no appreciable growth occurs; only Ostwald 
ripening occurs, resulting in an  
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 Figure 3.5 Simulation of the nanoparticle ensemble evolution for different 
conditions. The left and right graphs show the evolution particle distribution in nm3 and 
wavelength, respectively (see text). The initial size distribution is 1.185±0.03 nm, which is 
equal to the size distribution of the magic sized nanoparticles. a) S=900 (used in the 
literature4), no aggregation b) S=10, no aggregation c) S=10, Brownian type aggregation d) 
S=10, Aggregation with Oriented attachment e) S=10, Aggregation with average dipole-
dipole interaction potential 
 
increase in the size distribution. The experiments suggest that the positions of the absorption 
peaks corresponding to nanoparticle sizes do not show appreciable changes once they are 
formed. For this reason, Figure 3.5b describes a more reasonable condition when the 
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supersaturation is much smaller (Sinitial = 10); therefore, the rate of change of the particle size 
distribution and the average size is smaller. In this figure, the nanoparticle distribution slightly 
increases, but the average size stays approximately constant. The slight broadening of the size 
distribution is a direct result of Ostwald ripening. The relatively slow change in the size 
distribution is due to how the rate-of-change curve overlaps with the particle size distribution 
used in the experiments. 
Table 3.1 Some Parameters of CdTe QDs 
Parameter Value 
S 10/900 
K 0.001 (diffusion-controlled) 
µ 100 D32 
Monomer volume 4.1 × 10-5 mol/m3 for CdTe 
simulation volume 3 × 10-13 m3 
no. of particles (5-10) × 103 
Dt (2-20) × 10-3 
Α 0.5 
initial particle size R = 1.185 and 0.812 nm 
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fwhm of distribution  0.03 and 0.3 nm 
dt (2-20) × 10-5 s 
no. of steps (5-20) × 103 
 
Figure 3.5c-e represents the data obtained when aggregation is turned on in the 
simulations. As described previously, the supersaturation of the monomer is chosen arbitrarily to 
be a relatively low value (S =10). The subsequent peaks in the graph correspond to the volume 
changes induced by the aggregation of the nanoparticles. If the particle distribution is neglected, 
then the corresponding volume of each peak is an integer times the volume of the magic-sized 
particles. As mentioned above, three cases considered here are the Brownian aggregation (Figure 
3.5c), the oriented attachment (head to tail) of dipoles (Figure 3.5d), and the average attraction 
between randomly oriented dipoles (Figure 3.5e). The magnitude of the dipoles is set uniformly 
at 100 Debye, which seems to be in good agreement with literature values.32 The data from 
Figure 3.5c-e are different in two ways. First, the rate of aggregation is increased. At the same 
time, the appearance of the larger aggregates is faster. This is an expected result based on the 
basic assumption of the model. The increased aggregation rate of the smaller particles from 
dipoles is from a relatively small W (increased collision frequency) from equation 3.5. The 
dipole-dipole interactions also change the shape of the individual size distributions because to 
the left and right of the distribution of particles there will be modified rates of aggregation 
relative to the one predicted from the simple Brownian aggregation model. Although it might be 
interesting to evaluate the shape of the individual distributions, the large error in the experiments 
will not yield meaningful comparisons. More meaningful comparisons can be obtained from the 
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analysis of the previously observed peak positions. In the previous paper, the observed room-
temperature absorption peak positions are 410, 449, 491, 501, 539, and 588 nm. These peak 
positions consistently appear at the same wavelength even when the experimental parameters are 
widely varied. The corresponding radii of the CdTe nanoparticles are 1.13 (6.0), 1.185(7.0), 
1.3(9.2), 1.335(10), 1.475(13.4), and 1.72(21.3) nm, respectively. The size distribution of the 
particles is approximately 30% of the average size from TEM measurements, and the values in 
parentheses indicate the volume of the nanoparticles in nm3. Naturally, as the reaction proceeds, 
there are more peaks, but the aggregation effect is washed out and larger sizes are not clearly 
observable. The first peak at 1.13 nm is identified only on the basis of a room temperature 
absorption spectrum and is related to the sizing curve. However, this peak has not been clearly 
identified by HRTEM. It is more likely that this peak is the secondary excitonic peak of the 
1.185 nm CdTe magic-sized nanoparticles (the 449 nm peak maximum in the absorption in 
Figure 3.3); therefore, it is omitted in further discussions. The experimental absorption peak 
positions of the various CdTe nanoparticles are indicated by dashed lines in the simulations. 
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 Figure 3.6 Simulation of the nanoparticle ensemble evolution for a) an initial double 
size distribution of 0.813±0.03 nm and 1.185±0.03 nm. b) Experimental data showing the 
absorption peaks of the CdTe nanoparticle aggregates. The solid lines indicate the sizes 
previously identified. c) S=10, Brownian aggregation of the double size distribution d) 
S=10, Aggregation with the average dipole-dipole interaction potential 
 
Figure 3.7 Simulation of the nanoparticle ensemble evolution for a) an initial broad 
size distribution, which is 1.185±0.3 nm. b) S=10, Brownian aggregation of the broad size 
distribution  
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The comparison of the experiment (dashed line on the simulations) and the simulation 
reveal that some of the sizes can be reproduced very well, but some sizes are missing. 
Specifically, the 539 nm (r =1.475 nm or V = 13.4 nm3) and the 588 nm (r = 1.72 nm or V = 21.3 
nm3) absorption peaks are well fit by the simulations (2 and 3 times the volume of the first magic 
size). This also means that for some sizes the volume of the magic-sized nanoparticles is an 
additive property, which suggests that the neck formation during nanoparticle aggregation is not 
significant under the experimental conditions. Interestingly, the particles corresponding to the 
491 and 501 nm absorption peak positions (r = 1.3 and 1.335 nm) are missing from the 
simulation if a single magic size is initially assumed. To resolve the puzzle, a second set of 
simulations are carried out when the initial distribution is assumed to be a double distribution of 
two different magic-sized particles (r = 1.185 and 0.812 nm, see Figure 3.6a). The first magic-
sized particles are kept from the first set of simulations (observed experimentally), and the 
second set of magic-sized particles is chosen so that the volume of the first and second set of 
magic-sized particles equals the volume of the particle indicated by the 491 nm absorption peak 
position. The comparison of the experiment (Figure 3.6b) and the results from these simulations 
are shown in Figure 3.6c, d using the Brownian and average dipole-driven aggregation described 
above. Both of these simulations qualitatively yield similar results. The particle sizes 
corresponding to 491, 501, and 525 nm are reasonably well reproduced with respect to the 
experimental observation. 
The question remains as to whether there is any rationale behind the observed second set 
of magic-sized CdTe nanoparticles. Although efforts have been made in our group using the 
MALDI technique, the particles could not be identified. Because the first magic size is relatively 
small and very reactive, it is speculated that the difficulty lies with the isolation of the 
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nanoparticles (and their reactivity). This is supported by the observation of the relatively low 
stability of the CdTe particles. The absence of the peak from the high-temperature spectrum is 
not a proof of the absence of particles in the growth solution. This is especially true for very 
small nanoparticles, whose absorbance is skewed by the presence of the solvent and precursor 
absorption. It is reasonable to assume that if one magic size is observable then there might be 
other smaller nanoparticles. Although no direct experimental evidence is given of multiple magic 
sizes present, recent experiments by Manin et. al.21 have shown the presence of multiple CdSe 
magic-sized particles coexisting in solution. Similarly, Tonti et. al.20 reported the presence of 
distinct sizes of CdSe nanoparticles under selenium-rich conditions supporting the above 
assumption. Briefly, the conclusions of this work are that the simulation gives good agreement 
between experiment and theory in terms of aggregation. The simulation suggests additional 
magic sizes present in the growth solution. Dipole-dipole interaction increases the rate of 
aggregation but, to first approximation, does not change the quality and the result of the 
aggregation of particles.  
At last, the distribution of nanoparticles is chosen to be broad initially. The results are 
shown in Figure 3.7. Figure 3.7a indicates the evolution of the particle size distribution in the 
absence of aggregation and at low monomer oversaturation. The distribution becomes slightly 
broader, and Ostwald ripening is the dominating process. However, when the aggregation is 
turned on (Figure 3.7b), then the size distribution tends to shift to the red slightly without the 
presence of any distinct peaks. This situation seems to be well correlated with the experimental 
data presented above for the cadmium-rich condition (Figure 3.1a). In the case of the cadmium-
rich condition, no well-defined peaks appear, and the first shoulder appears at a considerably 
larger size. These results suggest that even under cadmium-rich conditions there is aggregation 
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contributing to the nanoparticle distribution. The aggregation mechanism under cadmium-rich 
conditions is also supported by the XRD of the final products as shown in Figure 3.2. Under 
cadmium-rich conditions, no magic size is observed; therefore, the size of crystalline domains of 
the larger aggregates will be smaller than under tellurium-rich conditions. 
Finally, it is important to asses how the aggregation of CdTe quantum dots and the 
simulation carried out in this study would correlate with nanowire formation from CdTe 
quantum dots in an aqueous environment.15 We believe that water would have two significant 
effects on the aggregation dynamics. First, the dielectric constant of water is significantly higher 
that those of organics, resulting in reduced particle-particle interaction. Second, redox reactions 
become possible, which changes the surface chemistry; therefore, the magnitude of the 
permanent dipole might be very different.  
Conclusions 
The primary reason for the observed sequential appearance of absorption peaks is due to 
the formation of magic-sized NPs and not due to the aggreagation mechanism. The exact 
reproduction of data may critically depend on many parameters, but these data show qualitative 
agreement with the kinetics of the appearance of various nanoparticle sizes and quantitative 
agreement with the peak positions. 
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CHAPTER 4 -  Quantized Ostwald Ripening of Colloidal 
Nanoparticles  
Introduction 
Controlling the growth of nanoparticles (NPs) is important in order to create uniform particles 
with narrow size distributions for both fundamental science and technology. Ostwald ripening 
(coarsening) is one of the general growth mechanism that controls NP syntheses.1-3In general, 
colloidal particles are inclined to minimize their surface-to-volume ratio thereby their surface 
free energy. Lifshitz-Slyozov-Wagner (LSW) theory describes the size evolution of particles in 
terms of reducing the overall surface energy of the system. The LSW ripening critically depends 
on the solubility of the particles as a function of size.3 In a system where small particles are in 
equilibrium with larger particles, the overall size and size distribution will increase over time. 
A NP with radius larger (smaller) than a critical radius grows (dissolves), which is 
commonly called the Ostwald ripening. The critical radius is a function of the solution and NP’s 
properties. The corresponding equation of the critical radius is as follows;4 
                                           
SRT
V
r mcr ln
2γ=              (4.1) 
In this equation, S is supersaturation of the monomers in solution, which is the ratio of 
the actual monomer concentration to the monomer solubility over a flat surface; R is gas 
constant, T is temperature, γ is specific surface energy, Vm is monomer volume. The dissolution 
of small particles and growth of larger particles is explained by the curvature dependence of the 
chemical potential;5 
                                            γκμμ mV+= 0            (4.2) 
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Here μ0 is the chemical potential of atom on a flat interface, κ is mean interfacial 
curvature, Vm is molar volume, and γ represents specific surface energy. This equation points out 
the direction of material flow; from high to low curvature. Therefore, regions of high curvature 
(smaller particles) with high energy disappear and lower energy regions of larger particles 
prevail. As a result of the material flux, the total free energy of the system decreases. Ostwald 
ripening process results in broadening of size distribution of NPs due to the consumption of 
small particles in order to assist the growth of larger ones with lower surface energy.6, 7 
Simulation of the size evolution of NPs based on the LSW theory shows that the initial Gaussian 
size distribution of NPs will become asymmetric.8, 9 
The inverse process of the Ostwald ripening is the size focusing of NPs. Experimentally, 
several research groups have achieved narrowing of size distribution (focusing) in colloidal 
systems and NPs.7, 10-16 The simplest way to obtain size focusing is to utilize particles from 
longer reaction times and perform size selective separation based on the solubility difference of 
different sized particles.12, 17 The size selective precipitation method usually requires large 
amount of solvent that could make the approach rather costly. Alternatively, NPs can be focused 
by fine tuning the reaction conditions to achieve a supersaturated environment with respect to the 
monomer. At the practical level, this is carried out by using so called multiple-injection method. 
In multiple injection method, when the size of the particles de-focuses from a regular 
nanoparticle synthesis, a second injection of molecular precursors takes place. The second 
injection causes the broad distribution to re-focus.7 Multiple injection method requires precise 
timing since the growth of the nanoparticles is rather fast at high temperatures. In addition re-
nucleation can take place from the relatively high monomer concentrations and solution 
inhomogeneities. Therefore, developing methods to increase the time to generate the size 
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focusing is key importance in industrial-scale laboratory synthesis of semiconductor nanocrystals 
with uniform size and shape. 
 The growth of NPs in the bimodal growth regime, which is studied by several 
groups,6, 18-22 has already been shown to result in narrowing of size distribution of NP systems. 
Peng`s work22 has revealed that focusing of size distribution takes place when two different sized 
CdS NPs are mixed at higher temperatures. During the CdS ripening, the initial two-different 
sized particles possessing broad size distributions undergo size focusing. According to Peng, 
focusing of size distribution is observed due to the dissolution of small particles in CdS solution 
while larger particles do not dissolve.22  This study demonstrates the effect of interparticle 
interaction on the size distribution for a diffusion-controlled process. A similar observation has 
been reported on CdSe nanoparticles. The bimodal distributions of CdSe NPs are formed 
spontaneously in the growth solution at low temperatures.20 In this system, CdSe NPs with 
different size values coexist for hours and focusing of size distribution takes place in the reaction 
system similarly to Peng’s observation.20 Another recent deliberate attempt to utilize bimodal 
distribution to focus the size distribution is presented by Fu et. al. This group has applied the 
bimodal size distribution approach to ZnO NPs via ‘supersaturation control’ of the monomers.21 
Besides solution-based nano materials, there are studies on the size evolution of nanomaterials 
on surfaces. One of the studies is on the island of nanostructured clusters. Ross et. al.23 have 
observed the narrowing of the size distribution of Ge islands upon a shape transition from 
pyramid to dome. 
The motivation of this work is to examine how the addition of small sized sacrificial 
nanoparticles (SNPs) to the growth solution will affect the size focusing via Ostwald ripening. 
The results from the Monte Carlo simulation aim to find optimum conditions to produce size 
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focusing. In this numerical simulation, growth rate of nanoparticles is calculated based on a 
method under diffusion control.4 The multiple injection method and the Ostwald ripening 
process are also considered to assess the usefulness of this approach. The effect of re-nucleation 
rate is also studied and the calculations show that bimodal distribution yields lower rate of re-
nucleation compared to the multiple injection method.  
Methods 
The numerical simulation method is used here to explain the behavior of bimodal size 
distribution of nanoparticles based on a literature method.4 Growth of particles is controlled by 
the size dependant growth rate (3a).4 
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In these equations, dimensionless radius, time, and K are used given by equations 4.3b 
and 4.3c, respectively. S is the supersaturation of the monomers in solution, T is the temperature, 
R is the gas constant, D is diffusion coefficient,  is solubility of the monomer in equilibrium 0flatC
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with a flat surface,  is the rate constant for a first order deposition reaction, K is the ratio of 
the diffusion constant of the monomer to the reaction rate constants and indicates whether it is 
diffusion (K << 1) or the reaction-controlled (K >> 1) process. In this system a value of 0.001 for 
K is used which shows that the system is under diffusion control. Volume of the solution 
simulated is 3x10-18 m3. The parameters used in the calculations are given in table 4.1 and are 
derived from the material parameters for a CdSe nanoparticles synthesis. 
flat
gk
Table 4.1 Parameters and the values used in the simulation  
Parameter Value 
Temperature 573 K 
monomer volume (Vm)  3.29×10-5 m3/mol 
simulated volume 3×10-18 m3 
K  0.001 
transfer coefficient (α) 0.5 
monomer solubility  10-2 mol/m3 
specific surface energy (γ) 0.125 J/m2 
  
This simulation focuses on the effect of SNP (sacrificial nanoparticle) to the growth 
solution (quantized Ostwald ripening-QOR) in comparisons with the Ostwald ripening (OR) 
process and the multiple injection method (MI). In QOR approach, 1 nm-sized CdSe 
nanocrystals are added to the particles sizes changing between 3 to 4.5 nm with 10 % size 
distribution. The large difference in nanoparticles sizes is necessary to reduce mixing between 
the two distinct sizes during the evolution of the growth solution. The 10% deviation from the 
average size corresponds to the experimentally achievable size distributions.24 The number of 
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SNPs used is between 5×102-8×103 and the larger size ranges from 5×102 to 1.5×105 (full list of 
number of particles and sizes used in the simulation are given in table 4.2) in the simulated 
volume. In the multiple injection (MI), instead of addition of small particles, corresponding 
number of monomers calculated and added to the growth solution as it is carried out in the 
experimental multiple injection method.4, 7 
⎥⎦
⎤⎢⎣
⎡=
rRT
VS m
γ2
exp  ⎥⎦
⎤⎢⎣
⎡ +≈
rRT
Vmγ21          (4.4) 
The size dependant solubility of the NPs is approximated by the first two elements of the 
Taylor-series of the Gibbs–Thomson equation. Although this approximation is arguable for small 
size NPs, it allows explicit expression of the size dependant growth rate of NPs. Calculated S is 
used in equation 4.3a to calculate the growth rate of NPs for each step. MI method has the same 
initial number of monomers in the simulation as in the QOR method in order to directly compare 
the two methods. Values of Vm, γ, T used here are given in table 4.1. 
Simulation is carried out as follows (Figure 4.1). First, the initial size distributions are 
generated. The loop starts with the calculation of the growth rates for any given particle based on 
the S value of the solution (Figure 4.1, step 1). As expected, the S values are different for MI and 
QOR even though the same number of monomers is present in both solutions. The initial S value 
of QOR method is chosen to correspond to the S value from the size of SNP based on equation 
4.4. The S value of the MI method is significantly higher than QOR and OR methods. This S 
value is the sum of S from QOR method + S calculated from the monomers present in the SNPs. 
The second step in the simulation is the calculation of change in the size after adding 
corresponding number of monomers in each step (Figure 4.1, step 2). The next step is finding the 
new size of particles after the growth stage (Figure 4.1, step 3). In this step, if the new size of the 
particle is less than zero the particle is dissolved resulting in a decrease in the number of 
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particles. After calculating the new size, new number of monomers (step 4), and change in the 
monomer number (step 5) are calculated. On the next step statistical parameters are calculated 
(step 5), such as, mean radius, standard deviation which examine the origin of the focusing in 
this particular growth process. Then as a last step a new supersaturation value is calculated. A 
summary of the steps of this simulation is shown in Figure 4.1. In this simulation, the data are 
obtained by using specific parameters for CdSe NPs (table 4.1). Talapin’s previous work has 
been used as a benchmark to test the accuracy of the numerical approach.4 
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 Figure 4.1 Flow chart of the steps of the simulation 
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Table 4.2 Different trials of the simulation 
Simulation # of monomers (SNP) # of monomers (larger 
size) 
SNPs Larger size 
1 8×104 2×103 1 nm 3.5 nm 
2 4×104 2×103 1 nm 3.5 nm 
3 2×104 2×103 1 nm 3.5 nm 
4 8×104 2×103 1 nm 3 nm 
5 8×104 2×103 1 nm 4 nm 
6 8×104 2×103 1 nm 4.5 nm 
7 8×104 5×102 1 nm 3.5 nm 
8 8×104 1×103 1 nm 3.5 nm 
9 8×104 1.5×103 1 nm 3.5 nm 
10 8×104 2×103 1 nm 3.5 nm 
11 8×104 3×103 1 nm 3.5 nm 
12 8×104 4×103 1 nm 3.5 nm 
13 8×104 8×103 1 nm 3.5 nm 
14 0 2×103 1 nm 3.5 nm 
15 2×104 2×103 1 nm 3.5 nm 
16 3×104 2×103 1 nm 3.5 nm 
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17 4×104 2×103 1 nm 3.5 nm 
18 5×104 2×103 1 nm 3.5 nm 
19 6×104 2×103 1 nm 3.5 nm 
20 8×104 2×103 1 nm 3.5 nm 
21 1.2×105 2×103 1 nm 3.5 nm 
22 1.6×105 2×103 1 nm 3.5 nm 
 
 Results and the Discussion 
To investigate the size focusing from QOR, many of the most relevant simulation parameters to 
the experiment are systematically varied including the number of particles, initial supersaturation 
and sizes of SNPs and larger NPs present in the solution. Figure 4.2 shows a typical size 
evolution of particles consisting of an initial bimodal size distribution. The data illustrate the size 
histogram with 80×103 SNPs (r=1nm±0.1) and 2×103 larger ones (r=3.5nm±0.35). Black line 
indicates the change of critical radius over time. At the early stages of the simulation, the Figure 
clearly shows the disappearance of SNPs which are smaller than the critical radius (equation 
4.1). Since the radii of large particles are greater than the critical radius, they undergo growth on 
the expense of SNPs. Later on, as the particles grow and the supersaturation drops, the larger size 
NPs will undergo Ostwald ripening shown by the broadening of the size distribution of larger 
sized NPs. At the end of the simulation, the size  
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 Figure 4.2 Size histogram of CdSe solution with 80x103 SNPs (r=1nm± 0.1) and 
2x103 large ones (r=3.5nm±0.35). Black line indicates the change of critical radius with 
time. 
 
distribution is asymmetric and corresponds to the distribution expected from LSW theory. Figure 
4.3 shows the temporal evolution of the statistical parameters. Simulation of the time evolution 
of number of particles, size distribution, supersaturation and average size are carried out for 
different methods: While the supersaturation and number of particles include all particles present 
in the growth solution, the size and size distribution of only the larger particles are calculated 
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(assuming that once the reaction is over, only the larger NPs will remain and the SNPs will 
completely dissolve). In OR, no new particles or precursors are added to the growth solution as a 
result, average size gets larger and defocusing of size distribution takes place. In QOR, 8×104 
small size, SNP, (r=1nm±0.1) of CdSe particles are added to 2×103 larger size (r=3.5nm±0.35). 
In MI method, the corresponding supersaturation value of QOR is calculated (354 from equation 
4.4) and added to the reaction solution as in the repeated injection method7, 25. In other words, in 
MI the precursor and in QOR the small NPs (sacrifical nanoparticles, SNPs) are added to the 
solution containing a larger size. There is a decrease in number of particles over time. These 
SNPs dissolve and consequently, provide the monomers necessary for the larger ones to grow. 
The dissolution of particles is rather slow in the case of QOR. Therefore, the growth takes longer 
when it is compared to MI method. In QOR, the SNP provide constant addition of dissolved 
monomers to the solution and to the larger size NPs. Therefore, the increased supersaturation 
from the presence of SNP with highly curved surfaces lasts longer for QOR than in case of MI. 
Once SNPs are consumed, the size distribution defocuses via the ‘regular’ Ostwald ripening 
process. Figure 4.3 also shows how the absence of SNP affects the size distribution and the 
number of particles. Figure 4.4 summarizes the effects of different methods with different 
number of initial SNPs. The simulations suggest that possessing larger number of initial SNPs 
enhances the focusing of the larger size (better size focusing). The limit of these experiments will 
be based on the solubility of the SNPs in the solutions. Although the MI method creates a faster 
focusing than QOR , it is harder to control the growth of NPs experimentally. On the other hand, 
QOR‘s slow size focusing is advantageous in terms of reaction control. Potentially, the slower 
growth also may yield better quality nanocrystals if the defect removal rate is slower than the 
growth in case of MI method.  Figure 4.5 shows the effect of increasing SNPs on the 
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supersaturation of QOR. When dissolution of particles takes place, the supersaturation of the 
larger number of particles tends to increase faster than the others. All of the different 
supersaturation values reach a similar maximum value and behave the same at the latter stage of 
the NP growth. 
 
Figure 4.3 Simulation of the time evolution of number of particles, size distribution, 
supersaturation and size for different methods: OR (Ostwald Ripening) is shown by red 
lines (dark gray), QOR (Quantized Ostwald Ripening) is green lines (light gray), MI 
(Multiple Injection) is blue lines (black). 
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 Figure 4.4 Temporal change of size distribution for MI, QOR and OR with addition 
of different number of SNPs.  
 
Figure 4.5 Temporal change of supersaturation with different initial number of 
small particles (first size). 
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In the previous part, a set of fixed sized particles have been simulated to explore the 
effect of varying number of particles on average size, supersaturation, size distribution, and 
number of particles. Simulations of changing the sizes of larger particles are carried out to 
investigate the effect on focusing. The results are summarized in Figure 4.6. The total number of  
 
Figure 4.6 Temporal evolution of number of particles, size distribution, 
supersaturation, and size values are shown for different initial sized larger particles. The 
arrows show the direction of the size change for corresponding sizes (3-4.5 nm). 
 
particles in the solution shows a slow decreasing pattern with decreasing size. This is caused by 
the size of the SNPs are not much larger than the critical size. Plot of size distribution (Figure 
4.6) illustrates how the size distribution is changing with respect to time. A general pattern of 
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lower size distribution is seen towards the smaller sizes. A sudden drastic increase in QOR is 
observed for 3 nm particles which result from small difference in the two sizes present. This is an 
artifact which is the result of the overlapping size distributions. Although numerically this 
artifact can be removed by labeling the NPs to specify which distributions are originated from, 
this indicates the lower limit of how close the size distributions can be placed without 
interference. Decrease of size results in a slower decrease in supersaturation values, which can be 
expected based on the decreases of overall surface area of the larger size NPs. The graph also 
shows that larger size results in larger average size. Small particles dissolve faster and help the 
larger size grow. 
When focusing of NPs takes place, the standard deviation of the NPs gets smaller. 
Provided that the initial particle (monomer) concentration is high  as Talapin`s work pointed 
out4, yields fast focusing of size distribution. Therefore, as higher supersaturation values are 
implemented, the focusing takes place faster and smaller standard values are obtained. In 
bimodal size distribution, since there are two different sizes, the effect of higher initial number of 
particles on the size distribution is explored. The simulations are carried out by changing the 
number of SNPs and large sizes independently. Figure 4.7 left shows the change of standard 
deviation with respect to number of SNPs while the number of larger size is kept constant. The 
number of SNPs is varied between 0-1.6×105. As more number of initial particles is used, the 
standard deviation of the larger size gets smaller, therefore better size focusing is achieved. As 
more monomers are being produced, they will provide the necessary material to the growth of 
larger particles. Larger size NPs, which has already experienced de-focusing, undergoes a second 
re-focusing process. In the next simulation (Figure 4.7 right), the number of SNPs is kept 
constant (8×104) and the number of large size is varied from 5×102 to 8×103. In this case, as 
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higher number of particles is used, the value of standard deviation reaches a minimum followed 
by a further increase. To summarize this figure, when there is more SNPs it is advantageous in 
terms of having focusing but when there are more larger size it will affect the focusing in a 
reverse way.  
 
Figure 4.7 Change of standard deviation with addition of different number of 
particles, left (SNPs), right (larger size) 
 
In hot injection techniques, the precursors are injected rapidly to growth solution to 
prevent the nucleation as seen in many syntheses.17, 26, 27 This is done to separate nucleation and 
growth.17, 26, 27 In order to examine and compare the re-nucleation rates in this system, re-
nucleation rates of multiple injection method to the quantized Ostwald  ripening has been 
calculated given by the following equations;4 
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In these equations, ΔGN is the activation energy for homogeneous nucleation, BN 
represents pre-exponential factor and JN gives the rate of nucleation. When QOR and MI are 
compared, the re-nucleation rate is almost 104-fold higher for MI (Figure 4.8). Thus, QOR 
technique yields much lower re-nucleation, so fewer nuclei lead to less polydispersity. Different 
lines in the figure correspond to different number of initial small particles. Larger number of 
initial particles results in higher re-nucleation rate. A limit of the applicability of this approach is 
the solubility of the SNPs in the solution. In order to compare the solubility of NPs used in the 
simulation to the experimental data, volume fractions of SNPs are calculated. All the calculated  
 
Figure 4.8 Comparison of rate of re-nucleation of MI to the QOR with different 
initial number of sacrificial particles added. 
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results from the synthetic data show that solubility used in the simulation is below the solubility 
limit of typical CdSe NPs in the growth solution. The volume fractions of the NPs calculated are 
as follows; 0.34×10-3 (radius of the NPs is 1 nm)28, 1.13×10-3 (radius of the NPs is 0.8 nm)29, 
2.70×10-3 (radius of the NPs is 0.75 nm)30 and the volume fraction used in the simulation is 
below 10-3 so that diffusional interactions between the neighboring particles can be ignored. As 
expected the simulation will be sensitive to the surface energy of the particles. The increase in 
surface energy will result in a faster kinetics and shifts the location of the critical radius. Besides, 
the specific surface energy value which is used in the overall simulation (0.125 J/m2), two 
different values; 0.15 and 0.1 J/m2 are also implemented into the simulation to investigate the 
effect of surface energy on the kinetics. The behavior of the standard deviation change in size 
and the minimum values of standard deviations reached are similar. Only difference is that, with 
the larger surface energy faster overall growth is observed. 
 Conclusions 
In summary, Monte Carlo simulation of NPs has been carried out to explore the effect of adding 
SNPs to a larger size. The results show the focusing of size distribution after the addition of 
smaller size. This focusing is due to the quantized Ostwald ripening. In quantized Ostwald 
ripening, smaller sized particles from a bimodal size distribution of particles dissolve and larger 
ones grow similarly to the regular Ostwald ripening which result in focusing of size distribution 
of larger particles. A key goal in NP synthesis is producing high quality NPs with very narrow 
size distribution. This has already been achieved by multiple injection techniques 
experimentally.7 The difference between multiple-injection and this proposed method is the time 
required to achieve size focusing. Quantized Ostwald ripening method extends the time for 
focusing to take place. Therefore, this slower growth will result in less inhomogeneous solution 
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in a scaled up synthesis especially, in an industrial growth of NPs. In addition, the QOR method 
reduces the occurrence of re-nucleation process observed mostly in the multiple injection 
method. It is anticipated that the proposed method can be extended to mix nanoparticles growth 
solution that are self focusing with a controllable focusing times. This would require the mixing 
of particles with arbitrary size distributions. 
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CHAPTER 5 - The Effect of In Doping on the Growth Kinetics of 
CdSe NPs 
Semiconductor NPs are subject of vast area of research because of their size-dependent optical 
properties1 and their applications ranging from luminescent biolabels2-5 to solar cells6-8. A lot of  
efforts have been made to study the growth of different sizes9-12, shapes13-15 and functionalities16-
18 of semiconductor NPs. Another research area has been focused on  the doping1, 19, 20 of 
semiconductor NPs. Doping semiconductor NPs is achieved by adding impurities to the 
semiconductor lattices. Doping leads to changes in  electrical conductivity and also has  effects 
on magnetic, optical and fluorescent properties.1  
Several research attempts have been dedicated to achieve doping and investigate this 
phenomenon. However, the effects of doping on the growth kinetics have not been investigated 
thoroughly.  A recent study has  explored the doping of indium and its effects  on the growth 
kinetics21 of CdSe NPs by using in situ fluorescence spectroscopy. The results of this study21 
reveal the existence of a heterogeneous regime which is very different from conventional NP 
growth. Heterogeneous growth consists of two different sized CdSe NPs at the same time during 
the growth. Another important result drawn from this study is the observation that when the 
dopant agents are introduced, the growth and the dissolution rates of the particles change. Indium 
dopants activate the magic sized CdSe NPs to further growth. The comparison of the growth rate 
of doped and undoped NPS revealed that when the percentage of dopants is increased, the 
growth of NPs is observed to take place faster. Therefore, the incorporation of dopants is not 
only significant in changing the electronic structure of NPs, but has also proved to have some 
effects on the growth rate. 
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Starting from this very important aspect of doping, some exciting results on the in situ 
polarization spectroscopy of magic sized quantum dots and the effect of dopants on growth rate 
will be presented in this chapter.  Adding Indium to the solvent enhances the growth rate so that 
growth of ~ 500 nm peak forms more rapidly. At 80 0C, the peak at ~ 500 nm is not observed. 
According to the time-resolved PL (photoluminescence) data, undoped NPs follow positive 
anisotropy; however, indium doping results in  negative anisotropy. 
Experimental Methods 
In a fluorescence cuvette, 10 mg of single precursor Li4[Cd10Se4(SPh)16]22 is mixed with 3 g of 
HDA (hexadecylamine) to prepare the CdSe NPs. For the In-doped CdSe, the same system and 
the same amounts of chemicals are used with the exception of the amount of InCl3 used as the 
dopant. Two different temperature values are used for the growth; 80 0C, and 120 0C.  This 
system is kept under nitrogen flow during the reaction.   
Time-resolved fluorescence spectroscopy is carried out by using time correlated single 
photon counting (TCSPC).  Excitation pulses are produced from a mode-locked Ti:sapphire laser 
(17 fs pulse, 780max =λ nm, average power 60 mW, repetition rate = 2 MHz) pumped by a diode 
laser (532 nm, 4.6 W). Figure 5.1 shows the simple diagram of the basic components of the 
experimental setup. The laser pulse is characterized using a home-built autocorrelator with a 
GaAsP photodiode as the nonlinear medium. The sample is excited by the linearly polarized light 
coming from a blue light at wavelength of 450 nm. The vertical and the horizontal components 
of the intensity of the emitted light are measured. The data are used to calculate the anisotropy of 
the NPs by using parallel and the perpendicular PL decay. During the experiment the 1 cm-thick 
PL cuvvette is heated to 120 0C or 80 0C in a closed box in order to prevent entering of light. The 
temperature is controlled by using a temperature probe put in the sample cuvvette. In order to 
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test the alignment of the polarizer, a laser dye (rhodamine 6G) is used to see how the anisotropy 
is changing at 580 nm. The data show that vertical and the horizontal Pl decays overlap on the 
measurement of the laser dye. 
 
Figure 5.1 Experimental setup used in the time-resolved fluorescence spectroscopy 
experiments 
 
Results and Discussion 
In this study, in order to see the effect of doping and the heterogeneous growth, different time-
resolved PL measurements are carried out. Following data present results of different 
measurements. First, the effect of temperature on the undoped CdSe NPs is investigated. Figure 
5.2 shows the static fluorescence of CdSe NPs at a growth temperature of 80 0C for 6 hours of 
growth. There is a strong peak at 450 nm, indicating the growth of magic-sized CdSe NPs and 
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the peak gets more intense and shifts to the red. The data in Figure 5.3 indicate the corresponding 
time resolved fluorescence spectra after 3 hours and 6 hours.  There is an absolute enhancement 
in the polarized emission versus reaction time as shown by the data in Figure 5.3a and 5.3b  
 
Figure 5.2  Static fluorescence spectra with respect to time at 80 0C  
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a)                                        b) 
 
Figure 5.3 a) Time-resolved fluorescence decay taken at 450 nm of undoped CdSe 
NPs at 80 0C, b) fluorescence anisotropy of corresponding NPs   
 
Another measurement done besides the static PL study is the time-resolved PL which is 
done to explore more about this system in terms of the PL decay times. Figure 5.3a presents the 
parallel and the perpendicular polarization results of the average time resolved fluorescence of 
the undoped samples at 80 0C. The polarization experiment indicates a relatively fast decay time. 
The anisotropy measurement illustrates that the anisotropy is decaying from a value close to 0.4. 
Since it does not start at exactly 0.4 anisotropy, this result probably shows that the absorption 
and the emission dipoles are not exactly collinear.  
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a) 
 
 b) 
 
Figure 5.4 a) Static fluorescence spectra with respect to time at 120 0C for undoped 
CdSe NPs, b) corresponding last PLspectrum, the shoulder at around 470 is a result of the 
magic size NPs 
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After the low temperature experiment, in order to see the effect of temperature increment 
on growth, the same experiments is carried out at 120 0C. Figure 5.4 shows the undoped CdSe 
NPs at a growth temperature of 120 0C. After around 6 hours the magic sized particles at 450 nm 
disappear and the next size forms at 490 nm. The small size is believed to provide the required 
supersaturation necessary for the growth of the 490 nm peak.21 The difference between the lower 
temperature and the 120 0C growth is at 80 0C just the magic size NPs forms, however, at 120 0C 
both small and large sizes form (heterogeneous growth). The heterogeneous growth is different 
than the normal growth of NPs where there is a constant shift from blue to red. In heterogeneous 
growth, there is more than one peak formation corresponding to multiple NP sizes and they 
retain their size for a while.  
 a)                          b)                         c) 
 
Figure 5.5 Time-resolved fluorescence decay of undoped CdSe NPs at 120 0C for a) 
450 nm peak, b) 470 nm peak, c) 500 nm peak 
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 a)                          b)                         c) 
 
Figure 5.6 Fluorescence anisotropy of corresponding NPs for a) 450 nm peak b) 470 
nm peak c) 500 nm peak 
 
During the 120 0C experiment, firstly, the magic size peak forms and later, the 
heterogeneous growth generates two different peaks. Figure 5.5 demonstrates the fluorescence 
decays at different times of the experiment. Figure 5.5a presents the polarization data when a 450 
nm filter is used just to see the peak formed at 450 nm (magic size peak). Later, 2 different peaks 
form and to get the time-resolved fluorescence data for each peak, first a 470 nm filter is used 
and a 490 nm filter is used to detect the larger size. Figure 5.5b shows the PL decay of just first 
peak in the presence of the second peak at a longer wavelength value. Figure 5.5c is the 
corresponding PL decay of 490 nm peak. PL decay time of the larger particles is much slower 
than the magic size peak. This phenomenon is a result of the surface defects of the larger 
particles. Due to the trapping of electrons at lower energy states, the PL decay time increases. On 
the other hand, the intensity of the 490 peak is more than the magic size peak. However, when 
there is only one peak due to the magic size (Figure 5.4a), the intensity of the peak is more than 
the peak in the presence of the heterogeneous growth. Another important observation is the 
anisotropies of these different peaks (Figure 5.6). When only the magic size peak at 450 nm is 
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present, different parallel and the perpendicular emissions are observed (Figure 5.5a), which 
results in a nonzero anisotropy (Figure 5.6a). However, as the Figures 5.5b and c indicate, the 
values of the parallel and the perpendicular polarization do not differ remarkably and the 
anisotropy values average to zero (Figure 5.6b and c). 
 
Figure 5.7  Static fluorescence spectra with respect to time at 80 0C for In-doped 
CdSe NPs at 450 nm 
After the investigation of PL of undoped CdSe NPs, in order to see the dopant effect, the 
experiments are carried out by the addition  of In as the dopant. Figure 5.7 shows the formation 
of magic sized CdSe NPs upon the addition of In dopants. As in the undoped 80 0C synthesis, 
only the peak at around 450 nm forms. Upon addition of In as shown in Figure 5.7, the intensity 
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of the fluorescence decreases remarkably.  Therefore, the addition of In decreases the emission 
of magic sized CdSe NPs as reported21 before.  
a)                                         b) 
 
Figure 5.8 a) PL decay of In-doped CdSe NPs at 80 0C, b) corresponding anisotropy 
measurement 
 
The effect of addition of In dopant on the time-resolved fluorescent decay is shown in 
Figure 5.8a and b is the corresponding anisotropy. The intensity is remarkably lower than the 
undoped 80 0C experiment (Figure 5.3a, 8a) which is due to the defects caused by the addition of 
In to the surface of NPs. The decay lifetime of perpendicular emission is shorter than the parallel 
emission (Figure 5.8a), which leads a negative anisotropy value (Figure 5.8b). 
 
 
 
 
 106
a) 
                  
b) 
 
Figure 5.9 a) Static fluorescence spectra with respect to time at 120 0C for In-doped 
CdSe NPs, and b) the corresponding last Pl spectrum 
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As in the undoped PL measurement, in order to see the effect of temperature increment 
on growth, the PL experiments are carried out at 120 0C for the In-doped CdSe NPs. Figure 5.9 
presents the static fluorescence spectra upon addition of In to CdSe NPs at 120 0C. The effect of 
In on growth can be seen here. The emission maximum at 490 nm is reached after 6 hours of 
growth. On the other hand, as Figure 5.4a indicates, without the In dopant, the  development of 
the 490 nm peak takes a longer time (more than 8 hours). Thus, these results demonstrate that the 
addition of dopants enhances the growth rate. Figure 5.4b presents the last spectrum taken during 
the growth. As the last static PL spectrum of doped (Figure 5.9b) and undoped (Figure 5.4b) 
CdSe NPs are compared, In doping also improves the fluorescence if the system is kept long 
enough to the decrease of the defect formation.   
a)                                         b) 
 
Figure 5.10 Time-resolved fluorescence decay of In-doped CdSe NPs at 120 0C for a) 
470 nm peak b) 500 nm peak  
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a)                                         b) 
 
Figure 5.11 Fluorescence anisotropy of corresponding NPs for a) 470 nm peak b) 
500 nm peak 
 
The addition of dopants leads to different phenomena on the time-resolved spectra of 
CdSe NPs at 120 0C. One thing observed for undoped experiment at 120 0C is due to the 
overlapping values of parallel and the perpendicular polarization emissions (Figure 5.5b, c), the 
anisotropy is around a zero value. However, when In dopant is incorporated, the perpendicular 
emission follows a more rapid decay than the parallel one. As a result of the larger value of 
perpendicular decay, a negative anisotropy results for the 500 nm peak (Figure 5.11a and b) that 
is most likely due to supperlatice formation of magic-sized NPs. 
Conclusions 
Time-resolved fluorescence and static fluorescence experiments are carried out to explore the 
heterogeneous growth regime with and without the addition of In dopants. The results led to the 
following conclusions: (1) during the  low temperature synthesis at 80 0C, the heterogeneous 
growth regime is not observed, magic size CdSe NPs is formed at around 460 nm; (2) upon 
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heating the NP solution to a higher temperature, 120 0C, the heterogeneous regime emerges and 
two distinct sizes at around 460 nm and 500 nm appear: (3) the dopants have an effect of 
accelerating the reaction: (4) as the time-resolved PL data demonstrate, undoped NPs follow the 
usual positive anisotropy: however, In doping results in  negative anisotropy. In the future, the 
study will be expanded on different dopants such as, gallium, and tin. There will be more studies 
to explore more on this area since this is an on-going project. 
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Appendix A - Simulation Code of Aggregation Dynamics  
Following is the code used to simulate the aggregation of NPs written on matlab from 
chapter 3. 
 
function [ output_args ] = Simulation( input_args ) 
% constants 
T=512; %Temperature; 
nu=0.001% viscosity in Kgm-1s-1 
kb=1.3806503E10-23% Boltzmann constant m2Kgs-2K-1  
Dpre=T*kb/(6*pi*nu*1E+9); 
V_monomer=4.1E-5;% volume of the monomer 
Monomer_solubility=0.005;% solubility of the monomer in mol/L 
Simulated_volume=0.6E-14; 
width=0.05;%width of the intial distribution 
av_size=1.5;% avergae size of initial distribution 
S=900;%supersaturation 
K=0.001; 
alpha=0.5; 
dt=2E-5;%time step 
number_of_particles=40000; 
  
  
%creating new window 
h=figure; 
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set(h,'Position',[20,100, 400, 400] ); 
  
  
%Generation inital distribution 
r = randn(number_of_particles,1)*width+av_size; 
  
%calculation of the nanoparticle volumes 
V=round((4/3)*r.^3*pi()/V_monomer);% Vi is the volume of the nanoparticles in terms of 
monomer number 
  
% calculating free monomers in solution 
monomer_number_in_solution=S*Simulated_volume*Monomer_solubility*6E23; 
monomer_number_in_particles=sum(V); 
total_monomer_number=monomer_number_in_particles+monomer_number_in_solution; 
  
%plotting initial distribution  
 subplot(2,1,1) 
 hist(r,80); 
 title('Size histogram'); 
 xlim([0 10]); 
 xlabel('r size in nm'); 
  
%Plotting dr/dt , the growth rate 
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plotrate=[]; 
plotratex=[]; 
for i=0.2:0.05:5 
    plotrate=[plotrate; (S-exp(1/i))/(i+K*exp(alpha/i))]; 
    plotratex=[plotratex; i]; 
end 
subplot(2,1,2); 
h=plot(plotratex, plotrate); 
ylim([-5 100]); 
title('dr/dt'); 
xlabel('r size in nm'); 
  
%creating new window for the rest of the simulation 
h=figure; 
set(h,'Position',[450,100, 700, 400] ); 
refresh(h); 
  
%initializing the first value for the time dependant quantities 
 time=[0]; 
 S_time=[S]; 
 Average_size_time=[av_size]; 
 Size_dist_time=[width]; 
 V_time=[Simulated_volume]; 
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 n_time=[0,0,0,0]; 
% n_time=n_time';  
  
%creating bin vector x in V (nm3) 
bin_size=400; 
for j=1:bin_size 
   x(j)=j*0.25;  
end 
  
%initializing correction for aggregation population 
n_corr=zeros(1,bin_size); 
  
%creating bin vector in r(nm) 
x_r=((3/4)*x/pi).^(1/3); 
  
  
%creating in vector in lambda 
x_lambda=(2*x_r-1.38435)./(0.00121*2*x_r-0.00066); 
  
%initilizing arrays for time depedant qunatities 
Dist_time(:,1)=x; 
Monomergrowth_rate_time(:,1)=x; 
Agg_rate_time(:,1)=x; 
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%types of calculation type=1,2,3 1:Brownian 2:Orineted attachment 3:Average dipole 
type=1; 
     
%D vector for various nanoparticles 
for i=1:bin_size 
    D(i)=Dpre/x_r(i); 
end 
  
%calculating q matrix 
q=zeros(bin_size,bin_size); 
     
for k=1:bin_size 
        for i=1:bin_size 
            if(type==1) 
            q(i,k)=4*pi*(D(i)+D(k))*(x_r(i)+x_r(k))*1E-9; 
            elseif (type==2) 
            q(i,k)=4*pi*(D(i)+D(k))*(x_r(i)+x_r(k))*1E-9/Wo(x_r(i),x_r(k),T); 
            elseif (type==3) 
            q(i,k)=4*pi*(D(i)+D(k))*(x_r(i)+x_r(k))*1E-9/Wa(x_r(i),x_r(k),T); 
            end; 
        end 
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end 
  
%making string matrix for info file 
str1=['Temperature=',num2str(T),' K']; 
str2=['Average size=',num2str(av_size),'+-',num2str(width),' nm']; 
str3=['S=',num2str(S)]; 
str4=['K=',num2str(K)]; 
str5=['# of particles=',num2str(number_of_particles)]; 
str6=['alpha=',num2str(alpha)]; 
str7=['dt=',num2str(dt)]; 
str8=['type of calculation=',num2str(type)]; 
string_info=strvcat(str1,str2,str3,str4,str5,str6,str7,str8); 
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
%Simulation starts here 
 for j=1:2000 
    str2 = num2str(j); 
    %plotting S 
    subplot(3,3,1); 
    plot(time,S_time); 
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    str3=['i=', str2,' th step']; 
    Title(str3); 
    xlabel('Time'); 
    ylabel('S'); 
     
    %plotting average size dist 
    subplot(3,3,4); 
    plot(time,Average_size_time); 
    title('Average Size'); 
    xlabel('Time'); 
     
   %plotting average size 
    subplot(3,3,7);  
    plot(time,Size_dist_time); 
    title('Size distribution'); 
    xlabel('Time'); 
    drawnow; 
     
 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
    %calculating dV/dt 
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    r=[]; 
    rate=[]; 
    r=((3/4)*V*V_monomer/pi).^(1/3); 
    for i=1:length(r) 
        if r(i)>0    
         rate(i)=4*r(i)^2*pi*(4/3)*pi*(S-exp(1/r(i)))/(r(i)+K*exp(alpha/r(i)))^3; 
        else 
         rate(i)=0; 
        end 
    end 
     
    % calculating new V (# of monomers/particle) 
    dV=[]; 
     % calculating  dV 
    dV=(rate*dt/V_monomer); 
     
    for i=1:size(V) 
        if V(i)+dV(i)>0 
        V(i)=V(i)+dV(i); 
        else 
        V(i)=0; 
        end 
    end 
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    %removing zeros from matrix 
    [i_row j_col]=find(V>0); 
    V=V(i_row,1); 
     
    %calculating r again for the average dist and std 
    r=((3/4)*V*V_monomer/pi).^(1/3); 
     
    % change in monomer # 
    monomer_number_in_solution=total_monomer_number-sum(V); 
     
    %plotting rate due to monomer exchange 
    rate=[]; 
    for i=1:bin_size 
        rate(i)=4*x_r(i)^2*pi*(4/3)*pi*(S-exp(1/x_r(i)))/(x_r(i)+K*exp(alpha/x_r(i)))^3; 
    end 
    subplot(3,3,[5 6]); 
    title('dV histogram'); 
    dV=(rate*dt/V_monomer); 
    plot(x',dV); 
    xlim([0 200]); 
    xlabel('size in nm3'); 
    ylabel('change in monomer #'); 
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    Monomergrowth_rate_time(:,j+1)=dV; 
    drawnow; 
     
    % Calculating new S 
    S=monomer_number_in_solution/(Simulated_volume*Monomer_solubility*6E23); 
     
    time=[time;time(j)+dt]; 
    S_time=[S_time;S]; 
    Average_size_time=[Average_size_time; mean(r)]; 
    Size_dist_time=[Size_dist_time; std(r)];   
     
 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
    V_try=V*V_monomer; 
    [n V_agg]=hist(V_try,x);  
     
    %plotting sizedistribution in terms of nanoparticle volume in nm3 
     
    subplot(3,3,[2 3]);  
    title('Size histogram'); 
    hist(V_try,x); 
    xlim([0 200]); 
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    xlabel('size in nm3'); 
    [d1 d2]=hist(V_try,x); 
    Dist_time(:,j+1)=d1; 
    drawnow; 
     
    %calculating second term: sum q(i,k)*n(i) 
    diss_vector=n*q; 
  
    %intializing dndt 
    dndt=zeros(bin_size,1); 
  
    %rate for aggregation 
    for k=1:bin_size 
            for i=1:k-1 
                dndt(k)=dndt(k)+q(k-1,i)*n(i)*n(k-i); 
            end 
            dndt(k)=0.5*dndt(k)-n(k)*diss_vector(k); 
    end 
    dn=dndt*dt*0; 
     
    Agg_rate_time(:,j+1)=dn; 
     
    %correcting for the rounding error 
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    n=n+dn'+n_corr; 
     
    %recording changes in total particle number, volume, changes in particle volume, statitsical 
error  
    sums=[sum(n),sum(V),sum(dn),sum(n_corr)]; 
    n_time=[n_time;sums]; 
     
    %plotting aggregation rate 
    subplot(3,3,[8 9]); 
    plot(x,dn); 
    xlabel('size in nm3'); 
    ylabel('dn/dt'); 
    drawnow; 
       
    %generating new size distribution 
    new_dist=[]; 
    for i=1:bin_size 
        sizen=round((n(i))); 
        if (sizen<=0) 
        else 
            for k=1:sizen 
                %devision factor of rand depends on the bin size for bin size= 
                %1 is rand(1,1)-0.5 
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                new_dist=[new_dist; x(i)+rand(1,1)/4-0.125]; 
            end 
        end 
    end 
  
    %new volume histogram 
    [n_new V_agg]=hist(new_dist,x); 
     
    %calculating statistical error 
    n_corr=n-n_new; 
     
    %adjusting monomer volume and monomer number for the new statistics 
    old_monomer_number=sum(V); 
    new_dist_monomer=new_dist/V_monomer; 
    V=new_dist_monomer; 
    new_monomer_number=sum(V); 
    correction_factor=new_monomer_number/old_monomer_number; 
     
    %correcting for statitical errors 
    Simulated_volume=Simulated_volume*correction_factor; 
    total_monomer_number=total_monomer_number*correction_factor; 
    dt=dt*correction_factor; 
     
 125
    %recalculating monomer # in solution 
    monomer_number_in_solution=S*(Simulated_volume*Monomer_solubility*6E23); 
     
    %recording change in Simulated Volume 
    V_time=[V_time; Simulated_volume]; 
     
    %changing time step in the middle of the run 
    %if (j==100) dt=dt*10; end%changing time resolution during simulation 
 end 
  
 %saving time dependant quantities 
  
 save('C:\Users\Viktor Chikan\Desktop\data\Dist_time.txt','Dist_time','-ASCII','-double','-tabs'); 
 save('C:\Users\Viktor 
Chikan\Desktop\data\Monomergrowth_rate_time.txt','Monomergrowth_rate_time','-ASCII','-
double','-tabs'); 
 save('C:\Users\Viktor Chikan\Desktop\data\Agg_rate_time.txt','Agg_rate_time','-ASCII','-
double','-tabs'); 
 save('C:\Users\Viktor Chikan\Desktop\data\S_time.txt','S_time','-ASCII','-double','-tabs'); 
 save('C:\Users\Viktor Chikan\Desktop\data\Average_size_time.txt','Average_size_time','-
ASCII','-double','-tabs'); 
 save('C:\Users\Viktor Chikan\Desktop\data\Size_dist_time.txt','Size_dist_time','-ASCII','-
double','-tabs'); 
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 save('C:\Users\Viktor Chikan\Desktop\data\V_time.txt','V_time','-ASCII','-double','-tabs'); 
 save('C:\Users\Viktor Chikan\Desktop\data\time.txt','time','-ASCII','-double','-tabs'); 
 save('C:\Users\Viktor Chikan\Desktop\data\n_time.txt','n_time','-ASCII','-double','-tabs'); 
 x_r=x_r'; 
 x_lambda=x_lambda'; 
 save('C:\Users\Viktor Chikan\Desktop\data\x_r.txt','x_r','-ASCII','-double','-tabs'); 
 save('C:\Users\Viktor Chikan\Desktop\data\x_lambda.txt','x_lambda','-ASCII','-double','-tabs'); 
 save('C:\Users\Viktor Chikan\Desktop\data\info.txt','string_info'); 
  
 k=0; 
 h=0; 
 
Average Dipole Function 
function  
y = Wa(c1,c2) 
T=512; 
nu=1*100*3.33E-30; 
e0=8.854E-12; 
k=1.380E-23; 
ai=c1*1E-9; 
aj=c2*1E-9; 
F=@(r) (ai+aj)*exp(-2*nu^4./(r.^6*(k*T)^2*48*pi^2*e0^2))./r.^2; 
y =quad(F,ai+aj,1E-2,1E-10);  
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end 
 
Oriented Attachment Function 
function y = Wo(c1,c2) 
T=512; 
nu=1*100*3.33E-30; 
e0=8.854E-12; 
k=1.380E-23; 
ai=c1*1E-9; 
aj=c2*1e-9; 
F=@(r) (ai+aj)*exp(-nu^2./((2*pi*e0.*r).*(r+2*ai).*(r+2*aj)*k*T))./r.^2; 
y =quad(F,ai+aj,1E-1,1E-10);  
end 
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Appendix B - Simulation Code of Quantized Ostwald Ripening 
Following is the code used to simulate the NP growth written on matlab from chapter 4. 
function [ output_args ] = magic( input_args ) 
% constants 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
T=573; %Temperature K; 
kb=1.3806503E10-23;% Boltzmann constant m2Kgs-2K-1  
R=8.314472; % gas constant in J/K mol 
se=0.1;%specific surface energy J/m2 
V_monomer=3.29E-5;%volume of the monomer in m3 
Monomer_solubility=0.01;% solubility of the monomer in mol/m3 
Simulated_volume=3E-18;%m3 
S=1;% intial supersaturation 
S=1+2*se*V_monomer/R/T/1E-9; 
K=0.001;%K=0.001 is diffusion control K=1000 is reaction control 
alpha=0.5; 
dt=0.0002;%time step 
monomer_number=S*Simulated_volume*Monomer_solubility*6.022E23;% calculating free 
monomers in solution 
F1=R*T/(2*se*V_monomer); %converting dimensionless radius to radius  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
%Defining initaldistributions 
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
average_size1=1;%size 1 
nofsize1=40000; 
sizedist1=0.1; 
average_size2=3.5;%size2 
nofsize2=2000; 
sizedist2=0.35; 
threshold=(average_size1+average_size2)/2;% for calculating statistical data where to spearate 
the sizes 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
%Generation inital distributions 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
r1 = normrnd(0,sizedist1,nofsize1,1)+average_size1; 
r2 = normrnd(0,sizedist2,nofsize2,1)+average_size2; 
r=[r1; r2];%combining r1 and r2 
x=0:0.05:8;%bin vector for histogram 
[n x]=hist(r,x);%histogram of inital distribution 
r=r/1E9;  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
%calculation of the nanoparticle volumes 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
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V=6.022E23*(4/3)*r.^3*pi()/V_monomer;% V is the volume of the nanoparticles in terms of 
monomer number 
sum(V)*V_monomer/6.022E23 
r=r*F1;%converting radius to dimensionless radius (r*) 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
  
%Calculating S for repeated injection 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
r1=r1/1E9; 
V1=6.022E23*(4/3)*r1.^3*pi()/V_monomer; 
monomer_number_in_magic_size=sum(V1); 
magic_S=monomer_number_in_magic_size/(Simulated_volume*Monomer_solubility*6E23);%
Corresponding to magic size 
repeated_injection_S=magic_S+S 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
%Initializing time depedant arrays to save data 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
Vnew=[]; 
t=0; 
t_time=t; 
S_time=S; 
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N_time=nofsize1+nofsize2; 
r1std_time=(sizedist1/average_size1)*100; 
r1mean_time=[average_size1]; 
r2std_time=(sizedist2/average_size2)*100; 
r2mean_time=[average_size2]; 
hist_time=[n]; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
%Simulation starts here 
 for j=1:20000 
      
    %changing step size 
    %%%%%%%%%%%%%%%%%%%%%%%%%% 
     if j==10000 dt=10*dt; end; 
    %%%%%%%%%%%%%%%%%%%%%%%%%% 
     
    %calculating dr/dt  
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
    for i=1:length(r) 
         rate(i)=(S-exp(1/r(i)))/(r(i)+K*exp(alpha/r(i))); 
    end 
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
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    % calculating  dr 
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
    dr=rate*dt; 
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
     
    %calculating new size after growth 
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
    for i=1:size(r) 
        if (r(i)+dr(i))>0 
        r(i)=r(i)+dr(i); 
        else 
        r(i)=0; 
        end 
    end 
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
     
    %removing zeros from r 
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
    r = r(r ~= 0); 
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
     
    %calculating regular r from r* 
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
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    rregular=(r/F1); 
    rregular = rregular(rregular ~= 0); 
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
     
    % calculating new V (# of monomers/particle) 
    
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%% 
        Vnew=6.022E23*((4/3)*pi()*rregular.^3/V_monomer); 
    
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%% 
     
    % change in monomer # 
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
    change=sum(V)-sum(Vnew); 
    V=Vnew; 
    monomer_number=monomer_number+change; 
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
     
    % Calculating new S 
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%% 
    S=monomer_number/(Simulated_volume*Monomer_solubility*6E23); 
    S_time=[S_time S]; 
    
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%% 
         
    %calculating statistical data 
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
    rregular= rregular*1E9; 
    rregular1=rregular(rregular <= threshold); 
    rregular2=rregular(rregular > threshold); 
    r1mean=mean(rregular1); 
    r1std=100*std(rregular1)/r1mean; 
    r2mean=mean(rregular2); 
    r2std=100*std(rregular2)/r2mean; 
    r1mean_time=[r1mean_time r1mean]; 
    r1std_time=[r1std_time r1std]; 
    r2mean_time=[r2mean_time r2mean]; 
    r2std_time=[r2std_time r2std]; 
    N=length(r); 
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    N_time=[N_time N]; 
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
     
    %graph dist (plot1) 
    %%%%%%%%%%%%%%%%%%%%%%%%%% 
    subplot(2,2,1); 
    hist(rregular,x); 
    title('Size histogram'); 
    xlim([0 6]); 
    xlabel('r size in nm'); 
    [n x]=hist(rregular,x); 
    y1=max(n); 
    y2=round(4*max(n)/5); 
    y3=round(3*max(n)/5); 
    y4=round(2*max(n)/5); 
    y5=round(max(n)/5); 
    str1 = num2str(r2mean); 
    str1=['r2= ' str1 ' nm']; 
    text(4,y1,str1); 
    str2 = num2str(r2std); 
    str2=['std2= ' str2 ' %']; 
    text(4,y2,str2); 
    t=t+dt; 
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    t_time=[t_time t]; 
    str3 = num2str(t); 
    str3=['\tau= ' str3]; 
    text(4,y3,str3); 
    str4= num2str(S); 
    str4=['S= ' str4]; 
    text(4,y4,str4); 
    str5= num2str(N); 
    str5=['N= ' str5]; 
    text(4,y5,str5);   
    hist_time=[hist_time; n]; 
    %%%%%%%%%%%%%%%%%%%%%%%%%%%% 
     
    %subplot std vs. ave r (plot2) 
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
    subplot(2,2,2); 
    plot(r2mean_time,r2std_time); 
    xlabel('mean radius of 2'); 
    ylabel('std. dev. of 2'); 
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
     
    %subplot S and N (plot3) 
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%% 
    subplot(2,2,3); 
    [haxes,hline1,hline2] = plotyy(t_time,N_time,t_time,S_time); 
    xlabel('time'); 
    axes(haxes(1)) 
    ylabel('N'); 
    axes(haxes(2)) 
    ylabel('S'); 
    
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%% 
     
    %subplot std dev (plot4) 
    %%%%%%%%%%%%%%%%%%%%%%%%% 
    subplot(2,2,4); 
    plot(t_time,r2std_time); 
    xlabel('time'); 
    ylabel('Std. Dev. of 2');  
    %%%%%%%%%%%%%%%%%%%%%%%%% 
     
    drawnow(); 
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 end 
    %saving data 
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
    S_time=S_time'; 
    save S_time.txt S_time -ascii 
    N_time=N_time'; 
    save N_time.txt N_time -ascii   
    hist_time=[x; hist_time]; 
    hist_time=hist_time'; 
    save hist_time.txt hist_time -ascii 
    t_time=t_time'; 
    save t_time.txt t_time -ascii 
    r1mean_time=r1mean_time'; 
    save r1mean_time.txt r1mean_time -ascii 
    r1std_time=r1std_time'; 
    save r1std_time.txt r1std_time -ascii 
    r2mean_time=r2mean_time'; 
    save r2mean_time.txt r2mean_time -ascii 
    r2std_time=r2std_time'; 
    save r2std_time.txt r2std_time -ascii 
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
end 
 
 
