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h generalized version of the central limit theorem is presented 
which shows that the responses of certain families of filters to suitable 
wide sense stationary processes approach normality in the limit of 
vanishing bandwidth. 
In engineering studies of linear systems which are excited by random 
processes, it is often tempting to conjecture that the transmission of 
random processes having wide spectral bandwidth by filters or systems 
having a narrow transmission bandwidth ought to produce an approx- 
imately gaussian process. This conjecture is plausible in view of (i) the 
notion that a narrow band filter produces a weighted time average of 
input values having a long effective period of averaging, and (ii) what 
appears to be the essence of the central limit theorems. The results of this 
paper are motivated by the aim of justifying this sort of conjecture in 
rather general cases. 
For the sake of simplicity, the case of discrete parameter random 
processes only will be considered. (The extension to continuous parameter 
processes can be made by a limiting argument based on the discrete 
parameter process result.) The approach used here will be the application 
of the arguments of Rosenblatt’s proof, of his central limit theorem [l), 
to the response of filters of vanishing bandwidth. Let us turn first to 
the notion of the filtering operation. 
Let {x1, t = . . , - 1, 0, 1,. , .} be a real valued random process. The 
aim will be application to wide sense stationary processes so let us suppose 
this is the case from the beginning. That is to say, let us suppose the first 
and second order moments of (xt} are invariant under integer translations 
of the t-parameter range. In general, a filtering operation will be taken 
here to denote any formal linear transformation, of convolution type, 
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of the random variables {xf} to the random process {yl, t = . . . , 
-1, 0, 1,. . .} as, e.g., 
(1) 
The “filter weights,” /zi, are supposed real valued. (In performing physical 
operations on evolving time series, causality implies that Jzt = 0 if t < 0; 
but there is no additional difficulty in not imposing this condition, and so 
it will not be imposed.) In order to assure ourselves that the filtering of 
processes having finite variances result in processes also having finite 
variances, let us assume that the filter weights are always such that 
co 
z: ht2< co. (2) 
--co 
This also assures that the infinite sum in Eq. (1) converges in probability. 
The Fourier transform of the filter weights, viz. 
(3) 
is called the filter’s transfer ficnction, and its magnitude the filter’s gain. 
If the relative gain is negligible, that is, if 
(4) 
is negligible, for all o in [0, n] except for a subinterval, e.g., (w - co,,1 < ,812, 
then the filter is a bandpass filter, its balzdwidth being (nominally) /? and 
its bandcenter being we. 
For at least two reasons, the interesting cases are those where the x, 
are mutually dependent variables. First, this is the more general case, 
and it occurs often enough to demand attention. Secondly, this is the 
case which one encounters if the extension to the continuous parameter 
processes is approached by limiting operations on (approximating) 
discrete parameter processes. But to better illustrate the relationship 
between the narrowing of filter bandwidths and the averages of the 
central limit theorems, the classical Liapounoff theorem will be generalized. 
The following hypotheses will be used: 
PO: {Xi, t = . . .) -l,O, 1,. . .} is a wide sense stationary process. 
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P,: Ex, G 0 Eq2 = cr2, and the (xt} are mutually independent, 
and there is some 6 z=- 0 such that 
P,: El4 =+’ < A < co. 
Now, let us introduce a one parameter family of filters of successively 
narrower bandwidths, which we normalize in the limit of vanishing 
bandwidth. In particular, let the weights ht depend on the parameter /? 
(bandwidth), 0 < p < Z, and such that 
W,: 22, hi2 < 00 
and 
IV,: limp+,, CT m ht2 = 1. 
Further, let us suppose also that, as P-P 0, 
I+‘,: sup-m<t<m I$(P)(-0. 
We may now state the following: 
THEOREM I. If xt satisfies P,, P,, P,, W,, W,, W,, then, as 
,C- 0, the random process 
yt = 2 h-.(P)% 
-co 
converges in distribution to a gaussian process. The limit process is degen- 
erate in the sense that for any t, E(y, - ycJ2 = 0. The limit distribution 
of y0 has zero mean and variance = 02. 
Consider y0 as p-+ 0. For each j? and e > 0 there is an integer T(j?, E) 
such that 
Write 
(5) 
y. = zh-.x, + zh-.xr= YO’ + Yo”. 
Jfl G T ItI ’ T 
(6) 
By applying the Schwartz inequality, we have 
E(Y,“)~< E. (7) 
On the other hand, y,,’ is a finite summation of increasingly many in- 
dependent variables as p- 0. And these variables satisfy the conditions 
for the Liapounoff Central Limit Theorem. Specifically, 
T  1 
zE(h-tdZ= a2 zh,2+a2- 7, as p-0 (8) 
-T -1 
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where 17’) < E and we can assume e < $, and 
Now, for sufficiently small /3, 
2 lh12f6< sup lh16 
-T 
--m<t<m 
(10) 
and by W,, the right hand side of the above inequality vanishes as p- 0. 
Hence, as /?- 0, 
i 
1 
W) C-w-t %J2 
I 
1+ W2) 
-0 (11) 
-T 
which is the assertion made about y,,‘. Since y,,’ differs from y0 by a 
variable (y,,“) whose variance can be supposed arbitrarily small, and yO’ 
converges in distribution to a gaussian variable, then so must yO. Evidently 
the limit mean and variance are 0 and 02. 
The more general Theorem III below is weaker than Theorem I in 
two directions. First, a condition on the fourth order moments of the 
process is used, and secondly, the condition W,’ below will be used instead 
of the very much weaker W,. The hypothesis W,’ is as follows. Given 
E > 0 and p > 0, let T,(,8, E) be the smallest integer such that 
(12) 
Then W,’ requires 
W2’: (i) SUP-~<~< m lhtz,j2 = O(T,-l) as p-0, 
(ii) given 6 > 0, there is a ,L3,, and finite A such that 
p-1/2 IJi(co, p)I < A if II4 - %I ‘S 
and also 
P+1’2 IhA P)I < A for all Iw~<~ and fi>O. 
The stronger hypothesis W,’ may appear somewhat artificial, and to 
an extent it is ; it is motivated by the properties of a broad class of 
families of filters with narrowing bandwidths described below in 
Theorem II and its Corollary. Briefly, the first part of W,’ assures us 
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that the weights do not have a significant contribution due to the tail 
of the sequence, while the second part requires that the filters’ gains 
vanish outside the pass band in a certain way. Together, lV,’ requires 
that T,-l = O(p) so that, if we force ,L+ 0, this will force T, --, 00. 
The condition W,’ is clearly satisfied by the classical weights, 
l< t < (iPlY 
otherwise. (1% 
THEOREM II. Su$fiose f(t) is real valued and f(t) E L, (- 00, a) and 
m 
I 
fyt) at = 1. 
Su@ose also that 
f(w) = f(t) e- iwt dt 
is such that If(o)] is bounded, integrabEe on (- w, m), and 
f(o) = O(~O+-~) as JIU/-+ ~0. 
Further, suppose B(P) is such *that /I@ B(P) + 1 as B---f 0. Then 
hw P) = B(P)h/P)~ IwI <n 
is a family of transfer functions, with balzd centers at cu,, = 0 and band- 
widths proportional to ,!?, which satisfy W,,, W,, and W,‘. 
The proof is straightforward and therefore will only be sketched. Let 
K be a fixed positive number, and let T, = [K/p! = largest integer in 
K//I. Then, because f E L, n L,, and fill2 B- I, 
(f* denotes the complex conjugate of f.) But the latter integral is equal to 
l- f 2(t) dt. 
14 2 Ii 
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Thus, K can be chosen such that, given E > 0, 
T, 
0 >:rne 2 IQ(p) - 1 = - fyt) at > - $. (15) -a 
- Tz pl>K 
Hence, using this value of K, there is a /?a, such that for /? < /?a, 
(16) 
Hence, T,(,8, E) < T,, and so 
P < Kl W/B1 = KT,-l< K (T,(P, 41-l . 
But 
(17) 
= O(/?llz) = 0(7-,-l/2). 
Since f(o) = O(/O/-~) as /WI+ bo, clearly fi-1!2 JR(o, p)I = O(1) as 
,8- 0 provided 101 > 0. Also, since IfI is bounded; for any w, /Ill2 I@w, /?)I 
is bounded as p- 0. Thus (ii) of W,’ holds. 
The same arguments can be applied to the family of filters with transfer 
functions given by 
4d) = ww4 {I[(~ - %)/PI + f[b + %Wl~ 
which leads to: 
(19) 
COROLLARY. If h(o,/l) is reflreselztable as ilz Eq. (19) above, with / as 
described in Theorem II, then the weights gerzerated by h(w, ,f?) satisfy 
W,, W,, and W,‘. In this case the band center is shifted to the valtie wO 
of Ey. (19). 
A CENTRAL LIMIT THEOREM 611 
The condition on the fourth order moments which we shall use is the 
following. Let 
,utt,t,t, = Ext, Xt, Xt, xt,. (20) 
Then it will be required that there exist a finite f,~ such that for any 
integers S < T, 
This restriction requires that the process has some sort of effectively 
noncontributing fourth order correlation. If the process has finite fourth 
order moments and is actually uncorrelated of fourth order, in particular, 
if, for t, < t, < t, < t, we have ptf,t,t, = 0, then P,’ is clearly satisfied. 
But P,’ does not require lack of fourth order correlation except in a sort 
of average way. 
The hypothesis P, above will have to be replaced by a suitably 
weakened version. 
We will use the following. 
PI’ (i) Ex, = 0. 
(ii) yt = E(x t +* xr) is generated by a bounded power spectrum. 
That is, there is a (nonnegative) function j?(o) such that 
and 
supj+)=C< 02 
14 <x 
The hypothesis of temporally vanishing dependence (Rosenblatt’s 
“strong mixing condition”) which we shall use can be stated as follows: 
Let A and B be two measurable sets on the sample space of the random 
process such that A is determined by the variables (zt} which have 
indicies belonging to a set a ; and B by those whose indices belong to b. 
Let d(a, b) = distance between the smallest intervals, a’ and b’, such 
that a g a’ and b g b’. Then, if P is the probability measure of the 
process, the dependence condition is 
D : IP(A n B) - P(A)P(B)I < #(a, b)) for all A and B as above, 
and f, defined for all nonnegative integers, is such that f(n) -f 0 as n ---L 00. 
Before turning to the main theorem, a comment is in order about the 
hypotheses selected to assure validity of the desired conclusion. The 
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hypotheses of Theorem III are evidently not necessary conditions for the 
validity of the conclusions. The aim was to frame those conditions to 
be satisfied by the filter weights to be independent of those to be satisfied 
by the random process. This aim is achieved, except for the required 
continuity of f(o) at CC)~. Although this latter is evidently not necessary 
for the conclusion to hold, it is easy to construct examples which show 
it not to be excessively strong in view of the relative weakness of the 
other hypotheses. 
The approach of the proof is, first, to show that the filter weight 
sequence contributes significantly only over an interval at most of the 
order of ,4-l and then, secondly, that Rosenblatt’s proof of his central 
limit theorem for dependent variables [l] can be adapted to the remaining 
finite weighted sum. Let us now turn to the theorem. 
THEOREM III. Sufipose {xt, t = . . . , - 1, 0, 1,. . .} is a real valued 
random @ocess, stationary in the wide sense with temporally vanish&g 
dependence. That is, {xt} satisfies PO, PII, P2’, alzd D. Suppose the one 
parameter family of filter weights {h,(P)} satisfy W,,, WI, and W,‘. Further, 
suppose the power spectrzlm f(w) of the process is continuous at the band 
center, wO, of the family of filters. Then, as j?- 0, 
converges in distribution to a gaussian variable with zero mean and variance 
equal to f(oO). 
PROOF: For ,8 > 0, the variance of yt is equal to 
Hence, accounting for the hypotheses made, as p- 0, the variance of yt 
approaches ?(~a). If $(~a) = 0, then the distribution of yt approaches 
the singular distribution (which we may consider degenerate gaussian) 
as /?- 0. The interesting case is where the contrary occurs, and we may 
therefore suppose ~(w,,) > 0. 
It is sufficient to consider ye, since, if the hypotheses of the theorem 
are met as they apply to (xz}, they are met equally well as they apply 
to {x~--}. Henceforth, y,, will be considered in order to simplify the 
notation. Let us follow Rosenblatt [I] and begin with Bernstein’s 
decomposition of the index range of the process into successive blocks 
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of alternate lengths p and q (p and q are integers to be determined sub- 
sequently). Let I;, r = 1, 2,. . . be the set of p consecutive integers 
beginning with 1 + (Y - 1) (p + q). That is, 
1, = Y 7- (y -~ 1) (P + q), . . , (y - 1) (p + q) + PI, r=l,&... . (22) 
Similarly, for the negative integers, 
I,= \(y-- I)(@--q)-p,...,+l)(Pfq)-11, V-=-1,-2,... . 
(23) 
For the intermediate blocks of length q, let 
Jv = [r(P + 41,. i 
il+(~--)(P+q)+P,...,~(P+4)1, Y= l,,,... 
..,(~--l)(P+d+P-ll> v==-l,-&... 
(24) 
Now let 
u, = LY h-z xc, 0, = 25 h-, 3i,. P5) 
rer, TEJ” 
For simplicity in notation let us define I, and Jo to be the empty set 
of integers so that, e.g., zd,, = v0 = 0. 
Now, given &r > 0; for p > 0, let T,(j?, E) be as in 18,‘. Let 
k = L(TluL4MP + 41 + 1 P3) 
where the square brackets denote the largest integer less than the number 
enclosed therein. Then write 
y, = yo’ + Yo” + Yo”’ (27) 
where 
-k 
y;' = i v,, 
-k 
(29) 
Yo 
I , ,  = h,x,+ 2 h--TxT. (30) 
ItI >w 4-d 
The last sum of terms, yo”‘, has a variance dominated by 
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where C is defined in hypothesis P,‘. Hence, since for a sufficiently small 
p, he’< s/2c; if we set &r = E/~C the variance of y,,“’ will satisfy 
E(y,“‘)2< $ + $ = E. (32) 
The variance of y,” satisfies 
- k J, J, 
k 
(33) 
--k Jr 
< 2Ckq sup ht2 = O(kqTl-l). 
t 
Since T, 3 (k - 1) (p + q); if k > 1, 
E(Y~“)~ = W(P + 4)). (34) 
Hence, if k > 1, and + and q are chosen to depend on T, in such a way 
that q/p --, 0 as T,+ 00, and hence as p- 0, then the variance of ye” 
will vanish as ,fI- 0. This can certainly be done, but we shall have to 
return to this point later. 
Turning now to y,,‘, let us follow Rosenblatt’s arguments as closely as 
possible. For the case at hand, Rosenblatt’s Lemma 1 should be replaced 
by the following. For sufficiently small /? > 0, given any e2 > 0, 
P, (max IuYl > 0) < e2 if e = (2c/&2)“2. (35) 
Irl<k 
This follows from the Tchebycheff inequality and the inequality, 
(36) 
where (~1 < E as /3-O. 
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Now let 
yo* = i u,* (371 
--k 
where ur* is a random variable having the same distribution as u,, but 
where the u,* are mutually independent. Rosenblatt’s arguments sholv 
(his Lemma 2 and his Inequalities 4 and 5) that, if we choose q, k- ~3 
as T,& co, but restricted so that, for example, for some c, 0 < e < 1 
k < (- log i(s))” m 
where / is the function of hypothesis D, then 
lim lP,(y,’ < Y) - P,(yO* < Y)I < 2~. 
U-+0 
(39) 
But es is only restricted to be positive, so that if q and k are so chosen, 
then we may conclude that 
lim lP,(y,’ < Y) - P&a* d Y)I = 0. (401 
/c-+0 
Let us now turn to the variance of >. 1 * and assure ourselves that it 
approaches a limit as /I-+ 0. 
E(yo*)” = 2‘E(u”*)’ 
-k 
Denote by I%,(o, j?) as follows: 
h,(o, p) = 2’ h@) e- tc”f. 
tEI” 
Then 
.z 
E(yo*)2 = & s F(LC), P,$+o, &  --IT 
(41) 
(42) 
(43) 
616 
where 
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k 
-k 
By virtue of W,‘, it can be concluded that if q, k, and p/q+ CO as 
/3- 0, then given e* > 0 (but, for example, a* ( z - w,,), we will have 
F(o, j?) + 0 uniformly on the complement, relative to [- z, z], of the 
intervals jw - oe/< .s* and 10 + wO( < E*. This follows from the 
hypothesis W,’ applied to the representation 
where 
sin [k(p + 4) (A - /d/21 h’(L, /J) = 2 COS [(k(P + 4) + ’ - q) (4’ - +P)] sin [(p + 9) (A _ Pu)/~I 
x sin CPb - pu)Plsin Mm - 4Pl 
sin [(w - p)/2] sin [(o - A)/21 
t45j 
But, 
(46) 
where (~1 < E as p- 0. Hence, as /I- 0, E(Y,*)~ - y(wO) = ~/,,f(o,) 
where Jqoj < E. 
Let us turn now to the fourth order moments. Using the Schwartz 
inequality, and the hypothesis P,‘; for sufficiently small ,f?, we have 
k k k 
-k -k -k .$“I,. 
k 
(47) 
-k ’ liEI, 
< /d/2 p sup kt2 = O(k-l). 
t 
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Hence, as p- 0, and T,, etc., -+ 0;5, 
And so, in this case the classical Liapounoff Central Limit Theorem is 
applicable, and we may therefore conclude that y,,*/ [E(y,*)2]‘!’ converges 
in distribution to a gaussian variable with unit variance. Rut then so 
also, under the hypotheses indicated, must yo’/[E(y,*)2]1’“, and further 
so must yo/[E(y,*)2]1/2, since ye differs from ye’ by a random variable, 
Yo” + Y,“‘, whose variance is less than, say, 2~ for sufficiently small /3. 
It has already been indicated that for sufficiently small ,8 
lE(Yo*)2 - Pbo) I < F. (4!)) 
And since F is arbitrary, it may be concluded that under the hypotheses 
indicated, y0 converges in distribution to a gaussian variable (with zero 
mean and variance equal to ?(~a)). F inally, in resume, beside the hypoth- 
eses stated in the statement of the theorem, the additional hypotheses 
were used that one could choose, p, q, and k, such that, as fl- 0 (and 
consequently as T,(/?, EJ + w), q, p/q and k- CC such that 
k = F'-,/(P + 4); + 1, (26) 
k < (- 1s f(d)“, o<e< 1. (38) 
Clearly these conditions are not incompatible and so p, q and k can be so 
chosen, and we may conclude the theorem valid. 
In some applications, it may be relatively tedious to test several 
effectively equivalent families of filters to see that W,,, W,, and W,’ 
are satisfied. In these cases the theorem below, although trivial in content, 
can be very useful. 
DEFINITION. Two families of filters with weights {h,(i)(@) and (/z~(~)(/?)} 
arc equivalent if 
m 
lim 2 (@)(fi) - JsJ~)(/~))~ = (1 
8-4 --m 
or what amounts to the same thing, if 
lim 1 /Kt1)(f3, B) - K@)(w, /?)I2 dco = 0. 
B--+0 --n 
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THEOREM IV. If the random Process xt and the family of filter weights 
{h,(‘)(p)} satisfy the hypotheses of Theorem III, and if {ht@)(,8)} is equivalent 
to {h,(‘)(p)}, then, as p- 0, the response of the members of the second family, 
viz., 
also converges in distribution to a gaussian variable. 
The proof follows obviously from the fact that, if we write 
then yt(l)(P) - yl@)(/?) converges to zero in probability as ,L-+ 0. 
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