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NOMENCLATURE
Height aspect ratio, HI[
Depth (longitudinal) aspect ratio, LI[
_Specific_heat,kJ/-kg~K---
Courant number,
Gravitational acceleration, m/s2
f3 11[4
Grashof number, ~~k
Channel or enGlosure length, m
Thermal conductivity of the fluid, WIm-K
Number of macro-elements
Channel or enclosure width, m
Channel or enclosure depth, m
Order of interpolants
Local Nusselt number
Average Nusselt number
pressure, N1m2
[2Non-dimensional pressure, --p
Poci
Prandtl number, ~
Dissipated heat flux, W1m2
Cold wall heat flux, W1m2
Hot wall heat flux, W1m2
f3 11[4Rayleigh number, gqk
liD:
Dimensionless time
X2
t'
u,v,w
u,v,w
V max
X,Y,Z
X,Y,Z
Time, s
Temperature of the cold vertical right wall, DC
Temperature of the hot vertical left wall, DC
Channel inlet temperature, DC
Reference temperature, DC
----- - -- ---------_._- ---- ------ ----
Dimensional velocity components, mls
Non-dimensional velocity components
Velocity vector, mls
Non-dimensional maximum speed
Cartesi;tn coordinates, m
Non-dimensional Cartesian coordinates
Greek letters
a Thermal diffusivity, m2Is
f3 Thermal expansion coefficient, 11°C
~t Time integration step, s
~T Temperature difference between hot and cold wall, T H - T c
~X, ~y, ~z Minimum distances between spatial collocation points, m
e Non-dimensional temperature, ;Z(T - To)
eo Non-dimensional channel inlet temperature, q~ZTo
J.L Dy'namic viscosity, kg/m-s
v Kinematic viscosity, m2Is
P Density, kg/m3
Po Reference density, kg/m3
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ABSTRACT
Miniaturization of electronic components and systems results III large
increases in heat dissipation per unit area. Consequently, heat transfer
.considerations aildthermal desiglln.il:ve-hecome-moreiriipoftan{thanever, audit
is most likely that successful development of new high-speed, high-density
circuits will strongly depend 'on maintaining desired operating temperatures by
an effective and reliable cooling method.
In the present study, three-dimensional natural convection cooling in
enclosures and vertical channels with spatially periodic flush-mounted and
protruding heat sources has been numerically investigated. The flow and heat
transfer characteristics have been obtained for a Boussinesq fluid of Prandtl
number, Pr = 0.71, selected values of the dimensionless inlet temperature, and a
range of Grashof number. Periodic boundary conditions were imposed on both
velocity and temperat,ure fields to eliminate end-wall effects in y- and z-
directions. The governing equations with the appropriate boundary conditions
-
were solved by a spectral element method. Integration in time was based on
conventional finite difference techniques. All numerical solutions presented in
this thesis are obtained using a time-accurate integration scheme. For given
aspect ratios, and for sufficiently small Grashof numbers, the solution evolves to
a umque, time-independent state that exhibits the maximum symmetry
consistent with the boundary conditions. For time-dependent solutions
(Gr ~ Gre) the symmetry of the flow and temperature fields breaks down.
-1-
It was established that convection reduces the maXImum operating
temperature for all configurations. Velocity distributions and dimensionless
maximum velocities have been obtained for the Grashof numbers studied. Local
Nusselt number distributions show convection dominated heat transfer as
Grashof number increases.
In practical applications, one is interested in the relationship between the
applied heat flux and the corresponding temperature rise in the channel. This
relationship is obtained for air-filled vertical channels having different channel
widths, 1, and for constant-flux, flush-mounted and protruding heat sources.
Further analysis IS required including the determination of resonant
configurations that can either maximize the heat transfer rate or at least avoid
adverse conditions leading to local hot spots. Information from these studies
should be of use in planning complex configurations that arise in actual
electronic devices.
-2-
CHAPTER ONE
INTRODUCTION
Heat removal from electronic components and systems plays a very
important role in maintaining reliable operation. Large reductions in the size of
electronic devices give rise to a sharp increase in heat dissipation at the chip,
module, and system levels. Such increases have made the role of heat transfer
and thermal design more important than ever, and it is most likely that
development of the future high-speed, large-scale integrated circuits will strongly
depend on maintaining effective cooling.
The principal objective of thermal control of electronic components is to
maintain relatively constant component temperature equal to or below the
manufacturer's maximum specified operating temperature, typically between 85
and 100 0 C. Reliability of these components is strongly dependent on the
operation temperature. For instance, investigations show that a single
component operating 10 0 C higher than its maximum allowable temperature can
reduce the reliability of some systems by as much as 50% [1]. Therefore, it is
crucial that every single electronic component in the system operates below a
specified maximum temperature. The failure of micro-electronic chips increases
exponentially as the operation temperature increases. Figure 1.1 shows the
thermal acceleration factor, defined as the ratio of the failure rate at temperature
T and at 70 0 C , versus the mean chip operating temperature. The figure
clearly demonstrates the relationship between the reliability and operating
-3-
temperature of micro-electronic chips showing how important heat removal is.
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Figure 1.1 Effect of temperature on the failure of bipolar devices [1].
Thermal management systems remove the heat from individual devices
and systems by traditional means of free and forced gaseous and liquid
convection, mixed convection, or convection combined with conduction and/or
radiation.
It is important in the packaging of microelectronic chips to predict the
heat transfer characteristics for all anticipated modes of heat transfer.
Depending on the heat dissipation input to a system, maximum temperature rise
is controlled by a suitable thermal syst~m. Figure 1.2 shows the relationship
between surface heat flux and corresponding maximum temperature rise for
-4-
various media and heat transfer modes.
As it can be seen ·from figure 1.2 for large heat flux requirements
(q" ~ 1W /cm2), gaseous convection cannot generally provide micro-electronic
systems with the desirable temperature. Therefore, the use of liquid cooling
technologies become important.
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Figure 1.2 Maximum temperature rise as a function of the heat flux for
various heat transfer techniques [1].
When surface heat fluxes are relatively small, natural convection is an
important mode of heat transfer for both air and liquid cooling. Because of its
simplicity and reliability, it has important advantages over other heat transfer
modes. For example, communications switching devices, avionics packages,
electronic test equipment, consumer electronics, and low-end computer packages
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are often air-cooled by natural convection. In air, device heat fluxes are typically
limited to roughly 0.1 W/cm2 for allowable maximum temperatures of 100 °e,
or on the order of 1 W maximum heat dissipation for a conventional cased chip
module.
Use of natural convection cooling by direct immersion in inert liquids has
been-investigated since the 197Wsasa means 'of handling increased surface heat
flux from small packages [1]. Heat fluxes on the order of 1.0 to 10 W /cm2 have
been dissipated from small immersed heat sources with an improvement of at
least an order of magnitude over natural convection in air, and comparable to
and in some cases superior to forced convection in air.
One of the most common configurations in electronic equipment cooling
involves natural convection in vertical ( or inclined ) parallel plate channels that
are open to the ambient at opposite ends. Heat dissipating components are
mounted to the plates and heat transfer from the array is influenced by free
convection to the coolant, as well as by conduction in the plates and (in the case
of a gaseous coolant) by radiation exchange between the plates and their
surroundings. Figure 1.3 shows an array of printed circuit boards (PCBs). Even
though specific packaging and operating conditions affect the way that heat is
dissipated along the wall, many applications are suitably approximated by
smooth plates with isothermal or isoflux surfaces [2]. This approximate model is
shown in figure 1.3. The boundary conditions may be symmetric (T1 = T 2 j
q'\ =q"2) or asymmetric (T1 f:. T2 j q\ f:. q"2)'
For vertical channels (e = 0), buoyancy acts exclusively to induce motio'n
in the streamwise (x) direction and, beginning at x = 0, boundary layers develop
-
-6-
on each surface. For short channels or more precisely for small aspect ratio,
LjS in figure 1.3, independent boundary-layer development occurs at each
surface and conditions correspond to those for an isolated plate in an infinite
quiescent medium. On the other hand, for large aspect ratios boundary layers
developing on opposing surfaces eventually merge to yield a fully developed
region downstream flow. IT the channel is~ incline~, buoyallc~}orce acts both
parallel and normal to the plate and may likely give rise to three-dimensional
longitudinal vortices and secondary flow.
(a)
/ !
, . !
Coolanf To
Printed
Circuit
Boards
(b)
T.'I
Figure 1.3. An array of PCBs and smooth plate approximation [2].
Although fluid motion is usually three-dimensional in nature, because of the
limitations imposed by available techniques of mathematical analysis and
physical experimentation, only those flows that are believed to be
-7-
'\
approximately two dimensional have been mostly investigated in the past.
However, as computer hardware develops rapidly and numerical methods
advance, computational analysis of three-dimensional flows has become an
active field of research. Moreover, the development of experimental techniques
enables three-dimensional experimental investigations to be carried out. The
laser Doppler velocimeter, for instance, is used for measuring three-dimensional
--_.. - - ----- --- - -- --------- -- ------.- - .. -------
flows.
Investigation of three-dimensional flows is crucial since two-dimensional
models can only appro,ximate three-dimensional flows and their validity or
limits of validity can only be obtained by comparison with trully three-
dimensional investigations. The aspect ratio effect on the flow is extremely
important because when the depth aspect ratio, Az , is large enough, the flow in
the cavity can be treated by a two-dimensional model. Actually, three-
dimensional motion of flow can be considered as a two-dimensional motion with
perfect slip boundary conditions since it is the non-slip end walls that cause the
three-dimensional motion. Theoretically, two-dimensional flow assumption in a
cavity is satisfied if the depth aspect ratio tends to infinity (A z -+(0) and the
flow is stable to perturbations along the z- axis. However, experiments show
that the depth aspect ratio does not need to be infinity but should be large
enough so that three-dimensional effects are confined near the end-walls.
The present study deals with three-dimensional natural convective cooling
of electronic equipment in enclosures and vertical channels with spatially
periodic, flush-mounted and protruding heat sources. These configurations
adequately model arrays of printed circuit boards frequently encountered in
microelectronics packaging applications.
-8-
1.1 Problem Definition
Three basic configurations have been numerically studied in this thesis.
In the first configuration, three-dimensional natural convection in a rectangular
enclosure with differentially heated side walls has been investigated. Next, more
complex configurations, corresponding to actual microelectronic systems, have
__b~en siIIllJ.lat~(l.Jn (3.llsimllla,tiQIJs lamin.ar, 3-J) n.a.tlJ,r1l.1 cQuveetion ofa
Boussinesq fluid is considered as t-+oo. It is important to note that unlike 2-D
flows, which have only one aspect ratio, 3-D flows depend on two aspects ratios,
namely height aspect ratio (A y ) and longitudinal aspect ratio (A z). Sometimes
Az is referred to as depth aspect ratio. When Az is large enough, 3-D flow can be
approximated by 2-D flow. In addition, because flush-mounted heat sources are
discrete in both y and z directions, i.e. on x=O plane (Figure 1.6), direct
comparison between the present results and two-dimensional (2-D) analysis is not
relevant. Comparison in this manner can possibly be made at z=2 (middle
plane for 3-D vertical channel). On the other hand, since actual PCBs can be
best approximated by 3-D simulation, a reasonable comparison between 3-D and
2-D models gives rise to a better understanding of 2-D flows with their validity
and limitations. Specific problem definition of each configuration is given below:
Configuration I
The aim in studying configuration I is to find the flow structures for the
case of three-dimensional thermal convection flow in a rectangular cavity with
two opposite vertical isothermal walls kept at different temperatures. This
configuration has also been used as a test case for comparison of various
numerical techniques. In addition to its scientific interest, this type of
-9-
convective flow appears in many applications such as in double-glazed window,
referred as "the window cavity", in nuclear reactors, energy storage containers,
room ventilation and crystal growth in liquids [3].
The geometry description and imposed boundary conditions (BCs) are
shown in Figure 1.4.
.Configurationll
In this configuration spatially periodic flush-mounted heat sources model
electronic components mounted on vertical Printed Circuit Boards (PCBs).
Configuration I and II in this study are 3-D extensions of the work reported by
Liakopoulos, et al. [4].
Since flush-mounted heat sources are discrete in both y and z directions,
i.e. on x=O plane (Figure 1.6), direct comparison between the present results
and two-dimensional (2-D) analysis is not relevant.
In Configuration II and Configuration III-a (vertical channel with
spatially periodic, protruding heat sources) periodic boundary conditions are
imposed on both velocity and temperature fields, i.e., velocity and temperature
in the computational domain entrance (y = 0 plane) are the same as in the
computational domain exit (y = H plane) as well as at the vertical planes of z = 0
and z = L. The importance of using periodic boundary conditions for velocity and
temperature is that we remove end wall effects in both z and y directions.
Thus, PCBs, which are made up of numerous chip carriers mounted on a
substrate, can be approximated better. Chip carriers are modeled as flush-
mounted heat source with constant heat flux. Configuration II is shown in Figure
1.5. A detailed description of the computational domain and the associated
thermal boundary conditions are given in Figure 1.6.
-10-
Configuration ill
Three-dimensional convective motions generated by periodically spaced,
protruding heat sources with uniform surface heating are examined in this case.
We have considered two different subcases, namely spatially periodic protruding
heat sources (Configuration III-a), Figure 1.7, and protruding stripes in the z-
direction (Configuration III-b) j Figure 1.8.
In this thesis, the computational domains for configurations II and III-a
have a longitudinal aspect ratio of Az =L/l =4 and Ay = H /1 =4, except for
configuration III-b, in which Az =8. It can be seen from Fig. 1.8 that protruding
stripes in 3-D model can be compared with the 2-D ones. For this case,
periodic boundary conditions in z- direction have been replaced by wall and
adiabatic boundary conditions for velocity and temperature, respectively.
However, periodicity in the y- direction has been kept. Taking advantage of the
symmetry plane at z = 4 (middle plane), the longitudinal aspect ratio of the
channel is 8, although for computational domain Az =4. The projection of the
computational domain to plane x = 0 for Configuration III-b is shown in Figure
1.9.
In configuration III-a, the effect of protruding chip carriers is combined
with configuration II, resulting in one of the most realistic simulations of PCBs
found in literature. Some similar experimental work is found in the literature so
this study is aimed to fill out the lack of computational results and perform
comparisons with the experimental data.
-11-
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Figure 1.4. Configuration 1. Thermal boundary conditions.
Surfaces y = 0, y = H, z = 0, and z = L are assumed adiabatic.
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Figure 1.8 Configuration III-b.
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Figure 1.9 Configuration III-b. Projection of the computational domain
to plane x = o.
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1.2 Literature Survey
Natural convection in enclosures and channels is one of the most active
areas in heat transfer research since numerous engineering applications, from
cooling of electronic equipments to passive solar heating, are related with the
subject. Therefore, one can find an abundant amount of literature in the field.
However, the vast majority of publications on natural· convedionin cavities
deals with 2-D geometries, mostly cavities formed by two parallel vertical
surfaces held at different unifOrm temperatures or uniform heat fluxes and with
adiabatic or constant-temperature top and bottom walls. Although these studies
treat an important class of problems with significant practical applications,
complexities present in many real problems are neglected by ignoring the third
dimension [5].
Recently, as highly accurate and stable numerical methods for the
solution of full 3-D Navier-Stokes equations are developed, the time has come to
focus on 3-D analysis. This, of course, enables us to determine the limits of
validity of 2-D solutions, which have been studied extensively in the past
decades.
Literature survey has been divided into two sections: Configuration I, i.e.
a cubical enclosure, and vertical channels, (all other configurations).
1.2.1 Configuration I: Cubical Enclosure
With the aid of advanced computers and development of experimental
techniques, the problem of 3-D natural convection in a box has been studied
both numerically [6], [7], [8],[9] and experimentally [3], [10],[11], [12].
One of the earliest studies has been reported by Mallinson and Davis [6].
-18-
They obtained a numerical solution for the differentially heated vertical box
problem'with adiabatic horizontal and end vertical walls. End walls caused 3-D
motion. They established the factors affecting three-dimensionality. It was
asserted that small longitudinal (depth) aspect ratio (Az ), low Ra number and
low Pr number increase three-dimensionality of the flow field. The two end wall
effects which give rise to 3-D flow (inertial and thermal end effect) were
determined. Moreover, they found that for a fixed Ra number the axial velocity
increased with decreasing Pr number, bringing about a stronger 3-D fluid
motion. Furthermore, they observed that for a fluid of high Pr number, the end
ef£ect is purely thermal and is confined to a thin region adjacent to the end
-,
walls. It was concluded that for high Ra and Pr numbers the 2-D model is
adequate as long as the depth aspect ratio is greater than unity (A z > 1).
Hiller et al. [3] investigated experimentally thermal convection in a cubic
cavity with the same boundary conditions (referred to as configuration I in the
present work). They changed Ra number and Pr number from 104 to 2 X 107
and from 5.8 to 6 x 103, respectively. Flow structures were visualized using
photographic records of the motion of tracer particles illuminated by a sheet of
white light. Liquid crystals were used as tracer particles. This visualization
method enabled them to get simultaneous and detailed quantitative
measurements of the temperature and velocity fields. They observed that
convection in the cavity was strongly 3-D, even in the symmetry plane.
Furthermore, they observed that the axis of the spiral vortex connecting the
front with the back wall is strongly bent, having almost a U shape. However,
comparison of their experimental work with 3-D numerical solutions showed
some serious discrepancies, which they attributed to Boussinesq approximation
-19-
and adiabatic boundary conditions.
Lankhorst et al. [8] performed 3-D numerical calculations of high Ra
number natural convection flows in enclosures. Longitudinal aspect ratio was 1
or 2. Calculations were carried out for Ra numbers between 106 and 1010. They
stated that for high Ra numbers, typically above 5 X 109 , the flow in the
boundary layer became turbulent .so a two-equation k-€ turbulence model with
additional buoyant and viscous terms was implemented. They established that
3-D effects became more important at Ra numbers higher than 106 • Three-
dimensional effects on the Nu number at a Ra number of 1010 were significant.
Comparison of their numerical data with experimental measurements revealed
that in parts of the boundary layer along the hot wall agreement was found to be
good although some discrepancies were found in the upstream of the boundary
layer. Discrepancies were attributed to boundary condition differences between
numerical calculations and experiments.
A recent numerical study was conducted by Fusegi et al. [9] for a cubical
cavity differentially heated from the side. They obtained 3-D steady-state
natural convection flow solutions for Ra numbers ranging from 103 to 106 for air
by using a high-resolution finite difference method. Three-dimensional flow and
heat transfer characteristics were described in detail. The transverse z- velocity
component was found to be an order of magnitude smaller than the dominant
velocities. It was noticed that 3-D variations in the flow fields were dominant
near the end walls and as Ra number increased axial variations tended to be
confined into narrower areas near the end walls. It was reported that secondary
vortices form provided that Ra number is high enough. The predicted overall
Nusselt number (Nu ) values showed considerable deviations from the
-20-
corresponding 2-D solutions, the maximum deviation being near Ra = 104• Their
analysis was found to be fairly consistent with the available experimental
measurements.
Although most of the literature deals with the problem of natural
convection in a box with differentially heated and adiabatic walls, there is some
--researeheon{;erningother-thermal-boundarY--Gonditions- ['7] ,[-10].- --For-example,
3-D natural convection from vertical heated plates with adjoining cool surfaces
was investigated by Webb and Bergman [10] both experimentally and
theoretically. Uniform heat flux on two vertical surfaces was imposed contrary
to differentially heated isothermal vertical walls. They used experimental results
to validate their numerical solutions. Their numerical study showed a strong 3-
D flow, with the highest local heat transfer coefficient occurring at the edges of
the isoflux wall, and nearly constant local Nusselt number (depending on local
heated w_all temperature) over the central portion of the heated walls. They also
reported correlations of average heat transfer rate.l> for engineering applications.
There is a great number of 2-D studies on natural convection heat transfer
m a rectangular cavity with various thermal boundary conditions [13-24]. In
addition, the effect of wall heat conduction on natural convection heat transfer in
a rectangular enclosure [25],[26] and variable property effects [27] have been
studied to resolve the discrepancies between experimental and numerical results.
1.2.2 Configurations IT ~ ill-a and ill-b: Vertical Channels
Liakopoulos et al. [28] investigated numerically 2-D thermally-driven
convective flows in tall vertical cavities for a number of different boundary
conditions. In one of the cases, they imposed a spatially periodic heat flux on
-21-
one smooth vertical adiabatic surface, while the other vertical surface was kept
at constant temperature. It was assumed that the vertical channel contained
numerous chips so that periodic boundary conditions in both velocity and
temperature were applied. They kept Pr = 0.71 and Grashof number, Gr, was in
the range 1 :::; Gr :::; 28000. They also solved the problem analytically for
Ra:::; 1, which corresponds to a small perturbation of ~the_~()nduction~o!tl~i_()!1. __!t__
was found that the analytical solution was in excellent agreement with the
numerical calculations for Ra:::; 50. Time-independent, steady-state solutions
were obtained up to Gr=28000. The critical Gr number for the onset of time-
dependent steady-state flow was found to be approximately 2.8 X 104. Defining a
cell-boundary Nusselt number, Nu, they tabulated Nu versus Gr. It was
concluded that spatial periodicity generated a buoyant flux which lead to
enhanced heat transfer between neighboring cells.
Keyhani et ~l. [29] performed experimental work on natural convection in
a ethylene glycol-filled (Pr = 150) vertical cavity with discrete heat sources. A
cavity of aspect ratio Ay = 16.5 was formed with eleven alternately unheated and
flush-heated sections of equal height on one of the vertical wall and the other
vertical wall was kept isothermal. The horizontal walls were adiabatic. They
found that discrete flush-mounted heating in the enclosure resulted in local Nu
numbers that were nearly the same as those reported in [34] for a single wide
flush-mounted heater on a vertical plate.
Literature search on natural convection in vertical cavities with discrete
heat sources has revealed that very few three-dimensional numerical studies have
been performed. Kuhn and Oosthuizen [30] reported a 3-D transient natural
convection flow analysis in a rectangular enclosure with localized heating. The
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aspect ratios defining the enclosure were Ay = 3 and Az = 6. The thermal
boundary conditions of the cavity were thermally insulated horizontal and
vertical end-walls, one vertical isothermal vertical wall, and one vertical wall
with one or two spanwise in-line flush-mounted two-dimensional isothermal heat
sources. They determined that proximity of the heater element to the horizontal
_ __~__ ~_~alls had strong effect on heat transfer coefficient while the side walls had a
weak effect. Three-dimensional flow increased the local heat transfer coefficient
at the edges of the element resulting in a higher average Nusselt number (Nu)
than the corresponding 2-D flow. However, the difference decreased as the Ra
number was increased, being nearly the same at Ra number of 105• Results of
the two spanwise, in-line, flush-mounted, symmetrically placed heaters indicated
that the distance between the elements had little effect on the mean heat
transfer rate variation but had a considerable effect in the local N u number
distribution.
Natural convection heat transfer in rectangular cavities with heated
protrusions on one vertical wall has been investigated both numerically
[4],[31],[32],[33] and experimentally [29],[34],[35]'[36].
Liakopoulos et al. [4] presented numerical solutions of natural convection
in a cavity containing five protruding heating elements. The 2-D cavity had an
aspect ratio of Ay = 20. Two different types of heater arrangement were
investigated and corresponding flow field characteristics for various Gr numbers
were reported.
Liu et al. [31] reported a 3-D solution of natural convection cooling of an
array of heated protrusions in an enclosure filled with a dielectric liquid.
Enclosure length and height were 144mm and 120 mm, respectively. The width
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is varied between 9mm and 30 mm. They considered temperature dependency of
the properties. All enclosure vertical surfaces were kept adiabatic except at
locations occupied by the chips, while top and bottom horizontal walls were kept
at constant temperature. Nine chips were mounted in a regular array (3x3) on
one vertical wall of the enclosure. Results were obtained fo~ three different
aspect ratios, A y , at a single chip modified Ra number. Their major conclusion
are as follows:
(i)The temperature field in the enclosure is characterized by boundary-layer
regions surrounding individual chips, accompanied by stably stratified liquid
elsewhere in the enclosurej(ii) there is only a little interference among the chips,
especially for the lower two rows;(iii) the maximum temperatures on the chip
surfaces are located on the upper horizontal faces of the chips and low
temperatures on the lower horizontal faces.
Lee et al. [32] and Kelleher et al. [37] studied the effect of placement of a
protruding heat source on an adiabatic wall of a 2-D rectangular enclosure. The
opposing vertical wall was held adiabatic whereas horizontal walls were
isothermal. The experiment confirmed their numerical results. They found that
the local N u number decr~ased when the location of the heat source was raised
for a given Ra number.
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CHAPTER TWO
jJ
PROBLEM FORMULATION AND METHOD OF SOLUTION
2.1 Governing Equations and Boundary Conditions
For all configurations in this study 3-D, laminar, transient natural
convection flow of a Boussinesq fluid is considered. For small temperature
variations (6.T ~ 10°C) density variations are at most 1% for most fluids. We
may, therefore, treat density as constant (p = Po) in all terms of the conservation
of momentum except in the buoyancy term. This treatment is called Boussinesq
approximation and is widely used in analysis of natural convection flows. In
addition, for small temperature variations, we may also ignore variation in fluid
properties such as dynamic viscosity, fl, thermal conductivity, k, and specific
heat, cpo
Considering the above assumptions and neglecting viscous dissipation and
energy generation in the fluid domain, the governing partial differential
equations for conservation of mass, momentum and energy can be written in
dimensionless form as follows:
Conservation of mass:
x- Momentum:
au au au au ap [a2u a2u a2u]at+uax+ vay+ W az = - ax+ Pr aX2+ay2+ az2
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(2.1 )
(2.2)
y- Momentum:
z- Momentum:
(2.4)
Energy Equation:
where,
(X,Y,Z) =t(x,y,z) Cartesian coordinates
t = ~ tt[
(U, v, W) = !:Ju,v,w) velocity components
(2.5)
(2.6)
(2.7)
(2.8)
P =L p pressure relative to background hydrostatic distribution (2.9)
Poci
() = q~/T - To) temperature (2.10)
Pr = ~ Prandtl number
f3 ,,[4
Ra = gq k Rayleigh number
va
(2.11)
(2.12)
Lower case letters denote dimensional variables. In addition, (T - To) and
it are also dimensional variables.
In all configurations [ is the width of the cavity or channel (see Figures
1.4 -1.8), k is the thermal conductivity of the fluid, a is the thermal diffusivity,
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v is the kinematic viscosity, f3 is the thermal expanSIOn coefficient, 9 is the
gravitational acceleration, Po is the reference density, To is the reference
temperature and q" is the input heat flux to the system.
It should be mentioned here that, since the equations of motion and
energy are coupled due to the buoyancy term in the Y- momentum equation,
they should be solved simultaneously (except for one-dimensional parallel flows
in which energy equation is in the form of conduction equation).
Boundary conditions for each configuration are described m detail as
below:
(i) Configuration I: Cubical enclosure
Q Velocity boundary conditions:
No-slip boundary conditions are imposed on all of the six surfaces, I.e.
velocities are zero at all walls.
• Thermal boundary conditions:
At X = 0, f) = q~l( TH-To),
At X = 1, f) = q~l( Tc-To)·
Differentially heated constant temperature walls:
where T - TH+Tc
0- 2 '
Adiabatic walls:
g~ = 0, Z =°and Z = L/l = 1,
8f) _8Y - 0, Y = 0 and Y = H /1 = 1.
(2.13)
(2.14)
It should be mentioned here that for the cubical cavity, the definition of
Ra number is based on !:::J.T i.e.,
Ra = f3g~!13
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(2.15)
where !1T = T H - To, the difference between hot and cold wall temperatures.
Comparison with the Ra :ilUmb~ defined previously in (Eq. 2.12) yields
q" - k!1T - E(T - T )
- 1 -1 H 0 (2.16)
Therefore, with the above substitution the same Ra number (Eq. 2.12) can be
used in the mathematical model.
(ii) Configuration II: Spatially periodic, flush-mounted heat sources in a
three-dimensional vertical channel (Fig. 1.5)
I) Velocity boundary conditions
No-slip boundary conditions;
V(O, Y, Z, t) = 0,
V(l, Y, Z, t) = 0.
Periodic boundary conditions;
V(X,O,Z,t) = V(X,4,Z,t)
V(X, Y, 0, t) = V(X, Y,4, t)
• Thermal boundary conditions
(2.17)
(2.18)
Constant heat flux q" imposed on chip surface bounded by 1::; Y ::; 3
and 1::; Z ::; 3 at X = 0. The rest of the X = °surface is kept thermally
insulated.
Constant temperature boundary condition;
0= q~l( To-To) = -00 , at X = 1.
Periodic boundary conditions;
O(X,O,Z,t) = 0(X,4,Z,t),
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(2.19)
O(X,Y,O,t) = O(X,Y,4,t). (2.20)
(iii) Configuration ill-a: Spatially periodic protruding heat sources in a
three-dimensional vertical channel (Fig. 1.7).
All boundary conditions in this configuration are identical as
configuration II with addition of protruding surfaces.
(iv) Configuration ill-b: Spatially periodic protruding stripe heat
sources in a three-dimensional vertical channel (Fig. 1.8).
o Velocity boundary conditions
No-slip boundary conditions; V(X, Y, Z, t) = 0
1 ::; Y ::; 3 & 0 ::; Z ::; 4 @ X = 0.5
o::; X ::; 0.5 & 0 ::; Z ::; 4 @ Y = 1
o::; X ::; 0.5 & 0 ::; Z ::; 4 @ Y = 3
V(X,y,Z,t) = 0 @ Z = 0 & 8 (2.21)
Periodic boundary conditions; V(X,Y =O,Z,t) =V(X,Y =4,Z,t)
(2.22)
o Thermal boundary conditions
Constant heat flux q" imposed on chip surface bounded by;
1 ::; Y ::; 3 & 0 ::; Z ::; 4 @ X = 0.5
o::; X ::; 0.5 & 0 ::; Z ::; 4 @ Y = 1
o::; X ::; 0.5 & 0 ::; Z ::; 4 @ Y = 3 (2.23)
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Adiabatic surfaces;
ao _
ax-o, {
O:SY:Sl &0:SZ:S4 @X=O,
3:SY:S4 &0:SZ:S4 @x=O
(2.24)
g~ = 0, Z = 0 and Z = Lll = 8.
°= - 00 @ X = 1
O(X,Y = O,Z,t) = O(X,Y = 4,Z,t)
-30- -
(2.25)
(2.26)
(2.27)
2.2 Numerical Solution Procedure
The governing equations (2.1-5) with the appropriate boundary conditions
are solved by a spectral element method [38]. Spectral element methods are
high-order weighted-residual techniques. Their success in simulating flows is
mainly due to the high accuracy in representing relatively complex geometries
while preserving the good resolution properties of the spectral methods [39].
It is well-known that in standard finite element methods (h-type)
convergence is reached by mesh refinement, i.e. by increasing the number of
elements, I<, in the computational domain. In this case, the error decreases
algebraically like I< - N. On the other hand, in p-type finite element methods
convergence is reached by increasing the order of polynomial of the basis
functions used. Consequently, the error decreases exponentially, e - erN, for
smooth solutions.
It is stated in [40] that the p-type finite element method achieves better
convergence rates (energy norm versus number of degrees of freedom) than the h-
method for smooth solutions.
Even in the presence of non-smooth solutions involving singularities, the
convergence rate of the p-method is never worse than the convergence rate of the
h-method and optimal convergence rates are achieved, in the presence of
singularities, by a combination of the hand p-methods.
In h-p methods, discretization is done by varying both macro-elements
(grid size h) and the polynomial degree (p) to obtain the highest efficiency in
computing approximate solutions.
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2.2.1 Spatial Discretization
The computational domain is subdivided into a set of non-overlapping
macro-elements. Within each element, a local Cartesian mesh is constructed
corresponding to a NxNxN (order of the interpolants) tensor-product Gauss-
Lobatto-Legendre collocation points. The Gauss-Lobatto points are clustered
near elemental boundaries, and are chosen because of their accurate
approximation, interpolation and quadrature properties [41]. Within each
element the dependent variables are expanded in terms of (N _l)th order tensor-
product (polynomial) Lagrangian interpolants through the Gauss-Labatto-
Legendre collocation points. The semi-discrete equations (discrete in space) are
generated using weighted-residual techniques, i.e. by inserting the assumed
approximating forms for the dependent variables into the governing equations,
and requiring that the resulting residuals vanish in some integral, weighted sense
[41].
2.2.2 Temporal Discretization
The non-linear convection terms in equations (2.2-5) and body-force term
are integrated in time explicitly, that is, only data from previous time steps are
considered, using a third-order Adams-Bashforth scheme. The reason for the
explicit treatment of the convective terms is to avoid the solution of a non-linear,
non-symmetric system of algebraic equations at each time level. However,
explicit method results in a limitation on the maximum size of time step, 6.t.
Specifically, in order to obtain numerical stability, 6.t should satisfy the
following condition,
A C . (6.x tly tlZ)
ut < 0 x mm Ti.LPTVT'lWf
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(2.28)
where Co is the Courant number, .6x, .6y, .6z are the x,y,z minimum distances
between the spatial collocation points, u, v, w are the velocity components in the
x, y, z direction respectively, and min refers to the minimum over the entire flow
field.
The diffusion terms in equations (2.2-5), pressure gradients and continuity
equation (2.1) are treated implicitly using a Qth -order Backward-Differentiation
multi-step scheme. Consequently, there is no stability criterion associated with
these terms so these terms do not impose any restriction on .6t.
A new high-order operator splitting method (method of characteristics) [41]
is used. In method of characteristics convective terms are decoupled from the
pressure and viscous treatment, giving rise to a considerable speed-up in
computation time.
2.2.3 Solution of Discrete Equations
At low Grashof numbers (Gr:S 100), solutions are computed usmg
Uzawa's algorithm. This eliminates the splitting errors that can arise at speeds
characteristic of small Grashof number flows. At higher Grashof numbers
computations are performed using either a standard time-split formulation [42] or
method of characteristics.
Examination of the governing equations (2.1-5) reveals that for a fixed
geometry (and selected values of dimensionless channel inlet temperature), there
are two independent dimensionless parameters governing the flow, Prandtl (Pr)
number and Rayleigh (Ra) number. Additional independent dimensionless
parameters describe the geometrical domain of the problem, and usually
represent aspect ratios. For a specific geometry the values of Pr and Ra
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numbers must be given before the initiation of the numerical solutions. In this
thesis,for all configurations, Pr number is set to 0.71 (for air) so for each
configuration, consideration is given only to different Ra numbers. In solving the
dimensionless form of the governing equations, this is done by changing the
values of coefficient of volumetric expansion, {3, that controls the value of Ra
numbers without affecting the values of any other dimensionless group.
Implementation of the numerical methods described above is based on
NEKTON, a computer code developed recently at M.LT. for the simulation of
steady and unsteady incompressible fluid flow and heat transfer. Computations
were performed on a Stardent P3000 superworkstation and an IBM RSj6000
model 950.
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CHAPTER THREE
NUMERICAL RESULTS FOR CONFIGURATION I
3.1 Configuration I: Cubical Enclosure
Three-dimensional buoyancy-driven flow in a cubical cavity has been
investigated numerically for a fluid of Prandtl number, Pr = 0.71 and Ra
numbers ranging from 102 to 107• In the study, two vertical, differentially-
heated, isothermal walls, opposite each other, give rise to the motion of the fluid.
All the remaining walls are kept thermally insulated (adiabatic) so that there is
no heat loss or gain from these walls. The Boussinesq approximation, which
takes into account the variation of density only in the calculation of buoyancy
forces, is employed.
Simulation was initiated with a rather coarse mesh of 8000 grid points.
This corresponds to 64 macro-elements with spatial order of N = 5. Beginning
with Or = 5 x10\ keeping N constant, the number of elements, N EL, was
increased to 144, which corresponds to a finer· mesh with 18000 grid points.
Figure 3.1 shows the two different mesh designs, namely coarse and fine.
Considering the fact that high Ra numbers require a higher resolution near the
hot and cold walls, where very thin boundary layers are formed, a variable grid
spacing has been introduced near the walls. Convergence of the solution was
obtained by increasing the number ....of macro-elements from 64 to 144. For
Ra = 103 , the difference in maximum velocities between the two mesh designs is
found to be less than 0.3%. Comparison of heat transfer characteristics has
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revealed that deviations for Nusselt numbers are less than 0.04% and 0.1% for
Numax and NUmim respectively. For Ra = 10\ deviations in the local heat
transfer characteristics are between 0.3 and 0.5%. Calculations are carried out
from unsteady to transient and finally steady state solutions are reached for all
the Ra numbers considered. It is observed that all the steady state solutions are
time independent. Each solution is used as an initial solution for a higher Gr
number calculation. Consequently, for relatively high Gr numbers (Gr 2:: 105 )
about 30 hours CPU time, or 30sec/step, was required to reach the steady state.
The validity of the work is tested by performing an energy balance over
the entire box and comparing with several best results found in literature as well
as the increasing the grid points for coarse mesh.
Energy balance for the entire cubical enclosure is satisfied comparing total
heat flux both hot and cold walls for all Gr or Ra numbers. Keeping in mind
that there would be no heat flux from adiabatic surfaces, Table 3.1 shows the
difference in percent at fluxes for various Ra numbers.
1 1 1 1
qH= -kl~TJ J(g~)HdYdZ=qc= -kl~TJ J(g~)LdYdZ (3.1)
o 0 0 0
In the analysis, time-independent steady state solutions are obtained for
both Gr number and Ra number. This enables us to compare present work
quantitatively with various other work in literature since both numbers are used
extensively in natural convection phenomena.
J
Comparison of the present results with Fusegi et al. [9] has reveals a good
agreement both quantitatively and qualitatively. Representative flow and heat
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transfer characteristics in the symmetry plane (z = 0.5) is shown in Table 3.2.
Examination of Table 3.2 shows that although in general the present data are in
relatively good agreement, there are some significant discrepancies between
present data and the data reported in [9]. It is interesting to note that especially
for Ra = 103, which does not require much finer grid, there are discrepancies as
much as 5%. However, our results indicate that, as mentioned previously, a
much finer mesh design for this Ra number does not change the solution more
than 0.1%. Although discrepancies at high Ra numbers (Ra = 106) can be
attributed to low spatial resolution because of the available computer facilities, it
is very unlikely that discrepancies depend on resolution for Ra = 103 .
Ra Gr Q~ NEL
1000 0.32 64
5000 0.06 64
10000 0.0 64
50000 0.67 144
100000 0.90 144
200000 0.05 144
300000 0.02 144
1000000 0.02 144
1000000 0.0 144
5000000 0.0 144
10000000 0.0 144
Table 3.1 Energy balance in the cavity in terms of heat fluxes for various
Gr and Ra numbers. (Deviations are shown in percent).
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Comparison of the present solution at z = 0.5 mid-plane with the two-
dimensional benchmark solution [23] is shown in Table 3.3. Local flow field
characteristics deviate from two-dimensional results by 2% to 8%. Overall
Nusselt number, Nu, in 3-D is lower than that of the 2-D solution and the
difference is diminished as Ra increases.
Ra 1000 10000 100000 1000000
V 0.1331 (-0.83%)
.2174(-3.5%) 0.2435(-1.5%) 0.2549(-1.5%)max(-)
x 0.179 0.116 0.064 0.037
Umax (-) 0.1310(-0.31%) 0.1983(-1.5%) 0.1423(-3.1 %) 0.0820(-2.5%)
Y 0.185. .... 0.170 ···1·· 0.t37_ 0.144
Nu min 0.726 0.557 0.675 0.977
Y 1.0 1.0 1.0 1.0
Nu max 1.432(+0.8%) 3.686(+0.9%) 8.017(+2.8%) 20.702(+14.6%)
Y 0.118 0.150 0.083 0.037
-Nu 1.072(-1.2%) 2.069(-1.5%) 4.421 (-1.38%) 8.738(-0.36%)
Table 3.2 Comparison of the present study with [9] for several field
variables. (Deviations with [9] are indicated in parentheses).
At G7' = 102 heat transfer takes place almost purely by conduction
~
resulting in practically zero vertical temperature gradient, that is, the isotherms
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\form almost vertical parallel planes. Up to Gr' =103 transfer of heat from the
hot wall to the fluid (air) inside the cavity remains mainly by conduction despite
the existence of non-zero vertical temperature gradient. For Gr' values higher
than 103 convection heat transfer begins to appear, the slopes of the isotherms
with respect to vertical wall decrease in the core region of the cavity and become
negative at about G1' = 5 x104• At that Gr' number, so-called S-shaped
isotherms occur. "Negative" isothermal lines (isotherms) have been obtained'''''
experimentally for Ra > 6 X 103 by Hiller et al. [3].
Ra 1000 10000 100000 1000000
V 3.546 (-4.08%) 18.318(-6.62%) 64.88(-5.4%) 214.78(-2.09%)max(-)
Umax (-) 3.490(-4.40%) 16.709(+3.18%) 37.91 (+8.4%) 69.12(+6.5%)
Nu min 0.726(+4.7%) 0.557(-4.9%) 0.675(-7.4%) 0.977(-1.2%)
Nu max 1.432(-4.9%) 3.686(+4.3%) 8.017(+3.7%) 20.702(+13.4%)
-Nu 1.072(-4.1 %) 2.069(-7.6%) 4.421 (-2.2%) 8.738(-0.7%)
Table 3.3 Comparison of the present 3-D study with the 2-D benchmark
solution [23]. (Deviations from the 2-D data are indicated in
paranthesis) .
The fact that isotherms are almost horizontal lines (i.e. from hot wall to
cold one) in the core region is an interesting phenomena caused by dominating
.
convection (Figure 3.2, Gr' = 105), In contrast, near the corners, i.e. at the
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bottom of the hot wall and top of the cold wall, isotherms are vertical like
conduction-dominated flow but very dense. As Gr number is increased further,
beginning with Gr = 106, S-shaped isotherms are confined near the isothermal
walls resulting in zero horizontal temperature gradient. These isotherms do not
change much for higher Ra numbers but they are confined near the heated walls
as Ra number increases. Figure 3.2 shows the above described change of heat
transfer modes from conduction to convection dominated heat transfer.
On the other hand, velocity distributions have been obtained for the same
range of Gr and Ra numbers and it is seen that one circulating roll system is
related with conduction dominated flow. In addition it is observed that the
velocity field is not as sensitive as isotherms for Gr number in the range
102 < Gr < 5 X 103• As Gr number increases, however, the vortex in the center of
the domain looses its shape and two vortices begin to appear in a
centrosymmetric pattern. In the present study formation of two vortices took
place at about Gr number of 105 which is in good agreement with the
computations done by Mallinson and de Vahl Davis [6].
It is noteworthy that beginning with Gr =5 x 104 boundary layers along
the heated walls get thinner as Gr increases. The center of the vortex near the
hot wall moves upper left and that of the cold wall lower right, respectively as
Gr number rises. Velocities in the core region are very small compared to
boundary layer velocities, i.e. the core flow becomes weak. There is no sign of a
third vortex in the velocity field for the Gr numbers up to 107• Flow shows
features of a laminar flow at this Ra number and flow field is symmetric at
z = 0.5 mid-plane. Figures 3.3 shows the velocity profiles at z = 0.5 and y = 4 for
various Gr and Ra numbers.
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Figure 3.4 shows the non-dimensional maximum velocity, V max' versus
Ra number. The noticeable change in the trend of V max around Ra =103 can
be attributed to the change of dominant heat transfer mode from conduction to
convection.
Overall Nusselt number values are obtained for all Ra numbers studied
and shown in Figure 3.5. It is clearly seen that the present data are in very good
agreement with the data reported in [9]. It should be noted here that since it
would not be possible to fit a curve with only four data points given in [9],
curve fitting reflects only the present data. Examining Fig. 3.5, it can easily be
observed that Nu is constant up to Ra = 103 , increasing by 100% at about
Ra = 104• This, of course, corresponds to the change from conduction to
convection dominated regime. As Ra, increases, Nu increases exponentially in
semi-logarithmic scale as shown in Figure 3.5.
Three.:.dimensional variations are noticeable at all Ra numbers. For the
temperature and pressure fields, variations are more pronounced as Ra number
Increases. Although at moderate Ra numbers (104 ~ Ra ~ 105) variations are
along the entire depth of the cavity, at higher Ra number they tend to be
confined near the end-walls as it can be seen in Figures 3.6 and 3.7.
The transverse velocity component, W, is found to be an order of
magnitude smaller than the dominant velocities, U and V. As can be seen from
Figure 3.8 three-dimensional variations in the velocity field do not change much
for higher Ra number and three-dimensional variations are confined very near
the end-walls. Pressure distributions, on the other hand, are shown by state of
the 3-D art computer visualization in Fig. 3.9. The three-dimensional aspects of
the problem are easily perceived especially for high Ra numbers.
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Heat transfer characteristics for the problem are presented in terms of
Nusselt number (Nu). The overall Nusselt number, Nu, is calculated based on:
(3.1)
The variations of the local Nusselt number, Nu, at the two differentially
heated walls have been obtained. Nu number distributions are shown only at
x = aplane (Figure 3.6) since "up side down" but identical patterns are obtained
at x = 1 plane. Figure 3.6 shows that for all Gr and Ra number studied, Nu
variations are symmetric about z = 0.5 mid-plane. On the other hand, the
symmetry about plane y = 0.5 breaks down as soon as strong convection effects
come into place (Gr> 103). As Gr number increases to higher values, Nu
increases over the entire surface because of the thinner boundary layer forming
near the heated walls. The fact that Nu decreases in the positive y-direction is a
convection caused phenomenon and the variations in y seems to increase with
increasing Ra.
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a-) Coarse
b-) Fine
Figure 3.1 Configuration 1. Two different mesh designs.
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I
Fig.3.2 Configuration 1. Isotherms and velocity vectors at z = 0.5 mid-
plane for various Gr and Ra numbers.
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Fig.3.2 (Continued) Isotherms and velocity vectors at z = 0.5 mid-plane
for various Gr and Ra numbers.
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Fig.3.3 Configuration I. Dimensional y-component velocity profile at
z = 0.5, y = 4 for various Gr' and Ra numbers.
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Fig.3.3 (Continued) Dimensional y-component velocity profile at z = 0.5
y = 4 for various Gr' and Ra numbers.
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Fig.3.3 (Continued) Dimensional y-component velocity profile at z = 0.5
y = 4 for various Gr and Ra numbers.
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Fig.3.6 Configuration 1. Local Nusselt number, Nu, distribution on
constant-temperature hot wall surface (x = 0).
, ,
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Fig.3.6 (Continued) Local Nusselt number, Nu, distribution on constant-
---'-'\ temperature hot wall surface (x = 0). ..
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Fig.3.6 (Continued) Local Nusselt number, Nu, distribution on constant-
temperature hot wall surface (x = 0).
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Fig.3.7 Configuration 1. Isotherms for various G7' and Ra numbers.
\
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Fig.3.7 (Continued) Isotherms for various G7' and Ra numbers.
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Fig.3.8 Configuration 1. Velocity fields at y =0.5 mid-plane for
various Gr and Ra numbers.
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Fig.3.8 (Continued) Velocity fields at y = 0.5 mid-plane for various
Gr and Ra numbers.
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Fig.3.9 Configuration 1. Isobars for various Gr and Ra numbers.
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Fig.3.9 (Continued) Isobars for various Gr and Ra numbers.
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CHAPTER FOUR
NUMERICAL RESULTS FOR CONFIGURATION TI
4.1 Configuration TI: Spatially Periodic Flush-mounted Heat Sources
Convective flows and heat transfer in a vertical channel due to flush-
mounted, spatially-periodic heat sources have been numerically investigated for
Gr numbers ranging from 102 to 5 X 104• The Prandtl number of the fluid was
kept constant at Pr = 0.71. Both height and depth aspect ratios were chosen to
be Ay = 4 and Az =4. Detailed definition of the problem and-. boundary
conditions are given in sections 1.1 and 2.1, respectively. Unlike convection in
enclosures described ... in ... Chapter 3, convection in channels requires a fourth
independent parameter corresponding to inlet thermal conditions. This can be
seen from Equations 2.3 and 2.9. To in Eq. 2.9 is a constant to be determined or
specified. Considering Eq. 2.3 j it is clear that To has an important effect on
buoyancy term in the Y- momentum equation. In fact, numerical experiments
revealed that for different channel inlet temperature, To, which affects the
average temperature in the computational domain, solutions exhibit different
global characteristics. For this study, eo a non-dimensional form of To, was,
kept constant at,
eo = q~lT0 = 0.12.
The flow is laminar for all values of Gr number studied in this work.
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Time-independent steady-state solutions are obtained for Gr < 3 X 104• This
-brings about a critical Grashof number (Grc ), at which solution becomes
oscillatory in time. This is in good agreement with Liakopoulos et al. [28], who
determined Grc = 28,000 for a similar 2-D model. Periodic in time (time-
dependent) steady state solutions are obtained for Gr ~ 3 X 104.
Because of the localized heat sources, three-dimensional flow dominates
the entire computational domain and even for conduction solution, heat transfer
characteristics are fully three-dimensional.
The most interesting conclusion that can be drawn from Figures 4.1-4.7 is
that the flow is symmetric about z =2 mid-plane only when the solution is time
independent, i.e. for Gr < 3 X 104• As time-dependent solutions are obtained for
higher Gr numbers, the symmetry of both the temperature and velocity fields
about the plane z = 2 breaks down and the problem becomes more complicated.
This symmetry breakdown, of course, could only be observed by choosing the
entire flow domain as the computational domain and proves the necessity of
performing computations in the entire domain for this kind of complex
problems.
At Gr = 103, the conduction mode of heat transfer is dominant although
convection effects are visible e.g. in Fig. 4.8. As Gr increases,. beginning with
Gr = 104 convective effects are appreciable and isotherms become almost straight
lines, especially at z = 0 and z = 2 planes, in the direction of the vertical channel
as shown in Figure 4.1. In other words, in three quarters of the channel,
temperatures at the above specified z- planes depend only on x, resembling
parallel flow approximation. Similar characteristics are exhibited by velocities at
z = 0 and z = 2 planes. In Figures 4.1 and 4.2, z = 3 plane is shown for
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Gr = 3 X 104 and Gr = 5 X 104 due to the fact that problem IS not symmetric
about z = 2 plane anymore.
Examining the isotherms at selected z- planes shown in Figure 4.1 reveals
that constant temperature lines (isotherms) are symmetric about y- axis for all
Gr numbers studied. Since symmetric isotherms are related with conduction
solution, i.e. no convection effect exists, it can be stated that in a region in the
vertical channel between the two constant heat sources heat removal is due to
conduction. This is also seen in Figure 4.5, which shows Nusselt number
variation at x = 1 plane for various Gr numbers. In addition, because few
isotherms exist near this region (z = 0), temperature variation across this region
is very small compared to z = 1 and z = 2 planes.
As Gr number, increases the location of the maximum velocity at z = 0
plane moves closer to the cold wall. On the other hand, at z =2 (mid-plane) the
maximum velocity moves closer to the hot wall and there is almost no velocity
near the cold wall.
It should be pointed out that since time-periodic steady-state solutions are
obtained for Gr ~ 3 x 10\ temperature and velocity fields shown in Figures 4.3-
4.7 are instantaneous when Gr ~ 3 X 104• Oscillations in all three directions are
observed for Gr ~ 3 X 104•
The variation of temperature at the heated wall (x =0) is shown in
Figure 4.8 for O:S y :s 4, z = 2. In conduction heat transfer, the temperature
profile is symmetric about x axis and the maximum and minimum temperatures
occur at y = 2 and y = 0, respectively. Beginning with Gr = 103 , the location of
maximum and minimum temperatures is moved to y = 2.68 and y =0.56,
increasing to y =2.84 and y =0.84, respectively, for Gr = 104• This phenomena
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can be attributed to stronger convection flow as Gr number increases. However,
for higher values of Gr number (Gr ~ 104), this temperature profile does not
change and the location of the extreme values remains constant. On the other
hand, as expected, non-dimensional maximum-minimum temperature difference
at the heated wall (x = 0, z = 2) decreases with increasing Gr as shown in Figure
4.9. Similar trend is obtained for the maximum dimensionless temperature as
seen in Figure 4.10. For small Gr numbers (Gr:S 103) the maximum
dimensionless temperature decreases linearly with Gr number, giving rise to a
10% drop at Gr = 103 • This drop increases to about 30% at Gr = 10\ where
natural convection cooling becomes appreciable and for Gr =5 X 104 the
maximum dimensionless temperature decreases due to convective flow as much
as 40%.
Maximum dimensionless velocity, as shown in Figure 4.11, increases
linearly with Gr number for Gr :s 103, and levels off for higher Gr numbers.
Figure 4.12 shows the maximum temperature rise, (Tmax - T ref ), versus
various applied heat fluxes, q", for Configuration II with air as the working fluid.
The width of the configuration, I, was chosen 1= 1cm to 4cm, which are
practically relevant lengths in industry. Constant reference temperature,
T ref = 25°C, corresponds to ambient temperature. Maximum temperature of the
components is reduced by decreasing the width, I, for a given input heat flux to
the system.
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z=o z=l z=2
Figure 4.1 Configuration II. Isotherms at various z-planes. (eo = 0.12 and
Pr = 0.71).
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Figure 4.1 (Continued) Configuration II. Isotherms at various z-planes.
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Figure 4.1 (Continued) Configuration II. Isotherms at various z-planes.
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Figure 4.1 (Continued) Configuration II. Isotherms at various z-planes.
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Figure 4.3 Configuration II. Isotherms at various y-planes.
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Figure 4.3 (Continued) Configuration II. Isotherms at various y- planes.
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Figure 4.6 Configuration II. Temperature variations in the horizontal
mid-plane (y = 2).
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Figure 4.7 Configuration II. Iso-velocity (v) lines in the vertical
mid-plane (y = 2).
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Figure 4.8 Configuration II. Temperature profiles at the heated wall
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CHAPTER FIVE
NUMERlCAL RESULTS FOR CONFIGURATION ill-a
5.1 Confirnation ill-a: Spatially Periodic Protruding Heat Sources
~
In this configuration, the effect of protruding heat sources, which
approximate better actual PCBs, has been taken into account. Three-
dimensional natural convection and heat transfer have been numerically
investigated for Gr numbers ranging from 102 to 7 X 104 . The Prandtl number of
the fluid was kept constant at Pr = 0.71. Both height and depth aspect ratios
were chosen to be Ay = 4 and Az = 4. Detailed definition of the problem and
boundary conditions are given in sections 1.1 and 2.1, respectively. Figure 1.7
shows Configuration III-a in detail. The value of the non-dimensional channel
inlet temperature, ()o, was chosen to be 0.17 for all Gr numbers studied.
For small Grashof numbers (Gr:::; 103) heat transfer characteristics are
mainly related to conduction heat transfer. As Gr number increases, convective
effects become apparent. Figure 5.1 shows isotherms for configuration III-a at
various z-planes. At z = 1 and z = 2 planes, convection effects increase with
increasing Gr. On the other hand, away from the heat sources, at z = 0 plane,
the isotherms do not change much with Gr number and basically conduction
mode of heat transfer is dominant. In other words, convection heat transfer is
dominant mostly beyond the projection surface of the protruding chip in the
channel.
As III flush-mounted configuration, for protruding configuration the
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location of the maximum velocity at z =0 plane moves closer to the cold wall as
Gr number increases as shown in Figure 5.2.
The fact that three-dimensional flow is symmetric about z = 2 mid-plane
provided that the solution is time-independent and the symmetry breaks down
when the solution is time-periodic, holds for the Configuration III-a as well.
However, as mentioned before, the symmetry breakdown takes place for
Configuration III-a at a higher Gr number (Gr ~ 5 X 104).
Isotherms for various y- and x- planes are given in Figures 5.3 and 5.4.
Symmetry breakdown at Gr ~ 5 X 104 is clearly shown. Full three-dimensional
flow and temperature field variations are observable in Figures 5.1-5.5. It should
be kept in mind that flow and temperature field variations are shown
instantaneous when Gr ~ 5 X 104•
The flow was found to be laminar a:n.d time-dependent, steady-state
solutions were obtained for Gr ~ 5 x 104• It is noted that for Configuration III-a,
the critical Grashof number, Gre' is higher than that of Configuration II (flush-
mounted configuration). The effect of protruding heat sources is to delay
convection heat transfer and it is likely that as Gr is increased high enough,
chaotic behavior of the solution and transition to turbulence will occur first for
Configuration II (flush-mounted configuration) rather than Configuration III-a
(protruding configuration). This is also supported by the fact that for protruding
heat sources conduction plays a dominant role in heat removal from the system
at Gr = 103 , i.e. no effect of convection is apparent as it can clearly be seen from
Figure 5.1, which shows isotherm patterns for various z- planes. On the other
hand, Figure 4.1 in Chapter 4, shows that there is an appreciable effect of
convection, i.e., isotherms are not the same as compared to conduction solution.
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The same argument can easily be justified by comparing temperature profiles,
Figures 5.6 and 4.8 for Configurations II and III-a, respectively. It can be seen
that although the temperature profile for Configuration II is far away from the
conduction solution, for Configuration III-a, it is identical with that of the
conduction profile.
Figure 5.7 shows the local Nusselt number distribution at x =1 plane
(cold wall) for various Gr numbers. Conduction solution and symmetry
breakdown are observable at Gr = 103 and Gr = 5 x 10\ respectively.
The maximum dimensionless speed, V max' increases linearly with Gr
number up to Gr ~ 4 X 104. After that, V max remains almost constant
corresponding to time-dependent, steady-state solution (Figure 5.8).
It is surprising to note that the maximum dimensionless temperature in
the channel increases slightly up to Gr = 103 and then decreases sharply as Gr
,
increases further as shown in Figure 5.9. Maximum dimensionless temperature
decreases linearly with Gr number up to Gr = 10\ resulting in a 10% decrease in
maximum dimensionless temperature (Omax)' As Gr number is continued to
increase, Omax increases up to Gr ~ 4 X 104 and cooling of the system by means of
convection reduces to 6% compared to conduction solution. For higher Gr
numbers, which corresponds to time-dependent solutions, Omax again decreases
and at Gr = 7 x 10\ about 13% drop in Omax is observed. This temperature drop
due to convective flow is much lower than for the flush-mounted configuration,
where about 40% drop in Omax has been obtained. As a result, it can be stated
that the cooling effectiveness of the flush-mounted configuration is of limited
value since actual PCBs have protruding surfaces. However, this considerably
large difference is for a specific geometry of the protrusion shape and more
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research apparently is needed to understand the effect of the protrusion aspect
ratio, which is lell = 0.5 in the present study.
Figure 5.10 shows the maximum temperature rise, (Tmax - T ref ), versus
various applied heat fluxes, q", for Configuration III-a with air as the working
fluid. Constant reference temperature, T ref = 25°C, corresponds to ambient air
temperature. Comparison with Figure 4.12 reveals a similarity between the two
figures. However, as can be seen from a careful observation, for a given heat
flux, q", T max - T ref is lower for flush-mounted heat sources compared to
protruding ones, for instance, as much as 25% at Gr = 5 X 104.
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z=o z=l z=2
Figure 5.1 Configuration III-a. Isotherms at various z- planes ((}o = 0.17
and Pr =0.71).
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Figure 5.1 (Continued) Configuration III-a. Isotherms at various z-planes.
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Figure 5.1 (Continued) Configuration III-a. Isotherms at various z-planes.
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-91-
, I III I I
• I III' I
.• II I'
.• II ,
.. \1\ I '
" ''11 1· 'II ,
· ''I I
· '111 1
· '111 1· 'I I
· 'I I
· 'ill'
· '111 1
" I
." 1
· 11/1'
·'11['· 'I ,
- - II I
-, 1\1 II
,, \/11 1, I \ I
'\
ff \1111'1'1.. "HI II
I Iiff f II: : JjJ j I
. Illi)1
:i!il!:
I I,
11111 r I.
II fll! ::
I \ \\\ , _.
I \ \\, .... _
• I rt, I ......
.• ,111,-
: ' jffH
. I 1'1111
I I 1!/lIII
:11 l'l,
~\:::::1\' \0, I I\" II
til., ,
II::: :
1'1 I
r I,."
II::: :l. I I
1II. "
III .. ,II 0 • ,II, . ,
\ \ \I ..
~lt, ..
I /" .•
A?'//h'l
~/"",-\ I
~-"""\ \ I
- - 'II I'
- III I
, 1111 1
; 1111 1
11 11I 1 :; HI I:
I 1/1 I I
I III I '
-~ ;~~ ::
,.
10.
r !111 I ,_,
'1 ~\ \_,:\\\~~--
I\~,,",
· . ---'-'
~
I
I
I
I
I
I
I
I
I
I
I
1
,
,
· . "~,,
· • III / //-
• I W///-:I lIt
I 1!II ",.
I IfII t '"I I, ..
I II.
I t til 1/-<
!lIiff~:
I \ ,\\ , .• ,
1\ , .......... "'1
,
I
·
,
·
·
,
,
,
,
., ...........
· . '" , ;",
• I 1/1/,.."
· , 111/,.."
· ,1/11/"
, t III / //.
: f fH~t.
z=o z=l z=2 z=3
Gr = 5 X 104
Figure 5.2 (Continued) Configuration III-a. Velocity vectors at various z-
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Figure 5.3 Configuration III-a. Isotherms at various y- planes.
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CHAPTER SIX
NUMERICAL RESULTS FOR CONFIGURATION llI-b
6.1 Configuration ill-b: Spatially Periodic, Protruding Stripe Heat Sources
This configuration is a three-dimensional extension of the two-dimensional
geometry considered in [33]. Three-dimensional, buoyancy-driven flow and heat
transfer have been numerically investigated for Gr numbers ranging from 102 to
105 for a fluid of Prandtl number Pr = 0.71. Height and depth aspect ratios are
chosen to be A y = 4 and Az = 8, respectively. Boundary conditions were stated in
section 2.1. Figure 1.8 shows Configuration III-b in detail. The value of the
non-dimensional channel inlet temperature, 80' is about 0.21.
Laminar flow behavior was obtained for all the Gr numbers studied. For
Gr < 104 (Figure 6.1), the conduction solution is in effect and there is no
"-
variation in the z direction. Beginning with Gr =10\ as convection effects
become appreciable, three-dimensional variations in the z direction appear in
both temperature and velocity fields.
Isotherm contours are shown m Figure 6.2 at vanous z- planes for
Gr = 105• As seen from Figure 6.2, there is variation in z- direction so
temperature fields in the channel is truly three-dimensional at this Gr number.
Figure 6.3 shows the velocity vector field for selected Gr numbers at the
symmetry plane. Although there is no significant change in the global
characteristics of the vector field, there is a strong upward velocity along the
-100-
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protruding heat sources for high values of the Grashof number. In addition, as
Gr number increases, the vortex, which covers the whole cavity between the heat
sources, loses its symmetry and seems to be confined in its center.
Examination of Figures 6.4 and 6.5 reveals that for low Gr, 3-D variations
are strictly confined near the end walls. Variations in z direction cover only one
fourth of the channel Gr < 105• At Gr ~ 105 , the flow becomes periodic in
time, and 3-D variations in z direction are easily observable in the entire
channel. It is, therefore, obvious that it is no longer possible to properly
approximate the flow by a 2-D model.
The three-dimensional model with an aspect ratio of Az = 8, establishes
the validity of the 2-D model with some discrepancies, especially at high Gr
numbers. The three-dimensional model predicts that the flow becomes time-
dependent at a lower Gr number. In other words, although the critical Grashof
number is about 3 X 105 based on the 2-D model, the 3-D model predicts
Gre ~ 105•
Isotherms for the protruding stripe configuration at selected Gr numbers
are given in Figures 6.6. The development of 3-D variations is clearly seen.
Solid wall and fluid interface and different isotherms patterns are shown in
Figure 6.7. Figure 6.8 shows the temperature profiles at x = 0.5 plane
(0 ~ y ~ 4, z = 4). For relatively small Gr numbers (Gr =104), the temperature
at the chip surface remains approximately constant but for Gr = 105 , the
temperature increases monotonically in the vertical y- direction, over most of
the chip surface.
Nusselt number ~istribution at x = 1 plane (cold wall) is shown in Figure
6.9 for Gr numbers studied. The two-dimensional approximation is truly valid
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only for the conduction solution and three-dimensional effects are appreciable at
Gr = 105•
Comparison of maximum dimensionless velocities for spatially protruding
(Configuration III-a) and protruding stripe configurations (Configuration III-b),
Figures 5.8 and 6.10, respectively, reveals that the magnitude of the velocities is
about 50% lower for protruding stripes. On the other hand, the dimensionless
velocity increases linearly with Grashof number in the range 2 X 104 ::; Gr ::; 105•
Since protruding stripe configuration is simpler than the full spatially protruding
and flush-mounted ones, the change in velocity and chaotic behavior should be
expected at higher Gr numbers.
Figure 6.11 shows the maxImum dimensionless temperature versus
Grashof number for Configuration III-b. Although dimensionless maximum
temperature is higher for protruding stripe configuration, the rate of maximum
dimensionless temperature drop is about 7% better than that of the spatially
protruding heat sources. Moreover, 2-D data and 3-D calculations for
protruding stripes result in basically the same rate of maximum dimensionless
temperature drop. As a result, since actual PCBs consist of spatially protruding
heat sources, simulation of PCBs using 2-D models under estimates the
maximum temperature by 7%. This is quite unacceptable considering the fact
that 10% increase in the operating temperature above the maximum allowable
temperature may reduce the reliability of the electronic components by as much
as 50%.
In terms of dimensional quantities, heat dissipation and corresponding
temperature rise is plotted in Figure 6.12. The information in this figure is of
direct practical importance to design engineers working in the microelectronics
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packaging industry. Constant reference temperature, Tref =25°C, corresponds
ambient air temperature. For low values of heat dissipation, natural convection
cooling is an appropriate way of cooling electronic equipments. The channel
width, I, has a considerable effect on the magnitude of temperature rise. The
optimal 1 should be chosen considering the convection process and the space
available for components.
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Figure 6.1 Configuration III-b. Isotherms at symmetry plane (z = 4),
P7' =0.71.
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Figure 6.2 Configuration III-b. Isotherms at various z-planes, Pr =0.71.
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Figure 6.3 Configuration III-b. Velocity vectors at symmetry plane(z = 4), Pr = 0.71.
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CHAPTER SEVEN
CONCLUSIONS
Three-dimensional buoyancy-driven convective flows and heat transfer
have been numerically investigated for a cubical enclosure and vertical channels
with spatially periodic flush-mounted and protruding heat sources. Solutions
have been obtained for a range of Gr numbers using a Boussinesq fluid of
Prandtl number 0.71. For vertical channels a non-dimensional channel inlet
temperature, 00' was defined so that inlet conditions can be considered as an
independent parameter in the analysis.
Laminar flow solutions are obtained for all cases considered. As Gr
number increases, giving rise to appreciable buoyancy forces, time-dependent
steady-state solutions are obtained for all vertical channel configurations
whereas, for cubical enclosure, time-independent solutions are obtained up to
Ra = 107• Critical Grashof number, Grcr , corresponding to Gr number at which
periodic-in-time solutions occur, has been approximately determined for each
vertical channel configuration. It was found that Grcr is higher for the channel
with protruding heat sources (Grc ~ 5 x 104) than that with flush-mounted ones
(Grc ~ 3 x 104).
For cubical enclosure (Configuration I) and vertical channel with
protruding stripes (Configuration III-b) 3-D variations are confined near the end
walls and increase with Gr. In vertical channels with spatially periodic heat
sources (flush-mounted and protruding), 3-D variations are dominant in the
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entire channel at all Gr numbers. This is due to the discrete placement of the
heat sources. For all vertical channel configurations 3-D flow is symmetric about
z = 2 plane as long as the solution is time independent. As temporal instability
~ ---:".'d~."':'" • . .
occurs for Gr ~ Grc, the symmetry of both temperature and velocity fields
breaks down.
The study established that for each configuration the convection process
reduces the maximum operating temperature. In addition, it was observed that
the temperature drop due to buoyancy-driven flow is much lower for the
\
protruding heat so~rces configuration than for the flush-mounted heat sources
configuration, where about 40% drop in the maximum dimensionless temperature
has been obtained. As a result, since actual PCBs contain protruding heat
sources, calculations based on flush-mounted heat sources over-estimate the
cooling effectiveness of thermal design. However, this large difference has been
established for the specific protrusion configuration studied. Further research is
needed to understand better the effect of the protrusion shape and aspect ratio.
Comparison of 2-D and present 3-D calculations for the vertical channel
with protruding stripe heat sources has revealed basically the same rate of
convection cooling with discrepancies in some flow and temperature field
characteristics at high Gr numbers, corresponding to time-dependent solutio~s.
However, comparison of Configuration III-a and Configuration III-b, i.e, vertical
channels with spatially periodic and protruding stripe heat sources results in
considerable difference in the rate of convection cooling. First of all,
configuration III-b (protruding stripes) gives rise to maximum temperature that
is 7% higher than that of configuration III-a (spatially protruding heat sources)
for the conduction solution. Second, the rate of maximum dimensionless
-116-
temperature drop is ab"out 7% higher than for configuration III-b. As a
consequence, simulation of PCBs using configuration III-b or 2-D models, which
are not capable of considering fully spatially periodic heat sources, overestimates
the rate of convection cooling, i.e. under estimates the maximum temperature
rIse.
In practice, one is concerned with the relationship between heat dissipated
from electronic components and corresponding maximum temperature rise. This
information was plotted for air-filled vertical'channels having different, channel
widths for each type of heat sources considered. It was determined that as
channel width decreases more heat can be dissipated for a fixed maximum
allowable temperature. Again for a given heat flux, maximum temperature is
!
lower for channel with flush-mou9-ted heat sources compared to protruding ones,
as much as 25% at Gr = 5 X 104•
In general, for low values of heat dissipation, buoyancy-driven convection
cooling should be the preferred thermal control method in electronic equipment
because of its reliability and low cost. It is hoped that the results presented in
this thesis will be of use in designing thermal control systems for the complex
configurations that arise in electronic devices.
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