Abstract. The matrix exponential formulae is a very important tool in diverse fields of mathematical physics, in particular, it is also useful in studying quantum information theory. In this paper, we survey results related to matrix exponential thoroughly. The purpose of the article is pedagogical.
Introduction and preliminary
The matrix exponential formulae have applications in diverse fields in mathematical physics. For example, one can apply it to prove the famous strong subadditivity of the von Neumann entropy, and the Bessis-Moussa-Villani conjecture [16] . We use these results to study also some interesting quantum informational problems [24] [25] [26] [27] [28] [29] . In this paper, we present a detailed survey, where some emphasis is put on the Lie-Trotter-Suzuki product formulae, Thompson formula, Wasin-So formula, Stahl's theorem, Peierls-Bogoliubov inequality, Golden-Thompson inequality, reverse inequality to Golden-Thompson type inequalities, trace inequality in quantum information theory, Itzykson-Zuber integral formula, etc. We just collect similar results from various places and put together. Although there are no new results in this article, but some detailed and elementary proofs of partial results are still included for completeness. Firstly, we state some fundamental knowledge of matrix exponential map, which is based on [11] .
One-parameter groups of linear transformations
In this section, we show how one-parameter groups of linear transformation of a vector space can be described using the exponential map on matrices. Let V be a finite dimensional vector space, End(V) denote the algebra of linear maps from V to itself, and GL(V) denote the group of invertible linear maps from V to itself. The usual name for GL(V) is the general linear group of V. If V =K n , then End(V)= M n (K), the n×n matrices over field K, where K = R or C, and GL(V) = GL n (K), the matrices with non-vanishing determinants. Let (V, * ) be a normed space, where the norm is defined by 
That is, M(t) is a collection of linear maps such that (i) M(0) = 1 V , (ii) M(s)M(t) = M(s+t) ∀s,t ∈ R,
(iii) M(t) depends continuously on t. Since A n A n , we see, by the standard estimates in the exponential series, that the series defining exp(A) converges absolutely for all A and uniformly on B r (0). Hence exp defines a smooth, in fact analytic, map from End(V) to itself. We will see shortly that in fact exp(A) ∈ GL(V). If A and B commute, the familiar binomial formula applies and says
Substituting this in our formula for exp(A)exp(B), and noting that all manipulations are valid because the series converge absolutely, we see the proposition follows. Proof. Since for any real numbers s and t, the matrices sA and tA commute with one another, this corollary follows immediately from the above Proposition This formula is known in the scalar case, and this implies that in fact it is an identity in absolutely convergent power series, whence it follows in the matrix case. Proof. That S 2 = T follows directly from Proposition 1.1. It is only necessary to prove the uniqueness of S. From Proposition 1.2, we see that our restriction on r implies exp(B r (0)) ⊆ B 1 (1 V ). Hence it will suffice to show that if A,B are distinct linear maps of norm less than 1, then (1 V + A) 2 = (1 V +B) 2 . Suppose the contrary. Then expanding the squares, canceling the 1 V 's and transposing, we find the equation:
Taking norms yields
This implies either A− B =0, which is false since A =B, or A + B 2, which is false since both A and B are less than 1. This contradiction establishes the uniqueness of S. for some A ∈ End(V).
The transformation A is called the infinitesimal generator of the group t → exp(tA).
Proof. Let t → M(t) be a continuous one-parameter group in GL(V). Since M(0) = 1 V , if we specify r > 0, we may, by continuity, find an ε > 0 such that M(t) ∈ exp(B r (0)) for |t| ε. We take r < log2. Write
The transformations M(ε/2) and exp(εA/2) are the both square roots of M(t) lying in exp(B r (0)). By Proposition 1.3 we conclude
An obvious induction using Proposition 1.3 shows that
for all positive integers n. Taking mth powers, we conclude
for all integers m and n. Since the numbers m2 −n ε are dense in R, the Theorem follows by continuity.
Proof. It is easy to show that if T is a diagonalizable matrix, then the conclusion is true. For a general case, we prove it in the following two steps:
There is a sequence of diagonalizable matrices T k satisfying that
Now we show that the existence of T k . Consider the Jordan decomposition of T for T = PJP −1 . Let t i be the diagonal entries of J. Note that T is an invertible matrix, so t i = 0 for
where The second proof. We note also that for arbitrary 
is also nilpotent. Hence the matrix e zA is unipotent and z → e zA is a regular homomorphism from the additive group C to GL(
By the fact that any equation involving power series in a complex variable x that holds as an identity of absolutely convergent series when | x| < r also holds as an identity of matrix power series in a matrix variable X, and these series converge absolutely in the matrix norm when X < r, we have
Thus the exponential function is a bijective polynomial map from the nilpotent elements in End(C d ) onto the unipotent elements in GL(C d ), with inverse X → lnX.
Properties of the exponential map
The map exp is the basic link between the linear structure on End(V) and the multiplicative structure on GL(V). We will describe some salient properties of this link. Choose r ∈ (0, for some C ∈ B r (0). The Inverse Function Theorem guarantees that C is a smooth (in fact analytic) function of A and B. There is a beautiful formula, the Campbell-Hausdorff formula, which expresses C as a universal power series in A and B. To develop this completely would take too long. We will just give the first two terms in the expression for C. These suffice for most purposes. Proof. We have (1.14) where the remainder R 1 (C) is
and satisfies the obvious estimate
, (1.15) where by rearrangement of the double sum
Hence we have the estimate 
We now refine these estimates to second order. In analogy with Eq. (1.14), we have
where
is easily estimated by
when C 1. If we substitute Eq. (1.12) for C in Eq. (1.19), we obtain
2 )+T, (1.21) where
On the other hand, we have
where 
Taking norms, we find
as was to be shown.
The Lie-Trotter-Suzuki product formulae
We will derive two main consequences of Proposition 1.5 in this section. These relate group operations in GL(V) to the linear operations in End(V), and are crucial ingredients in the proof of the main theorem that relates Lie algebras to Lie groups. Theorem 2.1 relates group multiplication in GL(V) to addition in End(V).
Theorem 2.1 (The Lie-Trotter product formula, [10]). For any two matrices A and B,
Proof. For n large enough, A n and B n will be close enough to the origin that formula Eq. (1.12) applies. We then have
where by estimate Eq. (1.18)
Hence as n→∞, we have nC n → A+B.
The second proof is given by Bhatia [4] .
Proof. For any two matrices X,Y, and for n = 1,2,..., we have
Using this, we obtain
From the power series expansion for the exponential function, we see that
for large n. Hence, using the inequality Eq. (2.3), we see that
This goes to zero as n → ∞. But X n n = exp(A+ B) for all n. Hence,
This proves the theorem.
Remark 2.1. For any two matrices X and Y, we have
Hence,
Theorem 2.2. ([10]) For any two matrices A and B,
Proof. Since
it follows from taking the limit n → ∞ that
Thus the desired conclusion is proved.
As is well-known, an exponential function e x is expressed by
The above two formulae give methods to calculate e x numerically. The second expression is more convenient for such a purpose, because the convergence of the latter is better than the former. Clearly
The case m = 1 corresponds to the first expression and n = 1 to the second one.
Is there a much more rapidly convergent expression for e x ? To answer this question, we try to unify or combine the above two formulae as follows. It is easy to evaluate (the upper bound of) the remainder r n,m (x) defined by r n,m (x) = e x −e n,m (x). In fact, using the generalized mean value theorem or Taylor's theorem, Suzuki obtained the following result:
Proposition 2.1. ([20]) With the above notation, it holds that
In what follows, we give an upper bound for |a−b|. Apparently,
The desired inequality is proven. 
Proof. It will be instructive to give here a brief proof of the present Proposition. If we set
This implies that
Since
Then we obtain
Next it is easy to show that 
This indicates that the desired conclusion.
The following lemma is the direct consequence of the above proposition. 
is an even function of n.
Proposition 2.8. ([20])
For any set of matrices {A j : j = 1,...,k}, we have Therefore, we obtain the following inequality:
.
Letting x = 1/n, gives the desired inequality.
Thompson formula
In 1986, Thompson obtained the following result: We can further study, based on this result, the following problem: Let A = diag(a 1 ,...,a n ) with a 1 ··· a n and B=diag(b 1 ,...,b n ) with b 1 ··· b n . Consider the following function, defined over the unitary group U(n),
The following optimization problems are very interesting to be considered. The Peierls-Bogoliubov inequality is used to give reminder terms for some entropy inequalities [7, 27, 29] . Proof. The proof of Golden-Thompson inequality based on Lie-Trotter product formula is presented as follows: Fix a natural number n and consider
Golden-Thompson inequality
To prove Golden-Thompson inequality, it suffices to show that
Indeed, if this inequality holds then, taking limit as n → ∞, we see that the left hand side of the above inequality converges to 
After n steps, we arrive at Eq. (8.2). This proves Golden-Thompson inequality. for any nonzero integer n.
Theorem 8.2 (Weyl's majorization theorem, [4]). Let
Proof. Now let
for any nonzero integer n, where j = 0,1,2,.... Then Thompson's lemma yields
Here the equality that α ∞ = Tr e A+B is assured by Lie-Trotter product formula. In particular, we obtain that α 0 α ∞ .
The case n = 1 is the Golden-Thompson-Symanzik inequality.
The well-known Golden-Thompson inequality and its saturation is used in studying some mathematical problems in quantum informational theory [28] . It is also useful in random matrix theory [8, 22] . More extensions can be found in [9] .
Reverse inequality to Golden-Thompson type inequalities
Recently Bourin and Seo [6] Then we need the following result, which is a reverse inequality of Araki's inequality:
The constant is called the Specht ratio at r, in particular S(1) = 1. Specht's inequality is a ratio type reverse inequality of the classical arithmetic-geometric mean inequality.
The bipolar decomposition
Recently, Bhatia have shown the following theorem: Theorem 10.1 (The bipolar decomposition, [5] In order to get this result, we need to make some observations. If A and B are two positive definite matrices, denoted by A,B > 0, then the equation
has a unique positive definite solution given by
This is called the geometric mean of A and B. Thus
Clearly X is also the solution of XB 
that is, YY = 1, it is circular. We summarize the above discussion into a proposition.
Proposition 10.1. Given A,B > 0. It holds that (i) g(A,B) = g(B, A).
( 
(iii) g(A,B) = g(A,B). (iv) g(A, A) is a real matrix. (v) g(A
In fact, M = e 2D M −1 e 2D , and therefore, D is uniquely determined. Then it is easy to see that C is unique also.
(ii). We express the circular matrix g(N −1 , N) as g(N −1 , N) = e −2iS , where S is real and skew-symmetric. Let X = e −iS Ne −iS . Then X is positive definite, and X = e iS Ne iS . Thus we have N = e −2iS Ne −2iS . So X is a real positive definite matrix. Hence there exists a real symmetric matrix T such that X = e T . Then N = e iS e T e iS . It is easily to check the uniqueness of S and T. We are done.
Theorem 10.3 (The Mostow decomposition theorem, [5]). (i). Let M be an invertible complex matrix. Then M can be factored as
M = Ue iC e R ,(10.
6)

where U is unitary, R is real and symmetric, and C is real and skew-symmetric. Such a factorization is unique. (ii). Let N be an invertible complex matrix. Then N can be factored as
N = Ve S e iT ,(10.
7)
where V is unitary, S real symmetric, and T real skew-symmetric. Such a factorization is unique. A) is a real positive definite matrix, there exists a unique real symmetric matrix R such that g(A, A) = e 2R . Let Y = e −R Ae −R . Thus Y is positive definite and circular. Let C be a real skew-symmetric matrix such that Y = e 2iC . Then let U = Me −R e −iC . Since e −R and e −iC both are Hermitian, we have
Proof. (i). Let
Thus U is unitary, and hence the result. To arrive at the uniqueness of this decomposition, we see that
Since R and C are real, it follows that
(10.10)
The uniqueness is proved.
(ii). We denote B := N † N. Then g(B −1 ,B) is a circular matrix, which can be expressed as g(B −1 ,B) = e −2iT , where T is real and skew-symmetric. Let X = e −iT Be −iT . Let S be the real symmetric matrix such that X = 2S . Let V = Ne −iT e −S . Then
So V is unitary, and the decomposition holds. It can be checked that this decomposition is unique.
Theorem 10.4. ([5]) (i). Every complex unitary matrix U can be factored as
U = e L e iT , (10.12)
where L is real skew-symmetric matrix, and T is real symmetric matrix. (ii). Every complex unitary matrix V can be factored as
V = e iS e R ,(10.
13)
where S is real symmetric matrix, and R is real skew-symmetric matrix.
Proof. (i).
Assume that W is a unitary matrix that is also symmetric, i.e., W T = W. Then there exists a Hermitian matrix H such that W = e iH . This H is unique if its spectrum is in (0,2π] .
Thus H is real and symmetric. Now let U be any unitary matrix. Then U T is also unitary, and U T U is unitary and symmetric. Hence there exists a real and symmetric matrix T such that
So Q is unitary and Q † = Q T . Thus Q is real and orthogonal matrix. So we have U = Qe iT , where Q is a real orthogonal, and T a real symmetric matrix. Thus det(Q) = ±1. If det(Q) = 1, then there exists a real skew-symmetric matrix L such that Q = e L , and we get the desired proof. If det(Q) = −1, for the real symmetric matrix T, there exists a real orthogonal matrix G such that
Let K be the matrix given by GKG T = diag(π,0,...,0). Then K is a real symmetric matrix that commutes with T. Let J = e −iK . Then GJG T = diag (−1,1,...,1) . Then the matrix J is real orthogonal, det(J) = −1, J 2 = 1, and J commutes with e iT . From U = Qe iT , we see that
Then QJ is a real orthogonal matrix with det(QJ) = 1 if det(Q) = −1. So QJ = e L for some real skew-symmetric matrix L. In this case, K +T in the position of T.
(ii). The proof of the second result goes similarly. That is, we start with VV T .
The integral representation of pinching maps
Any Hermitian matrix H has a spectral decomposition H =∑ j λ j Π j , where λ j ∈Spec(H)⊂ R are unique eigenvalues and Π j are mutually orthogonal projections. The spectral pinching map with respect to H is
Theorem 11.1. ( [19] ) Let M be positive definite matrix. There exists a probability measure µ on R such that
for all X 0.
Proof. By the spectral decomposition of M, we find It is easily to check that µ is a probability distribution on R, i.e., nonnegative and normalized. Indeed, µ(t) 0 for any t ∈ R; and
This completes the proof.
Based on the pinching inequality P M (X)
X, combining with the fact that
where Poly(n) denotes any polynomial in n, the authors of [19] present a very fast track to the Golden-Thompson inequality: for any n ∈ N logTr(exp(log A+logB)) = 1 n logTr exp log A ⊗n +logB
Here we used several properties of pinching map, for instance, [P M (X) Replacement of (log A,logB) by (H,K) give rises the desired Golden-Thompson inequality.
Matrix integrals
Proposition 12.1. ( [14] ) Let H be an n×n real symmetric positive matrix. Then
where dx = ∏ n j=1 dx j denotes the Lebesgue volume element.
Proof. Let |y = √ H|x . Then x|H| x = y|y and dy = det( √ H)dx = det(H)dx [25] . The mentioned integral can be rewritten as 
By employing Hölder's inequality
The above results can be easily generalized to the complex Hermitian positive matrices.
Proposition 12.2. ([14]) Let H be a complex Hermitian positive matrix. Then
C n dze − z|H|z = π n det(H) ,(12.
7)
where dz = dxdy for z = x+ √ −1y,x,y ∈ R n .
Proof. Now z|H|z for z = x+ √ −1y, where x,y ∈ R n , can be realized as follows That is, z|H|z = z H z . Thus we can rewrite the integral above into the following form:
where we used the fact that det( H) = det(H) [25] since det(H) > 0. 
Fréchet differential calculus
We will review very quickly some basic concepts of the Fréchet differential calculus, with special emphasis on matrix analysis. The proofs are given in [4] . Let X ,Y be real Banach spaces, and let L(X ,Y ) be the space of bounded linear operators from X to Y. where v → 0 means that v · −→ 0. It is easy to see that such a T, if it exists, is unique. If f is differentiable at u, the operator T above is called the derivative of f at u. We will use for it the notation D f (u). This is sometimes called the Fréchet derivative. If f is differentiable at every point of U , we say that it is differentiable on U .
One can see that, if f is differentiable at u, then for every v ∈ X ,
This is also called the directional derivative of f at u in the direction v. We will recall from elementary calculus of functions of two variables that, the existence of directional derivatives in all directions does not ensure differentiability.
Let f (A) = e A . Use the formula
Indeed, since Set f (x) = e x . It is seen that 
This gives that
Using the integral representation of lnx:
it follows that where ∆(a) = ∏ 1 i<j n (a j −a i ), and similar for ∆(b).
