One of the main difficulties using multi-point statistical (MPS) simulation based on annealing techniques or genetic algorithms concerns the excessive amount of time and memory that must be spent in order to achieve convergence. In this work we propose code optimizations and parallelization schemes over a genetic-based MPS code with the aim of speeding up the execution time. The code optimizations involve the reduction of cache misses in the array accesses, avoid branching instructions and increase the locality of the accessed data. The hybrid parallelization scheme involves a fine-grain parallelization of loops using a shared-memory programming model (OpenMP) and a coarse-grain distribution of load among several computational nodes using a distributed-memory programming model (MPI). Convergence, execution time and speed-up results are presented using 2D training images of sizes 100 Â 100 Â 1 and 1000 Â 1000 Â 1 on a distributedshared memory supercomputing facility.
that consider the simultaneous arrangement of the attribute of interest at several locations, providing the possibility to account for complex features, such as hierarchy between facies, delay effects, superposition or curvilinearity.
MPS simulation aims at generating realizations that reproduce pattern statistics inferred from some training source, usually a training image. For example, in Fig. 1 , left, we can see a training image based on sinuous channels with a simulated realization. These training images are used as a pattern database to generate simulations of the underlying image, as shown in Fig. 1 , right. The simulations use those patterns with the aim that the training and simulated images share the same pattern histogram.
There are several approaches to simulate accounting for MPS. Modifications of conventional methods to impose local directions of continuity using the variogram is a simple approach to impose some of the complex geological features [43, 44] . Object based methods and methods inspired in the genetic rules and physics of the deposition of sediments in different environments also seek to overcome the limitations of conventional categorical simulation techniques, with significant progress [13, 42, 36] . Presently, the most popular method is a sequential approach based on Bayes' postulate to infer the conditional distribution from the frequencies of multi-point arrangements obtained from a training image. This method, originally proposed by Guardiano and Srivastava [21] , and later efficiently implemented by Strebelle and Journel [41] , is called single normal equation simulation (snesim) (see also [40] ). This method has been the foundation for many variants such as simulating directly full patterns [1, 17] and using filters to approximate the patterns [45] . The use of a Gibbs Sampling algorithm to account directly for patterns has also been proposed [2, 29] . A sequential method using a fixed search pattern and a 'unilateral path' also provides good results [8, 9, 33] . Other approaches available consider the use of neural networks [3, 4] , updating conditional distributions with multi-point statistics as auxiliary information [30] [31] [32] or secondary variable [24] . Recently, a couple of new approaches focused on patching patterns directly to reduce computing time and impose larger scale structures, have been presented [37, 18] . These methods have a significant potential for practical applications. Alternatively, the problem can be addressed as an optimization one, using simulated annealing [14] or genetic algorithms [35] . The genetic approach is still under development, but essentially follows the same stochastic strategy as the annealing scheme. This work focuses on code optimizations and parallelization of a genetic-based sequential code that simulates categorical variables to reproduce multi-point statistics. However, many of the techniques and ideas proposed here can be applied to other codes implementing similar simulation algorithms.
In Section 2 we explain the basic ideas about genetic algorithms, parallel architectures and programming models. After that, the main bottlenecks of the genetic-based simulation are detailed in Section 3. A brief explanation of the actual implementation is presented in Section 4, together with the proposed code optimizations and parallelization schemes, in Sections 5 and 6 respectively. Finally, in the last sections we include the results obtained and final conclusions.
Genetic algorithms and parallel computing
Genetic algorithms (GA) were developed in the 1970s with the work of Holland [23] and in subsequent decades with De Jong and Goldberg [12, 19] . Initially used to find good feasible solutions for combinatorial optimization problems, today they are used in various industrial applications, and recent advances in parallel computing have allowed their development and continuing expansion.
In the canonical approach of GA, typically there is an initial population of individuals, where each individual is represented by a string of bits, as indiv k ¼ 000110101, and a fitness function fitnessðindiv k Þ which represents the performance of each individual. The fitness function, or objective function, is the objective that must be minimized through the generations over all the individuals. A termination criteria must be defined in order to achieve the desired level of decrement in the fitness function. The main steps and operations performed in a canonical GA can be viewed in Algorithm 1. Selection and restart are operations performed over the entire population. Selection extracts the best individuals and restart modifies part or the entire population in order to jump from local optimal values. Crossover and mutation are operations performed over particular individuals of the population. Crossover mixes the bits of two individuals according to a predefined set of cut points and mutation modifies specific random bits from one individual. Other operators can be found in the mentioned literature. In parallel computing architectures, as described by Culler et al. [7] , the two main models are distributed-memory and shared-memory, with their respective best known programming models MPI [38] and OpenMP [6] . In the first model, each processor has its own private memory and the data interchanged between processors travels through a network in chunks of messages. The speed of this communication depends on the speed of the interconnection network. In the second model, each processor has access to a common memory through data coherence and data consistency methods.
In order to use efficiently all the resources of parallel architectures, we need to explore algorithms that can exploit the parallelism and be able to adapt to future trends.
Genetic algorithms receive the classification of embarrassingly parallel technique to solve problems. This classification comes from the fact that separating the workload of the problem into several parallel tasks is trivial. This property motivates its investigation and application in the field of geostatistics, and particularly in MPS simulation.
Bottlenecks of genetic-based MPS simulation
We can see in Algorithm 1 that the evaluation of the function fitness is performed #generations Â #individuals, and strong evidence indicates that this function is the most time consuming routine (a profiling using the gprof tool, Graham et al. [20] , tells us that for sufficiently large training images, more than 96% of the execution time is spent in this routine). Its calculation is based on an object called template. A template T consists in a set of coordinates that defines cell positions. Another interpretation is that a template is basically a pattern of memory accesses. PatternsðTÞ represents all the possible patterns that can be generated from a template T given k possible categories. If a template is defined as T ¼ f(1,1), (2,1), (1,2), (2,2)g (4 nodes) and the number of categories is k ¼ 2, the pattern database PatternsðTÞ will have 2 4 elements. Complex geometries can be used to define the template and its corresponding pattern database, for example, in Fig. 2 we have a template defined as T ¼ f (1,1), (5,1), (9,1), (4, 4) , (5, 4) , (6, 4) , (1, 5) , (4, 5) , (5, 5) , (6, 5) , (9, 5) , (4, 6) , (5, 6) , (6, 6) , (1, 9) , (5, 9) , (9, 9) g. This template is disconnected and its memory-access pattern is very irregular. This irregularity induces a slowdown in the overall performance when we need to traverse all its nodes. In contrast, the template of Fig. 3 has a regular memoryaccess pattern, if we access to the first element Tð1; 1Þ, additionally the CPU will bring to the cache memory contiguous elements for free (each CPU has its own cache line size, for Example 64 bytes, which means that each cache line can store 16 consecutive integers of 4 bytes). In Fortran, the CPU will bring a column line, in C/C++, a row line (see [22] for more details about the CPU memory hierarchy). Given the pattern database PatternðTÞ, two main tasks must be performed:
First we have to count the frequency of appearances of each pattern in the training image and store them in an appropriate structure.
After that, for each individual in the population, and in each generation, we have to count the frequency of appearances of those patterns and calculate the following equation (other possible equations can be viewed in [34] ):
with O p a weight factor for each pattern, freq TI ðpÞ and freq indiv k ðpÞ the number of appearances of pattern p in a training image and individual indiv k respectively.
In both tasks, we have to handle with patterns located at boundary nodes. A buffer band of halo nodes, with bandwidth equal to h ¼ maxfwidthðTÞ; heightðTÞg, is attached at the boundaries of the training image and realizations. For the training image, an extension of the original image is added keeping the geological continuity and statistical properties (alternatively, for sufficiently large images, a reduction of size h in each side of the images can be applied, keeping the removed space as buffer zone).
For the first task, following ideas from [39] , we store the frequencies of the patterns that appear in the training image in a list L. In this list each element is a pair ðd; f Þ where d ¼ ðs 1 ; . . . ; s jTj Þ is the pattern (data event), stored as an array of integers of length jTj with s i 2 f0; . . . ; k À 1g (k categories), and f is the frequency of appearance, stored as an integer. With this structures defined, the algorithm used in this task corresponds to Algorithm 2 using an empty frequency list L.
For the second task, the accounting process is performed using Algorithm 2. Algorithm 2. Fitness function calculation:
for each node ði; jÞ from indiv k do 5: Extract pattern located in node ði; jÞ using template T and store it in an array localPattern of length jTj
L aux ½localPattern L aux ½localPattern À 1 9: end if 10: end for
In this algorithm, we compare the histograms of the individual and the training image. A considerable bottle-neck for this calculation is the access to the list L which stores the training image histogram, because for each extracted pattern from an individual, a search must be performed over it in order to see if this pattern exists in the histogram of the training image or not. A proposed solution to this problem is to store the elements ðd; f Þ of the list using a lexicographical order in the patterns d. This order allows to search the existence of a pattern in the list using a binary search with an average and worst case performance of order Oðlog 2 nÞ comparisons, with n the length of L.
In the next section we will explain the implementation issues for this two tasks using code examples in Fortran 90 as programming language, in order to see the data structures that are used and the proposed optimizations.
Implementation

Storage of pattern frequencies from training image
The global variables and routines involved in the storage and management of the list L are encapsulated in a Fortran module called patternOperations. The global variables are an integer npatterns and an array patternList (:), which store the size and elements of the list L respectively. Each entry of patternList is a structure which identifies a pattern. This structure is composed by an integer array pattern (:) (of length jTj represented by the value tem_nodes) which stores the values of the pattern and an integer value frequency which stores its frequency of occurrence. The routines implemented in this module are patternInsertion which inserts a pattern into L, patternSearch which returns the position of the queried pattern into L (or À1 if it is not found), and patternComparison which compares two patterns.
Initially, when we store the pattern histogram of the training image, we use the global array patternList to keep track of the different patterns patternList (i)%pattern (1:tem_nodes) with their respective frequencies patternList (i)%frequency. A first scan to the training image must be performed in order to fill patternList. Using the routine patternInsertion, each time a new pattern is found, the memory space used by patternList is re-allocated (adding one new element with frequency equal to 1) and all the elements previously inserted together with the new pattern are re-ordered according to a lexicographical order. If an existing pattern is found, the frequencies are updated. The lexicographical order is as follows: given two arrays of integers of the same length A ¼ ða 1 ; . . . ; a n Þ and B ¼ ðb 1 ; . . . ; b n Þ we will say that A is greater than B if and only if 9k 2 f1; . . . ; ng such that a k > b k and 8i satisfying i < k; a i ¼ b i holds. For example, given this arrays A ¼ ð0; 0; 0; 1; 0; 0Þ and B ¼ ð0; 0; 0; 0; 0; 0Þ, this order will indicate that A is greater than B.
After the filling step, patternList will be scanned each time we call the routine patternSearch. This routine gives the index position in the global array patternList where the searched pattern is located, if there is a match. If there is no match, it returns À1. This routine is implemented through a simple iterative binary search, which uses the routine patternComparison to compare patterns.
The routine patternComparison basically traverses each pair of pattern's nodes until they have different values and keeps track of which pattern has the greater one, returning 0 if they are equal, 1 if the first array is larger than the second one, and À1 otherwise. The parameters of this routine are two arrays with the pattern values and the length of those arrays (must be equal on both).
As we explained before, patternSearch and patternComparison are intensively used by the routine that calculates the fitness function. In the worst case, if the training image pattern list L has size n and the template has t nodes, a search in the list will perform t Â Oðlog 2 nÞ comparisons. For very large templates, this pattern search is very time consuming and different data structures must be used in order to get a reasonable execution time in the search task.
Calculate fitnessðindiv k Þ
Following Algorithm 2, which explains all the steps involved in the calculation of the fitness function, in this subsection we explain its associated routine presented in code 1. In this routine, the input indivk is a 2D integer array with an image loaded (an individual in the genetic algorithm terminology). The inputs tem_nodes, tem_rows, tem_cols, tem_coord_rows and tem_coord_cols correspond to the specific template that we are using. For example, in Fig. 2 , tem nodes ¼ 17; tem rows ¼ tem cols ¼ 9 and tem_coord_rows and tem_coord_cols are arrays that store respectively the row and column coordinates of the nodes in template T.
We can see that in this implementation, the values of O p , the weight factors described in Eq. (1), are equal to 0 if freq TI ðpÞ ¼ 0 and equal to 1 otherwise (we only take into account patterns that are present in the training image).
Code optimization
We have applied several code optimization techniques to the previous described routines, in order to better exploit the CPU resources of the sequential execution. These optimizations can be grouped as: increase data locality, improve stack memory usage, code specialization of fitness routine, branch and load reductions.
Increasing data locality of the main data structures
The routines patternSearch and patternComparison are based on the global data structure patternList. The first modification consists in adapting this structure to the column-major order of the Fortran language in order to exploit the data and temporal locality.
The column-major order in Fortran is related to the way in which the CPU accesses the data stored in memory. In this order, the matrices are accessed using the address row þ ðcol À 1Þ Ã numrows with numrows fixed. The cache lines that are moved from the main memory to the cache memory consist in contiguous memory addresses of fixed size. Leaving col fixed and traversing first all values of row, we can minimize the accesses to non-contiguous memory addresses [22] . Modifying the data structures in order to increase this kind of accesses reduces the cache data misses, reducing the overall execution time.
The new structure is simply a 2D array in which the row size is the number of nodes in the template, tem_nodes, and the column size is the number of patterns found in the training image. In Fortran, using the Intel's compiler ifort, we can use the option -auto, which causes all local, non-SAVED variables to be allocated on the run-time stack, including fixed-length arrays. The default is -auto-scalar, saving all the scalar variables in the run-time stack. The main advantage is that the access time to the run-time stack is faster than the time access to the run-time heap (which stores the dynamically allocated memory), which decreases the execution time [25] . A negative side of this option is related with the stack size. The stack has a maximum size fixed before the execution and if that size is exceeded, a stack overflow error can be obtained. Also, if we use several threads with OpenMP, each thread has its own stack memory space, so the amount of global stack space is increased proportionally to the number of threads. In order to avoid a stack overflow, we can calculate exactly how much data we need to allocate before compile time and see if it can fit in the stack. If it is too big, we can add more space to the stack, for example using the ulimit command in Linux operating systems or setting the environment variable OMP_STACK_SIZE with an appropriate value.
Specialization of fitness function to an input template
Given an input template, we can specialize our fitness function routine in order to exploit the data accesses provided by the template. For example, in the fitness function of code 1 using the template of Fig. 2 , the variables icol + 1, . . ., icol + 9 are calculated several times, but in reality we only need to calculate them one time per row-iteration and keep their values stored in an auxiliary variable. This allows for avoiding the accesses to the coordinate arrays tem_coord_rows and tem_coord_cols (see code 5) and keeping the cache memory clean for other data.
If we denote by t ¼ tem nodes; n ¼ cols À tem cols and m ¼ rows À tem rows, the total number of memory accesses performed by the fitness routine (only taking into account the arrays tem_coord_rows, tem_coord_cols and indivk) is 3 Â t Â n Â m. Using this optimization the total number of memory accesses for the same arrays is t Â n Â m with a reduction of 3Â less memory accesses than the original scenario. In the modified code depicted in code 5, using the template described in Fig. 2 , loop unrolling and common subexpression eliminations are included in order to eliminate the accesses of the arrays tem_coord_rows and tem_coord_cols and re-utilize the values of icol + 1,. . .,icol + 9.
Branch reduction
The routine patternComparison, described in code 6, which is the most intensive in terms of execution time, can be re-designed in order to reduce the number of branch instructions (control flow, for example if-then-else or while loops) executed inside a loop.
When a branch instruction is processed by the CPU, some cycles may be lost due to an incorrect branch prediction or an expensive condition evaluation [22] . For that reason, we know that reducing the number of branches and relaxing their boolean conditions are good practices in order to reduce the overall execution time. A first version of the modified routine consists in the replacement of the if-elseif statement by a simple arithmetic operation value = onePattern1 (ii)-onePattern2(ii). In this new version, the output value is equal to 0 if the patterns are equal, value > 0 if onePattern1 is greater and value < 0 if onePattern2 is greater.
In this re-design, almost all the branch instructions were eliminated from the original routine. Only the ones injected in the boolean conditions of the while loop remain. One possible way to get rid of the evaluation of those conditions is to unroll the loop and use explicit evaluations of each statement incrementing the value of the variable ii. Using this technique we are avoiding conditional evaluations and reducing the number of branch instructions performed by the CPU. The re-designed routine can be viewed in code 7. This modified routine is specialized and depends on the number of nodes of the template. In this case we are using the template described in Fig. 2 .
Load reduction
In the previous optimized routine patternComparison (code 7) the value of the array onePattern2 is invariant through the entire execution of the caller routine patternSearch, implemented as depicted in code 8.
Its values correspond to the pattern that is going to be searched in the pattern database stored in patternList. Storing each of the array cells in register variables (up to the maximum number of integer registers available in the CPU) is an alternative that reduces the number of loads performed by the CPU. The variables op1 to op17 store the values of onePattern (1) to onePattern (17), using the template of Fig. 2 . Using an inlined version of the routine patternComparison together with the registers op1 to op17 allows us to reduce by a half the number of loads executed and also to reduce to zero the number of routine calls to patternComparison. Code 9 depicts this modifications. by one right-shift in the bits of the value minn + maxx.
Parallelization
Fine grained parallelization with OpenMP
A parallelization scheme using OpenMP over a genetic-based MPS code was described in [35] . In that work, the proposed parallelization was based on parallel do-loops over the fitness function routine. The parallelization presented in this section is essentially the same, based on parallel do-loops, but taking into consideration the previously described code optimizations.
The main difference with the sequential code 1, besides the code optimizations, is the utilization of a local array freq_aux_local which stores the frequencies of the patterns calculated locally by all threads. After each thread finishes their corresponding loops (an implicit wait is placed at the end of the loop for thread synchronization) all those frequencies are gathered into the global array freq_aux and this array is used to calculate the final value of the fitness function.
Several schedules (static, dynamic and guided with different chunk sizes) were tested but none of them was considerably faster than the others, so we choose to stay using the static schedule in all of our tests. No profit was obtained after tuning the chunk size, because no false sharing (a review of this topic can be found in [7] ) was introduced in the calculations since no writing is done in the matrix indivk. The default value of chunk size was used in the execution of the tests.
Coarse grained parallelization with MPI + OpenMP
If the initial population is distributed in several processes, the amount of work that each process does decreases with a reduction in the execution time. Following ideas from [5] , we implement an island-based parallelization scheme in which each process waits for the best individuals calculated by the others (other islands), and asynchronously each process sends to everybody the best individual calculated by itself. In this way, all processes share the same best individuals and each one can combine them in order to breed a new generation. The steps are depicted in Algorithm 3. Using this distribution of load, each process can use several threads with OpenMP as in the previous subsection and the code optimizations explained in the previous section. The result of this integration is a hybrid distributed-shared memory parallelization based on the MPI and OpenMP programming models. if no improvement is measured in the local population then 8:
Restart: select some individuals and restart their bits 9:
Sort the individuals by their fitness function value 10:
end if 11:
Selection: select the best individuals based on its fitness functions 12:
Crossover: breed new individuals crossing bits of individuals from the selection 13:
Mutation: breed new individuals mutating some bits of individuals from the selection 14:
Replace old individuals by new ones 15:
Send (asynchronously) the best individual to the other processes 16:
Receive (asynchronously) the best individuals from other processes and copy them in the population (using the memory space of the worst individuals) 17:
Evaluate a fitness function fitness in each individual 18: end while 19: end for 20: OUTPUT: best individual in population of process master.
The only drawback of this parallel implementation is the reduction of the population size in each island. Each process will have a population of N P individuals, and if N is not sufficiently large, local minimum will be achieved earlier in the convergence process, restricting the search for better solutions. A solution to this problem is to set large population sizes according to the number of processes involved in the executions and the size of the search space, in our case, the number of template nodes and training image nodes. Several tests must be done in order to get a good estimation of the optimal population size. In this work, however, our focus was to get reasonable values of performance and convergence, leaving this topic for future research.
The key part of the parallel strategy is the communication between the processes, which is equivalent to an all-to-all broadcast of the best individuals stored in each island. This communication can be implemented with MPI using asynchronous MPI_Isend/MPI_Irecv/MPI_Wait or with the intrinsic routine MPI_Allgather.
A performance analysis tool called Paraver, described in [28] , was used to generate trace views associated to an execution of the proposed implementation using 16 processes with 1 and 12 threads each. In these traces we can see the different states of execution described in Algorithm 3. In the X-axis we have the execution time in microseconds and in the Y-axis we have the states of processes and threads. In Fig. 4 we can see the overall execution time with both processors sets using the same time scale. Fig. 4 . Execution trace (using the same time scale) with two processor sets, 16 Â 1 (top) and 16 Â 12 (bottom) processes Â threads, using a training image of size 1000 Â 1000 running 10 generations of the Algorithm 3.
Results
Timing
In order to study the effectiveness of the optimizations and parallelizations, we use a test routine which loads two 2D images, using one as training image and the other one as individual. After that, it calculates the fitness function of the individual using the previous routines. All measurements are average of 100 executions of this test routine. Two image sizes were used, 100 Â 100 and 1000 Â 1000. They are shown in Fig. 5 . Additionally, full iterations were measured running 30 generations of the genetic algorithm.
The code optimizations were tested incrementally: if an optimization X reduces the execution time, all subsequent optimizations include that optimization. The code compilation was done using ifort (Intel Fortran Compiler) version 12.0.4 (20110427) [26] , without any added options or flags. The default level of compiler optimization is -O2. The tests were executed in a cluster of compute nodes running Linux operating system where every node has two processors Intel Xeon E5649 6-Core (12 CPUs per node) at 2.53 GHz with 24 GB of RAM memory, 12 MB of cache memory and 250 GB local disk storage. The execution times and speed-up values obtained is detailed in Tables 1-5 .
Based on the results from Table 1 , the code optimization accelerates considerably the sequential execution of the fitness function calculation. A speedup of 2.03Â and 1.87Â was obtained for images of 100 Â 100 and 1000 Â 1000 respectively. The best results were obtained after re-designing the data structures that handle the pattern list, allowing it to reduce the execution time by improving the locality of the memory accesses. 
Table 1
Code optimization: fitness function calculation of a 100 Â 100 and 1000 Â 1000 images using the template in Fig. 2 Table 2 Fine-grained parallelization without code-optimizations: fitness function calculation of a 100 Â 100 and 1000 Â 1000 images using the template in Fig. 2 . According to the results from Tables 2 and 3 , the fine-grain parallelization allows to accelerate the execution considerably only when the size of the training image and realizations are large, in our case a size of 1000 Â 1000 reaching a speedup of 17.09Â with 12 threads in the best case. With a size of 100 Â 100 no profit from the parallelization was observed (except in the non-optimized code with 2 threads), due to the small amount of work that each thread performs compared with the overhead introduced by thread management. The best speedup result, 2.03Â, was obtained using the optimized code with only one thread.
The coarse-grain parallelization accelerates the execution proportionally to the number of processes involved in it. This feature is obtained after distributing the workload evenly among the processes. In our case, the workload is represented by the population, which is divided among the processes. According to Tables 4 and 5 , the best results achieved in terms of speedup were obtained using the hybrid parallelization scheme with optimized code, MPI and OpenMP on large training and realization images of size 1000 Â 1000. The thread selection policy used to define how many threads will run in each test was based in the best results obtained in the corresponding fine-grain tests from Tables 2 and 3 , namely, 2 and 12 threads for small and large images respectively, using non-optimized code, and 1 and 12 threads for small and large images respectively, using optimized-code.
Convergence
In order to test the convergence of the method using the parallel optimized code, we choose a fixed set of parameters for the genetic algorithm and with those parameters we observe the behavior of the fitness function and the realization obtained, starting from a randomly generated population of individuals. Those parameters are: Table 3 Fine-grained parallelization with code-optimizations: fitness function calculation of a 100 Â 100 and 1000 Â 1000 images using the template in Fig. 2 Table 4 Coarse-grained parallelization without code optimizations: average generation step (30 generations) of the genetic algorithm using a population of 1000 individuals, each one a 100 Â 100 and 1000 Â 1000 images respectively, using the template in Fig. 2 Table 5 Coarse-grained parallelization with code optimizations: average generation step (30 generations) of the genetic algorithm using a population of 1000 individuals, each one a 100 Â 100 and 1000 Â 1000 images respectively, using the template in Fig. 2 population size: 640 individuals, mutation rate: described in the next paragraph, crossover percentage: 50%, corresponding to the number of individuals selected to perform a crossover with other individual, restart percentage: 10%, corresponding to the percentage of individuals that will be restarted, in each restart step, number of cut-points: 10%, corresponding to the number of cut-points in the crossover operation, number of mutation nodes: described in the next paragraph.
In order to accelerate the convergence, a multi-point mutation strategy was implemented. In this strategy, a random node and a random category were selected (in our tests, we have only 2 categories). Using an influence radius r calculated a priori (in our case r ¼ 0:02 Â min(#rows,#columns)) all nodes that fall within the circle centered in the random node with radius r are mutated (changed) into a new selected category (leaving the conditionant nodes without modification). Additionally, a cyclic-cooling scheme was implemented in order to control the variability of the population, by means of reducing the mutation ratio by a factor k 2 ð0; 1Þ each 1000 generations. Starting from a mutation rate m ¼ 1, if km goes below a threshold, the ratio is restarted from m ¼ 1 and a new mutation cycle begins.
Samples of realization images and convergence plots of function 1 are included in Figs. 6, 7. The convergence plots show the relative decrease in percentage of the fitness function with respect to the initial value (the best fitness value obtained in the first population of individuals). As we can see in these figures, the simulated images are not equal to the training image, which is not bad, because one of the objectives of the simulation process using MPS methods is to obtain simulated images that fits the underlying statistics of the training image but not being necessarily equal. If conditional data is used (nodes with information from the training image which are not modified in the simulation process) the resulting simulated image will be more similar to the training image with the corresponding match of the underlying statistics. The tests that we are considering do not use any conditional data. Therefore they must be considered as a worst case scenario in terms of convergence.
Conclusions and future work
The proposed hybrid parallelization using an optimized code has shown reasonable speedup results, according to the time measurements reported in Section 7. The differences between non-optimized and optimized code execution are considerable and justify our research in this recent topic. A negative aspect has to do with the loss of generality of some of the proposed optimizations. Applying routine specialization or branch/load reduction introduces several modifications in the corresponding code, were specific values of the size of the template are used. If the size or geometry of the template changes, we need to modify those routines in order to adapt them to the new template's values. If the complete code has to be used in an agile framework allowing the utilization of user-defined templates, this behavior can generate inconveniences because each new template needs its own optimized routines, with their corresponding creation, compilation and inclusion in the main application. A possible solution to this problem can be the adoption of auto-tuning techniques to automatically deploy new kernels according to the geometry of the template in use. Examples of auto-tuning techniques applied to stencil optimization for Finite Differences PDE solvers can be reviewed in [10, 11] .
The strategies proposed to accelerate the convergence allow us to get fast realizations, using reasonable small populations (40 individuals per process) and a small restart percentage (10% of the population is restarted). However, a further research on the acceleration of convergence by tuning the genetic parameters (population size, mutation and crossover rates, percentage of selection, percentage of restarted population, number of cross points and mutation points, among others) is left open for future research. Also, several other research topics can be explored, among them we can mention: dynamic mutation rate (using the full annealing scheme), non-linear crossovers (using external information to mix two realizations with some physical or geological interpretation), or selective restart (allowing to reset only individuals that meet certain properties).
This work focuses on 2D training images and realizations. However 3D models are used in real geostatistical scenarios. In order to adapt our code to the 3D scenario, several further optimizations and modifications must be done, but these are left as future work. Among the most relevant ones we can mention the specialization of the fitness evaluation to 3D templates, use of efficient data structures to manage large 3D images and 1D individuals, new methods to perform crossover and mutations in these individuals, and modifications of the fine and coarse grain strategies to the new 3D scenario. Another related future work could be the application of the fitness calculation optimized routines into the simulated annealing scheme of simulation as described in [14] , using the MPI implementation described in [34] or the standard routines implemented in the GSLIB library from [16] .
Finally, another possible research area is related to explore new computer architectures with this algorithm. Among the possible alternatives are NVIDIA's GPUs (using two programming models, CUDA and OpenACC), Intel's MICs (several cores in one chip and accelerators working together in Intel architectures) or energy-efficient new supercomputers that will be available in the next years.
