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We we compare the convergence rate of maximal and minimal irreducible Markov chains on the Internet. In subsection 1.4 we briefly introduce our recent result of N -step PageRank algorithm.
Basic PageRank Model
Consider the hyperlink structure of the webpages on a network as a directed graph G = (V (G), E(G)). A vertex i ∈ V (G) of the graph represents a webpage and a directed edge − → ij ∈ E(G) represents a hyperlink from the webpage i to j. Let d i be the outdegree of vertex i and |V (G)| be the cardinal number of V (G). Suppose that |V (G)| = n. We can construct a matrix W = [w ij ] n×n , the normalized adjacent matrix of G,
In the real web there always exists page i which does not link to any other webpage, then d i = 0 and the entries of the ith row in W are all 0. Hence the matrix W is not a (conservative) tansition matrix (nonnegative matrix and the sum of every row is 1 ). There are two methods to change W into a transition matrix. One is to replace all
n ) to get a new matrix P . The other is to add a new vertex β (n+1) into the graph and then to construct a corresponding matrix P =:
Let {X t } t≥0 be a Markov chain associated with the above transition matrix P . Then {X t } can be intuitively interpreted as a surfer surfs at the Internet: When X t = i, if d i = 0, then he chooses the next page by randomly clicking on one of the outlinks of i ; if d i = 0, then
he chooses the next page randomly in the whole Web. The transition matrix P is intuitively interpreted similarly: if d i = 0, then the surfer behaviors in the same manner as above; however, if d i = 0, then the surfer will choose the vertex β (n+1) in the t + 1 step. With the above interpretations, it is resonable to think that the average clicking ratio can be interpreted as a measurement of the relative importance of webpages.
If the corresponding Markov chain has a unique stationary distribution π = (π 1 , π 2 , · · · , π n ) , then by the ergodic theory we will have :
I {visiting i at kth step} = lim
Thus the stationary distribution π = (π 1 , π 2 , · · · , π n ) is a suitable candidate of the ranking of the webpages.
However, the adjacent matrix of the real Web is always very large and is sparse [8] , and hence P and P are most likely reducible, which means that most likely their stationary distributions are not unique. There are several methods to modify P or P for forcing it irreducible [18] , among them the most popular one is the famous PageRank model.
In the PageRank model, the Markov chain is forced irreducible by making every state directly reachable from every other state. This is achieved by adding a perturbation matrix E = 1 n · 1 T 1 to P . Then, the mathematical algorithm of PageRank is formulated as
where 1 := (1, 1, · · · , 1) represents a row vector with all entries equal to 1, 0 < α < 1 is a constant called the damping factor in the literature.
By the theory of Markov chains, π(α) is the stationary distribution of P(α), which is called the PageRank vector and is utilized to measure the relative importance of webpages(see e.g. [1, 7, 18, 19] ).
The above perturbation has a reasonable intuitive explanation. We may imagine that a surfer on the Internet goes along the hyperlinks with probability α, and he may also open a new Webpage randomly with probability 1 − α.
PageRank was originally proposed by Google founders Larry Page and Sergey Brin in 1998 ( [9] ). Later the PageRank model adopted a slightly more general perturbation by using a "personalized" distribution µ replacing the uniform distribution 1 n · 1 (see (3) in next subsection). In nowadays, PageRank has emerged a popular link analysis model, mostly due to its query-independence, using only the web graph structure, and Google's huge business success.
Limit of PageRank
It was reported in the literature that the most common choice of the damping factor in practical algorithms is taking α = 0.85(cf. [18] ).
Then, one would naturally think about the relations between α and π(α), e.g. how α affects the rank π(α) and affects the convergence rate of (2), what is the limit of π(α) as α → 1, and if the limit exists is it better than π(α) with α = 0.85, etc. In the literature there are various discussions along the above questions (see e.g. [1] , [7] , [18] ). In this subsection we report a recent work of Bao and Liu [1] . They discussed the limit of the PageRank π(α) as α → 1. Their result verifies a conjecture proposed by Boldi et al. [7] in the 14th International World Wide Web Conference (2005).
To state the result of [1] let us work on the following PageRank model with personalized distribution µ:
where µ = (µ 1 , · · · , µ n ) is an arbitrary probability vector with µ i > 0 for · 5 · all i, which means that when a surfer surfs to the next step by opening a new page, he will choose the next page not randomly but according to his personal favor.
In practice P is most likely aperiodic, so P(α) is an irreducible and aperiodic Markov transition probability matrix on a finite state space, its invariant probability π(α) exists and is unique. By the tightness property, as α → 1 − (i.e. α tends to 1 from below), the limit point of π(α) always exists. But the limit is in general not unique. The theorem below shows that the limit is unique and gives an analytic representation of the limit.
is a probability vector satisfying (3) and (4), respectively.
Then, π * = lim α→1 − π(α) exists and is unique. Moreover,
where
Note that when µ = 1 n ·1, the above result confirms the corresponding conjecture poposed in [7] . The above result shows also that π * is not suitable to be used for ranking Webpages. This is because that if a page i is in a transient state of the Markov chain, then by Theorem 1 we will have π * i = (µ · V) i = 0. However, in the real Web structure, more than half pages are transient states, and these transient states are often interesting [8] . So, it is unreasonable to choose µ · V or π(α) with very large α as the PageRank vector. This conclusion is agreeable with the opinion in [7] .
Comparison of Different Irreducible Markov Chains
In the above PageRank model the irreducibility of the Markov chain is obtained by adding direct connections between each vertex, which we will refer to as the maximal irreducible chain. Some authors suspected that · 6 · this approach might be overkill and proposed alternative approaches to force irreducibility, among them a practical one forces irreducibility in a minimal sense and is refer to as the minimal irreducible chain( [6, 18, 26] ).
The minimal irreducible chain is constructed by adding a new vertex ν (n+1) to V (G) and revising the matrix accordingly. The revised transi-
 , where α, 1, µ are the same as in the above subsection, αP,
submatrixes respectively. The behavior of Markov chain with the transition matrix A(α) can be interpreted as follows: when the current state is i, in the next step the surfer will either choose a webpage from pages pointed by i with probability α, or choose the new vertex ν (n+1) with probability (1 − α), and then from ν (n+1) he will choose a webpage from V (G) with distribution µ in the further next step. 
Denote the stationary distribution of the minimal irreducible Markov
, where π n (α) is the distribution values of the n vertexes of V (G), and π (n+1) (α) is the distribution value of the new vertex ν (n+1) . In [29] (see also [2] )it is calculated that
Comparing (5) with (6), we have π n (α) = 1 2 − α π(α), which means that π n (α) is identified with π(α) after being normalized. Consequently the minimal and maximal Markov chains yield the same ranking of the webpages.
To compare the convergence rates of the above chains, we already know that he convergence rate of the maximal irreducible Markov chain
Therefore we need only to calculate the convergence rate of the minimal irreducible Markov chain, to this end we let
submatrixes respectively. Then the convergence rate of
can be calculated separately for each submatrix's. In [2] it is calculated as follows:
From the above results we see that in · ∞ norm the convergence rate of the two matrixes are almost the same. But if we uase the · 1 norm, we may have a slightly finer result as follows:
, then the convergence rate of the minimal Markov chain has the same order as α k , more precisely we
By the above discussion we see that when α > Markov chain based on the transition matrix P , which is referred as the middle irreducible Markov chain. The interested reader may refer [2] for the comparison of the three (maximal, minimal and middle) Markov chains.
N-step PageRank
Although PageRank is an eminent search engine algorithm, researchers still continuously make effort to improve it or invent new algorithms for seeking the better accuracy and/or speed. In this subsection we present shortly an improved algorithm to boost the search accuracy of the classical PageRank. This new algorithm was proposed very recently in [28] and is named as N-step PagRank.
The motivation of the N-step PageRank comes from the strategy used in computer chess. The key to the winning of computer "Deep Blue" [15] · 9 · over human is that it can predict all the situations within much more steps than a human being can do at the same time.
We use this idea into the design of the search engine algorithm. In the classical PageRank algorithm, when the surfer chooses the next webpage, he uses only information of 1-step out-links of the current webpage, and chooses every out-link page with equal probability. That is, PageRank assumes that each out-link has the same importance. In fact, the surfer can estimate the importance of the different links according to the knowledge he has, and the webpage which contains more information will have more opportunity to be chosen. So, we assume that the out-link number of a webpage can represent its information capacity. That is, after n steps the more links there are, the more information the user can get.
According to this principle, we can compute a new transition matrix
ij ] n×n as follows: for two arbitrary vertexes i, j,
is the vertex number after vertex j jump N steps, and
Replace the transition matrix P in the PageRank algorithm by P (N ) ,
we obtain the N-step PageRank algorithm. It was shown in [28] In this section we present our recent work about ranking Websites ( [3] and [14] ). In subsection 2.1, we describe the traditional approaches to the Websites-ranking and discuss their weakness. We then present our approach of ranking Websites, the AggregateRank algorithm, in Subsection 2.2.
Traditional approaches of Websites-ranking
In the literature of Website ranking, people used to apply those technologies proposed for ranking Webpages to the ranking of Websites. For example, the PageRank algorithm was used to rank Websites in [13, 27] .
In order to apply PageRank to the ranking of Websites, they constructed a HostGraph. In the HostGraph, the nodes denote Websites and there is an edge between two nodes if there are hyperlinks from the Webpages in one Website to the Webpages in the other. According to the different definitions of the edge weights, two categories of HostGraphs were used in the literature. In the first category, the weight of an edge between two
Websites was defined by the number of hyperlinks between the two sets of Webpages in these sites [5] . In the second category, the weight of any edge was simply set to 1 [12] . For the sake of clarity, we refer to the two categories as weighted HostGraph and naïve HostGraph respectively.
After constructing the HostGraph, the similar random walk was conducted. That is, a random surfer was supposed to jump between Websites following the edges with a probability of α, or jump to a random
Website with a probability of 1 − α. In such a way, one can obtain the HostRank, which is the importance measure of Websites.
At first glance, the above random walk model over the HostGraph seems to be a natural extension of the PageRank algorithm. However, in [3, 14] we point out that it is actually not as reasonable as PageRank because it is not in accordance with the browsing behaviors of the Web surfers. As we know, real world Web surfers usually have two basic ways to access the Web. One is to type URL in the address edit of the Web browser (using favorite folder can also be considered as a shortcut of typing URL). And the other one is to click any hyperlink in the current loaded Webpage. These two manners can be well described by the parameter α used in PageRank. That is, with a probability of 1 − α, the Web users visit a random Webpage by inputting its URL, and with a probability of α, they visit a Webpage by clicking a hyperlink.
Nevertheless, as for the random walk in the HostGraph, we can hardly A which is even unreachable from the Webpage that he is currently visiting. In other words, the HostGraph is only a kind of approximation to the Web graph: it loses much transition information, especially as for the naïve HostGraph. So we propose a new algorithm to rank websites in accordance with the browsing behaviors of the web surfers [3, 14] .
Our new algorithm is named AggregateRank algorithm, which will be discussed in the next subsection.
AggregateRank Algorithm
The basic idea of the AggregateRank algorithm is that the importance of a Website should be measured by the mean frequency of a surfer's visiting.
Suppose there are totally N Websites in the Web. As each Webpage belongs to some determinate Website, we rearrange the transition matrix P (α) and partition it into N × N blocks according to the N Websites.
Then it has the following form Let π(α) be partitioned conformally with P (α), i.e.,
and π i (α) is a row vector of length n i .
We assume that π(α) is the initial distribution of the Webpage surfing Markov chain {X k } k≥0 , and a surfer is browsing on some Website S i at time m. We calculate the number of visiting the Website S j from now on.
Let N j (l) denote the number of {X k } k≥0 visiting the Website S j during the l times {m + 1, m + 2, · · · , m + l}. Then we can get the following conclusion [3] .
From this theorem, we know that π j (α) 1 is the mean frequency of visiting the Website S j . Hence the probability vector ( In the AggregateRank model, we define
as the one-step transition probability from the Website S i to the Website S j . Then, the N × N matrix C(α) = (c ij (α)) is the transition matrix between Websites [22] . It can be proved that C(α) is an irreducible stochastic matrix, and the unique stationary probability vector of it is
Therefore, we can get the measurement of the website importance by calculating the stationary distribution of C(α).
By the theory of stochastic complement [22] and some further approximations, we design the AggregateRank algorithm as follows:
1.Divide the n × n matrix P (α) into N × N blocks according to the N sites.
2. Construct the stochastic matrix P * ii (α) for P ii (α) by changing the diagonal elements of P ii (α) to make each row sum up to 1.
(1)
Form an approximation C * (α) to the coupling matrix C(α), by
5. Determine the stationary distribution of C * (α) and denote it ξ * (α), i.e.,
Through the error analysis, we conclude that the error bound of ξ(α) − ξ * (α) can be well controlled [22] . Therefore, ξ * (α) is a good measurement for the website importance.
We did some experiments on the dataset of TREC Web track [14] , the results show that the AggregateRank algorithm has the best performance and it is the best approximation to PageRankSum. Moreover the AggregateRank algorithm is faster than PageRankSum, while a little more complex than the HostRank algorithms. So, by taking the effectiveness and efficiency into consideration at the same time, we consider the AggregateRank algorithm as a better solution to website-ranking. §3. Final Remarks
In this paper we have focused our discussion on Static Rank by exploiting the hyperlink structure of the Web. The notable advantages of this technology are its query independence and content independence.
We should remark that there are also other interesting research subjects to be further studied. All these research subjects are interesting and are worth to be further studied.
