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Abstract
The regularity, in the sense of ultradifferentiability, of real functions of two variables is determined
in terms of the regularity of their restrictions to a given family of smooth plane curves. The special
case of line segments reduces to the main result in [Proc. Amer. Math. Soc. 127 (1999) 2099–2104].
As a consequence, the Bochnak–Siciak theorem on real analyticity is obtained. A formal analog
of one of the results provides a generalization of the two-variable case of the Abhyankar and Moh
[J. Reine Angew. Math. 241 (1970) 27–33] theorem.
 2004 Elsevier Inc. All rights reserved.
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A theorem due to Bochnak [3] and Siciak [15] states that a function f ∈ C∞(Rn) that
is (real) analytic on every line must be analytic itself. However, it is not hard to construct
nonanalytic functions f ∈Cr(Rn), 0 r < ∞, that are analytic on every line. There exist
discontinuous functions that are analytic along every analytic curve (see [2]). In [10,11],
the author proved that the analytic class in the Bochnak–Siciak theorem can be replaced
with an arbitrary ultradifferentiable class of functions provided the set of linear restrictions
of f satisfy a ‘uniformity hypothesis.’ E.B. Dyn’kin [5] proved a similar result for Hölder
classes but under a different uniformity hypothesis. A uniformity hypothesis is required in
these types of problems that deal with function classes other than the analytic class.
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62 T.S. Neelon / J. Math. Anal. Appl. 299 (2004) 61–71In this paper we investigate the problem of determining an ultradifferentiable class of a
function f (x, y) in terms of the ultradifferentiable class of its restrictions to a given family
Γ of smooth curves. We will require f to satisfy a uniformity hypothesis analogous to
the one required in the study of separate analyticity (see, e.g., [8,13]). The family Γ need
not contain a curve in every direction but the set of directions at each point needs to be of
positive transfinite diameter.
The paper is organized as follows. In Section 1, the background material is developed. In
Section 2, the notion of bounded equismooth families of curves is introduced, and a central
proposition is proved. In Section 3.1, we obtain results in the general case of bounded
equismooth families of smooth curves. In Section 3.2, we prove a theorem for the case
when Γ consists of curves defined by polynomial maps with an upper bound on degrees.
As a consequence, we give a generalized version of the above mentioned results in [5] and
[10,11], as well as a new proof of the Bochnak–Siciak theorem. Finally, in Section 3.3, it is
proved that the coefficient growth of a formal power series F(x1, x2, . . . , xn) is completely
determined by the coefficient growth of a collection {F(sx2, x2, . . . , xn)}s∈S , where S ⊆ R
has positive transfinite diameter. This leads to a generalization of a theorem of Abhyankar
and Moh [1].
1. Preliminaries
1.1. Notations
To indicate A is a compact subset of B , we write A B. For α = (α1, α2, . . . , αn) ∈ Zn+,
ξ = (ξ1, ξ2, . . . , ξn) ∈ Rn, put
ξα := ξα11 · ξα22 · · · · · ξαnn , |ξ | := ξ1 + ξ2 + · · · + ξn,(
k
α
)
:= k!
α1!α2! . . .αn!(k − |α|)! .
Elements of (Z2+)n will be represented as β = (β1·, β2·, . . . , βn·), where
βi· = (βi1, βi2) ∈ Z2+, 1 i  n.
The weight of β ∈ (Z2+)n is defined as
ω( β) =
n∑
j=1
j |βj ·|.
For a C∞ map f :U → Rm, f = (f1, f2, . . . , fn), put
∂αf :=
m∏
l=1
∂αfj (x).
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Let U ⊆ Rn be an open set, and let {Mk}∞k=0 be a sequence of nonnegative numbers. For
a constant h > 0, a subset E ⊆ U, and a C∞ map f := (f1, f2, . . . , fn) :U → Rm, define1
ph,{Mk},E(f) := sup
0 =α∈Zn+,1in, x∈E
|∂αfi(x)|
h|α|M|α|
.
For K  U and h > 0 define the Banach space CK,h{Mk} to be the set of all f ∈ C∞(U)
such that ph,{Mk},K(f ) < ∞. The spaces CK {Mk} :=
⋃
h>0 CK,h{Mk} and CK(Mk) :=⋂
h>0 CK,h{Mk} are topologized with the injective and the projective limit topologies, re-
spectively.
The ultradifferentiable class C{Mk}(U) (respectively C(Mk)(U)) is defined to be the
class of all f ∈ C∞(U) such that for each K  U, ph,{Mk},K(f ) < ∞ for some (respec-
tively for all) h > 0. The ultradifferentiable class E{Mk}(U) (respectively E(Mk)(U)) is
the class of all those f ∈ C∞(U) for which ph,{Mk},U (f ) < ∞ for some (respectively for
all) h > 0. When there is no cause of confusion, we will omit the reference to the open
set U . It is easy to see that the spaces defined above are invariant under a change of coor-
dinates.
Clearly, E{Mk} and E(Mk) contain the compactly supported elements of C{Mk} and
C(Mk), respectively. The class C{(k!)ν}, ν > 1, is called the class of Gevrey functions of
order ν, and the class C{k!} is precisely the class of analytic functions.
A C∞ function f ∈CK,h{Mk} if and only if there are constants k0  0 and C > 0 such
that
‖f ‖k,K := max|α|=k, x∈K
∣∣∂αf (x)∣∣ ChkMk, ∀k  k0.
A sequence {Mk} is said to be logconvex if
M2k Mk−1Mk+1, ∀k  1. (1.1)
If {Mk} is logconvex, then the inequality
MkMj Mj+k, ∀j, k  1, (1.2)
which follows from (1.1), makes the ultradifferentiable classes defined above into commu-
tative rings.
We write {N ′k} ∼ {Nk} if 0 < limk→∞(N ′k/Nk)1/k < ∞. It is easy to check that if{N ′k} ∼ {Nk}, then C{Nk} = C{N ′k} .
The smallest logconvex majorant {N+j } of a sequence {Nk} is defined as
N+j = sup
k<j<l
{
Nj ,N
(l−j)/(l−k)
k N
(j−k)/(l−k)
l
}
, j  1.
Clearly {N+k } is nondecreasing, logconvex, and N+j Nj , ∀j .
By Kolmogoroff’s theorem [9], for any sequence {Nk} there is a logconvex {N ′k} ∼ {Nk}
such that C{Nk}(Rn) = C{N ′k}(Rn).
1 By convention α = 0 is included but it does not effect the ultradifferentiable classes.
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is by replaced by {λMk}, λ > 0, or if a finite number of Mk’s are changed. So, we may
assume that M0 = 1.
1.3. Faa’di Bruno formula
The classic Faa’di Bruno formula expresses the kth order derivatives of the composition
f ◦ g of two single-variable C∞ functions as a polynomial expression in the derivatives of
f and g (see, e.g., [8]). The two-variable version of the Faa’di Bruno formula stated below
is a direct consequence of Corollary 2.11 of [4].
For integers k,m,ν, 0 ν m k, and n, we introduce sets
Pn(k,m,ν) :=
{ β ∈ (Z2+)min(n,k): |β·1| = ν, |β·2| = m− ν, ω( β) = k}.
Lemma 1.1. If h : R2 → R and g : R → R2 are two C∞ maps, then the kth derivative of
the composition h ◦ g is given by
(h ◦ g)(k)(t) = k!
k∑
m=0
m∑
ν=0
(
∂ν1 ∂
m−ν
2 h
)(
g(t)
) ∑
β∈Pk(k,m,ν)
k∏
j=1
(g(j)(t))βj
βj ![j !]|βj |
. (1.3)
Let h(x1, x2) = ex1+x2 , gn(t) :=∑nj=1(tj /j !), n ∈ Z+, and g(t) := et − 1. The num-
bers (h ◦ (gn, gn))(k)(0) and (h ◦ (g, g))(k)(0) are two-dimensional analogs of Stirling
numbers and Bell numbers, respectively.
For integers k  1 and n 1, define
bn,k = k!
k∑
m=0
m∑
ν=0
∑
β∈Pk(k,m,ν)
k∏
j=1
1
βj ![j !]|βj |
.
The number bk,k is the kth Bell number and it is well known that bk,k < k!.
Since P1(k,m,ν) = { β = (m, k −m)}, we have
b1,k(t) =
k∑
m=0
m∑
ν=0
(
k
m
)
 4k. (1.4)
1.4. Transfinite diameter [6]
For a set K  R, let δ2(K) := supx,y∈K |x − y| denote the diameter of K. The kth
diameter of K is defined as
δk(K) := sup
{ ∏
1i<jk
|xi − xj |2/k(k−1): x1, x2, . . . , xk ∈K
}
.
Since the supremum above is attained, there exist points x1, x2, . . . , xk ∈ K , called k Fekete
points of K , such that
δk(K) =
∏
|xi − xj |2/k(k−1).
1i<jk
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the transfinite diameter (or the logarithmic capacity) of K . If x0, x1, . . . , xk ∈ K are k + 1
Fekete points, then
∏k
j=0, j =r |xr − xj | δk . Observe that δ(K) = 0 if K is a finite set and
δ(aK)= |a|δ(K), ∀a ∈ R.
For a subset S ⊆ R define δ(S) := supKS δ(K). A set of points x0, x1, . . . , xk ∈ S said
to form a wide set of S if
k∏
j=0, j =r
|xr − xj |
(
δ(S)
2
)k
.
We will use the following basic property of the transfinite diameter.
Lemma 1.2. If S1 ⊆ S2 ⊆ · · · ⊆ Sm ⊆ · · · are closed (or Borel) sets and S =⋃∞j=1 Sj , then
δ(S) = limj→∞ δ(Sj ).
See [6] for a proof.
2. Equismooth families of curves
Let Γ := {c : t → (c1(t), c2(t)) ∈Ω : t ∈ I }, I := [−1,1], denote a family of C∞ curves
lying in an open set Ω . Let {Nk}∞k=0, N0 = 1, be a nondecreasing sequence. For a subset
E ⊆ Ω , let ΓE denote the subfamily consisting of all those curves in Γ that intersect E.
For x ∈ Ω , let
x =
{
c′2(t)
c′1(t)
∈ [−∞,∞]: c ∈ Γx, c(t) = x
}
denote the slope set2 of Γx . For a subset E ⊆ Ω , put (E) :=⋂x∈E x .
A family Γ is said to be equismooth if infc∈Γ |c′(t)| > 0, ∀t ∈ I . If L : R2 → R2
is a nonsingular linear transformation, then Γ L := {L ◦ c: c ∈ Γ } is equismooth or
bounded if and only if Γ is equismooth or bounded, respectively. Furthermore, for E ⊂ Ω ,
δ(L(E)) > 0 if and only if δ((E)) > 0.
For a subset Θ ⊆ Ch,I {Mk}, put
ph,{Mk},I (Θ) := sup
g∈Θ
ph,{Mk},I (g).
A subset Θ of CI {Mk} (respectively CI (Mk)) is bounded if and only if ph,{Mk},I (Θ) < ∞
for some (respectively for all) h > 0 (see [7]).
To simplify the notation, we will use the common symbol [Mk] to denote both {Mk}
and (Mk). The statement f ∈ C[Mk] should be understood as f ∈ C{Mk} (respectively
f ∈C(Mk)).
2 Here ±∞ represent the slopes of the vertical tangents defined as left/right limits of tangents.
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(respectively EΓ [Mk]) if and only if the family Γ fK (respectively Γ f ) is contained and
bounded in CI [Mk]. Equip the spaces CΓ [Mk] := ⋂KΩ CΓK [Mk] with the projective
limit topology.
Let {Mk}∞k=0,M0 := 1, and {Nk}∞k=0,N0 := 1, be two sequences. Define,
M0 ⊗N0 := 1,
Mk ⊗Nk :=Mk +
k−1∑
j=0
Mk−j−1NkNk−1 . . .Nk−j , ∀k  1.
The following proposition contains the central idea of the paper.
Proposition 2.1. Let {Mk}∞0 ,M0 = 1, and {Nk}∞0 ,N0 = 1, be two nondecreasing se-
quences. Assume {Nk} to be logconvex. Let E ⊆ Ω be a subset with δE := δ((E)) > 0. If
a C∞ function f :Ω → R and a constant h > 0 are such that ph,{Mk},I (Γ fE ) < ∞, then
ph,{Mk⊗k!N ′k},E(f ) < ∞ for some sequence {N ′k} ∼ {Nk}.
Proof. By the remarks made in the previous section, it follows that a linear change of
coordinates in R2 causes no loss of generality. We claim that by performing a linear change
of coordinates, if necessary, we may assume the following statements:
(i) (E) ⊆ [−1,1],
(ii) infI,c∈ΓE |c′1(t)| 4/δE .
Indeed, since either [−1,1] or (−∞,−1) ∪ (1,∞) must intersect (E) in a set of
positive transfinite diameter, an appropriate linear change of coordinates in R2 will en-
sure that δ((E) ∩ [0,1]) > 0. The replacement of Γ by the subfamily whose slope set is
(E) ∩ [0,1] will result in (i).
Now assume (i) holds. Since the function I  t → infc∈ΓE |c′(t)| is positive and upper
semicontinuous, the sets Im := {t ∈ I : infc∈ΓE |c′(t)| 1/m} are closed and I =
⋃∞
m=1 Im.
By the Baire category theorem, there is m  1 such that the interior of Im is nonempty.
In particular, a := infIm,c∈ΓE |c′1(t)| > 0 because |c′1(t)|  |c′2(t)|, ∀t ∈ I , by (i). The
replacement of I by Im and the multiplication of each c ∈ Γ with 4/(δEa), will yield
infI,c∈ΓE |c′1(t)| 4/δE without affecting (i).
For an integer k  1, let s0, s1, . . . , sk be a wide set points of x . Let curves ci ∈ Γx ,
0 i  k, and tix ∈ I be such that ci (tix) = x and si is the slope of c′i (tix).
For convenience of notation, for i , 0 i  k, and j = 1,2, put
ci = (ci1, ci2), c′ij = c′ij (tix), si = c′i2/c′i1, and fi(t) = f ◦ ci (t).
We will use induction on k. Suppose k = 1. Since |c′ij /c′i1|  1, |c′i1|  4/δE , and|s1 − s0| δx/2 δE/2, ∀x ∈E, we have
|c′ij |
|c′ c′ ||s − s |  1/2, ∀j = 1,2, ∀i = 0,1.01 11 1 0
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c′i2∂2f (x), i = 0,1, yields
max
j=1,2
∣∣∂jf (x)∣∣ 12
(∣∣f ′0(t0x)∣∣+ ∣∣f ′1(t1x)∣∣) ph,{Mk}hM1.
Define L0 := 1 and L1 := M1. Assume that the numbers L2,L3, . . . ,Lk−1 are so de-
fined that ‖f ‖j,E  ph,{Mk}hjLj holds for all j < k.
An application of the Faa’di Bruno formula (1.3) to f ◦ ci yields
k∑
j=0
(
k
j
)
(c′i1)k−j (c′i2)j
[
∂
k−j
1 ∂
j
2 f
](
ci (tix)
)= gik(x), 0 i  k, (2.1)
where
gik(x) := f (k)i (tix)−
k−1∑
m=1
k!
m∑
ν=0
∂ν1 ∂
m−ν
2 f (x)
∑
β∈P(k,m,ν)
k∏
j=1
[c(j)i ]βj
βj ![j !]βj
. (2.2)
By using the Vandermonde formula, the determinant ∆ of the linear system (2.1), in
unknowns ∂k−j1 ∂
j
2 f (ci ), can be written as
∆ = ±
(
k∏
i=0
c′i1
)k( k∏
j=0
(
k
j
)) ∏
0i<jk
|si − sj |.
Let ∆rl denote the (r, l)th minor of ∆. By Lemma 2 of [10,11] we have
|∆rl| =
(
k∏
i=0, i =r
c′i1
)k ∏
0jk, j =l
(
k
j
) ∏
0i<jk, i,j =r
|si − sj | ·
∣∣σk−l (sˆr )∣∣,
where σk−l (sˆr ) is the complete symmetric polynomial of degree k − l in the variables si ,
0 i  k, i = r . Since |si | 1, ∀i, |σk−l (sˆr )|
(
k
l
)
, ∀r . Also ∏i =r |si − sr | (δx/2)k 
(δE/2)k because si ’s form a wide points of x . Hence,∣∣∣∣∆rl∆
∣∣∣∣= |σk−l (sˆr )|(k
l
)|c′r1|k∏i =r |si − sr |  2
−k. (2.3)
The logconvexity of the sequence {Nk} implies that for all β ∈ P(k,m), we have∣∣c(1)i ∣∣β1∣∣c(2)i ∣∣β2 . . . ∣∣c(k)i ∣∣βk  (max(1,ph,{Nk},I (Γ )))mhkNk. (2.4)
Define
N ′k :=
(
2 max
(
1,ph,{Nk},I (Γ )
)
max(1, h)
)k
Nk.
Clearly {N ′k} ∼ {Nk}.
Since bk,k < k!, by using (2.4) and (2.2) we have
∣∣gik(x)− f (k)i (0)∣∣
{‖f ‖k−1 · k!N ′k if h 1,
‖f ‖k−1 · k!hkN ′ if h < 1. (2.5)k
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‖f ‖k,E 
k∑
r=0
∣∣∣∣∆rl∆
∣∣∣∣(‖fr‖k + max
x∈E
∣∣grk(x)− f (k)r (0)∣∣) ph,{Mk}hkLk, (2.6)
and for h < 1, we have
‖f ‖k,E  ph,{Mk}h2k−1Lk  ph,{Mk}hkLk,
where Lk := Mk + k!N ′kLk−1. Hence ph,{Mk⊗k!N ′k},E(f ) < ∞ because {Mk ⊗ k!N ′k} is the
closed form of the iterative sequence {Lk}. 
3. Results
3.1. The general case
Theorem 3.1. Let K Ω , and let {Mk}∞0 ,M0 = 1, and {Nk}∞0 ,N0 = 1, be two nonde-
creasing sequences. Let Γ ⊆ CI [Nk] be a bounded equismooth family of curves lying in
an open subset Ω of R2. If {Nk}∞0 is logconvex, then there exists a sequence {N ′k} ∼ {Nk}
such that the following statements hold:
– If δ((K)) > 0 then CΓK [Mk] ⊆ CK [Mk ⊗ k!N ′k].
– If δ() > 0 then CΓ [Mk] ⊆ C[Mk ⊗ k!N ′k] and EΓ [Mk] ⊆ E[Mk ⊗ k!N ′k].
Proof. Let E = K or E = Ω . Let a C∞ function f :Ω → R be such that Γ fE is bounded
in C[Mk]. Since Γ ⊆ C[Nk] is also bounded, ph,{Nk},I (Γ ) < ∞ and ph,{Mk},I (Γ fE ) < ∞
for some h 1 (respectively for all h 1). Now the theorem follows from Proposition 2.1
with {N ′k} is as defined in (2.4). 
Let Rθ denote the rotation of coordinates in R2 by the angle θ . For a function f :Ω → R
and a curve γ : I →Ω , define fxθ (t) := f (x +Rθ (γ (t))).
Theorem 3.2. Let Ω , K and {Mk} be as in Theorem 3.1. Suppose S ⊆ [−1,1] is a set with
positive transfinite diameter. Let γ be a curve passing through the origin in R2 such that
‖γ ′(0)‖ 2/δ(S). If a C∞ function f :Ω → R is such that the collection {fxθ }x∈K,tanθ∈S
(respectively {fxθ }x∈Ω,tanθ∈S) is bounded in CI [Mk] then f ∈ CK [Mk ⊗ k!N+k ](Ω) (re-
spectively E[Mk ⊗ k!N+k ](Ω)), where Nk := ‖γ (k)(0)‖, ∀k  1.
Proof. The family Γ = {x + Rθ (γ (t))}x∈Ω,tanθ∈S satisfies the claims (i) and (ii) in the
proof of Proposition 2.1. Also, by definition of Nk , we have p1,{N+k }(ΓK)  p1,{Nk}(ΓK)= 1. To complete the proof follow the arguments in the proof of Proposition 2.1. 
3.2. Restrictions to polynomial curves
Results are sharper in the case of polynomial curves.
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a family of polynomial maps q(t) =∑dj=1 qj tj , qj = (qj1, qj2) ∈ R2, of degree at most
d  1. Assume
δ
{|q12/q11|: q ∈ Λ}> 0, inf
q∈Λ |q1| > 0, supq∈Λ,jd
|qj | < ∞.
Then for any C∞ function f : R2 → R, there is a constant A > 0 such that the following
statement holds:
– If {fxq(t) := f (x + q(t))}x∈K,q∈Λ (respectively {fxq}x∈R2,q∈Λ) is contained and
bounded in CI [Mk], then f ∈ CK [Mk ⊗Akbd,k] (respectively E[Mk ⊗Akbd,k]).
Proof. It follows from the conditions imposed on the qj ’s, that Γ := {t → x +
q(t)}x∈R2,q∈Λ is an equismooth and bounded in CI [1,1, . . .]. Furthermore
x =  =
{|q12/q11|: q ∈Λ}, ∀x.
Let gik,fi etc. be as in the proof of Proposition 2.1. From (2.2) and (2.5), we have for all
k  d ,
max
x∈E
∣∣gik(x)− f (k)i (0)∣∣ ‖f ‖k−1Bkbd,k,
where B := 2d! supq∈Λ,jd |qj |. Let h > 0 be such that {fxq}x∈E,q∈Λ, where E = K or
E = Ω , is bounded in CI,h{Mk}. Now the proof is complete by taking A := B if h 1 and
A := hB if h < 1. 
In the linear case d = 1, by (1.4), we have
Corollary 3.1 (cf. [5,10,11]). Let {Mk} and K be as in Theorem 3.3. Let S ⊆ [−∞,∞] be
a bounded set of positive transfinite diameter. If a C∞ function f : R2 → R is such that the
family {fxs(t) := f (x1 + t, x2 + st)}s∈S, x∈K is bounded in CI [Mk] then f ∈ CK [Mk]. If
{fxs}x∈R2, s∈S is bounded in CI [Mk] then f ∈ E[Mk].
The following result shows that the boundedness hypothesis of {fxs}s∈S, x∈K is unnec-
essary for the analytic class C{k!}.
Corollary 3.2 (Bochnak–Siciak theorem). A C∞ function f : R2 → R that is analytic on
every line is analytic itself.
Proof. It is enough to prove that f is analytic at the origin. By our hypothesis, the lower
semicontinuous function
θ → sup
k1
[
f
(k)
0θ (0)
k!
]1/k
is everywhere finite. By the Baire category argument, it is bounded on an interval [a, b].
By Corollary 3.1 with K = {0} and Γ as the set of all lines with slopes between
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f (t cosθ, t sin θ) = T0(f )(t cos θ, t sin θ), ∀t,∀θ , by our hypothesis, there is an r > 0 such
that f (x)≡ T0(f )(x), ∀x, |x|< r . 
3.3. Summability of formal power series
Let {Mk} be a sequence of positive numbers. A formal power series F(X) =∑α fαXα ,
X = (x1, x2, . . . , xn), fα ∈ R (or any other valued field) is said to be {Mk}-summable [12]
if |fα|  R|α|M|α| , ∀α, for some constant R > 0. A power series is convergent (near 0)
if and only if it is {1}-summable, where {1} = {1,1, . . .}. Let summ{Mk}(F ) be the set of
all those s ∈ R for which F(sx2, x2, . . . , xn) is {Mk}-summable. The set summ{1}(F ) is
known as the convergence set of F . A set S is the convergence set of a formal power series
if and only if it is a countable union of sets of zero transfinite diameter (see [1,14]).
Let F(x1, x2,X∗) = ∑i,j∈Z+, α∈Zn−2+ fijαxi1xj2Xα∗ , where X∗ := (x3, x4, . . . , xn), is a
formal power series in n variables. For s ∈ R, write
F(sx2, x2,X∗) =
∑
l∈Z+, α∈Zn−2+
Flα(s)x
l
2X
α∗ ,
where
Flα(s) :=
l∑
i=0
fi(l−i)αsi . (3.1)
If F(sx2, x2,X∗) is {Mk}-summable as a series in the variables x2, x3, . . . , xn, then
there exists a constant Rs > 0 such that |Flα(s)|  Rl+|α|s Ml+|α|, ∀l ∈ Z+, ∀α ∈
Z
n−2+ . Hence the lower semicontinuous function ψ(s) := supk |M−1k Fk(s)|1/k is every-
where finite. If δ(summ{Mk}(F )) > 0, then an application of Lemma 1.2 with Sj =
{s: ψ(s)  j } yields a constant R > 0 and a subset S ⊆ R with δ(S) > 0 such that
|Flα(s)|  Rl+|α|Ml+|α|, ∀s ∈ S, ∀l,∀α. Let s0, s1, . . . , sl be a wide set of points in S.
By letting s = sj , 0 j  l, in (3.1) we get an (l+1)× (l+1) system of linear equations.
Now, as in the proof of Proposition 2.1, an application of Cramer’s rule will yield the es-
timate |fijα |Ri+j+|α|Mi+j+|α|, ∀i, j ∈ Z+, ∀α ∈ Zn−2+ . We have proved the following
theorem.
Theorem 3.4. For a sequence {Mk} of positive numbers, a formal power series F(X) is
{Mk}-summable if and only if δ(summ{Mk}(F )) > 0.
Corollary 3.3 [1]. The transfinite diameter of the convergence set of a divergent series is
zero.
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