CONTEXT Checklists are commonly used in the assessment of procedural competence. However, on most checklists, high scores are often unable to rule out incompetence as the commission of a few serious procedural errors typically results in only a minimal reduction in performance score. We hypothesised that checklists constructed based on procedural errors may be better at identifying incompetence.
CONTEXT Checklists are commonly used in the assessment of procedural competence. However, on most checklists, high scores are often unable to rule out incompetence as the commission of a few serious procedural errors typically results in only a minimal reduction in performance score. We hypothesised that checklists constructed based on procedural errors may be better at identifying incompetence.
OBJECTIVES This study sought to compare the efficacy of an error-focused checklist and a conventionally constructed checklist in identifying procedural incompetence.
METHODS
We constructed a 15-item errorfocused checklist for lumbar puncture (LP) based on input from 13 experts in four Canadian academic centres, using a modified Delphi approach, over three rounds of survey. Ratings of 18 video-recorded performances of LP on simulators using the error-focused tool were compared with ratings obtained using a published conventional 21-item checklist. Competence/incompetence decisions were based on global assessment. Diagnostic accuracy was estimated using the area under the curve (AUC) in receiver operating characteristic analyses.
RESULTS
The accuracy of the conventional checklist in identifying incompetence was low (AUC 0.11, 95% confidence interval [CI] 0.00-0.28) in comparison with that of the error-focused checklist (AUC 0.85, 95% CI 0.67-1.00). The internal consistency of the error-focused checklist was lower than that of the conventional checklist (a = 0.35 and a = 0.79, respectively). The inter-rater reliability of both tools was high (conventional checklist: intraclass correlation coefficient [ICC] 0.99, 95% CI 0.98-1.00; error-focused checklist: ICC 0.92, 95% CI 0.68-0.98).
CONCLUSIONS Despite higher internal consistency and inter-rater reliability, the conventional checklist was less accurate at identifying procedural incompetence. For assessments in which it is important to identify procedural incompetence, we recommend the use of an error-focused checklist. INTRODUCTION Medical trainees from a number of postgraduate training programmes are expected to demonstrate competence in the performance of bedside procedures that are critical and essential to patient care. [1] [2] [3] [4] [5] [6] To assess for skills competence, educators commonly turn to two types of assessment tool: the checklist and the global rating scale. The checklist rates observable behaviours typically in a stepwise fashion, whereas the global rating scale tends to rate performances based on an overall or global impression. Both have been shown to have good inter-rater reliability. 7 In the case of central venous catheterisation, the number of checklists in use in the literature far outnumbers that of global rating scales. 8, 9 The reason why checklists are used more commonly than global ratings for some procedural skills is not entirely clear. As procedural steps are typically executed in a predictable stepwise fashion, it is conceivable that checklists are felt to be better suited to the assessment task. 10 Further, items on the checklist may assist in providing feedback to trainees. However, existing data suggest that global rating scales may demonstrate inter-station reliability and validity superior to those of checklists. 7, [11] [12] [13] Further, by 'rewarding thoroughness', checklists may run the risk of trivialising the task at hand, [13] [14] [15] which may account for their lower ability to distinguish between novices and experts, as demonstrated by one study on non-technical skills. 16 In our previous studies of the assessment of competence in procedural skills, we found that the use of checklists resulted in high sensitivity, but low specificity in the identification of competence, a finding that held true across a number of procedures. 17, 18 Particularly worrisome was the finding that a high checklist score did not preclude procedural incompetence as one serious procedural error would result in only a minimal loss in the checklist score if the remaining steps were executed perfectly. This finding suggests that there may be room for improvement in the way that checklists are constructed.
More recently, studies on the inclusion of clinically discriminating items in checklists demonstrate that these generate psychometric data superior to those of conventionally constructed checklists. [19] [20] [21] Thus, the type of item used in a checklist may be an important facet to explore for improving checklist content. Based on findings from our previous studies that procedural errors appeared to account for the poor specificities demonstrated by conventionally constructed checklists, 17, 18 the present study sought to compare the use of a conventionally constructed checklist with that of an error-focused checklist in lumbar puncture (LP). We chose LP because it is a commonly performed procedure that is a requirement for a number of training programmes. [2] [3] [4] 6 We hypothesised that a checklist that considers serious procedural errors would outperform a conventionally constructed checklist in its determination of procedural incompetence.
METHODS

Development of the conventional checklist
The development of our 21-item conventionally constructed checklist (Appendix S1) has been described previously. 18 In short, one neurologist, one emergency medicine specialist, one general internist, two haematologists and one anaesthesiologist from two tertiary Canadian academic centres (University of Calgary and University of British Columbia) participated in an expert panel by completing two rounds of surveys online between December 2010 and October 2011. Consensus, defined as agreement of at least 80%, on the 21 checklist items was reached in a modified Delphi approach. 22 This checklist was analysed in a binary approach: a score of 1 was assigned for behaviours observed and correctly performed (rated as 'Yes') and a score of 0 was assigned for behaviours not observed (rated as 'No') or incorrectly performed (rated as 'Yes, but').
Development of a conventional global rating tool
The conventional global rating tool has also been described previously. 17, 18 This tool has one item on each of the following domains: pre-procedure preparation; analgesia; time and motion; instrument handling; procedural flow; knowledge of instruments; aseptic technique, and seeking help (Appendix S1). These domains are based on previously published global rating tools. 23, 24 Overall performance was assessed by the summary item 'Overall ability to perform procedure', rated on a scale of 1-6, where 1 = not competent to perform independently, 3 = competent to perform independently, and 6 = of above average competence to perform independently.
Development of an error-focused checklist
The error-focused checklist was constructed based on input from an expert panel. To inform items for the survey to administer to this expert panel, two investigators (IWYM, MEB) first independently reviewed a random sample of 16 previously rated performance videos in order to compile a list of serious and common procedural errors. These videos were sourced from 34 available video-recordings of performances of LP recorded at the University of Calgary internal medicine residency programme formative simulation-based examination, which took place between July and September 2011. 18 This examination and its results have been previously described. 18 Expert panel participants for construction of the error-focused checklist Once a list of errors had been compiled, 13 members from four Canadian tertiary academic health centres (University of British Columbia, n = 2; University of Calgary, n = 4; University of Toronto, n = 4; University of Ottawa, n = 3) completed three rounds of survey between December 2013 and July 2014. Experts included three haematologists, two neurologists, two internists, one emergency medicine specialist, one anaesthesiologist and four paediatric critical care specialists.
Rounds of survey
The first round of the survey consisted of 38 procedural errors. Experts were asked to rate each error on a 5-point Likert scale based on its likelihood of causing patient harm (1 = not very likely, 5 = very likely), and on a 4-point Likert scale based on the potential consequence of such harm (1 = negligible, 4 = catastrophic). Consensus was defined as agreement of 80% or higher. Experts were also asked to list any additional errors they considered to be clinically significant and to report their procedural experience.
Items that did not achieve consensus (i.e. < 80% agreement) were readdressed in Round 2, in which experts were asked how they would rate the performance (pass versus fail) if the item was the only error witnessed in the performance. A 'fail' was to indicate that the trainee was unable to perform the procedure independently, whereas a 'pass' was to indicate that the trainee was able to perform the procedure independently. Items that did not reach consensus were readdressed in Round 3. Lastly, experts were asked to rate the relative importance of nine elements to the rating of a trainee's procedural competence. These elements were: patient safety; comfort; overall success; sterility; time and motion; instrument handling; procedural flow; knowledge of procedure and equipment, and seeking help where appropriate.
Classification of errors
Negligible error
An error was considered negligible if at least 80% of the experts polled in Round 1 agreed that the error was not very likely or somewhat unlikely to cause patient harm and that the harm was likely to be negligible or minor. An error was also considered negligible if at least 80% of experts agreed they would pass the performance if they observed the error.
Serious error
An error was considered serious if at least 80% of the experts in Round 1 agreed that the error was somewhat likely or very likely to cause patient harm and that the harm was serious or catastrophic. An error was considered serious if at least 80% of the experts agreed in Round 2 that they would fail the performance if they observed the error. Results from the three rounds of surveys were then used to create the error-focused checklist.
Rating of performances using the conventionally constructed checklist
All of the remaining 18 video performances that had not been used to inform the error survey items were rated by two independent trained raters using a 21-item conventionally constructed checklist and the eight-item global rating scale as previously described (Appendix S1). 18 Ratings were performed in January 2012 by two trained raters: an internist (IWYM) with 10 years of experience in teaching and assessing procedural skills, and a senior internal medicine resident, who was in her last year of training and had been teaching for 2 years as a certified procedural trainer on the residency training programme. The two raters were trained to consensus for 2 hours on the use of the assessment tools. As described previously, in the rating of the video performances, the order in which the tools were used was alternated with each video in order to minimise the extent to which the rating on one tool might systematically influence the rating on the subsequent tool. 18 Rating of performances using the error-focused checklist All 18 video performances were rated by one trained rater using the error-focused checklist, and a random 50% of these videos (i.e. nine videos) were rated independently by a second trained rater in October 2014. The remaining nine videos were rated by the second rater in May 2015. The first rater was the person who had rated the videos in January 2012 using the conventionally constructed tools (IWYM). The second rater (MEB) was a general surgeon with 10 years of experience in teaching procedural skills at both undergraduate and residency training levels. No training on the use of the error-focused checklist was given; however, both raters had extensive experience in the assessment of procedural skills.
Competence/incompetence decisions
Competence/incompetence decisions were based on the summary item on the global rating scale. All performances that achieved a rating of ≥ 3 (competent to perform independently) were considered competent, whereas performances rated as ≤ 2 (borderline competence to perform independently or not competent to perform independently) were considered incompetent. This study was approved by the Conjoint Health Research Ethics Board at the University of Calgary.
Validity evidence
In addition to presenting content validity evidence as outlined above, we assessed for additional sources of validity evidence. 25, 26 These included internal structure (internal consistency, inter-rater reliability) and relations to other variables (trainees with versus without formal training, checklist scores versus global scores).
Statistical analyses
The sensitivity and specificity of all possible conventional and error-focused checklist cut scores for identifying competence and incompetence, respectively, were evaluated using receiver operating characteristic (ROC) analyses. The area under the curve (AUC) was estimated as a measure of diagnostic accuracy: an AUC of 1.0 indicates perfect diagnostic accuracy. 27 Discrimination indices (D) were calculated for each conventional checklist item and poorly discriminating items (D < 0.1) were removed for the modified conventional checklist scores. 28 The AUC of the modified conventional checklist was then re-estimated.
Inter-rater reliability was assessed using intraclass correlation coefficients (ICCs, two-way random model) and kappa statistics. Internal consistency was assessed using Cronbach's alpha. Scores between two groups were compared using Student's t-tests and correlations between scores were assessed using Pearson's correlation coefficient. All analyses were performed using PASW Statistics for Windows Version 18.0 (SPSS, Inc., Chicago, IL, USA) and STATA Version 11.0 (StataCorp LP, College Station, TX, USA).
RESULTS
Expert ratings of error items
All 13 experts completed Round 1, and 12 experts (92%) completed Rounds 2 and 3 of the survey. Of the 38 errors considered, 21 items (18 negligible and three serious errors) reached consensus in Round 1 (Table 1) . Of the remaining 17 errors, two (items 12 and 17) were felt to be too similar (Table 1 ) and were collapsed into one item for the remaining two rounds. Two additional errors were suggested by the experts: not performing a Joint Commission Accreditation of Health Care Organizations (JCAHO) time out 29 and not using ultrasound in patients with difficult landmarks. 30 Thus, in Round 2, a total of 18 errors were surveyed. Of these, 10 items (one negligible and nine serious errors) reached consensus (Table 1) . Of the remaining eight errors, five (two negligible and three serious errors) reached consensus in Round 3 (Table 1) . No consensus was reached for three items.
From the three rounds of survey, a total of 15 errors were considered serious or deserving of a failure rating, and 21 were considered negligible. Of the 15 serious errors, 13 were applicable to our simulationbased examination (Appendix S2).
Expert panel participants' experience with lumbar punctures
Ten of the 13 experts (77%) had performed more than 50 LPs, two (15%) had performed between 31 and 40 LPs, and one (8%) had performed between 21 and 30 LPs. Of the 12 experts who provided information on supervisory experience, eight (67%) had supervised more than 50 LPs and four (33%) had supervised between 41 and 50 LPs.
Expert ratings of the importance of elements of the procedure
Overall, experts rated procedural safety, sterility and seeking help as the most important elements in determining procedural competence. Instrument handling, time and motion, and procedural flow were rated as less important (Table 2) .
Performance scores
Mean AE standard deviation (SD) scores for the 18 videotaped performances were 77.7 AE 14.7% using the conventionally constructed tool and 1.8 AE 1.4 using the error-focused checklist, on which each error is given 1 point for a maximum of 13 points. A higher score on the error-focused checklist indicates a poor performance, whereas the reverse is true for the conventionally constructed tool. A median of two errors per performance was observed (interquartile range [IQR]: 1-3; range: 0-5). The error committed most frequently by trainees was touching non-sterile surfaces with sterile gloves (n = 7, 39%) ( Table 3 ).
Based on overall global rating scale scores, the performances of four (22%) participants were considered competent and the performances of 14 (78%) participants were considered incompetent.
Accuracy of the assessment tool
The accuracy of the conventional checklist in identifying competence was high (AUC 0.89, 95% confidence interval [CI] 0.72-1.00) in comparison with that of the error-focused checklist (AUC 0.15, 95% CI 0.00-0.33).
In the identification of incompetence, the accuracy of the conventional checklist was poor (AUC 0.11, 95% CI 0.00-0.28), whereas that of the error-focused checklist was high (AUC 0.85, 95% CI 0.67-1.00).
Overall, conventional checklist cut points demonstrated low specificities for the identification of incompetence, whereas error-focused checklist cut scores demonstrated higher specificities (Table 4) . Using the conventional checklist, all competent performances were scored at ≥ 85% (100% sensitivity) and a cut score of > 97.6% was required to identify incompetence at 100% specificity. Using the errorfocused checklist, all performances deemed competent demonstrated no errors and the occurrence of two errors or more was able to identify incompetence at 100% specificity.
Modified checklist score
The mean AE SD discrimination index for the conventional checklist was 0.18 AE 0.11. Four items with a discrimination index of < 0.1 were removed ('Withdraw anaesthetic with syringe'; 'Place sponge stick into chlorhexidine and clean the skin twice in a circular motion from the target area'; 'Place sterile drape between hip and bed'; 'Place bandage over puncture site'), resulting in a modified 17-item checklist. The 17-item checklist score highly correlated with the original 21-item checklist score (r = 0.98, p < 0.0001). The modified checklist had similarly high accuracy in its identification of competence (AUC 0.91, 95% CI 0.78-1.00) and low accuracy in its ability to identify incompetence (AUC 0.09, 95% CI 0.00-0.22). Does not wear sterile gloves 1 (6) Does not clean/sterilise the target area twice with chlorhexidine in a circular motion from the target area 3 (17) Disposes of used chlorhexidine sponge sticks back into sterile equipment 3 (18) Fails to put sterile drape on in a sterile manner (gloves make contact with non-sterile aspect of patient) 2 (11) Sterile gloves make contact with any non-sterile surfaces (patient, bed, etc.) during the procedure 7 (39)
Inserts needle at a site that is anatomically too high 0
Stylet not in needle prior to insertion of needle 0
Does not remove stylet completely to check for fluid 1 (6) Tries to aspirate cerebrospinal fluid out of canal 1 (6) Post-collection, does not screw on caps of tubes at all 4 (33)
Global rating scores Mean AE SD Overall ability to perform procedure † 1.8 AE 1.1 * Denominator not consistently 18 as some items are either missing or non-applicable (e.g. missing video section, n = 1; unsuccessful at obtaining cerebrospinal fluid, n = 5; tray already opened, n = 4; no sterilisation attempted, n = 1). † Items rated on a scale of 1-6, where 1 = not competent to perform independently and 6 = of above average competence to perform independently. ‡ Items rated on a scale of 1-5, where 1 = not competent to perform independently and 5 = of above average competence to perform independently.
Additional sources of validity evidence
Internal structure
The internal consistency of the error-focused checklist was 0.35, lower than that reported for our conventionally constructed checklist (0.79). 18 The internal consistency of the modified 17-item checklist was 0.78. The internal consistency of the eightitem global rating scale was 0.79. Inter-rater reliability for both the conventional checklist and error-focused checklist was high (conventional checklist: ICC 0.99, 95% CI 0.98-1.00; error-focused checklist: ICC 0.89, 95% CI 0.69-0.96). Inter-rater reliability for the summary global rating score was also high (ICC 0.87, 95% CI 0.73-0.94) and there was perfect agreement between the two raters on determining competence versus incompetence (j = 1.00).
Relations to other variables
Scores on both the conventional and the error-focused checklists were highly correlated with the summary global rating (conventional checklist: r = 0.61, p = 0.01; error-focused checklist: r = À 0.64, p = 0.004). Conventional checklist scores did not differ significantly between trainees who reported having formal LP training (77.1 AE 0.14%) and those who reported no formal training (73.8 AE 0.18) (p = 0.72). Trainees who reported formal training demonstrated fewer errors (1.73 AE 1.1) compared with those without formal training (2.25 AE 2.2), but the difference was also not significant (p = 0.54).
DISCUSSION
Experts in our study considered patient safety, sterility and the trainee's ability to seek help where appropriate as the most important elements in the rating of procedural competence. Elements such as procedural flow, time and motion, and instrument handling were rated by our experts as being less important. As is consistent with these views on the importance of patient safety and sterility, of the two checklists used in this study, that composed of items referring to errors considered to be serious in nature by our experts demonstrated higher specificity for the identification of 'incompetence' than the conventionally constructed checklist. Thus, the diagnostic ability of the error-focused checklist in identifying incompetence was superior to that of the conventionally constructed checklist, whereas the conventionally constructed checklist was superior at identifying procedural competence.
Together, these results make an argument for tailoring the assessment tool to the purpose of the assessment. If the purpose of the assessment is to identify individuals who are incompetent at the procedure (i.e. require more training prior to performing the procedure clinically in patients), the use of an error-focused tool may be preferred. In the era of competency-based education, 31 our study results suggest that the choice of assessment tool may impact on the determination of competence versus incompetence. In our sample, the presence of two or more errors based on the error-focused checklist was uniformly associated with incompetence in performing the procedure and the diagnostic accuracy of the tool for identifying incompetence was high. Although the conventional checklist demonstrated high diagnostic accuracy for competence, its accuracy for determining incompetence was limited. Thus, in order to identify performances that indicate incompetence in the procedure, a very high cut score on the conventional checklist is required (97% in our sample). However, at this cut score, all but one individual would have been deemed incompetent. Hence the utility of the conventional checklist in determining incompetence may be limited. Even after eliminating poorly discriminating items from our conventional checklist, we were unable to improve the conventional checklist's ability to detect incompetence.
Assessment of procedural competence should not be a one-time event. Rather, any assessments should be situated within a larger framework of a programme of assessment. 32, 33 For the purposes of formative assessment, early on in a trainee's procedural education, an educator may prioritise maximising the ability to identify performances that are incompetent and that may pose serious safety risks to patients. Such trainees may benefit from additional training or assessments. The present results suggest that the use of the error-focused tool may be preferable in identifying these trainees. For trainees whose performances were not grossly incompetent based on the error-focused tool, future assessments may then benefit from the use of the conventional tool, which has greater ability to identify competence. However, it is important to note that our study was not designed to assess the conventional tool's ability to accurately identify competence at the high-stakes level. In this context, repeated formative assessments are recommended.
Unlike a previous study on using clinically discriminating checklists for non-procedural skills, 19 our error-focused checklist did not demonstrate interrater reliability or internal consistency higher than those of our conventionally constructed checklist. Although the inter-rater reliability of the errorfocused checklist is reasonable (ICC 0.92), its internal consistency was low, which may reflect the fact that procedural incompetence is not a unidimensional concept. Our study sample is too small to further explore its dimensions. In addition, the implementation of error-focused tools will require further study. For example, although one of the errors (Does not screw caps on collection tubes) was deemed serious in nature by our expert panel, the raters did not flag the two performances in which this was the sole error as incompetent. Secondly, two performances without errors were rated as showing 'borderline competence'. In one performance, seven attempts were made. The second performance, despite the lack of an observed error, was rated as 'borderline' because the trainee showed incomplete knowledge of the equipment. None of these procedural issues was appropriately captured in our current error-focused checklist. Thirdly, in procedural assessments, timing matters. At present, both checklists may benefit from additional specificity for the ratings of the items. For example, for an item such as 'Washes hands' (or the errorfocused equivalent: 'Does not wash hands'), we rely on the raters to exercise their judgement in determining how to rate trainees who do wash their hands, but do so late into the procedure. Our assessment tools do not capture fully the complexities of the judgement required to appropriately rate all items.
Our study has a number of additional limitations that impact on the interpretation of our results. Firstly, our sample size is small and our study is a single-centre study on one procedure, rated by only two experts. The generalisability of our conclusions to other centres, procedures or non-procedural skills, or to ratings by non-experts, may be limited. Secondly, despite the use of a panel of experts sourced from across the nation, with multiple specialty representation, the items generated are not necessarily evidence-based items. 21 Further, perhaps due to the automated nature of their expertise, experts may paradoxically neglect key elements of a procedure. 34 Therefore, the sole reliance on experts may be problematic. Thirdly, as indicated earlier, internal consistency in our error-focused checklist was low (a = 0.35), which may be a function of having fewer items on the checklist or may indicate that incompetence may be a multidimensional construct. After all, there are likely to be multiple ways in which one can be incompetent. Our sample size is too small to further explore this, but future studies should consider exploring the number of dimensions captured by errors. Fourthly, the purpose of our study and, consequently, the items on our surveys were focused exclusively on procedural errors, their likelihood of causing harm, and the anticipated severity of patient harm. It is highly likely that the framing of these questions would have biased experts into declaring that safety parameters are the most important elements in the rating of procedural competency. It is therefore important to highlight that this bias towards patient safety is prominent in this research. Fifthly, although participants who reported prior formal training achieved higher checklist scores and committed fewer errors than those who reported no formal training, the differences in scores and errors were not statistically sig-nificant. This lack of difference may reflect any one or more of the following: small sample size; imperfect reliabilities in score measurements; insufficient training in those who received formal training, and learning through clinical exposure in those who did not receive formal training. Sixthly, some items for rating were missing or not applicable as a result of procedural issues. For example, despite our standardised instructions to the examiners to repack the procedural tray at the procedural examination between candidates, the procedural tray was already open at the beginning of the station in four cases. Therefore, those participants did not have an opportunity to demonstrate their technique in tray opening. Further, one video was not started in time and therefore did not capture the participant's entry to the examination room. Raters were therefore unable to assess whether or not that participant had washed his or her hands. We were unable to rate the ability to screw on the caps of the tubes in candidates who were unsuccessful in obtaining cerebrospinal fluid. Similarly, we were unable to evaluate the disposal of chlorhexidine sponge sticks in candidates who neglected to clean or sterilise the patient altogether. Lastly, we did not explore the use of a combined tool (including both conventional items and error-focused items) and nor did we assess for the acceptability of use of the errorfocused tool. For example, if faculties strongly dislike the error-focused tool, lack of acceptability will pose a significant barrier to its use. 35 Future studies should address these gaps.
Despite our study's limitations, our results do suggest that modifying the type of items included in a procedural checklist, specifically in this study by including items on procedural errors, can enhance its ability to detect procedural incompetence. The use of an error-focused checklist identified fewer false positives (i.e. those who are incompetent, but mislabelled as competent) than simply setting a very high cut score on a conventionally constructed checklist. The use of an error-focused checklist should be considered for the determination of incompetence. Secondly, this study presents, for the first time, a list of procedural errors in LP that are considered unacceptable from a safety point of view based on the opinion of experts. These errors should be considered in the training of learners in performing the procedure and may provide guidance to novice faculty raters tasked with assessing procedural competence.
It is worth noting that our conclusions are hypothesis-generating and pertain primarily to the LP procedure, in which procedural errors may cause significant patient harm. These results should not be extrapolated to other clinical skills, especially those in which the clinical consequences of errors are less clear. In these instances, conventionally constructed checklists may be preferred. Future studies should assess whether or not the additional modification of conventional checklist items, such as by weighting items, may be able to yield a more valid tool. If not, the superiority of error-focused tools in the identification of incompetence needs to be confirmed for other procedural skills, and additional sources of evidence of validity, such as the response process and consequences of testing, should be examined. Lastly, the role of errors in the teaching of procedural skills should also be explored.
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