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ThePoissondistribution isoftenagoodapproximation to theunder-
lying sampling distribution and is central to the study of categorical
data. In this paper, we propose a new uniﬁed approach to an inves-
tigation of point properties of simultaneous estimations of Poisson
population parameters with general quadratic loss functions. The
main accent is made on the shrinkage estimation.We build a series
of estimators that could be represented as a convex combination of
linear statistics such asmaximum likelihood estimator (benchmark
estimator), restricted estimator, composite estimator, preliminary
test estimator, shrinkage estimator, positive rule shrinkage estima-
tor (James–Stein type estimator). All these estimators are repre-
sented in a general integrated estimation approach,which allowsus
to unify our investigation and order themwith respect to the risk. A
simulation studywith numerical and graphical results is conducted
to illustrate the properties of the investigated estimators.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction and preliminaries
It is quite common to collect data from various sources. Suppose thatmulti-samples are taken from
Poisson populations. The multi-sample situation may arise, for example, from a multi-study result in
which a preliminary study has been conducted in each of several locations, or from a single study in
which experiments are divided into a number of cells.
Let Yi1,Yi2, . . . ,Yini be a random sample of size ni from the Poisson distribution with parameter λi,
i = 1, 2, . . . , q. Let λ˜i = Ti/ni, i = 1, 2, . . . , q, where Ti =
∑ni
j=1 Yij . Then ˜ = (λ˜1, . . . , λ˜q)′ is the maximum
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likelihood estimator (MLE) of. Besides its intuitive appeal as amoment estimator, theMLEhas classical
optimality properties. That is, for the asymptotic set-up in which λi is ﬁxed, λ˜i is an efﬁcient estimator
of λi. On the other hand, in the small sample set-up λ˜i is a uniformly minimum variance unbiased
estimator (UMVUE) of λi. The risk of ˜ under squared error loss is
∑q
i=1 λi and the risk for relative
squared error loss is q. Thus, the MLE has low mean squared error (MSE) when the true λi are small
but has constant risk under relative squared error loss. Hence it is minimax; see [7, p. 360, Section
5.4.4]. An alternative small sample analysis of ˜ arises by considering various loss functions; we refer
to Santer and Duffy [10]. Ghosh and Yang [8] discuss estimation with respect to entropy loss function.
Ahmed and Ullah [6] considered some improved estimation for an ANOVA model.
We are interested here in simultaneously estimating when it is plausible that all parameters may
be close to each other. Thus, we consider combining independent Poisson problems in a large sample
set-up and establish the large sample theory of shrinkage and preliminary test estimators. We present
a basis for optimally combining estimation problems. The objective is to provide natural adaptive
estimators that are free of subjective choices and tuning or smoothing parameters.
In Section 2, we construct some improved estimation for . The asymptotic properties of these
estimators are studied in Section 3. A simulation study is conducted in Section 4 to appraise the
performance of the estimators considered in this study for small and moderate sample sizes. The
paper concludes with some remarks in Section 5.
2. Integrated estimation
It is possible that  ≈ 0 where 0 = (λ0
1
, . . . , λ0q)
′ and λ0
i
are known. In many applications one
considers that 0 = λ1q with 1q = (1, . . . , 1)′, where λ is the unknown common parameter of interest.
It is possible to develop dominating estimators which shrink ˜ towards ﬁxed nonnegative points
or certain data-deﬁned points. We then shrink ˜ towards a restricted estimator and provide some
justiﬁcations for this shrinkage.
To this end, let n = n1 + n2 + · · · + nq, and the ANOVA-like null hypothesis (H0) of homogeneity of
the parameters is
H0 : λ1 = · · · = λq = λ0 (unknown). (1)
Let ˆn be the restricted estimator (RE) of , where
ˆn = (λˆn, . . . , λˆn)′ = λˆn1q with λˆn =
q∑
i=1
Ti/n, 1q = (1, . . . , 1)′.
It is well established in the arena of restricted estimation that, when the equality of all parameters
holds, ˆ is a better estimator and has smaller risk (under squared loss) than that of ˜. Otherwise, ˆ
performance is worse due to magnitude of the bias.
Anaturalway tobalance thepotential bias of the estimatorunder the restrictionagainst the classical
estimator is to take a weighted average of ˜ and ˆ. Such integrated or composite estimators may be
written as
ˆ
I = φ˜+ (1− φ)ˆ (2)
for a judiciously chosen weight φ (0 φ  1). Many of the estimators proposed in the reviewed
literature, both design-based and model-based, have the integrated form (2). This can be viewed as
a pure shrinkage estimator. So ˆ is a special case of ˆ
I
(φ = 0). A major drawback of ˆI is that it is
not uniformly better than either component estimator in terms of MSE. It is well documented in the
literature that integrated estimators generally have a smallerMSE than does the benchmark estimator
in an interval near thenull hypothesis at the expenseof poorer performance in the rest of theparameter
space. Not only that; the MSE becomes unbounded as the hypothesis error grows.
However, ˆ
I
dominates ˜ in awider range of the parameter space than ˆ does ˜; we refer to Ahmed
[1].
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As a result, when H0 is rather suspicious, it may be desirable to have a compromised estimator
using a preliminary test on H0; this is called the preliminary test estimator (PTE) of which is a convex
combination of ˜n and ˆn via a suitable test statistic, for testingH0, essentially replacing φ by a random
quantity.
Recently, Judge and Mittelhammer [9] applied a shrinkage technique in a semi-parametric regres-
sion model, and Ahmed [2] used this methodology in the arena of quality control.
In aneffort to obtain the J–S typeorpreliminary test estimators for theproblemathand,we consider
the following generalized distance of ˜ from ˆ:
Dn = n(˜− λˆn1q)′V−1n (˜− λˆn1q)
with
V−1n = λˆ−1n Pn, Pn = diag
(
n1/n, . . . ,nq/n
)
.
Also, lim(ni/n) = pi, ﬁxed for i = 1, . . . , q. Thus, for a given level of significance α (0 < α < 1), let dn,α
be the upper 100α% critical value using the distribution of Dn under H0. The PTE of  is deﬁned by
ˆ
P = λˆn1qI(Dn < dn,α) + ˜I(Dn  dn,α),
where I(A) is an indicator function of a set A. It is seen that PTE is a special case of ˆ
I
, since ˆ
P = ˆI for
φ = I(Dn  dn,α).
Now, deﬁne a shrinkage estimator (SE) and denote this estimator of  by ˆ
S
(ˆ
S = (λˆS
1
, . . . , λˆSq)
′) as
ˆ
S = ˆ+
{
1− (q − 3)D−1n
}
(˜− λˆn1q).
This estimator resembles the J–S type estimator while we have applied the preliminary test approach
in order to obtain the shrinkage estimator. However, it is not a convex combination of ˜ and ˆ, though it
will performwell over the entire parameter space relative to ˜. Since it shrinks the ˜ estimator towards
ˆ, this estimator is generally called a shrinkage estimator. Clearly, if the null hypothesis is true, then
the value of the test statistic will be small and a relatively large weight is placed on ˆ. Otherwise, the
value of Dn is relatively large and more weight is placed on ˜. Consequently, ˆ
S
is a special case of ˆ
I
with φ = (q − 3)D−1n . Some of the salient features of J–S type estimators noted by a host of researchers
in different contexts are:
(a) The J–Sestimationstrategy is attractive touserswantinggoodestimation for theproblemathand
because large gains in efﬁciency can be achieved in the classical full model-based framework
without assuming the correctness of the reduced model.
(b) This estimator is, in general, a biased estimator, although bias is accompanied by reduction in
risk, and hence, does not have serious impact on risk assessment.
(c) In many situations a J–S estimator arises quite naturally in the empirical Bayes (EB) approach or
the empirical best linear unbiased prediction (EBLUP) approach.
However, the unpleasant feature of this estimator is that it may over-shrink ˜ towards ˆ, thus
causing a possible inversion of sign of the base estimator. Here, if Dn  (q − 3), the proposed J–S type
estimator reverses the sign of the estimator ˜. This problem is resolved by the use of the “positive rule”
estimator ˆ
S+
, which preserves the sign of estimates.
We consider a positive rule shrinkage estimator (PSE), deﬁned as
ˆ
S+ = ˆ+ {1− (q − 3)D−1n }I(Dn > q − 3)(˜− ˆ).
The PSE is particularly important to control the over-shrinking inherent in ˆ
S
. The estimator ˆ
S+
dominates ˆ
S
in terms of total MSE and hence is useful for practical purposes. For this reason, Ahmed
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[1] recommended that ˆ
S
should be used as a tool for developing the PSE and should not be used as
an estimator in its own right. In an effort to see that ˆ
S+
is a special case of ˆ
I
, we rewrite ˆ
S+
in the
following canonical form:
ˆ
S+ = ˜− (q − 3)D−1n (˜− ˆ) − {1− (q − 3)D−1n }I(Dn < q − 3)(˜− ˆ),
which in turns gives
φ = (1− (q − 3)D−1n ){I((q − 3)D−1n  1)}.
Finally, we wish to propose the following modiﬁcation to ˆ
P
:
ˆ
P+ = ˆ+ {1− (q − 3)D−1n }I(Dn  dn,α)(˜− ˆ),
where dn,α < (q − 3) is required. This estimator uniformly dominates ˆ
P
but now we have the restric-
tion that q 4 and for q < 4 we are left with ˆP to improve over ˜ and ˆ.
3. Main results
To study the properties of the listed estimators, we consider the asymptotic set-up under which
dominance results will be obtained using the quadratic loss function:
L(∗,) = n(∗ − )′W(∗ − ),
where∗ is a suitable estimator of andW is a given positive semi-definitematrix. Then, the quadratic
risk for ∗ is given by
R(∗,W) = nE(∗ − )′W(∗ − )
= n trace[W{E(∗ − )(∗ − )′}].
Further, ∗ will be termed an inadmissible estimator of  if there exists an alternative estimator 0,
such that
R(0,W)R(∗,W) for all 
with strict inequality for some . Further, if
lim
n→∞R(
0
,W) lim
n→∞R(
∗
,W) for all 
with strict inequality for some , then ∗ is termed an asymptotically inadmissible estimator of .
We note that, as the test statistic Dn is consistent against the ﬁxed alternative, the SE and PSE will be
asymptotically equivalent to the ˜, for the ﬁxed alternative (up to the order O(n−1/2)) in probability,
so that asymptotically there is no shrinkage effect. Hence, in the large sample situation there is not
much to investigate. This brings us to the usual Pitman type of alternatives:
Kn : n = λ01q + √
n
,  a real ﬁxed vector. (3)
Note that  = 0 implies n = λ01q so that (1) is a particular case of {Kn}. For the estimator ∗n of , the
asymptotic distribution function (ADF) of {√n(∗n − n)} is given by
F∗(y) = lim
n→∞ P{
√
n(∗n − n) y},
whenever the limit exists. Also, let
∗ =
∫ ∫
· · ·
∫
yy′ dF∗(y).
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In the spirit of Ahmed et al. [4,3,5], we deﬁne the asymptotic quadratic distributional risk (AQDR) of
an estimator as follows:
AQDR(∗n;W) = trace(W∗).
First, we consider the case for ﬁxed alternatives:
n(ˆ
P − ˜)′W(ˆP − ˜) = {DnI(Dn < dn,α)}{n(˜− ˆ)′W(˜− ˆ)D−1n }
 {DnI(Dn < dn,α)}chmax(WP−1n )
 {DnI(Dn < dn,α)}trace(WP−1n ),
where chmax(A) is the largest characteristic root of matrix A. Also, note that
E{DnI(Dn < dn,α)} dn,α{P(Dn < dn,α)}.
The test statistic based on Dn is consistent. Hence
E{DnI(Dn < dn,α)} → 0 as n → ∞.
Thus, for ﬁxed alternative, ˜ and ˆ
P
have asymptotically the same bounded risk. A very similar treat-
ment holds for ˆ
S
, ˆ
S+
and ˆ
P+
. For ˆ
S
we note that
n(ˆ
S − ˜)′W(ˆS − ˜) = (q − 3)2D−2n {n(˜− ˆ)′W(˜− ˆ)}
 (q − 3)2{n(˜− ˆ)′W(˜− ˆ)}−1{chmax(WP−1n )}2.
On the set Dn = 0, we have ˆ
S = ˜ = ˆ. Thus, we need to show that
E{D−1n I(Dn > 0)} → 0 as n → ∞.
Then, ˆ
S
and ˜ become asymptotically risk equivalent for every  not in H0. Let
D∗n = n(˜− ˆ)′W(˜− ˆ).
Since ˜ converges almost surely (a.s.) to , we have
n−1D∗n → (− λ¯1q)′W(− λ¯1q) a.s. as n → ∞,
where λ¯ = ∑q
i=1 piλi and pi = lim(ni/n). Hence for every ﬁxed  such that − λ¯1q /= 0 as n → ∞, we
have (D∗)−1 → 0, a.s. as n → ∞. Moreover, E{D−1n I(Dn > 0)} → 0 as n → ∞. Finally, for any  /∈ H0,
(ˆ− ) a.s.→ η( /= 0) as n → ∞, and
n(ˆ− )′W(ˆ− ) p→+∞.
Consequently, the asymptotic risk of ˆ, for any  /∈ H0, approaches +∞. Also, note that
nE{(˜− )′(˜− )} = diag (λ1n/n1, . . . , λqn/nq) ,
so that the asymptotic risk of ˜ is bounded for every  ∈ . Hence, we have the following remark.
Remark. For any ﬁxed  /∈ H0, ˆ has asymptotic risk of +∞, while ˆ
S+
, ˆ
S
, ˆ
P+
, ˆ
P
and ˜n are asymp-
totically risk equivalent, with bounded asymptotic distributional risk (ADR).
Next, we consider the local or Pitman alternatives in (3) in an attempt to study the ADR of the
estimators. Two central results key to the study of ADR and asymptotic distributional bias of the SE
and PSE are given in the following theorem.
Theorem 3.1. Under local alternatives in (3) and assumed regularity conditions, the following hold:
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Xn =
√
n(˜− λ01q) ∼ Nq(,V0),
where V0 = λ0P−1, P = diag(p1, . . . , pq) and pi < 1, i = 1, . . . , q;
Yn =
√
n(˜− λˆn1q) ∼ Nq(J, λ0P−1J),
where J = Iq − 1q1′qP;
Zn =
√
n(λˆn1q − λ01q) ∼ Nq(0,A),
where A = λ01q1′q, p′ = 0, p = (p1, . . . , pq); and(
Xn
Yn
)
∼ N2q
{(

J
)
,
(
V0 V0J
V0J V0J
)}
,
(
Zn
Yn
)
∼ N2q
{(
0
J
)
,
(
A O
O V0J
)}
.
Note that V0J = λ0(P−1 − 1q1′q) 0.
Finally, Dn is distributed asymptotically as a noncentral chi-square distribution with (q − 1) degrees
of freedom and noncentrality parameter
 = λ−1
0
(′P),  = J.
Also, dn,α → χ2q−1,α as n → ∞.
With the above theorem intact, we present (without derivation) the main results of this section.
We denote multi-normal distribution function with mean vector u and dispersion matrix  by
q(x;u,) and the corresponding probability density function (p.d.f.) by φq(x;u,). Also, let Hν(x;)
stand for thenoncentral chi-squaredistribution functionwithnoncentralityparameterand ν degrees
of freedom. Further, E(χ−2mν ()) =
∫∞
0 x
−mdHν(x;).
3.1. Asymptotic distributional bias
Both shrinkage and preliminary test estimators are, in general, biased estimators, though bias is
accompanied by reduction in risk, and hence, does not have serious impact on risk assessment. In this
vein, we deﬁne the asymptotic bias (AB) as
AB(˜,) = E[√n(˜− )]
and side by side, the asymptotic distributional bias (ADB) as the limit
ADB(˜,) =
∫ ∫
· · ·
∫
x dG˜n(x)
(
→ ADB(˜,) =
∫ ∫
· · ·
∫
x dG˜(x)
)
.
With Theorem 3.1 intact, we are in a position to use the results on the (normal) parametric model, and
thereby obtain the following expressions for ADBs:
ADB1(˜) = lim
n→∞ E{
√
n(˜− )} = 0,
ADB2(ˆ) = lim
n→∞ E{
√
n(λˆn1q − )} = −,
ADB3(ˆ
P
) = lim
n→∞ E{
√
n(ˆ
P
n − )} = −Hq+1(χ2q−1,α;),
ADB4(ˆ
S
) = lim
n→∞ E{
√
n(ˆ
S − )} = −(q − 3)E(χ−2
q+1()),
ADB5(ˆ
S+
) = lim
n→∞ E{
√
n(ˆ
S+ − ˜)}
= −
[
Hq+1(q − 3;) + E{χ−2q+1()I(χ2q+1() > q − 3)}
]
.
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The bias expressions reveal that all the integrated estimators are asymptotically biased. Even for such
local alternatives, the SE and PSE may not be asymptotically unbiased estimators of . However, both
shrinkage and preliminary test estimators are bounded in  as opposed to ˆ.
3.2. Asymptotic quadratic distributional risks
The following expressions provide AQDR for the estimators respectively:
AQDR1(˜,W) = trace(WV0),
AQDR2(ˆ,W) = λ0 trace(W1q1′q) + ′W,
AQDR3(ˆ
P
,W) = trace(WV0) − trace(WV0)Hq+1(χ2q−1,α;)
+ ′W{2Hq+1(χ2q−1,α;) − Hq+3(χ2q−1,α;)},
AQDR4(ˆ
S
,W) = trace(WV0) − (q − 3)trace(WV0){2E(χ−2q+1())
− (q − 3)E(χ−4
q+1())} + (q − 3)(q + 1)′WE(χ−4q+3()),
AQDR5(ˆ
S+
,W) = AQDR4(ˆ
S
,W) − trace(WV0)E[{1− (q − 3)χ−2q+1()}2
× I(χ2q+1() q − 3)]
+ ′W[2E[{1− (q − 3)χ−2
q+1()}I(χ2q+1() q − 3)]
− E[{1− (q − 3)χ−2
q+3()}2I(χ2q+3() q − 3)]].
Theaboveexpressions areobtainedbyusingTheorem3.1and the results on the (normal) parametric
model. Hence, the details of the proofs are omitted here.
Based on the above equations we investigate the pairwise properties of suggested estimators. For
convenience, in order to compare shrinkage estimatorswith theMLE,we characterize a class of positive
semi-definite (p.s.d.) matricesW0 by
W0 =
{
W : trace(WP)
chmax(WP)
 q + 1
2
}
, (4)
where chmax(·) means the largest characteristic root of (·), and recall that J is an idempotent matrix
with rank (q − 1), and the rank of V0 is q.
Comparing ˆ
S
, ˆ
S+
and ˜
Note that the ADQR of ˜ is independent of  or any other parameter with a constant value
trace(WV0). However, this is not the case with ˆ
S
. For comparison purposes, let us deﬁne ∗ = ′V0
and ∗ = ′W. Now, by the application of the Courant theorem, ∗/∗  chmax(WV−10 ) for all .
Hence, under classW0 deﬁned in (4), we notice that
ADQR4(ˆ
S;W) ADQR1(˜;W) for all  andW ∈ W0, (5)
where strict inequality holds for some ∗. Thus, the AQDR of ˆ
S
is uniformly smaller than that of ˜,
where the upper limit is attained when → ∞. It clearly indicates the asymptotic inadmissibility of
˜ under local alternatives.
Now, we compare ˆ
S+
and ˆ
S
. First we note that
ˆ
S+ = ˆS − {1− (q − 3)D−1n }I(Dn  q − 3)(˜− ˆ), q 4.
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Now the risk of ˆ
S+
can be expressed by
AQDR5(ˆ
S+
,W) = AQDR4(ˆ
S
,W) − trace(WV0)
× E[{1− (q − 3)χ−2
q+1()}2I(χ2q+1() q − 3)]
+ ′W[E[2{1− (q − 3)χ−2
q+1()}(χ2q+1() q − 3)]
− E[{1− (q − 3)χ−2
q+3()}2I(χ2q+3() q − 3)]].
Hence, AQDR5  AQDR4 for all  and W ∈ W0 so that ˆ
S+
uniformly dominates ˆ
S
asymptotically
under {Kn}.
Hence, we safely conclude that AQDR5  AQDR4AQDR1, with strict inequality holding for at least one
value in the parameter space induced by the restriction (i.e., homogeneity of the Poisson parameters).
In other words, both shrinkage estimators dominate the MLE and ˆ
S+
dominates ˆ
S
.
Comparing ˆ and ˜
It is seen that ˜ has a constant risk while the risk of ˆ becomes unbounded as moves away from
the origin, crossing the risk of ˜.
Note that trace(WB) > 0, where B = λ−1
0
P − V0 and
chmin(WV0)
∗

 chmax(WV0)
where chmin(·) means the smallest characteristic root of (·). Hence, if only  is close to 0, ˆ has
smaller AQDR than that of ˜ if  λ0 trace(WB)/chmax(WP−1), i.e., ˆn performs better than does
˜ in the interval [0, λ0 trace(WB)/chmax(WP−1)). Alternatively, when  goes out of this interval, the
AQDR of ˆ grows and becomes unbounded, whereas the AQDR of ˜ remains bounded. Hence,  ∈
[λ0 trace(WB)/chmax(WV0),∞) is fatal to ˆn but is of least concern to ˜. For computational simplicity,
we considerW = V−1
0
and obtain
λ0 trace(WB)
chmax(WP−1)
= λ0 trace(WB)
chmin(WP
−1)
= (q − 1).
Hence, ˜ performs better than ˆ when  ∈ (q − 1,∞). On the other hand, for  ∈ [0, q − 1) the ˆ
outclass ˜.
We summarize the above ﬁndings in the following proposition.
Proposition 3.1. Neither of ˜ and ˆ asymptotically dominates the other under local alternatives.
Comparing ˆ
P
and ˜
Note that Hq−1(x;) is a decreasing function of (q − 1) and . In fact for ﬁxed x we note that
lim
m→∞Hm(x;) = lim→∞Hm(x;) = 0
and in particular, we have
0 < Hq+1(χ2q−1,α;) < Hq−1(χ2q−1,α;) < Hq−1(χ2q−1,α;0) = 1− α < 1
for every q 2, 0 < α < 1 and > 0. Using these results, we point out some properties of the AQDR of
ˆ
P
in terms of. For  = 0, i.e., under the null hypothesis, the AQDR of ˆP reduces to [λ−1
0
trace(WP−1)
{1− Hq+1(χ2q−1,α;)}] which is smaller than the AQDR of ˜. Also, as  deviates from the origin and
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→ ∞, the risk of ˆP monotonically approaches the risk of ˜ from above. Further, as  departs from
the origin, the value of AQDR increases to a maximum after crossing the AQDR of ˜. Furthermore, we
observe that the AQDR of ˆ
P
is smaller than the AQDR of ˜when
 <
trace(WP−1)
chmax(WP−1)(2− γ ) , γ =
Hq+3(χ2q−1,α;)
Hq+1(χ2q−1,α;)
 1
and for  trace(WP−1)/chmax(WP−1)(2− γ ) the opposite conclusion holds. Once again, it is worth
mentioning that as soon as → ∞, the AQDR of ˆP converges to that of ˜. For a special choice of
W = V−1
0
, we obtain that trace(WP−1)/chmax(WP−1) = q. In this case, for  ∈ [0, q(2− γ )−1), ˆ
P
has
an edge over ˜, while opposite conclusions hold true for  ∈ (q(2− γ )−1,∞).
Comparing ˆ
P
and ˆ
In the following we demonstrate that none of the three estimators ˆ, ˜ and ˆ
P
is asymptotically
admissible with respect to the other two.
It is seen that for  = 0, the AQDR of ˆ is {trace(WV0) − trace(WB)}, and
ADR3(ˆ
P
,W) − ADR2(ˆ,W) > 0,
whenever
Hq+1(χ2q−1,α;0)
λ0 trace(WB)
trace(WP−1)
. (6)
Hence, we conclude that under the null hypothesis, ˆ performs better than ˆ
P
for a range of α for
which (6) is satisﬁed. However, for ﬁxed  and α → 0, the AQDR of ˆPn approaches∗ while the AQDR
of ˆ remains unchanged. In such a case, ˆ performs more poorly than does ˆ
P
. In the following, we
shall assume α to be bounded away from 0 and satisfying (6); then the remaining discussion follows.
Hence, ˆ performs better than ˆ
P
whenever
 <
λ0
{
trace(WB) − trace(WV0)Hq+1(χ2q−1,α;)
}
chmax(WP−1)
{
2
(
1− Hq+1(χ2q−1,α;)
)
−
(
1− Hq+3(χ2q−1,α;)
)} .
Comparing ˆ and ˆ
S
The comparison result is provided in the following proposition.
Proposition 3.2. Neither of ˆ
S
and ˆ asymptotically dominates the other under local alternatives.
Proof. Under the null hypothesis, the AQDR of ˆ
S
can be rewritten as follows:
AQDR4 = AQDR2 + trace(WB) − (q − 3)
(q − 1) trace(WV0)
> AQDR2.
Thus, the AQDR of ˆ
S
is greater than that of ˆ under the null hypothesis. On the other hand, as moves
away from the origin, ˆ
S
starts dominating ˆ for  ∈ (+,∞) where
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+ =
λ0
[
trace(WB) − (q − 3)trace(WV0){E(χ−2q+1()) +E(χ−4q+3())}
]
chmin(WP
−1){1− (q − 3)(q + 1)E(χ−4
q+3())}
,
while ˆ dominates ˆ
S
for  ∈ [0,+) where
+ =
λ
[
trace(WB) − (q − 3)trace(WV0){E(χ−2q+1()) +E(χ−4q+3())}
]
chmax(WP−1){1− (q − 3)(q + 1)E(χ−4q+3())}
.
Hence, Proposition 3.2 follows. 
Comparing ˆ
S
and ˆ
P
The ﬁndings are showcased in the following proposition.
Proposition 3.3. Neither of ˆ
S
and ˆ
P
asymptotically dominates the other under local alternatives.
Proof. First, under the null hypothesis
Hq+1(χ2q−1,α;0) > (q − 3)(q − 1)−1 (7)
and
ADR4(ˆ
S
,W) = 2(q − 1)−1trace(WV−1
0
).
Hence,
ADR4(ˆ
S
,W) − ADR3(ˆ
P
,W) = trace(WV−1
0
)
{
Hq+1(χ2q−1,α;0) −
(q − 3)
(q − 1)
}
.
Thus, ˆ
P
has smaller AQDR than does ˆ
S
n under H0 whenever (7) holds. However, the dominance
picture changes whenever (7) fails to hold. Essentially, (7) speciﬁes a range of values of α for which
ˆ
P
dominates ˆ
S
. The picture also changes as  moves away from the origin. As for the risk of ˆ
P
,
it begins with an initial value of [trace(WV0){1− Hq+1(χ2q−1,α;0)}], but as  deviates from the ori-
gin and → ∞, the risk of ˆP monotonically approaches the risk of ˜, after achieving a maximum
risk  [trace(WV0)]. Similarly, the risk of ˆ
S
begins with an initial value of [2(q − 1)−1 trace(WV0)]
and increases monotonically to [trace(WV0)] as  tends to ∞. The AQDR of ˆ
S
and ˆ
P
intersect at
 = α for each α if the condition (7) is satisﬁed, otherwise there is no intersecting point in the
parameter space. If  ∈ [0,α), then ˆ
P 
 ˆS , while for  ∈ (α ,∞), ˆ
S 
 ˆP . Thus, under (7) neither
ˆ
S
nor ˆ
P
dominates the other. If (7) is not satisﬁed, then ˆ
S 
 ˆP uniformly. Nevertheless, both esti-
mators ˆ
S
and ˆ
P
enjoy a common asymptotic property, i.e.,  → ∞ (⇒ → ∞), and their AQDR
converge to the common limit, trace(WV0). Indeed, the risk of ˆ
S
mostly lies below this asymptotic
value. 
Finally, we note that the application of ˆ
S
is constrained by the requirement of q 4. On the other
hand, the use of ˆ
P
is limited by the size of the preliminary test and the extent of departure of from
the origin. Thus, from the point of robust efﬁciency, both ˆ
S
and ˆ
P
may be advocated, leaning more
towards ˆ
S
since the size of  is generally unknown and unlikely to be small.
Consequently, we conclude this subsection with the following proposition.
Proposition 3.4. Under the null hypothesis and for meaningful and practical values of α the dominance
picture of the investigated estimator is:
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ˆ 
 ˆP 
 ˆS+ 
 ˆS 
 ˜, (8)
where the notation 
 stands for dominance.
3.3. Numerical relative analysis
The AQDR expressions of all the estimators are greatly simpliﬁed if we consider the special case,
W = V−1
0
.With this choice ofW, we have = ′W and trace(WV0) = q and the remaining discussion
follows. We graphically portray in Figs. 1 and 2, the relative risk of the suggested estimator to ˜ with
various values of (Delta). The graphical analysis is simple and clear, andgives the samecharacteristics
of the estimators as discussed above for a general choice ofW. Thus, our numerical ﬁndings strongly
corroborate the general theory.
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Fig. 1. Relative risk performance of the estimators for k = 4.
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Fig. 2. Relative risk performance of the estimators for k = 10.
In passing we would like to mention that Ahmed et al. [4] considered the conﬁdence set problem
for the multivariate mean vector.
More importantly, for practical reasons and to support our theoretical ﬁndings we conducted an
extensive simulation study to investigate the performance of the proposed estimators for moder-
ate sample sizes. Our simulation experiments have provided strong evidence that corroborates the
asymptotic theory which is given in the following section.
4. A simulation study
In this section, we carry out a Monte Carlo simulation study to examine risk (namely MSE) perfor-
mance of the proposed estimators.
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Table 1
Simulated RMSE relative to ˜ for n = 30, α = 0.05 and k = 4.
 ˆ ˆ
P
ˆ
S
ˆ
S+
0 4.051 2.743 2.699 2.755
0.3 3.056 2.143 2.204 2.446
0.6 1.737 1.101 1.252 1.785
1.0 1.101 1.091 1.094 1.106
1.3 1.077 0.993 1.077 1.074
1.6 0.633 1.030 1.024 1.025
2.0 0.386 1.001 1.013 1.023
4.0 0.267 0.998 1.007 1.007
5.0 0.059 1.000 0.999 0.999
6.0 0.025 1.000 0.999 0.999
Table 2
Simulated RMSE relative to ˜ for n = 30, α = 0.05 and k = 10.
 ˆ ˆ
P
ˆ
S
ˆ
S+
0 9.808 5.145 3.561 4.127
0.3 4.188 1.951 2.569 3.341
0.6 1.611 0.949 1.612 2.987
1.0 0.991 0.994 1.295 2.101
1.3 0.465 1.000 1.169 1.776
1.6 0.213 1.000 1.078 1.238
2.0 0.119 1.000 1.042 1.110
3.0 0.077 1.000 1.029 1.098
4.0 0.005 1.000 1.021 1.043
6.0 0.019 1.000 1.006 1.008
Our sampling experiment consists of different combinations of sample sizes, i.e., n = 30, 50, 100,
and different numbers of samples. Various simulation samples were taken under the null hypothesis
initially and it was determined that a sample size of 5000 of each set of observations was adequate,
since a further increase in the number of observations did not significantly change the result. We
deﬁne the parameter  = (− 0)′(− 0). In order to investigate the behavior of the estimators
for  > 0, further samples were generated under an alternative hypothesis (i.e., for different ).
The performance of an estimator of , say ∗, will be measured in terms of its total MSE or total
squared error risk. We have numerically calculated the risks of all the estimators studied in this paper.
The performance of the estimatorswas evaluated in terms of relativeMSE (RMSE). The simulatedRMSE
of ∗ relative to ˜ is deﬁned by
RMSE(˜ : ∗) = simulated risk(˜)
simulated risk(∗)
,
keeping inmind that an RMSE larger than one indicates the degree of superiority of the estimator over
˜.
We conducted the simulation experiments for various conﬁrmations of (ni,m). However, to save
space we present only the results for equal sample sizes at selected values of α with k = 4, 10. The
results are reported in Tables 1 and 2 for ni = 30, i = 1, . . . , q.
The ﬁndings from the tables can be summarized as follows:
(i) Our simulation study indicates that the maximum relative MSE of all the proposed estimators
occurs at  = 0.
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(ii) The restricted estimator ˆ outshines all the estimators at and near the value  = 0. On the
contrary, when  deviates from the origin, the RMSE of ˆ decreases and converges to 0. The
simulatedMSE of all other estimators remain bounded and approach the risk of ˜ from below. It
can be safely concluded that the departure from the restriction is fatal to ˆ, but it has less impact
on preliminary test, and lesser impact on shrinkage estimators, conﬁrming the theoretical work
of this paper.
(iii) It is apparent from the tables that as  increases, the relative MSE of ˆ
P
becomes larger than
that of ˆ and ˜, and approaches one. Further, the large values of α and q negatively affect the
performance of the preliminary estimators when compared with shrinkage estimators.
(iv) Thesuggestedshrinkageestimatorsoutclass theclassical estimator in theentireparameter space
induced by . More importantly, the risk-reduction in shrinkage estimators is substantial for
large values of k, as depicted in Fig. 2.
(v) The shrinkage estimators do not perform better than the preliminary test estimator in the entire
parameter space.However, for largevaluesofα shrinkageestimatorsoutperformthepreliminary
test estimators.
In summary, the simulation results illustrate our asymptotic theory and are in agreement with
the typical characteristics of the preliminary test estimation.
5. Concluding remarks
The objective of this study was to compare the performance of shrinkage and preliminary test
estimators to the maximum likelihood estimator for the Poisson means. We explored the risk prop-
erties of the suggested estimators via asymptotic distributional risk and Monte Carlo experiment. It
is concluded both analytically and computationally that pooled/restricted and preliminary test esti-
mators dominate the MLE (the gold standard) at or near the null hypothesis. The performance of the
constrained estimation heavily depends on the nuisance effect. Not only that; there is the risk that
the restricted estimator may become unbounded when the restriction does not hold. The risk of the
preliminary test estimator is smaller than the risk of the MLE, near the null hypothesis, which keeps
on increasing, crosses the risk of the MLE, reaches a maximum, then decreases monotonically to the
risk of the MLE.
In contrast, the shrinkage estimators outperform the MLE in the entire parameter space. Our the-
oretical results, backed by numerical evidence, clearly identify a preferable procedure when there is
uncertainty concerning the appropriate statistical model-estimator to use in representing the data
sampling process. Our method is simple to implement and free from tuning parameter. We conclude
that J–S type estimator provides a superior (in the sense of quadratic risk) basis for combining estima-
tors, and thus the possibility of combining estimation problems. The proposed estimation strategy can
be extended in various directions to more complex problems. Research on the statistical implications
of proposed and related estimators is on-going. It may be worth mentioning that this is one of the
two areas Professor Efron predicted for the early 21st century (RSS News, January 1995). Shrinkage
and likelihood-based methods continue to play an extremely useful role for combining estimation
problems.
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