G ibberellin-inhibiting plant growth regulators (PGRs) are commonly applied to turfgrass systems. However, accurate visual assessment of PGR performance by turfgrass managers is difficult, if not impossible. As a result, turf managers use a variety of application strategies in an attempt to maximize PGR performance.
growth regulators (PGRs) applied to creeping bentgrass (Agrostis stolonifera L.). The goal of this letter is to describe experimental design strategies and modeling approaches to create PGR models for different PGRs, application rates, and turf species. Results from testing the models indicate that clipping yield should be measured until the growth response has diminished. This is in contrast to reapplication of a PGR at preselected intervals. During modeling, inclusion of an amplitude-dampening coefficient in the sinewave model allows the PGR effect to dissipate with time. 
Core Ideas
• Growing degree day models continue to predict plant growth regulator performance in turfgrass.
• Data collection should occur until the growth response has dissipated, not based on predefined intervals.
• Including a dampening coefficient in the sinewave models allows the clipping yield effect to decay with time.
• Adding a decay coefficient allows sinewave models to fit datasets where a rebound growth phase did not occur.
Since that initial publication, there has been interest in developing GDD models for other PGRs, application rates, and species. The goal of this letter is to describe several other sinewave models that can be used to predict PGR performance. Data will be presented from several different locations to support these different models.
Experimental Design Considerations
Data collection to model PGR performance is straightforward but labor-intensive. Simply, a PGR is applied to the turf and clippings are frequently collected for a period following application. Three to four replicates of each treatment are suggested for individual treatments. More replicates are preferred for nontreated control plots to accurately calculate relative clipping yield. The frequency of clipping collection depends on the anticipated length of PGR response. Turfgrass clipping collection and cleaning methods were outlined in .
The initial experimental design used in was interval based; the PGRs were reapplied at defined GDD or calendar intervals. The rationale for this design was to determine which GDD interval sustained seasonlong growth suppression. This design structure has several problems. First, the interval-based method cannot distinguish a precise reapplication interval. It only indicates which interval sustained seasonlong growth suppression. Second, an interval-based design structure is not ideal because the PGR response is confounded by prior PGR applications to the same plot. Finally, an interval-based design structure is inefficient. In , the 400 GDD, 800 GDD, and 4-wk intervals did not provide additional information about TE performance compared to the longest treatment interval by itself. The three treatments were then pooled for regression.
A more efficient experimental design is to apply a PGR once and then collect clippings until the yield response has diminished. This response-based design captures the entire growth response and improves modeling. Repeated PGR applications to any experimental unit should also be avoided. Instead, three or four adjacent areas should be set aside so applications can be made to previously nontreated plots at different times of the year. An obvious disadvantage to multiple plot areas is the high space requirement. However, this design eliminates the risk of past applications influencing clipping yield and allows researchers to verify the repeatability of the growth response during different times of the year. presented the following equation to predict relative clipping yield after TE application:
Modeling Plant Growth Regulator Performance
where A represents amplitude or magnitude of the suppression and rebound growth phases, and B represents the period of the model in GDD. Models containing only the amplitude and period coefficients will hereafter be referred to as the base model. The addition of p within the sine function horizontally shifts the model by half the period and causes the initial slope to be negative as the suppression phase intensifies. The coefficient C allows the model to stretch horizontally. This is hereafter called the skew model. While a skew model fit the original Wisconsin data for TE, the model inaccurately reflects growth after the rebound phase. The skew model suggests a secondary suppression phase, of equal magnitude and greater duration than the first, and would follow the primary rebound phase. This secondary, dramatic, suppression phase has not been documented and is unexpected. This presented a problem with the original model. As a result, the domain of the TE model was set equal to its period.
The Kreuser and Soldat model for TE was validated on creeping bentgrass greens (3 mm mowing height) in Fayetteville, AR, during 2014 and 2015 and Lubbock, TX, during 2015. Trinexapac-ethyl was applied at 0.05 kg a.i. ha -1 on 23 July 2014 and 24 July 2015 in Arkansas and 23 April, 17 June, and 29 July 2015 in Texas. Clipping yields were collected twice weekly and dried, and sand debris was removed from the four replicates. Relative clipping yield was calculated by dividing the daily mean yield of the treated plots by the daily mean clipping yields of the nontreated plots.
These validation trials revealed that the rebound growth phase did not occur consistently (Fig. 1) . In fact, only the July 2015 application in Arkansas had evidence of a rebound phase that was roughly symmetric in magnitude to the suppression phase. The July 2014 application in Arkansas had a small rebound-66% less than the magnitude of peak suppression. The Texas applications resulted in no consistent rebound. Instead, relative clipping yield gradually recovered to the level of the nontreated control.
A modification to the sinewave equation of was required to construct the relative growth models for these unique datasets. An amplitude decay coefficient was included with the skew model:
In this new model, the decay coefficient is multiplied by the amplitude, where GDD is the cumulative GDD since the last TE application, and D is the amplitude decay coefficient. Larger values of D reduce the rate of amplitude decay. This addition improved the fit (Table 1) . More important, it allowed the growth response to dissipate once the TE had been metabolized. This allows for feedback inhibition within the gibberellic acid pathway as clipping yield returned to level of the nontreated control.
Model Selection and Overfitting
Nonlinear regression was performed for each TE application in Microsoft Excel 2016 (Microsoft Corporation, Redmond, WA) with the Solver Add-In package (Solver, Frontline Systems, Inc., Incline Village, NV). Solver, using the GRG nonlinear method from Lasdon et al. (1979) , estimated coefficients through manual calculation of least squares. Four nonlinear regression model runs were completed for each application and included the base model (amplitude and period coefficients), skew model (base plus the horizontal skew coefficient; Eq. [1]), dampened model (base plus the dampening coefficient, D), and four-coefficient model (Eq.
[2]). F ratios were then used to determine which model was most appropriate, with the simpler model selected when p > 0.05 (Table 1) .
This analysis revealed the base model was most appropriate for the 2015 Arkansas data because of a pronounced rebound ( Table 1 ). The complete four-coefficient model was most appropriate for the July 2015 AR dataset. The dampened model was appropriate for the June 2015 Texas dataset, whereas both skew and dampened models were most appropriate for the April and July 2015 datasets from Texas.
A disadvantage of including the decay and skew coefficients is that the amplitude and period coefficients become less intuitive. For example, the amplitude and period of the 2015 Arkansas base model was 0.28 g g -1 and 1034 GDD, respectively. Therefore, peak suppression occurred at onequarter of the model period (235 GDD) and was 28% less than the nontreated control. Adding the skew and dampening coefficients reduces model symmetry. The amplitude dampened model from the April 2015 Texas dataset illustrates this issue. A quick evaluation of the amplitude and period coefficients would suggest the amplitude is 1.5 g g -1
, which is impossible, and peak suppression would occur at 354 GDD. Instead, the model's asymmetric nature predicts maximum growth suppression (0.36 g g -1
) would occur at 138 GDD.
Including both the skew and dampening coefficients in the complete model can be problematic because they can have similar effects on the shape of the curve. Both parameters cause the curve to stretch horizontally in appearance, especially between the point of maximum suppression and maximum rebound. This can lead to an interplay between the two coefficients during model fitting.
On two occasions, April and July 2015 applications in Texas, both the skew and dampened models were found to be statistically better than the base model but were found to be statistically similar to each other based on the current study results (Table 1 ). It is difficult to determine which is more appropriate because we rarely collect clipping yield beyond the primary rebound phase. Ideally, clippings should be collected until the effect of the PGR has completely dissipated. This may be only a few weeks after application in models lacking a rebound phase (i.e., July 2015 Texas) but could be a few months when there is a strong rebound and evidence of a horizontal skew or amplitude dampening (i.e., 2015 Arkansas).
We prefer the new dampened model to the skew model described in for two reasons. First, the dampening model allows clipping yield to dissipate in a way that is not possible with the skew model. There is little biological rational to expect a secondary and tertiary growth suppression or rebound of equal magnitude to the first. Second, the dampening model appears to produce a horizontal skew that fits most datasets. This does not mean models containing both the skew and dampening coefficients should be neglected. The complete four-coefficient model was statistically better than either the skew or dampened models for the 2014 Arkansas dataset. Instead, the amplitude dampened model should be used when both the skew and dampened model are statistically similar, especially when yield data are lacking after the first rebound phase.
Conclusions and Future Research
Growing degree day models continue to be highly correlated to PGR performance. Additional models need to be constructed for other PGRs, species, and management systems. The horizontally skewed model found in does not allow the growth response to dissipate with time. Inclusion of an amplitude-decay function in the model resolves this issue and fits datasets lacking a symmetric rebound phase. Research is required to understand what factors determine the presence, absence, or nature of the rebound phase. Future modeling should investigate the roles canopy temperature, solar intensity, mowing frequency, and gibberellic acid production have on PGR performance. Finally, the ideal reapplication interval needs to be optimized based on these model results. Dampened † The models evaluated include the base (amplitude and period), skew (base model with skew coefficient), dampened (base with an amplitude dampening coefficient), and complete model (base with skew and dampening coefficients). ‡ Simpler models with few coefficients were preferred relative to more complex models when p > 0.05.
