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In this paper duality theory for infinite dimensional inear programs is discussed 
in a topological vector space setting. Infinite dimensional inear programs occur in 
many different areas and the duality theory of such problems has been discussed by 
a number of authors. However, the results are scattered in the literature and are 
proved in a variety of different settings. The purpose of this paper is to bring 
together the main results on this subject and to present hem in a unified setting and 
notation with some new simpler proofs. 
1. INTRODUCTION AND PROBLEM FORMULATION 
In this paper the duality theory for linear programs over abstract linear 
spaces is discussed. There are a number of published papers which deal with 
this subject. We shall develop the main points of the theory in a unified 
setting and give a brief review of the literature. 
There are a variety of problems which can be posed as infinite dimen- 
sional linear programs. These include certain problems in potential theory 
(Ohtsuka [ 141, Yamasaki (20]), the “Mass Transfer Problem” (Kantorovich 
[S], Levin and Milyutin [12]) and many important problems in approx- 
imation theory (Krabs [lo]). However, probably the most important class of 
such problems, which has motivated much of the work in this area, is that of 
“Continuous Linear Programs.” These are linear optimal control problems 
with linear state inequality constraints. There are a great many papers on 
this class of problem, see, for example, those by Tyndall [ 191, Grinold [6] 
and Schechter [ 181. 
To begin with we need to define a certain amount of notation. The results 
that we need on topological vector spaces can be found in most books on the 
subject, for example those by Schaefer [ 171 and Robertson and Robertson 
[ 161. Let (X, Y) and (Z, IV) be two dual pairs of vector spaces. As there is 
no danger of confusion the bilinear forms on X and Y and on Z and W will 
both be represented by (- , .). Most of the work of this paper will be done 
with respect to the weak topologies, o(X, Y) and a(Z, W). Except where we 
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state otherwise every topological notion that we use will be with respect to 
the appropriate weak topology. 
Let A be a continuous linear function from X to Z (i.e., a 
o(X, Y)-cr(Z, IV)-continuous function). Let P be the positive cone in X. We 
define the equality constrained linear programming problem (EP) as follows: 
EP: minimize (?c, c) 
subject to Ax = b, 
x E P, 
where b and c are given elements of Z and Y, respectively. There is also an 
inequality constrained form of the linear programming problem (IP) as 
follows: 
IP: minimize (x, c) 
subject to Ax - b E Q, 
x E P, 
where Q is the positive cone in Z. The specification of cones P and Q is 
equivalent to defining an ordering on X and Z. With such an ordering the 
constraints take the form Ax = b and x > 0 for EP, and Ax > b and x > 0 for 
IP. 
There are several formulations which are possible when considering a 
linear program over some type of general linear space. The study of such 
programs goes back to Duftin [3]. He posed the problem over a locally 
convex topological vector space. He also restricted X to be the topological 
dual of Y and W to be the topological dual of 2. Kretschmer [ 111 suggested 
the paired space formulation which we have used. This is also the 
formulation used by Yamasaki [20] and by Nakamura and Yamasaki [ 131. 
Kallina and Williams [7] have posed the problem over a locally convex 
reflexive topological vector space and Krabs [lo] has dealt with the problem 
when X and Z are normed vector spaces. 
In most applications the spaces involved are Banach spaces, however, 
there are good reasons for adopting a more general formulation as we have 
done. The most important of these is that the linear program itself does not 
contain any topological elements; by working with paired spaces the only 
topologies that appear arise directly from the choice of spaces that is made. 
Note that the cones P (and Q) are not assumed to be closed, even though 
in applications this would usually be the case. The assumption that P and Q 
are closed has often been made (e.g., [3, 11, 13, 201). We have chosen not to 
do so because it seems appropriate to retain the distinction between results 
which are always true and results which can only be proved when the dual of 
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the dual of the linear program is itself. As we shall see this property is a 
consequence of the positive cones being closed. 
It is easy to see that either of EP or IP can be changed into the other. IP 
becomes a program in the form EP if Q is the come consisting only of the 
origin. EP becomes a program in the form IP if X is replaced by X x Z, P 
by P x Q and A by the map which takes (x, z) to Ax - z. Thus there is no 
loss of generality in dealing entirely with one or other form of the problem. 
We shall give results for both forms of the problem. 
A feasible solution for EP is some x in P with Ax = b. Similarly a feasible 
solution for IP is some x in P with Ax - b in Q. A program is called 
consistent if it has a feasible solution. The value of the program EP or IP is 
defined as the inlimum over feasible x of (x, c). 
2. ELEMENTARY DUALITY THEORY 
In this section we introduce the dual problems for EP and IP and make 
some elementary remarks about their properties. Almost everything we say 
can be carried over directly from finite linear programming. 
We write P* and Q* for the dual cones of P and Q, respectively, thus 
P* = ( y E Y : (x, y) > 0 for all x in P}, 
Q* = (w E W : (z, w) > 0 for all z in Q). 
As P and Q are cones, P* and Q* are the negative polars of P and Q. 
The dual problems for EP and IP will be called EP* and IP*, respec- 
tively, and are defined as follows: 
EP * : maximize (b, w> 
subject to -A”w+cEP”, 
WE w, 
and 
IP * maximize (b, w> 
subject to -A”w+cEP”, 
wEQ*. 
Here A * is the adjoint map for A. Note that EP* and IP* are both examples 
of programs which can be put in the form IP. This is done by making the 
following series of substitutions: W -+X, Y-+Z, A*-+--A, b--c, c+-b, 
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P* --t Q, and W-, (or Q*-+) P and then noting the equivalence of maximizing 
(x, -c) to minimizing (x, c). 
An element w of W is called feasible for EP* if --A *w + c E P*. EP* is 
called consistent if it has a feasible solution. If EP* is consistent its value is 
defined as the supremum over feasible w of (b, w), these definitions go 
through similarly for IP*. We are now in a position to prove two simple, but 
important theorems. 
THEOREM 1 (Weak duality). If EP and EP* are both consistent, then 
the value of EP is greater than or equal to the value of EP* and both values 
are finite. 
Proof: It is sufficient to show that if x is feasible for EP and w is feasible 
for EP”, then 
(x, c) 2 (6, w). 
But, as x is feasible for EP, 
(x, c) = (x, c) + (b -Ax, w). 
So, from the definition of the adjoint map, 
(x, c) = (6, w) + (x. c - A “w). (2.1) 
As x is in P and w is dual feasible the second term on the right is greater 
than or equal to zero, and hence the inequality is established. 1 
THEOREM 2 (Complementary slackness). If x is feasible for EP, w is 
feasible for EP* and 
(x,c-A”w)=O, (2.2) 
then x is optimal for EP and w is optimal for EP*. 
Proof: If (2.2) holds then, from (2.1) above, (x, c) = (b, w). Thus from 
Theorem 1, x is optimal for EP and w is optimal for EP*. m 
There are corresponding results to Theorems 1 and 2 when EP is replaced 
by IP. However, in the statement of Theorem 2 the condition 
(Ax-b, w)=O (2.3) 
has to be added to condition (2.2). Conditions (2.2) and (2.3) are called 
complementary slackness conditions. 
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As EP* is a linear program it too has a dual program, called EP**. After 
introduction of slack variables this is easily seen to have the following form: 
EP * * : minimize (4 c> 
subject to Ax = b, 
XE p**. 
Here P** is the dual cone for P*. Now P* * is the smallest closed convex 
cone containing P and thus is equal to P if P is closed. So if the positive 
cone P is closed, then EP and EP* * are identical. 
3. SUBCONSISTENCY AND SUBVALUE 
For finite linear programs the values of the primal and dual programs are 
always equal. This is not the case for the linear programs which we consider. 
In order to understand what happens for the infinite linear programs we need 
to introduce the idea of a “subvalue” for a program. 
Define the sets D and H in Z x R as follows 
D = {(Ax, (x, c)) : x E P), 
H = {(Ax, (x, c) + r) : x E P, Y > 0). 
The following are three related conditions on the program EP. 
CONDITION 1. b is in the closure of A(P). 
CONDITION 2. There is some r in R with (6, r) in the closure of H. 
CONDITION 3. There is some r in R with (b, r) in the closure of D. 
Here A(P) is the set {Ax : x E P}. We shall write D and # for the closure 
of D and H (in the a(Z x R, W x R) topology). 
It is not difficult to see that Condition 3 implies Condition 2, which in 
turn implies Condition 1. Each of these conditions has been taken as defining 
subconsistency by some authors. We shall use Condition 2. The program EP 
will be called subconsistent if Condition 2 holds. If EP is consistent it is 
certainly subconsistent but the reverse is not true. 
If Z has a countable base of neighbourhoods at the origin, then convergent 
sequences can be used to define the closure of sets. This is the case for 
example if Z is a normed space. In this situation subconsistency is just the 
existence of a sequence (x, } in P with Ax,, -+ b and (x, , c) bounded above. It 
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is often convenient to think of subconsistency as the existence of sequences 
which “approach feasibility” in this sense. 
If EP is subconsistent its subvalue is defined as the infimum of Y for which 
(b, r) is in l?. Thus, when we can interpret closure by convergent sequences, 
the subvalue is the infimum of r for which there exists a sequence {x,) in P 
with Ax, + b and (xn, c) + r. In these circumstances the slightly different 
definitions of subconsistency and subvalue used by some authors become 
identical. 
Our first important theorem establishes that there is never a duality gap 
between the primal subvalue and the dual value. A version of this theorem 
was proved by Duffin [3]. The theorem in the form that we give was 
established by Kretschmer [ 111. 
THEOREM 3. EP is subconsistent with a finite subvalue M $ and only $ 
EP * is consistent with a finite value M. 
ProoJ: The theorem is proved in two parts using an argument based on 
separating hyperplanes. Note first that H is a convex set. 
(a) Suppose that EP is subconsistent with-subvalue M. Then for every 
E > 0 (b, M - E) can be strictly separated from H. Thus there is some w E W 
and L E R with, for every x E P and r > 0, 
(b, w) + 1(M - E) < (Ax, w) + 1(x, c) + Ar. (3.1) 
Now suppose that (x, A *w + Lc) < 0 for some x E P. Then for a E R 
sufficiently large and positive, 
(ax, A *w + AC) < (6, w) + &I4 - E). 
However, the left-hand side of this inequality is just (A(ax), w) + I(nx, c). 
As ax E P this contradicts (3.1) with r = 0. Hence A *w + Rc E P*. 
Now if L < 0, then 
(b, w) + ,&I < (b, w) + L(M - E), 
and the hyperplane defined by (w, A) also separates (b, M) from J?. This 
contradicts the definition of M, so 1 > 0. Thus 
-A*(-(l/L) w) + c E P*. 
So -(l/J) w is feasible for EP*, and EP* is consistent. 
Taking x = 0 and r = 0 in (3.1) we have 
(b, w) + &VI - E) < 0. 
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so 
(b, -(l/k) w) > M - E, 
and the value of EP* is at least M. 
Now suppose that the value of EP* is more than M. Then there is some 
w0 E W with (b, wO) > M and -A *w,, + c E P*. Thus for every x E P and 
r> 0, 
(b, -wJ + M < (x, 74 *w. + c) + r. 
Rewriting the right-hand side of this inequality, we see that (b, M) is strictly 
separated from H by the hyperplane defined by (-w,, 1). This contradicts 
the definition of M and so the value of EP* is exactly M. 
(b) Suppose that EP* is consistent with value M. Thus for every E > 0 
there is a w E W with -A *w + c E P* and (b, w) > M - E. Hence for every 
xEPandr>O, 
(Ax, -w) + (x, c) + r > 0 > (b, -w) + M - E. 
Thus (b, M - E) is separated from H by the hyperplane defined by (-w, 1) 
and so (b, M - E) is not in I?. 
Now suppose that (6, M) is not in g. Then there is some w E W and 
L E R with 
(b, w) + hl < (Ax, w) + k(x, c) + lr 
for every x E P and r > 0. Notice that 
(3.2) 
(Ax, w) + A(x, c) + Ar > 0, (3.3) 
for every x E P and r > 0. Otherwise we get a contradiction from (3.2) by 
multiplying x and r by a E R for a sufficiently large and positive. Hence, 
putting r = 0, we have A *w + AC E P *. Setting x = 0 in (3.3) gives i > 0. 
Now consider two cases depending on the value of A. 
(a) If L > 0, then -(l/L) w is feasible for EP*. Putting x = 0 and 
r = 0 in (3.2) we have (b, w) + AM < 0, and so (6, -(l/L) w) > M. This 
contradicts the definition of M. 
(b) If ;1= 0, then let W, be feasible for EP*. As A*w is in P*, 
w,, - aw is feasible for EP* for every a > 0. Because EP* has a finite value, 
this implies that (b, w) > 0, which contradicts (3.2) when x = 0 and r = 0. 
Thus (6, M) is in i? and EP is subconsistent with value M. 1 
If the positive cone P is closed, then this theorem has an immediate 
corollary obtained by reversing the roles of the primal and dual programs. 
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THEOREM 4. Let the positive cone P be closed, then EP is consistent with 
jkite value M if and only if EP * is subconsistent with a finite subvalue M. 
Define the sets D’ and H’ in Z x R as follows: 
D’ = {(.4x - z, (x, c)) : x E p, Z E Q}, 
H’ = ((Ax - z, (x, c) + r) : x ~2 P, Z E e, r 2 0). 
The program IP is called subconsistent if there is some scalar r with (6, r) in 
the closure of H’ and its subvalue is the inlimum of r for which (b, r) is in 
the closure of H’. With these definitions Theorem 3 remains true with EP 
replaced by IP. Theorem 4 is also true with EP replaced by IP if the 
condition that Q be closed is added. 
4. STRONG DUALITY: CLOSURE CONDITIONS 
A crucial property of finite linear programs is that the program and its 
dual always have the same value. This is not always the case for infinite 
linear programs. However, when this property does hold it has important 
implications. For this reason we will consider in some detail conditions 
under which this property holds. 
If a program and its dual have the same value then we say that strong 
duality holds for the program. Notice that we do not ask for the extremal 
values in the primal and dual programs to be attained. From Theorem 3 we 
see that strong duality holds for a program when its value and subvalue are 
equal (and finite). The following theorem is an easy consequence of this. 
THEOREM 5. If EP is consistent with Jnite value and H is closed, then 
strong duality holds for EP. 
Proof: From the definition of subvalue, and the closure of H, the 
subvalue of EP is equal to its value. Hence from Theorem 3, EP* is 
consistent with value equal to the value of EP. m 
There is also a counterpart to this theorem which uses the set D rather 
than H. A version of this theorem has appeared in [9]. 
THEOREM 6. If EP is consistent with finite value and D is closed, then 
strong duality holds for EP. 
Proof We only need to show that the subvalue of EP is equal to its 
value. Suppose that the value of EP is m and there is some a < m with (b, a) 
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in H. Then from the definition of m, (b, a) is not in D and can be separated 
from it by a hyperplane, defined by (w, A) say. Thus 
(b, w) + da < (Ax, w) + 1(x, c) 
for all x in P. But it is easy to see that (6, m) is in D and so L > 0. Thus 
(b, w) + Lx < (Ax, w) + 1(x, c) + Ar 
for all x in P and r > 0. Hence (b, a) is separated from H by this hyperplane 
and cannot lie in its closure. This gives a contradiction which shows that the 
subvalue of EP is m. 1 
The fact that the closure of either D or H can be used to establish strong 
duality should not be surprising. It is only the lower boundary of these sets 
which are important to the theorem, and these are essentially the same. 
However, neither condition is strictly stronger than the other. Examples can 
be found where D is closed but H is not, and vice versa. It is clear that there 
are versions of Theorems 5 and 6 based on the dual program EP*. There are 
also versions for IP instead of EP. In fact we have 
THEOREM 7. If IP is consistent with finite value and either of the sets D’ 
or H’ are closed, then strong duality holds for IP. 
5. STRONG DUALITY: INTERIOR POINT CONDITIONS 
Unfortunately the conditions of the previous section are usually extremely 
hard to verify directly. For this reason attention has often been focused on 
interior point conditions, many of which imply closedness conditions of the 
type treated in the previous section. Dufftn [3] was the first to give such a 
condition, calling it a “super-consistency” condition. 
Rather than give conditions and show that they imply the closure of the 
sets D or H, we shall give direct proofs of strong duality. 
THEOREM 8. Suppose that there is some r(Z, W)-neighbourhood B of 0 
such that b + B is in A(P). If EP has finite value and there is some y such 
that for each z in b + B, there is an x in P with A(x) = z and (x, c) < y, then 
strong duality holds for EP. 
ProoJ As usual we wish to show that the value and subvalue of EP are 
the same. Suppose that EP has a value of a and a subvalue of /I with 
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p = ar - E, for some E > 0. Recall that, as H is convex, the closure of H is the 
same under the weak topology and under the Mackey topology. As (b,p) is 
in H and (l/n) B is a neighbourhood of 0 for each n we can find points 
(z,, 1) in H with z, in b + (l/n) B and A,< CI - s/2. So there are points x, in 
P with Ax, in b + (l/n) B and (x,, c) < a - s/2. 
As B is balanced n(b -Ax,,) is in B. So we may choose U, in P with 
Au, = b - n(Ax, - b) and with (un, c) < y. Let z = (nx, + u,)/(n + 1). Then 
z is in P and AZ = b, so z is feasible and (z, c) > a. But 
(I.&, c) = (n + l)(z, c) - n(x,, c) > (n + 1) a - n(a - E/2) 
= cl + n&/2, 
which for n large enough contradicts the choice of u,. 1 
Note that interior point conditions involving the Mackey topology are the 
weakest that can be given in topologies consistent with a particular dual pair. 
Thus for example in the above theorem we only need to find some topology 
on 2 consistent with the dual pair (Z, W) and with a neighbourhood of the 
origin with the required properties. 
Armed with Theorem 8 it is easy to establish two useful theorems. The 
first of these has been proved using a different method by Ponstein [ 151. 
THEOREM 9. Let X and Z be Banach spaces, Y and W their dual spaces 
and let A map X onto Z. if there is an x0 in the interior of P with Ax, = b 
and EP has finite value, then strong duality holds for EP. 
ProoJ Choose C in P to be an open neighbourhood of x0, such that 
(x, c) is bounded on C. Then b is in A(C) which is within A(P). Now A(C) is 
an open neighbourhood of b by the open mapping theorem so we can apply 
Theorem 8 to obtain the result. I 
There are also interior point conditions for IP and IP*. Such results do 
not require such strong conditions as those for equality constrained 
programs. A very similar theorem to that below was given by Kretschmer 
[ 111. Fan [4] and Allen [ 1 ] have also proved similar theorems, though with 
stronger conditions. In fact the theorem that we give was first established by 
Yamasaki [20]. 
THEOREM 10. If there is an x,, in P with Ax,, - b in the t(Z, W)-interior 
of Q and IP has finite value, then strong duality holds for IP. 
Proof. Let Ax, - b = zO, where N is a r(Z, W)-neighbourhood of 0 with 
z0 + N in Q. Write A’ for the map from X x Z to 2 defined by A’(x, z) = 
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Ax+z. Then A’(xO,z,)=b and A’(x,,z,+N)=b+N. So b is in the 
interior of A ‘(P, Q). If the program IP is put in the form EP by replacing A 
by A’, X by XX Z and P by P x Q, then we can apply Theorem 8 which 
gives the result. 1 
Again there are versions of these theorems for EP* and IP* when the 
positive cones are closed. 
6. STRONG DUALITY:COMPACTNESS CONDITIONS 
A cone P in X is said to have a compact base if there is some y in Y and 
CL > 0 with the set 
S(P,y,a)= (xEP:(x,y)=a) 
being 0(X, Y)-compact and spanning P. It is easy to show that this set spans 
P if and only if (x, y) > 0 for all x in P, x f 0. We call such a y strictly 
positive in Y. The following theorem is quite well known. Versions of it have 
been proved by Fan [4] and by Aubin 121. We include a proof here for com- 
pleteness. 
THEOREM 11. If (X, Y) is a dual pair and P is a u(X, Y)-closed cone in 
X, then P has a compact base if and only if P* has a nonempty interior in 
the Mackey topology t( Y, X). 
Proof. (a) Take y, in the interior of P* in the r(Y, X) topology, so there 
is some r(Y, X)-neighbourhood of the origin v with y, + Y in P*. Hence 
there is some a(X, Y)-compact, convex, balanced set A in X and 6 > 0 with 
y, + 6A” in P* (here A0 is the polar of A). Consider x in S(P, y,, S), for 
each y in V, (x, y,) + (x, y) > 0 and so (x, y) > -6. But V is balanced so x 
is in 6V”. Thus x is in 6(6A”)‘, which is just A. Hence S(P, y,, 8) is a closed 
subset of a compact set and is compact. Now suppose that (x, yo) = 0 for 
some x in P. Then (x, y) >, 0 for each y in V and hence x = 0. Thus y. is 
strictly positive in Y and ,S(P, yO, 6) spans P. 
(b) Suppose that S(P, y,, E) is compact and spans P. Let K be the 
convex hull of S(P, y,, E) and -S(P, y,, E). This is balanced and 0(X, Y)- 
compact (being the convex hull of two compact sets). Hence I’= 6K” is a 
r(Y, X) neighbourhood of 0. If x is in S(P, y,, E) and y is in V, then 
-&<(x,y)<s and so 
But S(P, y,, E) spans P so y, + V is in P* and hence y, is in the Mackey 
interior of P*. u 
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We remark that P having a compact base is equivalent to P being locally 
compact. The next theorem we give uses compactness of the positive cone to 
establish a simple condition for the closure of D’. Here we work with the 
problem IP because we get a slightly weaker condition than the equivalent 
theorem for EP. 
THEOREM 12. If P is a cone with compact base, Q is closed and there is 
no x in P, other than the origin, with Ax E Q and (x, c) = 0, then D’ is 
closed. 
Proof As P has a compact base we can choose y and E so that the set 
u={XEP:(x,y)=&} 
is compact and such that P= {AX :x E U, A > 0). Now suppose that (x,}, 
(zn) are nets in P and Q such that {(Ax, - z,, (x,, c))) converges to (z, /I). 
Let x, =Aau,, where 1, > 0 and u, E U. As U is compact we can choose a 
convergent subnet of (u,), converging to u say. Now we consider two cases 
depending on the behaviour of the corresponding subnet of (A,}. 
(a) If Aa is bounded for a > a,, for some IX”, then we can choose a 
subnet from (A,) converging to A say. Since Ax, = J,Au, and Ax, - z, 
converges to z, z, converges to LAu - z. Hence, as Q is closed, LAu - z E Q. 
Also (x,, c) = A,(u,, c) so /3 = n(u, c). Now AU is in P and hence (z, j3) is in 
D’. 
(b) If 1, is not bounded for cr greater than any a0 then we can choose 
a subnet with II, approaching co. Thus Au, -z/A, converges to Au, but 
Au, -z/L, = z,/& and so is in Q, so Au E Q. Also (u,, c) -p/J, 
converges to (u, c), but An(u,, c) -/I converges to 0, so (u, c) = 0. As u is in 
U, u # 0 which gives a contradiction. 1 
We remark that the condition that P has a compact base is quite 
restrictive, but the other conditions of the theorem will usually hold in 
practice. 
The following theorem can be deduced immediately from Theorems 11 
and 12. Similar results have appeared in [5] and [ 131. 
THEOREM 14. If P and Q are closed cones, P* has a nonempty s(Y, X)- 
interior, there is no x in P other than 0 with Ax E Q and (x, c) = 0, and IP 
has Jnite value, then strong duality holds for IP. 
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