Abstract. There are many information and divergence measures exist in the literature on information theory and statistics. 
Introduction
Let Γ n = P = (p 1 , p 2 , ..., p n ) p i > 0,
be the set of all complete finite discrete probability distributions.
The Kullback Leibler's (1951) relative information is given by
for all P, Q ∈ Γ n . We observe that the measure (1.1) is not symmetric in P and Q. Its symmetric version famous as J-divergence (Jeffreys [16] ; Kullback and Leiber [17] ) is given by (1.2) J(P ||Q) = K(P ||Q)
For simplicity, we call here the measure K(Q||P ) the adjoint of K(P ||Q) and vice-versa.
Alternatively, the measure J(P ||Q) can also be written in the following way: 
Let us consider the following two measures:
(1.6) F (P ||Q) = K P || P + Q 2 = n i=1 p i ln 2p i p i + q i and (1.7)
The adjoint forms of the measures (1.6) and (1.7) are given by (1.8)
q i ln 2q i p i + q i and (1.9)
respectively, and the symmetric forms are given by The measure I(P ||Q) is famous in the literature as information radius (Sibson [23] ) or Jensen difference divergence measure, or simply, JS-divergence (Burbea and Rao [3, 4] ). The measure (1.9) is new in the literature and is studied for the first time by Taneja [25] , called arithmetic and geometric mean divergence measure or simply, AG-divergence. More details on these divergence measures can be seen in Taneja [24, 26] .
For simplicity, we shall call the measure D(P ||Q) by relative J-divergence, the measure F (P ||Q) by relative JS-divergence and the measure G(P ||Q) by relative AG-divergence. The measure D(P ||Q) is due to Dragomir et al. [14] . The measure F (P ||Q) has been studied by many authors (Shioya and Da-te [22] ; Barnet et al. [1] ; Lin [19] ; Lin and Wong [20] ). The measure G(P ||Q) we have considered here for the first time and is a part of the measure T (P ||Q).
The one parametric generalization of the Kullback-Leibler [17] relative information studied in a different way by Cressie and Read [6] is given by (1.14) Φ s (P ||Q) =
for all P, Q ∈ Γ n and s ∈ (−∞, ∞).
The measure (1.14) admits the following particular cases:
The measures B(P ||Q), h(P ||Q) and χ 2 (P ||Q) appearing in parts (iii) and (v) above, are given by
respectively. The measure B(P ||Q) is famous as Bhattacharya [2] coefficient, the measure h(P ||Q) is famous as Hellinger [15] discrimination and the measures χ 2 (P ||Q) is known by Chi-square [21] divergence.
For more studies on the measure (1.14) refer to Liese and Vajda [18] , Taneja [27] , Taneja and Kumar [31] and Cerone et al. [5] .
Our aim in this paper is to obtain bounds on the relative divergence measures that we shall classify as non-symmetric divergence measures given by (1.4)-(1.7) and on the divergence measures classifying as symmetric divergence measures given by (1.2), (1.10) and (1.11) in terms of generalized relative information or relative information of type s given by (1.14). These bounds are studied by use of some properties of Csiszár [7] f-divergence.
Csiszár f −Divergence
Given a convex function f : [0, ∞) → R, the f −divergence measure introduced by Csiszár [7] is given by
where P, Q ∈ Γ n . It is well known in the literature [7, 8] that if f is convex and normalized, i.e., f (1) = 0, then the Csiszár function C f (P ||Q) is nonnegative and convex in the pair of probability distribution (P, Q) ∈ Γ n × Γ n . Now we shall prove the convexity and nonnegativity of the measures given in Section 1.
Example 2.1. (Relative J-divergence). Let us consider
is as given by (1.4) .
Moreover,
In view of this we can say that the relative J-divergence is nonnegative and convex in the pair of probability distributions (P, Q) ∈ Γ n × Γ n .
Example 2.2. (Adjoint of relative J-divergence). Let us consider
In view of this we can say that the adjoiont of relative J-divergence is nonnegative and convex in the pair of probability distributions (P, Q) ∈ Γ n × Γ n .
Example 2.3. (Relative JS-divergence). Let us consider
is as given by (1.6) . Moreover,
Thus from (2.10) we see that f ′′ F 1 (x) > 0 for all x > 0, and hence, f F 1 (x) is convex for all x > 0. Also, we have f F 1 (1) = 0. In view of this we can say that the relative JS-divergence is nonnegative and convex in the pair of probability distributions (P, Q) ∈ Γ n × Γ n .
Example 2.4. (Adjoint of relative JS-divergence). Let us consider
is as given by (1.8) . Moreover,
Thus from (2.13) we see that f ′′ F 2 (x) > 0 for all x > 0, and hence, f F 2 (x) is convex for all x > 0. Also, we have f F 2 (1) = 0. In view of this we can say that the adjoint of relative JS-divergence is nonnegative and convex in the pair of probability distributions (P, Q) ∈ Γ n × Γ n .
Example 2.5. (Relative AG-divergence). Let us consider
Thus from (2.16) we see that f ′′ G 1 (x) > 0 for all x > 0, and hence, f G 1 (x) is convex for all x > 0. Also, we have f G 1 (1) = 0. In view of this we can say that the relative AG-divergence is nonnegative and convex in the pair of probability distributions (P, Q) ∈ Γ n × Γ n .
Example 2.6. (Adjoint of relative AG-divergence). Let us consider
is as given by (1.9) . Moreover,
and
Thus from (2.19) 
In view of this we can say that the adjoint of relative AG-divergence is nonnegative and convex in the pair of probability distributions (P, Q) ∈ Γ n × Γ n .
Example 2.7. (J-divergence). Let us consider
is convex for all x > 0. Also, we have f J (1) = 0. In view of this we can say that the J-divergence is nonnegative and convex in the pair of probability distributions (P, Q) ∈ Γ n × Γ n .
Example 2.8. (JS-divergence). Let us consider
in (2.1), then one gets C f (P ||Q) = I(P ||Q), where I (P ||Q) is as given by (1.10) .
Thus from (2.25) we see that f ′′ I (x) > 0 for all x > 0, and hence, f I (x) is convex for all x > 0. Also, we have f I (1) = 0. In view of this we can say that the JS-divergence is nonnegative and convex in the pair of probability distributions (P, Q) ∈ Γ n × Γ n .
Example 2.9. (AG-divergence). Let us consider
Thus from (2.28) we see that f ′′ T (x) > 0 for all x > 0, and hence, f T (x) is convex for all x > 0. Also, we have f T (1) = 0. In view of this we can say that the AG-divergence is nonnegative and convex in the pair of probability
The above examples give only the nonnegativity and convexity of the symmetric and non-symmetric divergence measures. Here we shall make use of this property to get bounds in terms of relative information of type s. For more properties of these measures refer to Taneja [30] .
Csiszár f −Divergence and Relative Information of Type s
The following two theorems are due to Taneja [27] and Taneja and Kumar [31] . Theorem 3.1. Let P, Q ∈ Γ n and s ∈ R := (−∞, ∞), then we have
where
Let P, Q ∈ Γ n be such that there exists r, R with 0 < r
, s = 1
Futher, if we suppose that 0 < r 1 R < ∞, r = R, then
, s = 0, 1
Moreover, the following inequalities hold:
Theorem 3.2. Let f : I ⊂ R + → R the generating mapping is normalized, i.e., f (1) = 0 and satisfy the assumptions:
(ii) there exists real constants m, M such that 0 < m < M and
then, we have
Further, if we suppose that 0 < r 1 R < ∞, r = R, then
The Theorem 3.1 is obtained by applying some of the results due to Dragomir [9, 10] . The Theorem 3.2 unifies some of the results studied by Dragomir [11, 12, 13] . For an improved version of Theorem 3.2 refers to Taneja [28] .
The aim here is to apply Theorem 3.2 by taking different values of f given by examples 2.1-2.9. This we have done only applying the inequalities (3.11), while the results for the inequalities (3.12)-(3.14) can be done on similar lines. These details are omitted here.
Bounds On Non-Symmetric Divergence Measures
In this section, we have applied the inequalities (3.11) and used the condition (3.10) to obtain bounds for the measures given in (1.4)-(1.9). 
Proof. Let us consider
is as given by (2.4). From (4.3), one can get
In view of (4.4), we conclude that
In view of (4.5), (4.6) and (3.11), we get the inequalities (4.1) and (4.2).
Some particular cases of the Theorem 4.1 are summarized in the following corollary. 
Proof. Inequalities (4.7), (4.8) and (4.9) follows from (4.1) by taking s = −1, s = 0 and s = 1 2 respectively. The inequalities (4.10) follow form (4.2) by taking s = 2.
The case s = 1 is not included in the inequalities (4.1) and (4.2). This we shall do separately in the following proposition.
Proposition 4.1. The following inequality hold:
Proof. For s = 1 in (4.3), we have
This gives
Thus we conclude from (4.13) that the function g D (x) given by (4.12) is increasing in x ∈ (0, 3) and decreasing in x ∈ (3, ∞), and hence (4.14) M = sup
Now (4.14) together with (3.11) give the required result.
Theorem 4.2. The following bounds on adjoint of relative J-divergence holds:
is as given by (2.7). From (4.17), one can get
In view of (4.18), we conclude that
and (4.20) 
Proof. Inequalities .
Thus from (4.27) we conclude that the function g D 2 (x) given by (4.26) is increasing in x ∈ (0, ) and decreasing in x ∈ ( 
is as given by (2.10). From (4.31) one can get
In view of (4.32), we conclude that are not included in the inequalities (4.29) and (4.30). This we shall do separately in the following proposition. 
and (4.39)
Proof. For s = 0 in (4.31), we have
From (4.41) we conclude that the function g F 1 (x) given by (4.41) is increasing in x ∈ (0, 1) and decreasing in x ∈ (1, ∞), and hence
Now (4.42) together with (3.11) give the inequality (4.38).
Again let us take s = 1 2 in (4.31), we have
Thus from (4.44), we conclude that the function g F 1 (x) given by (4.43) is increasing in x ∈ (0, 1 3 ) and decreasing in x ∈ ( 
. Now (4.45) together with (3.11) give the inequalities (4.39). 
is as given by (2.13). From (4.48) one can get
In view of (4.49), we conclude that 
h(P ||Q), and (4.56)
in (4.48), we have
Thus from (4.58) we conclude that the function g F 2 (x) given by (4.57) is increasing in x ∈ (0, 3) and decreasing in x ∈ (3, ∞), and hence
. Now (4.59) together with (3.11) give the inequality (4.55). Again for s = 0 in (4.48), we have
Thus from (4.61), we conclude that the function g F 2 (x) given by (4.60) is increasing in x ∈ (0, 1) and decreasing in x ∈ (1, ∞), and hence
Now (4.62) together with (3.11) give the inequality (4.56). 
where f
is as given by (2.16). From (4.65) one gets
In view of (4.66), we conclude that
, s 0 . Now (4.67) and (4.68) together with (3.11) give the required result.
Some particular cases of the Theorem 4.5 are summarized in the following corollary.
Corollary 4.5. The following bounds hold:
Proof. Inequalities 
is as given by (2.19). From (4.76) one gets
In view of (4.77) we conclude that
, s 2 and
, s 2 . Now (4.78) and (4.79) together with (3.11) give the required result.
Some particular cases of the Theorem 4.6 are summarized in the following corollary.
Corollary 4.6. The following bounds hold:
, and
respectively.
Bounds on Symmetric Divergence Measures
In this section we shall obtain bound on symmetric divergence measures given by (1.2), (1.10) and (1.11) in terms of relative information of type s given by (1.14). Some particular cases are also given.
Theorem 5.1. The following bounds on J-divergence hold:
where f ′′ J (x) is as given by (2.22) . From (5.3) one gets
In view of (5.4), we conclude that
, s 0
, s 1 Now (5.5) and (5.6) together with (3.11) give the required result.
Some particular cases of the Theorem 5.1 are summarized in the following corollary.
Corollary 5.1. The following bounds hold:
Proof. Inequalities (5.7) and (5. is not included in the inequalities (5.1) and (5.2). This we shall do separately in the following proposition.
Proposition 5.1. The following bound holds:
Thus from (5.13) we conclude that the function g J (x) given by (5.12) is decreasing in x ∈ (0, 1) and increasing in x ∈ (1, ∞), and hence (5.14) m = inf
Now (5.14) together with (3.11) give the inequality (5.11).
Theorem 5.2. The following bounds on JS-divergence hold:
where f ′′ I (x) is as given by (2.25). From (5.17) one gets
In view of (5.18), we conclude that
, s 0 
Proof. Inequalities (5.21) and (5. 
Thus from (5.27) we conclude that the function g I (x) given by (5.26) is increasing in x ∈ (0, 1) and decreasing in x ∈ (1, ∞), and hence 
where f ′′ T (x) is as given by (2.28). From (5.31) one gets (5.32)
In view of (5.32), we conclude that
, s −1
, s 2 Now (5.33) and (5.34) together with (3.11) give the required result.
Some particular cases of the Theorem 5.3 are summarized in the following corollary. In view of (5.44), we conclude that the function g T (x) given by (5.43) is decreasing in x ∈ (0, √ 2 + 1) and increasing in x ∈ ( √ 2 + 1, ∞), and hence In view of (5.47) we conclude that the function g T (x) given by (5.46) is decreasing in x ∈ (0, 1) and increasing in x ∈ (1, ∞), and hence , and ζ 4 (P ||Q) = K(P ||Q) − 2I(P ||Q) 2I(P ||Q) respectively.
(ii) In view of (5.11) , (5.25) 
