A large multicolour, wide-field photometric database of the Fornax dwarf spheroidal galaxy has been analysed using three different methods to provide revised distance estimates based on stellar populations in different age intervals. The distance to Fornax was obtained from the Tip of the Red Giant Branch measured by a new method, and using the luminosity of Horizontal Branch stars and Red Clump stars corrected for stellar population effects. 
INTRODUCTION
Along with the disrupted Sagittarius dwarf, Fornax is one of the most massive satellites of the Milky Way. Fornax shows evidence of a complicated and extended star formation history and several studies have contributed to clarify the variety of stellar populations that are present. This galaxy was one of the first to provide convincing evidence of the presence of a conspicuous amount of intermediate-age stars, probed both by the presence of luminous carbon stars (Aaronson & Mould 1985 , 1980 Azzopardi 1999) and by the well populated red clump (Stetson et al. 1998; Saviane et al. 2000) . Blue luminous stars populating the upper main sequence indicate that Fornax has been forming stars up to very recent times (Buonanno et al. 1999; Pont et al. 2004; Saviane et al. 2000; Stetson et al. 1998) . Finally, the detection of a significant number of RR Lyrae stars probes the presence of an old, metal-poor component (Bersier & Wood 2002; Greco et al. 2005) . Most recently, stellar population gradients and stellar metallicities have been studied over a wide area of Fornax by Battaglia et al. (2006) , confirming the presence of at least three distinct stellar compo-nents: a young population concentrated near the centre, an intermediate-age population, and an ancient population. The three components are found to be distinct from each other kinematically, chemically, and in their spatial distribution.
The distance to Fornax marks a reference point in the distance ladder based on secondary distance indicators. Together with the Carina dwarf spheroidal and the Large and Small Magellanic Clouds, Fornax has been used as a benchmark to investigate possible discrepancies between different distance indicators, and to study their dependence on the properties of the underlying stellar populations (e.g., see Bersier 2000; Pietrzyński et al. 2003) . Fornax is particularly suitable for these kind of investigations because of the contemporary presence of both old and intermediate-age/young stellar populations.
The distance to Fornax has been determined using a number of different indicators, and the estimates range from (m − M )0 = 20.59 ± 0.22 (Buonanno et al. 1985) to (m − M )0 = 20.86 (Pietrzyński et al. 2002) . In particular, Saviane et al. (2000) Gullieuszik et al. (2006) based on TRGB and Red Clump (RC) methods. A larger distance modulus, (m − M )0 = 20.86, was obtained by Pietrzyński et al. (2003) using K-band imaging of RC stars.
A recent analysis of a wide-area database of near-infrared data by Gullieuszik et al. (2006) resulted in (m − M )0 = 20.74 ± 0.11 from the mean magnitude of the Red Clump (RC), and (m − M )0 = 20.75 ± 0.19 based on a populationcorrected measurement of the TRGB in the K band. Previous measurements of the distance to Fornax are summarised in Table 1 . The consistent results from the near-infrared photometry of Gullieuszik et al. (2006) and the relatively large scatter of previous optical distance estimates motivated us to revise the distance to Fornax by exploiting a large multi-band BV I database of photometric observations of Fornax. Our data, covering 1/4 square degree and containing ∼ 450.000 stars, were obtained with the Wide Field Imager at the ESO/MPG 2.2-m telescope at La Silla, Chile. The range of distances found in the literature are based on different data sets, each with its own filter set and photometric zero-point. Therefore, measuring the distance with different methods on a single, homogeneous data set with high statistics may provide a standard case of the intrinsic uncertainties in distance determinations in stellar systems with extended star formation histories.
The paper is organised as follows: Sect. 2 presents the observations, the reduction techniques, and the resulting colour-magnitude diagram (CMD). The different methods used to derive the distance to the Fornax dwarf spheroidal are then presented and the results discussed in Sect. 3, 4, and 5. Final remarks and discussion of the results are presented in Sect. 6.
OBSERVATIONS AND DATA REDUCTION
Wide field observations of Fornax were obtained with the WFI camera mounted at the Cassegrain focus of the ESO/MPG 2.2-m telescope at La Silla, Chile. The camera consists of eight 2k × 8k CCDs, closely mounted on a mosaic pattern yielding a total field of view of ∼ 32 ′ × 32 ′ . The observations were carried out on October 21, 2001, as a part of ESO proposal 66.B-0615. Both long and short exposures were obtained: 3×900+1×120 seconds in B, 2×900+1×120 seconds in V , and 2×900+1×120 seconds in I. The absolute calibration was obtained by observing stars from the list of Landolt (1992) on each CCD. Pre-reduction was performed within the IRAF 1 environment, using the MSCRED package by Valdes (1998) . The subsequent reduction steps made use of the WFPRED script package developed by two of us (L.R. and E.V.H.) at the Padova Observatory. This package effectively deals with the problems of astrometric and photometric calibration. Images were astrometrically calibrated using a polynomial solution computed on star fields taken from the list of Stone et al. (1999) . Crowded field stellar photometry was performed with the daophot ii / allstar package (Stetson 1987) , with point-spread functions (PSFs) independently computed for each CCD and each filter. Aperture corrections were used to match the PSF photometry with the aperture photometry, using growth-curve analysis of bright isolated stars. Finally, the photometric catalogues were independently calibrated for each CCD using the observations of standard stars. The RMS of the photometric calibration is ∼ 0.02 mag. An extensive set of artificial star experiments was run to estimate the degree of completeness and the distribution of photometric errors. Completeness levels drop to 10% at V ∼ 24.5 where the photometric errors reach 0.25 mag.
The resulting (V − I), I CMD is presented in Figs. 1. The limiting magnitude is around V ∼ 24, corresponding to the position of the old main sequence turn-off. Note that the figure only shows stars with a photometric error less than 0.2, and is consequently limited to V ≈ 23.5. A number of known features are evident: the well populated luminous main sequence of stars as young as 0.3 Gyr, the wide and non-uniformly populated red giant branch (RGB), the conspicuous red clump of intermediate-age stars in their helium burning phase, and the less populated but evident horizontal branch (see, e.g., Stetson et al. 1998; Saviane et al. 2000; Pont et al. 2004; Battaglia et al. 2006) .
These features are used in Sect. 5 to derive information on the star formation history. This CMD offers us the possibility to use several different methods to estimate the distance to Fornax. The TRGB is bright, well defined and well populated, with manageable AGB contamination. The RC is prominent and bright enough to be usefully adopted as a distance indicator. The HB is not quite as populated as the RC, but still contains enough stars to derive a precise average magnitude.
DISTANCE BASED ON THE TIP OF THE RED GIANT BRANCH
In low mass stars, the He ignition occurs under degenerate conditions at almost the same luminosity, with very little dependence on metallicity or age. The observational evidence of this physics is a sharp cut-off of the luminosity function of the RGB, approximatively located at MI ∼ −4. Da Costa & Armandroff (1990) and Lee et al. (1993) demonstrated the power of this distance indicator applied to nearby galaxies. Lee et al. (1993) provided both an absolute calibration of the I-band luminosity of the TRGB (M TRGB I
) and an objective method to estimate its position on a CMD, based on a digital Sobel filter. This technique was refined by Sakai et al. (1996) ,who replaced the binned luminosity function with an adaptively smoothed probability distribution. Méndez et al. (2002) introduced a new way to estimate the position of the TRGB, based on a maximumlikelihood approach that effectively uses all the stars around the tip region. In a series of papers, Ferraro et al. (1999 Ferraro et al. ( , 2000 and Bellazzini et al. (2001 Bellazzini et al. ( , 2004 ) obtained a new robust calibration of the magnitude of the tip, extended to higher metallicities (up to [Fe/H] = −0.2) and to infra-red pass-bands.
A modified and optimised version of the maximumlikelihood approach has been recently presented by Makarov et al. (2006) . The new method has the advantage that completeness, photometric errors, and biased error distributions are fully taken into account. The application of this method to the CMD of Fornax is presented in Fig. 2 . The left panel of Fig. 2 shows the CMD and the limits of the CMD region selected for the fitting procedure. On the right half of the figure the completeness function and the distribution of photometric errors derived from artificial star experiments are shown. A biased error distribution is evident at magnitudes fainter than I = 24. The lower panel shows the result of the fit.
The tip is detected at I TRGB = 16.75±0.02, and the average colour of stars at the tip is (V − I) = 1.64 ± 0.03. As a first approximation, the colour of stars at the tip can be used to estimate the metallicity of the underlying stellar population. By using the relation presented in Bellazzini et al. and the best estimate of the distance based on the TRGB method is then (m − M )0 = 20.71 ± 0.07. The error we quote is quite large, and is derived by estimating the difference between this last distance measurement and the value derived by simple conversion between colour at the tip and metallicity, considering that the metallicity uncertainty is the dominant factor in the error estimate.
DISTANCE BASED ON HORIZONTAL BRANCH STARS
The average luminosity of RR Lyrae and HB stars is the most widely used Pop. II distance indicator. Our measurement of the HB level in Fornax is presented in Fig. 3 . Stars with 0.3 < V − I < 0.7 and 20.8 < V < 21.8 were selected, and their luminosity function computed. The average magnitude of these stars is VHB = 21.38 ± 0.04, where the error was inferred from the typical magnitude error at the corresponding level. Errors caused by the binning in magnitude, estimated by adding different shifts to our choice of bins, were found to be negligible (< 0.001 mag).
Assuming an absolute magnitude for HB stars (actually, RR Lyrae stars) requires knowledge of metallicity. A lot of work has been devoted to determine the metallicity dependence of the luminosity of RR Lyrae stars. In this paper, we adopt the recent calibration of Cacciari & Clementini (2003) : We also consider the previous calibration from Carretta et al. (2000) . In both cases, the metallicity is on the scale of Carretta & Gratton (1997) .
In the previous Section we mentioned a number of estimates of the metallicity of Fornax, based on the RGB stars. In this Section, however, the metallicity we are interested in is that of the old stellar population producing the HB and RR Lyrae stars.
A search for variable stars by Bersier & Wood (2002) resulted in an average metallicity of the variables [Fe/H] = −1.64 on the Butler-Blanco scale, which is known to be more metal-rich than the scale of Zinn & West (1984) . This value is confirmed by preliminary results of a study of RR Lyrae in the field of Fornax by Greco et al. (2005) , suggesting a metallicity [Fe/H] = −1.78 on the scale of Carretta & Gratton (1997) . This range of results clearly reflects the complex enrichment history of Fornax. For the absolute calibration of HB stars, we assume that HB stars belong to the oldest and most metal-poor stellar population in the galaxy. For this reason, and taking into account the results of Saviane et al. (2000) , Bersier & Wood (2002) , and Greco et al. (2005) , we adopted a metallicity of HB stars [Fe/H] ≃ −1.8 on the scale of Zinn & West (1984) , corresponding to [Fe/H] ≃ −1.6 on the scale of Carretta & Gratton (1997) . The resulting distance modulus was then derived as: It is well known that RR Lyrae stars spend most of the time near the faint limit of their light curve, so that a straight average of the magnitudes measured in a single epoch might be biased towards fainter values (resulting in an overestimate of the distance). To quantify this possible source of error, we can look at the average magnitude of RR Lyrae stars as measured by Bersier & Wood (2002) and Greco et al. (2005) . In both cases, the reddening-corrected magnitude is V0 ∼ 21.27, or V =21.34 without reddening correction. This is 0.05 mags brighter than the values we computed, and this is probably a reliable estimate of the errors related to averaging single-epoch observations rather than the complete light curve.
DISTANCE BASED ON THE RED CLUMP METHOD
Core helium-burning stars of intermediate age form a well defined clump of stars at a magnitude slightly brighter than the HB and near the Hayashi line. This clump has been claimed to provide a very accurate standard candle (e.g., see Udalski 2000a , and references therein). Once the mean I-band magnitude of the red clump, I RC , is known, the absolute distance modulus can be derived using the relation:
is the mean absolute magnitude measured for nearby red clump stars whose distances were measured using independent techniques (such as trigonometric parallaxes for the Hipparcos sample), AI is the interstellar absorption in the direction of the object and ∆M RC I is a population correction term accounting for the different mixture of stellar ages in the local sample of stars and the Fornax galaxy. The correction term ∆M RC I was initially neglected (Paczynski & Stanek 1998; Stanek et al. 1998; Udalski et al. 1998 ), but Cole (1998) and Girardi et al. (1998) pointed out that it is non-negligible according to theoretical models of clump stars. Empirical determinations of the dependence of M RC I from stellar parameters by Udalski (1998a,b) both from age and metallicity. They determined the mean value of the red clump stars by averaging the contribution from all the stars in the core helium burning phase, and provided tables of M RC I as a function of age for 6 different metallicities ranging from Z = 0.0004 to Z = 0.03. Following their precepts, we computed the expected correction to the absolute magnitude of the red clump in Fornax, given its star-formation history and chemical enrichment law.
The apparent magnitude of the RC in Fornax was measured by selecting stars with 0.8 < (V − I)0 < 1.1 and 19.5 < I0 < 21.0. After this selection the luminosity function was computed, a linear continuum subtracted, and Gaussian fitting used to measure the average magnitude of RC stars. According to our measurements, illustrated in Fig. 4 , the Fornax RC is found at I RC = 20.29 ± 0.03. The errors are inferred from the typical magnitude error at the corresponding level. Errors due to the magnitude binning were estimated by adding a sequence of shifts to the zero-point of the binning. Such errors were found to be less than 0.001 and were consequently neglected.
We now need to determine the population correction to correct for the difference between the absolute luminosity of the RC in the Hipparcos sample and in Fornax. To derive the population correction we follow these steps: (1) we perform a full inversion of the CMD of Fornax, to derive its star formation history, (2) To derive the star formation history of Fornax, we used the chemical enrichment law of Pont et al. (2004) and the CMD simulation technique presented in Rizzi et al. (2002 Rizzi et al. ( , 2003 to perform a full inversion of our Fornax CMD. The result is shown in Fig. 5 . Note that there is a very good agreement between the SFH derived here and the one presented in Tolstoy et al. (2003) . Using the results of this simulation, we applied the above described selection of RC stars to the simulated diagram, and derived an absolute magnitude of the RC that fully takes into account the chemical evolution history and the SFH of the galaxy. Gaussian fitting to the background-subtracted luminosity function of simulated stars in the RC region results in M RC I,F ornax = −0.42 ± 0.03. The error was derived by Monte Carlo simulations, by repeating 500 times the CMD inversion using a completely new set of simple stellar populations.
To derive the absolute magnitude of the RC in the Hipparcos sample, we used the star formation history and chemical enrichment laws presented in Rocha-Pinto et al. (2000a,b) . The same magnitude and colour selection was adopted as in the case of the simulated CMD of Fornax, and the fitting routine yielded the value: M RC I,Hipparcos = −0.17 ± 0.06. Note that this is same value derived by Girardi & Salaris (2001) . Stanek et al. (1998) 
SUMMARY AND CONCLUSIONS
In this paper we have presented a revision of the distance to Fornax based on wide-field BV I observations, and using three different distance indicators, namely the Tip of the Red Giant Branch, the Horizontal Branch, and the Red Clump. Our measurements are summarised in Table 2 It is worth discussing the individual results of each method by comparing them with previous determinations. Previous measurements based on the TRGB in the I band were obtained by Saviane et al. (2000) , who found (m − M )0 = 20.70 ± 0.04, and Bersier (2000) , who found (m − M )0 = 20.65 ± 0.11. The agreement with the measurement presented in this paper is fairly good, but even better if we only look at the observable, which is the magnitude of the TRGB. Indeed, Saviane et al. (2000) found I TRGB = 16.72, and Bersier (2000) found I TRGB = 16.73, almost coincident with the value derived here, I TRGB = 16.75. The difference in the derived distances are entirely due to different assumptions on the absolute magnitude of the tip, the metallicity, and the reddening.
Previous determinations of the distance to Fornax based on the HB are presented in Saviane et al. (2000) , who found (m − M )0 = 20.76 ± 0.04, and in Greco et al. (2005) , who found (m − M )0 = 20.72 ± 0.10. Both values are fully consistent with the values presented in this paper, as is the agreement of the observable, the mean level of the HB stars. Saviane et al. (2000) found VHB = 21.37 ± 0.04 while the value measured in this paper is VHB = 21.38 ± 0.11. Note that the Saviane et al. (2000) value refers to the red part of the HB, while the present measurement refers to the CMD region populated by RR Lyrae variable stars. This value is in perfect agreement with the mean luminosity of RR Lyrae stars in the Fornax globular cluster #4 determined from a different and independently calibrated data set by Greco et al. (2007) .
Finally, a previous determination of the distance to Fornax based on the optical luminosity of RC stars is presented in Bersier (2000) , who finds (m − M )0 = 20.66 based on a magnitude of the RC I RC = 20.31, almost coincident with the value derived here, I RC = 20.29. The determination presented in Pietrzyński et al. (2003) , I RC = 20.33, is also fully consistent with our measurement. It is interesting to note that the difference IRC − I TRGB = 3.54 ± 0.04 found in this paper is in good agreement with the linear fit presented in Figure 4 of Bersier (2000) , obtained by adopting the RC calibration of Udalski (2000a) .
We conclude that the different data sets recently published show an almost perfect agreement with each other and with the results obtained in this paper. On the other side, there are still small differences between the distance moduli obtained with different methods and by different authors. The differences are mainly due to the different details in the choice of the standard candle, while there is a striking agreement between the different photometry sets. The main sources of uncertainty are (a) the relatively uncertain metallicity, (b) the still debated absolute calibration of these methods, and (c) the adopted reddening. It is on these open subtle calibration issues that the attention should focus to bring the different distance measurements in perfect agreement.
