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Abstract
Various things propagate through the medium of in-
dividuals. Some biological cells fire right after the
firing of their neighbor cells, and such firing propa-
gates from cells to cells. In this paper, we study the
problem of estimating the firing propagation order
of cells from the {0, 1}-state sequences of all the
cells, where 1 at the ith position means the firing
state of the cell at time step i. We propose a method
to estimate the propagation direction between cells
by the sum of one cell’s time delay of the matched
positions from the other cell averaged over the min-
imum cost alignments and show how to calculate
it efficiently. The propagation order estimated by
our proposed method is demonstrated to be correct
for our synthetic datasets, and also to be consis-
tent with visually recognizable firing order for the
dataset of soil-dwelling amoeba’s chemical signal
emitting state sequences.
1 Introduction
Sometimes, it is very important to analyze how things such as
vibration, heat, cell firing, information, virus and etc, propa-
gated. The objectives of such analyses are diverse from iden-
tification of the sources and the propagation routes to learn-
ing a propagation model for prediction. Physical propagation
such as vibration and heat follows physical law. However,
biological propagation such as cell firing has more ambigu-
ous propagation rules, and propagation through the medium
of human beings such as information and virus propagation
is more complex. In this paper, we study propagation analy-
sis from the sequences of propagation times observed at each
propagatingmedium individual that follows ambiguous prop-
agation rules.
What we are trying to answer in this paper is the follow-
ing question: to what extent can we estimate the propagation
order from the observation sequences at propagating medium
individuals. To answer this question, we deal with the sim-
plest setting; there are only two states, firing (1) and not fir-
ing (0), and a state sequence is observed at each propagating
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medium individual (cell). In most cases, whether propaga-
tion between two individuals occurs or not depends on their
locations, but here we assume that location information of in-
dividuals cannot be used. In this situation, it is impossible to
estimate the propagation order correctly because which cell’s
firing caused which cell’s firing cannot be estimate without
cells’ location information if many cells fire synchronously.
However, we ought to be able to estimate the propagation or-
der to some extent from the cell’s state sequences. In fact, our
proposed method can estimate the layered propagation order
correctly in our experiments using synthetic datasets, where
a layer is a set of synchronized firing cells.
In this paper, we propose an alignment based method to
estimate propagation direction between two cells from their
{0, 1}-state sequences. For each pair of cells (i, j), we cal-
culate cell j’s time delay sum from cell i averaged over all
the minimum cost alignments. Then, propagation direction
between i and j is estimated as i → j if such averaged time
delay sum is positive, and as j → i if it is negative. From
cell pairs (i, j) with non-zero average time delay sum, we
construct a estimated propagation graph whose vertices are
cells and whose edges are estimated direct propagation. In
the construction, we remove all the edges with average time
delay sum larger than a given threshold θ so as to exclude
indirect propagation edges and remove all the edges between
vertices in the same estimated layer.
According to our experiments using synthetic datasets, the
edge sets of propagation graphs estimated by our method
achieved high recall and layer accuracy, where layer accu-
racy is the accuracy of the estimated number of steps to
be taken for propagation from the source cells to each cell.
As expected from the difficulty caused by non-use of loca-
tion information, our method could not achieve high preci-
sion even for the synthetic datasets because the method could
not distinguish the direct causing cell from many cells that
fire synchronously with it. Robustness of our method was
demonstrated from the results using the datasets generated
by stochastic propagation model with 75% propagation prob-
ability. The propagation order estimated by our proposed
method is shown to be consistent with visually recognizable
firing order for the dataset of soil-dwelling amoeba’s chemi-
cal signal emitting state sequences.
Related Work
There are many studies on information or influence
propagation on networks such as studies of word-of-
mouth marketing [Domingos and Richardson, 2001;
Goldenberg et al., 2001], epidemics [Hethcote, 2000],
innovation diffusion [Rogers, 2003] and so on. In
most of these studies, networks are assumed to be
given and not needed to be estimated though there
are studies on propagation probability estimation
through edges in a given network [Saito et al., 2008;
Goyal et al., 2011; Mathioudakis et al., 2011;
Goyal et al., 2010]. Recent popular studies deal with
propagation through social networks [Bonchi, 2011], in
which relation between users are visible and not needed to
estimate in most cases. To the best of our knowledge, there
is no study of edge estimation from observation sequences at
each node.
2 Problem Setting
Let C denote a set of cells {1, . . . , N}. At each time step
t = 1, . . . , T , the state ci[t] of each cell i ∈ C is firing (1) or
not (0). Let ci denote the string of length T whose tth letter
is ci[t], that is, ci = ci[1] · · · ci[T ]. We call ci as the state
sequence of cell i. Assume that there exists a firing source
cell and the firing propagates from cells to cells at each time.
As for firing propagation, we assume the following.
Assumption 1 For all the cells but the firing source cell, one
firing is caused by one firing of another cell that occurred one
or a few time steps ago.
The firing propagation can be represented by a propagation
graph G(V,E) with vertex set V = C and directed edge set
E = V × V , in which directed edge (i, j) ∈ E exists if and
only if cell i’s firing directly caused cell j’s firing.
The problem we try to solve in this paper is formalized as
follows.
Problem 1 Given a set {c1, . . . , cN} of the state sequences
of cells in C = {1, . . . , N}, estimate the propagation graph
of firing with vertex set C under Assumption 1.
Note that, considering that V is fixed toC, a solution of the
above problem is estimation Eˆ of the set E of directed edges.
3 Proposed Method
3.1 Alignment-Based Direction Estimation
Given two state sequences ci, cj of cell i, j, how can we guess
the direction of firing propagation? According to Assump-
tion 1, the firing state of the propagated cell occurs one or a
few time steps later than that of the propagating cell. We pro-
pose an alignment-based method that can detect such firing
time delay of one cell compared to the other cell.
We explain our proposal using the following simple exam-
ple.
Example 1 Consider the case with ci = 001000100 and
cj = 000100010. The firing states (1-valued positions) in
cj occurs one time step later than those in ci. Thus, the direc-
tion of firing propagation is guessed as i→ j.
We consider alignments of strings ci and cj using symmet-
ric cost function w(x, y) defined as follows:
w(x, y) =


0 ((x, y) = (0, 0), (1, 1))
a0 ((x, y) = (0, ), ( , 0))
aR ((x, y) = (0, 1), (1, 0))
∞ ((x, y) = (1, ), ( , 1)( , ))
(1)
where ‘ ’ is the gap symbol and a0, aR are constants. Since
we would like to align sequences so as to match the close po-
sitions of the firing states, 1-valued positions should not be
easily matched to 0-valued positions. So, a0 < aR should
hold. By the assumption, cell’s firing is considered not to af-
fect any more after some small number of time steps α. Thus,
1-valued positions whose difference is more than α should
not be matched forcefully by letting more than 2α 0-valued
positions match to gaped positions. By this reason, aR should
be set to a value between 2αa0 and 2(α+ 1)a0.
Example 2 In Example 1, consider the case with a0 = 1 and
aR = 3. Then, the minimum alignment cost is 2 and there are
6 alignments whose alignment costs are the minimum. One of
the minimum cost alignments is
ci 001000100
cj 00010001 0.
In the alignment shown in Example 2, the
matched pairs (ti, tj) of ci’s and cj’s positions are
(1, 2), (2, 3), (3, 4), (4, 5), (5, 6), (6, 7), (7, 8), (9, 9), and the
corresponding cj’s time delays from ci are 1, 1, 1, 1, 1, 1, 1, 0,
so the time delay sum is 7. Similarly, the time delay sums of
the other best alignments are calculated as 5, 6, 6, 7, 8, and
the time delay sum averaged over all the 6 best alignments is
6.5.
Based on the above consideration, we estimate the propa-
gation direction of firing states using the following rule (E).
(E) The propagation direction is estimated as i → j if the
time delay sum of cj from ci averaged over the minimum
cost alignments between ci and cj is positive, and j → i
if that is negative.
3.2 Edge Set Estimation
By rule (E), directions are decided for all the cell pairs but
those with zero average time delay sum. If we let Eˆ be the set
of all (i, j) ∈ C × C with non-zero average time delay sum,
the following two issues arise:
P1 Eˆ contains many edges with small average time delay
sum, which connects pairs of synchronized firing cells
and make the propagation graph cyclic.
P2 Eˆ contains (i, j) for which cell i’s firing not directly but
indirectly caused cell j’s firing through the medium of
some other cell k.
As a countermeasure for P2, that is, in order to delete in-
direct edges, we delete all the edges whose average time de-
lay sums are larger than a threshold θ. What θ should be
selected? If propagation is regular, for example, if directly
propagated cells fire exactly one time step later, then prop-
agated sequences become exactly the sequences shifted by
one, as a result, their average time delay sum become close to
T in the case that the sequences contain 1 around both the be-
ginning and the ending. In real-world application, however,
such regularity cannot be expected. So, θ must be decided
from the distribution of average time delay sums. In our ex-
periments, we set the threshold θ to the upper limit of the
most frequent class in average time delay sum histogram.
For P1, we try to partition V into layers by classifying the
synchronized cells to the same layer, and then delete all the
edges between vertices in the same layer. For a given graph
G(V,E), define the 0-layer set V E0 as the set of vertices with
indegree 0. If there is no vertex with indegree 0, define V E0 as
the set of vertices for which the maximum average time de-
lay sum among all the incoming edges is the smallest among
those for all the vertices. Define the i-layer set V Ei recur-
sively as the set of vertices that do not belong to the j-layer
set V Ej for any j = 0, 1, ..., i− 1 but have an incoming edge
from some vertex in the (i − 1)-layer set V Ei−1.
Given a graph G(V, Eˆ) with V = C and the set Eˆ of
directed edges whose direction is estimated by its average
time delay sum, an average time delay sum AD(ci, cj) for
(ci, cj) ∈ Eˆ, and threshold θ, the whole process of edge set
estimation is described as hollows.
1. Remove the edges (ci, cj) ∈ Eˆ with AD(ci, cj) > θ
from Eˆ.
2. Set V Eˆ0 to the set of vertices in V whose indegree is 0.
3. Set i to 1. Repeat setting V Eˆi to the set of vertices in
V \
⋃i−1
j=0 V
Eˆ
j that has an incoming edge from a vertex in
V Eˆi−1, and then increasing i by 1 until V \
⋃i−1
j=0 V
Eˆ
j = V .
4. Remove all the edges (ci, cj) ∈ Eˆ whose end points
ci, cj belong to the same layer V
Eˆ
j for some j ∈ C.
3.3 Calculation of Average Time Delay Sum
In order to estimate the propagation direction between two
cells by Rule (E), we have to calculate the time delay sum
averaged over the minimum cost alignments of them. This
task is time consuming when there are many minimum cost
alignments. In this section, we propose a fast algorithm for
this task.
First, review the popular calculation algorithm for the min-
imum cost alignment using dynamic programming. Con-
sider the alignment for two strings ci = ci[1] · · · ci[T ] and
cj = cj [1] · · · cj [T ]. Denote D(ti, tj) be the minimum cost
alignment between ci[1] · · · ci[ti] and cj [1] · · · cj [tj ]. Note
that cx[1] · · · cx[0] for x = i, j denotes the null string. Then,
D(ti, tj) can be represented as the following recursive for-
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Figure 1: D for strings ci and cj with cost function (1) in Example 2
and its corresponding graphG. The directed edges in the paths from
(0, 0) to (9, 9) on G are bolded.
mula.
D(ti, tj)
=


0 (ti = tj = 0)
D(ti, tj − 1) + w( , cj [tj ]) (ti = 0, tj > 0)
D(ti − 1, tj) + w(ci[ti], ) (ti > 0, tj = 0)
min

D(ti − 1, tj) + w(ci[ti], )
D(ti, tj − 1) + w( , cj [tj ])
D(ti − 1, tj − 1) + w(ci[ti], cj [tj ])

 (ti, tj > 0)
D(T, T ) is the minimum alignment cost between ci
and cj , and D(T, T ) can be calculated by calculating
D(ti, tj) in the order of (ti, tj) = (0, 0), · · · , (0, T ),
(1, 0), · · · , (1, T ), · · · , (T, 0), · · · , (T, T ) using the above
recursive formula.
Consider the directed graphG = (V,E) with
V ={(ti, tj) | ti, tj ∈ {0, 1, . . . , T }}
E = {((ti, tj − 1), (ti, tj)) |
D(ti, tj) =D(ti, tj − 1) + w( , cj [tj ])}
∪{((ti − 1, tj), (ti, tj)) |
D(ti, tj) =D(ti − 1, tj) + w(ci[ti], )}
∪{((ti − 1, tj − 1),(ti, tj)) |
D(ti, tj) =D(ti − 1, tj) + w(ci[ti], cj [tj ])}.
Then, all the paths from (0, 0) to (T, T ) on G correspond to
the minimum cost alignments.
Example 3 D for strings ci and cj with cost function (1)
in Example 2 and its corresponding graph G are shown in
Figure 1. The 6 minimum cost alignments correspond to the
paths from (0, 0) to (9, 9) on G.
To calculate the time delay sum averaged over the mini-
mum cost alignments, it is enough to calculate two values,
the number of the minimum cost alignments and the sum of
time delay over matched positions in the minimum cost align-
ments.
The number of the minimum cost alignments between ci
and cj coincides with the number of paths from (0, 0) to
(T, T ) inG. LetB(ti, tj) be the number of paths from (ti, tj)
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Figure 2: B and F for ci and cj in Example 1. B(ti, tj)s and
F (ti, tj)s for (ti, tj) only in the paths corresponding to the mini-
mum cost alignments are shown and B(ti, tj)s and F (ti, tj)s for
other (ti, tj) are 0 and not needed to be calculated.
to (T, T ). What we want to calculate isB(0, 0). B(ti, tj) can
be represented as the following recursive formula:
B(ti, tj)
=


1 ((ti, tj) = (T, T ))
1{((ti, tj), (ti, tj+1))∈E}B(ti, tj+1) (ti=T, tj<T )
1{((ti, tj), (ti+1, tj))∈E}B(ti+1, tj) (ti<T, tj=T )
1{((ti, tj), (ti, tj+1))∈E}B(ti, tj+1)
+1{((ti, tj), (ti+1, tj))∈E}B(ti+1, tj)
+1{((ti, tj), (ti+1, tj+1))∈E}
×B(ti+1, tj+1) (ti, tj<T ),
where 1{·} is an indicator function, that is, 1{·} = 1 if ‘·’
holds and 0 otherwise. B(0, 0) can be obtained by start-
ing from B(T, T ) and calculating B(ti, tj) in reverse lexi-
cographic order of (ti, tj) using this recursive formula.
Example 4 Bs for strings ci and cj with cost function (1) in
Example 2 is shown on the left of Figure 2. The number of
the minimum cost alignments can be calculated as 6 from G
using the above recursive formula.
Finally, we explain how to efficiently calculate the sum of
time delay over matched positions in the minimum cost align-
ments. The pairs of the matched positions (ti, tj) correspond
to diagonal edges ((ti − 1, tj − 1), (ti, tj)) in G. The time
delay of cj from ci for the matched matched position (ti, tj)
is tj − ti. The number of the minimum cost alignments that
contains matched position (ti, tj) coincides with the number
of the paths from (0, 0) to (T, T ) in G that include directed
edge ((ti−1, tj−1), (ti, tj)). Let F (ti, tj) be the number of
paths from (0, 0) to (ti, tj) in G and let E
∗ denote the set of
directed edges in E that are included in the paths correspond-
ing to the minimum cost alignments. Then, the sum of time
delay over matched positions in the minimum cost alignments
is calculated as
∑
((ti−1,tj−1),(ti,tj))∈E∗
(tj − ti)F (ti − 1, tj − 1)B(ti, tj).
Note thatF (ti, tj) can be also expressed by recursive formula
as follows:
F (ti, tj)
=


1 ((ti, tj) = (0, 0))
1{((ti, tj−1), (ti, tj))∈E}F (ti, tj−1) (ti=0, tj> 0)
1{((ti − 1, tj), (ti, tj))∈E}F (ti−1, tj) (ti>0, tj=0)
1{((ti, tj−1), (ti, tj))∈E}F (ti, tj−1)
+1{((ti−1, tj), (ti, tj))∈E}F (ti−1, tj)
+1{((ti−1, tj−1), (ti, tj))∈E}
×F (ti−1, tj−1) (ti, tj>0),
Remark 1 The number of the paths from (0, 0) to (T, T ) can
be obtained as F (T, T ) using the above recursive formula
for F similarly as B(0, 0) using the recursive formula for B.
However, B(0, 0) is more appropriate than F (T, T ) for cal-
culating the number of the minimum cost alignments because
we can reach (0, 0) from (T, T ) by going up the directed
edges in E∗ only without knowing E∗ while the knowledge of
E∗ is needed to reach (T, T ) from (0, 0) by going down the
directed edges in E∗ only. By calculating B first, we can use
the knowledge of E∗ to calculate F for the necessary pairs
(ti, tj) only.
Example 5 F for strings ci and cj with cost function (1) in
Example 2 is shown on the right of Figure 2. From the val-
ues in B and F, we can calculate the sum of time delay over
matched positions in the minimum cost alignments as
0 · 1 · 4 + 1 · 1 · 2 + 0 · 1 · 2 + 1 · 2 · 2 + 5× 1 · 3 · 2
+1 · 3 · 1 + 0 · 3 · 1 = 39.
Thus, the time delay sum averaged over the minimum cost
alignments is 39/6 = 6.5, which coincides with calculation
in Sec. 3.1.
3.4 Space and Time Complexities
The time and space complexities to construct tablesD,B and
F , are O(T 2). So, propagation direction estimation for a pair
of cells can be processed in time and space O(T 2). There
are O(N2) pairs of cells, thus the estimation for all the pairs
takes O(N2T 2) time and O(N2 + T 2) space totally. For
edge set estimation, removing the edges whose average time
delay sum is larger than given threshold, takes O(N2) time
and space. Layer partition and removing edges between the
same layer vertices also take O(N2) time and space. Totally,
our method runs in time O(N2T 2) and space (N2 + T 2) in
the worst case.
4 Experiments
In this section, we experimentally show effectiveness of our
method using synthetic and real datasets.
4.1 Experiments Using Synthetic Datasets
Synthetic Dataset Generation
We generate synthetic datasets {c1, c2, . . . , cN} using the fol-
lowing propagation model. Each cell i is assumed to be
located at ri ∈ [0,M ]
2 at every time step t = 1, . . . , T .
Each ri is randomly selected according to uniform distribu-
tion over [0,M ]2. Cell 1 is a unique source cell that fires
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Figure 3: Average time delay sum histogram for the synthetic dataset
with the firing probability p = 0.95
periodically at time step t = 1, 11, . . . , 1 + ⌊(T − 1)/10⌋,
that is, c1 = 10000000001000000000 · · ·10 · · · 0. For given
0 < p ≤ 1, d > 0 and positive integer τ , Cell i(6= 1) is as-
sumed to fire with probability p at time step t = 2, 3, . . . , T
only when the following two conditions are satisfied:
1. there are some cells j with ‖rj−ri‖ ≤ d and cj [t−1] =
1 and
2. ci[t− k] = 0 for all k = 1, 2, . . . ,min{τ, t− 1},
where ‖ · ‖ denotes Euclidean norm of ‘·’. The first condition
says that there is a cell within distance d that fired at just one
step before, and the second condition says that firing interval
of each cell is at least τ , which is needed to avoid alternately
firing between two cells.
In the experiment, we set N = 50, M = 100, T =
200 and d = 30, and generate 10 datasets for each p =
1.00, 0.95, 0.90, 0.85, 0.80, 0.75.
Parameter Setting
The cost function parameters a0 and aR are set to 1 and 3,
respectively. Threshold θ is set to 200, which is the upper
limit of the most frequent class in average time delay sum
histogram (Figure 3).
Comparison method
To the best of our knowledge, no conventional method exists
for our problem, so we compare performance of our method
to that of a simple method, whichwe call the baseline method.
The baseline method estimates the set of edges Eˆ as
Eˆ = {(i, j) ∈ V × V | nB(i, j) > nB(j, i)}.
where nB(i, j) denote the number of cell j’s firing at just one
time step after cell i’s firing, that is,
nB(i, j) = |{t ∈ {1, . . . , T } | ci[t− 1] = 1, cj[t] = 1}|.
Evaluation Methods
From the above firing rule, a ground truth propagation graph
G(V,E) of firing with V = C = {1, . . . , N} is considered
to have directed edge set E defined as follows. Let n(i, j)
denote the number of cell j’s firing caused by cell i’s firing,
that is,
n(i, j) = |{t ∈ {1, . . . , T } | ci[t− 1] = 1, cj[t] = 1,
‖rj − ri‖ < d}|,
where | · | denote the number of elements in set ‘·’. Then, E
is defined as
E = {(i, j) ∈ V × V | n(i, j) > n(j, i)}.
Table 1: Estimation performance of our proposed method for 6 syn-
thetic datasets.
p Method Prec Rec FM LA MLD
1.00 baseline 0.267 1.000 0.420 1.000 0.000
1.00 proposed 0.267 1.000 0.420 1.000 0.000
0.95 baseline 0.263 1.000 0.416 0.884 0.120
0.95 proposed 0.296 1.000 0.457 1.000 0.000
0.90 baseline 0.231 1.000 0.373 0.928 0.072
0.90 proposed 0.289 0.999 0.447 0.998 0.004
0.85 baseline 0.240 1.000 0.386 0.950 0.052
0.85 proposed 0.298 0.996 0.457 1.000 0.000
0.80 baseline 0.259 1.000 0.410 0.850 0.154
0.80 proposed 0.331 0.977 0.493 0.996 0.004
0.75 baseline 0.252 1.000 0.401 0.894 0.106
0.75 proposed 0.330 0.986 0.492 0.998 0.004
Using directed edge set E of the grand truth propagation
graph, we evaluate an estimated directed edge set Eˆ in terms
of precision (Prec), recall (Rec) and F -measure (FM) defined
as
Prec =
|E ∩ Eˆ|
|Eˆ|
, Rec =
|E ∩ Eˆ|
|E|
, FM =
2 Prec · Rec
Prec+ Rec
.
It is very difficult to estimate E with high precision in
our setting, so we also evaluate Eˆ in terms of loser mea-
sures. For the grand truth propagation graphG(V,E), we can
also consider layer partition V E0 , V
E
1 , · · · like layer partition
V Eˆ0 , V
Eˆ
1 , · · · for G(V, Eˆ). Then, we define layer accuracy
(LA) of Eˆ as
LA =
∑N
i=0 |V
E
i ∩ V
Eˆ
i |
|V |
.
Let ℓE(i) denote the cell i’s belonging layer in G(V,E), that
is,
ℓE(i) = j
def
⇔ i ∈ V Ej .
Mean layer difference (MLD) of Eˆ is defined as
MLD =
∑N
i=1 |ℓ
E(i)− ℓEˆ(i)|
N
.
Results
The estimation performance for 6 synthetic datasets is shown
in Table 1. For p = 0.95 and p = 1.00, the recalls of pro-
posed method are 1, that is, all the edges are detected with
the correct directions. However, the precisions are not so
high: 0.27 ∼ 0.33. This low precision seems inevitable in
our problem setting; in our setting, only cells’ state sequences
are provided, but the state sequence for any cell in the same
layer set looks similar, so it seems impossible to correctly
estimate which cell in the (i − 1)-layer set caused the fir-
ing of which cell in the i-layer set. Note that directed edges
in the grand truth propagation graph is decided using loca-
tion information, which cannot be used in estimation. In fact,
our method successfully estimate each cell’s belonging layer
for p ≥ 0.85: LA= 1.000 and MLD=0.000. The estimated
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Figure 4: The estimated graphG(V, Eˆ) by the proposed method and
the grand truth graph G(V,E) for the dataset with p = 0.95. Each
cell i is located at ri. In G(V, Eˆ), solid arrows are edges in E and
dashed arrows are edges in Eˆ \ E. Note that Eˆ includes E (recall
1.0). Each cell’s color indicates its belonging layer: dark blue, blue,
light blue, yellow, orange and red cells belong to V Eˆ0 , V
Eˆ
1 , V
Eˆ
2 , V
Eˆ
3 ,
V Eˆ4 , and V
Eˆ
5 , respectively.
graph G(V, Eˆ) by the proposed method for the dataset with
p = 0.95 is shown on the top of Figure 4. There are many
falsely detected edges but all the edges in E are correctly de-
tected keeping the layer structure: V E0 , V
E
1 , V
E
2 , V
E
3 , V
E
4 .
Our method is robust to some extent; even for p = 0.75, re-
calls are 0.986 and LAs are 0.998. On the other hand, for
p = 0.75 ∼ 1.00, the recalls of the baseline method are al-
ways 1, but the LAs are not greater than those of the proposed
method.
4.2 Application to Biological Data
We applied our method to biological data. We used
data of periodic pulses of cyclic adenosine monophos-
phate (cAMP) in Dictyostelium discoideum (Dd). The
soil-dwelling social amoeba Dd cells emit chemical sig-
nal (cAMP) inducing chemotaxis upon nutrient starvation,
and other cells that react the signal also emit cAMP pulses
[Dinauer et al., 1980]. The relay of periodic cAMP pulses by
excitable cells causes the formation of concentric and spiral
waves [Palsson et al., 1997; Lauzeral et al., 1997].
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
22
23
24
25
26
27
2829
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48 49
5051
52
53
54
55
56
57
58
60 62
63
64
65
67
68
71
72
73
74
75
76
77
78
79
80
81
82
8384
85
86
87
88
89
91
92
93
94
95
96
97
99
100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
117
118
119
120
121
122
123
124
1 7
128
129
13013132
133
134
136
139
140
142
144
146
154
155
156
157
158
159
160
161
162
163
164
168
170
171
172
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
22
23
24
25
26
27
28
29 30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
60
62
63
64
65
67
68
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
91
92
93
94
95
96
97
99
100
101
102
103
104
105
106
107
108 109
110
111
112
113
114
115
117
118
119
120
121
122
123
124
127
128
129
130
131
132
133
134
136
139
140
142
144
146
154
155
156
157
158
159
160
161
162
163
164
168
170
171
172
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
22
23
24
25
26
27
2829
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
60
62 63
64
65
67
68
71
72
73
74
75
76
77
7879
80
81
8283
84
85
86
87
88
89
91
92
93
94
95
96
97
99
100
101
102
103
104
105 106
107 108
109
110
111
112113
114 115
117
118
119
120
121
122
123
124
127
128129
130131
132
133
134
136
139
140
142144
146
154
155
156
157
158
159
160
161
162
163
164
168
170
171
172
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
6062
63
64
65
67
68
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
91
92 93
94
95
96
97
99100
101
102
103
104
105
106
107
108109
110
111
112
113
114
115
117
118
119
120
121
122
123
124
127 128
129
130
131
132
133
134
136
139
140
142
144
146
154
155
156
157
158
159
160
161
162
163
164
168
170
171
172
Figure 5: Layer partitions of the estimated propagation graphs for
I1(top left, cell location: t = 50), I2(top right, cell location: t =
100), I3(bottom left, cell location: t = 150), I4(bottom right, cell
location: t = 200). Dark blue, blue, light blue, yellow and orange
circles indicate cells in V Eˆ0 , V
Eˆ
1 , V
Eˆ
2 , V
Eˆ
3 , and V
Eˆ
4 respectively.
Recently, cAMP signaling of 172 Dd cells and the indi-
vidual cell positions for 250 frames (1 frame = 1 min) were
measured [Ohta et al., 2018]. Letting an excited state (ob-
serving the high amount of cAMP) be 1 and other states be 0
for each frame, we have 172 binary sequences with the length
250. We used the data of 144 cells except for 28 cells which
could not be measured properly due to noise. From the set of
144 binary sequences with length 250, we extracted 4 datasets
I1, I2, I3 and I4, which is composed of 144 length-100 con-
secutive subsequences starting at frame t = 1, 51, 101 and
151, respectively, of the original length-250 sequences.
The layer partitions of the estimated graphs by the pro-
posed method for threshold θ = 50 are shown in Figure 5.
The distribution centers of cells in V Eˆ0 (dark blue), V
Eˆ
1 (blue),
V Eˆ2 (light blue), V
Eˆ
3 (yellow) look moving lower right to up-
per left for the layer partitions I2, I3 and I4, which coincides
with the firing cells move shown in Figure 6.
5 Conclusion and Future Work
We proposed a method that estimates direct propagation re-
lation between pairs of cells from {0, 1}-state sequences of
each cells without cells’ location knowledge. Our method
calculates time delay sum averaged over all the minimum cost
alignments to estimate the direction of firing propagation. We
believe that our alignment-based method can be applied to
estimate propagation graph for various propagation by adapt-
ing alignment cost calculation to each specific problem. We
would like to develop application-dependent more effective
method based on our proposed method in the future.
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Figure 6: Firing cells (red) during the frames 190(top left)-
195(bottom right) are shown in the figures of layer partition for
dataset I4.
IEEE/WIC/ACM International Conferences on Web Intel-
ligence and Intelligent Agent Technology, volume 1, pages
2–2, Aug 2011.
[Dinauer et al., 1980] M C Dinauer, S A MacKay, and P N
Devreotes. Cyclic 3’,5’-amp relay in dictyostelium dis-
coideum iii. the relationship of camp synthesis and secre-
tion during the camp signaling response. J. Cell Biol.,
86:537–544, 1980.
[Domingos and Richardson, 2001] Pedro Domingos and
Matt Richardson. Mining the network value of customers.
In Proceedings of the Seventh ACM SIGKDD Interna-
tional Conference on Knowledge Discovery and Data
Mining, KDD ’01, pages 57–66, 2001.
[Goldenberg et al., 2001] Jacob Goldenberg, Barak Libai,
and Eitan Muller. Talk of the network: A complex systems
look at the underlying process of word-of-mouth. Market-
ing Letters, 12:211–223, 2001.
[Goyal et al., 2010] Amit Goyal, Francesco Bonchi, and
Laks V.S. Lakshmanan. Learning influence probabilities
in social networks. In Proceedings of the Third ACM In-
ternational Conference on Web Search and Data Mining,
WSDM ’10, pages 241–250, 2010.
[Goyal et al., 2011] Amit Goyal, Francesco Bonchi, and
Laks V. S. Lakshmanan. A data-based approach to social
influence maximization. Proc. VLDB Endow., 5(1):73–84,
September 2011.
[Hethcote, 2000] Herbert W. Hethcote. The mathematics of
infectious diseases. SIAM Rev., 42(4):599–653, December
2000.
[Lauzeral et al., 1997] Jacques Lauzeral, Jose Halloy, and
Albert Goldbeter. Desynchronization of cells on the de-
velopmental path triggers the formation of spiral waves of
camp during dictyostelium aggregation. Proc. Natl Acad.
Sci. USA, 94:9153–9158, 1997.
[Mathioudakis et al., 2011] Michael Mathioudakis,
Francesco Bonchi, Carlos Castillo, Aristides Gionis,
and Antti Ukkonen. Sparsification of influence networks.
In Proceedings of the 17th ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining,
KDD ’11, pages 529–537, 2011.
[Ohta et al., 2018] Yusaku Ohta, Toshiaki Furuta, Takeharu
Nagai, and Kazuki Horikawa. Red fluorescent camp indi-
cator with increased affinity and expanded dynamic range.
Scientific Reports, 8:1866, 2018.
[Palsson et al., 1997] Eirikur Palsson, Kyoung J. Lee, Ray-
mond E. Goldstein, Jakob Franke, Richard H. Kessin, and
Edward C. Cox. Selection for spiral waves in the so-
cial amoebae dictyostelium. Proc. Natl Acad. Sci. USA,
94:13719–13723, 1997.
[Rogers, 2003] Everett M. Rogers. Diffusion of innovations.
Free Press, New York, NY [u.a.], 5th edition, 08 2003.
[Saito et al., 2008] Kazumi Saito, Ryohei Nakano, and
Masahiro Kimura. Prediction of information diffusion
probabilities for independent cascade model. In Proceed-
ings of the 12th International Conference on Knowledge-
Based Intelligent Information and Engineering Systems,
Part III, KES ’08, pages 67–75, 2008.
