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Resumen
El presente artículo reve-
la un enfoque original para la 
estimación del iluminante que 
aprovecha la cooperación entre 
dos máquinas de aprendizaje: 
Redes neuronales artificiales y 
Regresión contraída, tomando 
las ventajas de cada una. En el 
documento se exponen los ante-
cedentes teóricos y prácticos de 
la investigación, la metodología 
que permitió la implementación 
y la experimentación del enfo-
que cooperativo. Los resultados 
obtenidos en la exploración de 
condiciones y parámetros gene-
rales demuestran las ventajas del 
enfoque.
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Abstract
In this paper we introduce 
an original cooperative approach 
for illuminant estimation; it takes 
advantage from two learning ma-
chines: Artificial neural networks 
and Ridge Regression. The paper 
exposes theoretical and practical 
background and methodology for 
implementation and experiments. 
Results about the exploration of 
general conditions and param-




putational Color Constancy, Arti-
ficial Neural Networks, Learning 
Machines, Regresión contraída, 
Applications.
estima el iluminante de la imagen 
y luego se aplica la corrección a la 
imagen usando el llamado modelo 
diagonal (Barnard, Cardei y Funt, 
2002).
La estimación del iluminante 
puede hacerse de múltiples formas: 
con asunciones fuertes, como la de 
que hay una superficie blanca en la 
imagen (escalar por el máximo) o 
que el promedio de la luz que llega 
de la imagen es acromática (Mundo 
Gris de Buchsbaum, 1980), o haci-
endo asunciones más débiles como 
que la norma de Mikowski de luz 
que sale de la imagen es una con-
stante (Finlayson y Trezzi, 2004) 
o que la derivada en un espacio 
espectral oponente de la luz que 
sale de la imagen es una constante 
(Van de Weijer y Gevers, 2005) o 
usando métodos estadísticos como 
la divergencia KL (Rosenberg, He-
bert y Thrun) o usando máquinas de 
aprendizaje (Argawal, 2005).
Entre las máquinas de apren-
dizaje usadas están las redes neuro-
nales artificiales RNA (Funt, Cardei 
y Barnard, 1996), las máquinas 
de soporte vectorial SVM (Funt y 
Xiong, 2004) y la regresión con-
traída RR (Argawal, 2005).
Al interior del grupo de Per-
cepción y Sistemas Inteligentes de 
la Universidad del Valle se planteó 
la tesis “Aportes a la constancia del 
color computacional usando máqui-
nas de aprendizaje” y se usó como 
punto de partida la implementación 
existente con redes neuronales arti-
ficiales (Cardei, 2000).
La propuesta inicial de la inves-
tigación se hizo usando histogramas 
extraídos del plano de cromaticidad 
rg y se incorporó el hecho de que 
otros algoritmos habían mostrado 
mejoras cuando se pasaba de con-
siderar el plano de cromaticidad rg, 
para considerar un espacio espectral 
tridimensional (Barnard, Martin y 
Funt, 2000; Funt y Xiong, 2004).
1. Introducción
La constancia del color com-
putacional puede ser entendida 
desde el tratamiento digital de 
imágenes bio-inspirado, como 
la emulación de la habilidad de 
algunos primates para percibir 
como constante la apariencia de un 
determinado color, a pesar de que 
haya cambios en los iluminantes 
y su aplicación puede resultar útil 
en múltiples tareas que incluyan el 
tratamiento digital de imágenes de 
color (Gómez, Loaiza y Caicedo, 
2006a).
Muchos investigadores han 
enfrentado esta tarea llevando a 
cabo dos pasos básicos, primero se 
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Algunas pruebas preliminares 
evidenciaron que la misma red neu-
ronal produce diferentes resultados 
cada vez que se entrena, por esto se 
deben realizar varias repeticiones 
para extraer estadísticas represen-
tativas (Gómez, Loaiza y Caicedo, 
2006b). Igualmente, debido a que 
los tamaños de las bases de entre-
namiento, validación y prueba son 
grandes y que usualmente se usan 
cientos de neuronas en la capa de 
entrada, cada entrenamiento en 
Matlab puede tardar algunas horas 
(dependiendo de los parámetros 
elegidos).
Si se consideran los dos aspec-
tos expuestos en el párrafo anterior, 
la exploración de parámetros se 
hace lenta porque para cada com-
binación de parámetros se debe 
invertir mucho tiempo, así que se 
aprovecharon los resultados de 
Argawal (2005), que favorecen a 
la regresión contraída frente a los 
perceptrones multicapa (MLP) en la 
tarea de estimación del iluminante, 
en cuanto a velocidad y facilidad de 
implementación, estabilidad de los 
resultados y desempeño.
Por lo anterior, los autores de 
la presente investigación proponen 
una metodología cooperativa que 
aproveche la velocidad y facilidad 
de implementación y la estabilidad 
de los resultados de la regresión 
contraída para llevar a cabo una 
exploración inicial sobre el espa-
cio de parámetros generales del 
problema, para elegir aquellos que 
ofrezcan mejores resultados, antes 
de intentar el entrenamiento con un 
grupo de perceptrones multicapa, en 
una prueba que tomaría más tiempo, 
ahorrando tiempo de experiment-
ación y de cómputo.
2. Antecedentes
En esta sección se presentan los 
antecedentes teóricos y prácticos de 
esta investigación: en primer lugar, 
se expone la teoría de la regresión 
contraída siguiendo a Argawal 
(2005), para que el lector se famil-
iarice con la técnica. En segundo 
lugar, se parte de la comparación 
hecha por el mismo autor entre 
algunas máquinas de aprendizaje, 
para introducir la propuesta de un 
enfoque cooperativo.
2.1 La regresión contraída
Según Argawal (2005) la regre-
sión contraída se puede entender 
como una regresión lineal múltiple 
con un factor de normalización.
En la regresión lineal se asume 
que el modelo que describe la rela-
ción entre las variables de entrada 
(X) y de salida (Y) es lineal y se lla-
ma múltiple porque tiene múltiples 
entradas:
(1)
Donde los distintos wj, que 
conforman el vector W, son los 
llamados coeficientes del modelo. 
La salida estimada del modelo, se 
considera la salida real afectada por 
ruido η de media cero y varianza 
σ2.
(2)
Para hallar los coeficientes del 
modelo se trata de minimizar la 














































































Para llevar a cabo la minimiza-
ción se deriva la ecuación (3) y se 
iguala a cero.
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Ahora para la regresión contraí-
da, se incluye un factor de normali-
zación que hace más grande el error 
si los valores de los coeficientes del 
modelo son muy grandes, equiva-
lente a la Normalización de orden 
cero de Tikunov.
2.2 la regresión contraída y el 
perceptrón multicapa en la 
estimación del iluminante
Argawal (2005) comparó en su 
trabajo la regresión contraída, las 
máquinas de soporte vectorial y el 
perceptrón multicapa, en la tarea 
de la estimación de iluminantes. 
Para hacerlo, entregó a todas las 
máquinas de aprendizaje el mismo 
tipo de entradas, de acuerdo con 
un enfoque propuesto por Funt, 
Cardei y Barnard (1986) para redes 
neuronales.
Los resultados de sus expe-
rimentos pueden apreciarse en 
gráficas como la de la Figura 1 
y le permitieron concluir que las 
máquinas de soporte vectorial y 
la regresión contraída ofrecían 
respuestas estables para un mismo 
set de entrenamiento, mientras las 
redes neuronales daban respuestas 




Si X es no singular, (XTX)-1, 
existe y resolviendo para W, se ob-
tienen los valores de los coeficientes 








Desarrollando de la misma for-
























































































































































Buscando ahora el valor de W 
que minimiza la expresión (8), se 












Ahora si se quiere calcular la 




Figura 1. Errores de predicción obtenidos tras 100 repeticiones de entrenamiento de redes neurona-
les, máquinas de soporte vectorial y regresión contraída (Fuente: Argawal, 2005).
Asimismo, la descripción que 
se hizo en 0 pone en evidencia que 
la implementación de la regresión 
contraída es más simple y tiene un 
menor costo computacional que la 
implementación de una red neuro-
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nal o de una regresión por soporte 
vectorial.
En la presente investigación 
se ha propuesto realizar algunos 
aportes a la constancia del color 
computacional usando máquinas 
de aprendizaje y para ello se han 
implementado redes neuronales ar-
tificiales, y se ha decidido evaluar la 
regresión contraída para comparar 
sus resultados con los de las redes 
neuronales.
Las pruebas iniciales arrojaron 
resultados alentadores, porque la 
estimación del iluminante mediante 
regresión contraída fue efectiva-
mente más fácil y de menor costo 
computacional que las redes neu-
ronales.
Lo anterior permitió plantear un 
método cooperativo y no competiti-
vo, que explorara algunos paráme-
tros mediante la regresión contraída 
antes de lanzar un entrenamiento 
con una batería de perceptrones 
multicapa.
3. Metodología
En esta sección se presentan de 
forma ordenada los procedimien-
tos que permitieron llevar a cabo 
la experimentación: se explica la 
síntesis de imágenes y la generación 
de histogramas a partir de imágenes 
reales, se detallan las implementa-
ciones de la regresión contraída y el 
perceptrón multicapa, se expone el 
enfoque cooperativo propuesto y se 
definen las medidas de error.
3.1 generación de imágenes 
sintéticas
El primer paso para experimen-
tar con constancia del color consiste 
en generar imágenes sintéticas que 
no poseen ruido y de las que se co-
nocen con precisión las superficies 
presentes y los iluminantes usados 
(Barnard, Cardei y Funt, 2002).
Dichas imágenes se crearon a 
partir de un grupo de 87 espectros 
de iluminantes e(λ) medidos, 1995 
reflectancias s(λ) medidas o reco-
piladas y las funciones de respuesta 
de la cámara Sony DXC-930, R(λ) 
estimadas por el SFU Vision Lab 
(Barnard et al., 2002a), usando 
una versión discreta (reemplazar 
integrales por sumatorias) de la 














Inicialmente se llevó a cabo 
una normalización de los ilumi-
nantes, dividiendo cada espectro 
entre la sumatoria de los valores 
para todas sus longitudes de onda 
para comparar las formas de los 
espectros y no su magnitud, este 
tipo de normalización dio paso a 
otras propuestas, como se verá en 
la parte de resultados.
Se generaron 600 escenas sin-
téticas por cada iluminante para un 
total de 52.200 escenas sintéticas; 
cada escena constaba de entre 3 
y 80 superficies elegidas por per-
mutación entre las disponibles y el 
número de reflectancias presentes 
en cada escena se escogió de manera 
aleatoria. El número de reflectan-
cias disponibles varió a partir de 
la colección hecha por Barnard et 
al. 2002a, que tenía 1.995 reflec-
tancias.
En un llamado set inicial sólo se 
consideraron 251 reflectancias, tra-
tando de aproximarse a lo expuesto 
por Cardei (2000) en la página 98 de 
su tesis (260 reflectancias).
Otros experimentos se hicieron 
con el total de las 1.995 reflectan-
cias, a partir de estas reflectancias 
disponibles se eligieron, de manera 
aleatoria, las reflectancias de cada 
escena sintética. 
Se debe aclarar que acorde con 
la literatura (Cardei, 2000), el térmi-
no imágenes sintéticas se refiere al 
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sentido físico que tienen los vecto-
res generados, ya que aunque no se 
generaron imágenes propiamente, 
cada vector representa todos los 
valores tricromáticos que aparecen 
en una escena sintética. 
La base de datos total se dividió 
en tres bases de tamaños iguales, 
para construir las bases de entrena-
miento, validación y prueba (200 
escenas por iluminante - 17.400 es-
cenas en total) de la red neuronal.
Siguiendo la línea de traba-
jo propuesta por Funt, Cardei y 
Barnard (1996), cada escena se 
representó por un código binario 
que indicaba la presencia (1) o au-
sencia (0) de ciertos colores, pero 
como se propuso al inicio de la 
investigación, se usó un  histograma 
tridimensional del espacio espectral 
en el cual se analizaba la imagen.
La distribución se hizo me-
diante una retícula cartesiana con 
cubos de iguales dimensiones, de tal 
forma que el tamaño de la arista, a , 
determina el número N  de compar-
timentos del histograma. (14)
anterior, a partir de imágenes reales, 
se siguió con algunas variaciones el 
procedimiento descrito por Barnard 
et al. (2002), seguido también por 
Funt y Xiong (2004) entre otros.
Se usaron las 321 imágenes 
reales del set recopilado por Bar-
nard et al. (2002a). A cada una 
de estas imágenes se le aplicó un 
filtro promedio de 5x5. Luego se 
descartaron aquellos píxeles con 
valor de intensidad menor que 8 (en 
una escala de 0 a 255) en alguno 
de sus canales (Cardei, 2000). Con 
los píxeles resultantes se calculó el 
histograma tridimensional en el es-
pacio espectral elegido, usando una 
distribución de retícula cartesiana, 
como se explicó para las imágenes 
sintéticas.
Para los experimentos con 
imágenes reales, el proceso de poda 
se limitó a descartar los nodos que 
resultaron inactivos en los experi-
mentos correspondientes con imá-
genes sintéticas, es decir, aquellos 
que poseían los mismos parámetros 
(espacio espectral de color y tamaño 
de arista).
3.3 Implementaciones de la 
regresión contraída y del 
perceptrón multicapa
Para implementar la regresión 
contraída se agruparon convenien-
temente los datos de la manera que 
lo muestran las ecuaciones (4) y 
(5). Se calcularon los coeficientes 
de la regresión como lo muestra la 
ecuación (11).
Para aprovechar el parámetro λ, 
se calcularon diferentes coeficientes 
para diferentes valores de λ y se 
graficaron, mediante la ecuación 
(12), los errores obtenidos en cada 
caso contra el parámetro λ, eligien-
do el del menor error, como el del 
λ óptimo.
Dada la inestabilidad de los 
resultados obtenidos con las re-





Análogo al proceso de poda 
descrito por Cardei (2000), se des-
preciaron aquellos componentes 
del histograma que no se activaron 
para ninguna superficie de la base 
de datos.
De esta manera, cada escena 
sintética quedó representada por 
un vector binario de dimensiones 
n x 1, dónde n < N y n es número 
de compartimentos del histograma 
que se activaron por lo menos una 
vez con alguna superficie en la base 
de datos.
3.2 generación de histogramas 
a partir de imágenes reales
Para obtener el mismo tipo de 
histogramas tridimensionales des-
critos en la sección inmediatamente 
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mismo set de entrenamiento, se 
adoptó una estrategia en la que se 
entrenaba una batería de 48 per-
ceptrones multicapa con el mismo 
número de capas, nodos por capa y 
las mismas funciones de activación, 
para observar los resultados que se 
obtenían.
En la sección de resultados del 
presente trabajo se describirán las 
arquitecturas neuronales imple-
mentadas para cada experimento. El 
rasgo común de dichas arquitecturas 
es que se trata de perceptrones mul-
ticapa, con funciones de activación 
logaritmo sigmoidal, entrenados 
por retro-propagación del error, 
con tasa de aprendizaje elástica y 
parada temprana con un set de en-
trenamiento y validación de 17.400 
imágenes sintéticas cada uno.
Lo que varía para los diferentes 
experimentos es el número de neu-
ronas en cada capa, la generación de 
las imágenes sintéticas, los espacios 
espectrales utilizados y la prueba 
que puede hacerse con imágenes 
sintéticas o reales.
Las implementaciones de la 
regresión contraída y el perceptrón 
multicapa se llevaron a cabo en 
Matlab.
3.4  El enfoque cooperativo 
entre estas dos máquinas de 
aprendizaje
En los antecedentes se ha mos-
trado la regresión contraída como 
una técnica lineal con parámetro de 
regularización. Por ser lineal, su im-
plementación a través de matrices es 
más fácil y requiere menos recursos 
que otras máquinas de aprendizaje 
(máquinas de soporte vectorial y 
redes neuronales según Argawal 
(2005)). Gracias a su parámetro de 
regularización, la regresión contraí-
da ofrece mejores resultados que 
una regresión lineal simple.
De otro lado, aunque la inesta-
bilidad de las redes neuronales se ha 
demostrado en trabajos anteriores 
(Argawal, 2005; Gómez, Loaiza y 
Caicedo, 2006b), se ha comentado 
acerca de la gran cantidad de pa-
rámetros por optimizar (Argawal, 
2005) y se ha explorado a través de 
pruebas preliminares que la comple-
jidad computacional exige grandes 
tiempos computacionales.
Sin embargo, las comparaciones 
iniciales entre estas dos máquinas 
de aprendizaje, llevadas a cabopor 
los autores del presente artículo, han 
mostrado algunos resultados con 
redes neuronales, superiores a los 
obtenidos con regresión contraída.
En este orden de ideas, la pro-
puesta central de este artículo es el 
aprovechamiento de la regresión 
contraída como técnica explorato-
ria, por su facilidad de implemen-
tación, alta velocidad de cómputo y 
estabilidad, luego con los resultados 
de la exploración se lleva a cabo 
un entrenamiento con una batería 
de redes neuronales artificiales, 
de las cuales se espera un mejor 
desempeño.
Este enfoque cooperativo y no 
competitivo es original de los auto-
res y representa un ahorro en tiempo 
y recursos computacionales. Para 
la exploración de parámetros en 
la estimación de iluminantes y los 
ejemplos de este enfoque, al igual 
que mayores detalles acerca del pro-
ceso seguido, pueden constatarse en 
la sección de resultados.
3.5 Medidas de error
Se consideraron dos errores 
clásicos en estimación del ilumi-
nante: la distancia euclidiana y el 
error angular.
El primer error, como su nom-
bre lo indica, es la distancia eucli-
diana calculada en el plano de cro-
maticidad (r,g), entre el iluminante 
estimado (re, ge) por la máquina de 
aprendizaje y el iluminante verda-
dero – “target” en la literatura en 
inglés - (rt, gt), medido en la base 
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de imágenes reales (Barnard et al., 
2002 y 2002a) o conocido en la ge-
neración de imágenes sintéticas.
De igual manera se exploró la 
normalización del set de iluminan-
tes con la regresión contraída y se 
eligió la mejor para implementar 48 
MLP (Sección 0); a continuación se 
presentan los resultados, que mues-
tran cómo la herramienta permite 
gran cantidad de experimentación 
exploratoria antes de invertir tiempo 
en el entrenamiento de una batería 
de RNA.
4.1 Exploración inicial del 
tamaño de la arista
Pruebas preliminares a estos 
experimentos plantearon la posibi-
lidad de usar la regresión contraída 
para explorar el efecto de la dismi-
nución del tamaño de la arista del 
histograma tridimensional sobre el 
desempeño del algoritmo, invir-
tiendo menos tiempo y con mayor 
estabilidad que los perceptrones 
multicapa.
Para ello se entrenaron y opti-
mizaron por validación cruzada a 
partir de imágenes sintéticas (set 
inicial), un grupo de coeficientes de 
regresión contraída para distintos 
valores de arista, a y se consignaron 
sus resultados en la Tabla 1.







Tabla 1. Errores de prueba para distintas aristas 
con regresión contraída ante el set inicial en el 
espacio RGB dispositivo.
Analizando la Tabla 1 se puede 
apreciar que a medida que disminu-
ye el tamaño de la arista, la distancia 
euclidiana se hace más pequeña, 
pero que el comportamiento del 
error angular no presenta exacta-
mente la misma tendencia.
También llamó la atención 
que el valor más pequeño de arista 
22. etet ggrrEuclidianaDist
(15)
Siguiendo a Cardei (2000) se 
usó el promedio de las distancias 
euclidianas para un grupo de imá-
genes para dar una sola medida por 
cada repetición.
El segundo error, es el ángulo 
existente entre los vectores tridi-
mensionales que representan al 
iluminante estimado (re, ge, be) y al 











Para calcular la componente b 
de cada vector tridimensional bastó 
recordar que:
(17)
Al igual como lo hicieron Bar-
nard, Cardei y Funt (2002) se usó 
el valor cuadrático medio (RMS) 
de los errores angulares de un gru-







Donde (ErrorAng.) es el vector 
con todos los errores angulares (uno 
por imagen) calculados para una 
repetición, de dimensiones [1xN], 
es decir de N imágenes.
4. Resultados
Aprovechando el enfoque co-
operativo propuesto, se exploró el 
efecto del tamaño de la arista en los 
espacios espectrales RGBdispositi-
vo y rgL, mediante la regresión con-
traída (Secciones 0 y 0) para luego 
implementar RNA (Sección 0) con 
mejores resultados que los obteni-
dos hasta ahora por los autores.
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(0.044) no presentara los errores 
más bajos, pero inicialmente solo se 
observó como una curiosidad.
4.2 Implementación del espacio 
espectral rgl
Dado que Funt y Xiong (2004) 
y Barnard, Martin y Funt (2000) 
habían sido exitosos en el tránsito de 
2D a 3D usando el espacio espectral 
rgL, se aprovechó la herramienta 
de la regresión contraída para pro-
bar rápidamente una propuesta de 
implementación en este espacio 
espectral.
De otro lado, las pruebas pre-
liminares permitieron observar 
que los errores de validación eran 
inferiores a los de prueba, así que 
se tomó la característica de cota 
para afirmar que si se usaba el set 
de prueba, los errores serían supe-
riores a los obtenidos con el set de 
validación, así que no valía la pena 
someter a prueba aquellos casos en 
los cuales los errores en la valida-
ción fuesen altos.
El otro aspecto que se aprove-
chó para probarse en este ensayo, 
fue la introducción de un nuevo set 
de imágenes sintéticas que se gene-
ró evitando la normalización de los 
espectros de los iluminantes.







Tabla 2. Errores de validación para distintas 
aristas con regresión contraída ante el set sin 
normalización de iluminantes en el espacio rgL.
En la Tabla 2 se puede observar 
que el menor error (para ambos 
errores) se presentó con la arista 
de 0.1.
De igual manera, basados en los 
resultados, se prefirió seguir usando 
el set de datos sin normalización 
de iluminantes en las siguientes 
pruebas.
Y para corroborar su ventaja 
se implementó una prueba en el 
espacio RGB dispositivo, pero 
con el set sin normalización de los 
iluminantes.




Tabla 3. Errores de validación para distintas 
aristas con regresión contraída ante el set sin 
normalización de iluminantes en el espacio 
RGB dispositivo.
Si se comparan las distancias 
euclidianas de la Tabla 3 con las 
primeras tres filas de la Tabla 1, se 
puede apreciar la ventaja de usar 
el set sin normalización de ilumi-
nantes.
A continuación se propuso 
comparar el enfoque bidimensional 
rg con el tridimensional rgL, ya que 
esta comparación fue una de las 
motivaciones de la tesis.
Para hacerlo se implementó una 
regresión contraída en el plano rg 
con una arista de 0.02 y se comparó 
con su contraparte tridimensional 
(rgL) conservando el tamaño de la 
arista para el plano rg (0.02) y con 
el máximo número de elementos 
que soportaba la memoria de Ma-
tlab, que se logró con una arista 
independiente para la luminancia 
L de 0.25. 
A la anterior comparación se 
adicionó una implementación en el 
plano rg, con el mínimo tamaño de 
arista soportado por Matlab en red 
Al comparar las distancias 
euclidianas y los errores angulares 
de la Tabla 2 con las de la Tabla 1, 
se puede apreciar que salvo para la 
arista de 0.5, los errores son inferio-
res en el espacio rgL.
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neuronal, pues aun cuando se puede 
implementar un tamaño de arista 
inferior con regresión contraída no 
se debe perder de vista el objetivo 
de usarla como cota para RNA (ya 
que al implementarla en Matlab, no 
puede reducirse mucho el tamaño 
de la arista, pues se aumentaría el 
número de nodos de entrada colap-
sando la memoria).
Resulta interesante que al incor-
porar la tercera dimensión L, no ne-
cesariamente mejora el desempeño 
(comparar filas 1 y 2 de la Tabla 4) 
y de nuevo se observa que el menor 
tamaño de arista tampoco garantiza 
mejor desempeño (comparar filas 1 
y 3 de la Tabla 4).
Espacio a SL Distancia euclidiana
Error 
angular
rg 0.02 n.a. 0.0318 5.41º
rgL 0.02 0.25 0.0323 5.57º
rg 0.018 n.a. 0.0326 5.59º
Tabla 4. Comparación de implementaciones 
rg y rgL.
Aprovechando que se había 
modificado el programa de regre-
sión contraída para poner valores 
distintos al plano rg y la dimensión 
L, se implementó un SL de 0.1 y se 
varió la arista del plano rg.
En la Tabla 5 se puede ver 
que los errores vuelven a tener un 
mínimo en la arista de 0.1 y si se 
comparan los errores con los de la 
Tabla 2, se nota que el valor óptimo 
de arista (aquel con el menor error) 
no es el menor valor de arista im-
plementado.






Tabla 5. Errores de validación para distintas 
aristas en rgL con SL=0.1.
Dado que el mejor valor hasta el 
momento se obtuvo con una arista 
de 0.1 en el plano rgL y que dicho 
valor se logró sobre el set sin nor-
malización de iluminantes, se quiso 










Tabla 6. Efecto de la normalización de los 
iluminantes con una arista de 0.1 en el espacio 
rgL.
Como se puede ver en la Tabla 
6, el efecto de la normalización de 
los iluminantes no es clave para este 
tamaño de arista y se optó por seguir 
usando en las pruebas el set sin 
normalización de los iluminantes, 
por sus buenos resultados en otros 
tamaños de arista.
Manteniendo el concepto de 
cota exploratoria planteado en esta 
aproximación, se compararon los 
valores promedio de distancia eucli-
diana, obtenidos con las RNA im-
plementadas en los meses anteriores 
y las obtenidas con las regresiones 
contraídas.
Espacio a RNA RR Diferencia
rg 0.018 0.0256 0.0326 0.0070
RGB dispositivo 0.08 0.0220 0.0342 0.0122
RGB dispositivo 0.06 0.0255 0.0335 0.0080
Tabla 7. Comparación de las distancias 
euclidianas obtenidas con RNA y regresión 
contraída.
De acuerdo con la columna 5 
de la Tabla 7, se esperaría una me-
jora en la implementación mediante 
RNA de por lo menos 0.070 y se 
eligió la arista de 0.1 en el espacio 
rgL, ya que las pruebas con regre-
sión contraída la mostraron como la 
mejor candidata.
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4.3 Implementación RNA con  
los parámetros elegidos 
gracias a la exploración 
mediante regresión 
contraída
Usando una arista de 0.1 en el 
espacio espectral rgL, con imágenes 
sintéticas generadas sin normaliza-
ción del iluminante, tal y como se 
había establecido con la exploración 
mediante regresión contraída de 
la sección anterior, se procedió a 
entrenar, validar  y probar 48 MLP 
con función de activación logarit-
mo sigmoidal y con el siguiente 
número de neuronas por capa [208 
50 20 2].
Se usó entrenamiento por re-
tro-propagación del error con tasa 
de aprendizaje elástica y parada 
temprana, ante set de entrenamien-
to, validación y prueba de 17.400 
imágenes sintéticas cada uno.
con menos neuronas que cualquie-
ra de las redes implementadas en 
el plano rg en la tesis de Cardei 
(2000).
Figura 2. Histograma de las distancias euclidianas promedio de 48 MLP’s con una arista de 0.1 en el 
espacio rgL.
En la Figura 2 puede observarse 
que se obtuvieron distancias eucli-
dianas que no superan las 0.0240 
unidades adimensionales, con un 
desempeño aceptable para una red 
Figura 3. Histograma de los errores angulares 
(RMS) de 48 MLP’s con una arista de 0.1 en el 
espacio rgL.
Los resultados de los errores 
angulares (Figura 3), no se pueden 
comparar con los de Cardei (2000), 
pues en su tesis no se usó el error 
angular como medida de error, pero 
resultan aceptables si se comparan 
(Tabla 8) con la mejor red que se 
ha implementado hasta el momen-











0,08 [524 300 150 2] 0,0220 3,8826º
rgL 0,10 [208 50 20 2] 0,0209 3,5499º
Tabla 8. Comparación de las RNA implemen-
tadas.
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En la Tabla 8 puede apreciarse la 
ventaja de este enfoque para explorar 
el posible desempeño de una RNA 
respecto a los resultados obtenidos 
con lentas exploraciones usando 
redes neuronales artificiales.
En la Figura 4, puede verse la 
razón por la cual resultó efectivo, 
porque para estos datos la regresión 
contraída se comportó como una 
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cota del desempeño de los MLP im-
plementados con los mismos datos.
El paso siguiente fue explorar 
una red más compleja. Se entrenó 
entonces la batería de 48 MLP pero 
usando una arquitectura un poco 
más compleja, en cuanto al número 
de neuronas [208 100 50 2].
Los resultados no fueron tan 
buenos como se esperaban pues el 
desempeño fue comparable con el 
del MLP más sencillo (Ver segunda 
fila de la Tabla 8): la misma distancia 
euclidiana promedio (0.0209) y un 
error angular promedio de 3.5384º.
Esto representa un posible aporte 
al trabajo de Cardei (2000) y coinci-
de con algo que se había observado 
en el trabajo de Argawal (2005): las 
redes quizás  no necesitaban tantas 
neuronas para alcanzar un buen 
funcionamiento ya que en Argawal, 
2005 se usaron menos neuronas que 
en Cardei, 2000, e incluso una sola 
capa oculta, aunque el entrenamiento 
en Argawal, 2005 se hizo directa-
mente con imágenes reales.
Se hizo otra comparación usando 
los valores mínimos y máximos, para 
la distancia euclidiana (DE) y el Error 
Angular (EA) y aunque se aprecian 
pequeñas diferencias, siguen siendo 
comparables los resultados.
4.4 Exploración de 
normalizaciones para 
mejorar el paso de 
imágenes sintéticas a reales 
en el plano rg.
Durante las pruebas prelimi-
nares se observó que algunas im-
plementaciones que funcionaban 
muy bien con imágenes sintéticas, 
no ofrecían buenos resultados con 
imágenes reales y una de las posi-
bles causas era una normalización 
errada en el modelo de generación 
de imágenes sintéticas.
Hasta este punto de la experi-
mentación se había usado un set de 
imágenes sintéticas generado con 
Min Media Max
DE
Compleja 0.0178 0.0209 0.0241
Simple 0.0185 0.0209 0.0234
EA
Compleja 3.0918 3.5384 4.1005
Simple 3.1955 3.5499 4.1046
Tabla 9. Comparación de dos arquitecturas 
Neuronales.
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Figura 4. La regresión contraída (-*) como cota para la implementación de 48 MLP (-).
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una normalización de los iluminan-
tes, dividiendo cada espectro entre 
la sumatoria de los valores para 
todas sus longitudes de onda para 
comparar las formas de los espec-
tros y no su magnitud (etiquetada 
como “Óptica” en la Tabla 10).
Considerando como posible 
causa del fracaso en el paso de imá-
genes sintéticas a reales, la normali-
zación llevada a cabo en la sección 
anterior (ver como ejemplos Tabla 2 
y Tabla 6), se decidió probar el uso 
de un set de imágenes generadas sin 
normalizar los iluminantes (Etique-
tada como “Sin” en la Tabla 10).
Para completar esta exploración 
se probó normalizar los iluminantes 
de la forma descrita en la página 974 
de Barnard et al., 2002,  para que ante 
un blanco perfecto la máxima salida 
de entre los tres canales fuera 255.
En la mayoría de los experimen-
tos el Set de imágenes se ha sinte-
tizado a partir de 251 reflectancias, 
para tratar de seguir lo descrito en 
Cardei, 2000 y Cardei, Funt y Bar-
nard, 2002, pero en esta oportunidad 
se aprovechó para implementar 
usando las 1.995 superficies d 
(Barnard et al., 2002, como se hizo 
en Funt y Xiong, 2004 y Barnard 
et al., 2002, para establecer futuras 
comparaciones.
La prueba comparativa de estas 
cuatro opciones se llevó a cabo en 
el plano rg (enfoque bidimensional) 
con una arista de 0.018 (la mínima 
que soportó Matlab para entrenar 
RNA) y se hizo usando regresión 
contraída por las ventajas ya ex-










255 para 1995 
superficies 0.0352 5.8427
Tabla 10. Comparación de los tipos de norma-
lización
De estos resultados (Tabla 10), 
llamó la atención que el mejor des-
empeño se obtuvo cuando no se nor-
malizaban los iluminantes y el peor, 
si se usaban las 1.995 superficies.
Se observó que cuando se usaron 
251 reflectancias para generar los da-
tos sintético, la primera capa podada 
quedaba con 1.025 nodos que se ac-
tivaban, mientras al usar 1995 reflec-
tancias el número de nodos activos en 
la primera capa era de 1.123.
Con estos resultados de las 
regresiones contraídas se pasó a 
las implementaciones con RNA, 
usando la siguiente estructura: una 
batería de 48 MLP con función de 
activación logaritmo sigmoidal 
[1025 50 20 2] neuronas por capa, se 
usó entrenamiento por retro-propa-
gación del error, con tasa de apren-
dizaje elástica y parada temprana, 
set de entrenamiento y validación de 
17.400 imágenes sintéticas cada uno 
y un set de prueba con las imágenes 
reales descritas en la sección 0.
Min. Media Máx.
Distancia 
Euclidiana 0.0589 0.0835 0.1233
Error Angular 8.8584 12.4789 21.6222
Tabla 11. Errores al entrenar 48 MLP con 
imágenes sintéticas generadas con normali-
zación óptica de los iluminantes y probar con 
imágenes reales en el plano rg
Esta vez los errores mínimos re-
sultaron similares a los obtenidos en 
Cardei, 2000 y Barnard et al., 2002 
y esta coincidencia con la literatura 
verificó que una RNA operando 
en el plano rg, puede entrenarse 
con imágenes sintéticas y tener un 
desempeño aceptable con imágenes 
reales. Aunque se debe destacar que 
sólo algunas redes de este trabajo 
obtuvieron datos coincidentes con 
los de la literatura.
Aplicando el mismo tipo de 
prueba, pero para el set de imágenes 
sintéticas generadas sin normaliza-
ción de los iluminantes, ofreció los 
siguientes resultados.
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Min. Media Máx.
Distancia 
Euclidiana 0.0545 0.0758 0.1303
Error Angular 8.2356 11.4385 18.7983
Tabla 12. Errores al entrenar 48 MLP con imá-
genes sintéticas generadas sin normalización de 
los iluminantes y probar con imágenes reales 
en el plano rg
Como se puede observar, al 
comparar la Tabla 11 con la Tabla 
12, el set de imágenes sintéticas sin 
normalización de iluminantes, tuvo 
mejores resultados aun cuando se 
probara con imágenes reales.
5. Conclusiones
El aporte principal de este tra-
bajo es la propuesta de un enfoque 
cooperativo entre dos máquinas de 
aprendizaje: perceptrones multicapa 
y regresión contraída.
La ventaja de este enfoque es 
el ahorro de tiempo de experimen-
tación y de cómputo resultante de 
aprovechar la facilidad de imple-
mentación y velocidad de cómputo 
de la regresión contraída en una 
exploración de parámetro, antes de 
lanzar una prueba más dispendiosa 
con redes neuronales artificiales.
El caso particular de estudio: 
estimación de iluminantes, el en-
foque resultó exitoso, llevando a la 
implementación de redes neurona-
les de mejor desempeño, con menor 
esfuerzo computacional y menos 
tiempo invertido en experimenta-
ción, que en trabajos anteriores (Gó-
mez, Loaiza y Caicedo, 2006b).
Específicamente en la estima-
ción de iluminantes en imágenes 
sintéticas, se pudo establecer que 
el tamaño óptimo de la arista de 
los histogramas tridimensionales 
no fue el menor tamaño de arista 
implementado.
Asimismo, aunque los mejores 
resultados en este trabajo se obtuvie-
ron entrenando con imágenes sinté-
ticas sin normalización de iluminan-
tes y partiendo de 251 reflectancias, 
se recomienda al investigador inte-
resado normalizar a 255 y usar las 
1.995 reflectancias disponibles para 
ceñirse a la literatura.
En cuanto a las direcciones futu-
ras, los autores se encuentran traba-
jando en la definición de un protoco-
lo para la evaluación de algoritmos 
de estimación de iluminantes, que 
facilite la comparación del enfoque 
cooperativo con otros métodos de 
estimación del iluminante clásico y 
se espera llevar a cabo una aplica-
ción demostrativa para el algoritmo 
que se ha propuesto.
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