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Abstract
The transient behaviour of natural convection within a horizontal cylindrical enclosure, 
subjected to a uniform and constant wall temperature, is investigated numerically and 
experimentally. Numerically the two dimensional instantaneous governing equations are 
solved through Chebyshev-Fourier spatial approximation.
Two boundary condition configurations have been examined. In the first, considered to 
be an idealised configuration, the enclosure wall is neglected and the constant boundary 
temperature applied at the solid/fiuid interface. The second, applies constant temperature 
boundary conditions on the outer surface of the enclosure wall, giving a conjugate config­
uration, as is the case in the experimental study. Numerically, both boundary conditions 
are considered over the Rayleigh number range of lO'^  < Ra < 10  ^ for Prandtl numbers 
Pr — 0.71, 7.1 and 100. This is extended to Ra = 10  ^ for Pr = 7.1 and 100 for the ideal and 
for Pr = 7.1 for the conjugate case. Experimental results are obtained for Ra = 1.4 x 10^ ® 
at Pr = 5.6. In order to achieve greater insight, of the transient features, extensive use is 
made of visualisation techniques both numerically and experimentally.
The fiows evolution for the ideal boundary condition case is found to be divisible into 
two time regimes. The early regime, extending over the conduction time period, scales as 
Ra~^/‘^ L‘^ / a .  The later regime, encompassing the convective fiow, scales as Ra~'^'^^L?/ c l .  
The magnitude of the average Nusselt number scales like Ra}-!^. For the conjugate case the 
thermal conductivity of the wall limits the maximum heat transfer rate into the cylinder for 
all Ra. The time evolution of the conjugate boundary condition case has no simple scaling. 
For both boundary conditions, the flow structure demonstrates an asymptotic behaviour 
with increasing Pr.
It is shown that the boundary layer possesses a two layer structure only over the very 
early time period. This is quickly superseded by a single layer, where both the thermal and 
dynamic boundary layers are the same thickness. For the ideal boundary condition case 
this single layer structure scales as Ra~^!^. At large Ra, the transients within the core of 
the enclosure are found to evolve in an oscillatory manner due to internal wave motion. 
The structure of these waves is Pr  dependant.
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Chapter 1
Introduction
1.1 Overview and Objectives
Natural convection is important in many areas of engineering and geophysics. For example, 
many engineering cooling systems rely on natural convection as a fail-safe mechanism while 
many geophysical processes arise because of the existence of buoyancy forces.
In this chapter the topic of confined natural convection fiows is discussed. This informal 
discussion aims to introduce this topic, with the intention of placing this thesis within the 
general problem of confined natural convection flows. Natural convection is the occurrence 
of fluid motion due solely to buoyancy forces imposed on the fluid by density differences 
within it. These density differences can result from temperature differences, differences in 
concentration of chemical species or the presence of a multiphase fluid. In this study only 
those flows resulting from temperature differences will be considered. Natural convection is 
characterised in terms of an energy input, a characteristic length scale of the environment 
and the properties of the fluids. These factors are defined by two dimensionless groups:
The P ra n d tl num ber, Pr.
The Prandtl number is the ratio of two diffusivities; the diffusivity of momentum and 
vorticity as represented by the fluids kinematic viscosity (i/) and the diffusivity of heat (a). 
It is thus written as
Pr = ~. (1.1)a
The Prandtl number is a property of the fluid.
T he R ayleigh num ber, Ra.
The Rayleigh number represents the ratio of the buoyancy forces to the viscous forces in 
natural convection flows. It has similar significance to the Reynolds number in forced flows 
in that they both define the ‘vigour’ of the advective motion. The Rayleigh number is the 
product of the Grashof (Gr) and Prandtl numbers and is written as
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Ra =  ^ - ^  (1.2)lya
where g is the gravitational acceleration, /? the coefficient of thermal expansion of the fluid, 
L the geometries characteristic length and A T  the driving temperature difference.
Natural convection within enclosures is of concern within many diverse engineering 
fields. For example:
• In the crystal growth process the formation of the crystals is susceptible to thermal 
oscillations, as these can reduce the final quality of the product.
• Power stations use convective processes as primary and fail-safe cooling mechanisms.
• Insulating materials rely on the thermal transport properties of trapped air. Building 
ventilation and heating systems again rely on natural convection process to increase 
efficiency and improve comfort.
• Convective processes in lakes, estuaries and the oceans are important in the dispersion 
of pollutants.
• Application in oil storage and pipe line transmission. With regard to oil pipelines, it 
is necessary to be able to predict the transient response of a cold pipe that is heated 
in order to re-fiuidise the flow of oil.
Within the topic of confined natural convection there exists two broad classes of con­
vective inducement; horizontal and vertical surface heating (or cooling) as shown in figure 
1.1. A general description of confined natural convection is difficult as the evolving flow is 
a function of Pr  i.e., the fluid. Limiting the range of possible Pr  from 0{1) to 0(100) such 
a discussion can be conducted in broad terms.
Horizontal surface heating is characteristic of Rayleigh-Bénard^ convection. In this 
configuration when the lower surface is maintained at a higher temperature than the upper 
surface there exists a state of unstable equilibrium. In such, motion does not automatically 
result. Motion only occurs when the destabilising action of the temperature difference is 
strong enough to overcome viscosity. This occurs at Ra ^  1700 where the characteristic 
length is the distance between the two heated surfaces or the depth of the heated layer. 
The resulting motion is of the form of rising and descending regions of fluid. These form 
into rolling cellular structures initially before, with increasing Ra, they appear as turbulent 
plumes.
Vertical heating closely represents the double glazing and room heating situations. In 
this orientation motion starts immediately. In considering the steady state problem of a 
differentially heated square cavity we can summarise the characteristics common in flows of
 ^Named in honour of H. Bénard who reported the first investigation of the resulting flow phenomenon 
in 1900.
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Figure 1.1: Visualisation of natural convection from horizontal (a) and vertical (b) surface 
heating. In (a) thermals can be seen, using dye produced uniformly at the surface, rising 
from the upward facing heated surface in water. In (b) the vertical plate is uniformly 
heated, producing steady laminar flow. In this latter case the flow has been visualised using 
interferoinetry which shows lines of constant density which, at nearly constant pressure, are 
also isotherms. After (a) Sparrow et al. (1970), (b) Eckert and Soehngen (1948) reproduced 
from Van Dyke (1982).
t his type. At low Ra i.e., for Ra ~  10 ,^ where the characteristic length is the height of the 
cavity, all the fluid within the enclosure participates in the circulation with no discernible 
or separable boundary layer or other flow regions. The thermal field at these Ra's is almost 
as for a conduction problem, as the diffusion time scale is shorter or of the same order as 
the advection time scale. With increasing Ra (Z 10 )^ the fluid motion becomes increasingly 
concentrated in boundary layers adjacent to the heated and/or cooled surfaces. Outside the 
boundary layers, within the core of the enclosure, the fluid is almost stationary. The thermal 
field is also markedly changed with advection dominating. Isotherms become grouped close 
to the walls where steep temperature gradients exist across the boundary layer while the 
core region becomes largely stably stratified. Further increases in Ra result in increasingly 
distinct boundary layer and core regions. Transition from a laminar to turbulent l)Oundary 
layer is typically preceded by periodic oscillations of the form of Tollniien-Schlicting waves. 
Transition initially occurs near the downstream limit of the boundary layer, at R.a % 2 x 10^  
while the majority of the boundary layer remains laminar. With increasing Ra the point 
of transition moves upstream.
Chapter 1. Introduction
In general, the study of real confined natural convection flows is complicated by the 
large number of parameters that enter the problem. The nature of the evolving or steady 
state flow depends on parameters associated with the enclosure, the energy source and 
also upon the fluid itself. Therefore studies of simplified configurations with idealised 
boundary conditions, designed to eliminate some of these parameters, are required in order 
to develop our understanding and enable us to deal with more complicated configurations. 
Such geometrical configurations where the flow structure is boundary layer dominated, 
include the horizontal differentially heated square and cylindrical cavities, annuli, triangular 
enclosures and vertical cylinders. There are also configurations where both heating from 
the side and below play a role, such as inclined differentially heated enclosures and the 
uniformly heated or cooled horizontal cylindrical enclosure.
The wide range of applications where confined natural convection is important has 
resulted, as is apparent from the published literature, in a considerable volume of research 
effort. Within this, the differentially heated rectangular enclosure has received by far the 
most attention, to the point of becoming a classical problem in the field of convective 
heat transfer. Of this configuration, and indeed for most of the other cases, attention has 
focused on the steady state problem. This is despite the fact that, in many of the fields of 
application listed above, convective flows are often subjected to, and the result of, transient 
or unsteady boundary conditions.
Experimental studies of internal natural convection are difficult for both transient and 
steady state problems. In addition, for transient problems multiple point profiles and multi­
ple profiles of measurements, the usual tools of the experimentalist, are usually only possible 
in an ensemble manner through multiple experiments. Full field visualisation techniques, 
such as interferometry and particle tracking, do provide the means to obtain large quanti­
ties of information from a single experiment; but it is very difficult to produce quantitative 
data from these sources. As a result, the study of internal natural convection has been 
dominated by numerical investigation. For transient problems, there is a major advantage 
in solving the flow through computational means, in that it allows the detailed description 
of the entire flow to be obtained as all calculated parameters are available for the entire 
domain at every time step. Unfortunately, computations of transient problems take longer 
and are therefore more costly than steady state solutions; hence steady state problems have 
continued to receive the majority of attention. Despite this, there have been a number of 
works that have dealt with various transient configurations.
Of particular interest within this work is the horizontal cylindrical enclosure. Such 
enclosures are commonly encountered in the world around us. Examples include pipe lines, 
storage vessels, fuel tanks and heating vessels. Research attention on this geometry has 
been extensive, though almost entirely focused upon the differentially heated configuration 
for both the heated from side and heated from below arrangements. In the heated from 
below case the problem is of the Rayleigh-Bénard type, since there exists a conduction 
solution with a linear vertical temperature distribution and a zero velocity field. When
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heated from the side the flow structure is of the boundary layer type as for the horizontal 
differentially heated rectangular enclosures.
Within this study the configuration of interest is the uniformly heated horizontal cylin­
drical enclosure. This transient arrangement, which includes aspects of both the heated 
from below and heated from the side configurations has been considered far less. To the 
best of his knowledge, the author is only aware of five reported investigations including both 
uniform heat flux and uniform wall temperature boundary conditions, all experimental. 
These studies, which include experiments with constant temperature boundary conditions 
at Ra % 2 X 10 ,^ 1.6 x 10 ,^ 7.6 x 10  ^ and 8 x 10  ^ < Ra < 3 x 10^  for Pr  % 6; and for constant 
heat flux boundary conditions over the Ra range of 3 x 10  ^ to 1 x 10  ^ for 0.7 ^  Pr  ^  350 
reveal a flow where both Rayleigh-Bénard and boundary layer flow structures are present. 
These works have concentrated on the heat transfer and the large scale thermal structure 
of the flow. The recorded data consists of only thermal measurements, in the form of full 
field interferograms, point temperature measurements and the averaged heat transfer rate 
into the enclosed fluid. The only insight into the dynamic field being derived from the 
interferogram images. In addition, the limitations and difficulties of experiments in natural 
convection have resulted, in a discontinuous and sparsely populated Ra coverage offering 
little insight into what is a complicated flow.
The motivation for the present work comes from the fact that there has been no con­
sistent extensive study of the uniformly heated horizontal cylindrical enclosure and subse­
quently there is little understanding of the thermal and dynamic structures and the effect 
of Ra and Pr  changes. Previous studies have revealed that the fluid in contact with the 
walls forms boundary layers that rise symmetrically about the vertical axis around the cir­
cumference of the enclosure before impacting upon one another at the top of the cavity. 
This region, being continuously fed by the boundary layers expands downward, in stratified 
layers through the core. For certain Rayleigh and Prandtl number combinations, plumes as 
for Rayleigh-Bénard convection are observed rising from the bottom of the enclosure. The 
visualisations also clearly show a marked Pr  effect on the thermal and inferred dynamic 
structure of this transient phenomena. The evolution of the flow continues until the new 
stationary isothermal state is reached.
While visualisation and heat transfer data from the previous works indicated a rea­
sonable general agreement, it is known, from studies of other confined natural convection 
configurations, that large scale similarities can belie significant quantitative differences. In 
particular, difficulties in obtaining controlled consistent experimental boundary conditions 
make it hard to isolate quantitative detail and specific physical mechanisms. This has 
resulted in significant reliance, for other configurations, upon numerical simulation. For 
these reasons it was decided that the majority of the present study would be conducted 
numerically. It is hoped that it will answer questions that have arisen from the previous 
experimental works, in particular, the characteristics of the apparent Ra dependant occur­
rence of the Rayleigh-Bénard like instabilities. There are also obvious areas where no data
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Figure 1.2: Uniformly heated horizontal cylindrical enclosure, (a) ideal boundary configu­
ration, (b) conjugate boundary configuration.
exists, such as for the thermal and dynamic boundary layers and the core velocity field. It is 
the aim of this work to fill this gap. Additionally there are questions, stimulated by works 
concerned with other enclosed configurations, relating to possible Ra and Pr  scaling for this 
case. It is further hoped that the addition of extensive numerical works on the conjugate 
configuration will offer insight into the effects of such non-ideal boundary conditions with 
regard to the oft cited scaling arguments as derived from idealised solutions.
Within this work two boundary condition configurations have been dealt with as shown 
in figure 1.2. The first (Figure 1.2(a)) is an idealised geometry where the constant boundary 
temperature is applied at the solid/fluid interface. This configuration is considered as it 
isolates the convective mechanisms and better enables the evaluation of the specific phys­
ical phenomena and scaling. It is unfortunately impossible to reproduce experimentally. 
To this end, the second configuration (Figure 1.2(b)), which while still applying constant 
temperature boundary conditions, does so on the outer surface of the enclosure wall, was 
considered. This configuration matches that of the current experiment where the enclosure 
consists of an acrylic cylinder with a wall thickness % 1% of the cylinder diameter. Numer­
ically the wall is defined by the ratio between its thickness its thermal conductivity and its 
thermal diffusivity to that of the enclosed fluid. The material properties are specified non- 
dimensionally as the ratio between the solid and fluid properties. These were fixed in all 
simulations as the ratio between water and acrylic, as for the experiments. Both boundary 
condition configurations are considered over the Rayleigh number range of 10“^ < Ra < 10  ^
for Pr = 0.71, 7.1 and 100. This is extended to Ra = 10^  for Pr = 7.1 and 100 for the 
ideal case and for Pr = 7.1 for the conjugate boundary problem. Experimental results are 
presented for Ra — 1.4 x ICO^  at Pr = 5.6.
The numerical model used within this work solves the instantaneous 2D Boussinesq set 
of equations through spectral approximation. Non-slip boundary conditions are applied at 
the wall along with a constant uniform temperature for the idealised case. For the conjugate
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configuration, the temperature boundary condition is applied to the outer surface of the 
wall with temperature and heat fiux at the solid/fiuid interface calculated by the model. 
The fiow is initiated through the application of a step change in the boundary temperature.
In addition a comparative study was conducted with a second numerical model, namely 
CFX 4.1, a commercial code based on the finite volume technique. The purpose of this was 
two fold. Firstly, to enable detailed comparison for the low Rayleigh number calculations 
where both techniques should perform well. Secondly, to evaluate the performance of 
the eddy viscosity based low Reynolds number k-e turbulence model within CFX in the 
transitional Ra regime.
1.2 Thesis Structure
This thesis is organised as follows. Chapter 2 contains a review of selected relevant top­
ics within the field of confined natural convection. In particular the existing literature 
concerned with transient natural convection within an horizontal cylindrical enclosure is 
discussed.
In chapter 3 certain theoretical considerations relevant to this work are presented. Defi­
nitions of length, velocity and time scaling are determined and the topic of gravity waves is 
introduced. In addition, the numerical models are presented along with the method of solu­
tion and the full governing equations. The geometrical configuration, spatial and temporal 
discretisation methods and applied boundary conditions are also discussed.
Chapters 4 and 5 present results obtained numerically using the spectral based code 
described in section 3.4.1. In chapter 4 results are presented for the idealised boundary 
condition configuration. Cases are considered for Pr = 0.71, 7.1 and 100 over the Rayleigh 
number range of 10“^ < Ra < 10 .^ The case of Ra =  10  ^ is also presented for the two 
higher Prandtl number cases. Streamline and isotherm images are presented to illustrate 
the evolving fiow structure. This is developed further through the inclusion of computer 
generated animations, on CD-rom in Appendix D, of both streamline and isotherms for all 
Ra and Pr  cases discussed here. Analysis is presented for both the thermal and dynamic 
fields. Particular attention is paid to the instantaneous and transient scalings that are found 
to apply to both the core and boundary layer regions of the phenomena. In addition, the 
existence of a decaying oscillatory motion within the core of the enclosure, with a Prandtl 
number dependence, is reported.
In chapter 5 results for the conjugate boundary condition configuration are presented. 
Cases are considered for Pr = 0.71, 7.1 and 100 over the Rayleigh number range of 10  ^ < 
Ra < 10 .^ For Pr = 7.1 the case of Ra = 10^  is also presented. Streamline and isotherm 
images are once more used along with the animations on the enclosed CD-rom. Attention 
is focused upon the effect of the wall conductivity in relation to the previously discussed 
results for the ideal boundary condition configuration.
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In chapter 6 the experimental program is described. The design of the apparatus and in­
strumentation are outlined along with instrument calibration. Data for the thermal bound­
ary conditions on the external wall of the cylinder are also presented.
In chapter 7 the experimental results are presented for Ra = 1.4 x lOd^  at Pr  =  5.6. 
Quantitative comparison is made with the numerical simulations for the heat transfer and 
thermal evolution of the flow. Particular attention is drawn to the non-stratified nature of 
the lower half of the experimental enclosure. Qualitative realisation of the dynamic field 
reveals this to be due to the presence of plume like structures rising from the bottom of the 
enclosure.
In chapter 8 a summary of the results is given, final conclusions are drawn and sugges­
tions for further research are outlined.
Chapter 2
Literature Review
Buoyancy induced flows are a complex phenomena which have attracted a considerable 
amount of research effort due to their significance in many fields of science and engineering. 
The majority of this previous work has been concerned with two basic geometries, namely 
the vertical enclosure and the horizontal cylinder, which have typically been considered for 
horizontal or vertical temperature gradients separately. More recently attention has turned 
to problems involving more complex geometries and temperature fields. These problems 
pose greater challenges than those geometries more traditionally considered.
One of the first reviews of natural convection in enclosures was made by Ede (1967). 
Further reviews were compiled by Ostrach (1972, 1982) that illustrated the interactions 
between the boundary layer and core flow regions. Catton (1978), Gebhart (1979) and 
Hoogendoorn (1986) dealt with the effects of cavity aspect ratio and inclination angle on 
the flow patterns. Ostrach (1988) drew attention back to the more classic cavity convection 
problem in an extensive review of more recent works. It has been stated by Ostrach (1968) 
that internal problems are considerably more complex than external ones. This is because 
at large Rayleigh numbers classical boundary layer theory allows the assumption that the 
area external to the boundary layer is unaffected by it. In the case of confined natural 
convection we now have a ‘core’ region exterior to the boundary layer but either partially 
or fully enclosed by it. Because of this the core fiow is not simply determined by boundary 
conditions but is affected by the boundary layer, which in turn is influenced by the core. 
This interaction or coupling between the boundary layer and the ‘core’ fiow forms the 
central difficulty of any analysis of such enclosed fiows.
Ostrach (1988) also expressed concern over the apparent ‘cavalier’ manner in which 
much of the research into natural convection had been conducted. This observation was 
driven by an understanding of the complexities and the sensitivity of the solution of the 
problem to assumptions made and/or inaccurate specification of components such as the 
core and enclosure configuration. This statement was primarily concerned with analyti­
cal and experimental studies, though numerical solutions also face considerable problems 
specific to natural convection.
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The more widely addressed case of the rectangular cavity configuration is reviewed next 
in section 2.1 to provide suitable grounding in the body of knowledge regarding internal 
natural convection fiows. Work done with cylindrical enclosures is then reviewed, in section
2.2, for the differentially and uniformly heated cases.
2.1 Natural Convection in Rectangular Enclosures
Rectangular enclosures such as those in figure 2.1 are defined by their aspect ratio A  which 
is the ratio of height to width. When A < 1 the enclosure is said to be shallow and when 
^  > 1, it is called a vertical slot. Analysis of the vertical slot configuration has become 
a ‘bench mark’ problem, due to its simple and easily defined configuration, and has been 
investigated repeatedly by researchers concerned with the basic heat transfer mechanisms.
yy .
x,U
T = T
Figure 2.1: Sketch of a vertical rectangular cavity.
In figure 2.1 the height L represents the characteristic length scale used in the definition 
of the Rayleigh number; g the gravitational acceleration; T/j, Tc the hot and cold wall 
temperatures respectively.
2.1.1 T w o d im en sion al rectangular enclosures
Some of the earliest solutions for the vertical rectangular cavity, figure 2.1, were obtained by 
Mull and Reiher (1930) whose experimental results were used by Jakob (1949) to propose 
the first heat transfer correlation for this configuration. Batchelor (1954), Pillow (1952) and 
Foots (1958) were the first to consider the problem analytically. They incorrectly predicted 
the core configuration as being non-stagnant, but their work signalled the beginning of 
what has become an area of considerable interest. Some of the earliest numerical solutions 
were presented by Wilkes (1963), de Vahl Davis (1968) and Newell and Schmidt (1970). 
Wilkes (1963) employed a finite difference method to numerically solve transient and steady
Chapter 2. Literature Review 11
state problems for the rectangular cavity with isothermal vertical walls. Solutions were 
obtained for a Rayleigh number of the order 10^  for a cavity of unity aspect ratio. The 
flow was found to consist of a relatively static thermally stratified core bordered by fast 
moving boundary layers on both vertical walls. This description of the fiow was, however, 
not initially accepted because of the contradictory analytical studies of the time. It was 
not until Ostrach and Menold (1968) considered the problem of ‘Natural convection in 
a horizontal cylinder’ that this correct understanding of the core’s configuration became 
widely accepted, de Vahl Davis (1968) carried out a similar study for steady state fiows. 
Though, where Ostrach and Menold (1968) had considered fiows with large Grashof (Gr) 
and PrO(l), de Vahl Davis considered fiows of large Pr  and GrO(l), he found a similar 
fiow structure, to Ostrach and Menold, in which the isotherms of the fiow became negative 
with increasing Rayleigh number.
More recently it has become accepted that, due to the simple boundary conditions of this 
two dimensional cavity problem, it forms a suitable basis for consideration as a bench-mark 
problem for enclosed natural convection analysis, de Vahl Davis (1983) indeed presented 
‘bench-mark’ solutions for air in cavities of unity aspect ratio for a Rayleigh number range 
of 10^  < Ra > 10®. Solutions were obtained by de Vahl Davis using a finite difference 
method with forward differencing being used for the time derivatives and second-order 
central differencing for all space derivatives. The study was further supported by works 
from 37 separate contributors, as reported by de Vahl Davis and Jones (1983), for the same 
problem specification, with contributors using finite difference and finite element methods in 
the main. This work indeed established de Vahl Davis (1983) solutions as the ‘bench mark’ 
values as they had proposed. Table 2.1 presents de Vahl Davis’s (1983) ‘bench-mark’ results 
for non-dimensional maximum vertical (Imax/I^ef) horizontal (CGiax/^ef) velocities 
and their position. The velocities are non-dimensionalised by using the buoyancy velocity 
scale Vj-ef — as derived in chapter 3. In addition, the average (Nu), maximum
(A^ Umax) and minimum (Mimin) Nusselt numbers of the active walls are given. Results by 
Markatos and Pericleous (1984) and Barakos, Mitsoulis and Assimacopoulos (1994) from 2D 
finite volume models; Fusegi, Hyun, Kuwahara and Farouk (1991) from a 3D finite volume 
model and Le Quéré (1991) from a 2D spectral model are also presented for comparison.
The upper limit of de Vahl Davis’s (1983) study has traditionally represented the limit 
of the steady laminar fiow regime and is based on the experimental observations of Elder 
(1965) and Cowan, Lovegrove and Quarini (1982). Elder states that for air, up to a Rayleigh 
number of 10®, the motion in a cavity of A > 1 is steady. Beyond this Rayleigh number he 
observed unsteady motions, originating in the near wall regions as wave like propagations 
that eventually broke down forming an ‘intense mixing region’ in the core of the cavity at 
approximately Ra = 10^ ® (A = 1). More recent works, as discussed later, have suggested 
that Ra % 2 x 10  ^ more closely predicts transition.
Further ‘bench-mark’ works on the laminar fiow regime have been published by Saitoh 
and Hirose (1989), Hortmann, Peric and Scheuerer (1990) and Le Quéré (1991). Saitoh
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De Vahl Markatos & Fusegi Barakos Le Quéré
Davis Pericleous et al. et al.
Ra =  10^
tAiiax/ '^ '^ef x/W — 0.5) 0.115 0.111 0.129
y /L 0.813 0.832 0.833 0.806
F nax/lref (&t y / L  = 0.5) 0.116 0.110 0.131
æ /lF 0.178 0.168 0.200 0.181
Nu 1.118 1.108 1.105 1.114
NUmsLx 1.505 1.596 1.420 1.581
Wz, 0.092 0.083 0.083 0.099
NUmin 0.692 0.720 0.764 0.670
Ra =  lO'*
Pmax/14ef x/W — 0.5) 0.162 0.169 0.163
VIL 0.823 0.832 0.817 0.818
14nax/14ef y / L  =  0.5) 0.197 0.190 0.197
x / W 0.119 0.113 0.117 0.119
Nu 2.243 2.201 2.302 2.245
NUixinx 3.528 3.482 3.652 3.539
vIL 0.143 0.143 0.623 0.143
NUixiin 0.586 0.643 0.611 0.583
Ra =  10®
Pmax/lref (&t xjW — 0.5) 0.129 0.124 0.111
v!L 0.855 0.857 0.855 0.859
Fnax/V ef y jL = 0.5) 0.220. 0.208 0.217
æ/lV 0.066 0.067 0.065 0.066
Nu 4.519 4.430 4.646 4.510
NUms,x 7.717 7.626 7.795 7\636
0.081 0.083 0.083 0.085
NUmin 0.729 0.824 0.787 0.773
Ra =  10®
Pmax/14ef x/W — 0.5) 0.065 0.071 0.065 0.065
y /L 0.850 0.872 0.856 0.859 0.850
hinax/F'ef y / L  =  0.5) 0.221 (h218 0.221 0.221
æ /lF 0.038 0.038 0.033 0.039 0.038
Nu 8.814 8.754 9.012 8.806 8.825
Nu ma,x 17.925 17.872 17.670 17.442 17.536
0.038 0.038 0.038 0.037 0.039
Nu min 0.989 1.232 1.257 1.001 0.980
Table 2.1: Bench mark laminar flow solutions of de Vahl Davis (1983) compared with 
results from: 2D finite difference solutions of Markatos & Pericleous (1984) and Barakos et 
al. (1994); 3D finite difference solutions of Fusegi et al. (1991) and 2D spectral results by 
Le Quéré (1991).
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and Hirose and Hortmann et al. used second and fourth order finite difference methods 
respectively. Le Quéré combined a pseudo spectral method based on Chebyshev polyno­
mials with a second order accurate finite difference time stepping scheme. Comparison 
between these different sources shows good agreement and correlation with the available 
experimental data.
High Rayleigh number flows representing the transitional and turbulent regimes have 
also received attention but to a lesser degree than the laminar flows previously discussed. 
This situation has resulted from the increased complexity of such flows and the subsequent 
increased demands placed on the investigation be it numerical or experimental. Numerical 
solutions for such problems have never-the-less been presented by several authors including 
Markatos and Pericleous (1984), Paolucci and Chenoweth (1989), Kelson (1990), Henkes and 
Hoogendoom (1990a, 1994), Janssen and Henkes (1993), Heindel, Ramadhyani and Incr­
op era (1994) and Barakos et al. (1994). Additionally such an introduction to turbulent sim­
ulations could not be complete without the inclusion of the EUROTHERM/ERCOFTAC 
conference in Delft, the Netherlands (1992) at which many contributors presented works 
using several k-e model variations.
Markatos and Pericleous were the first to use a turbulence model when they examined 
flows for air at Rayleigh numbers ranging from 10^  to 10^ ® in a square enclosure (A = 1). 
Solutions for all Ra values were obtained using a finite domain method employing an upwind 
differencing scheme over a square non-uniform mesh. Following previous works the laminar 
to turbulent flow boundary was defined at Ra = 10® with a ‘standard’ k-e model used for the 
turbulent flow cases. Results are presented in detail for all Ra values both graphically, and 
in tabular form. Comparison with de Vahl Davis (1983) in table 2.1 shows good agreement 
for the laminar flow solutions.
In comparison with the results reported by Le Quéré (1991), Barakos et al. (1994) and 
Kelson (1990) the data of Markatos and Pericleous (1984) demonstrate differences in flow 
and heat transfer characteristics such as velocity maxima and the Nusselt number of the 
hot wall respectively, as illustrated in figure 2.2, at Rayleigh numbers greater than 10 .^ 
This divergence, which is due to the implementation of the turbulence model, is illustrated 
also within the work of others including Henkes, Van Der Vingt and Hoogendoorn (1991). 
This latter work was concerned with the effect that the selected turbulence closure had on 
the prediction of natural convection transition for air {Pr = 0.7) and water (P r =  7) within 
a square cavity. For this they studied flows up to a Rayleigh number of 10^“^ for air and 
10^ ® for water. Three different turbulence models were compared; the standard k-e model 
with logarithmic wall functions and the low Reynolds number k-e models of Chein (1982) 
and Jones and Launder (1972). Figure 2.2 shows that they found the standard k-e model 
to over predict the average wall heat transfer, while the low Reynolds models compared 
more favourably with the sparse experimental data. This and the other observed differences 
are the result of the early laminar to turbulent boundary layer transition predicted by the 
standard k-e model.
Chapter 2. Literature Review 14
0.10
0.00
10
(a)
0.08 -
O.OG
Exiierim eiit0.04 -
0.02  - Lam iiiiir N u  = 0.304i?'(''^
10 ' 10 ' 1 0 '
B.a
0 .10  -
0.00
10 "
(b)
0.08  -
E.xpeiiment
O.OG -r
0.02
L am inar N u  =  0.327?r('''
10 ' 1 0 ' 1 0 '
Ra
Figure 2.2: Comparison of hot wall heat transfer rates for laminar, low Re and standard 
k-e models with experimental data for (a) air and (b) water from Henkes et ah (1991). (o) 
standard k-e model with wall functions, (x) Chien model, (+) Jones & Launder model, ( a )  
Markatos & Pericleous (1984), (□) Ince & Launder (1988) and (o) Ozoe et al. (1985).
Further comparison this time with the experimental data of Cheesewright, King and 
Ziai (1986), for an air filled cavity, by Henkes et al. (1991) showed that the Jones and 
Launder low Reynolds number model provided the best agreement, and that the Chein 
model also provided good agreement while the standard k-e model again significantly over 
predicted the hot wall Nusselt number. This led to the conclusion that the Low Reynolds 
number models offer a better solution than the standard k-e model, which can be expected 
to over predict heat transfer rates for natural convection fiows.
Low Reynolds number models are a modified form of the standard k-e model. In such 
models the fiow equations are solved up to the wall with no recourse to wall functions. 
This requires that the near wall grid be finer for these models to be able to capture the 
fiow accurately, as wall functions were derived to artificially bridge the rapidly varying near 
wall flow. Increased computational cost is unfortunately unavoidable and has lead to these 
models having less appeal than the standard k-e model. The low Reynolds number models 
require damping of the turbulence in the near wall region for accurate solutions of the 
boundary layer fiow without wall functions. It should be remembered that the logarithmic 
wall functions used by the standard k-e model, to resolve the near wall profiles, were 
originally derived and experimentally verified for forced convection fiows. It has been shown, 
earlier in this section, that these functions do not hold for natural convection boundary 
layers, but because of a lack of more suitable functions they have until recently still often 
been used. Work concerned with developing more appropriate wall functions has been 
carried out by George and Capp (1979), Cheesewright and Ziai (1986) and Henkes and 
Hoogendoorn (1989), though as yet no ‘standard’ has emerged.
Many low Reynolds number models exist and have been proposed as suitable for natural 
convection problems. Henkes and Hoogendoorn (1989) compared ‘all’ existing low Reynolds 
number k-e models with experimental results for natural convection along a flat plate. The
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models of Chein (1982) and Jones and Launder (1972) were found to give wall heat transfer 
rates closest to the experimental value. The standard k-e model with logarithmic wall 
functions was found to correctly predict the time-averaged velocity and temperature in the 
outer boundary layer (i.e., the part between the position of maximum velocity and the outer 
edge of the boundary layer). For the inner layer (i.e., between the wall and the point of 
maximum velocity) this model was found to be in error, which lead to an over prediction 
by some 30% of the wall heat transfer rates. It was concluded that the definition of the low 
Reynolds number near wall terms, as found in the models of Chien and Jones and Launder, 
are required to predict near wall features such as heat transfer rates and shear stresses 
accurately.
It can be very difficult to establish the comparative credentials of the numerous turbu­
lence models available for any given problem definition. This is primarily due to the vastly 
differing methods of implementation and numerical/modelling permutations that can and 
do exist between the published ‘solutions’. In an attempt to clarify such, EUROTHERM 
and ERCOFTAC organisations held a workshop in Delft, the Netherlands, 1992, to which 
numerous authors made significant contributions.
The case to be considered in the workshop was that of natural convection within a 
differentially heated square cavity of aspect ratio one (Figure 2.1) at a Rayleigh number 
of 5 X 10 °^ for a fluid of Prandtl number 0.71. In the final event a range of Rayleigh 
numbers (1 x 10  ^ < Ra < 5 x 10^ ®) were covered by the submissions for a variety of 
aspect ratio cavities. Contributors were asked to submit calculations based on a bench 
mark model specified by the conference in addition to any further solutions they wished. 
The model specified by the conference was the standard high Reynolds number k-e with a 
modified Cg term (hereafter referred to as standard KEM) as used by Henkes et al. (1991). 
The contributions concentrated upon various two equation models though direct numerical 
simulations (DNS) by Xin and Le Quéré (1992) and Paolucci (1992) and experimental 
findings by Mergui, Penot and Tuhault (1992) were presented for Rayleigh numbers of 
1 X 10 °^ and 1.7 x 10^  respectively. These three works will be dealt with separately within 
this chapter. We will look at the solutions of the standard bench mark configuration from 
Henkes and Hoogendoorn (1992b), Vasic and Hanjalic (1992), Ince, Betts and Launder 
(1992) and Davidson (1992) as well as considering the overview papers of Henkes and 
Hoogendoorn (1992a) and Nobile (1992).
All the above authors carried out the simulations with the standard KEM and also the 
low-Reynolds number model of Jones and Launder (1972) or Launder and Sharma (1974). 
Additional models and modifications were also considered. The standard KEM was found 
universally to over predict the turbulence generation within the vertical boundary layers. 
This is now widely acknowledged and we will therefore not concern ourselves with the 
results from these computations.
Henkes and Hoogendoorn (1992b) reported results for the low-Reynolds number models 
of Jones &: Launder and Chien. Their approach differed fundamentally from that of the
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other authors. Using the low-Reynolds number models they found that multiple solutions 
were possible, a feature supported by analysis of the other contributors works, and that 
grid independence was not achievable. They overcame this by triggering the boundary layer 
through prescription of a fixed value of turbulent kinetic energy k, turbulent dissipation e 
and turbulent viscosity i/t over an initial distance of the vertical boundary layers. Without 
triggering the Jones and Launder model produced a laminar solution, whereas this was 
turbulent after triggering. Note should be made that while triggering improved the predic­
tions achieved the Nusselt number profiles demonstrate a dissimilar profile to that seen in 
other numerical works and experimental works featuring natural transition. The failure of 
the unmodified Jones and Launder model to predict a turbulent solution at this Rayleigh 
number was also reported by Davidson (1992). Solutions using the unmodified Launder 
and Sharma model were laminar for Ince et al. (1992) but turbulent for Vasic and Hanjalic
(1992). The differences between these two models are relatively minor and the results of 
Vasic and Hanjalic are also in discord with several other works in the open literature. This 
may be due to their initiation of the solutions with finite levels of k and e. For they state 
themselves that a ‘less turbulent’ solution at Ra = 10^  ^ was obtained in the case of very 
low initial turbulence levels.
Several modifications to the turbulence models were made in attempt to improve their 
prediction of the turbulent quantities, as reviewed by Nobile (1992). The modifications 
centre around two overriding omissions within standard low Reynolds number eddy viscosity 
models. Low-Reynolds number models work by solving the transport equations to the 
wall; this is achieved by the use of damping functions that allow for the effect of solid 
surfaces to reduce fluctuations normal to them. This is achieved in an isotropic manner, 
whereas experimental evidence shows that the wall normal component decreases much more 
quickly than the other two components. The second flaw addressed by the corrections is 
the isotropic treatment of the turbulent heat fiux through the use of the so-called simple 
gradient diffusion hypothesis. This results in the generation of turbulent kinetic energy 
due to buoyancy vanishing when the vertical temperature gradient becomes zero, which 
is almost the case in the boundary layer over a heated or cooled vertical surface. This 
approach therefore omits the stream-wise flux component that experimental observations 
have indicated adds significantly to the turbulent production. The Generalised Gradient 
Diffusion Hypothesis (denoted as ‘GGDH’) attempts to rectify this through the use of a 
non-isotropic formulation of the turbulent heat fiux. The non-isotopic effects within the 
fiow due to buoyancy can also be addressed by application of second order modifications 
to the turbulent stresses and heat fluxes. The Yap (1987) correction which increases the 
dissipation rate near to the wall resulting in a reduction in the turbulent kinetic energy and 
turbulent viscosity was also used.
Ince et al. (1992) presented extensive computations for unmodified and modified (GGDH 
+ Yap) Launder-Sharma models, the latter was termed the Ince and Launder model. They 
found that the modified model predicted a turbulent solution in generally good agreement
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with what limited comparative work existed, though the very high level of core stratification 
stands out from that found by all other authors. Davidson (1992) employed the GGDH to 
the standard KEM. The standard KEM is wholly inadequate for predicting these fiows in 
this Rayleigh number range, but it is worth noting that the introduction of the GGDH had 
the effect of increasing the predicted levels of turbulence. This is in line with that seen in 
the solutions of Ince et al. where the inclusion of this correction raised the solution from 
laminar to turbulent. Contrasting once more with the other works presented here Vasic 
and Hanjalic found little effect from the introduction of the GGDH.
It is apparent that a high degree of ambiguity and contradiction is present between the 
contributing authors with only limited consensus between two or three of the participants. 
A more interesting test of the modified models would be in the solution at Ra = 10^ ® where 
comparison with the available DNS could be made. This lower Rayleigh number would 
also provide a more rigorous test of the improvements in turbulence prediction as the levels 
present are significantly lower.
For higher Rayleigh numbers still, the available data is very sparse. The only known 
work is that of Henkes and Hoogendoorn (1994) who investigated differentially heated 
scpiare cavity fiows for air and water up to Rayleigh numbers of 10^ ® and 10^  ^ respectively. 
The study was concerned with determining the scaling of the turbulent natural convection 
flows. Computations were made using three k-e models, the standard high Reynolds number 
model and the low Reynolds number variations of Chein and also Jones and Launder. The 
resulting scaling was found to be almost independent of the model used. Table 2.2 shows 
the turbulent and laminar scaling for the inner layer (i.e., the part of the vertical boundary 
layer between the wall and position of maximum velocity), the outer layer (i.e., the part 
of the vertical boundary layer beyond the position of maximum velocity) and the core 
region. Comparison with the work of Henkes (1991) who considered the scaling for turbulent 
Rayleigh numbers, over a vertical plate, shows very close agreement. It is worth noting that 
the Nusselt number does not scale, though the authors weakly propose a relationship of 
~  This differs from the well known 1/3 power that is commonly used for turbulent
boundary layer wall heat transfer. As the authors point out, the 1/3 relationship is based 
on relatively low turbulent Rayleigh number experiments which in comparison with their 
own transitional Ra simulations provides reasonable correlation.
Such scaling exercises can prove very useful but, in the absence of any other supportive 
numerical calculations, let alone any experimental results for such high Ra, it is very difficult 
to draw any firm conclusions from this work, especially in light of the known limitations of 
all the models used (see previously in this section).
2.1 .2  T hree d im ensional rectangular enclosures
The majority of current numerical studies into internal natural convection fiows have been 
restricted to two dimensional analyses. This situation naturally arose due to computational 
restrictions and the increased cost of three dimensional problems. This has clearly meant
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Scaling
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Table 2.2: Rayleigh number dependence scaling from Henkes and Hoogendoorn (1992b & 
1994).
that most analysis to date has been inherently unphysical and in order to move closer 
to developing ‘realistic’ models that will capture all aspects of the flows it is necessary 
to specify and solve three dimensional problems. There is also the consideration that in 
validating such models recourse must be made to experimental data, which naturally contain 
three dimensional characteristics. Many such experimental investigations though, have not 
specifically considered this three dimensionality. Indeed many undertake to minimise the 
3D effects in order to better compare with the numerical models. This cannot eliminate the 
3D fiow behaviour from influencing the ‘2D’ or 2:-plane fiow characteristics being examined.
Perhaps the earliest numerical consideration of the three dimensional problem was un­
dertaken by Mallinson and de Vahl Davis (1977), who investigated square cavities of length 
aspect ratio 2 to 4 for Ra < 10 .^ Their solution revealed three-dimensional end effects, 
which were attributed to two mechanisms; an inertial mechanism which dominated when 
Pr  was small and a far weaker thermal effect that superseded the much reduced inertia 
force for high Pr  fluids. It was found that the z-axis fiow had greatest relative effect for 
low Ra situations and that in such circumstances it can-not be considered negligible.
Hiller, Koch and Kowalewski (1989, 1990) and Weaver and Viskanta (1990) carried out 
experimental investigations specifically concerned with addressing the three dimensional 
behaviour of the fiow in a cubic enclosure. The latter two papers combined this with a 
suitable numerical solution for comparison although numerical resolution of the cavities 
was coarse in both cases. Hiller, Koch and Kowalewski (1989) were concerned with the 
transition of the fiow from unicellular to a dual cellular flow for fluids of 200 < P r < 7000.
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The numerical study demonstrated discrepancies with the preceding experimental work 
which were attributed to wall conductance and fluid property variations.
Quantitatively the work of Weaver and Viskanta (1990) also showed discrepancies be­
tween experimental and numerical results, but qualitatively the SD flow features are in 
agreement. These discrepancies became more pronounced as the side walls were approached 
as might be expected when considering the non perfect conditions of the experiment com­
pared to the numerically specified two dimensional boundary conditions.
More recently in a series of studies, Fusegi et al. (1991a, 1991b and 1994) sought to 
provide a set of high resolution three dimensional numerical solutions for air (P r ~  0.7) 
over the Rayleigh number range 10  ^ < Ra < 10 .^ Considerable effort was taken to ensure 
that a sufficient grid resolution was used to capture the flow’s characteristics. Comparisons 
were drawn from both experimental works and the previously published most accurate 
two dimensional solutions. Results are presented graphically with considerable use of 3D 
imaging to highlight flow and heat transfer characteristics.
Examination of the results revealed that the three dimensionality became insignificant 
in the bulk of the flow, becoming increasingly confined to the end walls as the Rayleigh 
number was increased. The W  velocity component (See figure 2.1) was found to be an order 
of magnitude smaller than the dominant velocities. Predicted Nusselt numbers showed 
considerable differences with the comparable 2D studies, with discrepancies in local values 
(i.e., the maximum and minimum Nusselt numbers) as large as 10% though the averaged 
Nusselt number was within 2% of the 2D simulation results. Experimental comparisons 
with Krane and Jessee (1983), Bilski, Lloyd and Yang (1986) and Hiller et al. (1989), 
were reasonably consistent though it was noted that in all but one case, that of Hiller 
et ah, enclosures of large depth aspect ratio were used, to minimise the three dimensional 
characteristics.
2.1.3 B ound ary condition  effects
In the previous sections the boundaries have been assumed to be perfect, uniform conduct­
ing or insulating surfaces. This is clearly not the case in real applications, where materials 
are definitely not perfect and conditions will often be varying with non-uniform boundary 
characteristics. Even controlled experiments can rarely approach this ideal, especially when 
fluids such as air are used, as the convective medium, which have very low thermal con­
ductivities. It is held that the enclosure walls must have a heat transfer rate of an order 
of magnitude less than the working fluid in order to be considered as ‘perfectly’ insulated. 
In treating enclosures in this way i.e., through the specification of perfect conditions on 
the boundaries, we ignore the inherent interaction that occurs between the enclosure and 
its surroundings. This simplification in the analysis by most researchers has arisen due to 
the extra computational requirements of the true conjugate problem, where it is not only 
necessary to calculate the fluid’s behaviour but also the heat transfer through the wall. 
Additionally, external fluid heat transfer adds even further to the cost.
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Sparrow (1981) considered the interaction between internal natural convection in a 
square enclosure and an external free convection boundary layer flow. The problem con­
sisted of adiabatic horizontal walls, one vertical wall maintained at a constant temperature 
and the other cooled by an external free convection flow. The temperatures at this wall 
therefore are determined by the interaction across it of the two fluids and the applied 
boundary conditions of the heated wall and external ambient temperature. Cases that in­
clude this coupling between separate flows and/or solids are often referred to as conjugate 
problems. This problem was solved for air {Pr =  0.71) at Grashof numbers between 10^  
and 10 .^ The heat transfer characteristics for this case were found to be well represented
by
Nu = 0m07Gr^-‘^^^  (2.1)
for Gr > IT^. This gives an average Nusselt number of approximately 60% of that for the 
standard cavity problem, which was attributed to the stabilising thermal gradient of the 
internal and external flows across the conjugate wall. Streamlines are presented for a low 
and high Grashof value. It can be seen that the flow becomes noticeably asymmetric as the 
Grashof number increases.
An experimental and numerical study of the effects of wall conductance on natural 
convection within a differentially orientated, air filled, square cavity {A = 1) was carried 
out by Kim and Viskanta (1984). The cavity was formed from a solid block of Lexan. They 
considered heating from the side, bottom and top configurations. Due to the conducting 
boundaries additional dimensionless parameters were used in the analysis of this problem. 
These were the thermal diffusivity ratio, the thermal conductivity ratio and void fraction 
where each represents the ratio of the cavity and enclosed fluid values. The experimental 
data was acquired using a Mach-Zehnder interferometer, while numerical calculations were 
made for a 2D enclosure of a Boussinesq fluid using a finite difference approach. Accuracy 
of the numerical calculations was checked for the case of a cavity with isothermal vertical 
and perfectly adiabatic horizontal walls through comparison with de Vahl Davis (1983) 
bench-mark solutions, where agreement was found to be good. For heating from the side 
the surface temperature of the horizontal boundaries varies in a non-linear manner (N.B.,
a perfectly conducting boundary exhibits a linear temperature profile). It was found that
in this case the conducting horizontal walls create a local ‘cooled from top’ or ‘heated 
from bottom’ environment (i.e., a temperature inversion) in the top left and bottom right 
corners respectively, which causes the flow to destabilise at higher Rayleigh number as for 
Rayleigh-Bénard convection (See also Henkes and Hoogendoorn (1990)). Results for the 
hot wall Nusselt number are presented though comparison with other works based on the 
traditional non-conjugate problem are not possible due to the modified Rayleigh number 
used and the dependence of the Nusselt number on the thermal and geometric parameters 
of the enclosure as well as the fluid.
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Recently Fusegi, Hyun and Kuwahara (1993) considered the case for an air filled cubic 
enclosure with walls of finite conductance. The work concentrated on the effect that altering 
the thermal conductance of the horizontal and end walls (not those being heated or cooled) 
had on the fiow and heat transfer inside the cavity. The accuracy of the results for this 
three dimensional model at Rayleigh numbers up to and including 10® had already been 
proven for the case of perfectly insulated wall by Fusegi, Hyun and Kuwahara (1991). 
The authors did not solve this problem in a conjugate manner as carried out by Kim and 
Viskanta (1984), as considerable computational overheads would be incurred with regard 
to a three dimensional solution. They instead utilised a method conceived by Rahm and 
Walin (1979) that simulates the condition of the solid and external environment at almost 
no extra computational cost. This method works by assigning the effects of the solid walls, 
conductance to a boundary condition at the internal solid surface, therefore eliminating 
the solid from the computational domain. This is carried out by introducing the concept 
of thermal conductance Sc, which is defined by Sc = X s/i^L s),  where Ag and Xq are the 
thermal conductivity of the solid and fluid respectively and Ls represents the wall thickness. 
The thermal boundary condition, for a horizontal boundary, can then be defined as
g  = -  T) (2.2)
where Tg is the external temperature and n is the wall normal distance. We can see from 
this that if Sc is set equal to zero then we have the commonly used perfectly insulated 
wall condition. Using this method Fusegi et al. (1993) were able to specify a range of 
conductance’s. The results showed an increase, largest for the horizontal heated wall case, 
in the heat transfer activity of the cavity when wall conductance was applied. For the case 
where the environment temperature was equal to the cold wall then considerable asymmetric 
fiows were seen to develop.
A three dimensional study by Peutrec and Lauriat (1990), also used this conduction 
model, but only for the unheated end walls, the horizontal walls being adiabatic. Cavities 
of varying aspect ratio were considered with both air and water as the working fluid, the 
temperature of the exterior environment was set to equal that of the cooled wall. It was 
found that the conducting boundaries had less effect as the horizontal planar aspect ratio 
Az, where Az = depth/width, increased. Aspect ratios Az of 10 for air and 2 for water 
were found to almost eliminate the effects of the conducting boundaries on the overall heat 
transfer characteristics of the cell.
2 .1 .4  E xp erim en ta l stud ies
The complicated nature of internal natural convection fiows is clear and although significant 
work remains to be carried out our understanding has progressed rapidly in recent years. 
Much of this must be credited to the increased abilities of numerical research, although it 
is to be remembered that experimental work is still required in order to validate such work.
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There is unfortunately a lack of experimental results as reported in the open literature that 
are suitable for comprehensive comparison and verification of numerical models. Indeed 
much of the published data presents only isolated results pertaining to single aspects of 
these problems which prevent consistent comparisons of the numerous fiow and heat transfer 
characteristics of a given problem specification. This does not neglect the significance of the 
many experimental observations that have been made by such as Eckert and Carlson (1961), 
Elder (1965), Krane and Jessee (1983) and Mergui et al. (1992) whose findings describe in 
detail the development and structure of the fiow, but rather refers to the requirements 
specific to the development and validation of numerical solutions. The requirement here 
being for the detailed recording of the experimental boundary conditions as well as the 
resulting fiow.
However Krane and Jessee (1983) did conduct an experimental investigation of natural 
convection within a cavity, specifically aimed at providing other researchers with the full 
spectrum of fluid and heat transfer characteristics necessary for detailed comparison of 
numerical solutions. They presented results of velocity and temperature fields for many 
cross-sections of the cavity and the local heat fiux distributions on all enclosure walls, for a 
fiow at a Rayleigh number of 1.89 x 10®. They particularly note the inability of experiments 
to obtain the ideal boundary conditions typically specified in numerical studies, presenting 
heat fiux data for the horizontal walls which equals 39% of that transferred to the fluid 
through the heated vertical wall.
Problems with experimental and numerical comparison centre on this inability to obtain 
even near perfect experimental boundary conditions, be they adiabatic or perfect conduc­
tors, along the non-heated cavity walls. This problem, as explained by El Sherbiny, Hollands 
and Raithby (1982), stems from the requirement that for the walls to closely match the 
adiabatic boundary condition, the thermal conductivity of the wall must be at least an 
order of magnitude smaller than that of the working fluid. This results in significant diffi­
culties when trying to evaluate numerical solutions; although detailed results as presented 
by Krane and Jessee provide the opportunity for models with ‘real’ boundary conditions to 
be developed and evaluated, there is unfortunately a scarcity of such data.
Experiments by Betts and Dafa’Alla (1986), Cheesewright et al. (1986), Cheesewright 
and Ziai (1986), Giel and Schmidt (1986), Tsuji and Nagano (1988) and Mergui et al. (1992) 
dealt with natural convection fiows in the transition regime, 10® < Ra < 10^ .^ All, apart 
from Mergui et al. who dealt with a cavity of A = 0.9 provide extensive results for high 
aspect ratio (A) enclosures. Detailed comparisons with numerical codes of these experi­
ments have been made by Heindel et al. (1994) and Henkes and Hoogendoorn (1995). In 
compiling ‘A computational and experimental benchmark study’ Henkes and Hoogendoorn 
(1995) observed that differences between fiows of the same Ra for 1 < A < 5 were very 
small, provided that the results were scaled using the enclosure height as the characteristic 
length scale. This had previously been observed by Xin and Le Quéré (1994) during their 
two dimensional direct numerical simulations. Using a pseudo-spectral method Xin and
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Le Quéré investigated cavities of A =  1 and 4 with adiabatic horizontal walls. They found 
that for Ra = 10^ ®, both flows displayed similar characteristics for time-averaged quantities 
and turbulent statistics, though a slightly earlier transition was observed in the boundary 
layers for the cavity of A =  4. The similarities in the results for the differing aspect ratio 
cavities will remain as long as the ascending and descending boundary layers do not di­
rectly interact with each other. The core will then remain stratified; hence an essentially 
one dimensional structure (in the vertical or y direction), implying that the cavity width 
does not appear directly in the flows configuration and therefore the scaling. This opens 
up a much wider opportunity for numerical and experimental comparison as the need for 
specifically matching an individual configuration is not absolutely necessary. This feature is 
further supported by comparison between this and other two dimensional direct numerical 
simulations reported latter in this chapter.
Cavities of unit aspect ratio have been investigated experimentally and numerically 
by Lankhorst, Angirasa and Hoogendoorn (1993) and Béghein, Penot, Mergui and Allard
(1993) for air {Pr = 0.71) in the range 1 x 10® < Ra < 4 x 10® and for Ra =  1.7 x 
10® respectively. Both offer detailed flow measurements; though Lankhorst et al. do not 
provide any heat transfer data. Comparison with their own numerical solutions is good, 
although both groups experimental results are affected by non-adiabatic horizontal walls as 
a consequence of using air as the working fluid.
The scarcity of experimental research on internal natural convection prevents the full 
exploitation of numerical techniques in predicting solutions for the extensive engineering 
and scientific problems in this area. Further good quality experimental data are therefore 
needed to enhance our knowledge and allow better comparison with numerical results.
2.1 .5  T ransient natural convection  in rectangular enclosures
Extensive effort has been directed at the solution and understanding of internal natural 
convection flows, most especially for the case of the two dimensional rectangular cavity 
with differentially heated side walls. These studies have predominately focused on the 
steady state problem with little consideration being given to the analysis of the transient 
behaviour. But in many industrial applications the imposition of the temperature gradient 
is time dependant and therefore an understanding of the temporal development of the flow 
and the heat transfer properties are an important issue.
An extensive and indeed one of the first studies to deal with internal transient natural 
convection, whether it be numerical or experimental, was carried out by Patterson and 
Iniberger (1980). Their work centred on the developing flow within a 2D rectangular cavity 
of A < 1 for P r  > 1 for an initially isothermal fluid driven by the instantaneous increase and 
decrease in the uniform temperature of the two vertical walls. They were able to broadly 
classify, through the use of scaling analysis, the flows transient evolution with reference 
to the non-dimensional groups of Rayleigh and Prandtl number and the cavity aspect 
ratio. Selected results are presented graphically and are shown to agree with comparable
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Figure 2.3: Oscillations in Nuc from Patterson and Imberger (1980) for a differentially 
heated cavity; Ra = lA  x 10 ,^ Pr = 2.
experimental data. The specific evolution of the flow was found to depend upon the relation 
between the Prandtl number of the fluid and the Aspect ratio of the cavity. In broad 
terms the typical features of the transient development of the flows can be described as 
follows. For Ra < 1 the flow was conduction dominated and developed slowly towards 
a case of weak circulation that had no effect on the heat transfer. Within the transition 
range, 1 < Ra < Rac (where Rac is defined as the critical Rayleigh number) convection 
effects progressively grew though the solution remained monotonie. Flows arising when 
Ra > Rac were found to converge to the steady sate through two possible means. The 
flow either developed regularly through horizontal layering in the core or for the case where 
Ra > in an oscillatory fashion as is clearly illustrated in their plots of Nusselt
number on the cavity mid y-axis Nuc and shown in example here in figure 2.3. The ordering 
of these events for Pr > fluids was extensively classified and is reproduced here in table
2.3. They concluded that the oscillatory manner of the convergence was due to the decay 
of internal gravity waves.
The existence of gravity waves within internal transient natural convection flows has 
continued to be a topic of debate and contention in the literature. Experiments by Yewell, 
Poulikakos and Bejan (1982) failed to discover any oscillatory flow patterns in their work 
on shallow cavities. This led them to point to the apparent discrepancy between theory 
(Patterson & Imberger) and reality. Latter Patterson (1984) refined the original regime 
classifications, as outlined in table 2.3, highlighting that Yewell et al.’s (1982) work in 
fact fell in a region where waves would not occur. Ivey (1984) conducted experiments for 
a square cavity filled with water for Ra % 10 .^ Again no evidence of any internal wave 
structure was found, but a higher frequency temperature oscillation appeared to originate 
from the corners of the cavity. This Ivey attributed to the existence of an internal hydraulic 
jump.
Two dimensional transient numerical solutions for a square cavity for Prandtl numbers 
in the range 0.025 to 100 and Rayleigh numbers of 10  ^ to 10  ^ have been carried out by
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Regime Time scale Comments
Ra < 1 a -2 Steady state by the thermal boundary layer 
encompassing the entire cavity before convec­
tion acts.
1 <  Ra <  P p Thermal boundary layer formed. Horizontal 
intrusion layers ejected over cavity depth. 
Steady state achieved by a combination of the 
thermal boundary layer advancing across the 
cavity and convective effects being dissipated 
by vertical diffusion. Both convection and con­
duction participate in the heat transfer.
<  Ro < R a - i /: Thermal and viscous boundary layers steady 
and distinct.
Horizontal viscous intrusion layers reach far 
wall.
A-^Ra"^/'* Steady state by horizontal layering. No inter­
nal wave motion, convection becoming impor­
tant in the heat transfer.
<  Ra < Ra-^/^ Thermal and viscous boundary layers steady 
and distinct.
vl-s/4l&a-7/i6 Horizontal viscous intrusion layers reach far 
wall. Internal wave motion begins.
A -^R a“ /^^ Cavity filled by horizontal layering. Internal 
wave motion present.
R ^-l Steady state by decay of internal wave motion. 
Convection dominated heat transfer.
< Ra < R a-i/2 Thermal and viscous boundary layers steady 
and distinct.
A -s /3 # a - i /3 Horizontal inertial intrusion layer becomes vis­
cous.
yl-s/4j&%-7yi6 Viscous intrusion layer reaches far wall. Inter­
nal wave motion begins.
A '^R a“ /^^ Cavity filled by horizontal layering. Internal 
wave motion present.
Pr-^ Steady state by decay of internal wave motion. 
Convection dominated heat transfer.
R^16A-12 ^ Ra-^/^ Thermal and viscous boundary layers steady 
and distinct.
A -lR r-R 3R (j-5/12 Horizontal inertial intrusion layer reaches far 
wall. Internal wave motion begins.
A-^Ra"^/^ Cavity filled by horizontal layering. Internal 
wave motion present.
R ^-l Steady state by decay of internal wave motion. 
Convection dominated heat transfer.
Table 2.3: Transient flow regimes as given by Patterson and Imberger (1980) for a differ­
entially heated cavity where Pr > A~^.
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Hyun and Lee (1989). The flow was initiated as for Patterson and Imberger, through a step 
change in the hot and cold wall temperatures. This work was primarily concerned with the 
Prandtl number effects on the transient process, but a broad range of flow regimes were 
encompassed to be able to test for the wave activity proposed by Patterson and Imberger. 
It was found that when P r  > 1 an oscillatory behaviour occurred if Ra > Pr'^A~'^. When 
Pr < 1 the oscillations were only observed if the Rayleigh number was high enough to 
generate a strong boundary layer type flow. The period of oscillation was comparable to 
that of internal gravity waves and supports the predictions of Patterson and Imberger.
An experimental and numerical study by Patterson and Armfield (1990) also supported 
the existence of internal gravity waves in transient natural convection cavity flows. They 
considered the case of a square cavity {A = 1) containing water at Ra = 3.26 x 10 .^ 
Agreement between the experimental and numerical solutions, as illustrated in figures 2.4 
and 2.5 was good for both overall flow structure and local features. It was noted that high 
frequency temperature oscillations similar to those observed by Ivey were present. These 
were attributed to boundary layer perturbations being advected across the cavity. It was 
further proposed that they may be an early indication of and/or the cause of laminar to 
turbulent boundary layer transition at higher Rayleigh numbers.
Work by Fusegi, Hyun and Kuwahara (1991) on the numerical solution of the three 
dimensional enclosure problem also considered the case of the transient heat up process for 
a Rayleigh number of 10 .^ Detailed three dimensional graphics of the flows illustrate well 
the progression of the transient heat up process. Oscillatory behaviour in the heat transfer 
characteristics of the enclosure were clearly evident in the approach to the steady state. 
The non-dimensional period of oscillation was found to be slightly higher than that found 
by Patterson and Imberger (1980) for a 2D square cavity.
Ivey’s (1984) proposed hydraulic jump has subsequently been identified in several works: 
Le Quéré (1990), Paolucci and Chenoweth (1989) and Henkes and Hoogendoorn (1990). 
However works by Schladour (1990) and Ravi, Henkes and Hoogendoorn (1994) have ques­
tioned such an explanation of this phenomena. Schladour in examining the form of the 
intrusions in the initial stages of the transient heat up problem reports that what has pre­
viously been attributed by some as the presence of a hydraulic jump is in fact just a complex 
recirculation zone arising from the interaction of the intrusion and return flows. Ravi et al.
(1994) examined the flow in the corner regions (Figure 2.6), for the steady state problem, to 
determine whether these flow structures are indeed caused by an internal hydraulic jump. 
They found that this feature does exist but proposed that it is caused by thermal effects 
rather than being the proposed hydraulic jump. They stated that the separation of flow at 
the ceiling lacks the essential energy loss associated with hydraulic jumps. In detail they 
describe how the stable core stratification causes a temperature undershoot in the bound­
ary layer which then approaches the core value in an oscillatory manner. This results in 
colder fluid than that of the stratified core reaching the ceiling, which due to the resulting 
‘negative’ buoyancy force causes a downward flow in the form of a plume. At high Rayleigh
Chnptor 2. Litoniture Review 27
(a).
A nticlockw ise cddv
..................
A nticlockw ise eddy
#
(Id ( C )  I
R everse c ircu la tio n
###^41
l i i t r u s i u l i  iKJSc
«D
In tru s io n  nose
(o) r-
/
(0
Figure 2.4: Streak photographs and simulated streamlines during the early stages of tran­
sient natural convection in a difierentially heated cavity from Patterson and Armfield (1990). 
Ra O(IO^). Pr = 7.5. Times of visualisation are; (a) 32 s, (b) 48 s, (c) 64 s, (d) 80 s, (e) 
96 s and (f) 112 s.
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Figure 2.5: As for figure 2.4 at a later stage in tlie transients. Times of visualisation are; 
(a) 176 s, (b) 256 s, (c) 352 s, (d) 480 s and (e) 1500 s.
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Figure 2.G: Isotherms (left) and streamlines (right) in upper left corner of a differentially 
heated square (.4 = 1) cavity from Ravi et ah (1994); Ra = 10 ,^ Pr = 0.71.
numbers they conclude that the strength of this downward flow causes the separation pre­
viously attributed to the existence of an internal hydraulic jump. The recirculation within 
this region is caused by the re-entrainment of this plume in the vertical boundary layer.
Scohpf and Patterson (1995) considered in detail the initial transients of the instan­
taneously established differentially heated cavity flow. Their experiments conducted at 
R.a = 1.44 X  10^  for Pr = 7.0 used the same experimental rig [A = 1) as that employed by 
Patterson and Armfield (1990). Observations of the flow both qualitatively and quantita­
tively were made through the use of the shadowgraph technique and images there obtained. 
Figure 2.7 shows such images for the corner flow within their cavity which was 24 cm high 
and wide. From these images they were able to observe the setting up of the vertical bound­
ary layer and its subsequent convective motion and then its protrusion along the horizontal 
walls (Figure 2.7, i (a) to (k)). Within the vertical boundary layers they found travelling 
waves that, moving faster than the mean flow, advance vertically and then horizontally 
with the intrusion. This is caused by the singularity at the upstream corners of the two 
vertical boundary layers during the initiation of heating and are only a transient feature 
of the very early stages. The boundary layer for this initial part of the flow, prior to the 
impact of the opposite horizontal intrusion, in the cavity is seen to behave essentially like 
that on a semi-infinite plate.
The horizontal intrusion can be seen to advance across the cavity in figure 2.7 where, 
(i) shows the hot boundary layer intrusion and (ii) the cold intrusion which are rendered 
identical under the assumption of symmetry. It is observed from figure 2.7 that the flow 
has separated from the horizontal boundary which it is speculated could be the result of 
the adjusting temperature gradient within the intrusion as it flows along the insulated 
boundary. This observation draws us back to the conflicting arguments (See Ivey (1984) 
and Ravi et ah (1994) earlier within this chapter) proposed for such separated features in
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Figure 2.7: Shadowgraph images from Scohpf and Patterson (1995) for a water filled {Pr — 
7.0) differentially heated cavity at Ra = 1.44 x 10 .^ The labels at the top indicate the 
distance in cm from the hot wall. The individual sections of (i) & (ii) correspond to times 
after startup of 6.88 s for 1(a) with subsequent increments of 4. s.
both steady state and transient flows. Scohpf and Patterson observe that while Ravi et ah 
showed that the hydraulic jump hypothesis of Ivey and others was apparently incorrect, that 
their model of a thermal plume would also appear to not necessarily be accurate. They 
assert that the thermal plume model is based on the assumption of a stratified ambient 
fluid and therefore only applicalfle to the much later flow state. But as they argue that the 
separation mechanism is the same for the early as well as the later stages then this model 
is also inappropriate. It is clear that further research is necessary to resolve this feature. 
The intrusion then impacts upon the the opposite vertical boundary layer and was seen to 
'pile-up’ as suggested by Patterson and Imberger (1980). From this impact a second set 
of travelling waves are imposed upon the vertical boundary layers which also subside with 
time. The existence of such transient features within the larger transient development of 
these flows illustrates the complicated coupled flow dynamics that confronts our attempts 
at understanding what many may consider ‘simple’ problems.
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2.1.6 D irect num erical sim ulation
A supplement for detailed experiments could be provided by the increasing number of Direct 
Numerical Simulations (DNS) being performed. Such simulations offer the ability to define 
arbitrary boundary conditions and configurations and therefore provide more flexibility for 
validating turbulence models. Publications dealing with natural convective flows through 
DNS are dominated by two research groups; one in France and the other in America. 
Their papers, concerned with the differentially heated rectangular cavity include; Le Quéré 
(1990), Le Quéré (1994), Xin and Le Quéré (1994), Xin and Le Quéré (1995), Paolucci and 
Chenoweth (1989), Paolucci (1990) and Paolucci (1992).
A common feature of all these works is their consideration of this problem in only two 
dimensions. This prevents these simulations from truly representing turbulent flow, an 
inherently three dimensional state. As is mentioned by the respective authors, the current 
limitations regarding such simulations restrict us even in two dimensions to cases where the 
level of turbulence is mild and it is therefore believed that such simulations can reproduce 
well the dynamics of the large-scale structures of the flow, a belief that seems to be upheld 
by comparison with experiment.
The scheme developed by Paolucci (1990) integrates the unsteady Navier-Stokes equa­
tions. It is first-order accurate in time and uses second order finite differences in space 
on a non-uniform grid. The works performed by Le Quéré and associates used a spec­
tral/ pseudospectral Chebyshev spatial approximation combined with varying orders of fi­
nite difference time-stepping schemes (second order or above). These works can be divided 
into two areas; those concerned with the onset of unsteady flow which include Paolucci 
and Chenoweth (1989) and Le Quéré (1990) and the remainder of those cited above that 
consider fully chaotic flows within this configuration which universally have dealt with flows 
of Ra < IQio. Paolucci and Chenoweth considered cavities of 1/2 < A < 3 with adiabatic 
horizontal boundaries filled with a Boussinesq fluid of Pr = 0.71. The Rayleigh number 
extended from 10'^  to 4 x 10 .^ Le Quéré (1990) dealt with water (P r =  7) filled cavi­
ties of A =  10 with adiabatic and perfectly conducting horizontal boundary conditions for 
l x l 0 5 < j % o < 9 x l 0 G .
Through these and other investigations three different instability mechanisms responsi­
ble for the onset of unsteady flow have been identified. For cavities with aspect ratios of 
less than three and adiabatic horizontal walls the initial instability is due to presence of the 
‘hydraulic jum p’ located in the downstream corner of the vertical boundary layers. This 
instability occurs at P a % 2 x 10  ^ for a square cavity. With conducting lower and upper 
boundaries, instability is triggered by the thermal instability of the horizontal boundary 
layer. This dramatically reduces the critical Rayleigh number at which unsteadiness begins 
to 2.1 X 10*^ . Such a dramatic effect on the flow with the change of horizontal boundary 
conditions highlights the known difficulty that is present in comparing experimental works, 
where the boundary conditions are never ideal, with numerical models. This suggests that
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for any experiment to be useful then the actual boundary conditions must be known, rather 
than some a priori assumed conditions, so that tailoring of the models boundary conditions 
can be undertaken. In light of this the results obtained by these simulations may provide 
a useful means of validating existing and future models. When the aspect ratio is larger 
than three the horizontal boundary conditions were found to have no effect on the nature 
of the initial instability. For such cases the unsteadiness originated with the appearance of 
travelling wave like disturbances in the vertical boundary layers.
Paolucci (1990) was the first to present DNS for fully turbulent natural convection 
flows. He considered a two-dimensional square cavity with adiabatic horizontal walls for 
Ra = IQio and Pr = 0.71. Information is provided in detail regarding the boundary layer 
structure and turbulent statistics. In addition, values for the core stratification and heat 
transfer along with detailed visualisations of the flows transient development are given. The 
temperature field visualisations clearly show the presence of waves within the upstream sec­
tion of the vertical boundary layers. With advancing downstream position these waves are 
amplified, resulting in their development into hook-like patterns which extend out of the 
boundary layer, representing eddies being ejected into the cavity core, îor y / L ' ^  0.5. This 
work was also presented in part at the joint EURO THERM and ERCOFTAC workshop 
held in Delft, the Netherlands, in 1992, where Xin and Le Quéré (1992) presented in part 
the work they were later to publish in full as Xin and Le Quéré (1995). They considered a 
two-dimensional differentially heated cavity of A = 4 for Ra = 6.4 x 10 ,^ 2 x 10  ^ & 10^ ® at 
Pr = 0.71. Detailed turbulent statistics are also given, including power spectra and prob­
ability density distributions. Flow field images are also presented for both time averaged 
quantities such as stream function and temperature as well as for turbulent statistics. Core 
stratification and heat transfer data is also given. Comparison between Paolucci (1990) 
and Xin and Le Quéré (1995) while demonstrating good quantitative agreement does re­
veal one noticeable difference in the reported value of the core stratification and a slight 
difference in the Nusselt number (See table 2.4). Xin and Le Quéré (1995) found the level 
of stratification to remain larger than one at Ra = 10 °^ while Paolucci (1990) reported a 
value below one.
It may be thought that this difference is attributable to the aspect ratio difference. 
However, Xin and Le Quéré (1994), who considered cavities of both A =  1 and A = 4 for 
Pr = 0.71 found that the core stratification was unaffected by such aspect ratio changes. 
They did however find that the boundary layer transition moved slightly upstream with the 
increasing aspect ratio. As stated by Xin and Le Quéré (1995), differences may also have 
arisen due to two time related issues. Paolucci (1990) integrated from isothermal and quies­
cent conditions for a total time of 100 time units (in units of convective time) and computed 
turbulent statistics over the final 30 time units. Xin and Le Quéré (1995) on the other hand 
integrated from the converged solution at a lower Rayleigh number for a total time of 250 
time units and averaged over the final 150 time units to obtain the turbulent statistics. The 
relative brevity of both the total integration time and the averaging period employed by
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Ra
Paolucci (1990) 
A = l, Pr = 0.7
Nu
X & Q (1994)
A =  1 &: 4, P r  =  0.7
X & Q (1992 & 95)
A = 4 , Pr  = 0.7
6.4 X 10^ 4^2
2.0 X 10^ 66.5
1.0 X 10^ () 99.25 100 (A = 1) 101
102 (A = 4)
Table 2.4: Nusselt numbers from DNS of Paolucci (1990) and Xin & Le Quéré, (X & Q) 
Q994, 1992 8UK1 1995X
Paolucci must be questioned and could, as proposed by Xin and Le Quéré (1995), explain 
the differences between the simulations. This is a useful reminder that results from DNS 
must as for all numerical schemes be questioned and interrogated thoroughly.
These works universally show that, even at this relatively high Rayleigh number of 
lOk^  for approximately unity aspect ratio cavities, that turbulent behaviour is limited to a 
region extending over less than half the vertical boundary layer. For practical engineering 
purposes this represents a minor effect on the circulation and heat transfer but from a 
scientific perspective it highlights the refinement required for turbulence models to operate 
adequately within this Rayleigh number region.
2.2 Cylindrical Enclosures
Natural convection within horizontal and vertical cylindrical enclosures has also received 
significant attention. Within this section we shall only consider those works concerned with 
the horizontal cylinder both as a steady state and transient problem.
2.2.1 D ifferen tia lly  heated  enclosures
Early research into the differentially heated horizontal cylinder configuration (Figure 2.8) 
was dominated by the analytical consideration of the problem. Ostrach (1950), Weinbaum 
(1964), Ostrach (1968) and Ostrach and Menold (1968) all dealt with the differentially 
heated horizontal cylinder for varying phase angles. They all determined, based on a 
priori assumptions, that the core was relatively stagnant and isothermal. Gill (1966), 
for the differentially heated square cavity, produced the only early analytical analysis to 
conclude that the core would be relatively stagnant but thermally stratified. Associated 
early experimental works were conducted by Martini and Churchill (1960), Ostrach (1968), 
Ostrach and Menold (1968), Brooks and Ostrach (1970), Ostrach (1972) and Sabzevari and 
Ostrach (1974). All these studies have been extensively reviewed by Ostrach and Hantman 
(1981) and also by Ostrach (1988).
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Figure 2.8: Differentially heated horizontal cylinder with arbitrary phase angle (f) applied 
to heating orientation.
While all these researchers considered the differentially heated configuration, with vary­
ing heating orientations, the imposed boundary conditions differed. Martini and Churchill 
(1960) applied different uniform temperatures to the two halves of the cavity circumference. 
Ostrach (1968, 1972), Ostrach and Menold (1968) and Sabzevari and Ostrach (1974) ap­
plied a sinusoidal temperature variation, while Brooks and Ostrach (1970) imposed a ‘saw 
tooth’ distribution. While all these heating configurations differ their similarity is obvious. 
Experimental observations revealed that, for the case where the phase angle (f) (See figure 
2.8) was zero, all the experiments given above resulted in a thin boundary layer and strati­
fied ‘stagnant’ core. Varying boundary condition phase angles were considered within these 
works. For 0 = tt/2 (heating from below) the core was found to be isothermal and three 
dimensional. Sabzevari and Ostrach (1974) also dealt with the intermediate phase angle of 
0 = 7t/4 for which they found that the core had an isothermal rotating character. However 
Brooks and Ostrach (1970) observed thermal stratification at this and other {(j) = 0, tt/12, 
7t/4 and tt/3) intermediate phase angles. No other works to date have concerned them­
selves with these intermediate states and therefore uncertainty still remains regarding the 
dependence of the core distribution on the heating phase angle. Brooks and Ostrach (1970) 
also presented streamline plots obtained from particle tracking shown here in part in figure 
2.9. These they conducted for Ra = 3.1 x 10^  using silicone oil as the working fluid, which 
has a Prandtl number of Pr  = 19950. These can be seen to be very similar to like plots 
presented for the differentially heated rectangular cavity case at these Rayleigh numbers. 
Cood qualitative agreement is also observed with the numerical work of Xin, Le Quéré and 
Daube (1997), to be discussed later in this section.
Experimental evidence of a core consisting of stably stratified almost stagnant fluid, 
coupled with the analysis of Cill (1966) illustrated the failure of earlier analytical ap­
proaches. Knowing this Ostrach and Hantman (1981) reconsidered the problem analyti-
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Figure 2.9: Streamline patterns for differentially heated cylindrical inclosure with arbitrary 
heating angle 4> to the horizontal of 0, tt/1 2 , 7t/4 & tt/3  from experiments of Brooks and 
Ostrach (1970) at Ra = 3.1 x 10^ and Pr = 19950.
cally. They were able to provide a model for cases where the heating phase angle ranged 
over —90° < <p < 70°. The solutions suffered from a number of limitations; they were not 
valid near the top or bottom of the cylinder and the solution was decoupled in the azimuthal 
direction preventing any circumferential diffusion of heat. The model was therefore severely 
limited but represents the best analytical treatment of this problem to date.
Numerical analysis of this configuration has received very little consideration. To the 
best knowledge of the author only three works exist, those of Martini and Churchill (1960), 
Heliums (1961) and much more recently Xin et al. (1997). Numerically, Martini and 
Churchill (1960) applied different uniform temperatures to the two halves of the enclo­
sure circumference as they had for their experimental investigation. However, they were 
unable to solve the entire governing equations with the resources at their disposal. Solu­
tions for the temperature field were presented after specifying the velocity field based on 
their experimental results. The resulting computed temperature fields were in rough agree­
ment with those observed experimentally but offered less information than the experiment. 
Heliums (1961) considered the same boundary configuration as Martini and Churchill for 
Rayleigh numbers of 2.52 x 10^, 3.44 x 10® and 5.60 x 10^ for a fluid of Pr = 0.7  and 
Ra = 4.92 X 10^ for a fluid of Pr = 10. Both steady state and transient flows leading to
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steady state, from an isothermal start, were dealt with. Agreement with the limited data 
of Martini and Churchill (1960) is reasonable for temperature and velocity boundary layers 
and the overall heat transfer, which was found to scale as Nu = 0.356i?a^/'^. We note the 
similarity with the scaling offered for Nu for the differentially heated rectangular cavity. 
Again the computational limitations at the time prevented much illumination of the ffow 
structure.
More recently this configuration has once more been addressed. Xin et al. (1997) con­
sider the differentially heated configuration with a cosine temperature boundary condition 
with a phase angle of zero. Both steady state and transient situations are dealt with for
0.7 < Pr < oo and 1.6 x 10® < Ra < 1.6 x 10 .^ They were primarily concerned with the 
structure of the steady convection, the nature of the transients and the onset of unsteadi­
ness. There simulations employed a pseudospectral method to solve the unsteady equations 
in polar coordinates. For steady flows they were able to observe the migration from the 
conduction to convective regime. The later being characterised by a narrow circulating 
boundary layer flow and an isothermal relatively stagnant core, shown in part here for 
Pr = 20 in figure 2.10. Comparison between the streamline image for Ra =  5 x 10  ^ and 
that of Brooks and Ostrach (1970) (Figure 2.9(a)) for Ra = 3.1 x 10  ^ and (f) = 0 shows good 
similarity despite the the boundary condition and Prandtl number differences. The Prandtl 
number effect on the solution was shown by Xin et al. to vanish rapidly for increasing P r, 
with fluids where P r  > 3 showing almost no P r  variation. Both the azimuthal velocity and 
thermal boundary layer thickness were shown to scale classically as Ra~^^"^ and {a/D)Ra}/ ‘^ 
respectively, but the momentum boundary layer thickness was found to be independent of 
P r. The Nusselt number representing the heat input into the cylinder was defined to be 
the sum over the arc tt < (j) < 2tt. This does not actually coincide with the surface of heat 
input which is shifted by a phase angle relative to the heating orientation, but was decided 
upon by the authors as it kept with the more traditional representation of the hot and cold 
boundaries. Scale analysis for natural convection boundary layer over a vertical flat plate 
suggests that the Nusselt number scales like Xin et al. found the scaling for the
differentially heated cylindrical enclosure to vary between and Pa®'®®® over their
Prandtl number range, with the average being Pa®'^®. It is worth noting that the work of 
Heliums (1961) found a scaling of Pa® ®®®.
Investigation of the transient flow features, present in the approach to the differentially 
heated steady state, was also carried out. It was found that this approach was dominated 
by internal waves, of fixed period, the final steady state being achieved in an oscillatory 
manner through their decay. This is similar to that observed in differentially heated square 
cavities as reported by Patterson and Imberger (1980). The wave period was shown to 
closely match that predicted by Thorpe (1968) for standing internal gravity waves. The 
work of Brooks and Ostrach (1970) and Xin et al. (1997) is considered further in appendix 
B where simulations of differentially heated cylindrical enclosures is conducted as part of 
the present study.
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Figure 2.10: Streamline and isotherm patterns for differentially heated cylindrical inclosure 
from Xin et al. (1997). For f r  =  20; 77a = lO'^  (a), 77a = 5 x 10  ^ (b), 77a =  10  ^ (c) &
R.a = 5 X  10'^  (d).
From examination of the work undertaken concerning the differentially heated cylindri­
cal enclosure it is apparent that significant opportunity still exits in the development of 
onr understanding even for this apparently simple configuration. Further analytical work 
is required if we are to obtain a universal description for the flow. It is also apparent that 
the possibility for more extensive numerical solutions exists not only regarding parameter 
changes concerning Pr  and Ra but also in considering varying heating angles and boundary 
configurations (i.e., sinusoidal, saw-tooth, etc.).
2.2 .2  U n ifo rm ly  h e a te d /c o o le d  en closu res
As with other transient cases this particular configuration has received little attention. The 
horizontal cylindrical enclosure, as shown in figure 2.11, is subjected to a uniform change 
in temperature at its circumferential boundary. It is therefore only the transients that are 
of concern as the initial and final steady states are isothermal and stationary. All studies 
have so far, only been concerned with the experimental investigation of the problem. Maahs 
(1964) along with his experiments did also conduct a numerical investigation but was unable 
to realise a solution, due primarily to the computational limitations of the time.
Maahs's (1964) appears to be the first to have considered this arrangement. He in- 
vestigated experimentally the horizontal cylindrical enclosure with a uniform and constant 
wall heat flux, using helium [Pr ~  0.7), air [Pr % 0.71), water [Pr % 7) and glycerol- 
water mix (75% by weight glycerol in water, Pr  % 353) over the Rayleigh number range 
3 X RT < 77a < 1 x 10 .^ The Rayleigh number was defined, as in the rest of this work, by 
the cylinder diameter D and initial temperature difference AT i.e., Ra — [gf3ATD’^ )/[iya). 
His experimental apparatus consisted of an electrically heated horizontally mounted copper
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Figure 2.11: Horizontal cylindrical enclosure with uniform wall temperature.
cylinder six inches (152 mm) in inside diameter, 0.25 inches (6.35 mm) in wall thickness 
and two feet (610 mm) in length. Local temperatures inside the test section were measured 
by thermocouples located both in the fluid and flush with the inner surface of the heated 
wall. Qualitative visualisation of the flow was possible with dye and smoke injection for liq­
uids and gases respectively. Rough indications of the flow structure were produced and are 
reproduced here in figure 2.12 along with isotherm plots generated from the thermocouple 
data. From these we can clearly see a Prandtl number effect as the vigour of the convective 
motion is suppressed with ascending Pr. The mean heat transfer rate into the cylinder was 
calculated based on the fluid bulk temperature which was calculated by integrating over 
the temperature field as recorded by the immersed thermocouples. This was then used to 
calculate a transient Nusselt number which Maahs was able to correlate independently of 
time for all liquids as;
m  =  1.215Ra°'^^°
and dependent of time for the gases, as
m  = 5.523Ra-°
(2.3)
(2.4)
Where Fo is the Fourier number which is written as Fo = tX/{r‘^pCp), t is time, A the 
thermal conductivity, r  the cylinder radius, p the density and Cp the specific heat. It 
should be noted that the initial transients were omitted from the fits for the liquids as they 
resisted all attempts at correlation. Correlations for the liquids was only slightly improved 
when time was included, which it was surmised indicated the existence of a quasi steady 
regime during this transient phenomena, a finding to be reiterated by later studies.
Evans and Stefany (1966) considered this same arrangement but for a constant uniform 
wall temperature. Evans and Stefany investigated both vertical and horizontal cylindrical 
enclosures. A wide range of fluids were used in cylinders of diameter 2 and 2.5 inches
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3 M IN UTES
AIR 
14 MINUTES
WATER 
2  MINUTES
WATER
8 MINUTES
A IR  
2 9  MINUTES
WATER 
4 4  M IN U TE S
GLYCEROL-WATER GLYCEROL-WATER GLYCEROL-WATER
3 9  MINUTES
2.12: Quantitative temperature and qualitative velocity fields for air {Pr % 0.71), 
water {Pr % 7.1) and water & glycerol mix {Pr % 353) for Ra % 5 x 10' from Maalis 
(1964).
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(50.8 to 63.5 mm) and length to diameter ratios of 0.75, 1.0, 1.5 and 2.0 to provide a
Rayleigh number {Ra^s) range, based on cylinder length and initial temperature difference,
of 6 X 10  ^ < Ra^s <  6 X 10  ^ for Prandtl numbers from 7 to 7000. The only measurements 
made were of the volumetric expansion though some flow visualisation was also undertaken. 
From their visualisations they also observed some small eddying motion at the bottom of 
the enclosed fluid. They also observed a quasi steady state portion within the transient 
period that for all configurations considered correlated as;
m  (2.5)
where R ües is based on the cylinder length.
Deaver and Eckert (1970) considered the transient convection within a long horizontal 
cylinder whose walls were maintained at a uniform temperature which changed at a steady 
rate. They were able to enforce a quasi steady state period in which the local temperature 
gradients and velocities were almost independent of time by maintaining a constant heating 
(or cooling) rate. Deaver and Eckert defined the Rayleigh number based on the cylinder 
diameter and the instantaneous temperature difference between the cylinder wall temper­
ature and averaged bulk fluid temperature. Fluid properties used in the calculation of this 
Rayleigh number (here after referred to as Rude) were also evaluated at the instantaneous 
average bulk fluid temperature. Under this definition Deaver and Eckert considered prob­
lems in the range of 3 x 10^  < Ra^E < 1 x 10  ^using two fluids, water (Pr % 7) and ethylene 
glycol (P r % 142).
Temperature field data was collected over this ‘steady state’ period using interfero- 
metric images, reproduced in part in figure 2.13. These were obtained using a Goldstein 
interferometer, a variation of the Mach-Zehnder type, as described in Goldstein (1965). The 
asymmetry visible in figure 2.13 is an optical artefact from the experimental setup that was 
corrected for in their analysis. From these images Deaver and Eckert constructed isotherm 
plots for the ‘steady state’ regime which they then used to calculate local and average heat 
transfer values. The average heat transfer was also calculated from measurements of the 
volumetric expansion of the fluid contained within the enclosure. Good agreement was 
obtained between the two different methods. Gorrelation of the heat transfer data revealed 
that, with decreasing Rüde, the experimental data asymptote toward the conduction solu­
tion. Deaver and Eckert’s (1970) results indicated that for Ra^E ~  10^  conduction was the 
predominant mode of heat transfer. Whereas, for Rude > 5 x 10^  the solution was domi­
nated by convection. Over the intermediate range, 10^  <  R ûde <  5 x 10 ,^ both mechanisms 
vied for dominance. For Ra^E > 5 x 10^  they were able to correlate their convective heat 
flux data as given by the Nusselt number (Nu) with the equation:
m  = 1 .181R o°f\ (2.6)
In addition they presented images from dye trace flow visualisation experiments. These 
are reproduced in figure 2.14 for Ra^E ~  1-5 x 10® and Pr  % 4.7. The dye was released
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Figure 2.13: Temperature field as given by Macli-Zelinder Interferometer for a water filled 
cylindrical enclosure from Deaver & Eckert (1970).
into the enclosure near the bottom of the cylindrical enclosure. From these images it is 
possible to discern the dye path through the boundary layer around the circumference of 
the cylinder. Near the top of the enclosure the dye is seen to move away from the wall as 
its vertical direction is reversed for its slower transit vertically down through the core of the 
enclosure. From these images Deaver and Eckert took the flow to be laminar throughout the 
entire enclosure for Ruoe = 1-5 x  10®. Visualisations at Ra^E ~  6 x 10® revealed apparent 
turbulent motion in ‘certain portions of the section’, these being more noticeable near the 
bottom of the test section. They unfortunately do not include visualisations of this case and 
therefore we are unable to determine if they observed the plume like structures as reported 
by Hauf and Grigull (1970), as discussed next.
Another interferonietric study was carried out by Hauf and Grigull (1970) in which 
they used the Mach-Zehnder interferometer. They were concerned with the effect that the 
convective process had on the heat-iip (or cool-down) over that predicted by conduction 
methods. For this they considered the case of heat up from an initial isothermal state after 
application of a step change in the uniform wall temperature. The working fluid was water 
[P'f % 7) and the Rayleigh numbers presented were Ra = 1.59 x lO'^  and 7.55 x 10®. Their 
iiiterferogrammes, reproduced here in figures 2.15 and 2.16 show the evolving thermal field 
during heat up from the initial isothermal state. Hauf and Grigull were able to generate 
both temperature and heat flux data from these images. From this, Hauf and Grigull 
were able to conduct a comparison of the temperature variation across the vertical axis of 
the cylinder with that for the identical conduction problem, as shown here in figure 2.17. 
This very clearly illustrating the accelerated core temperature and mean temperature drop 
associated with the convective process. In addition, the temperature profiles, in figure 2.17, 
show clearly the thin unstably stratified layer of fluid at the bottom of the enclosure.
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Figure 2.14: Dye trace flow visualisation in a water fliled cylindrical enclosure from Deaver 
& Eckert (1970). R.cioe ~  1.5 x  10 ,^ Pr  % 4.7.
'Ms
Figure 2.15: Temperature field as given by Macli-Zelmder interferometer for a water fliled 
cylindrical enclosure at B.a % 1.2 x 10'^  for Pr  % 7 from Hauf & Grigull (1970).
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Figure 2.1C: Temperature field as given by Macli-Zelmder interferometer for a water filled 
cylindrical enclosure at Ra % 5.7 x 10^  from Hauf & Grigull (1970).
Figure 2.15 and 2.16 show the isotherm images that Hauf and Grigull obtained. From 
these we can see a marked change in flow behaviour between the lower and upper Rayleigh 
number runs. For R.a % 1.2 x 10*^  we see a very similar behaviour to that reported by Deaver 
and Eckert (1970) and Maahs (1964) with thin thermal boundary layers and the gradual 
build up of heated fluid in stratified layers at the top of the cylinder. For Ra % 5.7 x 10' 
we observe similar behaviour with the addition of transient plumes emerging from the 
boundary layer at the bottom of the cylinder. Interestingly the two runs presented reside 
in the steady and unsteady Rayleigh number ranges as found by Xin et al. (1997) for the 
differentially heated cylinder. The images from Hauf and Grigull show that the instabilities 
arise before the core fluid has undergone any significant temperature change from the initial 
state. These plume like artefacts are seen to some extent in the qualitative velocity fields of 
Maahs (1964) although, his measurement techniques prevent the capture of such relatively 
fast transient features. The plumes arise due to the unstably stratified layer at the bottom 
of the enclosure. Gonvection arising from such heated from below configurations is known as 
R.ayleigii-Bénard convection. The degree of instability for such a layer, over a fiat horizontal 
surface, is measured by the Rayleigh number {Ran) based on the layer thickness and the 
temperature difference across it. Increasing Ra would therefore seem to result in increasing 
Rai-{. It will be argued later that, while this instability exists, the onset of plumes does not 
occur at Rayleigh numbers Ra as low as those considered by Hauf and Grigull (1970). It is 
believed that the appearance of plumes in their experiments is the result of experimental 
imperfection. This will be demonstrated later by the results from this work.
Detail regarding the flow structure and temperature field for high Rayleigh number 
flows has not been addressed by any of these works. To this end Beloff, Bejan and Campo 
(1988) conducted an experimental study for the range, 8 x 10' < Ra^E < 3 x 10  ^ for
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Figure 2.17: Vertical axial temperature profiles for a water (P r = 7.1) filled cylindrical 
enclosure at Ra % 1.2 x 10'^  from Hauf & Grigull (1970). Solid line convection result, 
dotted line conduction solution.
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water {Pr % 7) and water-glycerol solutions (P r 0(100)). Measurements were made using 
thermocouples mounted along the vertical axis and through the use of the thymol blue pH 
indicator technique as described by Baker (1966). Unfortunately they were unable to offer 
any significant visualisation of the velocity or temperature field. The work did however 
provide fluid temperature measurements along the vertical axis and volumetric expansion 
recording, from which, in a similar vein to the earlier research, a quasi steady state regime 
was identified. The average Nusselt number data from this quasi steady state regime for 
the water and water-glycerol solutions correlated as:
Nu = 0,03i?a“f . (2.7)
This is some 30% higher on average than that predicted by the extrapolated correlations 
of Maahs (1964), Evans and Stefany (1966) and Deaver and Eckert (1970). This was at­
tributed to the earlier correlations being based on laminar flows while the authors believed, 
from the limited flow visualisation, that the current flow was turbulent.
From the cited works within this section we are left with the view that an interesting 
and important area of natural convection flows has received little attention with the existing 
works providing a far from unified picture of this problem.
2.3 Conclusions
The preceding pages of this chapter have attempted to provide an overview of some of the 
existing works concerned with boundary layer dominated internal natural convection. It is 
clear from this review, of only a limited section of confining configurations, that the problem 
of internal natural convection has received a considerable degree of attention. Analytical, 
experimental and numerical work have been conducted for many geometrical configurations 
and Rayleigh and Prandtl number values. In particular, increasing computational facili­
ties is enabling high accuracy simulations to be performed for laminar, transitional and 
turbulent problems.
Workshop meetings such as the joint EUROTHERM/ERCOFTAC workshop held at 
Delft in 1992 have helped to demonstrate the short comings of many of the commonly used 
two equation models in dealing with laminar-turbulent transitional natural convection. In 
particular, the standard high Reynolds number k-e model has been shown to be totally un­
suitable for transitional/ turbulent natural convection flows. Of the low Reynolds number 
k-e models, that of Launder and Sharma (1974) has been shown, at least for rectangular 
cavities, to perform reasonably well. The advent of solutions from 2D direct numerical sim­
ulations (DNS) for Ra < 10^° in the rectangular differentially heated cavities has shown, 
however, that all the low Reynolds number k-e models predict laminar to turbulent bound­
ary layer transition late. The limitations of the 2D DNS works, with regard to the inherent 
3D nature of turbulence, is appreciated and the arrival of full 3D solutions is still required 
in order to fully validate these transitional numerical solutions.
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The large majority of, experimental and numerical, work on boundary layer dominated 
internal natural convection flows have been concerned with the differentially heated rectan­
gular cavity. On the other hand, analytical studies, predominantly from the 1960’s and 70’s, 
have concentrated on the differentially heated cylindrical enclosure. This case also received 
significant experimental interest over the same period. The large majority of these works 
have, in turn, been concerned with the steady state regime. Recently interest has grown in 
the transient regime. This has undoubtable been driven in part by increasing computational 
resources that now make the numerical investigation of such problems practical.
Of particular interest within this thesis is the transient problem of the uniformly heated 
horizontal cylindrical enclosure. This configuration has, until the current work, only been 
considered experimentally. These prior investigations have primarily focused upon the heat 
transfer and thermal field. While the uniform boundary conditions of this problem result 
in an inherently transient flow, several of these earlier investigations have focussed on the 
flow during a supposed quasi steady state period. This has resulted in very little being 
known about the transient evolution of the flow.
The aim of the current work is to conduct an extensive investigation of the transient 
heat up of a uniformly heated horizontal cylindrical enclosure from an initial isothermal 
state. It is intended that this provide detailed information regarding a configuration that 
has been little considered.
Chapter 3
Theoretical Considerations
This chapter is intended to provide the theoretical basis on which the discussion within this 
work shall be conducted. Detailed descriptions of such aspects as the equations of motion 
and the defining equations of natural convection and internal waves can not and will not 
be attempted here. Such can easily be obtained by the reader from many texts, including 
Ti'itton (1988), Bejan (1994) and Turner (1979).
Section 3.1 states the governing equations and the simplifying assumptions that have 
been made throughout this work. In section 3.2 the scale analysis of a naturally convected 
boundary layer is undertaken in order to define the scales for velocity, time, boundary layer 
thickness and heat transfer of such flows. In chapter 2 it was reported that enclosed con­
vective flows have been found to display a transient oscillatory behaviour in accordance 
with the existence of internal gravity waves. Section 3.3 therefore presents a brief de­
scription of this phenomena. Finally in section 3.4 the numerical schemes used within the 
computational section of this study are described.
3.1 Convective Flows -  Governing Equations
A set of partial differential equations are required to describe a fluid system in a state 
of transient natural convection. These are i. the continuity equation, ii. the momentum 
equations and iii. the equation of thermal energy. Assuming that the fluid is Newtonian 
and homogenous with pressure and gravitational forces the only external influences, then 
the appropriate equations of motion for the present problem can be written as:
dt dxi
= 0 (3.1)
dt  ^dxj p dæ* p
(3.2)
(3.3)
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where t is time, p fluid density, y kinematic viscosity, A thermal conductivity, Ui the velocity 
components, p pressure, F  the body force (buoyancy in this case), T temperature, q the rate 
of internal energy generation per unit volume within the fluid and $  the viscous dissipation 
function.
In considering natural convection flows it is possible to make some simplifying assump­
tions. These are; i. invariant fluid properties except for the density in the body force term 
of the momentum equation (the Boussinesq approximation), ii. constant external pressure 
and iii. negligible viscous dissipation ($). Under these assumptions equations (3.1)-(3.3) 
reduce to;
=  0 (3.4)
=  "(if)
where g, a, T  and Tq are the gravitational vector, the thermal diffusivity, the coefficient 
of thermal expansion, the local temperature and a reference temperature of the fluid re­
spectively. P = p + pT, where pT is the hydrostatic pressure which by assuming g to be 
uniform can be written as T = gy^ where y is the vertical coordinate direction.
3.2 Natural Convection Scale Analysis
In the preceding section we defined the governing equations with relation to the current 
problem. Before considering the solution of these equations numerically, we will first use 
scale analysis to develop our understanding of the physics that control and define the natural 
convection process. The following analysis is carried out along the lines of Patterson and 
Imberger (1980) and Bejan (1994) who deal extensively with the cases of the infinite flat 
plates and differentially heated cavity.
We shall consider the case of a thin 2D boundary layer on a vertical, uniformly heated 
wall. This is done on the assumption that the flow within our cylindrical cavity is boundary 
layer dominated and therefore for scale analysis the geometrical difference in this case is 
of little consequence. It is appreciated that the continuous change in the orientation of 
the heated boundary, horizontal upward facing to vertical to horizontal downward facing, 
might be relevant to the actual solution or a particular local scaling.
Before starting, we shall restate the three most important non-dimensional groups 
within natural convection. These have been given in section 1.1 in some more detail but are 
repeated here as they are pivotal within the description of the scaling terms. The Prandtl 
(Pr), Grashof [Or] and Rayleigh {Ra) numbers are given by
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, G r = ^  , R a = ^ - ^ .
a ya
Now we shall define certain scales. As stated above we shall consider the boundary layer 
flow over a vertical flat plate, this will have the vertical extent y ^  L. The boundary layer 
thickness is considered to consist of two length scales; x Ôt is the thickness of the thermal 
layer and æ ~  is the thickness of the momentum (or dynamic) layer. In all cases the 
vertical extent of the boundary layer is considered far greater than its thickness i.e., L ^  Ôt 
and L ^  Sy. The velocity of the fluid within the boundary layer will be have vertical V  and 
horizontal f7, or normal and parallel to the surface, components, where V U. In addition 
the notation O means order of magnitude and ~  means the same order of magnitude as.
Fluid adjacent to a surface at an elevated (or lower) temperature will increase (or 
decrease) in temperature. The transfer of heat at such a solid/fluid interface occurs through 
conduction. From the energy equation (3.6) we can see that the change in thermal energy 
of the fluid layer adjacent to the surface must be balanced by a change in the inertia (term 
1 LHS equation (3.6)) and/or advective (terms 2 & 3 LHS equation (3.6)) behaviour of the 
fluid. Considering solely the fluid in the immediate vicinity of the heated (cooled) wall we 
are able to re-write the energy equation, in terms of the above scales, as
AT  ^ AT _ AT AT AT _  _
\  ^ / \  /
Inertia Advection Conduction
From the conduction terms we can drop aAT/T^ if we accept that the characteristic 
length (T) of the heated (cooled) surface is much larger than the thermal boundary layer 
thickness (Ôt )- This cannot be extended to the advection terms as continuity tells us that 
these terms are equal.
If we confine our attention to the period immediately after the temperature differential 
is initiated {t = 0^), hereafter referred to as regime I, then we can assume that the energy 
balance is solely between inertia (AT/t)  and conduction {aAT/6‘^ ). This is possible by 
assuming that the advection time scale is large in comparison to that being dealt with here 
and therefore no advective motion has occurred in this time. This gives a relationship for 
the thermal boundary layer growth of
6r ~  (3.8)
Such a heated (cooled) layer will want to rise (or fall) with some velocity V. To de­
termine how this velocity will scale we must consider the momentum equations. Following 
Bejan (1994) we eliminate the pressure term from both momentum equations to give;
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I  n ertia + A d vec tio n
= V
_dx \  dx^ dtp' J  dp \  dx^ dy^ y +  g l 3 ^  . (3.9)
F ric tio n  B u o ya n cy
From earlier arguments L ^  5t  ^ and assuming that the terms within the braces are 
of the same order then we can disregard those of d/{dy). Further, since we are within 
regime I, as defined previously, the advective terms can also be considered negligible (also 
stated earlier). This presents us with a balance between inertia and buoyancy or friction 
and buoyancy;
V_ ^
ÔtÎ ’
In e r t ia  F r ic tio n B uoyancy
(3.10)
B uoyancy
By normalising with friction we are able to obtain a much clearer picture of the ratio 
of terms. This is furthered by recalling that within regime I, 5t ~  and that the
Prandtl number is defined as Pr = i//a , leaving us with the balance as described by;
1 , 1 . .  i È P ^ .  (3.11)
F ric tio n
In e r t ia
From this we see that for fluids of P r  C  0(1) the balance is between inertia and buoy­
ancy while for fluids where P r  3> 0(1) the balance exists between friction and buoyancy. 
It is this latter category of fluids, which for this study include water (P r =  7.1) that the 
ensuing arguments will deal. Before continuing it is worth noting that Bejan (1994) states 
that this argument also holds marginally for air (P r =  0.71). It is surmised that this ar­
gument is based on the inertia and friction terms being of the same order in such a case 
and therefore the selection of the left hand term not being pivotal within the scaling. This 
argument has been used within the published literature on many occasions. Therefore, in 
order to facilitate comparison, the following scalings have been used within this work also 
when air is considered as the working fluid.
From the relation (3.11), taking the friction and buoyancy balance we develop the 
following transient scaling for the boundary layer velocity within regime I;
y  ^  (3 12)
u
The preceding arguments are based on the assumption of an initial regime for which 
the time scale is far smaller than that characterising advection of the fluid i.e., V / H  <C l / t .
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Once advection has been established we enter a second regime for which the advective time 
scales are relevant. It is necessary now to reconsider the energy equation. The previous 
balances of inertia and conduction or advection and conduction, as shown in equation 
(3.7), can now be considered to be dominated by the latter balance. This requires the 
assumption that the long time behaviour is steady state or at least quasi-steady. Further 
to our comment regarding the advection terms, we now choose to form the balance with 
the vertical velocity component as this more generally defines the process of the flow (i.e., 
a highly mobile vertical advective boundary layer), giving
-  ■ (3.13)
A dvection  C onduction
By considering the transition between regime I and II i.e., from the conductive to 
advective regimes, to occur at a time tf ,  we are able through substitution of our definitions 
from regime I, for the boundary layer velocity (3.12) and thickness, (3.8) into equation 
(3.13), as derived for regime II, to determine the time scale for the onset of the advective 
motion;
~  )  '  -  R a - ^ I ^ ( C \  (3,14)\g(5/STa)  \  a  ^
at which time the boundary layer thickness and velocity are scaled as,
St{ ~  Ra-^/“'L (3.15)
Vf  ~  Ra^f^ ( ^ )  (3.16)
However, we have thus managed to determine scaling for time, velocity and boundary 
layer thickness. These are summarised here in table 3.1. Values of and for the 
current problem, assuming a working fluid of air or water at 20° C and a driving temperature 
difference AT = 1°C, are presented in appendix C.
Flow Characteristic Units Symbol Non-dimensioning group
Time s r^ef
Boundary layer velocity m s~^ ^ e f
Boundary layer thickness m 4ef Ra-^/^L
Table 3.1: Non-dimensioning scaling parameters for time, velocity and boundary layer 
thickness.
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We have as yet not considered the thickness of the momentum boundary layer Sy. This 
is because within the literature their exist two contradictory arguments, neither of which 
effect the other scaling undertaken within this chapter, Bejan (1994) has proposed that 
the thermal and momentum boundary layers for Pr ^  1 are of differing thickness. This 
is based on considering a region external to the thermal layer where buoyancy is negligible 
and a balance exists in the vertical momentum equation (3.10) between inertia and friction. 
For Pr  1 the momentum boundary layer thickness Sy therefore scales as ôy ~  ôxPr^^^, 
while the thermal boundary layer thickness St scales as Ra~^/^L as in table 3.1. Xin (1998), 
based on arguments first put forward by Gill (1966), has shown this balance to be incorrect. 
He has shown that there is only a single boundary layer thickness i.e., Sy =■ St  ^ for steady 
state internal natural convection when P r  ^  1. He also shows, for transient flows, that in 
the very early transient phase, as argued by Patterson and Imberger (1980), a two layer 
structure does exist. However, this structure is short lived being superseded during the 
later transient period by a single layer structure. Xin (1998) supported this with numerical 
solutions and it has further been seen to be the case in the present work (See chapter 4 
page 129 and chapter 5 page 165).
Xin’s (1998) analysis of the early transient period coincides with phase I as considered 
previously in this section. This period is defined by a balance between thermal inertia and 
conduction (equation (3.7)). Application of the unsteady heat conduction formulation, by 
Xin, for a semi-infinite medium (Goldstein and Briggs (1964)) showed, for Pr  ^  1, that the 
velocity may diffuse very rapidly into the cavity core due to high viscosity i/, and therefore 
there may be a two layer structure. The balance in this case is one between diffusion and 
pressure, the exact scaling of this feature is unresolved.
In the latter transient phase i.e., t )$> or the steady state the boundary layer struc­
ture proposed by Xin (1998) is significantly different. In this phase the vertical momentum 
balance is written as.
Z i  'T .
51L ’ 61
In e r t ia  F r ic tio n  B uoyancy
By rescaling this with the buoyancy term we get,
1 ^4
(3.17)
In e r t ia  F ric tio n
Here the inertia terms scale as Pr~^ which for Pr ^  1 results in the inertia terms always 
being small compared with the friction terms. The balance in the boundary layer is therefore 
always between friction and buoyancy. From the vertical momentum equation, written for 
the momentum boundary layer thickness Sy, this balance remains the same. The thickness 
of the thermal and momentum boundary layers, therefore scales as Sy = St ^
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A quantity of importance in many convection problems is the heat transfer through a
surface into and out of the fluid. This is commonly expressed in terms of the local Nusselt 
number Nu which is written as,
Nu = ^  (3.19)
where h is the heat transfer coefficient, L the length scale and A the thermal conductivity.
The heat transfer coefficient h can be written as,
-A
(3.20)
where T^ , and Too are the temperature of the wall and the ambient fluid and dT/dn  is the 
temperature gradient normal to the wall at the wall. The average Nusselt number Nu can 
therefore be written as
L r  dT dm (3.21)
where m is taken along the w all. For the cylindrical geometry of concern here this equation 
is written as
d# (&2^
where D is the cylinder diameter, AT the initial driving temperature difference and 6 the 
azimuthal coordinate direction.
In terms of scale analysis, assuming that the fluid temperature changes from T^ at the 
wall to Too over the thermal boundary layer depth 5^ then equation (3.20) can be written
as
Equation (3.22) can now be written as
r. (&24)
O'jp
which, recalling the scaling for St from equation (3.15), can be rewritten as,
jNw -, (3.25)
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3.3 Internal Gravity Waves
Numerous authors, most notably Patterson and Imberger (1980), have observed oscillatory 
behaviour in confined naturally convective flows in their approach to the steady state regime. 
The majority of such studies have concerned themselves with the differentially heated rect­
angular cavity case, but recently Xin et al. (1997) showed that similar behaviour is observed 
in the differentially heated cylindrical cavity. These oscillatory phenomena have been shown 
to correspond to internal gravity wave motion. These are phenomena frequently encoun­
tered in atmospheric and oceanic flows and we therefore briefly introduce the subject as it 
relates to the results presented for the current configuration in chapters 4 and 5. For further 
study of these phenomena the books of Turner (1979) and Gossard and Hooke (1975) are 
recommended.
Gravity waves only exist in stratified fluids as they result from buoyancy restoring forces. 
If we consider a fluid parcel displaced vertically in a stably stratified medium, the buoyancy 
difference between the parcel and its environment will produce a restoring force, accelerating 
the parcel back toward its equilibrium position. When it returns to its initial height, the 
fluid parcel is not at rest, but moving and therefore it overshoots. This oscillation, through 
the equilibrium position, would continue indefinitely but for the the effect of dissipative 
forces. The frequency that such a parcel oscillates at is the Brunt-Vaisala frequency Af 
(units: rad s“ ^), which is defined below. The importance of gravity waves is in their ability 
to transport momentum and energy through a stratified medium effectively. In internal 
natural convection they have also been seen to govern the extent of the transient phase and 
therefore are important in simulation and prediction of these flows.
In order to gain insight of the structure and behaviour of gravity waves, we consider the 
two dimensional set of Boussinesq equations linearised about a quiescent background mean 
flow. This is given below,
nrr T
(3.26)
9 —  (3.27)
Po
(3.28)
(3.29)
where po is the background reference density. These equations can be reduced to a single 
equation for V ;
1 dp
dt Poa%
a y 1 dp
dt Poa%
dpo = 0
a?/
a y = 0
a /^
dP \_dx  ^ 0^2
cTv
+ = 0 (3-30)T lC
where A/^ is the square of the Brunt-Vàisâla frequency (or buoyancy frequency) and is
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written as
^ 2  =  (3,31)
/Oo
From equation (3.31) the Brunt-Vaisala frequency can be seen to be an indication of 
stratification as
> 0 ; stable stratification 
= 0 ; neutral
< 0 ; unstable stratification.
In order to gain more insight of the wave characteristics we have to go back to equation 
(3.30). Assuming wave like solutions for vertical velocity V, in the form
V = (3.32)
where Re{} indicates the real part of the enclosed expression, k the horizontal wave number 
(27r/wave length), m  the vertical wave number, uj the frequency of the waves, x and y the 
horizontal and vertical cartesian coordinates and t time. Substitution of (3.32) into (3.30) 
yields the dispersion relationship
A { k ' ^ V  + m '^ V } + jA { - k ^ V )  = 0 (3.33)
or
From this equation we see that uj = ±{J\fk)/{k‘^ -f and for a physical solution w
must be greater then zero. Figure 3.1 shows the distribution of phase and velocity for an 
internal gravity wave. The phase of the wave is constant along the slanting dashed lines. 
These lines of constant phase must satisfy the relation kx -f my = constant and therefore 
have a slope of
^  (3.35)Ax  m
i.e., for A; > 0 and m > 0, as in figure 3.1, the slope of the phase lines is negative, tilting
upstream with height. In figure 3.1 we also see the notation K  and CpK which represent
the wave number vector and the phase velocity respectively. is the vectorial sum of the 
wave numbers k and m  while C^k  = u j / l t . The phase speed of the waves in the x  and y 
directions, given by Cpx and Cpy, are defined as
= I  =  {k‘^ + m ‘^ y/2
______ ^  Q'7)
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Streamlines
\ \ Particle motion
K  and C ...
Figure 3.1: Basic parameters of internal waves in a stratified fiuid.
We should note that Cpx and Cpy are not the components of CpK- It can be seen that 
ÏÎ k > 0 and m > 0 then Cpx > 0 and Cpy > 0 and therefore the waves propagate down 
stream and vertically up as shown in figure 3.1.
As mentioned previously gravity waves propagate energy. This occurs at the speed and 
in the direction of the group velocity Cl- The group velocity is
dw dw
Q  — i^gx , Cgy) -
where
C,gx
dk dm
Afkm
{kP‘ +  m?)^l‘^
Again taking the case of A: > 0 and m > 0, as illustrated in figure 3.1, we see that 
Cgy < 0 {Cgx must fic posltive) and therefore the group velocity ^  is seen to align with 
the slope of the phase lines and advance vertically downward.
Additionally we can show that the Brunt-Vaisala frequency is the highest frequency at 
which buoyancy forces can support periodic motion in a stably stratified fiuid. The angle of 
inclination of the wave number vector i t  to the horizontal is given by cos“ [^A:/(A:^  +
This we note is the same as the angle, 6, between the lines of constant phase and the vertical, 
which is the same as the slope of a parcel trajectory. As a result equation (3.34) can be 
re-written as
u) = Mcosd. (3.38)
Thus, we can see that, waves exist for any frequency from zero up to the limiting Brunt- 
Vaisala frequency J\f, where u j  = J\f indicates solely vertical oscillation of the fiuid parcels. 
As mentioned previously for frequencies greater than Af there can be no wave like solution.
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3.4 M odelling Issues
Laminar and turbulent flows are both described, in the current environment, by the gov­
erning equations of continuity (3.4), momentum (3.5) and energy (3.6). For laminar and 
turbulent flows these equations are solvable numerically through Direct Numerical Simula­
tion (DNS). However for turbulent problems the direct solution soon becomes, with increas­
ing geometric complexity and/or turbulence levels, prohibitively expensive or simply not 
feasible with current computer resources. This is due to the existence of eddying motions 
covering ‘all’ length and time scales of the flow which reduce the above cited equations to 
only being appropriate instantaneously and for the requirement of numerical discretisation 
over distances of the order of the Kolmogorov length scale. The size and complexity of solv­
ing this directly has lead to the development of turbulence models. These models overcome 
this problem by only obtaining the averaged flow information, as described later, though 
in doing so restrict their accuracy.
Within this study we have used two numerical approaches, one employing spectral 
approximations and the other finite differencing. The first approach, used for the work 
presented in chapters 4 and 5, is based on code developed by Le Quéré, Xin and co­
workers in the Laboratoire d’informatique pour la Mécanique et les Sciences de l’Ingénieur 
(L.I.M.S.I.), C.N.R.S, France. Within the present work this has been modified, in order to 
simulate the uniform boundary condition and the conjugate configuration used in this study. 
The second is CFX-4.1 (hereafter simply referred to as CFX) a commercial code developed 
by ABA Technology, Harwell, U.K., results from which are presented for comparison in 
section 5.6. The double numerical approach was adopted in order to provide validation 
for the unique problem being considered here. Secondly, the spectral code employed no 
model for turbulent problems but rather solved the instantaneous governing equations in 
full i.e., through DNS. This it was hoped would allow the evaluation of the turbulence model 
employed for the CFX solutions for Rayleigh numbers where transitional and/or turbulent 
events occurred. In this section we shall briefly describe both of the above approaches.
3.4.1 Sp ectra l m odel
This model employs Chebyshev-Fourier spatial approximations, a grouping under the wider 
umbrella of spectral methods. For time stepping the second order Backwards-Euler/Adams- 
Bashforth scheme is used. Detailed descriptions of the numerical implementation of this 
model have been made in Xin, Le Quéré and Daube (1996), Xin et al. (1997) and Xin 
(1998). We shall start with a brief introduction to spectral methods in section 3.4.1.1 
before dealing with the more specific aspects of the current solution technique in sections
3.4.1.2 to 3.4.I.4.
Chapter 3. Theoretical Considerations 58
3.4.1.1 Introduction
Spectral models represent the dependant variables as a sum of functions that have a pre­
scribed spatial structure. The coefficient associated with each function can equally be a 
function of time as well. With this method a partial differential equation is transformed 
into a set of ordinary differential equations for the coefficients, which are usually solved 
with finite differences in time. Texts dealing with this subject include Gottlieb and Orszag 
(1993) and Boyd (1989).
The spectral procedure can be illustrated in the following way. Assume the partial 
differential equation
r(u) = /(a;,^) (3.39)
where A is a differential operator, u = u(x,t) and f{x , t )  is a specified forcing function. 
The above equation is to be solved with appropriate initial and boundary conditions. The 
variable u can be written in the form of a truncated series such as
IN
u{x,t) % u^{x,t) = Y^ai{t)^i{x)  (3.40)
i=l
where ai is the spectral coefficient, *^?s are the basis functions and u^{x,t)  —  ^ u{x,t) as
IN —  ^ oo. Substitution into the original differential equation leads to IN ordinary differen­
tial equations. The spectral coefficients are determined at each time step by solving this 
resulting set of ordinary differential equations. This is done by minimising what is known 
as the residual function, R{x] a^), which for a single time step is given as
R(^ X^  Uq5 1^? • • • 5 ®]n) ~  1
If we assume that the basis functions satisfy the boundary conditions imposed on u{x), 
then, since R{x,an) = 0 for the exact solution, the accuracy of the solution is determined 
solely by the series coefficients (a„). It is necessary to choose basis functions that will work. 
In this respect the majority of problems are best defined by Fourier series, if periodic, or 
Chebyshev polynomials. The cylindrical geometry of the problem considered in this work 
makes it natural to resort to the Chebyshev method in the radial direction while the periodic 
nature of the azimuthal direction means that the Fourier method is best here.
This highlights an important distinction of spectral methods in that spectral methods 
use global basis functions. In this way they do not subdivide the computational domain, 
applying low order polynomial requirements across several small consecutive cells, as do 
finite element or finite difference methods. Rather, spectral methods use polynomials of 
high degree i.e., of a degree determined by the number of grid points, that are non-zero, 
except at isolated points, over the entire computational domain.
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(a) (b)
Cu, = = 0
Figure 3.2: Computational domain for spectral code: (a) ideal boundary configuration and 
(b) conjugate boundary configuration.
3.4.1.2 Geometric configuration and governing equations
The computational domain of the spectral model is shown in figure 3.2. Both ideal (a) and 
conjugate configurations (b) are illustrated. The cylindrical enclosure (r, 6) G [0, i ]^ x 
[0, 27t] and wall (r, 6) G [i?, i? +  6] x [0, 27t] are considered two-dimensional, where R  is the 
radius, h the wall thickness. The wall, in the conjugate case, is made of extruded acrylic 
(See appendix C) and has a thickness h of 1.02 % of the internal cylinder diameter in order 
to match the experiments reported in chapters 6 and 7.
The fiuid is considered Newtonian and incompressible, of volumetric expansion coef­
ficient /), thermal diffusivity a  and kinematic viscosity u. The fiuid and solid material 
properties are distinguished by the subscripts /  and s respectively. The Boussinesq ap­
proximation is applied for all calculations.
The governing equations for the enclosed fiuid, written in polar coordinates, are;
, 1 a y  ^
■X— I----- 1----------— 0or r r do
dt dr r  d9 r
+ a^ i A _ lar'2 r dr y-2 ”b .^2 qq2
(3.42)
+ ~^ 9{p ~ Po) cos(0) (3.43)
ay _ay y ay c/y
“Ô7 "b ^"n ' Rû b------dt dr r do r
1 dP
—  ^  ^rp do
i_a
dr2 y. Qj,
1 1 ^
r2 7-2 a^2 -I— gip — Po) sin{6) (3.44) P
ar _ar yar i_a
r  dr
dT
dr
(3.45)
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and the governing equation for the wall of the conjugate problem is;
dt a,
a^T 1 ^  1 d^T
P j. 2 f  Q'p  *b  ^ 2  Q Q 2
(3.46)
Where t is time, U h V  are the radial and azimuthal velocity components, T temperature, 
P  the pressure deviation from the hydrostatic pressure and a  is the thermal diffusivity.
For both the ideal and conjugate boundary conditions the no-slip condition {Uw = 
Vw = 0) is applied at the fluid/wall interface. The boundary condition temperature Tw is 
assigned; for the ideal configuration at the solid/fluid interface r = R  and for the conjugate 
configuration to the outer surface of the wall r = R  + b (See figure 3.2), In order to solve 
the conjugate configuration it is not only necessary to solve the diffusion in the solid wall 
but also the continuity in temperature and heat transfer at the solid-fluid interface. The 
associated governing equations for temperature and heat transfer at the interface are.
■ / (3.47)
and
9T, _  dTf (3.48)
The governing equations are then non-dimensionalised with the reference quantities 
L — R  for length, Fj-ef — {o^/R) Ra^^“^ for velocity, — (-^^/^) Ra~^^^ for time where 
Ra = {gf3ATR^)/{i'a) and AT is the initial wall and fluid temperature difference, giving;
-^------1— Rq — 0dr r r du
(3.49)
Pr_  dp
dr Ra^P
1 a 2 a y
dr“^ r dr
-T rT cos(a ) (3.50)
ay ,,ay y ay c/y
dt dr r du r
+
Pr1 dp a^ 1 a 
+  -
1 a^
df2  y. 7*2 7-2 pq2
2 ac;
aa
-j-TrTsin(^) (3.51)
dT dT V d T
iîal/2
A  l A  l A -
Qj.2 r 9r dS'^ (3.52)
and for the solid
dT _  as 1 /  a^ i j a  1 a^
dt a f  Tn^/2 yar^ 7- a r d9"^
(3.53)
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III the conjugate configuration the ratio between the wall and fiuid thermal conductiv­
ities (3.48) and diffusivities (3.53) are required. These are specified as constant and equal 
to the ratio between water and the acrylic wall of the experiment. The material properties 
were evaluated at 20° C as given in appendix C.
Note that the non-dimensionalisations applied here differ from those used throughout 
the rest of this work and only apply to the formulation used in the code.
3.4.1.3 Spatial discretisation
Equations (3.49) to (3.52) are solved numerically through the use of a Chebyshev-Fourier 
spatial approximation, with the Chebyshev collocation method used in the radial direction 
and Fourier Galerkin method in the azimuthal one.
Spectral methods fall into two broad categories; pseudospectral (or interpolating) and 
non-interpolating. Chebyshev collocation is a pseudospectral method. This approach as­
sociates a grid of points (the collocation points) with each basis set. The solution of a 
differential equation is found by demanding that it be exactly satisfied at a set of points 
known as the collocation points. This is achieved by requiring that the coefficients an be 
such that the residual function has the property
ÜQ, , . . .  , Ojvj) — 0 1 0 ,1 ,... , IN. (3.54)
As R{x] an),  the residual function, is forced to vanish at an increasing number of discrete 
points, it will also decrease in the gaps between the collocation points so that [/g (^æ) will 
converge everywhere to U{x) as IN increases. It may therefore seem possible that the 
uniform distribution of interpolation points over the interval [a, b] will result in the error 
in the polynomial representation of the data f{x)  tending to zero as M —> oo This is 
unfortunately not the case. Polynomial approximations unfortunately suffer from errors at 
and near their end points a k b .  This situation can be alleviated if a non-evenly spaced grid, 
biased towards the ends, is used. Unfortunately as IN increases so does the tendency of a 
polynomial of degree IN to develop errors at the end-points. Consequently the distribution 
of grid points must be related to IN. The ‘appropriate’ distribution is finally determined by 
the polynomial end point conditions of any given problem. There are three such conditions:
1. The problem domain does not include the boundary conditions i.e., x E (a, b).
2. The problem domain includes boundary conditions at a & 6 i.e., x E [a,b] 
known as Gauss-Lobatto.
3. The problem domain includes boundary conditions at either a or b i.e., x E 
[a, b) or X E (a, b] known as Gauss-Radau.
For the present problem the polynomial describing the fiuid in the radial direction has 
a boundary at only one end and we therefore have the third condition from the above list.
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Figure 3.3: Typical grid configuration for spectral code in physical plane.
This results in a radial grid distribution, r / ,  of
1 + cos 2i7T
21N +  1
for i = 0,1, IN (3.55)
which is illustrated in figure 3.3. Location of the pressure and velocity fields on the same 
discretised grid can result in what is commonly referred to as the chequer board effect. To 
avoid this the pressure terms are defined only at the interior points as given by equation 
(3.55) for 7 =  1 , . . .  , IN.
For the conjugate configuration we also require a set of grid points to describe the wall. 
The radial polynomials through the wall include a boundary at both ends and therefore 
meet the second of the above conditions. The radial distribution, r | ,  through the wall is 
given as
2
1 +  cos
7T7
ÏÜ
R F W +  1 for 7 =  0 ,1 ,... ,1N, (3.56)
where RFW is the ratio between the internal radius R  and wall thickness b i.e., R F W =  b/R.
The azimuthal grid distribution, the same over the fiuid and solid domains, is uniform 
and given by
2jn
2K +  1
for j  =  0 ,1 ,... , 2K. (3.57)
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3.4.1.4 Temporal discretisation
Time stepping was carried out through the use of the fully implicit second order accurate 
Backwards-Euler/Adanis-Bashforth scheme. When applied to a scalar advection-diffusion 
equation, written in vector notation, such as
^ + V . v /  =  V V  (3.58)
the time-stepping scheme reads
o fn+l _  Afn , fn-1
—---------------------  -f 2 ( V . V / r  -  (V .V /)”“  ^ =  S7^fn+1 (3.59)
where A t  is the time step, V the velocity vector and /  the unknown to be determined. 
This results in a Helmholtz equation (7Y) for the unknown f  at time (n -f- 1) which reads
Qrn+1 _  ^ xn+1 _  'j / rn+1
2At
= =  2(V .V /)” -  (V .V /)" -i +  ■ (3.60)
3.4.1.5 Solution procedure
This section outlines the solution procedure. We shall consider this in three stages; (1) 
solution of the Helmholtz equation for temperature, (2) solution of momentum and (3) 
solution of the solid/fluid interface for the conjugate case. The solution procedure is also 
summarised in figure 3.4.
In the ideal boundary condition case the thermal field is easily solved from the Helmholtz 
equation, as written for any scalar advection diffusion equation in (3.60). Due to the
orthogonality of the Fourier modes, this equation reduces to K one dimensional linear
equations which are solved by direct LU decomposition.
When applied to the momentum equation, the fully implicit nature of the time stepping 
scheme results in a coupling of the equations for U and V  through the terms {2/r“^) .{dV/dô) 
and {2/r‘^ ).{dU/d9) in equations (3.50) and (3.51). This prevents the solution of the mo­
mentum equations directly as is possible for scalar advection diffusion equations through 
the Helmholtz equation (3.60). In order to solve the momentum equation it is necessary 
to decouple equations (3.50) and (3.51). This is achieved through the change of variables 
U+ = U  + iV and U “ = U — iV (See Patera and Orszag (1982)). This results in an 
unsteady Stokes problem that has to be solved at each time step. Solution at this stage is 
possible though the use of the Helmholtz equation if the pressure field is not considered. 
However, the coupling that exists between the pressure and velocity fields prevents us from 
adopting this simple approach. We shall now consider how the current model deals with 
this coupling. The equations to be considered are
V .v ”+i = 0 (3.61)
Piyn+l ^  ypn+ l ^  gn+1 (3.62)
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where P  is the pressure and S y  the remaining terms. Multiplication by results in the 
equation
V^+i =  (3.63)
Taking the divergence of this equation and recalling equation (3.61) for continuity we 
can write
= 0. (3.64)
where V.?Y~^V is the Uzawa operator (See Bernardi and Maday (1992)). It is then possible 
to employ just a single iteration in solving the coupled field. For the first step the pressure 
field is ‘guessed’ Pg'^^, which for convenience is zero i.e., Pg~^  ^ = 0. The initial guess 
for the velocity field can then be calculated from
V^+i = (3.65)
Application of continuity to (3.65), for the estimated terms enables the solution of the 
guessed velocity divergence.
V .v^+i = (3.66)
Equation (3.64) is then solved for the pressure, based on the divergence of the guessed 
velocity field The Uzawa operator, in equation (3.64), decomposes into K one
dimensional problems, due to the orthogonality of the Fourier series, which can be solved. 
This gives the pressure correction The true pressure field results from the subtraction
of the correction term from the guess Pg~^^’
Returning to equation (3.66) this time with the actual pressure field enables the calcu­
lation of
= -V .7Y -^VP"+\ (3.67)
Rewriting equation (3.63) we get,
yn+ l ^  p -1  [vpn+1 ^  ^n+lj  ^ (3.68)
which can be solved to produce the actual velocity field.
For the conjugate configuration there is the additional requirement that the temperature
and heat fiux at the solid/fiuid interface be calculated. The energy equations for the fluid
and solid can be written as,
+ = (3-69)
/  p2 I g
=  P | (3.70)
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where k is the wave number, Sk the known source terms and superscripts /  and s denote 
fluid and solid. The solution of these equations directly is possible, however the operation 
involves the inversion of a large sparse matrix. Such operations are computational very 
expensive. For this reason the fluid and solid regions are solved separately. This approach 
results in a pre-processing calculation and an additional iterative stage at each time step 
but is still far more efficient than the direct solution of the whole conjugate thermal field. 
The pre-processing and time step stages of this calculation shall now be described.
The pre-processing calculation solves both thermal fields, as given by equations (3.69) 
and (3.70), by assuming an arbitrary non zero interface temperature Tw and zero for the 
source terms S[  and P|.. The resulting temperature gradient at the interface, in the fiuid 
and the solid, can then be calculated. The discontinuity in the heat fiux at the solid/fiuid 
interface is.
A., dr
r= l
-  A
dT
f dr
r= l
= Ck (3.71)
where Ck is the heat fiux difference due to the assumed interface temperature Tw. Ck will 
be used at each time step to calculate the correct interface temperature.
At any time step, n, in order to obtain the true temperature field the solution of equa­
tions (3.69) and (3.70) is required. Under the current solution strategy this requires an 
iterative step. For the first solution of the equations (3.69) and (3.70) the temperature at 
the interface is assigned an arbitrary ‘guessed value’ Tw- The resulting ‘guessed’ tempera­
ture field then enables the temperature gradient at the interface to be calculated. Across 
the solid/fiuid interface equation (3.48) is now written as
A., %dr
r = l
A/ ■ dr
r= l
(3.72)
where CJl is the heat flux error across the interface at time step n. Due to the linear nature 
of equations (3.69) and (3.70) it is possible to define the relationship
Ck
rpn
- (3.73)
Solution of this equation yields T^ which is the interface temperature correction. The 
true temperature at the interface is finally arrived at by subtracting this temperature, T^, 
from the ‘guessed’ temperature T^. The second iterative solution of the equations (3.69) 
and (3.70) provides the true temperature field for the correct heat fiux balance at the 
solid/fiuid interface.
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Figure 3.4: Block diagram of the basic structure of the spectral model.
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3.4.2 CFX
This model employs finite volume techniques in the specification of the governing equations. 
Turbulent flows are dealt with through Reynolds time averaging; closure being achieved 
through the use of the Launder and Sharma (1974) low Reynolds number turbulence model. 
Detailed description of this model is given in Appendix A and can be found in the CFX 
Solver manual. In section 3.4.2.1 we present a brief introduction to finite volume techniques 
before presenting the governing equations for the present problem in section 3.4.2.2. Spatial 
and temporal discretisation will then be dealt with in sections 3.4.2.3 and 3.4.2.5.
3.4.2.1 Introduction
CFX is a finite volume based code. The governing equations are specified by integration 
over the control volumes making up the solution domain. The resulting equations are based 
on the conservation of the fiuid properties over each of these volumes. In words, for a flow 
variable 4> we can express this as
R ate of change 
of (f) in control 
volum e with  
respect to  tim e.
N et flux of 4> due 
to  advection into 
control volume.
+
Net flux of (f) due 
to  diffusion into 
control volume.
+
N et rate of 
creation of (j) 
inside control 
volume.
The resulting equations are discretised both spatially and temporally using low order 
schemes (1st, 2nd or 3rd in CFX). The non-linearity of the resulting equations requires that 
an iterative solution procedure be used with appropriate coupling between the pressure and 
velocity fields.
Additional complications are encountered when the flow being considered is turbulent. 
Within CFX this is dealt with through the use of turbulence models to solve the Reynolds 
time averaged equations. The process of time averaging the Navier-Stokes equations results 
in additional unknown quantities associated with the Reynolds stresses being present. This 
situation is referred to as the closure problem and is overcome by the use of turbulence 
models. Within this work the Low Reynolds number k-e model of Launder and Sharma 
(1974) has been used.
3.4.2.2 Governing equations
The governing equations for a naturally convecting flow, in cartesian coordinates, assuming 
the fiuid to be Newtonian, homogenous and to obey the Boussinesq approximation with 
pressure and gravitational forces the only external influences are given in equations (3.4), 
(3.5) and (3.6) at the start of this chapter. As has been mentioned previously these are 
only solved directly within CFX for laminar flows. For turbulent flows the equations are
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solved through the process of Reynolds averaging. The governing equations can then be 
written as
=  0 (3.74)
dt d x i \ p d x i
where t is time, p fluid density, u kinematic viscosity, Vt eddy viscosity, U velocity com­
ponent, (3 volumetric expansion coefficient, A thermal conductivity, P  pressure, T  temper­
ature, H  enthalpy and g the gravitational vector of the form (0, —p, 0). The terms üïük 
and iikh are the Reynolds stresses and the Reynolds fluxes. The solution of these is what 
is referred to as the closure problem. Appendix A deals extensively with the Reynolds 
averaging process and the model, by Launder and Sharma (1974), that is used to solve the 
above equations.
3.4.2.3 Spatia l d iscretisa tion
Laminar flow arising from the uniform heating of a horizontal cylindrical enclosure will 
clearly be symmetric about the central vertical axis of the cylinder. However, the appear­
ance of turbulent flows within the same configuration does raise the possibility of symmetry 
breaking flows. Within the present study the problem has, nevertheless, been considered 
symmetric about the vertical axis. This decision was primarily made due to computational 
limitations. This allows us to reduce the problem to that of a semi-circular geometry, as 
shown in figure 3.5 with a symmetry condition, as discussed in section 3.4.2.4, along the 
vertical cavity axis. The construction of this problem within CFX is carried out using a 
multi-block structure. This involves the use of an unstructured set of blocks, which are 
‘glued’ together. This is illustrated within figure 3.5 where the blocks making up the flow 
domain and, in the case of the conjugate problem, those representing the conducting walls 
can be seen. Each of these blocks contains a structured grid, described below, while topo­
logical features within the domain are described using the concept of a ‘patch’, described 
in section 3.4.2.4.
Within CFX the partial differential equations are discretised using a control volume 
based finite difference procedure. The linearised transport equations are then derived 
through integration over the control volume cells. The specification of the size of each 
cell {Axi) of the grid therefore has a direct effect upon the accuracy of any solution subse­
quently obtained. This derives from the fact that the difference equations reduce exactly to 
the differential equations as Axi approaches zero. However, computational time is greatly 
increased as Axi  is reduced. This is not only due to the increasing number of discretised
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Figure 3.5: Outline of computational domain; (a) Ideal, (b) Conjugate boundary conditions.
equations to be solved but also to the fact that for transient problems the maximum time 
step offering a given level of accuracy is reduced. Grid resolutions are not necessarily the 
same throughout the entire flow domain of a given problem. Resolution requirements are 
related to the local gradients within the flow; higher gradients require a greater number of 
divisions in order to be resolved accurately while areas of low gradients can be modelled 
accurately with the use of a relatively small number of discretisation intervals. This allows 
researchers to tailor their cell distribution in order to obtain a sufficiently accurate solution 
while simultaneously keeping the computational time to a minimum. CFX permits the 
specification of such non-uniform grids. The approach adopted within this work was to 
use geometric expansion and contraction to provide high resolution of the boundary layers. 
The implementation of a non-uniform grid is not without its limitations. Numerical accu­
racy can be reduced due to truncation errors if cell size and/or shape changes significantly 
between neighbouring cells. To avoid these problems grid expansions on any one axis were 
always kept below 1.1.
When physical space is defined in terms of polar coordinates, CFX requires that the 
gravitational vector be aligned in the axial direction. If this is inappropriate, as in this 
case, user FORTRAN routines allow the operator to specify a suitable body force through 
modification of the source terms in the associated momentum equations. This is not only 
awkward but also adds to the computational time as the implementation of modified source 
terms requires the removal of existing terms, through additional calculation, before the new 
terms are then calculated. In light of this a possible alternative technique is suggested.
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Figure 3.6: CFX mesh in physical plane for, ideal (a) and conjugate (b) boundary condition 
problems.
Figure 3.6 shows a cylinder that has been meshed using rectangular (known as a H- 
grid) and curvilinear (in this configuration known as an 0-grid) blocks. This allows the 
problem to be specified in cartesian coordinates, therefore permitting arbitrary specification 
of the gravitational vector. Inspecting the resulting mesh we see that the 0-grid and H- 
grid boundary contains adjoining cells of differing and changing shapes, most notably at 
the corner of the H-grid where two cells from the 0-grid adjoin a single cell in the H-grid. 
By ensuring that the cross-over between the two grids was significantly removed from the 
boundary layer flow, then this interface is contained within the almost stagnant core region. 
Considerable care was also taken to ensure that the cell sizes matched on average along 
this interface. This configuration also meant that the cells at the cylinder wall were not 
of a uniform radial size. Careful sizing of the H-grid reduced the compression/expansion 
present at this boundary, while general monitoring of the cell sizes at the axis and the 45° 
marks ensured that resolution requirements were met.
Within this work the grid resolution was determined through the use of grid indepen­
dence studies. Finally, prior to the use of this grid technique for the transient problem, it 
was used for the solution of the steady state difi'erentially heated cylindrical cavity. Com­
parisons with existing published works, presented in appendix B page 244, demonstrated 
that such a technique was indeed suitable for this type of problem.
All terms within the equations are discretised in space using second-order central differ­
encing apart from the advection terms, as outlined below, and the convection coefficients 
which are obtained using Rhie and Chow (1983) interpolation. The advection terms are
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discretised using the second order accurate QUICK scheme, of Leonard (1979), except for 
the k and e terms. These terms can suffer from unphysical overshoots if such unbounded 
schemes are used. CFX offers a ‘bounded’ version of QUICK called the Curvature Com­
pensated Convective Tiansport scheme (CCCT) of Gaskell and Lan (1987) that retains 
second order accuracy. A review by Thompson and Wilkes (1982) suggest that CCCT is 
in fact not bounded but rather that the overshoots are much smaller than QUICK while 
the solution accuracy is similar. Additional computational effort is also required for CCCT 
over QUICK. Therefore while QUICK was used for the velocity and scalar terms it was felt 
that the only option for the turbulent terms was to use the bounded first order accurate 
upwind differencing scheme. The current schemes were monitored throughout this work 
with no indication of adverse effects on the convergence of the solutions.
3.4.2.4 Boundary conditions
All problems were considered two dimensional along the cylinder axis and symmetric about 
the i/-axis as illustrated. Wall boundary conditions of constant uniform temperature were 
applied in both configurations. For the ideal problem this was implemented as a wall 
in direct contact with the fluid, whereas for the conjugate configuration this was applied 
to the outer surface of a wall of finite thickness and specified thermal conductivity. The 
mathematical implementation of the boundary conditions is dealt with in detail in the CFX 
solver manual but we shall reproduce those relevant to the current work in brief here for 
convenience.
Sym m etry plane
All variables are mathematically symmetric except for the component of velocity normal 
to the boundary i.e., if U = Uperp + Upar then
^  = 0 & ^on on
where ^  = k, e, T  etc., and n is the direction normal to the plane of symmetry.
U p e r p  -  0 ,  - 0 &  pn ~  ^ (3.77)
Wall boundary
No-slip boundary conditions are applied at all solid surfaces in contact with the flow i.e., 
Uuj = Via = 0 where the subscript w denotes a property at the wall. Wall heat flux (q") 
is calculated from the temperature gradient {dT/dn)^ immediately next to the wall being 
given by
The gradient is calculated using a linear profile through the two cells adjacent to the 
wall.
Chapter 3. Theoretical Considerations 72
C onducting  solid boundary
All boundary conditions are as for a wall but additional temperature and heat flux 
conditions apply. These values are calculated by the software through the use of continuity 
of temperature and normal heat flux across the solid/fluid interface.
3.4.2.5 Solution procedure
Tem poral d iscretisa tion
The implicit time centred Crank-Nicolson scheme was used to advance the problem for­
ward in time. This is based on central differencing and hence is second order accurate in 
time. While this is also an implicit scheme and hence unconditionally stable for all values 
of time step, unphysical results can be obtained if too large a time step is adopted. This 
requirement was found to be superseded by the desire to obtain a suitably accurate solution, 
which necessitated the use of a small time step anyway.
Ite ra tiv e  process
CFX employs a two layer iterative cycle referred to as the inner and outer iterations. 
Over the inner iteration the set of linearised difference equations for each variable are 
solved in an iterative manner. The current solution employs two different linear solvers for 
the calculation of the transport equations, excluding pressure which is dealt with slightly 
differently, as outlined later in this section. The velocity equations are solved using the 
Algebraic Multi-Grid (AMG) solver, of Lonsdale (1993) while the equations for k and e are 
solved using line relaxation. The nature of the spatially and temporally changing orientation 
of flow and grid mean that the full field nature of the AMG is very well suited to the solution 
of this problem. Use of such solvers for the turbulence equations can produce negative values 
in partially converged solutions therefore slowing or even preventing convergence. These 
were therefore solved using line relaxation.
The inner iteration is not required to be an exact solution as it will be further iterated 
upon as each outer iteration is solved. The accuracy or computational expense must be 
prescribed. This is governed by the specification of a maximum number of iterations and a 
required residual reduction factor on the residual of the error present in the solution of the 
linear equation.
The outer iteration takes all the isolated variable solutions from the inner iterative loop 
and cycles through them in order, adjusting each based on the values just passed from the 
inner iteration. This solution is also iterative as these values will now be passed back to 
the inner iteration for the cycle to begin once again. The convergence of the outer iteration 
ultimately leads to the solution of the problem.
Under-relaxation is used to control the progression of the outer iteration. The process 
of under-relaxing scales the coefficients of the variables in each cell by a value from zero 
to one thereby determining the amount by which each variable can change according to 
the current outer iteration solution. This helps in ‘smoothing’ instabilities and therefore
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potentially speeds convergence. Within the current work under-relaxation factors were used 
in varying degree on a case by case basis for the velocity and turbulence equations, typical 
values being 0.6 and 0.7 respectively. The pressure, enthalpy and temperature equations 
were not under-relaxed.
Pressure
The treatment of pressure is slightly different from the foregoing description. Pressure 
is solved using the SIMPLEC (SIMPLE-Consistent) (Van Doormal and Raithby (1984)) 
variation of the familiar SIMPLE (Semi-Implicit Method for Pressure-Linked Equations) 
pressure correction method of Patankar and Spalding (1972). In this simplified versions of 
the discrete momentum equations are used to derive a relationship between a correction to 
the pressure and corrections to the velocity components in every cell. Substitution into the 
continuity equation yields a set of simultaneous equations which are solved using a linear 
equation solver. The solution of which is then used to update the pressure and to correct 
the velocity field.
Such a solution strategy normally requires the use of a staggered grid, but within CFX 
all variables, li, u, p, etc., are stored at the centres of the control volumes. The problems 
commonly associated with such a non-staggered grid regarding the pressure and velocity 
coupling through SIMPLE (and derivatives) are overcome through the use of an interpo­
lation formula proposed by Rhie and Chow (1983). The prescription of Rhie and Chow is 
simply a method of approximating the solution of the staggered grid discretised equations 
through interpolation from the solution at the cell centres, therefore enabling the interface 
between the non-staggered configuration and the pressure correction equation (SIMPLE 
and derivatives). The particular implementation employed is referred to as the improved 
Rhie-Chow formula that differs in its formulation in order to reduce errors that can occur 
in flows with discontinuities in pressure or pressure gradients, a feature that can exist in 
buoyant flows. The resulting simultaneous equations are then solved using a preconditioned 
conjugate gradient linear equation solver.
Convergence criteria
Convergence of a solution was determined by testing the error in continuity, through 
the mass source residual. The mass source residual is the sum of the absolute values of 
the net mass fluxes into or out of every cell in the flow. This is given in the dimensional 
form of kg/s by CFX. For the steady state cases this was non-dimensionalised by the mass 
flow through the boundary layer at half the cavity height for the square cavity and at 
the æ-axis for the differentially heated cylinder. Solutions were considered converged when 
this non-dimensional mass source tolerance reached 10~®. Additional selected test cases 
where more strict requirements were set confirmed that this criteria was sufficient. For the 
uniformly heated cylindrical enclosure the transient nature of the flow posed a problem. In 
this situation checks were conducted using the boundary layer mass flow over the x-axis
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of the cylinder at several times throughout the simulation. This worked adequately except 
over the very early time period of the experiment where a flow of effectively zero prevented 
such criteria being met. In this circumstance time of run became a significant feature and 
therefore convergence requirements became a compromise and unique for each Ra.
Chapter 4
Ideal Transient Com putations
This chapter will present the results and analysis as obtained from the numerical part of 
this work for the idealised boundary condition problem. The numerical model (also used 
to obtain the results presented in chapter 5), explained in section 3.4.1, solves the instanta­
neous two dimensional governing equations spatially through spectral approximation. Time 
integration is achieved through the use of a second order finite difference scheme.
Figure 4.1 presents the ideal boundary condition cylindrical geometry considered within 
this chapter. The constant uniform wall temperature is applied directly at the solid/fiuid 
interface along with the non-slip condition {Uw =  Ki; =  0). The fiow is initiated through a 
positive step change in Tyj i.e., heating the fluid.
r
0
—r
—r
Figure 4.1: Ideal cylindrical enclosure.
This configuration has been considered over the Rayleigh number {Ra) range of 10'^  < 
Ra < 10  ^ for fluids of Prandtl number (Pr) 0.71, 7.1 and 100. For Pr = 7.1 and 100 the 
case of Ra = 10  ^ is also considered. The Rayleigh number is defined, as in the rest of this
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thesis, Ra = gflATD^/ua, where D is the cylinder diameter, AT = — 7 ,^ T^ being
the temperature applied at the boundary and Ti the initial fluid temperature. Typical 
characteristic length, velocity and time scales for this problem are given in appendix C.
The time varying nature of the flow we are considering here makes it difflcult to obtain 
an adequate understanding of the dynamic development and evolving structure of the flow 
through still images and graphs alone. In light of this, animations of streamline and isotherm 
images have been compiled. Such visualisations proved invaluable in the appreciation of 
many of the structures and features of the flow discussed within this chapter and chapter 
5. These animations have also been included with this thesis upon a CD-rom in appendix 
D along with instructions regarding their access.
The rest of this chapter is made up as follows: In section 4.1 the development of the 
flow and thermal fleld is discussed as observed from the streamline and isotherm animations 
that were constructed for each simulation. Extensive still images of the evolving flows are 
also included in this section along with comparison of some of the previously published 
experimental data. Section 4.2 considers the average heat transfer. Scaling arguments 
developed in section 4.2 are shown to apply to the momentum and thermal flelds in section 
4.3. Section 4.4 presents flndings for the spatially averaged bulk fluid temperature, the 
core stratiflcation and temperature profiles along the vertical axis. Section 4.5 discusses 
the presence of oscillatory behaviour within the core during the early and intermediate 
transients. The boundary layer structure and scaling are described in section 4.6. Finally 
in section 4.7 a summary of the main results and conclusions is given.
4.1 Flow Structure
Within this section we present an overview of the evolving dynamic and thermal structure 
of this problem through streamline and isotherm images of the flow fleld. This description 
relies heavily upon the insight offered by the animations mentioned previously and included 
on CD-rom in appendix D. For the reader without access to these animations and in order to 
document the flow characteristics, which has not been done within the published literature, 
numerous instantaneous images of the streamline and isotherm plots have been included, 
covering all Prandtl and Rayleigh number combinations considered here.
Streamline and isotherm flelds are presented for Pr = 0.71, 7.1 and 100 in figures
4.5 to 4.9, 4.10 to 4.15 and 4.16 to 4.21 respectively. For each Ra and Pr  combination 
the sequence of images depicts the flows evolution in non-dimensional time units r  where 
r  =  t/{Ra~^/‘^ L‘^ /a) and t is time, a the fluids thermal diffusivity and L the characteristic 
length D the cylinder diameter. The structure of these images, and hence the animations, is 
presented in an annotated form in figure 4.2. Since the current problem has been considered 
symmetric about the vertical axis each circular figure has been divided along the y axis with 
the left half depicting the velocity fleld through streamlines (predominantly in blue) and 
the right the thermal fleld (in red) as isotherms. In some cases, as in figure 4.2, streamlines
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appear in red. This indicates flow in the opposite sense (here counter clockwise) to that 
given by the blue lines (clockwise). The isotherms are presented at fixed evenly spaced 
non-dimensional temperatures given by (T — T j) /A T  = 0.05(0.05)0.95. (T — T i) /A T  is the 
non-dimensional temperature which ranges from zero initially (T^ ) to one, the final fluid 
temperature and wall temperature (T^).
Symmetry
plane
Streamlines; — _
Fluid travelling in a 
clockwise sence.
Isotherms
Flow directionStreamlines: ^
Fluid travelling in a 
counter clockwise sence.
Figure 4.2: Annotated example of streamline and isotherm images.
The following description of the flow fields is done in order of ascending Rayleigh number 
for all Prandtl numbers.
For natural convection flows a lower limit exists for the Rayleigh number (Rac) below 
which the solution is solely one of conduction. Above this there is a region where conductive 
and convective processes are of a similar order before, with increasing Rayleigh number, 
the flow develops into the boundary layer regime (See figures 4.5 to 4.21) and convection 
dominates. For Ra =  10'^  (See figures 5.2, 5.7 & 5.13 on pages 140, 143 & 146) the flow 
is no longer in the conduction regime and not yet in the fully developed boundary layer 
regime. This is evident from the almost circular shape of the collapsing isotherms. In a solid 
these would be exactly circular centering upon the cylinder axis. The existence of some 
convective motion is apparent from the movement of the thermal core towards the bottom of 
the enclosure and the levelling off of the isotherms above this, indicating weak stratification. 
The streamlines are observed to move away from the enclosure wall shortly after initiation 
of the flow. The pattern as seen in figures 4.5, 4.10 & 4.16 is one of vertical alignment 
across the core and circular form around the circumference. The animations reveal a slight 
rise and then drop in the position of the central streamline during the simulation.
Chapter 4. Ideal Tr'ansient Computations 78
O .G  - O .G  T
0.4 r
0.2 T 0.2^
\\
0.00.0
1.00.5 1.0
- 0.2- 0.2  -
-0.4 --0.4 --0.4 -
x /r
-0.4 -0.4 -0.4
1.0
0.6  -
- 0.2  -
x /r x /r x /r
Figure 4.3: Vertical velocity profiles along the ai-axis for Pr = 7.1 at Ra = 10“^ (a), Ra  =  10  ^
(b), Ra =  10  ^ (c), Ra =  10  ^ (d), Ra = 10  ^ (e) and Ra = 10  ^ (f) at r  =  1 (solid), 2 (dashed), 
3 (dotted), 5 (dotted & dashed) and 10 (double dot & single dash).
With an increase in the Rayleigh number to 10  ^we see convective boundary layer driven 
features start to dominate the how held. Figures 4.6, 4.11 & 4.17 show a very early departure 
for the isotherms from the conduction dominated pattern observed at the lower Rayleigh 
number. Grouping of the isotherms and streamlines more densely near the enclosure walls 
indicates the development of a boundary layer structure. Figure 4.3 also illustrates this 
with prohles of non-dimensionalised vertical velocity V/V^ef along the a;-axis, l^ef which 
equals Ra^^‘^ a /L  is the boundary layer buoyancy velocity scale as dehned in section 3.2. 
We see for Ra = 10  ^ that the how within the enclosure consists of very similar rising and 
dropping regions of huid while with increasing Rayleigh number to 10  ^ and then higher we 
notice a clear distinction developing between the near wall region, of fast moving huid, and 
the how through the majority of the cavity which is much slower.
Stable stratihcation quickly occupies the majority of the core for Ra > 10  ^ as the 
central originally cold region is forced down. With the developing boundary layer character 
we observe the formation of an unstable thermal held. Fluid near the enclosure walls is 
raised above huid in the core at the same temperature. We see this in the isotherms in
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their horizontal crescent like form with raised ends in the region of the boundary layer. 
This is more pronounced for Pr = 0.71 and least noticeable for Pr = 100. This is due to 
the reduction in the significance of the thermal diffusivity (a) term through the Prandtl 
number relationship. For Pr  to increase a is reduced therefore reducing the thickness of 
the thermal boundary layer and the extent of the buoyant rising fluid. This is observed in 
the thinner and more pronounced ‘peaks’ for the higher Pr  fluids.
Differences are also evident in the streamline patterns across the Prandtl number range. 
For Pr — 0.71 we observe that the eye of the streamline pattern moves up and around the 
circumference of the cylinder. For Pr = 7.1 & 100 the eye initially also moves up but only 
in the very short term. This is followed by movement down and around the circumference 
of the cylinder. As the Rayleigh number continues to rise, as seen in figures 4.7 to 4.9, 4.12 
to 4.15 and 4.18 to 4.21 this general form is still observed.
With higher Rayleigh numbers the upward rotation of the streamlines becomes more 
pronounced and persistent for both Pr = 7.1 and 100. The downward movement around 
the circumference of these two higher Pr  cases is now clearly associated (See animations) 
with the development of the core stratification. This can be explained if we consider that 
the boundary layer velocity is a function of the buoyancy force and the fluids viscosity. 
Suppose we consider the increase in Pr  to be due to increasing viscosity p. The developing 
stratification and associated heat up of the core reduces the buoyancy force present across 
the boundary layer. The fluids viscosity acts to slow the boundary layer fluid along the 
boundary layers entire length. With the reduction in driving force the boundary layer flow 
of the higher Pr  fluids is slowed more than that of the lower Pr  case. This results in the 
movement of the peak velocity for Pr = 7.1 and 100 back down and around the cylinder 
ahead of, or in latter times in the region of the lowest, stratiflcation. In addition, this results 
in a different gradient in the streamlines crossing the core of the enclosure which represents 
a different direction in the core flow. For Pr = 0.71 the core streamlines have a positive 
gradient indicating a flow toward the boundary layer where entrainment of this fluid occurs 
along most of the boundary layers length. For Pr = 7.1 and 100 the core streamlines have 
a negative gradient indicating a core flow toward the middle and bottom of the enclosure. 
This behaviour persists with increasing Ra for Pr = 7.1 and 100 but becomes increasing 
disrupted for Pr = 0.71.
With an increase in the Rayleigh number to 10® the boundary layer nature of the 
flow becomes clearly dominant. Figures 4.7, 4.12 and 4.18 show very tightly grouped 
isotherms and streamlines in the near-wall region and figure 4.3(c) shows the narrow form 
of a boundary layer at the wall with relatively slow moving fluid occupying the majority 
of the enclosure cross-section. For Pr = 7.1 & 100 we observe only slight differences, 
with the larger viscous to thermal diffusion ratio only having a minor effect at this level. 
In both cases the process is one of a steady stratified layering of fluid. Interferometer 
images from experiments by Hauf and Grigull (1970) for a water filled horizontal cylinder 
with uniform temperature boundary conditions at Ra % 1.2 x 10®, shown in figure 2.15,
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show exceptionally good qualitative agreement with the current isotherm visualisations for 
Ra = 10® (Figure 4.12 page 91). However their experiments at the higher Rayleigh number 
of 5.7 X10  ^exhibit considerable instability originating from the bottom of the enclosure that 
are not reproduced within this work at similar or higher Rayleigh numbers. As discussed 
later in relation to the work of Maahs (1964) it is believed that these plume like structures 
occur as a result of instabilities caused through imperfections with the experimental setup. 
This aside the isotherms in the upper section of the enclosure, before significant plume 
interaction occurs, are similar in form to those seen in the current numerical results. The 
initial downward intrusion consists of more highly stratified fluid and protrudes prominently 
before the isotherms buckle in the middle producing a concave form that then extends 
horizontally until confined by the wall boundary layers. Such comparison is reassuring but 
the limited data available does prevent us from drawing any particularly firm conclusions 
of the accuracy of our numerical results.
It is at Ra = 10® that we first observe that while Pr = 0.71 approaches the two higher 
Prandtl number flow structures at times greater than T % 15 it does so after undergoing 
a considerably different early transient phase. For Pr  — 0.71 more vigorous feed from the 
boundary layer flow causes a stronger downward surge from the top of the enclosure. This 
results in far more unevenly spaced isotherms through the core and a notable circulating 
flow region in the upper part of the enclosure over times ranging from T % 5 to 8. This 
circulation through the upper core and boundary layer also affects the centre of the cavity 
with considerable deformation of the isotherms towards the enclosure wall. One of the 
results of this is areas of unstable stratiflcation that can be seen in figure 4.7 at times r  =  5 
to 8.
Oscillations within the flow fleld are first observed from the animations at this Rayleigh 
number for both Pr = 0.71 & 7.1. These are seen as wave like patterns within the stream­
lines as they cross the enclosure core. The isotherms (more noticeable at higher Ra) are 
also observed to oscillate vertically as they travel through the core. This phenomena be­
comes more pronounced and longer lived with successively higher Rayleigh numbers and is 
discussed in full in section 4.5. It should be noted that even at this Rayleigh number a Pr  
based difference in the nature of the internal oscillations is apparent from the streamline 
animations. For Pr = 0.71 the wave pattern appears static, as a standing wave, though 
the entire streamline oscillates horizontally. The waves, for the higher Pr  (only visible for 
Pr = 100 at Ra > 10^) cases, travel along the streamlines from top to bottom through the 
enclosure core. This difference between the Pr = 0.71 and the two higher Pr  cases was in 
fact only deduced from the animations, with the instantaneous and transient profiles simply 
unable to offer such information. This feature of the flow is dealt with in full in section 4.5.
Further increases in the Rayleigh number to 10  ^ causes significant development in the 
flows for both Pr = 0.71 (Fig. 4.8) and 7.1 (Fig. 4.13) cases. In both these simulations 
regions of counter rotating fluid are generated. This is fluid that is moving in the opposite 
sense (Counter clockwise in the left half of the enclosure) to that of the general circulation
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(Clockwise) within that semicircle. This is illustrated in figures 4.8 and 4.13 at times of 
T = 15 & 4 respectively for Ra = 10  ^ as red streamlines. This phenomena is further 
observed for these two Prandtl numbers with increasing Rayleigh number firstly to 10® and 
then for Pr = 7.1 to 10®.
These regions of counter rotating fluid develop near the central vertical axis of the 
cylindrical enclosure outside of the normal streamline pattern, though as can be seen in 
figure 4.9, r  =  10 and 15, and is clearly illustrated in the animations, they do move 
away from the centre line, becoming surrounded by oppositely orientated streamlines. In 
this manner they are born and grow near the centre line, where some die, while others 
move away to become encompassed by oppositely rotating fluid where they are consumed 
through shear at their interface. This seemed to describe the life cycle of this feature 
except for one case, for Pr = 0.71 at Ra = 10®, that actually continues to grow after 
becoming surrounded. Thus, illustrating that the mechanism powering these features was 
possibly more sophisticated than that of relatively stagnant fluid being induced into rotation 
by nearby motion. The belief that some of these features are simply induced by nearby 
fluid motion is still held to, but the presence of another mechanism for their formation is 
also possible. This second mechanism is thought to be directly related to local buoyant 
stability. Observation of the animations reveals the presence of unstable stratiflcation at 
the same location as some of these counter rotating features. Local unstable stratiflcation 
will naturally attempt to correct the instability and return the fluid to a stable state. The 
resulting flow can be plume like and/or in the form of rolling cells of fluid. Both these 
mechanisms will generate vortex like motion. It is believed that the unstable stratiflcation, 
in attempting to correct the instability provides the driving mechanism for many of the 
vortices seen here. This connection is very clearly seen in the animation for Pr = 0.71 at 
Ra = 10®.
The solution at Ra = 10® proved the highest Rayleigh number for Pr  =  0.71 that 
could be realised with the resources available. At this Rayleigh number we observe very 
complicated behaviour extending throughout almost the entire cavity. Many rotating zones 
of both orientations form and disappear. The thermal fleld also displays significant areas of 
unstable stratiflcation, in both quantity and duration of existence. The stream function and 
thermal flelds, clearly apparent throughout the lower Ra cases, are almost unrecognisable 
due to the perturbations occurring throughout the domain. Significant reduction in this 
vigorous chaotic behaviour only occurs once the entire cavity has become stratified (r % 50). 
Coherent wave like behaviour within the streamlines then becomes apparent, persisting until 
r  > 100 for the highest Ra cases. Vertical oscillation and tilting of the isotherm lines in 
the core are also observed at this time. Such vigorous phenomena are partially realised for 
P r  =  7.1, more so at Ra = 10® (Fig. 4.15), but not at all for Pr = 100.
Maahs (1964) also considered similarly high Rayleigh numbers (3 x 10  ^ < Ra < 1 x 10®). 
His experiments, described in chapter 2, were carried out for four fluids; Helium (P r % 0.7), 
Air (P r % 0.7), water (P r ~  7.1) and water-glycerol mix (P r % 353) with a uniform
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constant heat flux boundary. Isotherm pictures taken from Maahs’ thesis, shown in figure 
2.12 on page 39, for air, water and water-glycerol exhibit very similar characteristics and 
Prandtl number dependence to those for this work at Pr = 0.71, 7.1 & 100 shown in figures 
4.8 & 4.9, 4.13 & 4.14 and 4.19 & 4.20 respectively. The qualitative velocity flelds from 
Maahs also appear surprisingly similar to the present streamline plots. However the velocity 
fleld sketches show, as do the thermal images of Hauf and Grigull (1970), fluid to be rising 
from the bottom of the cylinder. It is interesting to note that Maahs’ isotherm images 
show no disturbance resulting from the fluid motion. Despite this, the remaining structure, 
especially the orientation of the particle traces for air, are clearly reproduced within the 
streamline plots from the current work. Evans and Stefany (1966) also report the presence 
of small eddies near the bottom of the cylinder, though they state that the flow appeared to 
be laminar. They do not however indicate at what Pa or for which Pr  cases such motions 
were observed.
Within the current work initial grid dependent ‘solutions’ did manifest plume like struc­
tures rising from the cylinder bottom for Pr = 0.71 and 7.1 at Pa = 10® and 10®. However 
subsequent grid refinement showed these solutions to be resolution dependant. Final time 
step and grid resolution independent solutions did not show plumes or any other local insta­
bilities in the region at the bottom of the enclosure. This has lead us to conclude that the 
original features observed within this numerical study were artefacts arising from numerical 
error.
It is worth noting that the real existence or not of plumes in this configuration is decided 
by a balance between the local thermal instability and the boundary layer induced flow at 
the bottom of the enclosure. The heated bottom section of the enclosure results in an 
unstable stratiflcation immediately above it. This local thermal instability is of Rayleigh- 
Bénard type. Classically this applies to two horizontal flat plates of infinite extent separated 
by a distance H  filled with a fluid. The lower plate is at an elevated temperature compared 
with the upper plate; the resulting unstable temperature gradient being the driving force 
of any motion. Alternatively, as in this case, it is applicable to an upward facing horizontal 
plate where the plate is maintained at an elevated temperature compared to the bounding 
ambient fluid above it. In such configurations the onset of convective motion only occurs 
once the imposed temperature difference exceeds a finite critical value. Below this the 
solution is one of conduction. This is more conveniently expressed as a critical Rayleigh 
number, Pajj ^  1708. For the current problem Ran  is defined by the temperature difference 
(AT) between the heated surface and ambient isothermal fluid and the thickness (II) of the 
growing heated layer immediately above the surface. As can be seen from figures 4.28, 4.29 
and 4.30 (page 109 to 111) an unstable layer exists adjacent to the bottom of the enclosure. 
Order of magnitude calculations reveal that the thickness of the observed unstable thermal 
layer rapidly exceeds that prescribed through Ran  as the stability limiting depth. This 
implies that an additional process also affects the fluid adjacent to the bottom of the 
enclosure. It is from this that we go on to observe that the fluid in this region is not static.
CIm])t.c;r 4. Idenl Ti’cinsient Coinputat,ioiis 83
CO
c
%
ÏÏ
Figure 4.4: Vector plot at bottom of enclosure, illustrating the downward core flow and 
origin of the l)ouiidary layer flow.
Figure 4.4 shows a vector plot of the bottom of the enclosure. From this figure we observe 
that the l)oundary layer originates from the bottom centre of the enclosure. The fluid of the 
unstably stratified layer, as indicated from temperature profiles, is constantly being changed 
by the action of the Imundary layer and the resultant flow through the cavity core. It is 
believed that the movement of fluid through this region counteracts the thermal instability 
and, for the Rayleigh and Prandtl number range considered here, prevents the formation 
of plumes. The existence of plumes in experiments, such as Maahs (1964) and Hauf and 
Grigull (1970), is not surprising as it can be seen that such a balance is very delicate 
and would be disrupted by any minor disturbances. Higher Rayleigh number solutions may 
reveal that this balance cannot be maintained further, resulting in the occurrence of plumes 
for those cases. Having said this, further experiments both physically and numerically are 
recgiired to resolve this argument fully.
The further increase in Rayleigh number to 10^  for P r  = 7.1 & 100 results in longer 
lived wave motion. The flow held for Pr  = 100 (Fig. 4.21) maintains a very uniform 
and steadily evolving form with the boundary layer feeding heated huid to the top of the 
enclosure where stratihed layering develops.
Increasing Prandtl nunilmr clearly has a signihcant damping effect on the how and 
temperature helds. It would in fact seem that, as has been observed for the steady state 
diherentially heated cylindrical enclosure by Xin et al. (1997), the how and temperature 
patterns approach an asymptotic structure with increasing Prandtl number. This is fur­
ther supported later within this chapter where differences between the two higher Prandtl 
number cases are signihcantly less than those between the two lower cases.
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Figure 4.5: Instantaneous fields for Ra = 10^; Pr = 0.7. Left half: Stream function; Right
half: Temperature field. For time r, left to right, r  = 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 & 15.
Isovalues of temperature are (T — Ti ) fAT = 0.05(0.05)0.95.
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Figure 4.6: Instantaneous fields for Ra = 10 ;^ Pr — 0.7. Left half: Stream function; Right
half: Temperature field. For time r ,  left to right, r  =  1, 2, 3, 4, 5, 6, 7, 8, 10, 15, 20 & 25.
Isovalues of temperature are (T — Ti) /AT = 0.05(0.05)0.95.
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Figure 4.7: Instantaneous fields for Ra =  10^; P r  =  0.7. Left half: Stream function; Right
half: Temperature field. For time r ,  left to right, r  =  1, 2, 3, 4, 5, 6, 7, 8, 10, 15, 20 & 50.
Isovalues of tem perature are (T — T^)/AT =  0.05(0.05)0.95.
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Figure 4.8: Instantaneous fields for Ra =  10^; P r  =  0.7. Left half: Stream function; Right
half: Temperature field. For time r, left to right, r  =  1, 2, 3, 4, 5, 6, 7, 8, 10, 15, 20 & 50.
Isovalues of tem perature are (T — Ti) /AT  =  0.05(0.05)0.95.
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Figure 4.9: Instantaneous fields for Ra = 10^; P r  =  0.7. Left half: Stream function; Right
half: Temperature field. For time r ,  left to right, r  =  1, 2, 3, 4, 5, 6, 7, 8, 10, 15, 20 & 50.
Isovalues of temperature are (T — T^)/AT =  0.05(0.05)0.95.
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Figiue 4.10: Instantaneous fields for Ra = 10^; Pr = 7.1. Left half: Stream function; Right
half: Temperature field. For time r ,  left to right, r  =  1, 2, 3, 4, 5, 6, 7, 8, 9, 10 & 15.
Isovalues of tem perature are (T — T^)/AT =  0.05(0.05)0.95.
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Figure 4.11: Instantaneous fields for Ra = 10^; Pr =  7.1. Left half: Stream function; Right
half: Temperature field. For time r ,  left to right, r  =  1, 2, 3, 4, 5, 6, 7, 8, 10, 15, 20 & 25.
Isovalues of tem perature are (T — Ti) /AT  =  0.05(0.05)0.95.
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Figure 4.12: Instantaneous fields for Ra = 10®; Pr  =  7.1. Left half: Stream function; Right
half: Temperature field. For time r ,  left to right, r  =  1, 2, 3, 4, 5, 6, 7, 8, 10, 15, 20 & 50.
Isovalues of tem perature are (T — T^)/AT =  0.05(0.05)0.95.
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Figure 4.13: Instantaneous fields for Ra — 10^; Pr  =  7.1. Left half: Stream function; Right
half: Temperature field. For time r, left to right, r  — 1, 2, 3, 4, 5, 6, 7, 8, 10, 15, 20 & 50.
Isovalues of temperature are (T — Ti) /AT  =  0.05(0.05)0.95.
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Figure 4.14: Instantaneous fields for Ra =  10^; P r  =  7.1. Left half: Stream function; Right
half: Temperature field. For time r ,  left to right, r  — 1, 2, 3, 4, 5, 6, 7, 8, 10, 15, 20 & 50.
Isovalues of tem perature are (T — T^)/AT =  0.05(0.05)0.95.
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Figure 4.15: Instantaneous fields for Ra =  10^; P r  =  7.1. Left half: Stream function; Right
half: Temperature field. For time r ,  left to right, r  =  1, 2, 3, 4, 5, 6, 7, 8, 10, 15, 20 & 50.
Isovalues of temperature are (T — Ti) /AT — 0.05(0.05)0.95.
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Figure 4.16: Instantaneous fields for Ra =  10^; P r = 100. Left half: Stream function; Right
half: Temperature field. For time r ,  left to right, r  =  1, 2, 3, 4, 5, 6, 7, 8, 9, 10 & 15.
Isovalues of tem perature are (T — Ti) /AT = 0.05(0.05)0.95.
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Figure 4.17: Instantaneous fields for Ra = 10^; Pr = 100. Left half: Stream function; Right
half: Temperature field. For time r ,  left to right, r  =  1, 2, 3, 4, 5, 6, 7, 8, 10, 15, 20 & 25.
Isovalues of temperature are (T — T j)/A T  = 0.05(0.05)0.95.
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Figure 4.18: Instantaneous fields for Ra = 10^; P r = 100. Left half: Stream function; Right
half: Temperature field. For time r ,  left to right, r  =  1, 2, 3, 4, 5, 6, 7, 8, 10, 15, 20 & 50.
Isovalues of tem perature are (T — T^)/AT =  0.05(0.05)0.95.
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Figure 4.19: Instantaneous fields for Ra = 10^; P r = 100. Left half: Stream function; Right
half: Temperature field. For time r ,  left to right, T — 1, 2, 3, 4, 5, 6, 7, 8, 10, 15, 20 & 50.
Isovalues of temperature are (T — Ti) /AT  — 0.05(0.05)0.95.
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Figure 4.20: Instantaneous fields for Ra =  10^; Pr = 100. Left half: Stream function; Right
half: Temperature field. For time r, left to right, r  =  1, 2, 3, 4, 5, 6, 7, 8, 10, 15, 20 & 50.
Isovalues of tem perature are (T — T j)/A T  =  0.05(0.05)0.95.
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Figure 4.21: Instantaneous fields for Ra = 10^; Pr  =  100. Left half: Stream function; Right
half: Temperature field. For time r , left to right, r  =  1, 2, 3, 4, 5, 6, 7, 8, 10, 15, 20 & 50.
Isovalues of temperature are (T — T^)/AT =  0.05(0.05)0.95.
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4.2 Heat Transfer
Boundary conditions for this problem make it a simple matter to define the heat transfer 
into the cylinder as that which enters over the entire circumference. The average Nusselt 
number Nu, as described in section 3.2 page 53, is therefore also easily defined as
^  ,9  (4.1)
dn
W
where D  is the cylinder diameter, AT = Tyj — Ti being the initial driving temperature 
difference and dT/dn\w the temperature gradient normal to the wall.
Figure 4.22 presents the time profiles for all three Prandtl number cases. The profiles are 
colour coded with Pr = 0.71, Pr = 7.1 k, Pr = 100 being represented by red dashed, green 
solid and blue dotted line respectively. Ascending Rayleigh numbers by order of magnitude 
from 10"^ to 10® are clearly distinguishable from the ascending curves with the lowest profile 
representing the lowest Rayleigh number considered. From this figure it is observed that 
the Prandtl number, over the current Ra range, has a very minor effect on the heat transfer 
rate. The profiles seem to conform to the idea, already expressed, that increasing Prandtl 
number yields an asymptotic solution. Scale analysis for steady state flow has found that 
Nu scales like Ra}/^ for a wide variety of natural convection flow configurations. This is 
supported by studies of both rectangular (Henkes and Hoogendoorn (1994)) and cylindrical 
(Xin et al. (1997)) differentially heated steady state configurations. Scaling of Nu using this 
factor, as shown in figure 4.23 for P r  = 7.1, with time given by r  results in good correlation 
of the very early conduction dominated section of the profiles i.e., 0 < r  ^  1. Correlation 
later in time does not work with the time scaling as given by r, as can be seen in figure 
4.23. The time scale r  is based on the boundary layer growth time scale as determined in 
section 3.2 page 48. We would therefore expect to do well up to the point where convective 
motion starts (r =  1). After this time there is no reason for such scaling to apply.
After the above correlation of the Nu magnitude a further correlation, now in time was 
applied for r  > 1 i.e., the convective regime. This found that r  scaled like Ra~^/^ for the 
majority of the transient i.e., convective, phase. More precisely, least squares error analysis 
of the Nu profiles for all Prandtl and Rayleigh numbers found that NuRa~^^^ collapsed in 
time as The scaling used to arrive at r  already contains the Rayleigh number
to the one half as given in equation 3.14, resulting in this new transient convective scale 
of % Ra}/"^. We observe that this shows that Nu scales in both magnitude and time as 
~  R q}/" .^ Figure 4.24 shows the resulting profiles for Pr = 7.1. These are presented alone 
for clarity, equally good correlation was obtained for the other two Prandtl number cases 
as can be inferred from figure 4.22. We see that the correlation with increasing Ra is 
asymptotic, with Ra = 10"^  offering slightly poorer agreement than the higher Rayleigh 
number solutions. This is thought to be due to the significant conductive element present 
in the heat transfer mechanism at this value of Ra as evidenced by the stream function 
and thermal fields and discussed in section 4.1. It should be stated that the correlation
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Figure 4.22: Wall averaged Nusselt numbers for ID'* < Ra < 10  ^ (as ascending y-axis) at 
Pr — 0.71 (red), Pr = 7.1 (green) Sz Pr = 100 (blue).
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Figure 4.23: Scaling of wall averaged Nusselt numbers for Pr = 7.1 at Ra = 10"^  (solid 
blue), 10  ^ (pink dash), 10® (solid green), 10  ^ (cyan dot), 10® (solid purple) & 10® (red dot 
& dash).
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Figure 4.24: New time scaling of wall averaged Nusselt numbers for Pr = 7.1 at Ra = 10'* 
{solid blue), 10  ^ {pink dash), 10® {solid green), 10  ^ {cyan dot), 10® {solid purple) & 10  ^ {red 
dot & dash).
offered here is purely empirical in nature with presently no scaling arguments to support 
it. This said it is hoped that the following discussion will affirm that this is not simply an 
opportune finding.
4.3 Scaling of the Flow Structure
Time correlation of the Nusselt number, as presented in the previous section, causes us 
to wonder that if such a relationship can be applied to the driving force of this flow then 
could it also be applied to other aspects of the flow. Analysis of the flow field visualisations 
presented in section 4.1 of this chapter revealed that this hypothesis seems to hold. Figure 
4.25 illustrates this, again using the case of Pr = 7.1 for example. From figure 4.25 the 
overall thermal field shows clear correlation across the three Rayleigh numbers illustrated. 
The isotherm positioning being almost identical over a large expanse of the enclosure for 
> 0.01 and with arguable similarities at even earlier times. The boundary layer 
thickness as indicated by the isotherms appears to decrease with increasing Ra and its 
scaling will be dealt with later in section 4.6. Comparison of the streamlines shows that, 
while the underlying flow is broadly similar, significant perturbations exist at higher Ra 
especially at the earlier times. However, in later times there is clearly a collapse back to a 
very similar flow structure.
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Figure 4.25: Instantaneous fields for Ra = 10  ^ (a), 10  ^ (b) & 10^ (c); P r  =  7.1. Left half:
Stream function; Right half: Temperature field. From top to bottom rRa~^-‘^  ^ =  0.002,
0.005, 0.010, 0.015 & 0.020. Isovalues of temperature are (T — Ti) /AT = 0.05(0.05)0.95.
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The visual similarity for Pr = 0.71 is somewhat poorer over the early transients, but as 
the stratification encompasses the entire cavity and the flow calms down, the underlining 
flow matches as well as for Pr = 7.1. For Pr = 100 (Not shown) agreement for the 
different Rayleigh numbers is better, extending even to the very early transients. We have 
already discussed that the original time scaling r  was derived from the conductivity and 
convectively, dominated, regime boundaries. Therefore perhaps in arguing that this new 
time scale is applicable to the long term convective scales we should expect an intermediate 
period where neither scaling is suitable.
Further investigation of the results, as presented in the remainder of this chapter, showed 
that this time scaling seemed to apply almost universally to both momentum and thermal 
fields beyond an early transient period.
4.4 Thermal Field
Many engineering problems can be satisfactorily dealt with through the understanding of 
only the large scale or averaged features. In fluid dynamics this is also true and is the 
fundamental preposition in CFD solutions to turbulent problems if k-e, or other Reynolds 
averaged models, are used. We have already considered an averaged feature of this problem 
in looking at the wall averaged Nusselt number in the preceding section. Within this section 
we shall extend this to the temperature field of the fluid before refining the scales of interest 
down to point values.
4.4.1 B ulk  fluid tem p erature
The spatial average of the non-dimensional fluid temperature, over the entire enclosure, 
at any instant in time is referred to as the bulk temperature (T;,) and is calculated by 
integrating the cell area weighted temperature field over the entire computational domain. 
The non-dimensional temperature T' is defined as
T' =  (4.2)
I-w 4-i
where ' denotes the non-dimensional quantity, and and T) the wall and initial fluid 
temperatures, in Kelvin, respectively.
Application of the new time scaling to the calculated non-dimensional bulk fluid temper­
ature reveals additional interesting results. Figure 4.26 shows how the data when presented 
in this way reveals an exponential progression between the initial and final states that col­
lapses across a range of Rayleigh numbers. Increasing Ra is accompanied by an asymptotic 
collapse of the transient bulk temperature value for each of the three fluids investigated. 
The greater divergence of the lower Ra cases is attributed to the approach, as Ra decreases, 
towards the conduction governed heat transfer regime. The scaling would therefore seem
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to apply for the boundary layer convection controlled regime as suggested from the Nusselt 
number scaling already considered in section 4.2. Additionally, the correlation improves 
with increasing Pr.
By taking averages of the values for 10® < Ra < 10  ^ for which the collapse of the 
bulk temperature data is good, having a standard deviation of less than 1.87 % of AT 
for Pr = 0.71, 1.66 % for Pr = 7.1 and 1.50 % for Pr = 100, we are able to determine
an exponential fit for each of these Prandtl number data sets for > 0.05. The
averaged values (as symbols) and the fitted curves are presented in figure 4.27 as a function
of scaled time The relationships that map this behaviour are:
For Pr = 0.71; T^ = 1 -  0.9600e-2-3552riîa-o-26 (4.3)
For Pr = 7.1; n  = 1 -  0.9421e-^"^^^^''^"° ' ' . (4.4)
For Pr = 100; % = ! -  . (4.5)
We see from the above equations and figure 4.27 that the bulk fluid temperature for all
three Prandtl numbers considered decays along an almost identical curve. Pr = 0.71 can 
be seen to decay along a slightly higher curve than the two higher Prandtl number fluids, 
which almost lay directly on one another, but the difference is always less than 5.0 % of 
the instantaneous averaged bulk temperature of P r  =  7.1 & 100 (or less than 2.4 % of 
the initial driving temperature difference). In view of the level of agreement between all 
three data sets an overall exponential relationship was developed to describe the bulk fluid 
temperature for Pr = 0.71, 7.1 & 100 over the Rayleigh number range 10® to 10  ^ and is 
given as
7), =  1 -  0.9450286-^'^^®^®^"'^'° ' ' .  (4.6)
where the agreement is within 1.6 %, of the initial driving temperature difference, for all 
Pr  cases.
Such a relationship as equation 4.6 and the more specific findings for each Prandtl 
number case, 4.3 to 4.5, are a potentially powerful tool in the prediction of heating (or 
cooling) of fluids within cylindrical enclosures for many engineering applications. Due to 
the apparent asymptotic behaviour with increasing Pr  seen here and reported by Xin et al. 
(1997) it is deemed that this relationship is also applicable as Pr  oo; indeed the adoption 
of equation 4.5 for Pr — 100 would, due to this asymptotic behaviour, be more appropriate 
for larger Prandtl numbers. However, in terms of a detailed understanding of the evolution 
of the thermal field this only provides the most basic of insights.
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Figure 4.26: Fluid bulk non-dimensional temperature (T5) rise with scaled time for ideal 
heated cylinder. P r =  0.71 (a), P r =  7.1 (b) & P r =  100 (c) for Ra — 10^  (o), 10® (□), 10  ^
(a), 10® (x) fe 10® (o).
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Figure 4.27: Average fluid bulk non-dimensional temperatures (Tt) as a function of time 
over 10® <  Ra <  10^  for P r =  0.71 (o), P r =  7.1 (o) & P r =  100 (a). Lines represent 
exponential fits to each data set; P r  =  0.71 {red dash), 7.1 {blue dot) and 100 {green dash 
& dot).
4 .4 .2  C ore tem p eratu re
4.4.2.1 Vertical tem perature profiles
Temperature profiles, along the vertical axis, taken at scaled times of ri2a“®*^® =  0.05 , 0.10, 
0.15, 0.20, 0.40 and 0.60 are presented for each of the three Prandtl numbers considered in 
figures 4.28, 4.29 & 4.30. Once again we observe an asymptotic collapse of the data with 
both increasing Rayleigh and/or Prandtl number, when plotted using this time scale, with 
the results for Ra >  10^  demonstrating a good agreement at all times for all cases.
Discrepancies between difierent Prandtl and Rayleigh numbers are more noticeable at 
this finer detail than was apparent with the bulk fluid temperature data. This was expected, 
as was the greater variability in the lower Prandtl number cases, from observations of 
the flow and thermal field images (Section 4.1) and animations. P r =  0.71 sufiers from 
significant local variation during the early transient phase, a feature of the complicated 
motion that dominated much of the enclosure during the early phase before significant 
enclosure wide stratification was established. Despite what may be construed as a more 
vigorous mixing phenomena for lower Pr, comparison of the bulk temperature change in 
the previous section has shown that with decreasing P r  the fluid heats more slowly. The 
similarity in the average heat transfer and temperature seem to indicate that much of the 
motion, and the observed local temperature fluctuation, for P r =  0.71 does not result in 
significant additional mixing, either advective or diffusive. Much of the temporary local 
differences can possibly be interpreted as temporary fluctuations upon a more general base 
solution that would be represented by an infinite Prandtl number solution.
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Figure 4.28: Profiles of temperature along the vertical axis of the cylinder for Pr = 0.71 at 
Ra — 10® {solid), 10® {double dot & single dash), 10  ^ {dashes) Sz, 10® {dots) for scaled times 
of: =  0.05 (a), 0.10 (b), 0.15 (c), 0.20 (d), 0.40 (e) &: 0.60 (f).
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Figure 4.29: Profiles of temperature along the vertical axis of the cylinder for Pr  =  7.1 at 
Ra =  10^  {solid), 10  ^ {double dot & single dash), 10  ^ {dashes), 10  ^ {dots) & 10  ^ {single dot 
& dash) for scaled times of: T.Ra~^’'^  ^ = 0.05 (a), 0.10 (b), 0.15 (c), 0.20 (d), 0.40 (e) & 
0.60 (f).
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Figure 4.30: Profiles of temperature along the vertical axis of the cylinder for Pr  =  100 at 
Ra = 10'^  {solid), 10*^  [double dot & single dash), 10' [dashes), 10^  [dots) & 10^  [single dot 
& dash) for scaled times of: r.Ra~^'^ — 0.05 (a), 0.10 (b), 0.15 (c), 0.20 (d), 0.40 (e) & 
0.Ü0 (f).
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Profiles for the two higher Pr  cases (Fig. 4.29 & 4.30) are almost identical except 
in the very early transient phase for Ra = 10^  where the Pr = 7.1 case has begun to 
exhibit additional, vigorous, short lived perturbations on the more general flow. It may be 
expected that with increasing Ra such features will proliferate as in the case of Pr = 0.71 
and thereby reduce the correlation during the early transient phase. The collapse of the 
Pr  =  0.71 data with increasing Ra in the long time limit lends hope that for the higher 
Pr  fluids such correlation will extend over a significantly greater Rayleigh number range. 
Correlation in the latter time period is possibly of more value for practical purposes than 
in the early transient phase, as it is at these times that significant temperature variation 
has occurred and with it potential changes in fluid properties.
For all Prandtl number cases the temperature profiles do not correlate so well near the 
lower wall of the enclosure. This region is characterised by an unstably stratified layer 
arising due to the Rayleigh-Benard type heating from the upward facing heated surface. As 
previously discussed in section 4.1 the temperature gradient and the local Rayleigh number 
Ran] based on the thickness of the layer and the driving temperature difference across it, of 
this layer become larger with increasing Ra. This indicates a growing unstable region. The 
poor scaling using the current characterisation of the flow, which is based on the dominant 
advective nature of this problem, in this region, is due to the presence and local significance 
of the diffusive heating mechanism of Rayleigh-Benard type.
Hauf and Grigull (1970) presented vertical temperature profiles showing the evolution of 
the flow (Figure 2.17 on page 44), as extracted from their interferometric images (Figure 2.15 
on page 42), for a water {Pr % 7) filled cylindrical enclosure at Ra % 1.2 x 10 .^ Figure 4.31 
presents their experimental measurements in comparison with axial temperature profiles 
from the current ideal boundary configuration at Ra =  1 x 10  ^ and Pr = 7.1. Their 
experimental cylinder was constructed from a copper block and therefore the boundary 
conditions differ slightly from our idealised numerical arrangement. In order to facilitate 
comparison, the profiles are presented in non-dimensional time rRa~^'^^] for Hauf and 
Grigull’s (1970) data this corresponds to times of 27, 37, 60, 99, 224 and 527 seconds. In 
order to undertake this comparison it was necessary to assume a mean temperature of 20° C 
for Hauf and Grigull’s (1970) experiments. Prom figure 4.31, where the current profiles for 
the ideal and conjugate (Presented in chapter 5) boundary condition cases are presented in 
comparison with Hauf and Grigull, it is seen that the data agree rather well. The profiles 
of Hauf and Grigull have a time lag compared with the present ideal boundary condition 
results, though this is not as great as that present for the conjugate simulations. This is 
consistent with their use of an enclosure constructed of copper which while possessing a 
high thermal conductivity does still not match the ideal boundary condition assumption. 
This time delay is supported by Nusselt number plots presented in their work which clearly 
show an initial heat up period also seen in our conjugate simulations. For their Ra  % 
5.7 X  10  ^ experiment Hauf and Grigull report the existence of plumes rising from the 
unstably stratified enclosure bottom. As discussed previously, it is believed that the ‘true’
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oxist('iice of sudi plumes is related to the extent this unstable region. From figure 4.31 
we clearly see very good agreement regarding this unstably stratified region for the lower 
B(i case. If this correlation extends to the higher Ra case, and our simulations are to 
be believed, it seems surprising that Hauf and Grigulhs (1970) experiments possess these 
plnine like structures. It would seem that, for these structures to exist experimentally, an 
additional destabilising event such as vibration was present within the experiment.
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Figure 4.31: Comparison of temperature profiles along the vertical axis of the cylinder. 
Data presented for the current numerical solutions at Pr — 7.1 Sz Ra = 10  ^ for both ideal 
{dashed line) and conjugate {dotted line) boundary conditions and experimental results from 
Hauf and Grigull (197Ü) at Pr ^  7 ^  Ra ^  1.2 x 10® (o) for time; T.Ra~^‘^  = 0.07 (a), 
0.10 (b), 0.16 (c), 0.27 (d), 0.61 (e) and 1.44 (f).
4.4.2.2 Poin t te m p e ra tu re  correlations
Discussion of the temperature profiles presented in the previous section considered the 
variation in the higher Rayleigh number cases, during the early transient phase, as a per­
turbation upon the general trend of the transient experiment. From the profiles, as given, 
it is not economical to attempt to evaluate such a hypothesis as individual figures would 
need to be presented for every time step. More appropriately individual points within the
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flow domain can easily be visualised in time, offering a suitable accompaniment to the spa­
tial variation illustrated by the previous profiles. Point temperatures as a function of time 
for positions along the cylinders vertical axis are presented in figure 4.32. These locations 
correspond to the thermocouple mounting positions used during the experiments discussed 
in chapters 6 and 7. No effort has been made to enable the distinction of different Rayleigh 
number simulations as the purpose of this graphic is to illustrate the scaled correlation and 
the perturbations previously mentioned.
From figure 4.32 we observe the same scaled correlation shown in figure 4.28 to 4.30 but 
we can now clearly identify the perturbations, suggested previously, as being a core wide 
oscillatory behaviour. Periodic oscillations dominate for Pr = 0.71 and are also strongly 
present, but at a higher frequency, for Pr = 7.1 and apparently completely absent from 
the Pr = 100 case. The nature of this oscillatory flow is not our concern here, as detailed 
consideration is carried out latter in this chapter in section 4.5. What is of interest is that 
in figure 4.32 we observe that this behaviour seems to act upon a base solution of sorts as 
highlighted earlier. This argument is furthered if we look at individual points within the 
flow and compare across Prandtl number as in figure 4.33. The data for Pr  == 7.1 & 100 
are almost identical while the trace for Pr = 0.71 clearly oscillates about these. In later 
times, as the oscillatory behaviour subsides, the point temperature measurements for all 
three Pr  collapse upon one another.
The unstably stratified region adjacent to the bottom (y/r = —1) of the enclosure is 
apparent from the profiles in figure 4.32 for y /r  = —0.97, -0.90 and -0.76. These profiles 
indicate an increase in temperature with decreasing height. It is clear that for all Pr  these 
profiles do not scale as the temperature within the rest of the enclosure, a feature discussed 
previously in section 4.4.2.1.
Correlation of the thermal field in scaled time rRa~^'^^ for the current configura­
tion for the Rayleigh number range of 10® < Ra < 10  ^ and Prandtl number range of 
0.71 < Pr  < 100 has been demonstrated. While the time scaling used to achieve this 
also applies to other aspects of the flow, it is the heat transfer and resulting temperature 
field that are of overriding importance in a wide variety of engineering environments where 
natural convection is present. The current relationships for the heat transfer and the bulk 
temperature behaviour (Equation 4.3 to 4.6) provide an easy means of determining the 
gross thermal behaviour of this system. Further, axial temperature profiles could be esti­
mated, at least for the later transients, algebraically from these profiles. It is not known if 
this correlated behaviour would continue with further increases in Ra and the subsequent 
occurrence of more unsteadiness and chaotic behaviour or if this additional motion will 
result in the break down of the common features observed here. However, the behaviour 
of the higher Prandtl number cases seems to imply that we could expect at least some 
extension of the applicable Ra range.
Chapter 4. Ideal Transient Computations 115
(a)
1.0
0.8
0.6
0.4
0.2
0.0
0.0 0.2 0.4 0.6
T.Ra
(b)
1.0
0.4
0.2
0.0
0.0 0.2 0.4 0.6
T.Ra
(c)
1.0
 ^ 0.6
0.4
0.2
0.0
0.0 0.2 0.4 0.6
----y/r = 0.97
—  y/r = 0.90
y/r = 0.76
- y/r = 0.40
—  y/r = 0.26
—  y/r = -0 .0 8
-— y/r = -0 .42
----y/r = -0 .76
--------  y / f  — -0 .9 0
—  y/r = -0 .9 7
r .R a
Figure 4.32: y-axis point temperatures for Pr = 0.71 (a), P r  =  7.1 (b) h  Pr = 100 (c) at 
Ra ~  10 ,^ 10 ,^ 10  ^ & 10 .^ Locations correspond to those monitored during experiments: 
y /r  =  0.97, 0.90, 0.76, 0.40, 0.26, -0.08, -0.42, -0.76, -0.90 & -0.97.
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Figure 4.33; Pi' effect on y-axis point temperature profiles in time for P r  = 0.71 [red solid 
line), Pr  = 7.1 {green dashed line) & Pr = 100 {blue dotted line) at Ra — 10 .^ Locations 
correspond to those monitored during experiments: y /r  =  0.90 (a), —0.08 (b) & —0.42 (c).
4.4 .3  Core stratification
For the core of the cavity the current process is one of relatively slow fluid velocities cou­
pled with a varying thermal stratification, as the boundary layers feed hot fluid around 
the circumference to the top of the enclosure as described and illustrated in section 4.1. 
The non-dimensional stratification S  is defined as = A T '/A y ^  where AT '  is the non- 
dimensional temperature difference over the vertical non-dimensional distance A y '.
Figure 4.34 provides profiles of the diniensionless core stratification {S for —0.1 < y < 
0.1) with time for all three Prandtl number fluids considered here. Profiles are provided
in time r  and rRa' - 0.26 It is once again clear how S  also scales in time as rRa' -0 .2 6 as
the previously considered areas of the flow. What is also evident is an overriding Prandtl 
number effect upon the core stratification. From the profiles in figure 4.34 the stratification 
in the core of the enclosure, for all P r, initially rises rapidly after a short, P r  dependant, 
time delay. For P r  = 0.71 (Fig. 4.34a) we observe a rapidly changing and erratic fluctuation 
of the core stratification. This is dominated by large peaks in S  during the early transient, 
corresponding to very steep temperature gradients that obscure the general trends seen 
in the higher Pr cases. These fluctuations are illustrated for example in figure 4.9 for 
P r  = 0.71 at Ra = 10 ,^ at time r  = 15 by the very dense grouping of isotherms just above 
the cavity axis which correspond to the first and largest peak in the core stratification 
given in figure 4.34(a). These features are clearly due to the violent nature of the initial 
boundary layer driven accumulation of heated fluid in the upper part of the enclosure. 
Increasing Prandtl number damps these oscillations dramatically between P r  = 0.71 and 
7.1 and then eliminates them entirely for Pr = 100. This follows closely with what we 
have observed in the temperature fields presented in sections 4.1 and 4.4. With increasing 
time the core stratification decreases exponentially as the cavity approaches its new steady 
isothermal state.
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Figure 4.34: Profiles of core stratification as a function of time for Pr  =  0.7 (a), Pr  =  7.1
(b) and Pr = 100 (c) at Ra = 10 ,^ Ra =  10 ,^ Ra - 10 ,^ Ra =  10 ,^ Ra =  10  ^ & Ra = 10 .^
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Considering figure 4.34 again, the two higher Prandtl number cases tend to a maximum 
stratification (tSmax) of 1.15 and 1.19 for Pr = 7.1 & 100 respectively as illustrated in 
figure 4.35, which shows <Smax as a function of Ra. In scaled time, for these two cases, 
the maximums also collapse in time at TRa~^-‘^  ^ = 0.219 & 0.200 respectively. It should 
be noted that the value of tSmax quoted for Pr = 7.1 is an estimation due to the slight 
oscillations in this quantity. Further comparison of the profiles illustrates the tendency for 
all Pr  cases to collapse for like Ra cases. The Pr = 0.71 case differs most significantly, 
especially at the higher Ra where, after the initial high peaks, the stratification is lower 
than that of the two higher cases. The apparent asymptotic behaviour with Prandtl number 
of this convective flow is once again illustrated.
4.5 Oscillations W ithin the Flow
4.5.1 B ackground
Previously Patterson and Imberger (1980) proposed a criterion for the presence of an oscil­
latory approach to the steady state for low aspect ratio {A < 1) differentially heated cavities 
for fluids of P r  > 1. This was later refined by Patterson (1984), who presented six possible 
orderings for these Prandtl and aspect ratio ranges, as was discussed in chapter 2. Xin et al. 
(1997) observed that the transients for differentially heated horizontal cylindrical enclosures 
for a wide range of Prandtl numbers were also dominated by an oscillatory behaviour that 
decayed in time as the steady state was approached. The proposed mechanism behind this 
occurrence within the rectangular cavity i.e., the piling up of the intrusion layers, would, in 
the case of a circular cavity, appear to be absent. Through analysis of the observed periods 
in the fluctuations of the ?/-axis Nusselt number Xin et al. demonstrated that these oscil­
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lations were internal waves with a frequency related to the Brunt-Vaisala frequency and 
in agreement with that proposed by Thorpe (1968) for internal standing waves in a closed 
box. In common with other studies of both vertical and horizontal cylindrical enclosures, 
Xin et al. took the circular cross-section to represent a cavity of aspect ratio one {A = 1) 
for comparison with square cavity parametrizations of this oscillatory phenomena.
Patterson’s (1984) orderings are only valid for Pr > 1 fluids in rectangular, differentially 
heated cavities. It must be noted however that oscillatory behaviour has also been observed 
in fluids where Pr < 1, notably for air (P r =  0.7), in the current study and in that of Xin 
et al. for the differentially heated horizontal cylinder, Hyun (1985a, 1985b) for the vertical 
cylinder and by Hyun and Lee (1989) for a square cavity. If we briefly consider Patterson’s 
(1984) categorisation (dealt with in more detail in chapter 2 page 23) for a cavity of X =  1 
and therefore P r  > A~^ we are left with five possible Rayleigh number flow regimes, defined
by
0 < Ra < 1 < Ra < Pr^ < Ra < Pr^ < Ra < Pr^^ < Ra < Pr^® < Ra.
These Rayleigh number regimes define the changing solution with increasing Ra from 
one of conduction for Ra < 1, to the dominance of advection in the region Pr^ < Ra < P r ‘^ 
and the occurrence of internal wave motion for Ra > Pr^. While this regime classification 
applies to the rectangular differentially heated cavity it has been seen that similar behaviour 
regimes exist for other heating and geometrical configurations. This should not be surpris­
ing as Patterson and Imberger’s (1980) original orderings were derived from simple scale 
analysis and are therefore determined by the fluid and the nature of natural convection 
rather than the particular geometry. Of particular concern here is the existence of internal 
waves. Patterson’s (1984) classification predicts, for fluids of P r  % 1, 7 and 100, that wave 
motion will occur for Ra ^  1, 2.5 x 10^  and 1 x 10  ^ respectively. It will be seen in the 
following sections that waves are present for the current configuration and that they are 
only present above Patterson’s (1984) limit. It will also be seen that this regime is more 
closely adhered to with increasing Prandtl number.
4 .5 .2  O bserved oscillatory  behaviour
Observations made on the current numerical experiments show that, for certain Rayleigh 
and Prandtl number configurations, the motion within the cavity is of an oscillatory nature, 
once the initial early transient mixing has subsided. Visualisation of the wave like behaviour 
within the cavity core is best seen through the use of the streamline animations which can 
be found on the CD-rom included in appendix D. The current discussion while making 
reference to these observations does not rely upon them and will, where possible, make use 
of the streamline images of figures 4.5 to 4.21.
Differentially heated cavity cases have shown that a good indicator of internal wave 
motion is the time evolution of the averaged Nusselt number through the vertical centre line. 
This indicator is not available in the current problem, due to the vertical axis symmetry.
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and it was therefore necessary to determine another. Investigation found that the velocity 
field offered the best means of establishing the oscillating motion within the core. Figures 
4.36 to 4.38 show how clear this phenomena is in the velocity components, while figure 4.39 
indicates how poorly it is reproduced in the temperature field at this point. The vertical 
velocity component and temperature were taken at the cylinder axis while the horizontal 
velocity component was measured on the æ-axis at x /r  0.2. Oscillations are also visible 
in the isotherms as they advance down through the cavity core. This is seen as changes in 
their gradient from positive to negative with time, but is far more subtle than the velocity 
field oscillations as may be inferred from the streamline images. Figure 4.14 on page 93 
illustrates this for r  =  8, 10 & 15, but it is far clearer in the animations for Pr = 0.71 and 
Pr  =  7.1 for Ra > 10  ^ and Ra > 10 .^
Oscillatory behaviour was recorded for all Prandtl numbers considered within this study, 
although the Rayleigh number at which these are first evident varies. For Pr  =  0.71, 
P r  =  7.1 and P r  = 100 oscillations become detectable at Rayleigh numbers of 10^, 10® and 
10® respectively as is indicated by figures 4.36 to 4.38. With increasing Rayleigh number the 
decaying oscillations persist for greater duration. From Patterson and Imberger’s (1980) 
regime classification, fluids of P r  =  7.1 & 100 in a unitary aspect ratio cavity exhibit 
oscillatory features for Ra > 2.54 x 10® and 1 x 10® respectively. Indeed the current 
configuration does not posses oscillatory behaviour below these bounds but neither does it 
directly conform to them, as may have been expected. With increasing P r  the observed 
oscillations and the classification agree more closely.
The frequency A of the wave motion is non-dimensional being defined in radians/r. The 
frequency of the observed oscillations Ao is therefore defined as Aq = 27r/II where II is the 
period of oscillation as measured in the non-dimensional time units r. The frequency of the 
observed oscillations decreases with time for each Ra and Pr  case as the waves decay. This 
does not conform to the standard expectation of waves of fixed frequency as detected in 
differentially heated enclosures and in the atmosphere. However, the change in frequency 
detected here should be expected if the waves are gravity waves as such phenomena are 
governed by the stratification of their environment, which for the current problem varies 
with time (See figure 4.34, page 117).
Plotting the frequency of the waves against time r  for P r  =  0.71 and P r  =  7.1 & 100 
(Figure 4.40) we note that both sets i.e., P r  < 1 and P r  > 1, exhibit different behaviour. 
For P r  =  0.71 three distinct profiles exist, with each corresponding to one of the three 
Rayleigh numbers where oscillations are detected. Alternatively the P r  =  7 & 100 data 
is distributed roughly on a single decaying power law profile. Scaling of the time axis by 
j^^-0.26 j-0gups in a reversal of the apparent correlation. The P r  =  0.71 data now collapses 
along a single exponential curve while the higher P r  data no longer maintains a discernible 
correlation between Rayleigh numbers. Such differences between the Prandtl number cases 
would seem to imply that the mechanism of oscillatory behaviour was different. But plot­
ting all P r  cases together using the new time scale, as in figure 4.41(b), reveals a further
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Figure 4.36: Oscillations in the horizontal (?7/V^ef) vertical (F/F^ef) velocity on the 
ai-axis at x /r  = 0.2 and the cylinder axis respectively, for Pr  =  0.71 at Ra = 10  ^ (a), 
Bn =  10  ^ (b), Bn =  10  ^ (c) & Bn = 10^  (d).
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Figure 4.37: Oscillations in the horizontal (U/Vj.Qf) and vertical (V/Fref) velocity on the x- 
axis at x /r  = 0.2 and the cylinder axis respectively, for Pr = 1.1 at Ra = 10® (a), Ra = 10  ^
(b), jZa =  1Q8 (c) & m  = 10  ^ (d).
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Figure 4.38: Oscillations in the horizontal (U/Vj.Qf) and vertical (F/Fref) velocity on the 
a:-axis at x /r  = 0.2 and at the cavity axis respectively, for Pr — 100 at Ra = 10  ^ (a) &
m  =  10  ^ (b).
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Figure 4.39: Oscillations in the temperature at the cylinder axis, at Ra = 10  ^ & Ra = 10  ^
for Pr  =  0.7 (a); Ra = 10  ^ k  Ra = 10^  for Pr = 7.1 (b).
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Figure 4.40: Frequency of oscillations (Aq) in enclosure core as a function of time (r) and 
the new time For (a) Pr = 0.71 and (b) Pr  = 7.1 & 100 (grey symbols) at
R.d. = 10 10' FF 10^ ( x ) .
complication. From figure 4.41(b) we note for Ra = 10^  that the Pr  = 7.1 data agrees 
well with the Pr  = 0.71 trend. It is proposed, based on the current range of simulations, 
that the frequency of the observed oscillations is dependent upon a Ra and Pr  balance. 
Increasing Pr  acts to damp oscillatory motion through the action of viscosity, while increas­
ing Ra acts to stimulate more pronounced and persistent oscillatory behaviour. A greater 
number of simulations for intermediate Prandtl numbers and higher Rayleigh numbers is 
unfortunately required to determine if this proposition actually holds, for, as will become 
clear, the high and low Prandtl number groups do indeed exhibit oscillatory motions of 
differing character.
From the flow field figures 4.5 to 4.21 we see the streamlines orientated vertically or at a 
slight angle within the core of the enclosure. Distinct wave like patterns in the streamlines 
are visible in several of these figures e.g., 4.13 r  = 10, 4.14 r  = 15 and 4.15 r  = 20. For 
Pr = 7.1 and Pr = 100 the animations, of Ra > 10^  and Ra = 10^  respectively, show that 
these waves advance along the streamlines from top to bottom, as travelling waves. Their 
speed is faster than that of the advancing stratification as indicated by the progression
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Figure 4.41: Changing frequency of oscillations (Aq), in enclosure core, with time, (a) r  
and (b) For Pr  =  0.71 (blue), 7.1 (red) & 100 (green) at Ra =  10  ^ (a), 10  ^ (•),
10  ^ (■) & 10  ^ (x).
of the isotherms, resulting in them dying out as they move into successively more weakly 
stratified and finally isothermal fluid. A different behaviour is observed for Pr — 0.71. In 
this case the streamlines still exhibit a wave like pattern, as is seen in figures 4.7 r  = 15, 
4.8 r  =  50 and 4.9 r  =  50, but from the animations it is noted to be stationary. The wave 
structure remains stationary as for a standing wave with a horizontal pulsation. This is 
visible in the near vertical streamlines of the core, causing them to oscillate horizontally 
while maintaining the stationary wave structure. There is also an apparent shift in the 
orientation of the oscillating mode. For Pr  =  0.71 the motion is more observable in the 
vertical velocity component (Figure 4.36) while for Pr  =  7.1 & 100 (Figure 4.37 & 4.38) 
this is more visible and clearly defined within the horizontal velocity component.
It is clear that oscillatory behaviour, of similar wavelength, exists for all Prandtl number 
cases, but the mode differs between Pr  =  0.71 and the two higher (P r =  7.1 & 100) Prandtl 
number solutions.
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4 .5 .3  G ravity  wave com parison
Having established the existence of decaying oscillations within our system we now seek 
to determine whether these correspond to internal gravity wave motion. To do this we 
compare the observed non-dimensional frequency of oscillation Ao with the calculated non- 
dimensional Brunt-Vaisala frequency (VV). The dimensional Brunt-Vaisala frequency (A/*) 
was defined in section 3.3 on page 54 as J\f = [gj3(dT/dy)]^^‘^ with the units of s“ ^ In the 
following analysis this has been non-dimensionalised through the use of the non-dimensional 
temperature gradient within the core of the enclosure and the buoyancy time scale, defined 
in section 3.2 page 51 as, ~  /a. This results in the non-dimensional Brunt-
Vaisala frequency M  being defined as
(4.7)
where dT is the non-dimensional temperature difference and dy the non-dimensional ver­
tical distance.
Figures 4.42 and 4.43 display the calculated Brunt-Vaisala frequency and the frequency 
of the observed oscillations in time r  for Pr = 0.71 and P r  =  7.1 & 100 respectively. From 
figure 4.42 the frequency of the observed oscillations can be seen to match very closely that 
of the limiting Brunt-Vaisala frequency. However the higher Prandtl number cases in figure 
4.43 do not seem to bear any relation to the limiting Brunt-Vaisala frequency. For both 
cases the observed oscillations are bounded as for gravity waves.
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Figure 4.42: Brunt-Vaisala frequency M  {continuous line) and frequency of oscillations Aq 
{dashes), for Pr = 0.71 at Ra = 10® (a), 10  ^ (b) & 10® (c).
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Chapter 4. Ideal Transient Computations 128
3.0 -
2.0-
1.0 -
10"
Ra
Figure 4.44: Comparison for Pr = 7.1 of averaged frequency of observed oscillations (Ao) 
(•) and averaged limiting Brunt-Vaisala frequency (A7) (a).
The significant differences between the lowest and two higher Pr  cases are very clear. 
From the data presented here it is proposed for Pr = 0.71 that internal standing gravity 
waves exist that oscillate at the Brunt-Vaisala frequency. This would indicate oscillations 
in the vertical only. Inspection of the velocity component oscillations supports this as the
vertical component shows clearly defined oscillations while the horizontal component is
confused by noise. The waves form after the enclosure has become continuously stratified 
following which they decay in time for Rayleigh numbers 10® to 10® (See figure
4.43) following the exponential relationship
A„ = 1.063e-'-“ “^ -®“' ° “ . (4.8)
For the two higher Prandtl number cases (P r =  7.1 & 100) the nature of the observed 
travelling wave behaviour is uncertain. The frequency of oscillations lies below the limiting 
value given by the Brunt-Vaisala frequency but seems to bear no relation to this changing 
value. The oscillations here seem to decay in time (r) following a power law
Ao = 4.079r“ ®-®^  ^ (4.9)
but offer no correlation in the scaled time Oscillations exist well before the entire
enclosure is stratified, in fact they have almost decayed completely before complete stratifi­
cation occurs. This results in the waves visualised in the streamlines decaying spatially (as 
well as temporally) as they advance down through the core faster than the mean flow as 
indicated by the isotherms in the animations. This incomplete stratification acts to damp 
the oscillations as they approach the bottom of the cavity, thereby preventing reflection of 
the waves off the bottom of the enclosure. Reflection of waves can result in the formation of 
a standing wave pattern, such as for Pr = 0.71 where reflection can occur as the enclosure 
is completely stratified. This could cause the different behaviour observed between the two 
higher Pr  fluids and Pr = 0.71 where the cavity is entirely stratified.
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It is also noted, as seen in figure 4.44 which shows the average Al and Ao with changing 
Ra, that the averaged Brunt-Vaisala frequency for Pr = 7.1 for the period where oscillations 
are observed is Rayleigh number independent. The average of the observed frequencies for 
this Prandtl number decreased with ascending Ra in an apparently logarithmic manner as 
is visible in figure 4.44.
4.6 Boundary Layer Characteristics
Within this section we shall consider the momentum and thermal boundary layers. In­
stantaneous profiles and transient variations of both are presented at the æ-axis for which 
questions of scaling are also considered.
Maximum values of the non-dimensional vertical velocity over the æ-axis in time are 
presented in figure 4.45 for Pr = 0.71, 7.1 & 100. Profiles presented in time r  show 
a marked Pr  and Ra dependence. When presented in time rRa~^'^^ we see that the 
transient variation of maximum velocity for each Pr  scales reasonably well for Ra Z 10® 
for TPn"®'^® ~  0.1. For all fluids the maximum peak boundary layer velocity appears to 
asymptote with increasing Ra. This seems to occur to a lesser extent with increasing Pr. 
From figure 4.46 we see that the Pr  effect does not persist over the longer time period, as 
all Pr  cases show good correlation for like Rayleigh number values. The inference from this 
observation is that the boundary layer flow is only Pr  dependent during a short initial period 
after which it becomes Pr  independent. Such scaling of the boundary layer has stimulated 
considerable debate in the available literature and is dealt with more extensively later 
within this section. Column (ii) in figure 4.45 shows the variation of the non-dimensional 
boundary layer velocity maximum Vnax/^ef with time r P a “ ®’^ ®. This reveals that, for the 
later time period i.e., r P a “ ®'^ ® Z 0.1, Imax/fref correlates well for Ra > 10® even when 
the early transients exhibit significant differences. Once more we observe that the lower Ra 
cases (10  ^ and 10®) do not scale as the higher Rayleigh numbers.
Low frequency fluctuations in the Vmax/^ef profiles are visible in both Pr = 0.71 & 7.1 
cases. It is speculated that these fluctuations could coincide with the oscillations within the 
core but no proof of this has been established. The higher frequency fluctuations observed 
for Pr  =  7.1 at Ra = 10® possibly represent instabilities growing within the boundary layer 
as a precursor or as a brief period of turbulent flow. It is noted that they occur while the near 
core fluid is still isothermal and therefore do not appear to be the result of the mixing region 
in the upper part of the enclosure. This phenomena is just visible in the isotherm animations 
as a travelling distortion. The near wall isotherms are seen to thicken as some disturbance 
travels around the circumference. This is only just visible at the enclosure’s horizontal 
axis, being more noticeable further round the circumference and where the boundary layer 
ends as a pulsating surge of fluid. The Rayleigh number considered here, in comparison 
with the steady state differentially heated cavity or vertical fiat plate, is slightly greater 
than the transitional Ra, for these cases e.g., Ra = 2 x 10®. Paolucci (1990) in simulating
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Figure 4.45: Transient normalised peak boundary layer velocity at 0 =  tt/2 for (a) P r = 0.7,
(b) Pr = 7.1 & (c) Pr = 100; unsealed (left) and scaled (right) time axis. Ra = 10  ^ {solid 
blue), 10  ^ {dashed red), 10® {solid green), 10  ^ {dotted cyan), 10® {solid purple) & 10  ^ {dotted 
& dashed pink).
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Figure 4.46: Transient normalised peak boundary layer velocity at 0 =  tt/2 for P r  =  0.7 
(green), 7.1 (red) & 100 (blue). Ra =  lO'* (solid), 10  ^ (dashed), 10  ^ (doted), 10  ^ (single dot 
& dash), 10  ^ (double dot & single dash) & 10® (pale solid).
natural convection within a square differentially heated cavity at Ra = 10^ ® for P r  =  0.71 
presented images of the temperature field during the transient phase from isothermal to the 
stratified steady state. In these, Paolucci showed the appearance of wave like disturbance 
within the boundary layer that then proceeded to grow and break resulting in mixing as the 
majority of the boundary layer demonstrated turbulent behaviour. At the final steady state 
this was much reduced; turbulent features being present in the upper half of the boundary 
layer only. It is unknown for the current configuration whether a similar Rayleigh number 
would herald transition but it would appear that at Ra = 10® we are observing certain 
features that are in common with these other configurations. Only higher Rayleigh number 
simulations and further analysis will reveal if these phenomena represent the initial phase 
of transition.
We observe that the profiles in figure 4.48 and 4.47 demonstrate that scaling of the 
thermal and dynamic boundary layer occurs differently in the early and late phases of this 
problem. For external forced (Schlichting (I960)) and natural convection (Bejan (1984)) 
boundary layers it has been shown that dynamic and thermal boundary layers exist of 
different thicknesses. Within the literature regarding internal natural convection two con­
tradictory descriptions of the boundary layer structure exist. Gill (1966) first suggested 
for internal natural convection that a two layer structure does not exist but rather that 
both thermal and dynamic boundary layers are of the same thickness. This has been sup­
ported by the works of de Vahl Davis (1968), Quon (1972) and Xin et al. (1997) for square 
and circular differentially heated cavity cases. For transient flows, Patterson and Imberger
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(1980) proposed the two layer structure for the early phase though their arguments lead to 
a steady state where only a single layer exists. Alternatively Bejan (1994) has proposed, 
that the two layer structure does exist for the steady state internal natural convection, in 
contradiction to these other works. This later argument has recently been shown by Xin 
(1998) to be wrong. Xin (1998) showed through scale analysis, as first proposed by Gill 
(1966), that the two layer structure while indeed existing in the early transient period, 
of heat up, disappears with increasing time and is absent in the final steady state. This 
he supports with numerical solutions for Pr  0(1) to oo for several cavity configurations, 
including the differentially heated square and circular cases. The scale analysis has been 
included here in chapter 3 which shows both the thermal and velocity boundary layers to 
be of the same thicknesses and to scale as St = Sy ^
Within our work instantaneous æ-axis profiles of temperature, as given in figure 4.48, 
show that the thermal boundary layer thickness scales classically like under the
new time scaling. We observe in figure 4.47 that the dynamic boundary layer also scales 
as in the later transients i.e., > 0.1. Indicating that there is no two layer
structure in the later transient phase. During the early transient phase, rRa~^'^^ <0.1 , the 
dynamic boundary layer exhibits a strong Pr  effect as can be seen in figure 4.47 column (a). 
For Pr = 7.1 and 100 we see that the dynamic boundary layer is thicker, at this early time, 
than the thermal boundary layer. We also note the lack of collapse across Rayleigh numbers. 
A two layer structure does exist during the early transient phase for this configuration as 
found by Patterson and Imberger (1980) and Xin (1998) but the thickness of the dynamic 
boundary layer varies in time preventing any scaling. Further, we observe that the dynamic 
boundary layer scales better with increasing time while the thermal boundary layer scales 
better earlier in time. The latter is thought to be due to the varying thermal stratification 
of the core along the length of the boundary layer which for figure 4.48 has not reached 
the æ-axis for rRa~^-‘^  ^ — 0.05 (a) but has for rRa~^'‘^  ^= 0.2 (b). More frequent (in time) 
plots revealed that the Pr = 0.71 case is greatly affected by low frequency fluctuations in 
the boundary layer that can result in degraded cross Rayleigh number correlation at one 
time instant and then very good agreement the next. Occurrence of these features dies out 
in time and with increasing Prandtl number. For Pr = 7.1 there are similar occurrences 
for the higher Rayleigh number case whereas for Pr = 100 such fluctuations do not exist 
at this circumferential location.
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Figure 4.47: Scaled vertical velocity profiles over the æ-axis for Pr = 0.71 (i), Pr = 7.1 (ii) 
& Pr = 100 (iii). Profiles at times of = 0.05 (a), 0.2 (b) & 0.5 (c) are given for
Ra = 10® {solid line), 10  ^ {dashed), 10^  {dotted) & 10® {dashed & dotted).
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Figure 4.48: Scaled temperature profiles over the æ-axis for Pr = 0.71 (i), Pr = 7.1 (ii) 
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4.7 Conclusions
It is known that while the majority of real confined natural convection problems are tran­
sient that most research efibrt to date has been expended upon idealised steady state 
configurations. The current analysis has, while dealing with an idealised case, been con­
cerned with a transient phenomena. Analysis has been carried out for a uniformly heated 
cylindrical enclosure containing one of three fiuids at Prandtl numbers of 0.71, 7.1 & 100 
over a Rayleigh number range of 10^  to 10  ^ (For Pr = 0.71 the results only extend to 
Ra = 10^). Results have been presented covering both fiow and thermal fields; from global 
quantities such as average heat transfer, to profile data for the boundary layer and down 
to individual discreet point measurements in order to evaluate scaling arguments and core 
oscillatory motions.
Analysis of the averaged wall heat transfer led to the development of a time scaling based 
on Ra~^’‘^ .^ This scaling results in the collapse, across the Rayleigh number range for all Pr  
cases considered, of the wall averaged Nusselt number after the first early transient phase 
had passed. This has also proved applicable to almost every aspect of the fiow and thermal 
fields within the horizontal enclosure. Classical scaling for Nu magnitude and boundary 
layer thickness has also been shown to hold for this problem.
From our scaling findings we have been able to develop a single, simple, exponential re­
lationship to determine the bulk fiuid temperature within the cylinder, covering all Prandtl 
numbers for the Rayleigh number range 10® to 10®. This offers a potentially very accurate 
prediction method for a wide range of engineering problems within the petroleum produc­
tion and processing industry. Extension of this to the prediction of the temperature along 
the vertical axis of the enclosure for the same range of Rayleigh numbers, but split between 
Pr = 0.71 and the two higher Pr  cases, has also been shown to be possible.
The three orders of magnitude of Pr  solved for, have indicated that the solution for 
the current configuration becomes Prandtl number independent with increasing Pr. This 
feature has also been found by Xin et al. (1997) to be the case for the differentially heated 
horizontal cylindrical enclosure. With increasing Pr  the fiow features are observed to be­
come calmer demonstrating less mixing resulting from the impact of the two rising boundary 
layers.
Oscillatory motion during the transients of many internal natural convection configu­
rations has been much cited in the literature. The current configuration has proved no 
exception with oscillations within the core of the enclosure being detected for all Prandtl 
number cases. What does not seem to have been observed in any of the other configura­
tions, but is very clear here, is the existence of two wave modes. These are distinguished 
by Prandtl number with the two high Pr  cases (7 & 100) exhibiting travelling waves while 
for Pr = 0.71 the streamlines show a standing wave structure. Discovery of this different 
behaviour was only possible through the use of animations of the streamline and isotherm 
fields. It is observed that, for the two higher Pr  cases, the oscillatory motion has subsided
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before the entire cavity has become stratified, while for Pr = 0.71 the cavity is completely 
stratified before the oscillations develop. A layer of unstratified fiuid in the lower section of 
the enclosure, for Pr = 7.1 and 100, may damp the wave action before reflection can occur 
and therefore prevent the standing wave pattern from developing. With increasing Ra the 
frequency of the oscillations for Pr = 7.1 approaches that seen for Pr = 0.71 indicating a 
possible Ra and Pr  balance governing this oscillatory behaviour.
Chapter 5
Conjugate Transient Com putations
This chapter presents the results and analysis for the numerical solutions of the conjugate 
boundary condition problem. Figure 5.1 presents the conjugate cylindrical geometry con­
sidered within this chapter. The constant uniform wall temperature Tyj is applied to the 
outer surface of a solid conducting wall, of finite thickness and conductivity, that forms 
the fiuid filled enclosure. The non-slip boundary condition {17^  = Vw = 0) is applied to 
the inner surface of the enclosure wall i.e., the solid/fiuid interface. Continuity of temper­
ature and heat fiux at the solid/fiuid interface are determined by the model. Numerically 
only the ratio between the wall and fiuid thermal conductivities and diffusivities need be 
specified (See section 3.4.1). These are set as constant and equal to the ratio between 
the experimental (Chapters 6 and 7) working fiuid, water, and the enclosure wall, acrylic. 
Material properties were taken at 20°C as given in appendix C. The ratio of wall thickness 
to cylinder diameter is, % 1.02%, as in the experiment.
r
0
—r
0 rr
Figure 5.1: Conjugate cylindrical enclosure.
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This configuration has been considered over the Rayleigh number (Ra) range of 10  ^ < 
Ra < 10^  for fluids of Prandtl number (Pr) 0.71, 7.1 and 100. For Pr = 7.1 the case of 
Ra — 10  ^ is also considered. The Rayleigh number is defined, as in the rest of this thesis, 
as Ra =  gpA T D ^/na  where, D is the internal cylinder diameter, AT = —Ti, Tw being 
the temperature applied to the outer surface of the enclosure wall and Ti the initial fluid 
temperature. The flow is initiated through a step change in T^.
The structure of this chapter follows very closely with that of chapter 4 which dealt with 
the idealised boundary condition problem. Streamline and isotherm fields are presented in 
section 5.1 along with a general discussion of the dynamic and thermal field evolution. In 
section 5.2 the rate of heat transfer into the enclosure is examined. Detailed description of 
the thermal field follows in section 5.3. Section 5.4 then deals with the existence of internal 
wave motion, before we consider the dynamic and thermal boundary layers in section 5.5. 
Comparison is made with the idealised boundary case in all sections of this chapter. In 
addition, in section 5.6 comparison of the current solutions with those calculated using CFX 
4.1, for the conjugate and ideal boundary configurations, are presented. Animations of the 
streamlines and isotherms, as for the idealised case, were widely used in understanding the 
broad structure of this flow. The reader is therefore again directed to the CD-rom included 
in appendix D.
5.1 Flow Structure
Description of the dynamic and thermal structure of the flow is based on the streamline and 
isotherm images given in figures 5.2 to 5.17 as well as the animations of these images given 
on the CD-rom in appendix D. The structure of these figures is as for those presented in 
figure 4.2 on page 77 and is described in detail there. In brief; considering the problem to be 
symmetric about the vertical axis each figure is divided along this axis with the streamlines 
displayed on the left and the isotherms the right. The finite bounding wall is visible here 
as two concentric black circles from which the isotherms can be seen to emerge.
The overall structure of the flow for the conjugate case has many similarities with 
the ideal boundary simulations. This is clearly apparent through comparison between the 
streamline and isotherm images for both boundary condition cases.
For Ra = lQ  ^ the flow for all three Prandtl numbers is conduction like. This is evident 
from the almost concentric isotherms. By Ra =  10® this conduction like flow has been 
replaced by a strongly convective flow characterised by distinct and separate boundary 
layer and core regions. The boundary layer becomes increasingly thinner and more clearly 
defined with increasing Ra. For Ra > 10® the streamlines and isotherms show the fiow 
to have significant Prandtl number dependence. This is clearly observed at the top of the 
cavity where the boundary layers meet. The impact and resulting buildup of fiuid is far 
more vigorous and exhibits significantly more complicated motion for Pr = 0.71 than the 
two higher Pr  cases. Comparisons between Pr — 0.71 and 7.1 and then Pr  =  7.1 and 100 
show the Pr  dependence to be apparently asymptotic with increasing Pr.
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Wave like structures in the streamlines are observed in the animations for Pr = 0.71 
and 7.1 at Ra > 10®; for Pr = 100 no oscillatory motion is observed. The structure and 
propagation of the waves is similar to that observed for the ideal boundary condition case. 
The waves for Pr = 0.71 appear after the entire cavity is stratified, for Pr = 7.1 the 
waves are in evidence as the stratification advances through the core of the cavity and have 
subsided before the entire enclosure is stratified. For Pr  =  0.71 the waves appear stationary 
whereas for Pr  =  7.1 the waves appear to travel through the core of the enclosure advancing 
slightly faster than the developing stratification. In this latter case the waves are damped 
by the neutral body of fiuid in the lower part of the enclosure.
Comparison of figures 5.2 to 5.17 with figures 4.5 to 4.21, from the previous chapter, 
reveals a time shift between the two boundary condition solutions with the conjugate results 
showing a clear time delay. This is to be expected as a conduction time exists for the 
conjugate case, resulting in a delay between application of the boundary temperature change 
and the effect on the fiuid. The conductive wall also has the effect of retarding the vigour of 
the fiuid motion when compared to the ideal boundary condition results. This is particularly 
evident in the animations for Pr  = 0.71 at Ra > 10® (Figure 5.4 to 5.6) and for Pr  =  7.1 
at Ra =  10® (Figure 5.12). The initial reduction in the heat transfer to the fiuid leads to a 
slower development of the boundary layers. The boundary layer fiuid is therefore heated to 
a lesser degree and as a result the velocity and momentum are lower. The resulting impact 
at the top of the cylinder of the two converging fiows is therefore less violent than in the 
ideal case. The boundary layers also display no travelling disturbances, unlike the ideal 
case, and appear to still be laminar for all Ra considered here.
The slower boundary layer impingement at the top of the cylinder results in the core 
fiow also being less vigorous than in the idealised configuration. This is apparent in a 
reduction in the number of small scale structures and therefore complexity in the dynamic 
and thermal fields. In addition the core stratification develops more slowly as is indicated 
by the more widely spaced isotherms crossing the enclosure core. This is clearly visible for 
Pr  =  0.71 at Ra =  10® when comparison is made between figure 5.4 and figure 4.7 (page 86), 
or from the animations, for the conjugate and ideal boundary condition cases respectively. 
The continued gentler development of the fiow indicates that the maximum heat transfer 
rate does not reach that of the simple ideal boundary condition case. The implication of 
this is that the wall acts to limit the heat transfer rate into the enclosure (In section 5.2 
this will indeed be shown to be the case). The wall material used here has a low thermal 
conductivity which is consistent with the observed behaviour. Despite this, for the higher 
Rayleigh numbers {Ra > 10^) the structures evidenced by both boundary configurations are 
broadly similar. The conjugate solutions exhibit all the large scale events that were noted 
for the simple idealised boundary problem. These include areas of unstable stratification, 
as seen from the isotherms, and regions of counter rotating fiuid seen in the streamline 
plots, for the two lower Prandtl number cases. Despite the broad similarity between the 
two cases there are significant differences, perhaps most notably in the obviously retarded 
heat transfer rate for the conjugate case, that for engineering applications are important.
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Figure 5.2: Instantaneous fields for conjugate cylinder at Ra =  10 ;^ P r  =  0.7. Left half: 
Stream function; Right half: Temperature field. For time r  =  1, 3, 6, 8, 10 & 15. Isovalues 
of temperature are (T — T^)/AT =  0.05(0.05)0.95.
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Figure 5.3: Instantaneous fields for conjugate cylinder at Ra = 10^; P r  =  0.7. Left half:
Stream function; Right half: Temperature field. For time T =  1, 3, 6, 10, 15 & 25. Isovalues
of tem perature are (T — Ti) /AT  — 0.05(0.05)0.95.
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Figure 5.4: Instantaneous fields for conjugate cylinder at Ra = 10®; P r  =  0.7. Left half: 
Stream function; Right half: Temperature field. For time r  =  1, 3, 5, 8, 15 & 50. Isovalues 
of temperature are (T — Ti)/ 1ST ~  0.05(0.05)0.95.
Figure 5.5: Instantaneous fields for conjugate cylinder at Ra = 10^; P r = 0.7. Left half:
Stream function; Right half: Temperature field. For time r  =  1, 3, 5, 8, 15 & 50. Isovalues
of temperature are (T — T^}/AT =  0.05(0.05)0.95.
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Figure 5.6: Instantaneous fields for conjugate cylinder at Ra = 10 ;^ Pr = 0.7. Left half: 
Stream function; Right half: Temperature field. For time r  =  1, 3, 5, 8, 15 & 50. Isovalues 
of temperature are (T — T^)/AT =  0.05(0.05)0.95.
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Figure 5.7: Instantaneous fields for conjugate cylinder at Ra = 10^; P r = 7.1. Left half: 
Stream function; Right half: Temperature field. For time r  =  1, 3, 6, 8, 10 & 15. Isovalues 
of temperature are (T — Ti)//ST = 0.05(0.05)0.95.
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Figure 5.8: Instantaneous fields for conjugate cylinder at Ra = 10^; P r  =  7.1. Left half:
Stream function; Right half: Temperature field. For time r  =  1, 3, 6, 10, 15 & 25. Isovalues
of temperature are (T — T i)jA T  — 0.05(0.05)0.95.
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Figure 5.9: Instantaneous fields for conjugate cylinder at Ra = 10 ;^ P r  =  7.1. Left half: 
Stream function; Right half: Temperature field. For time r  =  1, 3, 5, 8, 15 & 50. Isovalues 
of temperature are (T — Ti) /AT  =  0.05(0.05)0.95.
Figure 5.10: Instantaneous fields for conjugate cylinder at Ra — 10^; P r  =  7.1. Left half:
Stream function; Right half: Temperature field. For time r  =  1, 3, 5, 8, 15 & 50. Isovalues
of temperature are (T — T i) /AT  =  0.05(0.05)0.95.
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Figure 5.11: Instantaneous fields for conjugate cylinder at Ra =  10^;P r  =  7.1. Left half: 
Stream function; Right half: Temperature field. For time r  =  1, 3, 5, 8, 15, & 50. Isovalues 
of temperature are (T — Ti) /AT  = 0.05(0.05)0.95.
Figure 5.12: Instantaneous fields for conjugate cylinder at Ra = 10^; P r  =  7.1.Left half:
Stream function; Right half: Temperature field. For time r  =  1, 3, 5, 8, 15 & 50. Isovalues
of temperature are (T — T i)!A T  ~  0.05(0.05)0.95.
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Figure 5.13: Instantaneous fields for conjugate cylinder at Ra = lO'^ ; P r  =  100. Left half: 
Stream function; Right half: Temperature field. For time r  = 1, 3, 6, 8, 10 & 15. Isovalues 
of temperature are (T — Ti)/ 1ST =  0.05(0.05)0.95.
Figure 5.14: Instantaneous fields for conjugate cylinder at Ra = 10^; P r  =  100. Left half:
Stream function; Right half: Temperature field. For time r  =  1, 3, 6, 10, 15 & 25. Isovalues
of temperature are (T — Ti) /AT  = 0.05(0.05)0.95.
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Figure 5.15: Instantaneous fields for conjugate cylinder at Ra =  10®; P r  =  100. Left half: 
Stream function; Right half: Temperature field. For time r  =  1, 3, 5, 8, 15 &: 50. Isovalues 
of temperature are (T — T^)/AT =  0.05(0.05)0.95.
Figure 5.16: Instantaneous fields for conjugate cylinder at Ra = 10^; P r  =  100. Left half:
Stream function; Right half: Temperature field. For time r  =  1, 3, 5, 8, 15 & 50. Isovalues
of tem perature are (T — Ti) /AT  = 0.05(0.05)0.95.
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Figure 5.17: Instantaneous fields for conjugate cylinder at Ra — 10^; Pr = 100. Left half: 
Stream function; Right half: Temperature field. For time r  =  1, 3, 5, 8, 15 & 50. Isovalues 
of temperature are (T — Ti) /AT  =  0.05(0.05)0.95.
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5.2 Heat Transfer
In the previous section it was noted that the heat transfer into the enclosure seemed to be 
governed by the conductivity of the wall material. This is indeed what has been found, 
from considering the transient wall heat transfer rate for all Ra and Pr, as illustrated 
in figure 5.18. Where, for the simple ideal boundary condition problem the averaged wall 
Nusselt number Nu was seen to increase with Rayleigh number, classically, as (Figure
4.22), we see for this case that the Nusselt number has a Rayleigh and Prandtl number 
independent maximum of Nu^ax ~  H- As the Rayleigh number is increased the heat 
transfer asymptotes towards this maximum for an increasing period. This corresponds to 
the increased time period for the larger Rayleigh number cases before the internal fluid 
is heated to a level where it begins to inhibit the heat transfer rate. We observe again 
the small effect that the Prandtl number has upon the average heat transfer rate and the 
asymptotic convergence with increasing Pr, that was also pointed out in chapter 4.
Classical scaling of the magnitude of the heat transfer has been shown not to be appli­
cable for this conjugate conflguration. Scaling in time as carried out for the idealised con- 
flguration also proved inappropriate. However, correlation of the heat transfer maximum, 
across the entire Rayleigh and Prandtl number range, did reveal a limited scaling with time 
of the form rRa^'^^. Figure 5.19 shows the average Nusselt number transient profiles for 
Pr = 7.1 after application of this time scaling. We see that while the peak heat transfer rate 
for all Ra considered scales very well, that this does not extend over the whole of the exper­
imental period. The Nusselt number traces for rRa~^/‘^, during which the large majority of 
heat transfer occurs, are quite distinct from one another. For 0.0002 < rRa~^/‘^ ^  0.04 they 
are layered, with Nu increasing with Ra. However, for TRa~^^‘^ ^  0.04 this relationship is 
reversed. N u ^ a x  occurs at the time r R a ~ ^ l ‘^  % 8 x  10“ .^
Scaling of the peak heat transfer rate has been shown to be related to the time scaling for 
the wall conductivity. As mentioned in the previous chapter and shown in chapter 3 (page 
51), the basic non-dimensional time scale used throughout this work, r, already contains a 
Rayleigh number scaling, r  =  tj{Ra~^l‘^ D‘^ /a j)  where, t is time, D the cylinder diameter 
and a f  the fluid thermal diffusivity. Simplifying the scaling that relates the peak heat 
transfer rates given above i.e., rRa^'^^, reveals a time scaling of ~  D ‘^ /a f.  From transient 
conduction we are aware of the ‘transition’ time scale, tcond- This is the time by which 
the heat transfer, in a solid, has grown to be comparable with the transverse dimension of 
the body. This can be written as tcond 6^ /cKg, where is the thermal diffusivity of the 
solid and b is the ‘radius’ of the solid body, which here is the wall thickness. The difference 
between the time scale giving the correlation of Nu^ax and the conductive time scale is 
in the length scales used, remembering that throughout the numerical simulations the wall 
thickness is defined as 1.02% of the cylinder diameter. The heat transfer maximum occurs 
at approximately a ten thousandth of the scaled time r  which is the square of the length 
scale difference. Naturally re-scaling using the wall thickness for the length scale would
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Figure 5.18: Conjugate solution wall averaged Nusselt numbers for 10  ^ < Ra < 10® (as 
ascending from bottom left to top right) at P r = 0.71 {red dash), 7.1 {solid green) & 100 
{blue dot).
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Figure 5.19: Potential time scaling of wall averaged Nusselt numbers for conjugate case. 
Data shown for P r  =  7.1 fluid at Ra =  10'^  {solid blue), 10  ^ {pink dash), 10  ^ {solid green), 
10  ^ {cyan dot), 10  ^ {solid purple) & 10® {red dot & dash).
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result in the maximum heat transfer rate occurring at approximately a non-dimensional 
time of one. We have shown that the very early time scale of the problem is determined by 
the time scale of the wall conductivity.
The lack of any time correlation, for the vast majority of the flows evolution, prevents 
the extension of any scaling arguments, as carried out in chapter 4 for the simple ideal 
boundary condition problem. It may be the case with further increases in the Rayleigh 
number that the limiting heat transfer rate will result in a Ra independent period. This 
may allow scaling to be developed for higher Rayleigh number flows.
Before proceeding with the remainder of this chapter we must clarify the use of certain 
time scales in the following analysis. In chapter 4 it was found that a time scaling of 
resulted in the correlation of cross Rayleigh number flows. The preceding paragraphs of this 
section have established that no such scaling exits for the current conflguration. Data will 
subsequently be presented at times deflned by r  and the scaling This is carried
out solely to enable comparison of the presented data for the simple ideal and conjugate 
boundary cases of the same Rayleigh number.
5.3 Thermal Field
Within this section we shall consider the thermal evolution of the flow through the fluid 
average bulk temperature, the vertical axial temperature distribution and the core stratifi­
cation. The thermal boundary layer will be dealt with later in section 5.5.
5.3.1 B ulk  fluid tem p erature
The non-dimensional bulk fluid temperature Ti is defined in section 4.4.1 as the integrated 
average of the non-dimensional fluid temperature within the cylindrical enclosure. Figure 
5.20 displays the profiles obtained for the current conflguration for Pr = 7.1. We see 
from figure 5.21 that the Prandtl number effect is, in fact, very minor. From figure 5.20 we 
observe that all Rayleigh number cases exponentially asymptote toward the final isothermal 
state, as should be expected. It is interesting to note that the very early transients do not 
follow the same profile that they describe over the majority of the transient phase. All Ra 
cases, after the very short conduction related delay, undergo a rapid initial rise in Tf, before 
the rate of temperature increase slows as indicated by the changing gradient at r  ~  1.
From figure 5.21 we not only observe the Prandtl number independence of this config­
uration, as was the case for the simple ideal problem, but also the significant differences 
between this and the previously considered problem whose results are seen in figure 4.27. 
The collapse, as for the original configuration is clearly not repeated here, as Tt, remains 
Rayleigh number dependant. For this configuration, Ti can be modelled for time T Z 2 
for all cases by using Rayleigh number specific exponential fits. These are obviously only 
useful for the case from which they were determined and therefore have limited general 
application.
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Figure 5.20: Bulk non-dimensional temperatures (T )^ for Pr  =  7.1. Ra =  lO'^  (solid red), 
10^  (green dash), 10® (solid blue), 10  ^ (pink dot), 10® (solid cyan) and 10  ^ (purple single 
dot & dash).
1.0 T
0.6 -
0.2
0.0
0.40.20.0 0.6 0.8 1.0
T.Ra^
Figure 5.21: Bulk non-dimensional temperatures (T )^ for Pr = 0.71 (Blue), P r  =  7.1 (Red) 
h  Pr = 100 (Green) at scaled time as for ideal boundary condition case. Ra = 10® (solid), 
10® (dashes), 10  ^ (dots), 10® (single dot & dash) and 10  ^ (double dot & single dash).
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5.3.2 V ertical tem p eratu re  profiles
Instantaneous vertical axial temperature profiles are presented in figures 5.22 to 5.24 for 
the three Pr  numbers. For Pr = 0.71 the profiles have an undulating pattern that is not 
seen for the two higher Pr  cases. This refiects the more vigorous core motion that the lower 
Pr  case exhibits and is apparent from the streamline and isotherm images and animations.
Comparison of each Prandtl number case for the current configuration with the associ­
ated simple ideal boundary solutions (Figures 4.28 to 4.30) reveals that both configurations 
display considerable similarities in structure even though the time scale is significantly dif­
ferent. This is most evident for the Pr = 0.71 case where widely varying temperature 
gradients in the upper half of the cavity appear for the same Rayleigh number in both 
boundary condition configurations. The changing profiles are noticeably delayed in relation 
to their ideal boundary counterparts, as is expected with the slower rate of heat transfer, 
but are nonetheless clearly reproduced. The two higher Pr  cases are not easily distinguish­
able from each other except during the early times period rRa~^'‘^  ^ < 0.10. Figures 5.22 
to 5.24 clearly show how the walls conduction results in the internal surface temperature 
being lower than the externally applied temperature. Comparison of the temperature at 
y/r  = —1 and 1 also shows how the internal surface temperature varies with circumferential 
location. It is worth remembering, that it is the internal temperature that drives the fiow 
and that this is why the current configuration exhibits less vigorous fiow dynamics, than 
were seen for the ideal boundary condition case.
5.3 .3  C ore stratification
Core stratification results for the current configuration, as given in figure 5.25, display 
an interesting and different behaviour from the ideal case. For the current configuration 
we again note the presence of fluctuations within the core stratification for the two lower 
Prandtl number cases. Oscillations within the enclosure will be discussed in section 5.4. 
The behaviour of these oscillations for the current Pr = 0.71 case is somewhat different to 
that seen in the ideal boundary case (Figure 4.34). For the current case the oscillations 
while initially increasing in magnitude with Rayleigh number begin to decrease at Ra > 10  ^
while becoming more numerous. For Pr  =  7.1 the fluctuations continue to grow in number 
and magnitude while for Pr  =  100 there are no such fluctuations.
More interesting and possibly the cause of the declining magnitude of the fluctuations, 
is the trend for the maximum stratification in the current case to decrease with increasing 
Rayleigh number, as clearly seen in figure 5.26. The introduction of the conducting wall 
has altered significantly the mechanism that governs the build up of the core stratification. 
From figure 5.26 we are able to see a Prandtl number independence, at least for the range 
7.1 < Pr < 100, that was not present in the ideal boundary condition problem (See figure 
4.35 page 118).
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Figure 5.22: Profiles of temperature along the vertical axis of the cylinder for Pj- = 0.71 at 
B.a = 10'^  (solid), 10® (double dot & single dash), 10^  (dashes) & 10® (dots) for scaled times 
of: T.Bo-®'^® =  0.05 (a), 0.10 (b), 0.15 (c), 0.20 (d), 0.40 (e) & 0.60 (f).
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Figure 5.23: Profiles of temperature along the vertical axis of the cylinder for P r  =  7.1 at 
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Figure 5.24: Profiles of temperature along the vertical axis of the cylinder for Pr = 100 at 
Pxj, — 10'^  [solid], 10® [double dot & single dash), 10^  [dashes) & 10® [dots) for scaled times 
of: T . P a - ® = 0.05 (a), 0.10 (b), 0.15 (c), 0.20 (d), 0.40 (e) & 0.60 (f).
Chapter 5. Conjugate Transient Computations 157
(a)
1.5 T
1.0 -|\
0.5
50
0.0 4
1501000 200
(b)
0.6 T
0.4
0.2
0.0 4
500 100 150 200
Ra — 10^
------ Ra = 10^
Ra — 10®
.......  Ra — 10"
....— Ra — 10®
' '■ Ra — 10^
(c)
0.6 T
0.4
0.2
0.0
50 1000 150 200
Figure 5.25: Profiles of transient core stratification for Pr — 0.7 (a), Pr  =  7.1 (b) & 
Pr = 100 (c) at Ra = 10 \ 10^ 10®, 10 \ 10  ^ & 10 .^
Chapter 5. Conjugate Transient Computations 158
The decreasing maximum non-dimensional stratification can be explained by considering 
the conductive and convective time scales. As mentioned previously, in section 5.2, the 
convective time scale (here referred to as t c o n v )  and the wall conduction time scale t c o n d  
are given as
^ c o n d  ~  —  ( 5 - 2 )
where D is the internal diameter of the cylindrical enclosure, h the enclosure wall thickness 
and CKy &: CKg the fiuid and solid thermal diffusivity respectively. Recalling that the wall 
thickness is approximately 1% of the cylinder diameter we can rewrite equation (5.2) as
Therefore the ratio of the convective to conductive time scales can be written as
— (5.4)
^ c o n d
Recalling that for all cases OLg/af is constant and close to one, we can simply write the 
balance as
^  ~  10“i î a - ‘/2. (5.5)
^ c o n d
Over the Rayleigh number range considered here of 10  ^ to 10 ,^ we have a convective to 
conductive time scale ratio of 0(100) to 0(0.1) respectively. In the limit of tconv/Aond —  ^
oo, we have the case of infinite wall thermal conductivity or our simple ideal boundary 
configuration. As the time scale ratio decreases, the conductive time scale becomes the 
more dominant and defining time scale. The limit in this sense, as tconv/^cond —  ^0, would 
result in an entirely conductive solution over both solid and fiuid regions.
The Ra dependent behaviour of the core stratification for the conjugate boundary 
condition, can be explained by considering the preceding scale analysis. For the case of 
Aonv/^cond —  ^ OO the heat transfer into the fiuid is at its maximum, resulting in the 
largest initial thermal gradient between the advancing stratified layers and the receding 
original core fiuid. Introduction of a limit on the heat transfer into the fiuid will still result 
in heated fiuid layering at the top of the enclosure but this will be at a lower tempera­
ture than for the uninhibited case. When tconv/^cond —  ^ 0 we approach a state where 
convection will be almost zero due to the relatively negligible heat transfer rate through 
the wall compared with the enclosed fiuid’s ability to transport the energy. Considering
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Figure 5.26: Value of maximum stratification (<Smax) at cavity centre. Pr = 7.1 ( x )  and 
Pr = 100 (o).
this effect further, we would expect the initial peak stratification to decrease between the 
ideal boundary case and the conjugate case for tconv/^cond ~  100 (Ra = 10^) and then 
further decrease as we move toward the lower limit considered here i.e., tconv/^cond ~  0.1 
(Ra = 10^). In Figure 5.26, which shows the Rayleigh number and/or tconv/^cond variation 
of the maximum stratification this is clearly seen to be the case.
Extending this argument for comparison between different fluids is another matter. The 
current work has based the differentiation of fluids upon the Prandtl number Pr, which is 
expressed as Pr = u/a. It is therefore not necessarily true that the thermal diffusivity a, 
which appears in equation (5.4), for any of these cases is different from the others. This 
coupled with the asymptotic behaviour of the current fiow with increasing Pr  means that 
separation of the thermal diffusivity effect has proved impossible.
We have presented a hypothesis based on scaling arguments to explain the phenomena 
present within the formation of the core stratification for the conjugate boundary condition 
problem. The arguments have proved to be consistent when extended to the simple ideal 
boundary condition case. This hypothesis will permeate all the thermal and resulting 
dynamic features of the experiments.
5.4 Oscillations W ithin the Flow
In section 5.1 we mentioned the existence of wave like structures for certain Rayleigh num­
bers at both Pr = 0.71 and 7.1. Their behaviour was observed to be similar to that first 
noted for the ideal boundary condition case (Section 4.5). In this section we shall briefly 
present the results for this configuration (Section 5.4.1) before comparing them with both
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the theoretical limiting frequency of oscillation for internal gravity waves and the ideal 
boundary condition results (Section 5.4.2).
5.4.1 O bserved oscilla tory  behaviour
Oscillations within the cavity were detected for Pr = 0.71 and 7.1 for Ra > 10  ^ and 10  ^
respectively. These are evident in both the horizontal and vertical velocity fields, as can be 
seen in figure 5.27 for Pr = 7.1. Measurements were taken at the same locations as for the 
ideal case to facilitate comparison.
Comparison of figure 5.27 with figure 4.37 reveals that the onset of oscillatory behaviour 
and the damping of these initial events is almost identical for the two boundary configura­
tions. This also applies to Pr = 0.71. Flow oscillations for Pr = 0.71 and 7.1 are evident 
in both the streamline and isotherm animations. These show the wave like structure of 
the core streamlines and highlight the Prandtl number dependence of these waves for this 
case. Pr  =  0.71 and 7.1 solutions were observed to posses what have been referred to in the 
previous chapter as standing and travelling waves, respectively. From figure 5.28 we see a 
clear distinction between the oscillatory frequency for Pr = 0.71 and 100. Both Pr = 0.71 
and 7.1 results exhibit a greater amount of ‘noise’ than was the case for the ideal boundary 
configuration but otherwise demonstrate good correlation with the previous results.
The frequency of the oscillations for the ideal and conjugate cases for both time scales 
r  and rRa~'^'‘^  ^ are presented in figure 5.29. From this we can see the clear similarities that 
exist between the two boundary condition cases. For both Pr = 0.71 and 7.1 we see that 
the oscillatory behaviour exists for longer in the conjugate boundary condition case. For 
Pr  =  0.71 at all Ra and Pr = 7.1 at Ra = 10  ^ the frequency of oscillation, while initially 
lower for the conjugate case, decays more slowly with time i.e., has a shallower gradient in 
figure 5.29, than the ideal configuration. This mirrors, and is the result of, the transient 
levels of core stratification (See figures 5.25 & 4.34) between the two boundary condition 
cases. The conjugate case has a lower peak level of stratification in the early period of the 
fiow, but the slower evolution of this fiow results in higher levels of S  in the latter period.
5.4 .2  G ravity  wave com parison
In the previous section it was described how the conjugate and ideal boundary condition 
cases exhibited oscillations, within the core of the enclosure, with common characteristics. 
Within this section we shall look at the current observed oscillations in comparison with 
the associated non-dimensional Brunt-Vâisâlâ frequency J\f for the core of the enclosure.
Figures 5.30 and 5.31 present the frequency of the observed oscillations compared with 
the calculated Brunt-Vâisâlâ frequency as a function of time for Pr  = 0.71 and 7.1. The 
Brunt-Vâisâlâ frequency is calculated in the same manner as given in section 4.5.3 (page 
126). Inspection of the figures 5.30 and 5.31 shows the agreement with the calculated 
Brunt-Vâisâlâ frequency to be similar to that observed for the ideal boundary case. For
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Figure 5.28: Frequency of oscillations (Aq) in enclosure core against time scaling r. For 
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Figure 5.29: Frequency of oscillations (Ao) in enclosure core as a function of time, (a) r  and 
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Figure 5.30: Brunt-Vaisala frequency {continuous line) and frequency of observed oscilla­
tions {dashes), for Pr = 0.71 at Ra = 10^  (a), 10® (b), 10  ^ (c) & 10® (d).
Pr = 0.71 we note that the observed oscillations have a slightly higher frequency than J\f. 
However, the transient variation in the frequency of the oscillations closely matches that 
predicted by the calculated Brunt-Vâisâlâ frequency. In comparing with the Brunt-Vâisâlâ 
frequency we should allow for the changing, both temporally and spatially, stratification 
field that enables differing J\f to apply in time and instantaneously in space within our 
experiment. It is also worth noting that the definition of Af, as outlined in chapter 3, is 
for a continuously stratified medium with no mean fiow. The current configuration is not 
continuously stratified at all times and has a ‘mean’ fiow through the core. However, the 
value of the analysis of internal waves used here clearly provides a valuable tool at least 
as a first order approximation. For P r  = 7.1 some of the earliest oscillations also occur at 
higher frequencies than Af. But these occur at a time when considerable additional motion 
is still occurring within the fiuid. Such effects can be seen in figure 5.27. The frequency of 
the latter decaying oscillations is well bounded by the limit.
Figure 5.32 shows the average frequency of the observed oscillations as a function of Ra, 
for Pr = 7.1, for both the ideal and conjugate cases. Both logarithmic decays are almost 
the same except for a fixed offset between the two cases. The frequency of oscillation with 
respect to Ra for the conjugate boundary case is described by Ao =  —0.17bln{x) -1-4.23 and 
for the Ao = —0.173/n(a:) -f 4.62.
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5.5 Boundary Layer Development
Within this section we shall discuss the dynamic and thermal boundary layers. Attention is 
focused on the form of the instantaneous profiles and the transient variation of the velocity 
maxima along the rr-axis. Questions of scaling and comparisons with the ideal boundary 
condition case are also considered.
Ti'ansient variation of the velocity maxima (Knax/V^ef) for the three Prandtl numbers 
considered are shown in figure 5.33. It is evident that Wiax/f^ef shows a significant depen­
dence on both Pr  and Ra. This is clearer in figure 5.34, which shows Wiax/fref against time 
r  for all Pr  cases. From these figures we see that for Ra > 10  ^ the peak Tmax/^ef initially 
rises with Ra. For Pr = 0.71 and 7.1 the maximum T^nax/Ffef then drops for Ra > 10 ;^ 
for Pr = 100 this also occurs but not until Ra > 10 .^ Additionally we see that for a given 
Ra there is a Pr  number effect. For Ra = 10'^  the traces of Vmax/k^ef are identical for 
Pr = 7.1 and 100, while Pr = 0.71 has a slightly lower maximum. With increasing Ra 
the differences between the profiles for Pr = 0.71, 7.1 and 100 grow monotonically. The 
differences between the three Pr  cases are seen, in figure 5.34, to almost disappear, as the 
profiles of Vmax/k^ef foi" all three Pr  cases collapse, in later time, for each Ra considered. 
Such behaviour was also reported for the ideal boundary condition case in section 4.6.
Low frequency oscillations were detected in the boundary layer velocity. These can 
be seen in figure 5.33, for Pr = 0.71 at Ra > 10  ^ and Pr = 7.1 at Ra = 10®, as wave 
like patterns in the profiles of Vmax/f r^ef- The higher frequency disturbances, in the peak 
boundary layer velocity, noted in the ideal boundary condition case, at Ra = 10® for Pr = 
7.1, are not present in the current solutions. For the current case the wall’s conductivity 
would appear to have resulted in the boundary layer remaining laminar up to the rc-axis 
for all Ra considered here.
Figures 5.35 to 5.40 show scaled non-dimensional velocity and temperature boundary 
layer profiles at the a;-axis i.e., ^ = 7t/2, for P r  =  7.1 at three different times. From these 
figures it can be seen that in the early period of the simulations a two layer structure 
exists, with the thermal and momentum boundary layers being different thicknesses. With 
increasing time this two layer structure is replaced by a one layer structure for all Ra as was 
the case for the ideal boundary configuration. Profiles for the two other Prandtl number 
cases displayed very similar behaviour, with the varying two layer structure being less and 
more pronounced for Pr = 0.71 and 100 respectively.
Comparison of figure 5.33 with 4.45 shows how the maximum boundary layer velocity 
is reduced with the introduction of the conducting wall. This effect is reversed for the 
latter times as the ideal case more rapidly approaches the final steady state and therefore 
the driving temperature differential is more rapidly reduced. Comparison of figures 5.35 
to 5.40 with 4.47 to 4.48 reveals the effect the conducting wall has on the boundary layer 
profile; for all Rayleigh numbers the dynamic boundary layer is observed to be thicker for 
the conjugate case over the early to medium times. By =  0.5 the dynamic profile
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Figure 5.33: Transient peak boundary layer velocity at 0 = tt/2 for (a) Pr = 0.7, (b) 
P r  =  7.1 & (c) P r  =  100 with time r. Ra =  10  ^ (solid blue), 10  ^ (dashed red), 10  ^ (solid 
green), 10  ^ (dotted cyan), 10  ^ (solid purple) & 10  ^ (dotted & dashed pink).
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Figure 5.34: Transient peak boundary layer velocity at 0 =  tt/2  for Pr = 0.7 (green), 7.1 
(red) & 100 (blue). Ra — 10'* (solid), 10  ^ (dashed), 10® (doted), 10  ^ (single dot & dash) & 
10® (double dot & single dash).
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Figure 5.35: Scaled vertical velocity (i) and tem perature (ii) profiles over the a;-axis for
P r  =  7.1 at Ra = 10^. Profiles are given at times of =  0.05 (a), 0.2 (b) & 0.5 (c).
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Figure 5.37: Scaled vertical velocity (i) and temperature (ii) profiles over the T-axis for
P r  =  7.1 at Ra = 10^. Profiles are given at times of rRa~^'^^ =  0.05 (a), 0.2 (b) & 0.5 (c).
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Figure 5.40: Scaled vertical velocity (i) and temperature (ii) profiles over the æ-axis for 
P r  = 7.1 at Ra = 10 .^ Profiles are given at times of = 0.05 (a), 0.2 (b) & 0.5 (c).
is almost identical for both boundary cases. In contrast, the thermal boundary layers for 
the two boundary cases are of the same thickness except for the very early phase (not seen 
in these figures) where the wall conduction time scale is important and delays the boundary 
layer development. Differences in the thermal boundary layer are manifested initially in 
the differing gradient that causes the significantly different boundary layer velocities during 
the early time period. As was seen for the dynamic boundary layer profiles, this difference 
disappears for the later time period. In the very late time period the energy input for 
the conjugate case exceeds that for the ideal configuration. This is due to the ideal cases 
more rapid approach to the final isothermal and stationary steady state. At this time the 
conjugate case’s dynamic boundary layer will have a higher peak velocity and be thinner 
than that for the ideal case.
5.6 Numerical M odel Comparison
This section concerns itself with comparison, for both the ideal and conjugate boundary 
condition problems, between the DNS and CFX solutions. Comparative results are pre­
sented for Pr = 7.1 under both ideal and conjugate boundary conditions over the Rayleigh 
number range of 10  ^ to 10 .^ Heat transfer results for all Rayleigh number cases and both 
boundary conditions are shown while temperature and velocity profiles from the cylinder
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axes are given for the ideal case at Ra = 10 ,^ 10® and 10 .^ Limited comparison is offered 
separately for the ideal case at Ra = 10 .^ In addition brief comparison of the computational 
resources required by each method are also provided.
Unlike the previous sections no general discussion of the flow structure or further com­
parison with results presented in the open literature is presented as this has already been 
dealt with. The problem specification, using both approaches, has also been dealt with in 
chapter 3 and appendix A.
5.6.1 R e su lts  co m p ariso n
Figure 5.41 and 5.42 present comparisons for the averaged wall heat transfer rate for both 
the ideal and conjugate boundary condition cases respectively. We note that the agreement 
between the two calculation methods is good. The CFX solutions do slightly over estimate, 
compared with the DNS work, the heat transfer rate in the later time period for both 
boundary condition cases. We also note that for the conjugate configuration the CFX 
results for the very early time period (r ^  1) underestimate the heat transfer. It was noted 
during this work that it was very difficult to deal with the very early time period for both the 
ideal and conjugate problems within CFX. This stems from the fact that CFX uses standard 
SI dimensional quantities, and while flow velocities are very small at all locations and times 
during these simulations the start up period is obviously more susceptible to convergence 
error. The convergence criteria specified in terms of the mass source residual, as explained 
in section 3.4.2.5, were therefore significantly tightened for the period 0 < r  < 1. Relaxation 
of this criteria for r  > 1 was required and typically reduced computational time by an order 
of magnitude.
Temperature profiles from along both the x and ^-axis and the vertical velocity over the 
x-axis are presented for the ideal boundary case in figure 5.43, 5.44 and 5.45 for Ra = 10'^ , 
10® and 10 .^ In-line with the agreement already noted we see that the thermal and dynamic 
instantaneous profiles are very similar from both models. Not surprisingly there are more 
noticeable differences between the two models with increasing Rayleigh number. For Ra = 
10  ^ the position and magnitude of the peak velocity is consistently placed closer to the wall 
and is smaller in the CFX results. The difference in the predicted velocity magnitude is 
typically less than 3.5 % for r  < 2 and less than 2.4 % for r  > 2. The two models solutions 
of the thermal boundary layer are indistinguishable.
For Ra = 10  ^ it proved impossible to obtain grid and time step independent solutions 
with CFX. It has been reported earlier in chapters 1, 4, 5 and 7 that, in several experimen­
tal investigations, plume like structures were observed originating from the bottom of the 
enclosure for this configuration. Such structures were seen in early calculations conducted 
using the DNS model but were shown to be spatial and temporal resolution dependent 
(Section 4.1), and vanished with increased refinement. Calculations conducted using CFX 
also revealed such structures, which are illustrated in the streamline and isotherm images 
of figure 5.46(i)(b). These were also found to be resolution dependent but run time costs
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Figure 5.41: Comparison of average wall Nusselt numbers between CFX and spectral solu­
tions for the ideal configuration, for Pr  =  7.1 fluid. Coloured heavier lines represent CFX 
solutions for Ra — 10  ^ {solid red), 10  ^ {green dashes), 10® {blue dots), 10  ^ {orange single 
dot & dash) & 10® {cyan double dot & single dash). Spectral solutions given by thin black 
lines with same Ra pattern as CFX data.
I
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100.5 1 100 300
Figure 5.42: Comparison of average wall Nusselt numbers between CFX and spectral solu­
tions for the conjugate configuration, for Pr  =  7.1 fiuid. Legend as for figure 5.41.
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(i)
(ii)
Figure 5.46: Comparison of instantaneous fields for Ra =  10 ,^ P r  =  7 at r  =  2 (a) and 4 
(b). Left half: Stream function; Right half: Temperature field. CFX solutions (i) and DNS 
solutions (ii).
prevented resolution independent solutions from being arrived at with this model. The 
resolution dependent results obtained from the initial test period are presented here sepa­
rately in figures 5.46 and 5.47 in order to illustrate this phenomena. From figures 5.46(i) 
and 5.47(iii) the thermal disturbance can be seen to evolve with time, apparently originat­
ing at the yz axial plane. The disturbances may arise from the use of a symmetry plane 
along the vertical axis in the CFX solutions. With the requirements of simulating half of 
the geometry already exceeding the available resources it was unfortunately not possible to 
investigate this. For Ra = 10^  disagreement in the boundary layer profiles at the x-axis 
can also be seen with CFX under predicting the peak velocity by % 3%.
5.6.2 C om p u tation al requirem ent
Discussion of the computational requirements of any particular numerical study has little 
real value for other researchers. Resources are constantly changing and any figures quoted 
are critically dependent upon such a multitude of hardware and software considerations 
that anything but an exact duplication is unlikely to bear much similarity. While we shall
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Figure 5.47: Comparison of rr-axis vertical velocity (i), temperature (ii) and y-axis tem­
perature (iii) profiles between CFX {solid line) and spectral {dashed line) solutions for the 
ideal configuration at Ra = 10  ^ for Pr = 7.1. Profiles at times of r  =  2 (a) & 4 (b).
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within this section quote memory requirements and run times the purpose is to provide 
a comparison for the two computational approaches employed here. Also it must be re­
membered that this is a transient problem and that steady state calculation requirements 
cannot be inferred from this data.
Table 5.1 lists the memory requirements for all Rayleigh numbers considered for the ideal 
geometry, requirements for the conjugate case being only slightly greater. We observe that 
generally the resident memory (the second number of each pair in table 5.1) requirements 
of the DNS is less than that of CFX. For Ra = 10  ^ the memory quoted for CFX is for 
the resolution dependant solution and is therefore lower than would be required for a final 
solution. It is also worth noting the very much larger total memory allocation required by 
CFX and the additional resource drain that this has on shared machines.
Rayleigh number CFX (Mb) DNS (Mb)
10^ 25/11 21/10
10^ 40/21 21/10
10® 59/31 27/14
10^ 76/39 35/21
10^ 140/75 59/45
1Q9 255/115 136/120
Table 5.1: Memory requirements in Megabytes (Mb) for CFX and DNS calculations. The 
first number is the total memory requested and the second is the resident memory require­
ment.
More importantly we now consider the run time requirements which is where the real 
costs of conducting CFD in the commercial world are realised. Within this study four 
different machines were used and this unfortunately prevents a full Rayleigh number range 
comparison of run times. We shall therefore only consider one Rayleigh number, that of 
10 .^ This case, which is for a relatively high Rayleigh number within the limits of this 
study, was submitted to a Silicon Graphics Power Challenge L, which is a 1.56 GFLOPS 
machine consisting of four RIOOOO processors with 512 Mb of memory and based within 
the University of Surreys central computing facilities. Running on a single processor CFX 
and the DNS code required 355 minutes and 90 minutes respectively of cpu time to execute 
a single non-dimensional time step. Or, alternatively, the total simulation of 200 non- 
dimensional time steps required 49.3 days and 12.5 days for CFX and the DNS respectively. 
Run time ratios of approximately four to one were repeatedly found over the entire Rayleigh 
number range considered here.
The advantages of ‘off the shelf’ CFD packages is accepted in terms of the time from 
problem inception to execution and in the multitude of supporting interface and data ex­
traction and visualisation tools available. In addition the generality of such codes and their 
ability to offer a ‘solution’ for almost any problem is obviously an important factor for 
industrial applications and indeed for many research activities. What is also commonly
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‘accepted’ is the lower numerical costs of such applications compared with DNS and LES 
methods often used in research. This, at least for the current problem, has been shown to 
not be the case. The lower computational costs of the DNS model for the current problem 
is believed to be primarily due to the different pressure coupling approaches adopted by 
each model. As explained in chapter 3 CFX 4.1 employs the SIMPLEC algorithm which as 
an explicit method requires multiple iterations whereas the DNS model employs an implicit 
scheme and is therefore non-iterative. Within CFX the iterative steps required at each 
time step ranged from 10 to over 100 depending upon the time within the flow’s evolution 
and the convergence criteria. CFX 4.2 includes a non-iterative pressure coupling solver and 
it seems probable that this would greatly decrease the computational time for transient 
problems.
5.7 Conclusions
There are many applications where constant uniform temperature boundary conditions are 
applicable but for many more real applications the wall conductivity has a significant effect 
upon the fluid dynamic system. The current chapter has attempted to deal with such 
conductive and convective coupled systems. Analysis has been carried out for a uniformly 
heated cylindrical enclosure with a finite wall thickness, approximately 1 % of the internal 
diameter, containing one of three fluids at Prandtl numbers 0.71, 7.1 & 100 over a Rayleigh 
number range of 10"^  to 10  ^ inclusively (For Pr = 0.71 & 100 results only extend up to 
Ra = 10^).
Analysis of the averaged wall heat transfer showed that the wall conductance acted to 
limit the maximum heat transfer rate into the enclosure for all cases. Traditional scaling 
of the Nusselt number therefore proved inappropriate.
Consideration of the conductivity determined capping of the heat transfer rate did result 
in the scaling of the very early time period. This was found to be governed by the enclosure 
walls conductive time scale. We were able to show how the wall conductivity time scale 
determined, for all Ra and Pr  cases, the time of the heat transfer maximum. Furthermore 
the ratio of the wall conductivity and fluid convective time scales was found to offer an 
explanation for the maximum level of core stratification obtained for both the ideal and 
conjugate boundary condition cases. This explained the decrease in the maximum core 
stratification between the ideal and conjugate cases and also the decreasing maximum level 
of core stratification for the conjugate case with increasing Rayleigh number.
Temperature data were provided to illustrate the development of the bulk fluid temper­
ature (Th) and the vertical axial temperature profile. Due to the limited heat transfer rate 
into the cavity over the initial phase of these experiments, was seen to rise significantly 
more slowly than for the ideal case. The Ra = 10  ^ case most closely matched its idealised 
counterpart as the capping of the heat transfer rate declines in significance with decreasing 
Rayleigh number.
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Oscillations were observed within the core of the cavity. Wave like structures were seen 
in the streamline plots, animations of which revealed the same distinction reported for the 
ideal case; Pr = 0.71 and 7.1 exhibiting standing and travelling wave patterns respectively. 
Quantitative analysis revealed a frequency shift between the waves of Pr = 0.71 and the 
two higher Prandtl number cases. The current results supported the earlier proposal that 
the oscillatory motion was of the gravity wave type.
Chapter 6
Experim ental M ethods
In conducting natural convection experiments considerable importance lays with the re­
quirement of prescribing boundary conditions. Initially it was hoped, for the current exper­
iments, that boundary conditions closely approximating those of the idealised calculations, 
described in chapter 4, could be obtained. This would require the cylinder wall to be made 
of thin highly conductive material such as aluminium or copper. However, previous exper­
iments in internal natural convection (See Yewell et al. (1982), Ivey (1984) and Patterson 
and Armfield (1990)) have shown that, even then, the bounding walls finite conductivity 
can significantly alter the experimental results from those predicted by idealised numerical 
solutions. It was therefore decided that rather than try to mimic idealised simulations 
through experiment, we would mimic the experiments with non-idealised conjugate simula­
tions. The wall of the enclosure was therefore considered to be part of the problem rather 
than being ignored. The outer surface temperature would be maintained at a constant 
uniform level after the experiment was initiated with an ‘instantaneous’ step change. This 
was achieved by immersing the cylinder completely within a tank {t < 0.5 s) of well mixed 
water, maintained, thermostatically, at an elevated temperature. Having decided this, the 
additional desire to conduct flow visualisation resulted in the cylinder being constructed 
from clear acrylic, a rather good thermal insulator. Initiation of the experiment would 
occur by lowering the cylinder into the heated tank. This chapter gives an overview of the 
experimental apparatus and techniques used to conduct these experiments.
In section 6.1 the design of the cylindrical enclosure is dealt with. The experiments 
were conducted in the convective cell of the towing tank in the EnFlo laboratory within 
the School of Mechanical and Materials Engineering at the University of Surrey. This tank, 
and the set up of the experiments is described in section 6.2. The experimental boundary 
conditions are then described in section 6.3. Quantitative measurements were made during 
the experiments using thermocouples and the standing tube, described in section 6.4 and 
6.5, respectively. This yielded information about the thermal field and heat transfer rate. 
Further qualitative information was also obtained from optical visualisation as described in 
section 6.6.
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6.1 Cylindrical Enclosure
The cylindrical enclosure, shown in figure 6.1, was made from acrylic (See appendix C for 
physical and thermal properties). This was chosen to enable cross sectional illumination for 
visualisation purposes. The cylinder has an internal diameter of 294 mm and wall thickness 
of 3 mm. A diameter to length ratio of 4:1 was used to try and minimise end effects. 
The nature of the experimental arrangement (See figure 6.3) means that the end walls are 
also heated. In seeking to construct a two dimensional flow it is necessary to minimise 
the heat transfer through the ends and into the contained fluid. To achieve this, each end 
cap (Figure 6.2) was machined from a 50 mm thick piece of acrylic to provide considerable 
greater insulation than the cylinder walls. An air cavity, shown in figure 6.2(a), was used in 
a double glassing configuration to further lower the thermal conductivity. Assuming heat 
transfer based on thermal conductivity (i.e., considering the air pocket to act conductively 
rather than convectively) the end caps were estimated to provide less than 0.7 % of the 
heat transfer into the cavity. The ends are removable being sealed with a double 0-ring.
(a)
(b)
1198.0 m m
291.0 m m  :ÿNl.l
-4-
11.30.0 m m
1230.0 m m
Figure 6.1: Cylindrical enclosure; (a) end view, (b) side elevation.
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Figure Ü.2; Cylinder detail: Insulating end cap; (a) side elevation, (b) end view.
6.2 Heated Tank
The Enflo facilities at the University of Surrey include a towing tank measuring 12 x 1.25 x 
1 in (Length x Width x Height). The tank is made of 25 mm thick panes of glass, each 
measuring 2 x 1 in held within a supporting structure. The tank contains a section equipped 
with a thermostatically controlled heated floor, measuring 2 x 1.25 x 1 m, as illustrated in 
hgure 6.3(a). In order to isolate this section an aluminium dam was designed and built. 
This can be inserted into a recess within the tank wall and sealed, therefore isolating the 
heated section. The floor panel is divided into three sections and heated by pumping water 
through sealed channels on its lower side, as shown in figure 6.3(a). The water for all 
sections is supplied from a 200 litre storage tank which contains a 21 kW immersion heater. 
The heated water is pumped through the three section floor at 20 litres per minute before 
returning to the heated reservoir. The temperature of the water in this heating circuit is 
measured using a k-type thermocouple positioned within the 200 litre storage tank. The 
immersion heater is automatically regulated by a Eurotherm 818 programmable controller 
connected to this thermocouple.
The isolated section of the Enflo tank is insulated using 50 mm thick polyurethane 
panels (See hgure 6.3(b)) of thermal conductivity A = 0.023 W/mK @ 20°C. The top o f  
this tank, except for the opening through which the cylinder could be immersed, were also
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Figure 6.3: Schematic diagram of heated cell (a) and experimental set up (b).
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Figure G.4: Temperature log from sealed convective cell. Thermocouple position {x,y^z = 
1.Oh).5.0.G in).
covered with insulating panels, here 100 mm thick, supported on the tank walls. The re­
gion not covered with fixed panels was covered with a layer, % 100 mm deep, of expanded 
polystyrene fragments, as commonly used in packaging. It was possible to lower the cylin­
der directly through this layer and have it instantly reform therefore maintaining the tank’s 
insulated integrity. In addition this ensured that the cylinder remained isolated from the 
heated tank until the point of immersion. The effectiveness of the insulation and thermo­
static control of the tank temperature was extensively evaluated. Figure 6.4 shows an eight 
hour profile of the insulated tank temperature, from which we can see that the temperature 
is held to within ±0.13°C of the mean. The tank temperature was continuously monitored 
fin- 24 hours prior to and throughout each experiment, in order to ensure that the temper­
ature was stable. Testing found the heating system able to maintain the insulated tank 
at an experimental operating temperature of 45°C. All experiments were carried out at 
approximately this temperature.
A removable section in one of the insulating panels, shown in figure 6.3(b), is used to 
enable visualisation of the flow within the cylinder, while a 2 mm wide slot provides access 
for the laser light sheet. Visualisation of the flow is discussed in section 6.6
6.3 Cylinder Boundary Conditions
Boundary conditions for natural convection experiments are vitally important as are setup 
conditions for most experiments. With natural convection flows, the temperature boundary 
conditions define the entire experiment and any deviation from the desired profile changes 
the experiment. This plays an especially important role when comparisons are made be­
tween numerical and experimental results. Unknown wall temperatures effectively prevent 
accurate comparison.
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Patterson and Armfield (1990) stress the importance of the boundary temperature ini­
tiation time in terms of the setup timescales of the convective fiow. They point out that the 
experiments of both Yewell et al. (1982) and Ivey (1984) were far removed from achieving 
instantaneous boundary conditions. Patterson and Armfield went to great lengths to ensure 
that their initiation timescale was very much smaller than that for the fiow development. 
As the nature of our experiment is conjugate we consider the conduction process to be an 
integral part of the phenomena being studied and are therefore concerned with the setting 
up of the external, rather than internal, boundary temperature in relation to the convective 
time scale of the fiow. In the current configuration we were able to achieve our external 
boundary conditions in a timescale of less than one second. In comparison to the convective 
time scale for the fiow of % 4.7 s we see that the immersion time is significantly shorter. In 
addition, we note that the conduction time scale for the wall is % 80 s, far greater than the 
time scale of immersion.
Once the cylinder is immersed it is equally important to ensure that the external surface 
is maintained at a uniform temperature. To achieve this it is necessary that the heated 
fluid in contact with the cylinder wall and the bulk of heated fluid within the tank be 
continuously and vigorously mixed. This was achieved through the use of a bubble sheet. 
This idea was stimulated by the paper of Smith, Goossens and van Doom (1982) where the 
use of bubble columns in the mixing of reservoirs is discussed. The principle of the method 
makes use of the simple fact that air released at the bottom of a body of water will rise to 
the surface. In so doing the rising column of bubbles induces an associated flow of water. 
Upon reaching the surface the water flows away from the column. The continuous release 
of air results in the circulation of the body of water. Within the current experiments a 
bubble sheet was generated across the width of the tank. The bubble sheet, supplied by 
a compressed air supply, was produced from a length of copper tubing drilled on one side 
(i.e., parallel to the tank floor) with 2 mm diameter evenly spaced holes as shown in figure 
6.3(b) and 6.5.
Prior to the experiments qualitative fiow visualisation of the circulation set up around 
the cylinder was investigated. This is represented schematically in figure 6.5. As can be 
seen, the cylinder is surrounded by a circulating fiow. In addition, we see secondary smaller 
circulation regions, of the opposite sign, at the opposite end of the tank from the bubble 
sheet. What is not visible here is the ‘turbulent’ perturbations also present within these 
mean fiow features that increase the level of mixing.
During all experiments the external wall temperature was monitored closely, at four 
circumferential locations, in order to attain the driving temperature and its degree of uni­
formity. Figure 6.6 shows profiles of non-dimensional temperature from four thermocouples 
mounted on the external surface of the cylinder and one suspended in the tank. The ther­
mocouple mounted on the external surface of the cylinder show less than ±2 % or ±0.4°C 
circumferential variation in outer wall temperature at any instant. There is however addi­
tional variability in time which typically remained within ±3 % of the driving temperature
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Figure 6.5: Schematic diagram of bubble mixing and circulation.
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Figure 6.6: External wall temperature during experiments.
difference. It should also be noted, as described in section 6.4 that the accuracy of the 
corrected thermocouples is ±1.5 %.
6.4 Electrical Temperature M easurement
British standard (BS1843) K-type thermocouples were used for all temperature measure­
ments. In order to meet the instrumentation requirements it was necessary to calibrate all 
thermocouples prior to their mounting within or on the experimental apparatus.
In section 6.4.1 we will describe the thermocouple instrumentation and the data logging 
facilities. The mounting and calibration of the 32 thermocouples, used to monitor the 
temperature both internally and externally of the enclosure, will then be dealt with in 
sections 6.4.2 and 6.4.3.
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6.4.1 T herm ocou p le instrum en tation
Control and logging of the thermocouple data was made through the use of Lab VIEW, a 
commercially available graphical programming language from National Instruments, run­
ning on an Apple Macintosh computer. Hardware components consisted of a National 
Instruments NB-MI0-16H analogue to digital data acquisition board within the Apple 
Macintosh computer. External connection was through a National Instruments SCXI unit. 
This consisted of a SCXI-1000 chassis that provided power, multiplexing and signal routing 
for the SCXI-1303 terminal block. The SCXI-1303 is specifically configured for thermocou­
ple temperature measurement, incorporating a thermistor cold-junction temperature sensor 
along with appropriate terminal construction. An additional interface stage was built in- 
house to allow for the convenient ‘plug-in’ and ‘plug-out’ of thermocouple connectors rather 
than having to fiddle with screw connections within the terminal block.
Software written in Lab VIEW allowed control over the averaging sample size, acquisi­
tion frequency, period between measurement points and the number of active thermocouple 
channels. Signal bandwidth was also specified to allow maximum gain and minimum dis­
cretisation error. Conversion of the digitised thermocouple voltages into temperatures was 
made using data from British Standard 4937, Part 4. The narrow band of temperatures 
(10°C < T < 50° (7) covered within the experiments enabled the use of a very confined data 
set from this standard. A second order polynomial was used to relate the voltage, in micro 
volts, from the thermocouple (V) to the actual temperature (T),
T =  -2.4588 X + 2.5196 x lO 'V  +  4.3228 x 10"  ^ (6.1)
6.4 .2  T herm ocou ple m ounting
Thermocouples were mounted both internally and externally about the cylinder circum­
ference, as illustrated in figure 6.7, to provide details of the internal and external wall 
temperature. Also an array of 13 thermocouples as shown in figure 6.8, mounted verti­
cally across the cylinder diameter, was used to monitor the thermal structure of the flow. 
All thermocouples were individually coated with a thin layer of epoxy glue to insulate the 
exposed tips. The thermocouples used here were constructed from 0.2 mm diameter wire 
with a welded tip approximately 0.4 mm in diameter.
The thermocouples used to measure the internal wall temperature were mounted within 
the cylinder wall flush with the internal surface. This was achieved by drilling through 
the wall. The hole (2 mm in diameter) was then patched with tape, internally, before the 
thermocouple was inserted along with an epoxy glue. Curing occurred over a 24 hour period 
before the tape was removed and the internal surface checked for smoothness. This allowed 
the thermocouple bead to become the internal surface of the cylinder. Eight thermocouples 
were positioned in a circumferential ring at 45° intervals at the transversal mid-point and an 
additional four were equally spaced along the horizontal axis of the cylinder, as can be seen 
in figure 6.7. Measurement of the external surface temperature was made by attaching the
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Figure 6.7: Thermocouple mountings.
thermocouples to the surface of the cylinder. Four were mounted about the circumference 
at 90° intervals coincident with the internal wall sensors.
The internal water temperature was measured over the vertical diameter at the longitu­
dinal midsection of the cylinder using an array of thermocouples (Figure 6.7 & 6.8), similar 
in design to that used by Yewell et al. (1982) & Beloff et al. (1988). The probe contained 13 
thermocouples each mounted through the hollow central section of the acrylic rod and then 
through a 25 mm long stainless steel tube. This placed the thermocouples approximately 
22 mm away from the main rod along the axis of the cylinder which it was hoped would 
reduce any effect that the main probe body had on the measured temperature field. Each 
thermocouple was sealed, with the welded bead protruding from the steel tube, using the 
same epoxy glue used to insulate them. The probe was then mounted through the cylinder 
wall using electrical groniits to provide the seal.
All thermocouples were connected to the SCXI unit using K-type thermocouple exten­
sion cable and connectors. Initial experiments that had used the more commonly available 
thermocouple compensating wire had demonstrated that junctions between this cabling and 
the thermocouple connectors exhibited a temperature response of their own. Compensating 
cable is meant to offer the same properties as thermocouple wire at temperatures between 
0°C & 80° C. However, it was found that anything up to a 0.5°C temperature shift could be 
created in the reading by altering the junction temperature by only 20°C, in the range from 
20 to 40°C. This is obviously unsuitable unless the junction temperatures are all known to 
be identical. The compensating cable was therefore replaced with K-type extension cable 
which, under tests covering the temperature ranges expected to be experienced during the 
experiments, demonstrated no junction temperature effects.
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Figure 6.8: Thermocouple axial mountings.
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6.4.3 T herm ocou p le calibration
Calibration of the thermocouples was made against a certificated platinum resistance ther­
mometer of accuracy ±0.1°C. Correction of the experimental measurements, based on this 
calibration, was carried out in post-processing. For calibration the thermocouples were 
placed within a thermostatically controlled temperature bath (Grant Instruments Cam­
bridge), filled with distilled water, along with the Platinum resistance thermometer (here 
after referred to by P-RTD). Data for the thermocouples and P-RTD was logged with the 
same instrumentation used in the experiments. Thermocouple calibration values were av­
eraged from 5000 individual samples collected at a rate of 500 Hz giving an averaging time 
of 10 seconds. Calibration runs were repeated if the P-RTD read out (displayed to 1 dp) 
changed during this 10 second acquisition period. Calibration runs were made for all ther­
mocouples used; figure 6.9 displays this data. Trends within the thermocouple groupings 
i.e., cylinder and tree, are quite clear though different for the two sets. This characteristic 
was consistently repeated in subsequent isolated and combined calibrations and has been 
attributed to two separately purchased batches of thermocouples. Although both were 
K-type, this specification is not material specific but rather voltage output (Seebeck coef­
ficient) specific, therefore allowing differing response patterns, within the quoted accuracy, 
for differing manufacturing batches.
6.4 .4  T herm ocou ple response
Tests using a sample of thermocouples were carried out in order to determine the most 
appropriate sampling rate. Response time of thermocouples is dependent upon the physical 
size of the junction and the fluid or substance that it is in contact with. The current 
experiments do not present problems regarding response time as the thermocouples are 
constantly submerged and the temporal temperature variation of the fiow is relatively slow.
Thermocouple voltages are very small and require considerable amplification. Care in 
acquisition and transmission are required in order to minimise noise and signal error. Early 
tests showed that the thermocouple data was susceptible to noise. As thermocouple read­
ings are prone to noise, an averaging time is required. However, the transient nature of 
the present fiow ideally requires the instantaneous measurement of and thermal or dynamic 
quantity. Any averaging time period must be significantly shorter than the time period of 
the thermal fluctuation that we are trying to resolve. Investigations of the effect of sam­
pling frequency and sample quantity were conducted. Analysis revealed that the sampling 
frequency within the band of 10 Hz to 50 kHz had no eff’ect upon the distribution of logged 
data. However significant effects were noted when the number of samples taken was reduced 
in size. Histogram distributions revealed skewness and empty bins if data sets were dropped 
to 100 samples. Sample quantities of 200 and above were shown to provide significantly 
improved and consistent sample distributions. The absence of sampling frequency effect 
meant that it was possible to achieve almost ‘instantaneous’ samples therefore avoiding any
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problems regarding the transient nature of the event that we are considering. Throughout 
the experiments a sampling frequency of 2 kHz and sample size of 200 were used for all 
thermocouple data acquisition, giving a sample time period of 0.1 s.
6.5 Average Heat Transfer Measurement
Two methods are available to determine the average (or bulk) heat transfer rate into the 
cylinder. The first of these involves the measurement of the volumetric expansion, as em­
ployed by Deaver and Eckert (1970) and Beloff et al. (1988). The second method calculates 
the integrated average of the thermal field in the cross-section of the cylinder as used by 
Maahs (1964) and Beloff et al. (1988).
Measurement of the volumetric expansion is made difficult in the early phase of the 
experiments as the enclosure itself changes volume. This results in an initial intake of fluid 
into the cylinder as the enclosure responds more rapidly than the fluid in response to the 
imposed elevated boundary temperature. In the current experiments the volume increase 
due to the enclosure expansion for a 25°C temperature increase is ~  0.52 % of the initial 
enclosed volume, or % 0.44 litres. It is necessary to correct any measurements for this 
effect. Problems with such a correction arise as the temperature distribution throughout 
the cylinder wall is not spatially homogeneous, either radially or circumferentially. The 
expansion occurs in relation to the convective processes within the cylinder and is therefore 
part of the coupled problem.
The second method, that of the integrated temperature field, uses temperature mea­
surements made within the body of the fluid to calculate an integrated bulk temperature. 
The accuracy of this method relies on the validity of the volume discretisation based on the 
thermocouple distribution. For the present experiments thermocouples are only positioned 
along the vertical axis of the cylinder. Discretisation errors can therefore arise from two 
primary sources. Firstly, rapidly changing non-linear temperature gradients in the vertical 
will be poorly represented, especially in the central core region where the thermocouples 
are most widely dispersed. Secondly, any horizontal variation will not be captured. This 
latter case obviously includes the boundary layer, but as these layers are very thin their 
contribution to the bulk temperature is minor. Horizontal variation within the core could 
have a more significant effect. Inspection of the flow visualisation from the numerical re­
sults shows that the temperature distribution does not vary greatly in any horizontal plane, 
except during the short initial period of the problem.
In the current experiments the second of these methods was adopted. This was prefer­
able as initial test experiments showed that the heat transfer in the early phase of the 
problem, based on the volumetric expansion measurement, was obscured by the enclosures 
own expansion. Correction of this, while easy for the later times, was not possible to 
sufficient accuracy in the early time period where the wall temperature is still changing sig­
nificantly. Direct temperature measurement, while over-estimating the initial heat transfer
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due to the averaging process, were able to resolve the early heat transfer behaviour. In the 
latter time period both methods were found to predict heat transfer rates to within ±4% 
of each other.
The instantaneous heat transfer (Q) was calculated from the temperature measure­
ments, where the temperatures are based on space integrated averages, using
Q = pCpV (6-2)
where p is the fluid density. Op the speciflc heat capacity at constant pressure, V the initial 
volume of liquid at time t and A t  the time increment. All fluid properties are evaluated at 
the instantaneous average fluid temperature.
6.6 Flow Visualisation
Tiansient phenomena present several problems for most traditional experimental measure­
ment techniques. Long acquisition times are not possible and therefore either very fast sam­
pling frequencies must be used or acceptance must be made of time shift errors. Similarly 
acquiring a profile or multi point data is very difficult, except through the use of ensemble 
techniques or through the use of an instrumentation array that can be prohibitively expen­
sive and/or have an effect on the flow being studied. Several techniques of flow visualisation
have been used to overcome these problems. Such visualisations can provide information 
regarding the entire region of interest and present no obstacle to the local flow.
Two techniques were attempted during this work. First, laser induced fluorescence (LIF) 
using Rhodamine B. This visualisation technique exploits the fact that some dyes fluoresce 
when illuminated by a strong light such as that from a laser. Moreover, for a smaller set of 
dyes this florescence is related to the local temperature. In this way it is possible to obtain 
visualisations of the temperature field. Detailed description of available dyes, including 
Rhodamine B is given by Drexhage (1977). The successful application of this technique, 
is reported by Sakakibara, Hishida and Maeda (1993) for thermally stratified pipe flow. 
Differentially heated cavity and differentially heated thermo-capillary flows have also been 
investigated using this technique with moderate success by Vrane (private communication). 
Unfortunately within the current work we were unable to obtain usable data from the LIF 
under experimental conditions. This was despite successful calibration runs. The precise 
reason for the lack of success of this method is not clear. However it is now known that 
the response of Rhodamine B can be seriously affected by chemical contamination, a factor 
that could have been present in these experiments.
The second technique was that of particle tracking which was successful. This is dealt 
with in the following section.
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6 .6.1 P artic le  tracking
Particle tracking techniques use the fact that small solid particulates mixed with a fluid will 
flow with the fluid at the same velocity. These particles can be tracked in time and therefore 
the momentum fleld and fluid velocities over this fleld can be obtained in a ‘non-intrusive’ 
manner.
The basic components in the image acquisition system were a monochrome CCD video 
camera (COHU 4910 series High Performance CCD Camera), a S-VHS video recorder, a 
digital video recorder and an Apple Macintosh computer connected through Firewire inter­
face (IEEE 1394) to the digital video recorder, as shown in flgure 6.10. Planer illumination 
was provided by a 5 W argon ion laser from Coherent, giving a green light (514.5 nm) 
source. The laser was positioned using a flbre optic cable fitted with a cylindrical lens to 
provide a 40° diverging light sheet of 1 mm nominal thickness, shown schematically in flgure 
6.3. Throughout the experiments the laser was run at 2 W; a limitation of the flbre optic.
CCD video camera. 
COHU 4910.
Digital video recorder. 
Sony DVCAM, DSR-30P.
S-VHS video recorder. 
Panasonic AG-7350.
Firewire
interface 
(IEEE 1394)
Apple Macintosh G3 Computer. 
Running:
Radius MotoDV 
(Video aquisition) softwear. 
NIH Image (Image analysis) 
softwear.
Figure 6.10: Block diagram showing stages in image processing system.
The material Pliolite was used for the particles. Pliolite is a resin used in the man­
ufacture of oil based paints and was provided by Goodyear Chemicals as a free sample. 
Experiments to calculate particle density found that approximately 60 % of particles re­
mained in suspension when mixed with saline of a density of 1043 kg/m^. To allow the 
particles to mix it is necessary to add a small amount of photographic wetting agent. Be­
fore a new experiment the particles were mixed with a sample of the saline solution with 
those settling to the surface being removed. Particle size was unfortunately very variable 
and therefore separation by sieving was necessary in order to band them. Bands of 50 pm  
covering a range based on nominal particle diameter (dp) of 150 pm < dp < 500 pm  were 
created.
The use of video for particle tracking presents several problems. When recording it is 
possible for subsequent frames to move slightly with respect to each other. This happens 
during the digitisation process where small errors can cause slight translation of the in­
coming images which will not be the same from one frame to the next. Also, any slight 
vibration present in the visualisation of the experiment must be corrected for. To solve 
this, fixed reference points, within the cameras field of view are used. These were created 
by building a square frame of plastic conduit that at each corner had a 1mm hole drilled.
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Within the conduit four light emitting diodes (LED) were positioned behind the holes. This 
arrangement was then mounted on to the tank within the field of view of the camera. It 
was then possible to make automatic correction of any vibrational or digitisation errors 
that occurred during the experiments.
Particle size is also critical. Each particle should appear as two or three pixels in the 
digitised image as this allows the particle position to be determined to sub pixel accuracy. 
The video cameras CCD is made up of 752 (horizontal) by 582 (vertical) pixels. These 
criteria would require particles of approximately 1 mm for a view area 300 mm square 
based on the vertical resolution of the camera. However the way CCD cameras work 
and application of a slight defocusing of the camera means that this particle size is often 
significantly bigger than the two pixels required. Initial experiments found that particles 
in the range 250 < ^m < 300 were big enough to provide a two pixel image vertically.
During the experiments the images are acquired directly to a S-VHS video cassette. All 
other image manipulation and analysis then occurred post experiment. The first stage of 
this post processing, is the transfer of the recorded images from S-VHS to digital video. 
Images were not recorded directly to digital video as the equipment was not readily available 
for laboratory based work. Once transferred to the digital video it is possible, through the 
fire wire connection to the computer and the Radius MotoDV software, to capture at full 
image resolution and frame rate (50 Hz). This is a significant improvement over traditional 
analogue to digital transfer which without exorbitant financial expenditure typically can 
only manage a transfer rate of 3 Hz. For the current experiments full frame rate capture 
was not necessary and therefore frames were passed from the digital video to the computer 
at a fixed rate of 10 Hz; specified through the controlling software. The captured images 
are stored in QuickTime animation format on the computer, where a 200 frame time lapsed 
animated sequence (20 seconds) requires 27.4 Mb of storage space.
Acquired images were analysed through the use of in-house software and National In­
stitute of Health (NIH) Image acquisition and analysis software. The in-house software, 
courtesy of Vrane (private communication) consisted of two packages running on Apple Mac­
intosh computers; one enabling particle streaking and the other particle image velocimetry 
(PIV). NIH is free software developed for the National Institute of Health of the United 
States of America and is available for download for Apple Macintosh, Microsoft Windows 
and Unix operating systems from their web site, ‘URL:http://rsb.info.nih.gov/nih-image/.’ 
This contains many image analysis tools and is capable of both particle streak imaging and 
PIV. Unfortunately within this work it ultimately proved impossible to conduct PIV with 
suitable reliability and quantifiable accuracy and therefore the final analysis of the captured 
images was restricted to qualitative streak imaging. The captured images were stored as 8 
bit images which contain 256 levels of intensity ranging from white to black. Streak images 
were generated using a weighted averaging process that attributed an increasing weighting 
across the intensity spectrum from black to white. Typically, groups of 20 captured frames, 
representing a time period of 2 seconds where used to generate each streak image, as shown
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in chapter 7 in figures 7.3 and 7.4. In addition NIH enabled the easy compilation of the 
frame sequences used to generate the streak images into short animated sequences. These 
additionally proved very valuable as it was possible to loop through the sequence of images 
at varying speeds in order to highlight areas of the fiow with differing velocities. In ad­
dition this provides fiow direction which is not necessarily discernible from the individual 
streak images. Examples of such animated sequences have been included on the CD-rom 
in appendix D.
Chapter 7
Experim ental Results
Chapters 4 and 5 described the numerical results for the problem of transient natural 
convection within a uniformly heated horizontal cylindrical enclosure for idealised and con­
jugate boundary conditions respectively. The latter were conducted in conjunction with an 
experimental programme designed to enable comparison with the numerical results. It is 
the findings of this experimental programme that are reported here.
The experimental set up and procedure were described in the previous chapter. Exper­
iments were carried out at Ra =  1.4 x 10 °^ for Pr = 5.74. This is an order of magnitude 
higher than the highest Ra considered numerically. The reason for this is twofold. Previ­
ous experimental investigations for this configuration have dealt with Ra ^  10  ^ and it was 
therefore desired to extend this with the current work. However, it subsequently proved be­
yond the available computational resources to simulate fiows for Ra > 10®. Unfortunately, 
conducting experiments at the Ra obtained by the numerical simulations would require a 
second cylinder to be built. This was precluded by both financial and time constraints. Al­
though we are unable to draw direct correlations between the experimental and numerical 
results, we are able, by extending observed trends in the numerical data, to carry out a 
comparative study.
Within this chapter we shall begin by discussing the experimental boundary conditions 
(Section 7.1). The fiow structure, as determined from the visualisation techniques, is dis­
cussed in section 7.2. In section 7.3 the average heat transfer rate is considered before, in 
section 7.4, the transient thermal field is discussed. Finally, experimental repeatability is 
demonstrated in section 7.5.
7.1 Boundary Conditions
Traditionally, numerical simulations of internal natural convection have adopted idealised 
boundary conditions. These normally are those of constant uniform temperature for the 
driving surfaces and perfect insulators for the passive surfaces. Experimental studies can 
typically meet the first of these boundary conditions though a degree of non-uniformity is
198
Chapter 7. Experimental Results 199
k  0-4
0.2
0.0
4000 200 600 800 1000
Figure 7.1: Ti'ansient temperature record on wall interior. Thermocouple positions: 0 =  0 
{dashed line), 0 =  tt/4 {double dot & single dash line), 0 =  tt/2 {single dot & dash line), 
0 =  37t /4  {doted line) k, (j) = x  {solid line).
normally present. However, the latter boundary condition is normally far more difficult to 
obtain. For the present experiments considerable effort was expended in order to address 
both of these features as was discussed in chapter 6. In that chapter thermocouple measure­
ments for the outer wall temperature were presented (Figure 6.6) where it was seen that 
the external wall temperature was maintained to within ±3% of the driving temperature 
difference or ±0.6° (7. Here we will present the internal wall temperature and consider it 
briefly in comparison with the lower Ra cases.
Figure 7.1 shows the internal wall temperature measurements at five circumferential 
locations, for the experiment, as a function of non-dimensional time r  where r  =  V^ref’  ^
being dimensional time and t^^^ the characteristic time scale of the boundary layer flow as 
derived in section 3.2. The value of ij.gf for the experiment is given in table C.6, appendix
C. The, considerable, non-uniformity of the internal wall surface temperature is clear. The 
evolution of the internal flow and resulting temperature field within the fluid can easily 
be linked to the differential temperature readings at each circumferential location. The 
rising temperature as 0 increases from zero to tt corresponds to the progression of the 
internal boundary layer flow. This flow originates at the bottom of the cylinder (0 % 0) 
and, as has been observed in the numerical simulations and will be shown to be the case 
in the experiment, travels around the internal surface of the cylindrical enclosure. As 
the fluid travels through the boundary layer it is continuously heated and will be at its 
highest temperature when it arrives at the top of the enclosure. As the temperature at the 
internal surface of the enclosure wall is determined by the temperature gradient between 
the external surface and the fluid adjacent to the internal wall surface, we see that the
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internal wall temperature should rise with the internal fluid temperature. Time records 
for three of these locations, c/) = 0, 7t/ 2  &  tt are presented along with numerical data for 
Ra = 10', 10  ^ & 10  ^ in flgure 7.2.
As has already been stated, direct scaled comparison is unfortunately not possible but 
from these figures we are able to observe the relative behaviour between the Rayleigh 
number cases. We note that the numerical cases behave monotonically with increasing Ra 
at each circumferential location. Comparing the experimental results with these we notice 
for (f) — 71 that the trend is the same. But for 0 = 0 and tt/ 2  the experimental temperature 
increases more rapidly initially before adopting a slower rise than the simulation at later 
times. The experimental conflguration could explain this discrepancy. The thermocouples 
are imbedded in the wall and while the ‘bead’ is in contact with the inner surface its body 
extends towards the outer wall and therefore may register an intermediate temperature. 
The thermocouple at 0 = t t  does not noticeably reproduce this behaviour, but the internal 
temperature at this location rises so quickly that such an effect could easily be disguised.
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7.2 Flow Structure
Published experimental flow visualisation for the horizontal cylinder conflguration i.e., from 
Maahs (1964), Hauf and Grigull (1970) and Deaver and Eckert (1970)), some of which is 
reproduced in chapter 2, has been shown, in chapters 4 and 5, to agree with the general 
broad flow behaviour seen in the current numerical investigation. Within the present exper­
imental programme flow visualisation was achieved through particle tracking as described in 
section 6.6.1. An example of the flow visualisation, covering the early time period (r < 40), 
has been digitised and included on the CD-rom incorporated within this thesis in appendix
D. In addition three streak images are presented in flgures 7.3 and 7.4. In these images 
the particles are visible as white dots or lines when significant motion has occurred in the 
averaging time frame. Unfortunately this technique does not offer directional information 
and therefore each image has additionally been annotated from observations made of the 
animated sequences. The arrow length is not to scale, although the differing lengths do 
provide a qualitative indication of the varying velocity field.
Figures 7.3 and 7.4 show the flow within the top and bottom halves of the cavity 
respectively. In 7.3(a) and 7.4(a), at r  =  20, there is almost no streaking of the particles 
within the bulk of the enclosure indicating an almost stagnant fluid. Slight streaking, more 
noticeable in the animation, is noted in the near wall region corresponding to the developing 
boundary layer. This can be seen to extend from the very bottom of the enclosure to the 
top. At this time there is no indication of the two boundary layers meeting at the top of 
the enclosure.
At T =  25 we see the impinging boundary layers at the top of the cavity. These are 
evident from the curved particle tracks that clearly show the flow being forced first down 
into the core of the enclosure and then horizontally away from the vertical axis. There is 
now a noticeable downward velocity throughout the core of the enclosure as fluid is pushed 
and pulled by the boundary layer mechanism, which is now significantly faster than at 
the earlier time. At this time we also observe (Figure 7.4(b)) the existence of plume like 
structures emerging from the wall at and near the bottom of the enclosure. At r  =  30 the 
boundary layer flow is very similar to that at r  =  25 but along the lower section there is 
noticeable entrainment of fluid from the core. Plumes are still observed to be emerging from 
along the boundary layer at and near the bottom of the enclosure. The boundary layers 
continue to feed heated fluid into the upper region of the enclosure with the particle traces 
clearly showing the heated fluid being driven down into the core of the cavity before being 
forced to spread horizontally. This spreading results in noticeable mixing when it begins to 
encroach upon the rising boundary layer. For r  > 30 the motion at the top of the enclosure 
is seen to rapidly slow as the stratification develops. The extent of the boundary layers 
is reduced by this build up of almost stagnant fluid. The plumes rising from the lower 
enclosure surface are gradually suppressed as the core fluid temperature rises, therefore, 
lowering the temperature differential that drives this phenomena.
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Figure 7.3: Particle streak images from experiments, r  =  20 (a), 25 (b) & 30 (c). R a
1.4 X 10^° & P?' =  5.8.
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Figure 7.4: Particle streak images from experiments, r  =  20 (a), 25 (b) & 30 (c). Ra
1.4 X 10^° & P r  =  5.8.
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Drawing comparison between the numerical and experimental runs is difficult as the flow 
structure is Rayleigh number dependent. This said, the large scale structure remains similar 
across the high Rayleigh number (10  ^ < Ra < 10^) simulations. There is a noticeable 
increase in the small scale perturbations but these, for the simulations at least, do not 
obscure the broad flow structure. Therefore aside from a time delay with increasing Ra we 
are able to see broad flow similarities for both the ideal and conjugate configurations in the 
numerical results. Extending this to the experimental visualisations we see that the flow 
structure, at least in the upper half of the cavity, is similar to that seen across the high 
Ra simulations for Pr = 7.1. The appearance of the initial piling up of heated fluid at the 
top of the cavity at T % 23, which can be seen in the video clip on the CD-rom, and the 
structure seen in figure 7.3 at both r  =  25 and 30 are all seen in the simulations. The time 
frame of their existence is consistent, in that it is delayed, with respect to the lower Ra 
cases.
The existence of plume structures at the bottom of the enclosure, as seen here in figure 
7.4 (b) & (c) has previously been reported for experimental investigations of the horizontal 
cylinder conflguration by Maahs (1964), Evans and Stefany (1966) and Hauf and Grigull 
(1970) which have been described in chapters 2 and 4 of this thesis. We have postulated 
that the existence of these features appeared to result from a coupling between the un­
stable fluid layer at the bottom of the enclosure and imperfections within the experiment. 
This behaviour was supported by the current numerical simulations which predicted similar 
plume like structures when the higher Rayleigh number cases were ill resolved both spatially 
and temporally. These structures did, however, vanish in the final resolution independent 
simulations. This implies, at least numerically, that such structures are the result of dis­
cretisation error. It is felt that similar error could be the cause of these structures reported 
in the lower Rayleigh number experiments of Maahs’s (1964), Evans and Stefany (1966) and 
Hauf and Grigull’s (1970), whose experiments covered the ranges of 3 x 10  ^ < Ra < 1 x 10^  
and 1.59 x 10® < Ra < 7.55 x 10® respectively. It should be noted, as was previously 
speculated (See section 4.1), that a balance exists at the bottom of the cavity between 
the emerging boundary layers and the inherent thermal instability of this region. Anal­
ysis of the thermal profiles adjacent to the wall at the bottom of the enclosure revealed 
that the unstable layer increased in depth with the increasing Ra. This implied that, at 
some subsequent higher Ra, the thermal instability would grow sufficiently to result in real 
plume like structures. The current experiments are at a significantly higher Ra than either 
previous experimental or numerical investigations. They could therefore be at a Ra above 
this critical level. Unfortunately the disagreement between our simulations and the previ­
ous experiments, of Maahs (1964) and Hauf and Grigull (1970), over the lower Rayleigh 
number range, results in the findings of our current experiments being inconclusive.
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7.3 Heat Transfer
Calculation of the heat transfer rate was described in chapter 6. In brief, temperature mea­
surements from along the vertical axis were used to calculate the weighted bulk temperature 
of the fluid,which when substituted into the first law of thermodynamics, written in terms 
of temperature (Equation 6.2), enables the heat transfer rate to be calculated. From figure 
7.5(a) we see that the heat transfer rate in the experiment exhibits the same early peak 
and long term behaviour seen in the numerical simulations. The peak heat transfer rates 
in the conjugate numerical simulations were seen to scale in time as (i.e., as rRa^^^)
which was shown to be the conduction time scale of the enclosure wall.
Scaling of the time axis seen in figure 7.5(b) reveals that the experimental peak does 
indeed scale in time as the numerical simulations. The longer time heat transfer rate is also 
seen to be consistent with the numerical results. With increasing Ra the scaled profiles 
in figure 7.5(b) are seen to drop off earlier in time, a trend extended by the experimental 
results. Agreement is seen to be good, though the reason for the larger magnitude of the 
heat transfer maximum in the experiment is not. An explanation based on additional heat 
transfer through the ends of the cylinder has been dismissed due to the time scales involved 
which are too fast for this to be the cause. Similarly, the increased mixing in the lower 
part of the enclosure as evidenced by the plume activity does not occur until later in time 
and therefore is also not the cause. However, the plume activity potentially explains the 
more rapid decay of Nu with time in the experiment. There remains the possibility that the 
method used to calculate the heat transfer results in the over estimation of the heat flux, 
in the early period of the experiment. It is during this period that any horizontal planar 
variation in the temperature field is most pronounced.
7.4 Thermal Field
The experimental temperature field was measured using a rake of thermocouples mounted 
along the vertical axis of the cylinder (Section 6.4.2). These measurements have already 
been used in section 7.3 to calculate the average heat transfer rate. The calculated bulk 
fluid temperature, also determined from the thermocouple measurements, are presented in 
section 7.4.1 followed, in section 7.4.2, by the individual thermocouple measurements.
7.4.1 B u lk  fluid tem p erature
Three profiles of the bulk fluid temperature are presented in figure 7.6. Figure 7.6(a) 
presents the profile for the entire experiment while flgures 7.6(b) & (c) present the numerical 
results for comparison over the two time scales used in chapters 4 and 5. From flgures 7.6(b) 
& (c) it is clearly seen that the experimental data is consistent with the trend seen in the 
lower Rayleigh number numerical predictions. The behaviour as seen in figure 7.6(a) of the 
bulk fluid temperature for r  > 100 can be approximated using an exponential relationship. 
As was noted for the simulations the early time behaviour does not follow this.
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Figure 7.5: Experimental and conjugate numerical solutions of wall averaged Nusselt num­
bers for P r  =  7.1. Convective time scale (a) and conduction time scale (b) plots are both 
presented. Numerical: Ra =  10  ^ {solid blue), 10  ^ {pink dash), 10  ^ {solid green), 10  ^ {cyan 
dot), 10  ^ {solid purple) & 10  ^ {red dot & dash). Experimental: 1.4 x lO^ o {solid orange).
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Figure 7.6: Bulk non-dimensional temperatures (T5) as a function of time, (a) Experimental 
data alone, (b) and (c) experimental data and conjugate simulations for time r  and 
respectively. Experimental data at =  1.4 x 10^° (-f) and numerical data at Ra = 10  ^
(red solid), 10  ^ (green dashes), 10® (blue solid), 10  ^ (pink dots), I t f  (cyan solid) & 10  ^
(purple single dot & dash).
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7.4.2 V ertica l axial tem p eratu re m easurem ents
Instantaneous temperature measurements and point temperature time histories from along 
the vertical axis of the enclosure are presented in figures 7.7 and 7.8 respectively. The 
experimental temperature profiles shown in figure 7.7 are broadly consistent with the nu­
merical results. The general trend present across the different Rayleigh number cases of 
the numerical results being strongly supported by the experimental data. However, the 
experimental measurements do display a different thermal structure in the lower half of 
the enclosure from the simulation results. All numerical results show a stratified structure 
over the entire enclosure height once the initial isothermal state has been superseded. The 
profiles in figure 7.7 show this to be a stable stratification over the majority of the enclo­
sure with a shallow unstable layer immediately above the lower wall. The experimental 
measurements show the same stable stratification over the upper half of the enclosure and 
also the unstable layer adjacent to the lower enclosure wall. However, measurements over 
the majority of the lower half of the enclosure show this region to be almost isothermal. 
This is due to the mixing caused by the plumes, rising from the bottom of the enclosure, 
that were evident from the visualisation. These plumes are not present in the lower Ra 
simulations and as a result neither is the mixing mechanism.
The point temperature measurements, presented in figure 7.8, reveal another difference 
in the experimental flow compared with the high Rayleigh number simulations. The ex­
perimental measurements of figure 7.8(c) possess no oscillatory behaviour whereas for the 
lower Ra numerical solutions such oscillations, shown to be the result of internal gravity 
waves, were very much in evidence. The reason for this is unclear but the amplitude of the 
oscillations as exhibited by the numerical solutions is very small and therefore could have 
been lost within the noise present in the experimental measurements. We do however note 
from this figure that the experimental temperature results are broadly consistent with the 
lower Rayleigh number numerical simulations.
7.4.3 C ore stratification
Stratification of the core was calculated from the two point measurements bounding the 
enclosure axis {y/r = —0.08 & 0.26), the transient profile of which is shown in figure 7.9. 
We immediately notice that the experimental stratification develops in a consistent manner 
with the conjugate numerical simulations. There is an initial period before stratification 
reaches the core followed by a relatively rapid increase in stratification. The gradient of 
stratification subsequently decreases with time until the stratification attains its maximum 
which is then followed by a very gradual decline over the remainder of the experiment. We 
also notice, as reported in the previous section, the distinct lack of oscillatory phenomena 
present in the thermal field in the experiment.
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Figure 7.7: Profiles of temperature along the vertical axis of the cylinder. Experimental 
results for Pr ~  5.8 at Ra = 1.4 x 10^ ® (-A-) and numerical results for Pr  = 7.1 at Ra = 10  ^
[solid], 10® [double dot & single dash), 10  ^ [dashes), 10® [dots) and 10® [single dot & dash) 
for scaled times of: T . R a ' ® = 0.05 (a), 0.10 (b), 0.15 (c), 0.20 (d), 0.40 (e) & 0.60 (f).
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Figure 7.8: Comparison of experimental and numerical transient temperature record from 
y-axis thermocouples. Computational data at Ra — 10  ^ (a) & 10  ^ (b) and experimental 
data at Ra =  1.4 x 10^  ^ (c). Legend as for figure 4.32.
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Figure 7.9: Profiles of transient core stratification for numerical {Pr =  7.1) and experi­
mental (P r =  5.7) results. Numerical Results at Ra =  10'^  {red solid), 10  ^ {blue dash), 10  ^
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Figure 7.10: Maximum stratification «Smax at cavity centre. Numerical data for Pr  =  7.1 
(+) and Pr = 100 (o). Experimental data for Pr = 5.7 (A).
The peak experimental stratification, reported in figure 7.10 as a function of Ra, demon­
strates further the consistency of the numerical and experimental results. Extension of the 
Ra based decline in the maximum stratification also supports the hypothesis of chapter 5. 
This predicts, based on scaling arguments, that for the conjugate case the stratification will 
continue to decline eventually approaching zero as Ra — > oo.
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7.5 Experim ental Repeatability
Experiments were run on a number of occasions in order to assess their repeatability and 
also to validate any individual experiment. Comparisons were conducted quantitatively for 
the thermocouple data and qualitatively from the visualisation record. Figure 7.11 presents 
temperature data recorded by the wall 7.11(a) and axial mounted 7.11(b) thermocouples 
for two experiments. These two sets of experimental data agree, for all measurements, to 
within ±3% of the driving temperature difference, or ±0.6° (7. It is noted that the corrected 
accuracy of the thermocouple measurements was ±0.3° C.
Further cross experimental comparison made from the visualisation data showed differ­
ences between ‘identical’ experiments in the small scale chaotic mixing in the lower part 
of the cavity. These events are very short lived and the small errors in timing of each 
experiment and slight differences in the applied wall temperature mean that such events 
cannot be used to judge the experimental repeatability. The larger scale features were well 
duplicated in all experiments as indicated from the agreement between the thermal data.
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Figure 7.11: Experimental repeatability; data for two separate experimental runs are pre­
sented for the transient temperature record from wall mounted (a) and y-axis thermocouples 
(b). Wall mounted thermocouples at 0 =  0 (red dashed), tt/4 (cyan single dot & dash), tt/2  
(green dots), 37t /4  (pink double dot & dash) & tt (blue solid). Legend for (b) as figure 7.8.
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7.6 Conclusions
We have considered an experimental investigation of internal natural convection within a 
uniformly heated horizontal cylindrical enclosure at Ra = lA  x 10^  ^ for Pr = 5.8. The 
experiments were conducted by immersing the cylindrical enclosure in a well mixed body 
of water maintained at a constant temperature, higher than that of the cylinder and its 
enclosed fluid. The cylinder was constructed from extruded acrylic which has a relatively 
low thermal conductivity (See Appendix C for material details) and resulted in a strong 
coupling between the wall conductivity and the enclosed fluid’s convective development. 
We have shown the results to be repeatable within reasonable experimental limits.
Findings have been presented for both the thermal and dynamic fields. Temperature 
measurements taken around the circumference and along the vertical axis of the enclosure 
enabled the calculation of the core stratification, the averaged bulk temperature of the fluid 
and the average heat transfer rate into the fluid. In addition instantaneous profiles of the 
temperature along the vertical axis and time histories of point measurements along this 
axis have also been presented. Correlations of the thermal data with numerical results for 
the same conflguration but at lower Rayleigh numbers were shown to be consistent when 
extrapolating the lower Ra behaviour.
The dynamic field was investigated qualitatively through visualisation of the seeded 
flow. Cross-sectional illumination was provided by a laser, the illuminated particles (200 < 
Dp < 250/xm) being captured on video for later analysis. In addition to close scrutiny of 
the animated record, sections of video were digitised and averaged across multiple frames 
to produce streak images, presented earlier within this chapter. Inspection of the recorded 
flow evolution revealed a structure similar to that previously reported for high Rayleigh 
number flows in chapters 4 and 5. The flow was seen to develop next to the enclosure wall 
along which two symmetrical boundary layers propagated toward the top of the enclosure. 
The advancing boundary layers subsequently impinged upon each other at the top of the 
enclosure resulting in a downward insurgence of heated fluid into the core of the enclosure. 
Additionally, plume like structures were observed emanating from the bottom of the enclo­
sure resulting in considerable mixing in the lower half of the enclosure. Similar experiments 
published in the open literature have also observed such phenomena. These earlier exper­
iments, which are for lower Rayleigh numbers than considered here, experimentally, are 
however not supported by our own numerical results which do not predict the presence of 
such plumes. Arguments concerning this disagreement propose that the plume’s presence is 
induced by experimental disturbances. It is acknowledged that such structures are likely to 
exist, even with perfect conditions, after some higher critical Rayleigh number. However, 
the current experiment offers insufficient evidence to suggest whether Ra =  1.4 x 10^  ^ is 
this critical value.
Chapter 8
Summary and Conclusions
8.1 Introduction
111 this work, aspects of a transient, internal, natural convection flow have been investigated. 
In particular, the problem of transient naturally convected flow, within a constant and 
uniformly heated, horizontal, two dimensional cylindrical enclosure has been investigated 
both numerically and experimentally.
Internal natural convection flows pose a particular problem for the theorist as the bound­
ary layer drives the flow external to it. This coupling has prevented extensive analytical 
solutions from being developed for this class of problem even for the simplest of confined 
geometries. Combined with the difficulties associated with obtaining data from, and con­
ducting, transient natural convection experiments, this has resulted in significant reliance 
upon numerical investigations.
In general, ‘real’ internal convective flows are complicated, depending upon a multitude 
of parameters associated with complex geometries and non-uniform or time varying energy 
sources. Choosing the uniformly heated cylindrical enclosure we are able to isolate the 
geometry and energy input effects as prescribed by the Rayleigh number (Ra) and the fluid 
effects as defined by the Prandtl number (Pr) for the resulting time varying flow.
Within this thesis two boundary condition cases have been considered. The first an 
idealised boundary, where a constant uniform ‘wall’ temperature is applied directly at 
the fluid/solid interface. The second is that of a conjugate boundary, where the constant 
uniform ‘wall’ temperature is applied to the outer surface of the wall, of finite thickness and 
conductivity, that encloses the fluid. In the latter case, the experiments consisted of a water 
filled cylinder made of extruded acrylic. Numerically the boundary is modelled as a wall of 
a specified ratio of solid to fluid thermal conductivity and thermal diflfusivity. This was set 
as constant, for all simulations, and equal to the ratio between water and acrylic as in the 
experiments. This resulted in all Pr  cases being subject to the same ratio of fluid to solid 
thermal properties. The wall had a thickness of approximately 1% of the cylinder diameter.
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Boundary Condition Pr Ra
Ideal 0.71 104 <C <C ICf
7.1 104 <C <C 109
100 104 <C <C 109
Conjugate 0.71 1C|4 10*
7.1 104 1C|9
100 104 10*
Experiment 5.8 Ra = 1.4 X  10)10
Table 8.1: Configurations considered numerical.
Analysis has been carried out for a wide range of Rayleigh and Prandtl numbers. Table 
8.1 shows the Rayleigh and Prandtl numbers considered for the two different numerical 
boundary conditions and the experiment.
Conjugate numerical simulations were conducted for two reasons; firstly to enable better 
comparison with the experimental results and secondly to investigate the effects of wall 
conductance upon the transient flow structure over a range of Rayleigh numbers.
The range of Rayleigh numbers considered here covers a variety of flow structures. 
Streamline and isotherm images clearly show the transition of the flow, with increasing Ra, 
from one where diffusion and advection are of the same order, to the advection dominated 
higher Rayleigh number cases. The latter cases are characterised by a clearly defined 
boundary layer structure which is predominant for both ideal and conjugate boundary 
condition configurations at Ra > 10 .^
The transient features can be very hard to appreciate even from sequences of instan­
taneous images. To obtain greater insight, of such transient features, extensive use of 
flow visualisation has been made within this work. Streamline and isotherm animations 
generated from the numerical data and particle tracking from the experiments proved an 
invaluable resource in appreciating the present flow and in its subsequent analysis. As 
such, an extensive library of these visualisations have been included within this thesis, on 
CD-rom, in appendix D.
The numerical model solves the instantaneous 2D Boussinesq set of equations through 
spectral approximation. Non-slip boundary conditions are applied at the wall along with a 
constant uniform temperature for the idealised case. For the conjugate configuration, also 
investigated experimentally, the temperature boundary condition was applied to the outer 
surface of the wall with temperature and heat flux at the solid/fluid interface calculated by 
the model. The flow was initiated through the application of a step change increase in the 
boundary temperature.
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8.2 Ideal Boundary Condition
Scale analysis, as conducted in chapter 3, suggests a time scale for the onset of convective 
motion given by / a, where D is the cylinder diameter and a  the fluid’s thermal
diffusivity. Plots of Nusselt number Nu with non-dimensional time r  (= t/[Ra~^/‘^ / a]), 
where t is time, showed that the heat transfer over the entire Ra range, departed from the 
conduction solution at ?- cs 1 for the two higher Pr  cases whereas for Pr = 0.71 it was 
delayed until r  ~  2. For later times, T ^  1 the solution was not well scaled by this time 
scale. Analysis of the data for the idealised case showed that for this conflguration the 
convective period was scaled best by Ra~^'‘^ ^L‘^ / a. This conflguration was analysed after 
employing this new, optimised, time scaling.
The Nusselt number is seen to be almost Prandtl number independent. For Pr = 0.71 
there is some Pr  effect observed over the time period 1 < r  ^  2, but this is minor. The 
average bulk fluid temperature (T^ ,) is also almost Pr  independent. Analysis of the small 
scale characteristics within the flow, such as the thermal and dynamic boundary layer 
profiles along the a:-axis, reveals a more significant Pr  effect. Changes between differing Pr  
are more pronounced between Pr = 0.71 and 7.1 than between Pr = 7.1 and 100. This, 
it has been proposed, suggests an asymptotic collapse of the flow structure toward what 
would appear to be a base solution for Pr = oo. Xin et al. (1997) have also come to the 
same conclusion for the steady state differentially heated cylindrical enclosures.
The magnitude of Nu scales, in the classical form for natural convection flows, as Ro}!^. 
This, in conjunction with the previously mentioned time scaling and Pr  independence 
results in a single description for Nu. This is a complicated function and no representation 
of it has been found. Again, as mentioned previously, this collapse also applies to the non- 
dimensional average bulk fluid temperature Tj,. For all Pr  over the Rayleigh number range 
of 10* < Ra < 10* this can be written as
Tb = l -  0.945028e“ -^*^ ****^  (8.1)
where r  =  rRa~^'‘^  ^ = ta/Ra~^'‘^'^D .^ This relationship agrees to within ±1.6% of the data 
for all three Prandtl numbers and to within ±1.0% of the results for Pr = 7.1 and 100 
for T > 0.05. The vertical axial temperature profiles while maintaining reasonable cross 
Rayleigh number correlation exhibit noticeable Pr  variation. Pr = 7.1 and 100 solutions 
are almost identical except over the initial stages of the transient, where Pr = 7.1 exhibits 
some small scale fluctuations in the temperature field that are not present for P r = 100. 
The Pr = 0.71 solution varies considerably, exhibiting much more local variation than the 
two higher Pr  cases. Comparison of the temperature profiles for Pr = 7.1 at Ra = 10* 
with the experimental results of Hauf and Grigull (1970) at Pr  ~  7 and Ra = 1.59 x 10* 
revealed good agreement.
The presence of small scale, short lived features can be seen to be Pr  and Ra related in 
many aspects of the results. It is most clearly demonstrated in the streamline and isotherm
Chapter 8. Summary and Conclusions 217
images of the flow. At low Ra this feature was not apparent, with all three Pr  cases being 
very similar, but with increasing Ra this feature becomes more evident. For Pr = 0.71 the 
additional small scale motions manifest themselves for Ra >10*. Solutions for Pr = 7.1 
and 100 remain largely the same until Ra > 10* when the Pr = 7.1 case begins to exhibit 
signiflcant fluctuating motion within the core.
In addition to the generally more complicated motion present within the core of the 
enclosure with increasing Ra, distinct wave like structures are clearly visible in the stream­
lines. The structure of these waves is also Pr  dependant. For Pr = 0.71 they appear to be 
stationary while for the two higher Pr  cases the waves appear to travel through the core, 
from the top of the cavity to the bottom, as is evident from the animations. This behaviour 
seems to stem from the differing core stratification between Pr = 0.71 and the two higher 
Pr  cases. For Pr = 0.71 the cavity is entirely stratified while for the two higher Pr  cases 
it is only partly stratified. Complete stratification of the enclosure enables reflection of the 
oscillatory motion in the case of Pr = 0.71 while in the later cases the oscillatory motion 
is damped out by the layer of unstratified fluid in the lower part of the cavity.
Oscillatory motion during the transients of many natural convection configurations has 
been much cited in the literature. In these the internal waves are observed to decay in time 
as the new steady state is approached. Comparison of the frequency of the current observed 
oscillations, from the velocity field within the core of the enclosure, with the calculated 
Brunt-Vaisala frequency reveals that the observed oscillations are internal gravity waves. 
For Pr = 0.71 the standing waves are of a frequency approximately equal to the Brunt- 
Vaisala frequency. For Pr = 7.1 the frequency of the observed waves varies more in relation 
to the Brunt-Vaisala frequency but is generally well below this limit. Interestingly, with 
increasing Ra, the frequency of the oscillations for Pr = 7.1 tend toward that seen for 
Pr = 0.71. The implication of this is that the oscillatory motion is determined by a Ra 
and Pr  balance and that the standing wave structure seen for Pr = 0.71, will be observed 
for Pr = 7.1 if Ra is high enough.
The development of the core stratification (<S) is affected by fluctuations within the 
enclosure. For Pr = 0.71 this is so significant that the stratification is dominated, over an 
extensive period, by very large, short lived fluctuations. For the two higher Pr  cases, the 
development and decay of S  is not signiflcantly affected by such features. With increasing 
Ra it is possible, for Pr = 7.1 and 100, to track the changing maximum stratification 
(‘^ max)- (Smax remains Pr  dependant, though both Pr = 7.1 and 100 exhibit the same 
behaviour as they asymptote with increasing Ra to values of <Smax =  0.219 and 0.200 at 
Ra = 10* respectively. The time at which <Smax is reached also collapses asymptotically 
with increasing Ra to r  =  0.219 and 0.200 for Pr = 7.1 and 100 respectively.
Over the Rayleigh number range 10* < Ra < 10*, the thickness of the thermal and 
dynamic boundary layers was shown to scale as R a“ /^  ^ for r  ^  0.1. This disagrees with the 
two layer structure proposed by Bejan (1994), but is supported by Gill (1966), Patterson and 
Imberger (1980) and Xin (1998) for transient, differentially heated, square and cylindrical
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enclosures. For the early transient period r  < 0.1, the thermal boundary layers scale as 
above, but the dynamic boundary layers exhibit strong variation between the three Prandtl 
numbers. For Pr = 0.71 the dynamic layer appears to also scale as during the early
time period.
For Pr = 7.1 at Ra = 10* the instantaneous peak boundary layer velocity exhibited 
two, short lived periods of high frequency fluctuation. From the isotherm images it was 
possible to associate these with travelling disturbances within the boundary layer. These, 
it is suggested, represent an instability within the boundary layer and possibly the onset of 
transition to turbulence. No analysis was conducted of this phenomena within this work.
8.3 Conjugate Boundary Condition
Scaling in time of the flow for the conjugate boundary condition configuration did not show 
a collapse of the data as in the ideal case. This fact greatly limited the extent of the cross 
Rayleigh number comparison. As for the ideal case the large scale thermal characteristics 
of this configuration were Prandtl number independent, except during the early convective 
phase.
Analysis of the averaged wall Nusselt number showed that the walls’ thermal conductiv­
ity acted to limit the maximum heat transfer rate into the cylinder, for all Ra, to Nu % 11. 
Traditional scaling of the Nusselt number magnitude therefore proved impossible. The time 
(r) of the maximum heat transfer rate was found to be scalable in time across the entire 
Ra range considered here. It was shown that the time of the maximum heat transfer rate 
scales as the conductivity time scale for the wall. For this configuration, the low thermal 
conductivity of the wall material acted to control the flow’s early evolution. With increasing 
Ra, this limiting effect had an increasingly more significant effect upon the flow evolution. 
This can be simply observed from comparison with the idealised case which reveals, with 
increasing Ra, an ever larger difference between the thermal and dynamic characteristics 
of the two boundary condition cases.
The effect of limiting the heat transfer rate into the fluid was to reduce the, Pr  depen­
dant, maximum boundary layer velocity with increasing Ra. This phenomenon results in 
a slower heat up of the enclosed fluid and is noticeable in the extended time scale for the 
fluid temperature rise. The stratification (<S) within the core is also significantly affected. 
The maximum stratification (<Smax) decreases, with increasing Ra for all Pr. P r  = 0.71 
still exhibits dramatic peaks in S  but, unlike the idealised case where these increased in 
magnitude with increasing Ra, they are seen to decline for Ra > 10 .^ For Pr  =  7.1 and 
100, «Smax is almost Pr  independent, monotonically decreasing with increasing Ra. Scale 
analysis of the ratio of the fluid convective iconv and wall conductive %ond time scales was 
found to explain this behaviour. With increasing Ra, for the conjugate boundary condi­
tion, %onv/%ond decreases, indicating the increasingly restrictive effect that the wall has on 
Nu. The slower boundary layer velocity results in the longer heat up time and lower peak 
stratification within the core.
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Comparison of the thermal and dynamic boundary layer thicknesses at specific Ra 
revealed the same initial two layer and later one layer structures observed for the ideal 
boundary case.
Oscillatory behaviour, very similar to that noted for the ideal case, was observed within 
the core of the cavity. Wave like structures were again seen in the streamline plots, ani­
mations of which revealed the same behaviour reported for the ideal case i.e., Pr = 0.71 
and 7.1 exhibiting standing and travelling wave patterns respectively. Frequencies of the 
observed waves are slightly lower in this case initially, but the oscillations persist longer 
and decrease more slowly with time than the ideal case, as does the core stratification.
The primary goal of the conjugate boundary condition numerical simulations had been 
to carry out comparison with a concurrently running experimental investigation. Computer 
resource limitations prevented numerical simulation at the same Rayleigh number of the 
experiments i.e., Ra = 1.4 x 10^*. In spite of this, numerical and experimental comparison 
was possible. Experimentally quantitative data was obtained from multiple thermocouples 
positioned flush with the inner surface of the cylinder wall, and along the vertical axis 
within the enclosure. The dynamic fleld was investigated, qualitatively, through cross- 
sectional visualisation of the seeded flow.
Temperature measurements taken along the vertical axis of the cylinder enabled the 
calculation of the core stratiflcation, the averaged bulk fluid temperature and the averaged 
heat transfer into the enclosure. Analysis of the vertical axial temperature profiles showed 
good correlation with that observed in the numerical simulations over the upper half of 
the enclosure. The fluid in the lower half of the experimental enclosure was unstratifled, 
whereas the numerical simulations predicted continuous stratiflcation throughout the entire 
core. This was found, from analysis of the flow visualisation record, to be due to mixing re­
sulting from plumes rising from the boundary layer at the bottom of the enclosure. Despite 
this, the evolution of, and the maximum level obtained by, the central core stratiflcation in 
the experiments was in very good agreement with the extrapolated trends of the numerical 
results. The wall averaged Nusselt number demonstrated good agreement with the numer­
ical simulations even exhibiting the same early peak in Nu. While the magnitude of the 
peak was higher than that of the simulations, it proved to scale well in time with them.
Inspection of the visualised flow evolution revealed a similar structure to that previ­
ously reported for the high Ra simulations, except for the presence of plume like structures 
emanating from the boundary layer at the bottom of the enclosure. Such plume like emana­
tions have previously been reported in experiments by Maahs (1964) and Hauf and Grigull 
(1970). These were for lower Rayleigh numbers than considered here experimentally but are 
within the range of the numerical simulations which do not support the existence of plumes 
at such Ra. The thermal structure, in the immediate vicinity of the wall, at the bottom of 
the enclosure is unstably stratifled. The local Rayleigh number Ran, based on the thickness 
of this layer, and hence the instability, increase with the increasing global Rayleigh number 
Ra. Its ‘stable’ existence, and therefore absence of plumes, in the simulations, both ideal
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and conjugate, is due to the flow of fluid downward from the core through this region and 
then into the boundary layers. There would therefore appear to be a balance between the 
unstable thermal stratification and the boundary layer induced flow. It is argued that the 
plumes within the experiments of Maahs (1964) and Hauf and Grigull (1970) arise due to 
imperfections and disturbances present within the experiments. However, it is expected 
that such structures are likely to truly exist at some higher Rayleigh number, although 
there is insufficient evidence to suggest that the current experiment at Ra  =  1.4 x 10^ * is 
necessarily above this critical Ra.
8.4 Future Work
In any extensive research undertaking there are undoubt able numerous questions that re­
main unanswered and new possibilities for inquiry that present themselves. The following 
discussion does not attempt to encompass all such questions, but focuses on those areas 
that have caught the authors attention and that he would like to see answered.
In the solutions presented here, only the two dimensional configuration has been con­
sidered. For low Ra this assumption is not unreasonable but with increasing Ra it becomes 
less justifiable. Resources, however, did not allow for the effect of this assumption to be 
tested except for the lowest Ra case, where no three dimensional features were found. It 
would therefore be of interest and value to evaluate the validity of this assumption for the 
higher Ra cases considered here and to determine, if possible, the onset of three dimensional 
motion.
Future research at higher Rayleigh numbers would enable the determination of the limit 
of the lower boundary balance between the thermally unstable layering and the boundary 
layer feed mechanism. In addition, with increasing Ra the development of the plume like 
structures within the enclosure would necessitate simulation in three dimensions. The onset 
of such thermal plumes would, for the ideal case at least, increase the heat transfer rate. 
Such features would likely result in a different scaling to that seen here.
Further analysis of the observed internal waves is required if the mechanism behind this 
phenomena is to be fully appreciated. Similarly, further attention is required in order to 
understand the mechanism behind the vortex like structures, seen at the higher Ra.
Within this work the onset of the boundary layer instability and the later transition have 
not been addressed. The evaluation of potential turbulent events from the instantaneous 
solutions of a time varying flow requires data being output for all time steps and assumptions 
regarding suitable averaging times. Neither of these were done here but both could be in 
order to conduct an investigation of such features.
Within the discussed experimental program considerable effort was expended upon flow 
visualisation. Both particle tracking and laser induced florescence were attempted with only 
the former being qualitatively successful. The successful development of these methods 
into quantitative tools would greatly increase the value of the experiments in validating 
numerical simulations.
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It should be mentioned, that for transient natural convection flows accurate and de­
tailed experimental measurements of the thermal and dynamic flelds are very difficult to 
obtain. Therefore, exhaustive numerical modelling is, in many ways, the only way to inves­
tigate concepts and relationships such as those discussed here. And in that lays one of the 
contributions of this thesis.
A ppendix A
CFX: Turbulence M odelling
This appendix will outline the modelling procedure as implemented within the CFX model, 
starting with the rewritten general Navier-Stokes equations as specified within the code. 
The Reynolds averaged Navier-Stokes formulation is then developed before finally the Laun­
der and Sharma (1974) low-Reynolds number implementation of the k-e model is addressed. 
Further specific details can be found within chapter 12, of the CFX solver manual. More 
general texts dealing with finite difference techniques and turbulence modelling include 
Wilcox (1994) and Versteeg and Malalasekera (1995).
For clarity within this appendix the convention of and (f) has been adopted to 
represent instantaneous, mean and fluctuating components.
A .l Governing Equations
The basic set of equations as solved for laminar problems for conservation of mass, momen­
tum and energy are given as;
dp dpui 
dt dxi = 0
(A.l)
dt dxi ■
(A.2)
d dp
dt (A.3)
where is the body force, A the thermal conductivity, H  the enthalpy, T  temperature, p 
the fluid density, p the pressure, u the fluid velocity and t is time, cr^ -, the stress tensor, is 
given as;
a.j = -pSij +  (< -  (è  +  | § )
where p is the molecular viscosity and (  is the bulk viscosity of the fluid.
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Separating the pressure from the rest of the stresses and assuming incompressibility 
reduces the last term of equation (A.2) to;
(A.5)
We can then write equations (A.l) to (A.3) as;
duk dûiûk\  „  dp di^ Uk
+ A -  =  0 (A.8)dt dxi \  dxi J
where H  in the energy equation is solved as for static enthalpy, H  = h{T,p). It should be 
noted that to solve the energy equation it is transformed to an advection-diffusion equation 
for H  by replacing the temperature gradient with an enthalpy gradient:
where Cp is the specific heat capacity of the fluid at constant pressure.
C onduction  in solid regions
The conduction of heat through solid blockages is calculated using the heat conduction 
equation for temperature. The equations solved in the solid region are:
where enthalpy, H  =  CsT and ps , Cg and are the density, speciflc heat and the 
anisotropic conductivity of the solid. All material properties are considered constant within 
the calculation. Table C.4 in Appendix C.2 lists the properties of the acrylic cylinder wall 
used in the simulations reported in chapter 5.
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A.2 Reynolds Averaging
Each variable ^ in a turbulent field can be represented as the sum of its time average $  
and its fluctuation cf)
0 = 4* + (/) (A.11)
where the time averaged quantities are written as
^  ^  (A.12)
t—St
where 5t is a time scale large relative to the time scale of the turbulent fluctuations and 
small relative to the time scales we wish to resolve. The Reynolds time averaged equations 
for continuity, momentum and energy can then be written as follows;
s+ 'ë  ■ "
P~^—H "X— ( pUiH +  pU}^ h — A——^ = 0. (A.15)dt dxi \  dxi^
The first term on the r.h.s. of the averaged momentum equation represents the Buoyancy 
[Bk) and is equal to pgk- The density in the buoyancy term can then be written as,
P = PqF { p — Pq) (A.16)
where po is some reference density.
By making the Boussinesq approximation the density is assumed constant and equal to 
the reference density po except in the buoyancy term where p = p[l — ^{T  — Tq)) and j3 is 
the coefficient of thermal expansion and Tq the buoyancy reference temperature. Extracting 
the hydrostatic pressure (p/J from the pressure term on the r.h.s. of the momentum equation 
this can be used to balance —gpo from the buoyancy term to give
, A „ ,
where g is the gravitational vector of the form (0, —g, 0)
The Reynolds equations (Equations (A. 13), (A. 15) & (A. 17)), as given above, contain 
the Reynolds stresses uiuk and Reynolds fluxes Ukh as additional unknowns. The determi­
nation of UiUk and Ukh is known as the closure problem and requires the use of a model.
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There are two types of model in general; eddy viscosity and Reynolds stress. Reynolds stress 
models derive transport equations for the Reynolds stresses and turbulent heat fluxes. The 
eddy-viscosity concept, used within this work, is based on the experimental evidence that 
turbulence increases the transport and dissipation of the conserved properties over that of 
the laminar regime. Since for laminar flows the transport properties are controlled by the 
viscosity of the fluid, it is convenient to represent the turbulence by an increased viscosity 
associated with the motion of the turbulent eddies. The Reynolds stresses and turbulent 
heat fluxes, in full are thus represented in terms of the eddy viscosity as;
duiUk d f  dUi , dUk\ 2  ^ dUj
and
(A.19)
Gt dxk
where k = l/2u f  is the turbulent kinetic energy, Gt is the turbulent Prandtl number and 
is the Kronecker operator.
Assuming incompressibility the Reynolds stress equation (A. 18) reduces to
With direct analogy to the molecular viscosity ly the eddy viscosity ut can be expressed 
as a product of a velocity scale V  and a length scale L,
y, =  (VL21)
where Cp is a proportionality constant and V  and L  are velocity and length scales rep­
resenting the structure of the turbulence, fp is a damping function used in many low
Reynolds number k-e closure models and is dealt with in the following section. Substitu­
tion of the expressions for üïük and u^h (equations (A.19) & (A.20)) into the Reynolds 
averaged transport equations gives:
= 0 (A.22)
dx{
W  + +  +  + (A.23)
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A .3 k-e Closure
Two equation models are by far the most widely used of the currently available turbulence 
models. These models attempt to provide the turbulent viscosity through the solution of 
two further equations; one providing V  and the other L for equation (A.21). For the model 
used here the approach adopted is to specify a transport equation for the turbulent energy 
dissipation e which is related to the length scale on dimensional grounds as T % je. By 
adopting V = then the transport equations for the turbulent kinetic energy (k) and 
the eddy dissipation (e) can be written as;
dk jj ^
dt  ^dxn dx.
dt ^  dxn dx,
(TA;/
cTg/ dxjj
P  P G — e — D (A.25)
T C ifi — [P + C'3inax(G, 0)] +  C2f2~j^ +  E- (A.26)
Shear production, P, and buoyancy production, G are defined as;
E = ^eff d ^ k ~  W s )
(A.27)
G =  (A.28)
Or
where and are the turbulent Prandtl numbers for the turbulent kinetic energy and 
eddy dissipation equations respectively. (7 ,^ (7i, G2 and C3 are model constants, z/gg is 
the effective viscosity, being the sum of the molecular (z/) and turbulent {i>t) viscosities. 
The above equations are in fact a general expression of the k-e models, requiring only 
suitable specification of variables for high or low Reynolds number application, / i ,  /2 
and are damping functions which, along with the near wall conditioning terms D and 
E, are employed when low-Reynolds number modifications are applied. Low-Reynolds 
number k-e models differ from the high-Reynolds number implementation in that they do 
not use empirical wall functions to model the near wall region but rather solve the transport 
equations up to the wall.
M odel constants and functions
The preceding section described the generic form of the k-e model. We will now deal with 
the particulars of the model used within this study. The current model is a low-Reynolds 
number formulation of the k-e model based on that proposed by Launder and Sharma (1974) 
with a modification to C3 as used by Henkes et al. (1991). The Launder and Sharma model 
resulted from a re-optimisation of the coefficients, as reported in Launder, Morse, Rodi and
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Spalding (1972), devised by Jones and Launder (1972). The refinement modified the values 
Cl and C2 and the function /^. C\ and C2 have since become almost a standard for k-e 
based models, though the damping function (appearing in the turbulent viscosity term
i.e., equation (A.21)), which models the damping effect of the molecular viscosity and the 
pressure strain correlations in the vicinity of the wall, remains one of several such functions 
commonly used. Patel, Rodi and Scheuerer (1984) lists extensively the various formulations 
of low-Reynolds number models commonly in use. Table A.l lists the model constants and 
the modified formulation of C3.
Constant Value Constant Value
c . 0.09 (^k 1.0
Cl 1.44 1.3
C2 1.92 (^H 0.9
C3 tanh 1 V/U  | CT j' 0.9
Table A.l: Turbulence model constants and functions.
The function / i ,  / 2, A , D and E  are defined by;
A =  1 (A^W)
/2 =  1 -  O.Sexp (-jRcy) (A.30)
ffi = exp
- 3.4 (A.31)
(A.32)
d'^Ui 2
^  (A.33)
where the local turbulent Reynolds number R ct is defined by
A-2
R ct = — (A.34)i/e
The form of the modified C3 is based on the proposition of Rodi (1980), who suggests 
that this be dependant on the direction of the local velocity vector, being close to one in 
the vertical boundary layer and zero in the horizontal boundary layer. Henkes et al. (1991) 
first used the form employed within this work to satisfy these requirements.
A ppendix B
Bench Mark Testing of CFX
The uniformly heated horizontal cylinder has been considered in only a very limited man­
ner. This provides little opportunity for comparison of numerical results with real data. 
The following two ‘Bench Mark’ problems were undertaken specifically in order to validate 
the numerical models within CFX. The differentially heated square cavity (Section B.l) 
has received considerable attention and therefore enabled extensive comparison with ex­
perimental and accepted high accuracy simulations. The differentially heated cylindrical 
enclosure (Section B.2) was then investigated in order to assess the ability of CFX to deal 
with the cylindrical geometry, without recourse to a polar coordinate system.
B .l  Differentially Heated Square Cavity
Here we consider the solution of the square differentially heated cavity using CFX 4.2. 
This particular configuration has become the standard ‘bench mark’ problem for internal 
natural convection. By far the majority of attention focused on confined natural convection 
boundary layer flows has considered the case of the differentially heated rectangular cavity, 
as should be clear from chapter 2. Of this work the most relevant to the current project 
is that related to unitary aspect ratio cavities. Sections B.1.1 and B .l.2 will present a 
brief overview of the particular numerical schemes used as well as dealing with the grid 
dependence evaluation that was carried out. Comparative results are presented in section 
B.1.3 along with flow field visualisations and profiles.
B .1 . 1  P h ysica l m od el
The physical model is defined in figure B.l. This represents a two dimensional square cavity, 
with hot (T = T/j) and cold (T = Tc) isothermal vertical walls and perfectly insulated 
horizontal walls. The temperature difference (AT) across the cavity is maintained while 
the cavity dimensions are altered in order to vary the Rayleigh number. The working fluid 
is air {Pr = 0.71) which has all properties evaluated at the mean cavity temperature (To).
2 2 8
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T = T, T = T,
All walls: u = v = w — 0
Ir
 ^ X (physical plane) 1
Figure B.l: Differentially heated rectangular cavity {A = 1) geometry and typical non- 
uniform grid distribution.
B . l .2  N u m erica l specification
The flow, assumed to be two dimensional, incompressible and to satisfy the Boussinesq 
approximation, is described by the Reynolds averaged equations as outlined in appendix A.
It has been shown by Paolucci and Chenoweth (1989), Le Quéré (1987), Henkes and 
Hoogendoorn (1990) and Kelson (1990), as discussed in chapter 2, that the onset of unsteadi­
ness occurs at Ra % 2 x 10  ^ for the differentially heated cavity filled with air (P r =  0.71). 
Within this work therefore, solutions were obtained using the laminar model for Rayleigh 
numbers up to and including 10 .^ For the higher Rayleigh number (10® < Ra < 10^ ®) solu­
tions, the low Reynolds number model, as outlined in appendix A, of Launder and Sharma 
(1974) was used.
For all Rayleigh numbers considered, except Ra = 10® which used a uniform grid 
distribution, a non-uniform spacing was adopted. Figure B.l illustrates a typical grid 
distribution; the non-uniform spacing is required in order to be able to capture the large 
velocity and temperature gradients present in the boundary layers that develop as the 
Rayleigh number is increased. The spacing, independent for both axes, was based on 
a symmetric geometric progression about the horizontal and vertical centre lines of the 
cavity. Refinement was monitored and the grid altered to maintain sufficient resolution of 
the important near wall region. ?/+ of the first cell centre was always kept below 0.5 with 
an expansion factor of no more than 1.1. y'^ is the non-dimensional distance from the wall, 
defined as / v) ^ /{Tw/p) where Xyp is the distance of the near wall node to the
solid surface and Tyj the wall shear stress. This ensured a minimum of 14 control volumes 
between the boundary layer peak velocity and the wall.
A combination of direct steady state and transient calculations (leading to the steady 
state) were employed. Flows of Ra <10® were solved directly as steady state problems
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through the use of under-relaxation over successive iterative steps. Flows of Ra > 10  ^ were 
solved using fully implicit backward Euler differencing in time. This change in the solver 
control was based on the increasing difficulty experienced in obtaining efficient solutions 
while directly attempting steady state solutions. Generally only moderate under-relaxation 
for the horizontal and vertical velocities {U & F), the pressure (P) and density (p) were 
required while viscosity, temperature and enthalpy were not under-relaxed.
Numerical accuracy, through grid independence studies, was carried out for all Rayleigh 
numbers. As a result, simulations for 10® < Ra < 10® used 60® cells, 10® < Ra < 10® used 
80® cells followed by further increases to 100® for 10® < Ra < 10^ ®.
B .1 .3  Square cavity  results
Within this section we shall discuss the results of the steady state calculations for the 
square differentially heated cavity. Descriptions of the flow field and the evolution of the 
overall flow will be considered through the use of isotherm and streamline plots. Detailed 
descriptions of the boundary layer structure will be made with the aid of plots for each 
Rayleigh number considered. Comparison will then be made with both second order closure 
and DNS computations along with experimental works from the extensive literature that 
exists for this configuration.
Flow S tru c tu re
Figures B.2 and B.3 illustrate the changing structure of the cavity flow with ascending 
Rayleigh number. For Ra = 10® we see that the cavity is filled with a single rotating 
cell with no boundary layer regions. The velocity, U and V, maxima (Table B.l) being of 
the same magnitude. The almost vertical isotherms in figure B.2 indicate that conduction 
represents the significant heat transfer mechanism rather than convection; this is confirmed 
by vertical temperature profiles. In increasing the Rayleigh number to lO'^  the unicellular 
rotating core velocities are obviously strengthened, this is apparent from the flattening of 
the streamlines caused by the restriction of the cavity walls on the faster moving fluid. As 
convection becomes the dominant heat transfer mechanism warm and cold fluid are driven 
across the top and bottom of the cavity, respectively, by the higher velocities in the outer 
region of the cavity causing a significant increase in the core stratification.
At Ra = 10® the core becomes divided into two rotating cells and we see the development 
of a distinct boundary layer region. The divided core is now far more extruded horizontally 
and is clearly skewed by the flow along each of the vertical walls. Core stratification 
has become more pronounced with horizontal isotherms across the cavity core and steep 
temperature gradients confined to the boundary layer region adjacent to each of the vertical 
walls. Flow just exterior to the boundary layer is seen to move in the opposite direction to 
that of the boundary layer. This can be seen in figure B.4 and the streamline and isotherm 
plots of figures B.2 and B.3. This feature, which is caused by the interaction of the boundary 
layer and the stratified core of the cavity, becomes more apparent as the Rayleigh number
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Figure B.2: Isotherms for steady state differentially heated cavity, from top left to bottom 
right; Ra = 10^ 10\ 10%, 10^ 10?, 10%, 10^  & lO^o. Iso-values are { T - T c ) I A T  = 
-0.45 (0.1)0.45.
Figure B.3: Stream functions for steady state differentially heated cavity, from left to right; 
Ra = 10%, 10\ 10^ 10®, 10?, 10®, 10  ^ & 10^ ®.
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Figure B.4: Profiles of vertical velocity (a) and temperature (b) along x-axis of square 
cavity: 10  ^ < Ra < 10^ ®, Pr = 0.71. Legend: Ra — 10  ^ (solid black line), 10  ^ (red dashed), 
10  ^ (solid green), 10  ^ (cyan dotted), 10  ^ (solid purple), 10  ^ (brown single dot & dash), 10  ^
(solid pink) & 10^^  (blue double dot & single dash).
is increased further. Fluid entrained by the boundary layer is transported and heated at 
differing rates, which results in fluid being transported beyond its equilibrium position 
relative to the stratified core. The trapped fluid is returned to this equilibrium position by 
the subsequent buoyancy force, and it is this process that causes the flow reversal and it is 
clearly identified by the wave like form of the isotherms as the fluid realigns itself within 
the stratified core. This behaviour continues to occur, becoming more pronounced as the 
Rayleigh number is increased. It is also at Ra > 10  ^ that we see the collapsing of the scaled 
vertical velocity maximum with Fref (Figure B.4) to Rayleigh number independent value, 
as convection becomes the dominant heat transfer mechanism over the conduction regime 
of the lower Rayleigh numbers. IÇgf is based on the buoyant velocity scale (Equation (3.16), 
page 51) for laminar flow, which indicates that the solutions presented here remain laminar. 
With further increases to the Rayleigh number the core divides into three rotating cells. 
The two earlier vortices move towards the vertical walls and in doing so become far more 
extended vertically.
At the Rayleigh number of 10  ^we notice significant developments in the flow structure, 
with the formation of a recirculating region at the top and bottom of the hot and cold walls 
of the cavity respectively. With further increases in the Rayleigh number, Ra > 10 ,^ a region 
of separation, from the horizontal walls, appears, just downstream of the recirculating flow. 
This phenomena was identified in several works (Ivey (1984), Paolucci and Chenoweth 
(1989) and Henkes and Hoogendoorn (1990)) as resulting from the presence of an internal 
hydraulic jump positioned just downstream of the corner recirculating region. This has 
been challenged by Schladour (1990) and Ravi et al. (1994) who describe the appearance of 
this separation region as being due to thermal effects (See section 2.1.5). Ravi et al. state
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Figure B.5: Profiles of boundary layer velocity (a) and temperature (b) scaled with 
for Pr =  0.71 at Ra =  10 ,^ 10®, 10 ,^ 10®, 10^  & 10^ ®. Legend as for figure B.4.
that the temperature undershoots in the vertical boundary layer, and the resulting plume 
is the fiuid realigning itself with the stratified core, cause the separation and recirculation 
witnessed. Re-entrainment of a certain quantity of the plume by the rising boundary layer 
creates the recirculation region.
Figure B.4 also shows that the momentum and dynamic boundary layers get thinner as 
Ra increases. The scale analysis of chapter 3 suggests that both the thermal and velocity 
boundary layer thickness should scale as Ra^^ ,^ for P r <  1 fluids. In figure B.5 where this 
scaling has been applied to both the momentum and thermal boundary layers we see that, 
for Ra >  10®, both boundary layer thicknesses do scale as Ra^^ .^
The non-dimensional core stratification S  was seen to increase rapidly with increasing 
Rayleigh number from Ra =  10® to 10®. For Ra >  10® the stratification is almost constant 
at «S =  1.000 though to greater numerical accuracy it is observed to increase over the range 
considered here. Increases beyond Ra =  10® cause further thinning of the boundary layers 
but with no dramatic changes in the observed flow pattern.
Results Comparison
Tables B .l & B.2 allow comparisons between the current solutions and the works of vari­
ous other authors, these represent an extensive collection of the available data for numerical 
solutions to this problem, within the Rayleigh number range considered here. Comparison 
between the low Rayleigh number solutions, 10® <  Ra <  10®, shows very good agree­
ment across all the listed works, which include the two dimensional spectral solution of 
Le Quéré (1991), the three dimensional finite difference solution of Fusegi, Hyun, Kuwa- 
hara and Farouk (1991) and the two dimensional finite difference solutions of Markatos and 
Pericleous (1984), de Vahl Davis (1983), Barakos et al. (1994) and the current work. For 
Ra > 10®, we see greater divergence in the published results and also the solution methods.
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The numerical solution of turbulent problems can be divided with regard to the particu­
lar turbulence model used. These have primarily consisted of the standard k-e model, as 
used by Markatos and Pericleous, Barakos et al. and Henkes and low Reynolds number 
k-e models which have been used by many authors including Henkes, Henkes and Hoogen­
doorn (1990) and by Lankhorst et al. (1993) and Béghein et al. (1993) in comparison with 
their experimental work. Paolucci (1990) and Xin and Le Quéré (1995) conducted direct 
numerical simulations (DNS) for this range of Rayleigh numbers in the transitional regime.
Detailed and accurate experimental measurements for internal natural convection flows 
are still scarce, especially for the high Rayleigh number regime. Comparison with the 
current numerical solutions has been carried out for the laminar solution against the results 
of Krane and Jessee (1983) at Ra = 1.89 x 10® and, for the turbulent regime, with Lankhorst 
et al. (1993) at Ra = 10®, and with Béghein et al. (1993) and Mergui et al. (1992) for 
Ra = 1.7 X  10®. Both Krane and Jessee and Lankhorst et al. also provide their own 
computational comparisons. These sets of data are for an air (P r = 0.71) filled cavity of 
unity aspect ratio. Other works were considered, such as Cheesewright et al. (1986) and 
Giel and Schmidt (1986) who both investigated cavities of high aspect ratio and Rayleigh 
number for air and water respectively. Comparison is possible, as stated by Henkes and 
Hoogendoorn (1995), between these different aspect ratio cavities (A =  1 & 5), provided 
that the results are scaled using the enclosure height as the length scale. The reason for 
this is that provided the boundary layers remain separated then the core remains stratified; 
an essentially one dimensional structure (in y direction), implying that the cavity width 
does not appear directly in the fiows configuration and therefore the scaling.
Krane and Jessee presented detailed results for the velocity and temperature profiles and 
local heat flux distributions for the enclosure walls. Figure B .6 presents the horizontal and 
vertical velocity profiles for the cavity mid sections {y/L =  x / L  = 0.5), for half the cavities 
width, as we assume symmetry. Good agreement between experiment and simulation can 
be seen for the vertical velocity profile with accurate prediction of the position of maximum 
velocity, the overall profile and the region of flow reversal. Reasonable agreement in the 
magnitude of the velocity maximum was also achieved. The larger discrepancy in U/fref 
is thought to be the result of the horizontal boundary conditions that will dominate in 
their immediate vicinity. The problem of obtaining comparative boundary conditions for 
experimental and numerical work is widely appreciated and is clearly illustrated in Krane 
and Jessee’s (1983) work, where the divergence of the heat flux through the horizontal wall 
of the experimental cavity from the numerically imposed boundary condition of perfect 
insulator, amounts to 39 % of the heat transferred to the fiuid from the hot vertical wall.
The configuration of the stratification (5) within the core of the cavity is also known to 
have a significant effect on the boundary layer velocities. The Krane and Jessee data, along 
with most experimental work, show a breakdown in the stratification of the fiuid towards 
the upper and lower walls of the cavity, with a region next to the top and bottom of the 
cavity where there is a density inversion as fiuid is cooled or heated respectively, through
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Current Work Markatos & 
Pericleous
De Vahl 
Davis
Fusegi 
et al.
Barakos 
et al.
Le Quéré Kelson
Ra =  10%
Um&x  (at x /L  =  0 .5) 0.111 0.115 0.111 0.129
y /L 0.815 0.832 0.813 0.833 0.806
K n a x  (at y / L  = 0.5) 0.112 0.116 0.110 0.131
z / i : 0.177 0.168 0.178 0.200 0.181
Nu 1.103 1.108 1.118 1.105 1.114
N U m a x 1.470 1.596 1.505 1.420 1.581
0.081 0.083 0.092 0.083 0.099
N ttn iin 0.681 0.720 0.692 0.764 0.670
Ra =  10"
U m a x  (at x /L  =  0 .5) 0.162 0.162 0.169 0.163
y /L 0.828 0.832 0.823 0.817 0.818
K n a x  (at y / L  = 0.5) 0.196 0.197 0.190 0.197
x/L 0.116 0.113 0.119 0.117 0.119
Nu 2.241 2.201 2.243 2.302 2.245
N U m a x 3.524 3.482 3.528 3.652 3.539
Wz, 0.142 0.143 0.143 0.623 0.143
N U m i n 0.586 0.643 0.586 0.611 Ck583
Ra =  10®
U m a x  (at x /L  =  0.5) 0.110 0.129 0.124 0.111
y /L 0.853 0.857 0.855 0.855 0.859
14nax (a t y / L  — 0.5) 0.217 0.220 0.208 0.217
z / i : 0.066 0.067 0.066 0.065 0.066
Nu 4.511 4.430 4.519 4.646 4.510
N U m a x 7.705 7.626 7.717 7.795 7.636
0.081 0.083 0.081 0.083 0.085
N U m 'm 0.731 0.824 0.729 0.787 0.773
Ra =  10®
U m a x  (at x / L  — 0 .5) 0.063 0.065 0.071 0.065 0.065
y /L 0.850 0.872 0.850 0.856 0.859 0.850
K n a x  (at y / L  — 0 .5) 0.212 0.221 0.218 0.221 0.221
z / i : 0.038 0.038 0.038 0.033 0.039 0.038
Nu 8.790 8.754 8.814 9.012 8.806 8.825
N U m a x 17.100 17.872 17.925 17.670 17.442 17.536
0.040 0.038 0.038 (k038 0.037 0.039
N U m i n 0.981 1.232 0.989 1.257 1.001 0.980
Continued on next page.
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Current Work Markatos & 
Pericleous
De Vahl 
Davis
Fusegi 
et al.
Barakos Le Quéré Kelson 
et al.
Ra = 10"^
U m a x  (at x / L  = 0 .5) 0.045 0.047 0.047
V/L 0.875 0.879 0.880
i'n iax  (at y / L  — 0.5) 0.220 0.221 0.221
z/Z, 0.021 0.021 0.021
Nu 16.50 16.52 16.50
N U m a x 39.27 3&39
0.020 0.018
N U m i n 1.362 1.366
Ra =  10®
U m a x  (at x / L  =  0.5) 0.029 0.032 0.031
y /L 0.937 0.941 0.928 0.926
V m ax (at y / L  = 0.5) 0.221 0.222 0.2209
z /L 0.012 0.014 0.012 0.012
Nu 30.17 32.05 30.1 30.23 30.00
N U m a x 87.26 61.06 8L24
0.008 0.008 0.008
N il m \n 1.916 5.225 1.919
Table B.l: Comparison, for A = 1, of laminar fiow regime solutions with data from the
published literature. 2D finite difference models from Markatos & Pericleous (1984), De 
Vahl Davis (1982), Barakos et al. (1994) and Kelson (1990); 3D finite difference model 
from Fusegi et al. (1991) and DNS from Le Quéré (1991).
Current Work Henkes Xin & Le Quéré Paolucci
Low Re Low Re k-e Model DNS DNS
Ra =  10®
U m a x  (at x / L  = 0.5) 0.0191 0.021 0.018
y /L 0.929
V m ax (at y / L  =  0 .5) 0.220 0.227 0.217
x/L 0.0063
Nu 5443 54.10 59.50
N U m a x 191.36
0.0040
N U m ' m 2.895
Ra =  10^°
U m a x  (at x / L  — 0.5) 0.011 0.014 0.012
y /L 0.987
V m ax (at y / L  = 0 .5) 0.220 0.227 0.155
z /L 0.004
Nu 97.58 96.13 133.40 102.3 99.25
Nu m a x 431.68
0.002
Nu m in 3.924
Table B.2: Comparison, for A = 1, of turbulent fiow regime solutions with data from the 
published literature, Ra = 10®, and 10^ ®. 2D finite difference models from Markatos & 
Pericleous (1984), De Vahl Davis (1982), Barakos et al. (1994) and Kelson (1990); 3D finite 
difference model from Fusegi et al. (1991) and DNS from Xin & Le Quéré (1995) for A = A.
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Figure B.6: Comparison of (a) vertical & (b) horizontal velocity profiles from laminar 
numerical solution (solid lines) with experimental data of Krane and Jessee (1983) (♦), for 
Pr = 0.71 at Ra = 1.89 x 10^
the horizontal walls. This effects the entire cavity fiow field, but especially the near wall 
features at these two boundaries. Such behaviour is not reproduced in these numerical 
works as it is due to local wall conductivity. The core stratification only increases very 
slightly with increasing Ra being almost constant at 1.0. The slight increase in S  agrees 
well with the DNS results of Xin and Le Quéré (1994) and the solutions obtained using k- 
e models by Henkes (1990). It should be noted however that this disagrees with the DNS 
solutions of Paolucci (1990).
Prediction of high Rayleigh number fiows presents yet more difficulties for numerical 
solutions and experimental observations. The high Rayleigh number comparisons presented 
here are for fiows at Ra = 10^  and 1.7x 10 .^ Detailed vertical velocity profiles were provided 
by Lankhorst et al. for 1 x 10  ^ < Ra < 4 x 10^  along with turbulent intensities for various 
horizontal sections of the cavity, while Béghein et al. provides horizontal and vertical 
temperature profiles and vertical velocity profiles for the near wall regions along with the 
Nusselt number distribution along the vertical walls.
Figures B.7 and B.8 show computed velocity profiles from this work and the experi­
mental observations of Lankhorst et al. (1993). For Ra = 10  ^ peak velocity magnitude 
and position agreement is good for the higher vertical locations with the predicted and 
measured profiles corresponding reasonably. The lowest experimental profile, y /L  = 0.05, 
diverges considerably from that predicted; this is thought to be due to heat transfer into 
the cavity across the horizontal wall in the experiment that would cause a broad region of 
fiuid to rise. A similar behaviour would be expected at the upper wall of the cavity due 
to heat transfer across that boundary also. Inspection of Lankhorst et al.’s (1993) vertical 
core temperature (x /L  = 0.5) shows a similar density inversion to that discussed above for 
Krane and Jessee which would cause an upward fiow in the region of the bottom of the
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Figure B.7: Comparison of near hot wall vertical velocity profiles {lines) with experimental 
data {symbols) of Lankhorst et al. (1993), at y /L  =  0.05 (—), 0.15 (•) & 0.5 (a) for 
Pr = 0.71 at Ra = 10 .^
cavity and the opposite near the top as is observed. This feature would also be expected 
to become less distinct at higher cross-sections, as the boundary layer and stratified core 
become more defined.
A range of comparative results for flows at this Rayleigh number is also offered by 
Béghein et al. (1993). Computed results by Béghein et al. with perfectly conducting hor­
izontal boundaries (CWP) show the best agreement with the experimental results for the 
mean Nusselt number and the velocity maxima and local Nusselt number at mid cavity 
height. The results of the current model, which treats the horizontal walls as adiabatic 
(AWP), shows reasonable agreement with the the experimental work. This is despite the 
considerable differences between the numerical and experimental thermal stratifications and 
the thermal boundary conditions for the AWP simulations (Figure B.9). The better agree­
ment between the CWP model and the experiment indicates the considerable departure 
from the supposed adiabatic boundary conditions of the experiment. The discrepancies 
however highlight the problem of comparisons between models using idealised boundary 
conditions and most experimental work which fails to satisfy any idealised assumption ex­
actly.
Nusselt number results as reported in table B.2 page 236 for Ra = 10^° and those 
presented in figure B .ll for Ra =  1.7 & 2 x 10^  show surprisingly good agreement between 
the DNS calculations of Paolucci (1990) and Xin and Le Quéré (1995) and our current 
calculations. The work of Xin and Le Quéré (1994)for A = 1 & 4, Xin and Le Quéré (1995) 
for A =  4, Paolucci (1990) for A = 1 and Le Quéré (1994) also for A =  1, all of whom 
used DNS, shows that the aspect ratio, in this range, seems to have little effect on the heat 
transfer over this range of aspect ratios. Xin and Le Quéré (1994) showed that the average 
Nusselt number at Ra =  lO^  ^ was essentially identical for both aspect ratios {Nu — 100
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Figure B.8: Current computed {Ra = 1.7 x 10^) near hot wall vertical velocity profiles 
{dashed lines) and experimental {Ra =  2 x 10 )^ data {symbols) of Lankhorst et al. (1993), 
at y /L  = 0.50 (a), 0.70 (b), 0.85 (c) k  0.95 (d) for Pr = 0.71.
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Figure B.9: Local Nusselt number variation along heated wall of square cavity for Ra = 
1.7 X 10 ,^ P r = 0.71 & ^  =  1. Current computations {solid line), Béghein et al. (1993) 
computations using CWP {doted line) and experimental results from both hot (o) and cold 
walls (■).
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Figure B.IO: Near wall vertical velocity (a) and temperature (b) profiles for Ra = 1.7 x 10®, 
Pr = 0.71 A = 1. Computations from current work {solid line) and Béghein et al. (1993); 
AWP {doted line) and CWP {dashed line). Experimental work by Béghein et al. (1993) 
(a) and Mergui et al. (1992) at cold (♦) & hot (o) wall.
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Figure B .ll: Comparison of hot wall Nusselt number profiles for rectangular cavities. Cur­
rent computations {solid line) for Ra = 1.7 x 10 ,^ Pr = 0.71 Sz A = 1. Two dimensional 
DNS computations by Xin & Le Quéré (1995) for Ra = 2 x 10 ,^ Pr = 0.71 & A =  4. DNS 
results presented as time averaged {dotted line) and minimum {double dot & single dash) 
and maximum {single dot & dash) instantaneous envelopes.
for A = 1 and 102 for A = 4) with a small upstream movement of the transition point the 
only indication of geometry effect. This aside these Rayleigh numbers are clearly within the 
turbulent boundary layer regime. This was also illustrated by Xin and Le Quéré (1995) who 
present local Nusselt number distributions for the heated vertical wall that clearly show 
the presence of boundary layer transition at approximately y /L  = 0.58 for Ra = 2 x 10^ .^ 
The profiles included in figure B .ll for Rn = 2 x 10  ^ show the time averaged local Nusselt 
number and its minimum and maximum envelopes in time. The fluctuations in the heat 
transfer in the downstream part of the boundary layer are due to the turbulent nature of 
this section of the boundary layer. We can see from this that the boundary layer is still 
essentially laminar over approximately 60 % of its length. Even for Ra = 10^  ^ Xin and 
Le Quéré (1995) showed that transition still occurred after the cavity mid height position. 
The existence of turbulent regions at these Rayleigh numbers is not predicted by the current 
model, a feature that has been reported. This does not seem to significantly effect mean 
flow characteristics, with the current computations demonstrating good agreement for peak 
boundary layer velocity and thickness (thermal and dynamic), core stratification and peak 
and mean heat transfer rates.
The discrepancies between experimental measurement and numerical prediction of in­
ternal natural convection flows are often dominated by differences in the real and idealised 
boundary conditions. Comparison between the numerical solutions presented here i.e., Xin 
and Le Quéré (1995), Cheesewright et al. (1986) and Béghein et al. (1993), etc., suggest 
that we are able to predict these flows to a good accuracy. Comparison with the experi­
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mental work shows reasonable agreement with the low Reynolds number and DNS models 
presented here, though it is clear that considerable differences are present in certain of 
the results. This is most noticeable in the prediction of turbulent transition which poses 
a considerable problem. Improvements in second order models are obviously required but 
the validation of these methods is still seen as a considerable problem. There is a necessity 
for more appropriate experiments (e.g., selection of a working fluid with a higher thermal 
conductivity to minimise the effects of wall conductivity) with more extensive recording 
of experimental data (e.g., imbedded thermocouples to record the ‘real’ boundary condi­
tions), therefore enabling specification of more realistic problems for validation of models. 
In considering the DNS results of Paolucci (1990) and Xin and Le Quéré (1995) we see 
the difficulties that still persist in obtaining such ‘exact’ solutions even for two dimensional 
approximations.
B . l .4 Conclusion
What has become the standard internal natural convection problem, that of the differen­
tially heated square cavity, has been considered. This was undertaken as a bench mark case 
as many published experimental and numerical results exist. Results for Rayleigh numbers 
up to and including lOé  ^ for a Prandtl number of 0.71 are presented. Predictions from CFX 
are seen to be in good agreement with the published benchmark solutions for Ra < 10 .^ 
Higher Rayleigh number simulations are seen to perform in accordance with the published 
results employing the Launder and Sharma (1974) model. These simulations uniformly 
predict a delay in the occurrence of transition from that given by two dimensional DNS of 
Rn % 2 X  10  ^ to Ra > 10^°.
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B.2 Differentially Heated Cylindrical Enclosure
Natural convection within a differentially heated (or cooled) horizontal cylindrical enclosure 
(Figure B.12) has, by comparison with the work dealt with in the preceding section, received 
little numerical consideration. Many analytical and experimental investigations have been 
performed, as reviewed in chapter 2 and far more extensively by Ostrach (1988). More 
recently an extensive numerical work has appeared, Xin et al. (1997), in which the authors 
considered the steady and unsteady flow regimes of this problem. It is comparison with 
this latter work that shall be dealt with in this section.
0
0.5 111111 max
1
X,  U
0.5
Figure B.12: Cylinder geometry: steady state configuration.
Validation of the numerical capabilities of the CFX model having been established for 
the rectangular cavity case, the cylindrical enclosure was used to ensure that the actual 
geometry of concern was dealt with adequately. The following sections will only deal very 
briefly with the set up of this problem as this is largely identical to that previously discussed 
for the rectangular cavity, of section B .l.2. Our attention will be focused on the comparison 
of this case with the numerical work of Xin et al. (1997) through the presentation of flow 
field images, velocity & temperature profiles and wall heat transfer results.
B.2.1 Problem  specification
Fluid properties are dealt with in the same manner as for the square cavity case, see section 
B.1.1 & B .l.2. Temperature boundary conditions are specified by a continuous cosine 
function with the temperature gradient normal to the gravity vector as shown in figure 
B.12. Spatial discretisation is dealt with as for the uniformly heated cylindrical enclosure 
and is described in section 3.4.2.3 (page 68), with the exception that the full cylindrical cross 
section is necessarily modelled as shown in figure B.13. All other numerical specifications 
were identical to those used for the square cavity outlined in section B .l.2.
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Figure B.13: Example of mesh and block structure for steady state differentially heated 
cylinder configuration.
B .2 . 2  C ylindrical cavity  results
Steady state solutions have been obtained for Rayleigh numbers (characteristic length taken 
as cylinder diameter) in the range from 10  ^ to 10  ^ of Prandtl number 0.71 (air) and 7.1 
(water). Figure B.14 & B.15 display the temperature and stream function fields for Pr = 
0.71 & 7.1. For Ra — 10'^  and Pr = 0.71, the fiow has not yet moved into the fully 
developed boundary layer regime. Large azimuthal velocities still exist within the core 
region. The single cell rotation characteristic of even lower Rayleigh numbers has been 
superseded by narrowly confined two cell structure only in the cores central region. Similar 
observations can be seen for the square cavity case of figure B.3, where simulations at 
lower Rayleigh number reveal this transition. Core stratification has also clearly begun 
to develop. With increasing Rayleigh number, the transition towards a boundary layer 
dominated fiow is evidenced by the compression of the streamlines near the cavity walls. 
The core slows considerably with the establishment of a very weak counter-rotating cell 
at its centre. This results in an increase in the temperature gradient in the core and the 
extent of the stratified region, with the ‘horizontal’ isotherms extending over more of the 
cavity. Table B.3, which presents values for the core stratification S  and the boundary 
layer velocity maxima, shows a monotonie increase in S  over the Ra range considered here. 
Similar trends and structure can be seen in figure B.15 for Pr = 7.1. The general fiow is 
obviously more horizontally aligned with the bi-cellular structure confined closely to the 
ascending and descending boundary layers (the right and left of the cavity). For the lower 
Prandtl number case these are observed moving towards the top and bottom of the cavity. 
Identical observations by Xin et al. (1997) lead them to conclude that for Ra = 8 x 10  ^ the 
fiow belonged to the fully developed boundary layer regime.
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Figure B.14: Isotherms (top) and streamlines (bottom) for steady state differentially heated 
air filled {Pr = 0.71) cylindrical cavity, from left to right; Ra = 10 ,^ 10® & 10 .^ Iso-values 
are (T -  T J /A T  = -0.45 (0.05) 0.45.
'li I
I Ioo
Figure B.15: Isotherms (top) and streamlines (bottom) for steady state differentially heated 
water filled (P r = 7.1) cylindrical cavity, from left to right; Ra = 10®, 10® & 10 .^ Iso-values 
are (T -  T j /A T  = -0.45 (0.05) 0.45.
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Figure B.16: Profiles of vertical velocity and temperature along a;-axis: Ra = 10® (dashes)^ 
Ra =  10® (dots) h  Ra = 10  ^ (dots & dashes)] Pr = 0.71 (top) fz Pr = 7.1 (bottom).
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Pr = 0.71 Pr = 7.1
Ra Pmax/Pref 5 Pmax/I^ef <s
10® 0.214 @ 1 -  x / D  = 0.4190 0.538 0.232 ® 1 -  x / D  = 0.4192 0.419
10® 0.222 ® 1 -  x / D  =  0.4596 0.668 0.244 ® 1 -  x / D  = 0.4530 0.436
10" 0.225 @ 1 -  x / D  =  0 .4786 0.674 0.236 ® 1 -  x / D  =  0.4774 0.487
Table B.3: Maxima of vertical velocity Knax/%-ef along æ-axis with distance from the wall 
(1 — x/D )  and stratification (<S) in the cylinder core for Pr = 0.71 k, Pr = 7.1.
Comparison with experimental work is very limited for this case. Detailed results pre­
sented by Brooks and Ostrach (1970) were for a differentially heated horizontal cylindrical 
enclosure with slightly different boundary conditions than those considered here. In their 
experiment Brooks and Ostrach (1970) applied differential temperatures at two points 180° 
apart as shown in figure 2.9, determining the remaining boundary conditions through exper­
iment. Qualitative comparison of their flow structure, which was for a fiuid of Pr = 19950 
at a comparative Rayleigh number of 3.512 x 10® reveals a very similar structure to that 
observed within this work at Ra — 10® for Pr = 7. Xin et al. (1997) considered the Rayleigh 
numbers; 1.5 x 10®, 8 x 10®, 1.5 x 10®, 8 x 10® & 1.5 x 10  ^ for the Prandtl numbers; 0.71, 
3, 6, 9, 12 & 20. Comparison of their streamline and isotherm images for Ra = 1.5 x 10®, 
1.5 X  10® and 1.5 x 10  ^ for Pr = 0.71 & 6 with our current results, given in figures B.14 
and B.15, shows very good similarity. From the images of Xin et al. we also observe that, 
at least visually, the dynamic and thermal structures rapidly become Prandtl number inde­
pendent. No differences are perceptible in the streamline and isotherm images for Pr  > 3. 
While for Pr =  0.71 there is a marked rotation of the of the core isotherms and streamlines 
similar to that observed here. Further comparison with the work of Xin et al. (1997) reveals 
good agreement, though the disparity in Rayleigh numbers actually considered prevents us 
from drawing exact correlations.
Xin et al. attested that the boundary layer thickness scaled classically as which
from figures B.16 & B.16 is supported here. The collapse for Ra =  10® is not as good as 
for the two higher Rayleigh number solutions, this is in line with the previous statement 
regarding the onset of the fully developed boundary layer fiow regime at Ra =  8 x 10®. The 
boundary layer reference velocity V^ ef — {{a/D)Ro}/^) is also seen to be the correct scaling 
from figure B.16 and table B.3. These values are also in good agreement and consistent 
with velocities reported by Xin et ah, specifically for Ra = 1.6 x 10® at Pr = 0.71, 6 & 
9 velocities (P/V^ef) of 0.2241, 0.2516 and 0.2534 were found. Table B.3 also shows that 
the peak velocity is very close to that for the differentially heated cavity as given in table 
B.l on page 236 (P r =  0.71), which seems to indicate that the maximum boundary layer 
velocity is relatively insensitive to the geometrical differences.
Table B.3 also lists the thermal stratification S  of the core. Comparison with Xin et al. 
in figure B.17 shows that these results are consistent, and that for P r  > 3 there seems to 
be be an asymptotic behaviour. It is necessary to point out that the boundary conditions
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Figure B.17: Core stratification {S) for steady state cylindrical enclosure. Comparison 
between Xin et al. (1997) for Pr = 0.71 (□), 6 (A), 9 (o) & 20 (o) and the current work 
for Pr  =  0.71 (+) & 7.1 (x).
N u . xin total
R a P r  =  0.71 P r  =  7.1 P r  =  0.71 P r  =  7.1
10® 2,262 2.373 2.804 2.902
10® 4/WO 4.521 &246 5.427
10" 7.902 8^W7 9.625 9.874
Table B.4: Average Nusselt numbers for the current work. Values presented using definition 
of Xin et al. (1997) Ahxin as an average of total heat transfer into cylinder Ahtotal-
used for this problem are particularly affected by azimuthal grid discretisation errors. In 
formulating a continuously varying boundary condition we are in fact foiled in this desire by 
the very means with which we solve these problems. The discretisation of the computational 
domain means that a continuously and smoothly varying boundary condition, in this case 
temperature, will be implemented as a series of small step changes. Subsequently, especially 
for low Rayleigh number cases, the normal requirement of only a low spatial resolution will 
potentially introduce errors in near wall parameters such as Nu. For flows such as those 
considered here, where the near wall region shapes the entire solution, such a phenomena 
can be very significant. This was indeed the situation experienced in this work where 
significant effects on the Nusselt number with azimuthal grid refinement were observed. 
Comparisons between existing or future numerical results for this configuration should only 
be made with appreciation of this feature.
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Figure B.18: Local Nusselt number along cylinder wall: P r  =  0.71 (a) and P r  =  7.1 (b), 
for Ra =  10° (dashes), Ra = 10® (dots), Ra = 10  ^ (dots & dashes).
In discussing beat transfer for a differentially heated rectangular enclosure it is a simple 
m atter to determine the dimensions of the surface through which heat is transferred. For 
tlie present configuration this is not the case. The nominally heated (0 < 0 < tt) and 
e(K)l('d [tt <  0 <  27t) sides, determined in relation to the mean fluid temperature, do not 
coincide with the heat transfer into and out of the enclosure as shown in figure B.18. Figure 
B.18 shows the local heat transfer profiles for both P r  =  0.71 & P r  =  7.1, where T^ax 
and Tmiii are positioned at t t /2  & 37t/2 respectively. It is seen that the heat transfer into 
and out of the enclosure occurs over semicircles offset to the ‘heated’ and ‘cooled’ halves 
of the enclosure wall. This poses a problem in defining the heat transfer into the cylinder 
as this distribution is potentially Ra and/or P r  dependent. This said, for the current 
simulations the point {dT/ dr ) \ w  =  0 does not change with Ra or P r ,  also corroborated by 
Xin et ah, and therefore such a definition may be suitable for comparison. However, Xin 
et al. chose to calculate the average heat transfer based on the ‘heated’ (0 < 0 < tt) and 
‘cooled’ {x <  0 <  2tt) halves of the cylinder. In view of the limited ability to compare this 
work heat transfer results are presented in line with Xin et al. (Ahxm) as well as those 
corresponding to the total heat flux (Ni^otal) iato the cylinder, in table B.4.
Scaling analysis, as outlined in section 3.2, suggests that the Nusselt number scales like 
Figure B.19 shows the average Nusselt numbers for the ‘heated’ wall section for 
both Prandtl numbers considered here and also the work of Xin et ah. Close agreement 
is clear with the current results predicting slightly lower heat transfer than that reported 
by Xin et ah. Analysis of our results showed that the Rayleigh number correlation RrP 
was best for P r  =  0.71 & 7.1 with 7i =  0.2716 and 0.2731 respectively. Scale analysis as 
conducted in chapter 3 for a vertical natural convection boundary layer suggests n — 0.25.
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Figure B.19: Average Nusselt number over ‘heated’ cylinder half (0 < 0 < tt). Current 
data for Pr = 0.71 (+) and 7.1 (x) are presented in comparison with results from Xin et 
al. (1997) for Pr = 0.71 (A), 6 (o) and 9 (□).
B .2 .3 C onclusions
Results have been presented, as part of a bench marking exercise, covering a number of 
Rayleigh numbers and two Prandtl numbers for steady state natural convection in a dif­
ferentially heated cylindrical cavity. Validation is limited with no directly comparable 
experimental works and only one comprehensive numerical study by Xin et al. (1997). 
None-the-less, good agreements has been found with the results of Xin et al. who had used 
a completely different numerical approach based on the time-dependant integration of the 
Navier-Stokes using Chebyshev polynomials.
Initial intentions were for this work to prove the validity of the adopted approach in 
the solution of naturally convective flows in cylindrical geometries, without regression to 
a cylindrical coordinate frame, a time consuming and difficult option within CFX 4.1. It 
is believed that this has been achieved and that the double grid structure adopted herein 
has proved to be suitable for simulating this fiow. In addition these simulations have in 
themselves added to a sparsely numerically investigated problem.
A ppendix C
M aterial Properties and Problem  
Characteristics
C .l Properties of Fluids
10° C 20° C 30° C
Cp (kJ kg-i K -i) 1.0061 1.0061 1.0065
A (W m -i K -i) 0.025 0.0256 0.0264
/3 (K-i) 3.395 X  10-^ 3.395 X  10-3 3.395 X  10-3
P (kg m"^) 1.247 1.205 1.165
P (kg m“  ^ s"i) 1.760 X 10-5 1.810 X 10-5 1.860 X  10-5
u (m^ s"i) 1.411 X 10-5 1.502 X  10-5 1.597 X  10-5
a (m^ s"i) 1.993 X 10-5 2.115 X 10-5 2.250 X  10-5
Pr 0.71 0.71 0.71
Table C.l: Properties of dry air at atmospheric pressure. Adapted from Bejan (1994).
10°C 20° C 30°C 40°C
Cp (kJ k g - i  K - i ) 4.192 4.182 4.179 4.178
A (W m -i K -i) 0.58 0.59 0.61 0.63
P ( K - i ) 9.000 X 10-5 2.181 X 10-4 3.030 X  10-4 3.890 X  10-4
P (kg m -3) 999.7 998.2 995.7 992.3
P (kg m-^ s -i) 1.304 X 10-3 1.002 X 10-3 7.970 X 10-4 6.540 X  10-4
u (m2 g - i ) 1.304 X 10-5 1.004 X 10-5 8 T W 4 X 1 0 -7 6.591 X  10-7
a (m^ s-i) 1.384 X  10-7 1.502 X 10-7 1.476 X 10-7 1.512 X 10-7
Pr 9A5 7.07 5A9 4jW
Table 0.2: Properties of water at atmospheric pressure. Adapted from Bejan (1994).
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10°C 20° C 30° C 40°C
Op (kJ kg-i K -i) 3.863 3.868 3.874 3.881
A (W m -i K-4) 0.580 0.597 0.612 0L(%6
P (K -i) -9.560 X  10-4 2.930 X  10-4 3.467 X  10-4 3.991 X  10-4
P (kg m 3) 1046.0 1043.5 1040.2 1036.3
P (kg m-^ s-i) T459 xlO-3 1.131 X  10-3 9.060 X  10-4 7.470 X  10-4
u (m^ s -i) L395 xlO-5 1.084 X  10-5 8.710 X  10-7 7.208 X  10-7
a (m^ s -i) L435 X  10-7 1.479 X  10-7 1.517 X  10-7 1.557 X  10-7
Pr 9J2 7^a 5.74 4.63
Table C.3: Properties of saline solution, p 
pressure. Adapted from ESDU (1977).
1040 kg m - 3 T = 30°C, at atmospheric
C.2 Properties of Solids
Physical property
P
P
X
a
a
(kgm 3) 
Q (-i) 
(W m -i K -i) 
(kJ kg-i K -i) 
(m^ s-i)
1190 
70 X 10-5 
0.19 
1.47 
1.1 X 10-7
Table C.4: Properties of extruded acrylic. Adapted from suppliers data sheet.
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C.3 Dimensional Characteristics
The spectral code solves the noii-dimensionalised governing equations (3.49)-(3.52) given 
in section 3.4.1. The solution procedure is initiated through designation of the Rayleigh 
Ra and Prandtl Pr numbers only. The temperature difference A T  equals 1°C. The non­
dimensioning of the equations results in no further physical properties being required for 
the solution of the ideal boundary condition case.
For reference the following tables provide dimensional information regarding the cylinder 
size and the characteristic velocity and time scales when it is assumed that the working 
fluid is air or water. All fluid properties have been evaluated at 20°C. The diameter D of 
the cylinders and characteristic velocity and time scale f^ -gf are given in table C.5. In 
addition table C.6 provides a summary of the physical properties and reference quantities 
for the experiments reported in chapter 7.
Ra Air {Pr = 0.71) Water (P r =  7.1)
D (m) ^ r e f (m s ^ r e f  (®) D (m) % re f (m s ^ r e f  (®)
104 0.046 4.36 X 10--2 1.05 0.009 1.72 X 10--3 5T#
105 0.098 6.40 X 10--2 1.54 0.019 2.52 X 10--3 7.45
105 0.212 9.40 X 10--2 2 j# 0.041 3.71 X 10--3 10.94
107 0.457 1.38 X 10--1 3.31 0.087 5.44 X 10--3 16.06
103 0.984 2.02 X 10--1 4 j^ 0.188 7.98 X 10--3 23.57
10^ 2.121 2.97 X 10--1 7.14 0.405 1.17 X 10--2 34.60
Table C.5; Diameter (D), velocity (P^ -gf) and time (^ -^gf) scales of uniformly heated cylin­
drical enclosure for working fluids of air and water. All fluid properties evaluated at 20° C 
with a driving temperature difference A T  = 1°C.
Ra D (m) l ^ g f ( m s  1 ) ^ref (s)
1.4 X  10^ 5 0.294 &20 xlO -2 4.74
Table C.6: Diameter (D), velocity (T^ .gf) and time (i^ -gf) scales for the experiment at Ra = 
1.4 X 1 0 ^ 5 , All fluid properties evaluated at 35°C for a driving temperature difference 
AT % 22°C.
A ppendix D
Com putational and Experim ental 
Visualisations
The CD-rom bound within the back cover of this volume contains streamline and isotherm 
visualisations rendered from the numerical simulations and particle tracking visualisations 
from the experimental investigation of the transient flow discussed in chapters 4, 5 and 7. 
The CD-rom can be mounted on Apple Macintosh, Unix and IBM compatible PCs run­
ning Microsoft Windows 95 or NT. The content has been organised into a series of linked 
‘pages’ composed using ht ml, the world wide web (www) formatting language. This is 
therefore viewable using Netscape Navigator (Version 3.0 or newer is required), Microsoft 
Internet Explorer (Version 3.0 or newer is required). All animations are in QuickTime 
format and therefore the associated plugin is required for the given browser, if not already 
installed. Links to web sites from where updates of the required software can be down­
loaded are included in the title page ‘Home.htm’. In addition, as each animation is stored 
individually they can be viewed separately through any application that supports Quick­
Time playback without the need to use a www browser. However, titling and comments 
are not be available using this approach. The animations can be found under the directory 
listings; AppD/Pages/Ideal/ and AppD/Pages/Conjugate/. The visualisations are best 
viewed on a 15 inch or larger monitor.
The ‘pages’ are organised hierarchically (See figure D.I) down from the file ‘Home.htm’ 
which is situated at the top level of the CD-rom along with the directory ‘pages’. Opening 
of the file ‘Home.htm’ within the chosen www browser reveals a title page that provides 
the necessary link to the main visualisation listing. Prom here individual pages containing 
the animations for specific Rayleigh and Prandtl numbers and boundary conditions can 
be accessed. Pages providing details of each configuration have also been included for 
convenience. Extensive links exist on all pages allowing navigation without the need to 
always return to the main visualisation page. The streamline and isotherm animations 
of the numerical simulations follow the form of the figures 4.5 to 4.21 and 5.2 to 5.17 
already presented in the main results chapters of this thesis and described in figure 4.2
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(page 77). The visualisation from the experiment consists of four clips, three of which are 
shot segments of the main clip and coincide with the time periods represented in the streak 
images of figure 7.3 and 7.4 (pages 202 and 203).
Home.htm
Main
Visualisation
Page
Ideal Configuration
Conjugate Configuration
Ideal Animations
Pr = 0.71: Pr = 7.1: Pr — 100:
Ra = 10^ Ra — 10 Ra = 10
Ra = 10^ Ra = 10^ Ra = 10
Ra = 10^ Ra - 10^ Ra = 10
Ra = 10^ Ra = 10^ Ra = 10
Ra = 10^ Ra — 10 Ra = 10
Ra = 10^ Ra = 10
Conjugate Animations
Pr = 0.71: Pr = 7.1 Pi- = 100:
Ra = 10^ Ra 10'^ Ra = 10^
Ra = 10^ Ra — 10° Ra = 10°
Ra = 10° Ra = 10° Ra = 10°
Ra = 10^ Ra = 10^ Ra = 10^
Ra = 10® Ra = 10® Ra = 10®
Ra = 10°
Experimental Visulisation 
Pr = 5.8, Ra = 1.4 x 1010
Figure D.I: Hierarchical structure of visualisation record contained upon CD-rom.
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