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                                                               Abstract                 
Empirical research implies that distributions of stock indices are non-normal. Both OLS and 
MAD estimation methods are used to examine weekday anomaly in eighteen international 
stock exchanges between 1990 and 2003. Weekday anomaly is found with OLS method in 
two and with MAD method in nine stock exchanges. In short run at least one weekday 
anomaly period existed in every stock exchange. Empirical test distributions of F-type test of 
weekday anomaly under Laplace errors were derived with simulations.  
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I.  INTRODUCTION  
Since the early 1970s numerous researchers have documented different seasonality anomalies 
in stock markets. All this research begins with Fama (1970) who presented the efficient 
market hypothesis. According to this hypothesis, in efficient stock market, only the new 
relevant information effect to the stock prices. However many results cast doubt on this 
widely accepted hypothesis. One case is the seasonal anomalies1. They include the calendar 
effects or seasonal patterns such as January-, weekday-, weekend-, turn of the month- and 
holiday anomaly.  
          
Of the seasonal anomalies, few are as curious as the pattern observed in stock returns across 
the weekdays. Many researchers have documented that daily rates of returns are not 
statistically equal each other. This observation is called the weekday anomaly. The most 
interesting weekday finding is that at beginning of the week the returns are typically lower 
than in other weekdays, and these are on average negative. Some researchers (e.g. Gibbons 
and Hess 1981) called this observation as the weekend anomaly. According to efficient 
market hypothesis investors should take advantage of daily rates of return differences. While 
investors know these differences in rates of return phenomena still exists.  
 
This paper examines the weekday anomaly in 18 international stock exchanges in short and 
long run periods. In short run we analyze how the differences in returns changes in time. We 
found that differences in weekday returns parallel with different stock exchanges. We also 
compare the short and the long run results to observe possible differences.  
 
In the early studies of weekday anomaly researchers used OLS estimation method to analyze 
rates of return for every weekday. The OLS method is reliable when the distribution of returns 
is normal. However distributions of returns are usually leptokurtic and Laplace distribution is 
a more accurate modelling starting point than normal distribution (Linden 2001). The close 
connection of Laplace distribution with minimum absolute estimation (MAD) is exploited in 
testing of weekday anomaly. The MAD estimator of returns model parameters is ML–
                                                 
1  E.g. see for January anomaly (Thaler 1987, Haugen and Lakonishok 1988, Agrawall and Tandon 1994), the 
weekday anomaly (Agrawall and Tandon 1994, Kamara 1997), the weekend anomaly (Gibbons and Hess 1981, 
Keim and Stambaum 1984, Abraham 1994), turn of the month anomaly (Ariel 1987, Lakonishok and Smith 
1988) and the holiday-anomaly (Ariel 1990, Lakonishok and Smith 1988)     
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estimator under Laplace errors, i.e. the estimator is asymptotically unbiased and efficient 
compared to OLS estimator.  
 
II.  MAD-ESTIMATION AND TESTING OF WEEKDAY ANOMALY  
 
MAD –estimation  
Consider the following regression model for returns 1( ) /t t t ty P P P 1− −= −  where  is the daily 
stock market price index 
tP
 
       (1)                            1( 2 ) ,      1,....t t t ty X v tα σ ε−= + = T  
 
where 0,   σ α> is the regression parameter vector  for exogenous variables tX , and 
2(0, )D is t NI εε σ .  is tv IID  positive random variable that is independent of tε . Basically the 
model is similar to the product process suggested by Taylor (1986, p. 70-72) or to the mixture 
distribution model where 1( 2 )tv
−σ
t
 represents the level of market activity during the trading 
day.  If the density of  is  v
 
       (2)                                      3 2( ) exp{ (2 ) }t t tg v v v
− −= − 1
 
then the conditional density of  given  is     ty and Xt tv
 
       (3)                      ( | , ) ( 2 / ) { 2 ( ) / }t t t t t t tf y v X v v y Xσ φ α= − σ  . 
 
The marginal density of  given ty tX  is  
 
      (4)                            
0
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2
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This is the Laplace (or double exponential) distribution for | | | |t tz y Xtα= − .  The log 
likelihood of ( | ; , )t tp y X α σ  is  
 
     (5)                     
1 1
2ln ( | ; , ) ln( 2 ) |T Tt t t tt t |p y X T y Xα σ σ ασ= == − − −∑ ∑ . 
 
Thus minimum absolute deviation (MAD) estimator for α  is ML –estimator when the 
disturbances | | | |t tz y Xtα= −  follow the Laplace distribution.  Estimator for α  can be derived 
with linear programming methods (see Taylor 1974, Portnoy & Koenker 1997) or with 
iterative weighted least squares (IWLS, see Maddala 1977, Schlossmacher  1973, Amemiya 
1985). Phillips (2002) shows that the EM-algorithm for calculating α  is essentially the 
IWLS.   At least two different  weight structures have been suggested   for  EM-IWLS 
estimator of ( )iα  that has form of 
 
       (6)                                          1( ) ( ' ) 'i X DX X Dyα −=  
 
where  is the diagonal matrix. In the first alternative  t th diagonal element of  is given 
by 
D D
  
       (7)                                 
1
( 1) ( 1)| |   if  | |           
0    otherwise 
o
t i t t i t
t
y x y x
d
α α ε−− − − − >= 
 
where ( )iα  is the estimate obtained at the i th iteration and oε  is some predefined small 
number, say .  Alternatively Amemiya (1985, p. 78) suggests that we use  610oε −=
 
       (8)                                         * 1( 1)min{| | ,  }.
o
t t i td y xα ε− −−= − 1
 
Though computing the MAD estimators is not a major problem, the testing of parameter 
restrictions needs some clarification. In this context the F-test is analyzed in details.                  
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Testing  for weekday effects with OLS and MAD under non-normal regression errors  
 
Consider following model for weekday effects in daily returns  
 
        (9)            1 1 2 2 3 3 4 3 5 5t ty a D a D a D a D a D ε= + + + + +  t tI a ε= +  ,      1, 2,3,....,t T=  
 
where tI  is (5 5)x  identity matrix.  
 
Now 
      (10)                             
1
2
.
.
T
I
I
y a
I
ε
    = +    
 
 IX a ε= +   . 
 
 
The OLS estimator reduced to the variance analysis since  
 
 
       (11)                            ' 1 '( )OLS I I Ia X X X y
−= = 
1
2
3
4
5
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y
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y
y
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MAD estimator in EM-IWLS form is  
 
 
       (12)                    
1
2
3
4
5
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where ' 1( ) 1/I I i iX DX Sd
− =  with /5
1
,    ( 1, 2,..,5)Ti ittSd d i== =∑  are the observation weights for 
different weekdays (see Eqs. (7) and (8)).  
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Restricted estimates  
 
Considerer following hypothesis 
 
 
            (13)                         0 1 2 3 4 5: .H a a a a a= = = =
 
 
The restricted OLS estimator is now (see Greene & Seaks 1991) with restrictions   0Ra =  
 
             (14)                  
' 1 ' 1 ' 1( ) '( ( ) )
      
R
OLS OLS I I I I OLSa a X X R R X X R Ra
− − −= −   .
 
 
Similarly MAD estimator has the following form due its IWLS-structure  
 
 
 
              (15)       
' 1 ' 1 ' 1      ( ) '( ( ) )RMAD MAD I I I I MADa a X DX R R X DX R Ra
− − −= −    
 
 
The hypotheses 
 
 
      (16)                                0 :   ,    , 1, 2,...,5i jH a a i j i j= ≠ =
 
 
are all handled in similar fashion and the OLS- and MAD-estimations are conducted like 
above but the restriction matrix is now 0i jR a =  .  
 
F-type test  
 
Under normal errors F –test statistics  
 
    (17)                                             ( )(R U
U
S S T Kf
S J
)− −=   
 
for the hypothesis   0 1 2 3 4 5:H a a a a a= = = = 5 5 is  Tf F − -distributed, and for the hypothesis 
 it is 0 :     (i jH a a i= ≠ ,   , 1, 2,...,5)j i j = 1 5Tf F −∼ . and  are the restricted and 
unrestricted residual sums of squares from OLS or MAD estimation ( = number of 
RS US
K
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estimated parameters, and dimension of restriction vector). However when the errors are 
not normal distributed the F-test statistics 
J =
f  is not F-distributed. We need the correct f -
values under non-normality.  
1 1D 4D a+
2 3 4 5a= =
 and 
0H
5
1)
 
In order to solve this problem we simulated F-type test distribution under  alternatives and 
under the assumption that the errors are distributed as Laplace. Thus we generated 10.000 
replications of F-tests from OLS and MAD estimates of model  
0H
 
      (18)              2 2 3 3 3 5 5 ,  1, 2,...,t ty a a D a D a D t Tε= + + + + =  
 
with (1)t LAPLACEε ∼  and  or 1 1a a a a= = = 1  ( )i ja a i j= = ≠ . The used sample 
sizes were  T         50,250,= 1000 5000.
 
Table 1. gives the 10%, 5% and 1% critical values for the standard F-distribution  and the 
empirical distribution of F-type test under : 1 2 3 4 5 1a a a a a= = = = =
 and 5%
 with Laplace model 
errors estimated with OLS and MAD. The results show that MAD estimator gives distribution 
of F-type test statistics that has much smaller 10% critical values compared to 
standard F-distribution under normal errors. The test values are also smaller with OLS –
estimator with Laplace errors. Thus if the residuals are close to Laplace case the use of 
standard F-distribution leads too often to non-rejection of hypothesis  
. Table 2. reports similar simulation results for F-type test under 
.  
0 1 2 3 4:H a a a a a= = = =
0 :H 1 2 1a a= =
 
TABLE 1. 10%, 5% and 1% critical values for 5 5TF − -distribution and  -type test with  
5
5TF −
             Laplace model errors estimated with OLS and MAD ( :0 1 2 3 4 5H a a a a a= = = = = ) 
 
                 F-distribution                           OLS:  F-type test                 MAD: F-type test                
 10% 5% 1%  10% 5% 1%  10% 5% 1% 
T=50 1.98 2.42 3.45  1.63 2.04 2.80  1.29 1.74 3.01 
T=250 1.87 2.25 3.09  1.56 1.90 2.71  1.25 1.66 3.04 
T=1000 1.85 2.22 3.04  1.53 1.87 2.63  1.24 1.58 2.53 
T=5000 1.84 2.21 3.03  1.53 1.86 2.61  1.20 1.56 2.50 
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TABLE 2. 10%, 5% and 1% critical values for 1 5TF − -distribution  and -type test with  
1
5TF −
               Laplace model errors estimated with OLS and MAD ( 0 :H 1 2 1a a= = ). 
 
                 F-distribution                           OLS:  F-type test                 MAD: F-type test                
 10% 5% 1%  10% 5% 1%  10% 5% 1% 
T=50 2.82 4.04 7.23  2.69 3.80 6.58  2.21 3.36 6.22 
T=250 2.73 3.88 6.74  2.68 3.77 6.51  2.20 3.33 6.20 
T=1000 2.71 3.85 6.66  2.65 3.75 6.46  2.19 3.21 6.14 
T=5000 2.70 3.84 6.63  2.62 3.71 6.17  2.17 3.19 5.76 
 
___________________________________________________________________________ 
 
 
III. RESULTS  
Test model  
In this section we report the OLS- and MAD-estimation and testing results for the model  
 
           (19)            1 1 2 2 3 3 4 3 5 5 ,  1, 2,...,t ty a D a D a D a D a D t Tε= + + + + + =  
 
with hypotheses  
                                           10 1 2 3 4 5: ,H a a a a a= = = =
           and 
 
                                          
2
0 :     ( ,   , 1, 2,...,5)i jH a a i j i j= ≠ =
 
where  is weekday rate of return and Dty
2
0H
1 , D2 ,…, D5  are the dummy variables of the 
different weekdays. D1 is equal to one on every Monday and at the same time the other 
dummy variables are zeros. Likewise, D2 is equal to one every Tuesday and at the same time 
other dummy variables are zeros and so on.  a1, a2, …,a5 are the coefficients for each 
weekday. If we reject hypothesis , that is a clear evidence for weekday anomaly in this 
period. The hypothesis  tests the pair-wise difference between weekday coefficients. If we 
reject  hypothesis for a , the coefficients of those days are statistically significantly 
different. Note that . 
1
0H
j
2
0H
H H⊆
i a≠
2 1
0 0
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Data  
The study used eighteen end of the day indices2 from the beginning of 1990s to mid 2003. 
Most of indices are from the biggest stock exchanges, but some small stock exchanges are 
included also like Finland and Denmark. From the United States, we have three stock 
exchanges: Dow Jones, NASDAQ and S&P 500. From the other countries one stock 
exchange per country is included. The data from these eighteen stock exchanges contains 
almost 50.000 observations (over 2500 observations for each index). All regression included 
one period lagged endogenous variable if preliminary testing detected autocorrelated OLS 
residuals.  
Long run results  
This section  
5
describes the statistical results of testing the hypothesis that rates of returns are 
equal every weekday in a long run. The tests models were estimated with OLS and MAD 
methods. OLS and MAD coefficients of regression are reported in the Table 3. The first clear 
observation is that the different estimation methods give different results. Coefficients 
obtained with OLS method equal to mean rates of returns in different weekdays. In some 
cases MAD coefficients are positive compared to negative ones given by OLS method or vice 
versa. For example, for NASDAQ Monday coefficient with OLS is -0.0039 but with MAD 
0.0094 is obtained.   
 
OLS method rejects the hypothesis 10 1 2 3 4:H a a a a a= = = =  at a 5 % level only for Japan 
and Dow Jones. For the other sixteen stocks we cannot reject the hypothesis of equal weekday 
returns using standard F-test distribution. However MAD method rejects the hypothesis for 
ten stock exchanges (including also Japan and Dow Jones). The others are Canada, Hong 
Kong, Singapore, and United States with NASDAQ, Dow Jones and S&P 500, and from 
Europe Finland, Italy and Holland. The critical Laplace adjusted F-test values are taken from 
Table 1. above. Thus MAD estimation “finds” more differences in weekday coefficients than 
OLS. Note that MAD estimation method is more reliable because the residuals of regressions 
are not normal distributed. Table 3. reports skewness and excess kurtosis values for OLS 
residuals. For normal distribution both are zero but Laplace distribution has values of zero  
                                                 
2 Australia (AORD), Austria (ATX), Belgium (BFX), Canada (TSE), Denmark (KFX), Finland (HEX) France 
(CAC), Germany (DAX), Hong Kong (HSI), Italy (MIBTel), Japan (Nikkei),  Holland (AEX), Singapore (STI), 
Switzerland (SSMI), United Kingdom (FTSE) United States (Dow Jones, NASDAQ and S&P 500)   
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TABLE 3.  F-type tests of weekday anomaly. 10 1 2 3 4:H a a a a a5= = = = . 5% critical values 
are obtained from Table 1. Bold style refers to weekday anomaly stock exchanges. Autocorre-
lation corrected results are signed by *.   
 
           
Country Method Monday Tuesday Wednesday Thursday Friday F test Skew. Ex.Kurt.
OLS 0,00035 0,00041 -0,00001 -0,00004 0,00026 0,42 -0,61 8,10 Australia  
MAD 0,00008 0,00037 0,00010 0,00043 0,00029 0,35   
OLS 0,00046 0,00054 0,00018 -0,00031 0,00011 0,54 -0,55 4,17 Austria*  
MAD 0,00065 0,00069 0,00047 0,00019 0,00042 0,31   
OLS 0,00011 0,0003 -0,00009 0,00037 0,00019 0,17 -0,09 5,21 Belgium*  
MAD 0,00018 0,00039 0,00007 0,00033 0,00026 0,14   
OLS 0,00044 -0,00023 0,00008 0,00007 0,00053 0,79 -0,61 7,34 Canada*  
MAD 0,00094 0,00008 0,00018 0,00011 0,00075 2,83   
OLS 0,00005 0,00031 0,00033 0,00048 0,00051 0,13 -0,23 2,39 Denmark*  
MAD 0,00051 0,00041 0,00078 0,00058 0,00049 0,14   
OLS 0,00033 -0,00003 -0,00066 0,00164 0,00175 1,85 -0,14 6,22 Finland*  
MAD 0,00037 0,00072 -0,00065 0,00101 0,00181 2,82   
OLS -0,00022 0,00055 -0,00022 0,00069 0,00024 0,61 -0,03 2,36 France  
MAD 0,00012 0,00063 -0,00021 0,00071 0,00028 0,77   
OLS 0,00073 0,00055 -0,00035 0,00015 0,00043 0,51 -0,14 3,78 Germany  
MAD 0,00110 0,00088 -0,00023 0,00032 0,00072 1,46   
OLS 0,00137 0,00063 -0,00053 0,00017 0,00026 1,32 -0,15 3,91 Holland*  
MAD 0,00196 0,00043 -0,00002 0,00012 0,00058 3,48   
OLS 0,00026 0,00093 0,00105 -0,00012 0,00044 1,06 0,28 9,88 Hong Kong  
MAD -0,00047 0,00084 0,00134 -0,00054 0,00134 1,95   
OLS -0,00048 0,00069 -0,00086 0,00051 0,0007 1,23 -0,60 5,79 Italy  
MAD -0,00007 0,00087 -0,00075 0,00109 0,00092 3,04   
OLS -0,00231 0,00066 -0,00030 0,0005 -0,00058 3,72 0,41 3,51 Japan*  
MAD -0,00215 0,00022 -0,00070 0,00024 -0,00085 4,01   
OLS 0,00012 0,00005 0,00030 0,00056 -0,00084 1,00 0,04 12,62 Singapore  
MAD -0,00017 -0,0001 0,00036 0,00020 -0,00098 2,11   
OLS 0,0001 0,00037 0,00033 0,00044 0,00088 0,34 -0,08 4,64 Switzerland  
MAD 0,00069 0,00057 0,00043 0,00066 0,00097 0,32   
OLS 0,00015 0,00044 -0,00035 0,00065 0,00026 0,78 -0,02 2,56 UK  
MAD 0,00013 0,00042 -0,00035 0,00068 0,00048 1,46   
OLS 0,00121 0,00037 0,00017 -0,0001 -0,00029 2,00 -0,36 4,81 Dow Jones 
MAD 0,00178 0,00027 0,00006 0,00003 0,00028 5,69   
OLS -0,00039 -0,00027 0,00148 0,00116 0,00036 1,78 0,17 5,83 NASDAQ* 
MAD 0,00094 -0,00022 0,0018 0,00101 0,00085 3,30   
OLS 0,00079 0,00032 0,00042 0,00006 0,00002 0,57 -0,02 3,64 S&P 500 
MAD 0,00124 0,00003 0,00023 -0,00006 0,00039 2,84   
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and three. In all cases kurtosis values are inside the margins (2.36, 12.62) indicating that the 
Laplace alternative is more attractive than normal. Figure 1. reports the estimated MAD-
coefficients in graphical form. The weekday differences are evident in many countries.  
 
. 
*) In the stock exchange have weekday anomaly
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                         FIGURE 1.   Weekday rates of return in 18 stock exchanges  
 
 
 
Table 4 reports F-type test values from MAD-estimation for pair-wise hypothesis 
. We focus only in those stock exchanges that rejected 
hypothesis  above since hypothesis  is nested in . Thus we 
report also OLS results for Japan and Dow Jones. Overall tendency is that the beginning of 
the week differs from the rest of the week. Results show (see also Table 3. and Figure 1) that 
there is not just one weekday whose coefficient is the highest or lowest in every country. In 
Dow Jones and S&P 500 indexes and in Holland Monday coefficient is not equal to other 
2
0 :     ( ,   , 1, 2,...,5)i jH a a i j i j= ≠ =
1
0 1 2 3 4:H a a a a= = = = 5a 20H 10H
 11
weekday coefficients. Monday coefficients are higher than other weekday coefficients in 
these indexes.  
 
TABLE 4. F-type test for pair-wise weekday anomaly.  (i jH a a i j,= ≠ . i j . 
5% critical values are obtained from Table 2. Bold style refers significant difference.  
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Mon-Tue 6,34 0,22 6,70 4,20 12,66 11,89 2,09 12,33 4,08 7,83 
Mon-Wed 4,98 1,86 11,15 0,01 6,23 4,42 3,19 16,10 2,32 5,52 
Mon-Thu 6,02 0,71 9,44 5,49 10,24 11,96 5,11 16,43 0,02 8,98 
Mon-Fri 0,30 3,58 5,36 4,48 4,10 3,54 6,67 11,98 0,02 3,85 
Tue-Wed 0,09 3,36 0,58 4,82 1,16 1,87 0,12 0,26 13,00 0,22 
Tue-Thu 0,01 0,15 0,26 0,09 0,11 0,00 0,70 0,32 4,72 0,05 
Tue-Fri 4,05 2,06 0,07 0,01 2,43 2,59 1,36 0,00 3,60 0,70 
Wed-Thu 0,05 4,78 0,06 6,21 0,56 1,93 0,24 0,00 1,99 0,46 
Wed-Fri 2,97 10,48 1,04 5,14 0,23 0,06 0,67 0,28 2,93 0,14 
Thu-Fri 3,79 1,08 0,59 0,05 1,51 2,65 0,11 0,35 0,08 1,09 
___________________________________________________________________________  
 
 
 
In Italy Monday and Wednesday coefficients are not equal with coefficient of Tuesday, 
Thursday and Friday. The Monday and Wednesday coefficients are lower than other weekday 
coefficients. In Japan, with both estimation methods, Monday coefficient is strongly negative 
and it differs from Tuesday, Wednesday and Thursday coefficients. Moreover, in MAD 
estimation Thursday coefficient differs from Friday coefficient. In Canada Tuesday 
coefficient differs from Monday, Wednesday and Thursday coefficients. The reason is that 
Tuesday coefficient is negative. The results for Finland and NASDAQ differ from other 
countries. In Finland, Wednesday coefficient is not equal with Thursday and Friday 
coefficients. Wednesday coefficient is negative. Monday coefficient differs also from Friday 
coefficient. In NASDAQ Tuesday coefficient is not equal with Monday or any other weekday 
because Tuesday coefficient is negative.  
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Agrwall and Tandon (1994) found weekday anomaly in eighteen countries. They report that 
in every country Monday or Tuesday coefficients were the lowest and most negative and 
Friday coefficients were the highest (see also Kamara 1997). Our findings do not support 
these results. The most remarkable difference in this study is that we found only eight 
weekday anomaly stocks among the same eighteen stock exchanges. However samples differ 
in periods. With OLS method, which they used, we found only two weekday anomaly stocks. 
Interesting finding is that the reason of seasonality is not in Monday’s or Tuesday’s low 
coefficient values. Instead Monday coefficient is highest or most positive in four of eight 
weekday anomaly stocks. In addition we found only from Italy some evidence of weekend 
anomaly similar to Abraham and Ikenberry (1994).  
Short run results  
In the last section we examined weekday anomaly in different countries over a 13-year period. 
Next we analyze how this seasonality changes through this period. Data is analyzed in 
sequential over-lapping one-year periods so that first period begins in 2.1.1990 and ends in 
31.12.1990. The second period begins in 1.4.1990 and ends 31.3.1991. In the same way, we 
go trough all the data with three month overlap. Therefore, the maximum count of periods 
from one stock exchange is 49.  
 
Eight of eighteen stock exchanges above exhibited the weekday anomaly in long run. The 
result was obtained with the robust MAD estimation method. OLS residuals were far from 
normal having excess kurtosis more typical for Laplace distribution than normal. Thus we use 
also in short run analysis MAD estimation method.  Table 5. reports the short run results. 
Every stock exchange rejects hypothesis 10 1 2 3 4:H a a a a a5= = = =
0 1 2 3 4 5a a a a
 at least 9 of 49 periods. 
Indexes from Germany, Italy, Japan and United States (Dow Jones and S&P 500) include 
around 60 % of periods of weekday anomaly. We do not find any country which has weekday 
anomaly at every period. Least seasonality is found in Singapore and Australia where around 
20 % of periods reject the hypothesis 1 :H a = = = = .  
 
In short run most weekday anomaly periods were found in those stock exchanges which had 
weekday anomaly also in long run. There is also one dissimilar case. Germany had short run 
seasonality while in long period there was no sign of seasonality. The reason is following.  
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TABLE 5. Weekday anomaly periods in the different stock exchange. X means a 
weekday anomaly period (MAD estimation, 5% critical test values are taken from Table 2) 
___________________________________________________________________________ 
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0 
Σ 
I/90-I/91 X   0       0  0 0  X 0 X 3 
II/90-II/91 X   0  X 0    0  0 0  X 0 X 4 
III/90-III/91 0   0  X 0    0  0 0  0 0 0 1 
IV/90-IV/91 0   0  X X 0   0  0 0  0 0 0 2 
I/91-I/92 0   0  X 0 X 0  0  X 0 X 0 0 0 4 
II/91-II/92 0  X 0  0 0 X X  X  X X X 0 0 0 7 
III/91-III/92 X  0 0  0 0 0 0  0  X 0 0 X X X 5 
IV/91-IV/92 X  0 0  0 0 0 X  X  X 0 0 0 0 0 4 
I/92-I/93 0  0 0  0 X 0 X  0  X 0 0 0 X X 5 
II/92-II/93 0  X 0  0 0 X 0  0  X 0 0 X X X 6 
III/92-III/93 0  X 0  X 0 X 0  X  X 0 0 X X X 8 
IV/92-IV/93 0  0 0  X 0 X 0 0 X  0 0 0 X X X 6 
I/93-I/94 0 X 0 0  X 0 X 0 0 0  X 0 0 X X X 7 
II/93-II/94 0 X 0 0 0 X 0 X 0 X 0  X 0 0 X X X 8 
III/93-III/94 0 X 0 0 0 0 0 X 0 0 0  X 0 0 X 0 0 4 
IV/93-IV/94 0 0 0 0 0 0 0 0 0 0 0 0 X 0 0 X 0 0 2 
I/94-I/95 0 X 0 0 X 0 0 0 0 0 0 X 0 X 0 0 0 0 4 
II/94-II/95 0 0 X 0 X 0 0 X 0 0 0 X X 0 0 0 0 0 5 
III/94-III/95 0 0 0 0 0 0 0 0 0 0 X 0 0 0 0 0 0 0 1 
IV/94-IV/95 0 0 0 0 X 0 X 0 0 0 X 0 0 0 0 0 0 0 3 
I/95-I/96 0 0 0 0 X 0 X X X 0 0 X 0 0 0 0 0 0 5 
II/95-II/96 0 X 0 0 X 0 X X X 0 0 X 0 0 0 0 X 0 7 
III/95-III/96 0 X 0 X X 0 X X 0 X X X X 0 X 0 0 0 10 
IV/95-IV/96 0 X 0 X X X 0 0 0 0 X X 0 0 0 0 0 0 6 
I/96-I/97 0 0 0 X 0 X X 0 0 0 X X 0 0 0 0 0 0 5 
II/96-II/97 0 0 0 X 0 X 0 X X X X X X 0 0 X 0 X 10 
III/96-III/97 0 0 0 X 0 0 0 0 0 0 X X X X 0 X 0 0 6 
IV/96-IV/97 X X 0 0 0 0 X X 0 0 X 0 0 0 0 X 0 X 7 
I/97-I/98 0 X X 0 0 X X X 0 X X 0 X 0 X X 0 X 11 
II/97-II/98 0 X X X 0 X X X X X X X 0 0 X X 0 X 13 
III/97-III/98 0 X X X 0 X X X X X 0 X X 0 X X X X 14 
IV/97-IV/98 0 X X X X 0 0 X X X 0 X X 0 X X X X 13 
I/98-I/99 0 X X X 0 0 0 X 0 X 0 X X X X X X X 12 
II/98-II/99 0 0 0 X 0 0 0 X 0 X 0 0 0 X 0 0 X 0 5 
III/98-III/99 0 X X X 0 X 0 X 0 0 0 0 0 X 0 X X X 9 
IV/98-IV/99 0 X X X X 0 X X 0 X 0 X 0 X X X X X 13 
I/99-I/00 X X 0 X 0 X X 0 0 X X X 0 0 X X X X 12 
II/99-II/00 X X X X X X X 0 X 0 X X X X X 0 X X 15 
III/99-III/00 0 X 0 X X 0 X 0 X X X X X X X 0 X X 13 
IV/99-IV/00 0 0 0 0 0 X X X X 0 X X X 0 0 X X X 10 
I/00-I/01 X 0 0 0 X X X X 0 X X X 0 0 0 X X X 11 
II/00-II/01 X 0 0 X 0 X X X X 0 X X 0 0 X X X X 12 
III/00-III/01 0 0 0 X 0 0 X X 0 X 0 0 X 0 X X X X 9 
IV/00-IV/01 0 0 0 X 0 0 0 X X X 0 X X 0 X X 0 X 9 
I/01-I/02 0 0 0 0 0 0 0 X 0 0 0 0 X 0 0 X 0 X 4 
II/01-II/02 0 0 0 0 0 0 0 X 0 X 0 0 0 0 X 0 0 0 3 
III/01-III/02 0 0 0 0 0 0 0 0 0 X 0 0 X 0 0 0 0 0 2 
IV/01-IV/02 X 0 0 0 0 X 0 0 X X 0 0 X 0 X X X X 9 
I/02-I/03 0 0 0 X 0 0 0 0 0 X 0 0 X 0 X X 0 X 6 
Σ 10 18 12 19 12 21 19 29 15 19 20 21 28 9 18 29 22 29 350
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In the early 90s lowest coefficient was found in Wednesday. Contrary to this in middle of 
decade the highest coefficient was found in Wednesday and lowest were found in the begin 
and end of the week. In late 90`s the situation changed. The lowest coefficient was in the end 
of the week and highest in the begin of the week.  
 
Japan is distinguishable from the other stock exchanges in two ways. The weekday 
coefficients are much lower or more negative than in the other stock exchanges because of 
decade of continuous economic recession. In addition, the reason for seasonality in every 
period is that coefficients of Monday or Friday are the smallest and the highest coefficients 
are in the middle of week. In every stock exchange excluding Japan the weekday anomaly 
appears at Monday. Its coefficient differs from other weekday coefficients. However this is 
the only similarity between different stock exchanges in the short run analysis.  
 
Figure 2. describes how the weekday anomaly periods occur simultaneously in different stock 
exchanges. The number of the weekday anomaly periods in stock exchanges trough the 
analyzed period is not constant. In the early 90s the number of weekday anomaly stock 
exchanges is around six. In the mid 90s there are only few stock exchanges having weekday 
anomaly. Just before the big boom time in stock markets in the end of 90s the number of 
weekday anomaly periods starts to rise. This changed in the period between II/98-II/99. Then 
only five stocks had weekday anomaly. After that number of anomaly periods starts to 
increase again for a while. Thus there is a positive relationship between number of anomaly 
stocks and market activity.  
 
Concerning the motivation for MAD-estimation and F-type test results in Table 5. we 
analyzed also how the excess kurtosis of OLS estimation evolved in time. Figure 3. reports 
results for the Dow Jones index. Excess kurtosis was found in all periods except during the 
period  I/99-I/00. Similar results were found for all other indexes 
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           FIGURE 2.  Numbers of stock exchanges having the weekday anomaly in the  
                                 same  period.  
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      FIGURE 3. Excess kurtosis values of the OLS regression residuals in Dow Jones  
                                 stock returns index in different periods.  
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IV. CONCLUSIONS 
 
It is a well-known fact that Monday and Friday have been anomaly days in stock market 
worldwide for decades. Numerous studies have exhibited that Monday rates of return have 
been lower than Friday returns. Statistical significant differences in different weekday rates of 
returns are named as weekday anomaly. 
 
We examined this weekday anomaly in a new way. To estimate daily rates of return in long 
and short run we used MAD estimation method besides OLS. The robust MAD method was 
used because it is more efficient when the regression errors show non-normality that is typical 
for return series. The weekday anomaly was tested with F-type tests. The reference test 
distributions under non-normality, i.e. under Laplace distribution, were derived with 
simulations.  
 
Our study covers eighteen stock exchanges in sixteen different countries during period 1990-
2003. Eight indexes had a weekday anomaly in the long run when we used MAD estimation 
method. When OLS method was used with standard F-test distribution we found only two. In 
four cases the reason was that Monday coefficient was significantly higher than some other 
weekday coefficient.  
 
To examine how the weekday anomaly develops and changes, we modified the data to 49 
three month over-lapping one-year periods. Only MAD estimation was used in short run 
analysis. We found that at least nine weekday anomaly periods in every stock exchange. The 
most weekday anomaly periods were found in Germany, Japan, Italy and the United States 
(Dow Jones and S&P 500). It was hard to find similarities in weekday anomalies in different 
countries and periods. In some periods weekend anomaly is found only in Italy.      
 
Our study did not analyze why rates of return in different weekdays were not equal. Weekday 
anomaly was not as visible as in previous studies indicated even when MAD was used. 
Acquiring financial benefit from weekday anomaly does not seem to be possible because 
weekday seasonality is unpredictable. The highest or lowest rates of return in a specific 
weekday is not time invariant.   
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