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Perturbative 3-manifold invariants by cut-and-paste topology
Greg Kuperberg1, † and Dylan P. Thurston2, ‡
1UC Davis; greg@math.ucdavis.edu
2UC Berkeley; dpt@math.berkeley.edu
We give a purely topological definition of the perturbative quantum invariants of links and 3-manifolds
associated with Chern-Simons field theory. Our definition is as close as possible to one given by Kontse-
vich. We will also establish some basic properties of these invariants, in particular that they are universally
finite type with respect to algebraically split surgery and with respect to Torelli surgery. Torelli surgery is a
mutual generalization of blink surgery of Garoufalidis and Levine and clasper surgery of Habiro.
1 INTRODUCTION
The purpose of this article is to give a purely topological
definition of the perturbative quantum invariants of links and
3-manifolds that were originally defined by Kontsevich [20]
and that are associated with Chern-Simons field theory. We
will also establish some basic properties of these invariants,
in particular that they are finite type in the expected way. The
main difference between our treatment and that of Kontsevich
is that we will use cohomology rather than differential forms
and the pairing between homology and cohomology rather
than integration. We will define the perturbative invariants
of degree n of a given closed, framed rational homology 3-
sphere M as the degree of a generalized Gauss map
Φ : Xn → Yn,
where Xn and Yn are modified configuration spaces that are
constructed from M using cut-and-paste topology. Otherwise
we will follow Kontsevich closely, since his definition is terse
but essentially rigorous.
The purely topological approach was first considered by
Bott and Taubes [8], and later by the second author [30]
and others [2, 26]. The definition given there generalized the
Gauss map
Φ : K1 ×K2 → S
2,
whose degree is the linking number between two knots K1
and K2 in R3, to other maps whose degrees give all of the
Vassiliev invariants of knots and links. Our maps can also be
defined for links in 3-manifolds, a generalization which we
will discuss later.
More precisely, we will construct an invariant
Φ : (Cn, D)→ (P
×3n, Q) (1)
Φ∗ : H6n(P×3n, Q;Q)→ H6n(Cn, D;Q), (2)
where 6n is the degree of the top non-vanishing rational co-
homology (or homology) of certain spaces Cn and P×3n that
depend on M , and Q and D are certain degenerate loci as-
sociated with the infinite asymptote in an asymptotically flat
model of M . The space P has a generating class
α ∈ H2(P ;Q)
called a propagator. The space Cn is defined using the com-
binatorics of Jacobi diagrams. The space V ∗n of primitive
weight systems of degree n embeds in the homology space
H6n(Cn;Q). If w ∈ V ∗n is a weight system, let µw be a cor-
responding cycle. Then we can define an invariant
Iw(M) = 〈w,Φ
∗(α⊗3n)〉 = 〈Φ∗(w), α
⊗3n〉 (3)
depending on a weight system. Dually, we can define a
universal invariant (in a sense given below) as an element
In(M) ∈ Vn.
Theorem 1. The invariant In(M) of framed rational homol-
ogy spheres is additive under connected sums:
In(M1#M2) = In(M1) + In(M2).
In particular, In(S3) = 0 (if the modified tangent bundle
T ′S as defined in Section 4.3 is given the canonical framing).
Theorem 2. The invariant In(M) is a finite-type invariant of
degree n in both the algebraically split and Torelli senses for
framed rational homology spheres M , and it is universal for
integer homology spheres.
The phrase “finite-type invariant” merits some explanation.
In general, suppose that M is some set of topological objects
with the structure of a cubical complex C: Certain pairs of
elements are connected by edges, certain pairs of pairs form
squares, and so on. Then a function I on M (a topological
invariant) taking values in an abelian group extends to C by
taking alternating sums, or repeated finite differences. For ex-
ample, if M∅, M1, M2, and M12 form a square C, then we
can define
I ′′(C) = I(M∅)− I(M1)− I(M2) + I(M12).
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(We assume a suitable decoration on cubes to resolve the sign
ambiguity.) In this general context an invariant I is finite-type
of order n if the n+1st order finite difference I(n+1) vanishes.
Another view is to interpret S as a symbol for a formal linear
combination
S =M∅ −M1 −M2 +M12
and then extend I linearly. In this interpretation, we define
Mn to be the span (in the space of rational linear combina-
tions) of all n-cells of C.
As a motivating example, let Mn be the set of n-
dimensional parallelepipeds on a vector space (i.e., a collec-
tion of n vectors together with a base point). Then the func-
tions on the vector space that satisfy the above definition of
finite-type of degree n are the polynomials of degree n.
In our case, M is the set of homeomorphism types of ori-
ented rational homology 3-spheres, and the cubes in C are de-
fined in one of two ways: The vertices may be connected by
surgery on sublinks of an algebraically split link, or by Torelli
surgery on subsets of a collection of disjoint handlebodies.
Here an algebraically split link is a framed link whose link-
ing matrix is the identity; at the end of Section 6.4 we will
also consider a rational generalization. A Torelli surgery is
the operation of removing a handlebody from M and gluing
it back after applying an element of the Torelli group to the
boundary. (The Torelli group of a surface is the subgroup of
the mapping class group that acts trivially on homology.) Al-
gebraically split surgery was defined by Ohtsuki [25], while
Torelli surgery generalizes both blink surgery as defined by
Garoufalidis and Levine [15] and clasper surgery as defined
by Habiro [17]. Garoufalidis and Levine [15] showed that
these two notions of finite type are equivalent to each other
for integer homology spheres. Moreover, they showed that
there is a surjection
κ : Vn ։Mkn/Mkn+1, (4)
where k = 3 in the algebraically split case and k = 2 in the
Torelli case. A finite-type invariant is universal if its finite
difference of order kn is a right inverse
I(kn) :Mkn → Vn,
thereby showing that the map κ is an isomorphism. We will
argue universality directly in both cases. (Note that for un-
framed 3-manifolds, Mkn+j = Mkn+j+1 when k does not
divide j. The framed theory is the same except that M1 is
1-dimensional and detects change of framing.)
Finally in Section 6.5 we will prove the following theorem.
Theorem 3. There is an invariant δn(M) ∈ Vn of homology
3-spheres M decorated with a framing or bundled bordism
such that the difference
I˜n(M) = In(M)− δn(M)
is independent of the decoration. Moreover, the framing cor-
rection δn(M) is finite type of degree 1 in the Torelli and al-
gebraically split senses.
In particular, the unframed invariant I˜n(M) is also univer-
sal.
It is also known [14] that surgery on boundary links (links
whose components admit disjoint Seifert surfaces) again gives
an equivalent finite-type theory for integer homology spheres.
Thus Theorem 2 has the following corollary.
Corollary 4. The invariant In(M) is universally finite type
of order n for boundary link surgery in the class of integer
homology spheres.
We do not yet have a direct proof of Corollary 4. We also
have the following closely related conjectures.
Conjecture 5. The unframed invariant
ω(M) =
∑
n
mnI˜n(M),
where m = |H1(M ;Z)|, equals the surgery-defined invariant
of Le, Murakami, and Ohtsuki [23].
Conjecture 5 asserts that I˜n satisfies the Le-Murakami-
Ohtsuki surgery formula. At the moment, we can only com-
pute appropriate finite differences to find the highest order
term, analogous to the leading coefficient of a polynomial.
Since both invariants are universal, Conjecture 5 holds to
highest order.
Conjecture 6. The framing correction δn(M) vanishes for
n > 1.
By a remark in Section 5.1.2, Conjecture 6 holds for n even.
1.1 Related work and further directions
These definitions and results generalize to arbitrary rational
homology spheres and to links in rational homology spheres.
One interesting variant that we have not analyzed is the defi-
nition of Axelrod and Singer [3, 4], further developed by Bott
and Cattaneo [6, 7]. The main difference between that defi-
nition and the one due to Kontsevich (and ours) is that Kont-
sevich punctures the 3-manifold M so that the space of pairs
of distinct points in M (the building block of the space P
above) is a homology 2-sphere, while Axelrod and Singer
“smear out” the puncture using a volume form. These vari-
ations were considered in more detail by Cattaneo [9]. In this
article we use a compact version of Kontsevich’s space, de-
noted Ce,∞(M); without puncturing it would be just Ce(M).
Algebraically, we need to know that
H2(Ce,∞(M);Q) ∼= Q.
Following Axelrod and Singer, one could, without puncturing
M , choose a propagator
α ∈ Z2(Ce(M);Q)
2
such that the coboundary satisfies
δα = µ⊗ 1 + 1⊗ µ,
where µ is a cocycle in Z3(M).
Taubes [27, 28] defines and studies an invariant that is very
close to the invariant I1(M) that we define, using the canoni-
cal framing of a rational homology 3-sphere. He finds that his
quantity is invariant under spin cobordism, implying that it
is trivial for integer homology 3-spheres. On the other hand,
Theorems 2 and 3 imply that our invariant is the Casson in-
variant. (A standard relation for the Casson invariant [1] im-
plies that it is finite type of degree 3 in the algebraically split
sense; on the other hand the space of invariants of this degree
is 1-dimensional [25].) We have no explanation for the dis-
crepancy, but we plan to consider the invariant I1(M) in more
detail in a future article [10].
Two other generalizations that can be considered are in-
variants of graphs in 3-manifolds, and invariants associated
to other flat connections [6]. We will analyze these in future
work. Among other things, there should be a general relation
between flat bundles and links in 3-manifolds on the one hand
and finite covers and branched covers on the other hand [13].
Kontsevich has discussed yet other generalizations. There
should be corresponding invariants for a higher-dimensional
smooth, framed manifold M which produce certain char-
acteristic classes of an M -bundle over another topological
space [20]. Our analysis may extend to these invariants. (Al-
though the methods are still combinatorial, they do use the
tangent bundle, so it’s not clear if the invariants would de-
scend to PL invariants.) More recently [21], he explained that
all perturbative invariants are examples of homotopy functors
from a certain category of coordinate patches in M .
A more exotic possible generalization would be to pass
from three real dimensions to three complex dimensions. It
is possible that the holomorphic cohomology of a Calabi-Yau
3-fold has all of the necessary properties to generalize the def-
inition of the invariant In.
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2 HOMOLOGICAL CONVENTIONS
None of the ideas in this article depend in any fundamen-
tal away on the model of homology used: De Rham, singular,
simplicial/cellular, ˇCech, etc. For concreteness it is conve-
nient to use simplicial homology with coefficients in Q and
with unspecified triangulations. We will henceforth omit the
coefficients. (Note that most of the constructions would work
identically with arbitrary coefficients.)
Recall that the cup product in simplicial homology depends
on an ordering of the vertices, and that it is not graded com-
mutative on the level of chains. This deficiency can be amelio-
rated when working over Q or any other coefficient ring that
contains Q. Namely, we can average over the (a + b + 1)!
orderings of the vertices of each a + b-simplex when taking
the cup product of an a-cochain and a b-cochain. If such a
cochain is a cocycle, then it can be represented by a differen-
tial form which is constant on each simplex, and a cup product
is then identically equal to the corresponding wedge product.
In this sense, simplicial cohomology is a kind of “mock De
Rham cohomology”.
The degenerate locus Q is constructed as a semi-algebraic
set rather than with a cut-and-paste method. Hence it does
not a priori have simplicial homology. A foundational result
of Hironaka states that semi-algebraic sets can be ambiently
triangulated, and the simplices of such a triangulation can be
straightened [18, 19].
We will need the following extension lemma, which is ele-
mentary in the setting of simplicial cohomology.
Lemma 7. If K is a subcomplex of a simplicial complex L,
and if a cohomology class α ∈ H∗(K) extends to a class
β ∈ H∗(L), then any simplicial cocycle in K representing α
extends to a cocycle in L representing β.
3 JACOBI DIAGRAMS
In this section we review the definition of different kinds
of Jacobi diagrams, which are also variously called chord di-
agrams, Chinese characters, Chinese character diagrams, and
Feynman diagrams. Technically we will need this formalism
only much later (in Lemma 9 and Section 6), but we present it
here as a fundamental preliminary.
3.1 Parity functors
Let P be the category of two-element sets in which mor-
phisms are bijections; it has a natural tensor product opera-
tion if you view it as the category of affine spaces over the
multiplicative group {1,−1}. (More concretely: The iden-
tity map from any object of P to itself is called 1 and the
other map is called −1. If A = {a, b} and X = {x, y}
are in P , then A ⊗ X has the two elements {(a, x), (b, y)}
and {(b, x), (a, y)}.) A parity functor is a functor from some
other category with invertible morphisms to P . For exam-
ple, let A(S) be the set of sign-orderings of a finite set S,
i.e., the set of linear orderings quotiented by the action of the
alternating group Alt(S). A and the orientation functor for
finite-dimensional vector spaces are the two most commonly
used non-trivial parity functors. (Arguably the trivial func-
tor 1, a special case of which is defined below, is even more
commonly used.)
Let G be the category of connected, finite graphs Γ (multi-
ple edges and loops are allowed) in which the morphisms are
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graph isomorphisms. One can consider the following parity
functors on G:
1(Γ) is the trivial functor that takes every graph to {1,−1}.
A(Γ) is the set of sign-orderings of the edges of Γ.
B(Γ) is the set of sign-orderings of the odd-valence vertices.
C(Γ) is the set of sign-orderings of the even-valence vertices.
D(Γ) is the set of orientations of all edges, quotiented by the
operation of negating any two.
E(Γ) is the set of sign-orderings of the flags (pairs consisting
of an edge and one of its vertices).
F(Γ) is the set of sign-orderings of the edges incident to each
vertex, up to negating any two sign-orderings.
G(Γ) is the set of sign-orderings of all vertices, equivalently
the set of orientations of the vector space of simplicial
0-chains Z0(Γ;R).
H(Γ) is the set of orientations of the vector space of 1-chains
Z1(Γ;R).
I(Γ) is the set of orientations of H1(Γ;R).
These functors, modulo isomorphism of functors (via natu-
ral transformations), generate an abelian group with exponent
2 (since X ⊗X ∼= 1 for any parity functor X) with the rela-
tions:
E ∼= D H ∼= A⊗E
F ∼= B⊗E I ∼= G⊗H
G ∼= B⊗C
For example, the functors D and E are isomorphic as follows:
An orientation of an edge e of a graph Γ can be expressed as
an ordering of the two flags that include e. Listings the edges
e1, e2, . . . , en in any order, we get an ordering of the flags
f1,1, f1,2, f2,1, f2,2, f3,1, f3,2, . . . , fn,2,
where the flags of the edge ei are ordered (fi,1, fi,2). The
sign of this ordering of the flags does not depend on the or-
dering of the edges, establishing a canonical isomorphism
D(Γ) ∼= E(Γ). We leave the other relations as an exercise.
Each parity functor determines a homomorphism
Aut(Γ)→ {1,−1}.
There are choices for Γ for which A, B, C, and D induce in-
dependent homomorphisms, for example the one in Figure 1.
FIGURE 1: A graph demonstrating independence of parity
functors A, B, C, and D.
Thus, no further relations are possible. The parity functors
listed above can be expressed in terms of the four generators
according to Table 1.
A B C D E F G H I
A • • •
B • • • •
C • • •
D • • • • •
TABLE 1: Nine parity functors in terms of four generators.
On the subcategory of G of odd-valence graphs, C ∼= 1, but
A, B, and D remain independent.
We define a Lie orientation of Γ to be an element of
(D ⊗ G)(Γ). This parity functor is naturally associated to
invariants and characteristic classes of odd-dimensional man-
ifolds. In the association between graph homology and the
twisted equivariant homology of “outer space” [11, 20], the
isomorphic parity functor A ⊗ I appears. The parity functor
F⊗C is also isomorphic; Bar-Natan [5] defines Lie orienta-
tions in the odd-valence case using just F. Note that the parity
functor A leads to the other kind of graph homology; it corre-
sponds to the untwisted equivariant homology of outer space
and to configuration spaces on even-dimensional manifolds.
3.2 Diagrams and relations
A closed Jacobi diagram is a Lie-oriented graph Γ with
trivalent vertices. (A non-closed Jacobi diagram may also
have univalent vertices.) A closed diagram has 2n trivalent
vertices if and only if it has n+ 1 loops, where the loop num-
ber is just the first Betti number of the diagram. The Vassiliev
space Vn is the vector space over Q of isomorphism classes
of connected Jacobi diagrams with n + 1 loops, modulo the
Jacobi relation (also called the IHX relation):
= − (5)
This is a linear relation among any three graphs that are the
same except at the indicated subgraphs. The edges incident to
each vertex are cyclically ordered clockwise in the diagram.
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This is an F-orientation (the blackboard orientation), which
by previous considerations is equivalent to a Lie orientation
for trivalent graphs.
We will also consider dual vectors w ∈ V ∗n , which are
called primitive weight systems.
Remark. The IHX relation is compatible with many kinds
of decorations on Jacobi diagrams. The edges may be or-
dered; the homology or the fundamental group may have dis-
tinguished elements or other decorations; there may be univa-
lent vertices which may or may not be labelled; and the dia-
gram may be attached to a link or a graph. These decorations
are important for generalizations of the invariant In(M) and
for analyzing Vassiliev spaces, but in this article we only need
the simplest of all Vassiliev spaces.
Example. The spaces Vn are 1-dimensional for n = 1, 2. For
n = 1 there is only one diagram, the theta graph:
For n = 2 there are two, a double theta and a tetrahedron, and
the former is twice the latter:
= 2
As above, we assume the blackboard orientation in this equa-
tion.
4 CONFIGURATION SPACES
In this section we will define a certain compactification of
the configuration space of maps from the vertices of a graph
Γ to a manifold M such that vertices connected by an edge
are distinct. The idea is to blow up diagonals corresponding
to the edges in the space of all maps MΓ. This is more com-
plicated than one might expect, since these diagonals are not
mutually transverse. We will rely on a general construction
for resolving non-transverse blowups of this type.
4.1 Blowups: The balls, beams, and plates construction
In this section we will discuss blowing up a manifold M
along a general type of closed subset X called a Whitney-
stratified space [16, 29]. By virtue of its Whitney stratifica-
tion, X decomposes into a locally finite, partially ordered set
of smoothly embedded manifolds,
X =
⋃
i∈S
Xi.
The decomposition and the partial ordering are compatible ac-
cording to the condition that
i ≺ j ⇐⇒ Xi ⊂ Xj ⇐⇒ Xi ∩Xj 6= ∅
for i 6= j. In our case, we additionally require thatX is locally
smoothly equivalent to a cone over another Whitney-stratified
space; i.e., for each p ∈ X there is a tangent cone TpX . We
call such a Whitney-stratified space cone-like; one which is
not conelike can have cusps and other singularities in which
strata kiss.
We will need a generalization of this definition which we
call a Whitney-stratified immersion. As before, X decom-
poses into smoothly embedded manifolds, and we assume that
i ≺ j ⇐⇒ Xi ⊂ Xj .
But the third condition, that Xi and Xj are disjoint if i and j
are incomparable, is replaced by two weaker conditions:
1. Each Xi is a union of strata.
2. If i1, . . . , in are an anti-chain, then the corresponding
strata Xi1 , . . . , Xin are mutually transverse.
Here an anti-chain is a pairwise incomparable set.
If M is a manifold with a cone-like, Whitney-stratified im-
mersionX , there is a way to blow up M alongX . It is conve-
nient (but not strictly necessary) to giveM a Riemannian met-
ric. The blowup BX(M) is formed by successively blowing
up Xi as i increases. This means that we replace each p ∈ Xi
by the set of rays in Tp(M) which are normal to Tp(Xi); here
Xi is the closure of Xi in the partially blown up model of M .
If some strata in an anti-chain intersect transversely, then their
blowups commute, so they can be performed in either order.
The result BX(M) is a smooth manifold with right-angled
corners: a manifold locally diffeomorphic to a closed cube. It
has a codimension 1 face Fi for each i, and the interior of Fi
blows down to the open stratumXi. Lower-dimensional faces
correspond to flags (ordered chains) of strata. This is topolog-
ically and combinatorially equivalent to the complement of
an open regular neighborhood of X . The latter is also called
the “balls, beams, and plates” construction when it appears in
geometric topology.
Example. Let M be a square and let X be a fish on a line, as
in Figure 2. Note that there would be a geometric pathology
at the univalent points if we tried to blow up all of X in one
go. These pathologies become extreme in high dimensions.
−→
X ⊂M BX(M)
FIGURE 2: Iterated blowup of a square at a fish on a line.
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Remark. The construction is actually more general in several
important respects. First, instead of a Whitney-stratified im-
mersion in a manifold, we could consider an immersion of
one cone-like space in another one. Even if the target space
is a manifold, this allows the blowup locus X to be a trans-
versely immersed submanifold, for example. Second, in our
blowups we quotient by multiplication by scalars in R+. We
could instead quotient by scalar multiplication by R∗ or C∗,
provided that the tangent cone at each point in X is invari-
ant under this larger group of homotheties. The iterated C∗
blowup of complex configuration spaces is called the Fulton-
Macpherson compactification [12].
4.2 Geometry of blowups
If p ∈ Fk blows down to q for q ∈ Xi, then p can be thought
of as a point “infinitely close” to q. More formally, it is an el-
ement of the quotient (Tq(M)−Tq(Xi))/R+, where R+ acts
by positive rescaling in the directions normal to Tq(Xi). We
can and will use the vector space structure of Tq(M) to de-
scribe p. If p lies in a corner of BX(M), for example in the
intersection of Fi and Fj for i < j, then it can be understood
as infinitely close to both Xi and Xj , but infinitely closer to
Xj than to Xi.
In the main construction we will label part of the blowup
locus as being “at infinity” and give Tp(M) an inverted linear
structure at points p in this locus. In the simplest example, M
has a marked point∞. Define Mfin, the finite part of M , as
Mfin =M \ {∞}.
If M has a Riemannian metric, then we can give Mfin an
asymptotically flat Riemannian metric by inverting the expo-
nential map from the point ∞. If we add a sphere at infinity
to Mfin in the usual way by adding endpoints to infinite rays,
the result Mfin is combinatorially equivalent to the blowup
B∞(M) of M at {∞}.
Although it is more complicated to describe, in the general
case any subcomplex Y ⊂ X can be considered the infinite
locus, and the blowup of M along Y can be given an inverted
geometry. The idea is to invert the exponential map normal to
each stratum Yi.
These geometries will be described more explicitly in the
case of interest in the next section.
4.3 Blowups for configuration spaces
Let M be a d-dimensional manifold and let Γ be a con-
nected graph with n vertices. The graphΓmay have self-loops
and multiple edges, but these do not affect the construction in
this section. Let the symbol Γ also denote the vertex set of Γ,
so that
MΓ = {f : Γ→M}
is equivalent to a Cartesian product M×n. Points in MΓ, and
in other spaces that we will form from it, are called configu-
rations. If Γ′ is a subgraph of Γ, let ∆Γ′ denote the diagonal
in MΓ in which all vertices of Γ′ are sent to the same point.
In order to define a Gauss map, we need to blow up the
diagonal ∆e for every edge e ⊂ Γ. Such a diagonal is called
principal, and blowing it up produces a codimension 1 face Fe
called a principal face. The principal diagonals are not mu-
tually transverse, so we must blow up other diagonals first.
Specifically, we blow up ∆Γ′ for every vertex-2-connected
subgraph Γ′ ⊆ Γ. (A cut vertex of a connected graph is a ver-
tex whose removal disconnects the graph. A graph is vertex-2-
connected if it is connected and has no cut vertices. Note that
a single edge is vertex-2-connected.) These will be used as the
strata in Section 4.1. Unless Γ′ is a single edge, the diagonal
∆Γ′ is called hidden and blowing it up produces a codimen-
sion 1 face FΓ′ called a hidden face. If Γ itself is 2-connected,
then FΓ is called the anomalous face. We denote the result
CΓ(M), the (compactified) Γ-configuration space of M . Its
construction is valid modulo the following lemma:
Lemma 8. The system of diagonals {∆Γ′} corresponding to
2-connected subgraphs forms a conelike, Whitney-stratified,
self-transverse immersion in MΓ.
Proof. (Sketch) Checking that the diagonals are Whitney-
stratified and conelike is complicated but routine; the more
significant issue is self-transversality.
We describe the minimal strata containing a configuration
c ∈MΓ. Let Γ1, . . . ,Γk be the connected components of the
inverse images in c of points in M , not including components
which consist of a single point. If c lies on some of the diago-
nals, then this list of subgraphs is non-empty. A subgraph Γi
might not be 2-connected. Rather, it is has tree-like structure
consisting of maximal 2-connected subgraphs which share cut
vertices. We call such a structure a cactus and the 2-connected
subgraphs lobes. A diagonal ∆Γ′ is a minimal stratum con-
taining c if and only if Γ′ is a maximal 2-connected subgraph
of some Γi. Checking that these strata are mutually transverse
is again complicated but routine.
Each codimension 1 face FΓ′ has a geometric structure that
we will use to describe certain gluings. The face FΓ′ fibers
over a smaller configuration space CΓ/Γ′(M), where Γ/Γ′ is
the graph Γ with Γ′ contracted to a vertex p ∈M . Let fΓ′,p be
a fiber where no other point of Γ is close to p. Then this fiber
is just CΓ′(TpM)/Th, where Th = Th(TpM) is the d + 1-
dimensional Lie group of translation and homothety (scalar
multiplication by R+) in the tangent space TpM . Later we
will need the quotient
cΓ(V ) = CΓ(V )/Th(V )
for an arbitrary d-dimensional vector space V . If Γ′ = e is
an edge, each fe,p is diffeomorphic to Sd−1. The reader can
check that CΓ(M) is dn-dimensional and that dn − 1 is the
total dimension of the fibration structure of each codimension
1 face.
The general corner (i.e., face with codimension ≥ 2) of
CΓ(M) is given by a list of codimension 1 faces that meet
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it, or equivalently a list of edges and 2-connected subgraphs.
In general corners in the balls, beams, and plates construction
can either come from transverse intersections or from flags
of strata; corners of both types are illustrated in Figure 2. In
our case corners that are purely of the first type have the same
combinatorics as the corresponding transverse intersections as
described in the proof of Lemma 8: As a configuration ap-
proaches the corner, the graph Γ develops one or more cactus
structures whose lobes are 2-connected subgraphs; the ver-
tices in each node converge and the nodes converge together.
Corners that are purely of the second type consist of nested
2-connected subgraphs
Γ1 ⊃ Γ2 ⊃ . . . ⊃ Γk,
where possibly the innermost graph Γk is a single edge. In
this case the vertices of each Γi draw together as a configura-
tion approaches the corner, but those of Γi+1 draw together at
a faster rate than those of Γi. Most corners are of mixed type:
Each is given by a cactus forest of 2-connected subgraphs, and
there may be more cactus forests nested in the cactus lobes.
Example. Figure 3 shows an example of a configuration c in
which nine vertices of Γ have converged. Because these ver-
tices form a double square and a triangle connected by an
edge, c lies on a principal face and two hidden faces. In addi-
tion two of the vertices in the double square have converged
more quickly to each other than to the other four vertices in
their cluster, which means that c lies on a second principal face
as well. Thus, the face has codimension 4. (Note that some of
the gluings described in Section 5.1 reduce the dimensions of
some of the faces and corners.)
FIGURE 3: A nested cactus configuration on a codimension
4 face.
In the main construction of the article, we work with M
a closed manifold with a marked point ∞ ∈ M . We will
need a compact configuration space CΓ,∞(M) which con-
tains the partially compactified space CΓ,∞(Mfin). For each
1-connected subgraph Γ′ ⊆ Γ, we blow up MΓ along the lo-
cus ∆∞,Γ′ where all vertices of Γ′ lie at the point∞. (It is not
enough to do this only for 2-connected subgraphs Γ′. In effect
Γ has been suspended from a special vertex ∞, and ∞ ∪ Γ′
is 2-connected if and only if Γ′ is 1-connected.) We treat this
locus as an infinite locus in the sense of the previous section.
These blowups together with the diagonal blowups yield the
space CΓ,∞(M).
Example. Suppose for simplicity that we only blew up MΓ
for one such subgraph Γ′ and that we did not blow up ∆Γ′′
for any subgraph Γ′′ of Γ′. Let RΓ′ be the set of endpoints
of rays in MΓ′fin, which is asymptotically flat just as Mfin is.
Then the blown up locus is RΓ′ ×MΓ−Γ
′
fin . In a configuration
in the blown up locus, the vertices of Γ′ lie at an astronomical
scale compared to Mfin. We retain the relative distances be-
tween these points and Mfin and the angles, but not the scale
of these distances relative to the internal geometry of Mfin.
See Figure 4.
Finally, to match the inverted geometry at ∞, we will use a
modified tangent bundle T ′M . This is the unique bundle on
M whose sections pull back to asymptotically constant sec-
tions on TMfin; alternatively, it is the push forward of the
bundle T (M#B3) to M , mapping the boundary sphere of
B3 to a point and identifying the fibers of TB3 using its nat-
ural trivialization (from the inclusion B3 ⊂ R). If M is an
orientable 3-manifold, T ′M is isomorphic to TM since they
are both trivial, but the isomorphism is not canonical. (Note
that T ′Sd is always trivial, while TSd is non-trivial for even
d.)
Mfin
FIGURE 4: A configuration at the astronomical scale.
5 EXISTENCE OF THE INVARIANT
5.1 The gluings
In this section we will construct a grand configuration space
Cn using all decorated, closed Jacobi diagrams Γ with n + 1
loops. Multiple edges are allowed, but self-loops are not. The
way that we decorate the diagrams is that we explicitly orient
every edge and we fully order the edges. We will need the
Lie orientation of Γ only later, in Lemma 9. The vertices of
Γ are not ordered. Let Ĵn be the set of such diagrams up to
isomorphism.
Let M be a closed 3-manifold with a marked point ∞, and
assume a framing of the modified tangent bundle T ′M . This
is equivalent to an asymptotically constant framing of Mfin
and is not much different from a framing of M .
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We start with a dismembered version of the Gauss map Φ.
Let Cn(M) be the disjoint union of all CΓ,∞(M):
Cn(M) =
∐
Γ∈Ĵn
CΓ,∞(M)
and let
P (M) = Ce,∞(M)
where the graph e is an edge. The map
Φ : Cn(M)→ P (M)
×3n
is defined in the kth factor by erasing the vertices of Γ other
than the two in the kth edge. Thus the configuration space
P (M) is a kind of topological propagator. It has the desired
homologyH2(P (M)) ∼= Q, but Cn(M) has no degree 6n (or
top) homology because each component has faces. So we will
glue the faces of Cn(M) to each other, or otherwise cap, col-
lapse, or relativize them, and correspondingly modify P (M)
as necessary without destroying its homology. This process
is equivalent to Kontsevich’s arguments that certain improper
integrals vanish or cancel. The result will be a commutative
diagram:
Cn(M) P (M)
×3n
Cn(M) P (M)
×3n
Φ
Φ
As desired, the Vassiliev space Vn will appear as a quotient of
the top cohomology of the glued configuration space Cn(M)
computed relative to the the degenerate locus D.
The gluings are as follows:
p q p q p q
p q p q p q
FIGURE 5: Identifying six principal faces.
Principal faces: For each simple edge e we glue together
the principal faces Fe of the configuration spaces
CΓ,∞(M) for six different graphs Γ. The graphs are
paired by reversing the orientation of e, and the three
pairs differ by the Jacobi relation with e in the middle,
as in Figure 5. The ordering of the edges changes only
implicitly, by virtue of the fact that the edges are re-
connected. (This rule implies that six distinct faces are
always glued.)
Hidden faces: Recall that the hidden faces correspond to 2-
connected subgraphs Γ′; a double edge is counted as a
hidden face rather than a principal one. Suppose that a
pair of edges e1 and e2 in Γ′ separates it into two sub-
graphs Ψ1 and Ψ2. Then we can glue FΓ′ to another
face in which e1 and e2 are switched and their orien-
tations are reversed. Since all points of Γ′ lie in some
tangent space TpM , modulo the homothety group, we
can describe this operation explicitly in terms of linear
algebra in TpM . We leave Ψ2 fixed and send every ver-
tex q ∈ Ψ1 to q − e1 − e2, where e1 and e2 also denote
vectors corresponding to the edges e1 and e2 point from
Ψ2 to Ψ1. Note that this involution changes the extra
decoration on Γ, namely the ordering and orientation of
its edges, but not the underlying graph.
We need to know that there is at least one involution.
since Γ′ is not all of Γ, it has a vertex q connected to
Γ \ Γ′. Since Γ′ is 2-connected, q has valence 2 in Γ′.
We let Ψ1 be q and call the neighboring vertices p1 and
p2, so that e1 = (p1, q) and e2 = (p2, q). (If Γ′ is a dou-
ble edge, then p1 = p2.) Figure 6 illustrates the hidden
face involution in this case.
p1
q
p2
q′
FIGURE 6: The involution for a hidden face.
The anomalous face: This face is a compactification of a
bundle with fiber cΓ(T (M∞)) over Mfin. We identify
all fibers with each other using the framing of Mfin. We
perform the same operation in the topological propaga-
tor P (M).
The unique face corresponding to Θ, the unique Ja-
cobi diagram with two vertices, is treated as anomalous
rather than principal or hidden.
8
Infinite faces: First, the topological propagator P (M) has
two semi-infinite faces with one vertex at infinity and
the other not, and it has a totally infinite face with both
vertices at infinity. A configuration in any of these faces
determines an element of S2 by taking the unit vec-
tor point from vertex 1 to vertex 2. We identify all
three faces with standard S2 using this correspondence;
this S2 is necessarily identified with the remnant of the
anomalous face of P (M). Denote the result P (M).
The infinite faces of the domain Cn(M), including the
totally infinite face, form the degenerate locus D. The
degenerate locus
Q =
⋃
A
QA × P (M)
×3n−|A|
is the union of pieces, one for each set A of the edges
numbered from 1 to 3n. Given A = {a1, . . . , ak}, the
locus QA consists of those elements
(va1 , . . . , vak) ∈ (S
2)×A
such that the unit vectors {vai} can be realized as the di-
rections of the edges of some graph with k edges which
has been linearly mapped into R3. The graph is required
to have no vertices of valence 1 and at most one of va-
lence 2, although multiple edges are allowed.
The result is a glued configuration space Cn(M) and a
glued topological propagator P (M).
5.1.1 The transitive closure of the gluings
To describe the transitive closure of the gluings of the prin-
cipal and hidden faces, we begin with the geometry of the con-
figuration space after only the principal faces are glued. The
principal edges of a configuration c form a forest of trees in the
graph Γ. (Because of the hidden blowups, these edges cannot
form closed loops.) By virtue of the principal blowups, which
may be performed simultaneously after all hidden blowups,
each of these edges has a well-defined direction but not a
length, not even a relative length when compared with any
other edge of Γ. The principal gluings then identify c with
all other configurations in which each tree of principal edges
is replaced by some other tree with the edges pointing in the
same directions. In the glued space the trees lose their iden-
tity. The data that remains is a graph Γ in which each tree of
principal edges in Γ is contracted to a point; a vertex in Γ at
the point p ∈ M of valence n > 3 is also assigned a list of
n− 3 unit tangent vectors in TpM .
Some of the corners that are glued to each other do not have
the same dimension, because the reconnection in Figure 5
can changed whether or not a subgraph is 2-connected. Sec-
tion 4.3 describes how a corner before gluing is determined by
nested cactus structures in the diagram Γ, and that the codi-
mension of the corner equals the total number of lobes of the
cacti. After the gluings of the principal faces, a general corner
is described by the contracted graph Γ together with nested
cacti in Γ. Each lobe of each cactus now corresponds to a
hidden face and cannot be a single edge. The total codimen-
sion of the corner is then the total number of principal edges
in Γ plus the total number of cactus lobes in Γ. For exam-
ple, before the principal gluings the configuration on the left
in Figure 3 lies on a codimension 4 face. The reconnection in
Figure 5 glues it to the codimension 5 face in Figure 7.
FIGURE 7: A cactus configuration on a codimension 5 face.
Assuming that the principal gluings are completed, we de-
scribe the hidden face involutions. The description rests on
two facts. First, following the description in the previous para-
graph, a hidden face involution always glues together faces of
the same dimension. If two edges e1 and e2 of a configura-
tion of some face separate the contracted subgraph Γ′, then
the inverse image of a cactus lobe in Γ contains either both or
neither. This is true even if one or both of e1 or e2 is prin-
cipal. Second, the involutions for any given Γ generate a fi-
nite group, because they are given by permuting and reversing
edges. (In fact it is a product of symmetric groups, each acting
on an equivalence class of edges, where two edges are equiv-
alent if they separate Γ′.)
5.1.2 Remarks on the construction
The entire construction has a folded version in which
P (M) is defined as the space of unordered pairs of points,
the Cartesian product P (M)×3n is replaced by the symmet-
ric power S3n(P (M)), and R+-blowups are replaced by R∗-
blowups throughout. The propagator space P (M) becomes a
homology RP 2 rather than a homology sphere, and its rele-
vant second cohomology group has coefficients in the twisted
flat line bundle over P (M) or P (M). The edges of Γ are
no longer explicitly oriented, nor are the edges ordered. This
version is formally cleaner, but it is harder to visualize. It es-
sentially hides signs and denominators in homological algebra
rather than removing them.
Many hidden faces admit more symmetries than those gen-
erated by the given involutions. Namely for each subgraph
Γ′′ ⊂ Γ′ connected to Γ′ at two vertices p1 and p2, we can
reverse every edge in Γ′′ and switch p1 and p2 relative to
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Γ′′ \ Γ′. Also we can reverse every edge of Γ′. These in-
volutions generate a larger gluing group. The key property of
any such gluing group is that half of its elements negate the
map f in Lemma 9. Reversing Γ′′ has this effect if and only
if Γ′′ has an odd number of edges plus vertices; reversing all
of Γ′ does if and only if it has an even number of edges plus
vertices. Thus reversing a single edge does not negate f , but
if n is even, reversing all of Γ in the anomalous face does [4,
§6]. This removes the need to collapse the anomalous face us-
ing the framing; in physics terminology, the anomaly cancels.
The other involutions available also eliminate the anomaly if
Γ isn’t edge-3-connected.
Kontsevich [20] blows up every diagonal of M×2n to form
an analogue of CΓ(M) that does not depend on Γ. While
his convention may have a rigorous analytic interpretation, it
does not work well in topologically, because a hidden face
involution can send some vertices of Γ′ on top of others. In
other works [7, 26, 30] (and in the first version of this work),
the diagonal ∆Γ′ is blown up for every connected subgraph
Γ′ ⊆ Γ. Then the hidden face involutions are more compli-
cated and also inconsistent at corners. The usual remedy is to
observe that corners are irrelevant to degree calculations; only
codimension 1 faces are important. This is equivalent to rele-
gating all of the corners and their images to the relative locus.
We feel that it is more natural to only blow up up ∆Γ′ when
Γ′ is 2-connected.
Another approach to relativizing the semi-infinite faces,
which may be what Kontsevich had in mind, is power count-
ing. If α ∈ H2(P (M)) (defined in Section 5.3) is a Hodge
form, it vanishes as L−2 on a length scale L in the asymptotic
part of P (M). At the same time the available volume for a
single vertex grows as L3. The product is a negative power of
L for semi-infinite faces of CΓ(M), which means that these
faces are irrelevant in the degree formula forΦ. It may be pos-
sible to phrase this argument in terms of spectral sequences of
filtrations, since P (M)×3n can be filtered according to how
many coordinates lie in S2 ⊂ P (M), while Cn(M) can be
filtered according to how many vertices are at infinity.
The power counting argument does not work for the totally
infinite face. In this case an alternative is to cap FΓ,∞(M)
with CΓ(S3), since the geometry of the face does not depend
on the manifold M .
5.2 The bordism variant of framings
Instead of collapsing the anomalous face of CΓ(M), we
can instead cap it using a bordism of M . Although a special
case of this formulation is entirely equivalent to the framing
approach, it will be more convenient for the constructions in
Section 6.4.
More precisely, let W be a 4-manifold bounded by M and
let E be a 3-plane bundle that restricts to T ′M on M . Then
we can cap the anomalous face FΓ(M) with a certain config-
uration bundle cΓ(E) over W for all graphs Γ. The fiber over
p ∈ W of this bundle is the configuration space cΓ(Ep) of
the fiber Ep. This configuration bundle has its own principal
and hidden faces, which are glued in the same way as faces of
CΓ,∞(M) to form a bundle cn(E). All of the other faces of
CΓ,∞(M) are also glued the same way as before. We denote
the resulting glued space Ĉn(M).
Likewise we can cap the diagonal face of P (M) with
ce(E), which is just the unit sphere bundle SE. We can also
refrain from collapsing the semi-infinite faces or the totally
face of P (M). Call the result P̂ (M). This propagator space
may have some spurious second cohomology coming from the
homology of W , but there is a unique second cohomology
class in SE which can be represented by a cocycle which is
antisymmetric under the antipodal map on fibers. (The antipo-
dal map on the fibers, which extends to the map switching the
two factors of C2(M), splits the (rational) cohomology into
the odd and even subspace. All the cohomology classes from
W are even, by definition.) This class extends to the propaga-
tor class α ∈ P̂ (M). The Gauss map Φ is defined as before.
If T ′M has a framing that extends to E, then there is a quo-
tient map
pi : Ĉn(M)→ Cn(M)
given by collapsing W to a single point (and E to a single
fiber). The map pi induces an isomorphism of the top homol-
ogy of the configuration spaces, and the analogous map on
propagators takes α to α. (This property can be used as the
definition of α ∈ P̂ (M).) The map pi then forms a commuta-
tive square with Φ:
Ĉn(M) P̂ (M)
×3n
Cn(M) P (M)
×3n
Φ
Φ
pi pi
This square and the isomorphism properties of pi demonstrate
that, if the bundle E matches the framing of T ′M , Ĉn(M)
produces the same invariant In(M) as Cn(M).
Indeed, the bordism W need not be a manifold, but only a
homology manifold. (A homology n-manifold for us is a sim-
plicial complex such that the link of each vertex is a homology
n− 1-manifold and a homology n− 1-sphere.) In particular,
if W is the cone over M , a bundle over W extending T ′M is
equivalent to a framing of T ′M .
5.3 Cohomology
Lemma 9. The top cohomology of the glued configuration
space Cn(M) is independent of M and has a surjection onto
the Vassiliev space Vn:
H6n(Cn(M), D)։ Vn.
Proof. Let Xn be the union of all faces of Cn (both finite and
infinite) and let Xn be its image in Cn. Consider the coho-
mology exact sequence of the triple D ⊂ Xn ⊂ Cn:
H6n−1(Xn, D)→ H
6n(Cn, Xn)→ H
6n(Cn, D)→ 0.
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On the other hand,
H6n(Cn, D ∪Xn) ∼= H
6n(Cn, Xn) ∼=
⊕
Γ∈Ĵn
QΓ
since D ∪ Xn cuts Cn into the pieces of Cn, and on each of
these we have a unique top cohomology class, the fundamen-
tal class. Thus, H6n(Cn(M), D) is a space of graphs modulo
some relations. These graphs are not quite Lie-oriented as in
the definition of Vn, since the edges are labelled and each edge
is oriented. (A Lie-oriented graph has a global choice of ori-
entations up to sign). But there is a forgetful map f from Ĵn
to Lie-oriented graphs.
To prove the lemma, we only need to check that the rela-
tions given by H6n−1(Xn, D) become trivial or the Jacobi
relation under f . The space H6n−1(Xn, D) might be rather
complicated, but by the same exact sequence it is generated
by one cohomology class for each face (of Cn). By cases:
Principal Faces: The sum of the six graphs in Figure 5 de-
scends to the Jacobi relation.
Hidden faces: We glue together several different graphs
which become identical (up to sign) under f . Each in-
volution defined in Sections 5.1 negates f(Γ). For ex-
ample, if the graph Ψ2 is the single point q, then
q 7→ p1 + p2 − q
is orientation-reversing, and two edges are reversed.
Thus half of the elements of the group generated by
these involutions negates f(Γ), so the total sum van-
ishes.
Infinite faces: Since cohomology is computed relative to
these faces, they impose no relation.
Anomalous face: Since we reduce the dimension of this face,
it imposes no relation.
Remark. It may appear as if we are discarding informa-
tion present in the rest of H6n(Cn(M), D) by relying on
Lemma 9. However, the arguments of Section 6.4 im-
ply that any invariant determined by the action of Φ on
H6n(Cn(M), D) is finite type. Since In is universal among
finite type invariants by Theorem 2, it determines all other
such invariants. In the minimal construction mentioned in
Section 5.1.2, H6n is isomorphic to Vn; the spurious coho-
mology is absent.
Lemma 10. IfM is a rational homology sphere, then the sec-
ond cohomology H2(P (M)) of the glued topological propa-
gator is generated by the fundamental class α of the standard
sphere S2 ⊂ P (M). Moreover, there is a well-defined coho-
mology class
α⊗3n ∈ H6n(P (M)×3n, Q).
Proof. The existence of α originates with the geometry of the
configuration space Ce,∞(M). This is a manifold with cor-
ners whose interior is M×2fin \∆, the space of pairs of distinct
points in Mfin. If Mfin = R3, it is clearly homotopy equiva-
lent to S2. In the general case it has the same homology by a
Mayer-Vietoris argument. Each of the gluings used to make
P (M) from P (M) is chosen to preserve the second cohomol-
ogy, although higher cohomology may also appear.
The class α⊗3n clearly exists in the absolute cohomology
H6n(P (M)×3n); the question is whether it exists uniquely in
cohomology relative to Q. Observe first that if |A| = k, then
QA ⊂ (S2)k has codimension at least 3. Each allowed graph
Γ′ on A with k edges (of which there are finitely many) has
at most (2k + 1)/3 vertices. Thus there are at most 2k + 1
degrees of freedom in embedding Γ′ in R3. In addition, 4
of these degrees of freedom are absorbed by invariance under
the homothety group Th(R3), so QA has dimension at most
2k − 3.
Choose a point
p = (p1, . . . , p3n) ∈ (S
2)×3n \Q.
For each i, choose a cocycle αi ∈ Z2(P (M)) that repre-
sents the class α and that is localized at pi (or for concrete-
ness, a small simplex containing pi) in the standard sphere
S2 ⊂ P (M). Recall that the space of relative cocycles
Z6n(P (M)×3n, Q) is a subspace of the space of absolute co-
cycles Z6n(P (M)). The cocycle
αp = α1 ⊗ . . .⊗ α3n
exists as a relative cocycle because it avoids Q. It represents a
non-trivial cohomology class because relativization can only
diminish the space of boundaries. Thusα⊗3n exists in relative
cohomology.
To show uniqueness, suppose that a ⊂ S2 is an arc con-
necting p1 with some point p′1 and which is disjoint from Q:
a× (p2, p3, . . . , p3n) ⊂ (S
2)×3n \Q.
If α′1 represents α and is localized at p′1, then there is a 1-
cochain β localized along a which is a homology between α1
and α′1:
δβ = α′1 − α1.
In this case
β ⊗ α2 ⊗ α3 ⊗ . . .⊗ α3n
is a homology between αp and αp′ , where
p′ = (p′1, p2, p3, . . . , p3n).
Since Q has codimension 3 in (S2)×3n, any two points in its
complement can be connected by a sequence of moves of this
type. Hence α⊗3n is unique.
Having defined all elements of the map (2) and equation (3)
(taking Cn = Cn(M) and P = P (M)), the definition of
the invariant In(M) for framed, rational homology spheres is
complete.
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6 PROPERTIES
6.1 Connected sums
In this subsection we prove Theorem 1. Although the con-
clusion is in the spirit of properties of surgery, the argument
has more in common with the definition of Iw(M).
Suppose that M =M1#M2 is a rational homology sphere.
We may realizeMfin by patching very small copies of (M1)fin
and (M2)fin into a flat R3, as in Figure 8. In fact, (M1)fin
and (M2)fin can be infinitely small. More precisely, we blow
up R3 (with the trivial framing) at (0, 0, 0) and (1, 0, 0) and
we glue the spheres at infinity of (M1)∞ and (M2)∞ to the
blown up points. In addition to the astronomical scale used to
compactifyMfin, this geometry gives it an intermediate scale,
which we called the planetary scale. On the planetary scale,
(M1)fin and (M2)fin are reduced to points but are a unit dis-
tance from each other. Call the set of points in this region
Pl(M1,M2).
We use the planetary scale to compactify P (M) slightly
differently. If (p, q) ∈ P (M) and at least one of p and q is in
Pl(M1,M2), or if one is in (M1)fin and the other is in (M2)fin,
we glue (p, q) to the point in S2 given by the direction from p
to q.
M1 M2
FIGURE 8: The planetary scale for M1#M2.
We may slightly enlarge the degenerate locus Q without
changing H6n(P (M)×3n, Q). In the definition of Q in Sec-
tion 5.1, we allow graphs in R2 with at most two vertices of
valence 2 rather than at most one, and we allow the graph
consisting of a single edge from (0, 0, 0) to (1, 0, 0) (or vice
versa). The resulting locus Q′ has codimension 2 rather than
codimension 3, but 2 is still enough for the arguments of Lem-
mas 9 and 10
If a configuration in Cn(M) has any points at the planetary
scale as in Figure 8, or if it has some points in (M1)fin and
others in (M2)fin, then the map Φ sends it to the locus Q′.
The only other possibilities are that all vertices are in (M1)fin,
or that all vertices are in (M2)fin. This realizes the cocycle
α⊗3n as the sum of cocycles on Cn(M1) andCn(M2), which
establishes the identity
In(M) = In(M1) + In(M2).
6.2 Surgeries
In order to argue Theorem 2, we would like to add and sub-
tract the cohomological propagators for different 3-manifolds.
Since these propagators are defined on configuration spaces
for different manifolds, we will dismember the configuration
spaces so that some of the pieces are the same, and then cal-
culate with the propagators on these common pieces.
We begin by more precisely defining the cubical complex
C mentioned in Section 1 in the algebraically split and Torelli
cases.
We will consider a knot K in a 3-manifold M to be a
closed solid torus that does not contain the marked point ∞,
and a link L to be the union of finitely many disjoint knots
{K1, . . . ,Kk}. For each such link L we will consider the 2k
sublinks of the form
LI =
⋃
i∈I
Ki
where I ⊆ [k] = {1, . . . , k} is a set of indices. For each such
LI we will let MI be the result of +1 surgery on each com-
ponent of LI . Recall that a link L in an integer homology
sphere is algebraically split if the linking number between
each pair of components vanishes. In the case we interpret
the pair (M,L) as an element of M given by the alternating
sum
(M,L) =
∑
I⊆[k]
(−1)|I|MI .
Thus if f(M) is an invariant, then f (k)(M,L), the kth alge-
braically split finite difference of f , is defined by the same
sum.
We use the same conventions for Torelli surgery. As men-
tioned in the introduction, a Torelli surgery on an integer ho-
mology 3-sphereM consists of removing a handlebodyH and
gluing back a handlebody H ′ that differs by a surface auto-
morphism which acts trivially on H1(∂H) (an element of the
Torelli group of ∂H). The locus T of a Torelli surgery is the
union of finitely many disjoint handlebodies {H1, . . . , Hk}
(a multi-handlebody in M ), where each Hi is decorated with
an element of the Torelli group of ∂Hi. For each multi-
handlebodyT we will consider the sub-multi-handlebodiesTI
for each I ⊆ [k] and we let MI be the result of surgery on TI .
We let
(M,U) =
∑
I⊆[k]
(−1)IMI
and if f(M) is an invariant, we let f (k)(M,T ) be the kth
Torelli finite difference of f .
Consider a surgery (either algebraically split or Torelli) on
a manifold M in which a submanifoldN is replaced by some
other submanifold N ′. If M is framed, we will assume that
N ′ has a framing which agrees with the framing of N at the
boundary. Likewise if M has a bundle bordism (W,E), then
we will assume a cobordism W ′ between N and N ′ to attach
to W . If W has a bundle E extending the modified tangent
bundle T ′M , we can extend it to W ′. The choices for this ex-
tra data will not matter, as long as we always make the same
choice for a surgery component N which is shared by many
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multi-component surgeries. Note that because of spin obstruc-
tions, a framing does not extend across an algebraically split
surgery if any of the surgery slopes are odd. But bundle bor-
disms always extend.
6.3 Dismemberment and bubble wrap
The best way to understand dismemberment of a manifold
M is as a kind of blowing up. If S is a surface in M , we can
blow up M along S, which amounts to cutting M along S, to
make a manifold B. We can also add configurations in MΓ
that meet S to the blowup loci used to construct CΓ,∞(M).
Call the resulting configuration space CΓ,∞(B). There is a
blow-down map
pi : CΓ,∞(B)→ CΓ,∞(M).
For example, suppose that M consists of two manifolds M1
and M2 identified along a connected surface S. (It is immate-
rial here which of M1 and M2 has the point∞, as long as it is
not on S itself.) Then the blowup Z is
B =M1 ∐M2.
If e is an edge, then Ce(B) has four components, defined by
which of the vertices of the edge are in M1 and which are
in M2. The four components are homeomorphic to Ce(M1),
Ce(M2), M1×M2, and M2×M1. Their geometry is slightly
different, because if and p, q ∈ M are coincident on S, the
point (p, q) is blown up to record the direction from p to q
and the ratio of the distance from p to S to the distance from
q to S. Nonetheless by abuse of notation we will refer to the
components as Ce(M1), M1 ×M2, etc.
In the definition of Cn(M), the gluings of the hidden faces
and the anomalous face are difficult to reconcile with blowing
up along a surface S. However, the anomalous face poses no
problem if we cap it using a bundle bordism (W,E), since we
can then extend S to a hypersurface T in W and blow that
up too. Thus the topological propagator P̂ (M) can be dis-
membered to make P̂ (B). Instead of dismembering Ĉn(M),
we will pull back propagators defined on it to the pieces
CΓ,∞(M) and cΓ(E), which we will then dismember.
In comparing propagators, we only need to compare the
first algebraically split discrete derivative. Let M be an in-
teger homology sphere and let K = K1 ⊂ M be a knot. Let
M1 be the result of replacing K by K ′ in M , where K ′ and
K differ by a +1 Dehn twist.
Lemma 11. If two integer homology spheres M and M1 dif-
fer by +1 surgery on a knot K , and if α ∈ H2(P̂ (M))
and α1 ∈ H2(P̂ (M1)) are cohomological propagators, then
α1−α is homologous to β1⊗β1 on P̂ (M\K) = P̂ (MK\K ′),
where β1 is a 1-cocycle dual to a Seifert surface of K (a
Seifert cocycle).
J1 J2
K
−→
J1 J2
FIGURE 9: Linking two knots with unknot surgery.
Proof. We can measure α1 − α by pairing it with 2-cycles in
P̂ (M \ K). There are several kinds of these, but the only
kind that can have non-zero pairing is represented by a torus
J1× J2, where J1 and J2 are two disjoint knots in M \K . In
this case α measures their linking number in M :
〈J1 × J2, α〉 = lkM (J1, J2)
Likewise α′ measures their linking number in MK . The dif-
ference is the product of linking numbers with K:
lkM1(J1, J2)− lkM (J1, J2) = lkM (J1,K)lkM (J2,K)
This is easy to see when K is an unknot, since surgery on K
has the effect of twisting J1 and J2 about each other without
changing M , as in Figure 9. Since α1 − α pairs with homol-
ogy classes in the same way as β1 ⊗ β1, the two cocycles are
homologous.
The significance of Lemma 11 is that by Lemma 7, we can
define α1 to be an extension of α adjusted by β1:
α1
def
= α+ β1 ⊗ β1 (6)
on P̂ (M \K). Note also that we can assume that the support
of β1 is a neighborhood of any desired Seifert surface S of K .
The next case is algebraically split surgery with two com-
ponents. Let L = {K1,K2} be a link in M . Then the each of
the four topological propagators P̂ (M), P̂ (M1), P̂ (M2), and
P̂ (M1,2) dismember into nine pieces. The dismemberment of
P̂ (M) looks like this:
P̂ (K1) K1 ×M \ L K1 ×K2
M \ L×K1 P̂ (M \ L) M \ L×K2
K2 ×K1 K2 ×M \ L P̂ (K2)
Here we have circled P̂ (M \K1) and P̂ (M \K2). Choosing
Seifert surfaces S1 and S2 and Seifert cocycles β1 and β2, we
define α1 and α2 by equation (6) and the extension principle.
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We assume that S1 is disjoint fromK2 and vice versa. Finally
P̂ (MK1,K2) dismembers as follows:
P̂ (K ′1) K
′
1 ×M \ L K
′
1 ×K
′
2
M \ L×K ′1 P̂ (M \ L) M \ L×K
′
2
K ′2 ×K
′
1 K
′
2 ×M \ L P̂ (K ′2)
In this diagram the northwest square is shared with P̂ (M1),
while the southeast square is shared with P̂ (M2). By the
boundary-disjointness of the Seifert surfaces, if we define
αK1,K2 = α+ β1 ⊗ β1 + β2 ⊗ β2
on P̂ (M \L), we can extend it by α1 and α2 on the rest of the
shared pieces. This leaves the two remaining pieces K ′1 ×K ′2
and K ′2 × K ′1. We claim that α1,2 automatically extends to
these pieces, because they can cannot create any second ho-
mology. In other words, the inclusion
P̂ (M1,2) \ (K
′
1 ×K
′
2 ∪K
′
2 ×K
′
1) ⊂ P̂ (M1,2)
is an isomorphism on H2. This may be seen by a general
position argument, where we abbreviate the inclusion as just
X ⊂ Y : Since K ′1 × K ′2 and K ′2 × K ′1 are thickened 2-tori
in the interior of Y , a 6-manifold with boundary, any 2-cycle
in Y used to measure 2-cocycles can be perturbed to lie in X .
Furthermore, if a 2-cycle bounds a 3-chain in Y , the 3-chain
can be perturbed to lie in X as well.
Finally in the general case, let L = {K1,K2, . . . ,Kk} be
a k-component link in M . Given an arbitrary propagator α on
P̂ (M), we choose 1-cocycles β1, . . . , βk and construct prop-
agators αi and αi,j as above. If I has at least three elements,
then the dismemberment P̂ (BI) of P̂ (MI) consists entirely
of shared pieces. We define
αI = α+
∑
i∈I
βi ⊗ βi
on P̂ (M \L). We extend αI to each of the other shared pieces
by reusing either αi or αi,j . The conclusion is the following
technical lemma:
Lemma 12. Let L ⊂ M be a link with k components. For
each component Ki let βi be a Seifert cocycle. Then for each
I ⊆ [k], there is cohomological propagator αI on the mani-
fold MI such that
αI = α+
∑
i∈I
βi ⊗ βi
on P̂ (M \ L), and otherwise αI and αI′ agree on each com-
ponent shared by the dismemberments P̂ (BI) and P̂ (BI′) of
P̂ (MI) and P̂ (MI′) along ∂L.
Finally let Mdis be the union of the dismemberments BI
of all MI . Likewise let P (Mdis), CΓ,∞(Mdis), and cΓ(Edis)
be the union, respectively, of all dismemberments of topolog-
ical propagators, configuration spaces, and bundles associated
to each MI . We extend each αI by 0 to define it on all of
P (Mdis).
For Torelli surgery we will use a dual construction called
bubble wrap in which we glue configuration spaces together
instead of dismembering them. More precisely, if T ⊂ M
is a multi-handlebody with k componentsH1, . . . , Hk, and if
H ′1, . . . , H
′
k, the bubble-wrap modelMbub of the pair (M,T )
is given by gluing in both Hi and H ′i to M \T for each i. The
topological propagator P̂ (Mbub) and the configuration space
Ĉn(Mbub) are likewise formed from MI by gluing together
P̂ (MI) and Ĉn(MI), ranging over all I ⊆ [k], wherever these
spaces agree. In the Torelli analogue of Lemma 11, α1 − α is
null-homologous where it is defined. Consequently the above
reasoning allows us to choose the αI to agree on their com-
mon domains, which leads to the following conclusion.
Lemma 13. Let T ⊂ M be a multi-handlebody with k com-
ponents. Then the cohomological propagators αI , ranging
over all I ⊆ [k], form a cocycle α ∈ P̂ (Mbub).
Since in the bubble wrap model there is only one cocy-
cle, we will instead add and subtract cycles. For this pur-
pose, given a weight system w, we define µw,I as a cycle on
CΓ,∞(Mbub) by extending µw, which exists on CΓ,∞(MI),
by 0. Dually, all µw,I exist as chains on their common do-
mains on CΓ,∞(Mdis) and on cΓ(Edis), although they are
no longer cycles because of dismemberment and because we
have suppressed gluing. They form a chain µw.
6.4 The invariants are finite type
6.4.1 Torelli surgery
We first discuss the Torelli case since it is a bit simpler
than the algebraically split case. In light of Lemma 10, we
cannot take a tensor power of a cohomological propagator
α ∈ H2(P̂ (M)) at the cochain level; instead we use a ten-
sor product
α1 ⊗ α2 ⊗ . . .⊗ α3n.
Nonetheless the arguments of Section 6.3 apply to each αi
separately. For brevity we let γ be its pull-back under Φ∗ to
ĈΓ,∞(Mbub).
The constructions of Section 6.3 leave us with a cocy-
cle α on P̂ (Mbub) as well as a family of cycles µw,I on
ĈΓ,∞(Mbub), and we wish to compute the alternating sum
of pairings
I(k)w (M,T ) =
∑
I⊆[k]
(−1)|I|〈µw,I , γ〉.
Observe that the cycles µI form a parallelepiped in the vector
space of all cycles on ĈΓ,∞(Mbub). In other words, there is a
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cycle-valued, affine-linear functional µw(t), where t ∈ Rk is
a vector of parameters, such that
µw,I = µw(tI),
where (tI)i is 1 for i ∈ I and 0 for i 6∈ I . Let
Iw(t) = 〈µw(t), γ〉.
Then I(k)w (M,T ) is a finite difference
I(k)w (M,T ) = ∆1∆2 . . .∆kIw(t)|0 , (7)
where by definition
∆iI = I(ti)− I(ti + 1).
Also let
ν = ∆1∆2 . . .∆kµw(t)|0
be the finite difference as the cycle level; then
I(k)w (M,T ) = 〈νw, γ〉 (8)
Equation 7 passes from formal finite differences of 3-
manifold invariants to traditional finite differences of poly-
nomials. It follows that I(k)w (M) vanishes when k > 2n,
because Iw(t) is a polynomial of degree 2n in t. Indeed,
the cycle-valued finite difference ν vanishes identically when
k > 2n.
A more precise calculation gives us the borderline finite dif-
ference I(2n)w (M,T ). Observe that if a configuration f : Γ→
Mbub is disjoint from a bubble
Bi = Hi ∪H
′
i
of the Torelli surgery then at this point µw(t) is independent
of ti; consequently ν vanishes here. Since there are as many
bubbles as vertices, Γ must have exactly one vertex in each
bubble in the non-vanishing part of the pairing. Moreover the
bubbles are 3-manifolds; on their product, the cycle νw is just
the fundamental homology class times the weight w(Γ). So
we may write the pairing (8) as
∑
Γ
w(Γ)
∑
f :Γ→[2n]
〈[B1 ×B2 × . . .×B2n], γ〉. (9)
Given that in this sum each edge of Γ connects two distinct
bubble Bi and Bj , the corresponding factor of the cohomo-
logical propagator γ measures the linking between 1-cycles
in the handlebody Hi (or H ′i) and 1-cycles in the handlebody
Hj (or H ′j). This linking is the same before and after Torelli
surgery, and the inclusion Hi ⊂ Bi is an isomorphism in first
homology.
−→ τ1
τ2
τ3 τ4
λ12
λ13 λ14
λ23
λ34
λ42
FIGURE 10: Replacing a Jacobi diagram by a contracted ten-
sor.
In conclusion the pairing (9) becomes a contraction of ten-
sors: A vertex in the bubble Bi is replaced by the trilinear
form
τi : H
1(Bi)
×3 → Q
given by the triple cup product, an edge connecting Bi to Bj
is replaced by the pairing
λi,j : H1(Bi)×H1(Bj)→ Q
given by linking in any MI , and when an edge is incident to a
vertex, the tensors are contracted. Figure 10 gives an example
of such a replacement using arrow notation for tensor contrac-
tions [22]. These tensor expressions are summed over Jacobi
diagrams Γ with vertices decorated by bubbles. Finally there
is a factor of 23n(3n)! arising from orderings and orientations
of the edges of Γ, which are now vestigial. This leads to the
desired value for I(2n)(M,T ) (implicit in work of Garoufali-
dis and Levine [15]).
6.4.2 Algebraically split surgery
In the algebraically split case, there is one chain µw on all
ofCΓ,∞(Mdis) and on cΓ(Edis), but there are 2k cocycles αI .
These also form a parallelepiped in the space of all cocycles
on P̂ (Mdis), which is also encoded by an affine-linear func-
tion α(t), with t ∈ Rk, such that
αI = α(tI)
for all I ⊆ [k]. By Lemma (12), the function α(t) has the
explicit form
α(t) = α+
∑
i
tiβi ⊗ βi (10)
on the link complement M \ L; slightly more generally, the
formula also shows the dependence of α(t) on ti everywhere
outside of the componentKi. We correspondingly let
γ(t) = Φ∗(α1(t)⊗ α2(t)⊗ . . .⊗ αk(t)
in keeping with Lemma 10, and we define
κ = ∆1∆2 . . .∆kγ(t)|0 .
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We would like to compute
I(k)(M,L) =
∑
Γ
〈µw, κ〉. (11)
Two properties of this finite difference can be argued relatively
easily. If k > 3n, then κ vanishes identically, because γ(t) is
a polynomial of degree 3n in t. If k > 2, then κ vanishes
on cΓ(Edis), because on each component of Edis, γ(t) is ei-
ther proportional to a single ti (if the component bounds the
knot Ki) or it is constant (if the component is shared for all
surgeries).
As with Torelli surgery, the marginal case k = 3n simplifies
because κ is non-zero only when Γ is distributed among all
components of the surgery. The following lemma expresses
this principle of resource exhaustion.
Lemma 14. If k = 3n, then γ(t) is independent of some ti at
a configuration f : Γ → Mdis unless each point in f(Γ) lies
at a triple intersection of Seifert surfaces of the link L in M .
Proof. Say that a vertex of Γ provides a dollar to the compo-
nent Ki if it lies in the knot Ki in L, and that it provides 50
cents if it lies in the Seifert surface Si. By equation (10), each
component Ki, of which there are 3n, needs a dollar in order
for κ(t) to depend on ti at the configuration f . Each vertex,
of which there are 2n, can provide at most $1.50, and only by
lying at the intersection of three Seifert surfaces. The compo-
nents need 3n dollars, which is the most that the vertices can
provide. Therefore the vertices lie on the Seifert surfaces.
Having established that the finite difference κ is supported
in the link complement M \ L, we can compute I(3n)(M,L)
using the relative cohomology ring H∗(M,L). Equation (10)
implies that
κ = Φ∗(
∏
i
βi ⊗ βi).
This cocycle blows down from the configuration space
CΓ,∞(M \L) to the Cartesian product (M \L)Γ. After blow-
ing down, the chain µw is now proportional to the fundamental
class:
µw = w(Γ)[(M \ L)
Γ].
The upshot is that the pairing (11) evaluates to another nu-
merical formula with the geometry of Γ: the total weight of
all diagrams Γ decorated with a bijection with the link com-
ponents. Here the weight of any single diagram is the product
of the weights of its vertices. If a vertex has incoming edges
i, j, and k, its weight is the triple linking number of the knots
Ki, Kj , and Kk. This is again the desired answer [15].
Remark. Blowing down from the configuration space to the
Cartesian product is one solution to a geometric difficulty
in the computation of I(k)(M,L): Two vertices of Γ might
want to lie at the same triple intersection of Seifert surfaces
in M \ L, but it is then difficult to see the behavior of the
propagator between them. In differential terms, the operation
of blowing down says that the diagonal singularities of the
propagators cancel when we take suitable finite differences.
Another approach is to choose two Seifert surfaces Si and S′i
for each link component Ki, so that Lemma (12) becomes
αI = α+
∑
i
βi ⊗ β
′
i.
If all of the Seifert surfaces are in general position, then the
triple points on Si and on S′i will be disjoint, and the compu-
tation of I(3n)(M,L) reduces to counting transverse intersec-
tions of manifolds far away from the blowup loci.
For rational homology spheres there is an interesting gen-
eralization of algebraically split surgery: the framing of each
link component Ki can be a non-zero rational number pi/qi.
In this case Lemma 12 becomes
αI = α+
∑
i
qi
pi
βi ⊗ βi.
It follows that the marginal finite difference I(3n)(M,L) is
multilinear in the reciprocals of the framings.
6.5 An unframed invariant
The proof of Theorem 3 rests on three constructions.
First, let W be a closed homology 4-manifold with a 3-
plane bundle E. Following Section 5.2, the sphere bundle
ce(E) has a canonical cohomology class α which is antisym-
metric with respect to fiberwise inversion, and there is a bun-
dle cn(E) of total configuration spaces of the fibers. As usual,
the pull-back
Φ∗(α⊗3n) ∈ H6n(cn(E))
maps to an element in the Jacobi diagram space Vn, yielding
a universal invariant In(E).
The class α is not only canonical, but functorial with re-
spect to pull-backs of bundles. The rest of the construction
is fiberwise and therefore also functorial. On the other hand,
sinceE is a real 3-plane bundle, its only rational characteristic
number is its Pontryagin number p1(E) [24]. Consequently
In(E) = rnp1(E)
for some universal vector rn ∈ Vn.
Second, if F is an oriented 4-plane bundle over some
space, it has two associated 3-plane bundles F± = Λ±2 (F )
whose fibers are the spaces of self-dual and anti-self-dual an-
tisymmetric 2-tensors. If W is an orientable Riemannian 4-
manifold with boundary M , the bundles T±W both canoni-
cally restrict to TM . Also W has a modified tangent bundle
T ′W that extends T ′M , and correspondingly T ′±W extend
T ′M .
If F is any oriented 4-plane bundle over it, then the average
of the Pontryagin numbers p1(F±) is the Pontryagin number
p1(F ). If F = TW , then the Hirzebruch signature theorem
says that the Pontryagin number is thrice the signature σ(W ),
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defined as a − b if the intersection form of W has signature
(a, b) [24, Th. 19.4]. Algebraically,
p1(TW ) =
1
2
(p1(T+W ) + p1(T−W )) = 3σ(W ). (12)
IfW =W1∪W2 is the union of two 4-manifolds which share
boundary M with a marked point ∞, then it has a modified
tangent bundle T ′W extending T ′W1 and T ′W2. The Euler
number of T ′W differs by 2 from that of TW , but the Pon-
tryagin number is the same, so T ′W satisfies equation (12) as
well. (Since TW and T ′W differ only in the neighborhood
of ∞ and only in a canonical way, this fact can be verified
with a single example: T ′S4 is trivial while χ(TS4) = 2 and
p1(TS
4) = 0.)
Third, if M is a homology 3-sphere decorated with a bun-
dle bordism E over a homology 4-manifold W . Let W1 be a
smooth 4-manifold with boundaryM and signature 0, and let
E± be the bundles formed by extending E by T ′±W1. Then
we define
δn(M) =
rn
2
(p1(E
+) + p1(E
−)).
By equation 12, this quantity does not depend on W1. (If we
replace W1 by W2, their union has signature 0 because M
is a rational homology sphere; consequently the Pontryagin
number, which determines the change in δn(M), is 0 as well.)
Also the difference
I˜n(M) = In(M)− δn(M)
is independent of E by the definition of rn.
It remains to show that δn(M) is finite type of degree 1.
The argument is clearer if we restrict to certain specific bundle
bordisms on M and its relatives obtained by surgery. Namely
we choose a 4-manifoldW with boundaryM and we decorate
M with the formal average of the bundles Λ±2 (T ′W ). In this
case the framing correction is given by
δn(M) = 3rnσ(W ).
If we perform surgery on a knot K ∈ M or a Torelli surgery
on a handlebody H ∈ M , we extend W arbitrarily. In this
case the intersection form ofW changes by taking direct sums
with matrices that depend only on the surgery. Since the sig-
nature of a form is linear under direct sums, it is finite type
of degree 1, as desired. The argument that it is finite type for
general decorations of M is similar.
To conclude this section, we compute the first framing cor-
rection coefficient r1. The invariant I1(M) lies in the 1-
dimensional vector space V1 generated by a theta graph; we
choose a basis such that
I1(M) = 〈α
∪3/6, [Ĉ2(M)]〉.
The simplest twisted S2-bundle on S4 has Pontryagin number
p1 = 4 and total space CP 3; one model of it is the sequence
S7 → CP 3 → HP 1 = S4
given by quotienting S7 by complex and quaternionic multi-
plication. By the ring structure of H∗(CP 3) and the fact that
α generates it,
〈α∪3/6, [CP 3]〉 = 1/6.
Thus r1 = 1/24.
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