Abstract-The paper discloses the idea of a new structure for a Test Pattern Generator (TPG) for detection of crosstalk faults that may happen to bus-type interconnections between built-in blocks within a System-on-Chip structure. The new idea is an improvement of the TPG design proposed by the author in one of the previous studies. The TPG circuit is meant to generate test sequences that guarantee detection of all crosstalk faults with the capacitive nature that may occur between individual lines within an interconnecting bus. The study comprises a synthesizable and parameterized model developed for the presented TPG in the VLSI Hardware Description Language (VHDL) with further investigation of properties and features of the offered module. The significant advantages of the proposed TPG structure include less area occupied on a chip and higher operation frequency as compared to other solutions. In addition, the design demonstrates good scalability in terms of both the hardware overhead and the length of the generated test sequence.
I. INTRODUCTION
APID development of technologies associated with manufacturing of VLSI circuits has led to the situation when an entire digital system can fit on a single silicon chip. Such a one-chip integrated circuit, referred to as System-on-Chip (SoC) is made up of a set of embedded cores that communicate with each other via a network of long dedicated connections implemented, for instance, as shared bus lines [23] , [24] , [28] . In parallel, the idea of data exchange between modules of the integrated circuit via a Network-on-Chip (NoC) has become pretty popular over the recent years [13] , [33] , [25] , [10] , [5] , [20] , [17] , [8] , [12] . But anyway, interconnections between nodes of such a network are usually implemented as an internal bus.
Widespread application of nanometer technologies to manufacturing of one-chip integrated circuits entails increasing of parasite capacitances and inductances between interconnections that are geometrically close one to another [23] , [24] . This, in turn, results in substantial crosstalks that adversely affect data transmission reliability and timing performances of the system [7] , [3] , [18] . Bus connections that enable transmission between nodes of a NoC usually comprise from several to several dozens or even several hundreds of long lines routed in parallel and very close each other. It is why they are particularly exposed to the hazard of adverse interferences that results from crosstalks [21] , [7] , [37] . By its nature such buses represent communication means that are really sensitive
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to interferences. It results from the need to assure cohesion and full synchronization of information that is transmitted via individual lines of the bus [31] .
The available literature report a number of design and manufacturing solutions aimed at reduction of crosstalks between interconnections in VSLI circuits, for instance [38] , [36] . However, there is no single method that guarantees successful and complete resolving of the problem [23] . Attempts to entirely eliminate crosstalks may prove cost inefficient since it is extremely difficult to keep full control of parasitic capacitances and inductances between interconnections when integrated circuits are manufactured with use of nanometer technologies. In addition it is infeasible to take account of all possible phenomena associated with dispersion of manufacturing parameters and of possible defects that may occur during the manufacturing process and lead to crosstalks. It was observed that dispersion of technological parameters during the manufacturing process may eventually lead to twofold growth of the maximum amplitude of the crosstalk pulse [30] , [23] .
Thus, it proves indispensable to consider crosstalk faults in manufacturing tests [1] , [19] , [28] , [23] . To detect, classify and localize dynamic faults it is necessary to supply test vectors to the input of the interconnection network at the rates that correspond to the nominal frequency of the circuit operation, i.e. in the "test per-clock" mode. Unfortunately, most of external test pattern generators are capable of working merely with frequencies that are by several orders lower than the frequency rates typical for clocking of internal structures within SoCs. It entails the need to apply various techniques for built-in self-testing of interconnections (IBIST) [4] , [26] , [32] , [27] , [23] , [29] . Conventional IBIST architectures for bus-type interconnections comprise a Test Patter Generator (TPG) for stimulating input vectors and an analyzer of test responses [37] , [14] , [11] , [15] , [28] , [23] , [29] .
This study is dedicated to an innovative structure of a test pattern generator aimed at stimulation of crosstalk faults that may happen to bus-type connections. The fully scalable and synthesizable model of such a TPG unit has been developed in the VHDL language. The model was subjected to thorough investigations with regard to the length of the output test sequence and the associated hardware overhead.
The TPG disclosed in this study is an improved option of the solution already described in [9] . The new design of the TPG benefits from reduction in length of the shift register and alteration of the test vector counter. These measures made it possible to achieve a TPG structure that highlights with less hardware overhead and much higher operation frequency than the solution presented in [9] . 
R
The further part of the study is structured in the following way: Section II comprises classification of crosstalk faults, basic types of test sequences dedicated to stimulate such faults are outlined in Section III, whereas Section IV is dedicated to the concept of the new TPG and the analysis of its key properties is provided in Section V. The proposed solution is compared against the existing ones in Section VI and finally, the recapitulation of the current achievements and plans for future developments are covered by Section VII.
II. CLASSIFICATION OF CROSSTALK FAULTS
Basically, crosstalk faults lead to either undesired temporary changes in the logic state of a victim line or to delayed or premature occurrence of a desired change in the line status. Each of the foregoing phenomena that shall be further referred to as a crosstalk fault is caused by occurrence of a rising or a falling edge, i.e. transition 01 or 10, on one or several aggressor lines. Hereinafter the victim and aggressor lines shall be denoted correspondingly with V and A symbols.
One of undesired effect entailed by crosstalk faults consists in a positive glitch (Pg) or a negative glitch (Ng) pulses in the victim line [7] . Depending on the initial status of the victim line, i.e. whether the steady state is low (0) or high (1), the mentioned symptoms of crosstalks are classified as one of four types of crosstalk faults [22] , [34] . The Pg0 /Pg1/ shall stand for a positive pulse in the victim line that is normally in the low (0) /high (1)/ logic state, whilst Ng1 /Ng0/ corresponds to a negative pulse in the victim line that is normally in the high (1) /low (0)/ logic state. Another adverse effect of crosstalks between adjacent lines is a delay of a rising edge (Dr) or a falling edge (Df) in the victim line [7] , [22] . Crosstalk between interconnections may also lead to premature occurrence of a rising or a falling edge, which is referred to as the rising edge speed-up (Sr) or the falling edge speed-up (Sf) in the interfered interconnection [2] , [31] .
III. TEST SEQUENCES DEDICATED TO STIMULATE CROSSTALK FAULTS
In practice it proves infeasible to test the entire network of interconnections to find out all possible physical defects and deviations of the technological process that may entail crosstalks between data transmission lines and, eventually, lead to errors in conveyed digital signals [7] . It is why abstractive models of crosstalk faults are used for investigations. Such a model should define, among other things, the requirements that must be fulfilled by vectors of the test sequence to guarantee that all types of crosstalk fault that are considered by the model are stimulated.
Reference [7] discloses the model of crosstalk faults that is referred to as the Maximum Aggressor Fault Model (MAFM) and is commonly used in many scientific studies including [37] , [6] , [11] that deal with testing of crosstalk faults. The model assumes that at each specific moment of time only one interconnection within the network is the victim line and all other ones can act as aggressors. Thus, to stimulate a crosstalk fault in the victim line one has to simultaneously produce the interfering edge with the same transition directions (i.e. either 01 or 10) in all aggressor interconnections. In consequence, an error can appear in the victim line as a result of a crosstalk when an ordered pair of parallel test vectors is supplied to inputs of the interconnecting network.
In [37] a test sequence is described that is based on the MAFM model and is suitable for testing of crosstalk faults. It enables stimulation of four, the most typical crosstalk faults, i.e. Pg0, Ng1, Dr, Df. That sequence is commonly referred to in various literature sources as the MA, MAF or MAFM sequence but only that last name shall be used in this study. The total length of such a sequence is 6v, where v stands for the number of interconnections within the network. The primary MAFM sequence is incapable of stimulating the crosstalk fault of the Pg1, Ng0, Sr and Sf types. Thus, this study considers the extended version of that sequence that is denoted as the XMAFM (the eXtended MAFM sequence) since it guarantees that all aforementioned types of crosstalk faults are reliably stimulated.
For the network that comprises v interconnections the minimum length of the XMAFM sequence is 6v+3. A fragment of the XMAFM sequence for a network that is made up of four interconnections I 0 , I 1 , I 2 and I 3 is shown in Fig. 1 .
The t numbers in the left-hand side of the figure stand for subsequent moments of time when the specific PTV t (Parallel Test Vector) is supplied to inputs of the network of interconnections under test. The crosstalk faults in the I 0 victim line, which are stimulated by the individual pairs of the PTV t and PTV t+1 vectors, are marked in the right side of Fig. 1 . At the moments of transitions between the PTV 0 and PTV 1 vectors as well as between PTV 1 and PTV 2 ones each of the interconnections is at the same time both an aggressor and a victim line. Fig. 2 this counter is denoted as CNT. The EN signal is provided by a decoder that is connected to outputs of the Test Pattern Counter (TPC). When EN=1 (high) the output of the CNT counter toggles to the opposite state upon each rising edge of the clock signal but for EN=0 (low) the CNT counter remains unaltered regardless the changes at the clock input. The decoder also produces the End of Test (EOT) signal that issues the EOT=1 (high) signal at its output when generation of the test sequence is finished. The Test Pattern Counter is made up of two counters, TPC0 and TPC1, connected in series, as it is shown in Fig. 2 . The most significant output of the TPC0 counter is connected to the clock input of the TPC1 counter. In case of a circuit designed to generate the test sequence according to the Maximum Aggressor Fault Model (MAFM) the TPC0 counter is meant to count up modulo n whilst the TPC1 is a 4-bit counter that counts in the natural binary code. When the TPG is required to produce the XMAFM test sequence the TPC0 counter counts up modulo 2n whilst the TPC1 is operated as a 3-bit binary counter. The TPC0 and TPC1 circuits are synchronized by the corresponding rising and falling edges of the clock waveform. The new design of the circuit for counting of test vectors makes it possible to achieve higher rates of the TPG operating frequency as compared to the solution disclosed in [9] .
Example 1
The sequence of events associated with generation of the MAFM test sequence for an example network of interconnections that comprises v = n = 4 lines is illustrated in Fig. 3 with grey background. The fragments of the test sequence while each specific data line acts as a victim are enveloped with rectangles individually for each interconnection. The curly brackets placed at the right-hand side of the figure distinguish these fragments of the test sequence that are dedicated to stimulate specific types of crosstalks. The test sequence length is m = 33. The EN signal adopts the zero level (EN = 0) for the following combinations between contents of the TPC1 and the TPC0 counters: 〈TPC1, TPC0〉 ∈ {〈0,0〉, 〈1,2〉, 〈2,0〉, 〈4,0〉, 〈4,1〉, 〈5,3〉, 〈6,1〉}. However, when 〈TPC1, TPC0〉 = 〈7,3〉 and the content of the TPC1 counter is not less than 8 (TPC1 ≥ 8), the logic level of the EN signal is irrelevant (EN = -) that is beneficial to reduction of the decoder complexity. For all remaining combinations between contents of the TPC0 and TPC1 counters the EN signal adopts the high level (EN = 1). The EOT signal is high (EOT = 1) only for the last vector of the sequence, which means, for the case in question, for the combination between contents of the TPC1 and TPC0 counters equal to 〈TPC1, TPC0〉 = 〈8,0〉. For all further combinations between contents of the both counters, i.e. when TPC1 = 8 and TPC0 > 0 as well as for TPC1 > 8, the level of the EOT signal is irrelevant (EOT = -). ♦
Example 2
The XMAFM test sequence is produced for the network that comprises v = n = 4 interconnections by the (2n-1)-SR-TPG circuit in quite similar way as is exhibited in Example 1 for the MAFM sequence (see Fig. 4 ). Hence the considerations here shall be limited merely to differences between the generation procedures for the both said sequences. The length of the XMAFM sequence in question is m = 51. The set of combinations between the contents of the TPC1 and TPC0 counters when the EN signal adopts the low level (EN=0) comprises the following components: 〈TPC1, TPC0〉 ∈ {〈0,1〉, 〈0,2〉, 〈2,0〉, 〈2,2〉, 〈4,0〉, 〈4,1〉, 〈6,2〉, 〈6,3〉, 〈8,1〉, 〈8,3〉, 〈10,1〉, 〈10,2〉}. When TPC1 = 12 and simultaneously TPC0 > 0 as well as for TPC1 > 12, the level of the EN signal can be irrelevant (EN=-) with no adverse impact to correct operation of the Test Pattern Generator. For all remaining combinations between contents of the TPC1 and TPC0 counters the EN signal remains high (EN=1). The EOT signal adopts the high logic level (EOT=1) only for a single combination between contents of the TPC1 and TPC0 counters, i.e. for: 〈12,2〉. Otherwise, when TPC1 = 12 and TPC0 > 2 as well as for TPC1 > 12, the EOT level is irrelevant (EOT = -). ♦
V. PROPERTIES OF THE (2n-1)-SR-TPG GENERATOR
Selected parameters of the (2n-1)-SR-TPG circuit and the MAFM and XMAFM test sequences generated with use of it are summarized in Table I . All figures in that table are expressed as functions of the n parameter. The 2nd and 3rd columns of the table specify respectively the actual length m of the test vector sequence generated by the specific circuit and the m/m min ratio of the actual length to its minimum theoretical limit. The columns 4 and 5 contain sizes l 1 and l 0 for respective TPC1 and TPC0 counters that are used for the (2n-1)-SR-TPG circuit that is employed to produce the test sequence with the length of m. The combinations between the contents of the TPC1 and TPC0 counters when EN=0, EN=-, EOT=1 and EOT=-are provided in columns from 6 to 9. These combinations are written either as ordered pairs (Cartesians), i.e 〈TPC1, TPC0〉 or as a set of logic conditions that are imposed to the content of one or both counters. For instance, the notation 〈5,n-1〉 in column 6 of the table stands for the expression that for the TPC1 content of 5 (TPC1=5) and, simultaneously, the content of the TPC0 counter equal to n-1, the EN signal is low (EN = 0) . Similarly, the logic expression "TPC1=5 & TPC0>2, TPC1>5" that can be found Fig. 4 . Explanation how the XMAFM sequence is generated for an example network with four (4) interconnections in the bottom line of the column 9 informs that the EOT signal can adopt the "don't care" (irrelevant) level when the content of the TPC1 counter is five (5) and, at the same time, the content of the TPC0 counter is more than two (2) and, in any case, when the content of the TPC1 counter is more than five (5), regardless the content of the TPC0 counter. The rightmost column (#10) of Table I Tables I and II enables formulation of important findings. The length for the both test sequences in question, i.e. MAFM and XMAFM is linearly dependent on the size n of the Test Pattern Generator. Thus, the proposed TPG structure is easily scalable. On the other hand, for the values of n adopted for the considered example the MAFM test sequence generated by the (2n-1)-SR-TPG circuits is from 1.33 to 1.35 times longer than the minimum possible limit for that tests sequence. Similarly, the XMAFM test sequence is from 1.94 to 2 times longer than the minimum one.
In order to estimate the hardware overhead associated with implementation of the proposed Test Pattern Generator the next step consisted in development of a parameterized and synthesizable model of the (2n-1)-SR-TPG circuit in the VHDL language, where the type of the test sequence (MAFM or XMAFM) and the TPG size (n) were the parameters. Then the synthesis of the model was carried out with use of the TSMC 180 nm standard cell library for the both types of test sequences and for the figures of n as specified in Table II .
The K TPG cost for Test Pattern Generators obtained as the result of the synthesis, expressed as a number of equivalent 2-input NAND gates is provided in column 6 of Table II. The K TPG parameter comprises chiefly the cost of the (2n-1)-SR register, the TPC and CNT counters and the DEC decoder.
It also includes the cost of multiplexers that facilitate integration of the (2n-1)-SR-TPG circuit with components of the scan path as well as the transmission bus that is to be tested with use of the TPG in question.
The column 7 of the mentioned table specifies the cost of the (2n-1)-SR-TPG circuit brought down to each single line of the interconnection network under test. It must be noted that the cost per a single line decreases in pace with growth of the number of n. Therefore the Test Pattern Generator proposed in this paper is an easily scalable solution in terms of implementation cost.
It is also worth to mention that a great deal of digital IP cores is typically provided with a scan path (SP) and Built-in Self-Test (BIST) hardware. Moreover, the process of matching such cores with a SoC frequently assumes that cells of the Table III provides comparison between the costs of the Test Pattern Generator of the (2n-1)-SR-TPG type and capable of generating the MAFM sequence against the solutions that are disclosed in studies [37] and [11] . The authors of both of these works have developed test patterns generators with a similar structure. Each of the TPGs contains a finite state machine that is responsible for providing the appropriate logic values for the currently selected victim line and other connections, acting as the aggressor lines. Selection of the victim line and aggressor lines is done via a network of multiplexers, which are controlled by a counter and decoder.
The column 1 of Table III provides the size n of the Test Pattern Generator that is equal to the width of the data transmission bus under test, i.e. n = v. The column 2 comprises estimation of cost for the Test Pattern Generator of the (2n-1)-SR-TPG type expressed as the number of equivalent 2-input NAND gates. The cost of TPGs disclosed in [37] and [11] is specified respectively in the 3 rd and the 5 th column of the table. In turn, columns 4 and 6 present the benefit that is understood as the percentage of the hardware overhead reduction due to application of the Test Pattern Generator of the (2n-1)-SR-TPG type instead of the solutions disclosed respectively in reference studies. All in all, the hardware overhead achieved from implementation of the proposed (2n-1)-SR-TPG structure is from 17,6% up to as much as 35,2% less than in case of TPGs revealed in referenced studies [37] , [11] . Nevertheless, the MAFM test sequences supplied by the (2n-1)-SR-TPG circuit are from 33% to 35% longer that the ones achieved in [37] . However, they are longer by only 3 clock periods than the ones described in [11] under the assumption of the same set of stimulated faults.
Further considerations are provided for comparison between operation of the (2n-1)-SR-TPG circuit and the solution already disclosed in [28] . To generate test vectors required to stimulate crosstalk faults in an n-bit interconnection bus study [28] assumes application of a Linear Feedback Shift Register (LFSR) with the length of 2n bits (2n-LFSR). Actually the 2n-LFSR is made up of a shift register with its length of 2n supplemented with an external linear feedback with only XOR gates. The study [28] considers the buses with the width (in bits) equal to n = 8. The considerations take account of crosstalk faults of the Pg0, Ng1, Dr and Df types that may occur in the victim line due to the impact of k aggressor lines, where k = 1, 2, 3, 4. To stimulate each of the aforementioned crosstalk faults the paper assumes to use pairs of subsequent (adjacent) vectors from the MAFM sequence with the vector size of k+1 bits. Every vector of such a pair contains k+1 bits out of n bits of the vector included into a pseudo-random sequence produced at odd outputs of the 2n-LFSR register. The study provides the experimental proof that simulation of the 2n-LFSR register operation starting from a randomly selected initial content of that register makes it possible to find out the test sequence with the acceptable length in less than 100 trials and such a sequence shall provide complete coverage for crosstalk faults in question. Nevertheless, for the solution disclosed in this study, the number of aggressor lines is always k = n-1.
The comparison for lengths of test sequences generated by the 2n-LFSR and the (2n-1)-SR-TPG circuits is provided in 1   08  34  205  0986  4478  065  12  42  233  1406  6454  097  16  50  305  1410  8177  129  20  56  351  1840  9191  161  24  60  366  2099  10038  193  28  70  403  2192  11378  225  32  72  449  2338  12466  257 columns from 2 to 5 provide lengths of sequences generated by the 2n-LFSR circuit respectively for k = 1, 2, 3 and 4. The last (rightmost) column 6 presents information related to lengths of test sequences produced by the Test Pattern Generator of the (2n-1)-SR-TPG type that is suggested in this study. The data in Table IV demonstrate that exclusively for k = 1 the linear register of the 2n-LFSR type is capable of generating shorter test sequences to completely cover all crosstalk faults in question than it is in the case when the (2n-1)-SR-TPG circuit is employed. For k = 2, 3 and 4 the test sequences produced by the 2n-LFSR register are respectively several, more than dozen or several dozens times longer than the ones obtained at outputs of the (2n-1)-SR-TPG circuits. In addition, use of the TPG of the (2n-1)-SR-TPG type for detection of crosstalk faults in interconnection lines has one more substantial advantage as compared to application of the 2n-LFSR register for the same purpose. Supplying of the MAFM test sequence produced by the (2n-1)-SR-TPG circuit leads to dissipation of much less power in the interconnections under test than it takes places in case of a pseudo-random test sequence produced by the 2n-LFSR register [29] . Unfortunately, the study [28] provides neither information about hardware overhead for the solution disclosed therein nor its maximum operation frequency. Therefore it is impossible to directly compare these parameters for the 2n-LFSR register and for the (2n-1)-SR-TPG circuit. But even at a glance onto design schematics of the both TPGs circuits it is possible to assume that the hardware overhead added by the both structures is comparable. Nevertheless it is necessary to note that the 2n-LFSR register has longer lines for the global feedback that imposes constrains for the maximum frequency of its operation. On the contrary, the TPG of the (2n-1)-SR-TPG type can be designed in such a manner that all its connections would be short. It is why the maximum operation frequency for the (2n-1)-SR-TPG circuit should be higher than the one for the 2n-LFSR, particularly for high values of n.
The Test Pattern Generator of the (2n-1)-SR-TPG type was compared against the 2n-SR-TPG circuit disclosed in [9] .
Information related to the hardware overhead added by the both structures is summarized in Table V . The first (leftmost) column of the table specifies the type of the test sequence produced by each TPG type. The second column provided information about the size of the interconnecting bus under test. Then the columns 3 and 4 comprise figures related to the overall chip area occupied respectively by the 2n-SR-TPG and (2n-1)-SR-TPG circuits, where that area is expressed as the number of equivalent two-input NAND gates. The gain in the TPG area achieved by application of the (2n-1)-SR-TPG circuits instead of the 2n-SR-TPG one and expressed in percents is listed in column 5. In turn, information about the maximum operation frequency for the both TPGs can be found in columns 6 and 7. Finally, the last (rightmost) column (#8) of the table informs how much faster (in percents) the (2n-1)-SR-TPG circuit operates as compared to the 2n-SR-TPG one.
The improvements that make it possible to convert the 2n-SR-TPG circuit into the one of the (2n-1)-SR-TPG type include reduction of the register length by one bit and the structure rearrangement for the counter of test vectors. Such amendments have led to slight reduction of the chip area occupied by the test pattern generator. The maximum gain for that reduction at the level of 6.4 to 6.8% was achieved for the TPGs with the minimum size of n = 8 bits. However, for TPGs that are used to generate test sequences for buses with the size more or equal to 256 bits the savings on the TPG area is below 1%, i.e. it is negligible.
On the other hand one has to note that the new structure for Test Pattern Generators disclosed in this paper and referred to as the (2n-1)-SR-TPG type demonstrates much higher clock frequency for the circuit operation as compared to the 2n-SR-TPG circuits. It is really important since the gain on the operation frequency is sometimes as high as 43%.
VII. CONCLUSIONS
The study proposes an innovative and original structure of a Test Pattern Generator dedicated for detection of crosstalk faults that may happen to bus-type interconnections between embedded IP cores within a digital SoC. The structure, referred to the (2n-1)-SR-TPG circuit is designed to supply the MAFM or XMAFM test sequences that guarantee detection of all possible crosstalks of capacitive nature between individual data transmission lines. The TPG structure discussed in this study is easily scalable both in terms of additional hardware overhead and the length of the test sequence provided by the generator. The hardware overhead associated with application of the Test Pattern Generator of the (2n-1)-SR-TPG type is substantially less, i.e. from 17,6% up to as much as 35,2% than in case of solutions disclosed in other studies [37] , [11] . In addition, the maximum frequency for the circuit operation is higher by 2.5% up to 43% than for the circuit disclosed in [9] . Although the MAFM test sequences provided by the TPG of the (2n-1)-SR-TPG type are by as much as 35% longer than the ones reported in [37] , for more than one aggressor line they are much shorter than in case of the solution revealed in [28] .
The design of the (2n-1)-SR-TPG circuit enables also easy integration with a scan path or with cells of a Wrapper Boundary Register compliant with the IEEE 1500 standard and/or BIST solutions already implemented within certain IP cores of a SoC. In such a case the hardware overhead due to implementation of the proposed TPG structure never exceeds several dozens of simple gates, which is the negligibly insignificant number.
The (2n-1)-SR-TPG circuit is perfectly suitable for incorporation into the BIST architecture that is disclosed in [15] . In such a case the techniques proposed in [16] can be applied to localization and identification of crosstalk faults.
The MAFM and XMAFM test sequences guarantee stimulation of all possible crosstalks but only of the capacitive nature. Some studies, including [35] , [31] , [23] demonstrate that in case of inductive crosstalks application of test sequences different from the ones as presented above may lead to even longer delays of signal edges in the victim line or undesired pulses with higher amplitudes. Therefore, further efforts of the author shall be focused on IBIST structures that should benefit from new types of test sequences to enable stimulation of crosstalk faults of both capacitive and inductive nature.
