The Pickup and Delivery Problem with Time Windows and Scheduled Lines (PDPTW-SL) concerns scheduling a set of vehicles to serve freight requests such that a part of the journey can be carried out on a scheduled public transportation line using bus, train, tram, metro, etc. Due to the complexity of the problem, which is NP-hard, we propose an Adaptive Large Neighborhood Search (ALNS) heuristic algorithm to solve the PDPTW-SL. Complex aspects such as fixed lines' schedules, synchronization and time-windows constraints are efficiently considered in the proposed algorithm. Results of extensive computational experiments show that the ALNS is highly effective in finding good-quality solutions on the generated PDPTW-SL instances with up to 100 freight requests that reasonably represent real life situations.
Introduction
A successful integration of passenger and freight transportation creates a seamless movement of people and freight. This integration achieves socially desirable transport options economically viable in urban areas as it reduces the impact of congestion and air pollution (Lindholm and Behrends [21] ). Actual integration is already being observed in long-haul freight transportation (e.g., passenger aircraft and ferries). Norwegian Hurtigruten carries freight and people efficiently and seamlessly in the region of Northern Europe (Levin et al. [18] , Hurtigruten [16] ). However, short-haul passenger and freight (i.e., small packages) transportation is rarely integrated, although these services largely use the same infrastructure. This paper investigates opportunities and the feasibility of using available public transportation vehicles, which operate according to predetermined routes and schedules, for transporting freight.
A successful synchronization of pickup and delivery (PD) vehicles with scheduled lines (SLs) is directly related to coordination and consolidation of transport. Coordination assures the precision and timing of each leg's movement. On the other hand, consolidation implies that the amount of freight transferred to/from SLs fits with capacities of PD and SL vehicles. Considering both coordination and consolidation of such integrated system, we introduce the Pickup and Delivery Problem with Time Windows and Scheduled Lines (PDPTW-SL).
There exists a rich literature on PDP-related problems. The interested readers are referred to Berbeglia et al. [3] for a literature survey on the solution methodologies for PDPs. A special case of PDPs where passengers need to be transported from their origin to their destination by considering service level constraints are called dial-a-ride problems (DARP). An overview on the mathematical models and the solution methodologies for single as well as multiple-vehicle DARPs can be found in Cordeau and Laporte [6] .
In another extension of the PDP, it is possible to consider transfer opportunity between PD vehicles at predefined transfer nodes (PDP-T). Shang and Cuff [30] proposed an insertion heuristic algorithm to solve instances with up to 167 requests for the PDP-T. Cortes et al. [7] proposed an exact decomposition method, namely Branch-and-Cut (B&C), and solved PDP-T instances with up to six requests. Moreover, Masson et al. [22, 23] proposed an ALNS to solve PDP-T and DARP-T, respectively. In both cases, the authors solved instances with up to 100 requests. The PDP with cross-docking opportunities has been studied by Petersen and Røpke [25] , who proposed a large neighborhood search heuristic to solve instances with up to 982 requests.
To the best our knowledge, Nash [24] is the first author who conceptually introduced the idea of transporting freight using public transportation. One of the first attempts to combine scheduled line services with DARP was done by Liaw et al. [20] . The authors formulated the problem where transfers to public scheduled transportation are allowed for passengers and wheelchaired persons. The authors proposed two types of heuristics (i.e., online and offline) and solved instances with up to 120 requests. Later, Aldaihani and Dessouky [1] considered an integrated DARP with public transport and proposed a two-stage heuristic algorithm to solve instances with up to 155 requests. Hall et al. [15] introduced a mixed-integer program to solve an integrated dial-a-ride problem (IDARP). The authors considered transfers to fixed lines without modeling schedules of the public transportation. The authors solved small-sized instances with up to 4 requests. Trentini and Malhene [33] presented a review of solutions for combining freight and passenger transportation used in practice. In a related study, Trentini et al. [34] investigated a two-echelon VRP with transshipment in the context of passenger and freight integrated system. The authors proposed an ALNS to solve instances with 50 customers.
As a real-life application of the integrated transport system, a project, called City Cargo Amsterdam [5] , was held as a pilot experiment in the Netherlands in 2007. Two cargo trams were used to transport freight in the city centre of Amsterdam. The goods were transferred from cargo trucks onto trams to be delivered to the inner part of the city. In 2009 the project was quit due to lack of funds.
In this paper, we consider two transport scenarios: (i) an integrated transportation system and, (ii) the pickup and delivery problem where transfers to scheduled lines are not allowed. These two scenarios are intended to provide plausible and sufficient reasons to implement such system by comparing them in terms of the total operating costs of the PD vehicles. The PDPTW-SL is NP-hard since it is an extension of the classical PDPTW. It is shown that only a limited number of requests can be solved to optimality within a reasonable time limit. For this reason, we have developed a metaheuristic to obtain good-quality solutions. More specifically, we propose an ALNS heuristic algorithm which is based on the destroy and re-create principle.
The contribution of the paper is three-fold: (i) to adapt the classical ALNS heuristic algorithm to solve PDPTW-SL, and (ii) to efficiently handle synchronization constraints within the proposed ALNS framework and finally, (iii) to analyze the cost savings due to the use of scheduled lines in freight transportation. The remainder of this paper is organized as follows. In Section 2, we present a mathematical formulation of the PDPTW-SL. Section 3 describes the proposed ALNS heuristic algorithm for the PDPTW-SL. Section 4 presents the results of extensive computational experiments. Conclusions are stated in Section 5.
The pickup and delivery problem with time windows and scheduled lines
The PDPTW-SL is an extension of the standard PDPTW that additionally considers the flexibility of using available scheduled lines, such as bus, train, metro, etc. Due to the fact that public transportation systems have a certain coverage (i.e., rural or urban), some delivery trips of the PD vehicles may overlap with SL services. Thus, using public transportation as a part of freight transportation may lead to cost and environmental benefits for the whole transportation system. For instance, due to less driving time of the PD vehicles, logistics service providers may experience substantial operating cost savings. As a consequence, less traveling time of the vehicles also leads to fewer carbon dioxide-equivalent (CO 2 e) emissions at the global level for the whole society Demir et al. [9, 11] . Furthermore, using scheduled lines for carrying freight gives extra cost benefits for public transport service providers as the utilization of SL services increases. An example application which is based on the current metro system of Amsterdam can be illustrated as in Figure 1 .
The system depicted in Figure 1 contains four scheduled lines, and five transfer nodes (end-of-lines stations). Note that T 2 can be merged into two transfer nodes as these denote the same locations. Each metro line has one single route with one destination in each direction. To use this metro system as a part of the transportation plan, package(s) can be delivered to one of its end-of-line stations and transported to other side of the line considering available capacity and schedules of the metro line.
A formal description of the PDPTW-SL
In this section we give a formal description of the PDPTW-SL. All information (e.g., requests, demands, travel times, time windows) is considered known beforehand, and a possible transport plan for the whole planning horizon (e.g., one day) should be generated before the execution of the transport activities. A solution to the problem is a routing plan and schedules for both requests and PD vehicles. We now define the PDPTW-SL on a digraph G = (N, A), where N represents the set of nodes (i.e., depots, pickup, delivery and replicated transfer nodes 3 ) and A represents the set of arcs. We note that i, j, r, v, w, and t are used as indices in this paper.
• Request: Each request r ∈ P is associated with an origin node r and a destination node r + n, where n is the number of requests to be satisfied. Each request is associated with two desired time windows: one for the origin ([l r , u r ]), and one for the destination point ([l r+n , u r+n ]). Furthermore, demand d r is known for each request.
• PD Vehicle: A set of PD vehicles is given by V. In addition, each vehicle v ∈ V is associated with the carrying capacity Q v , the depot (origin and destination) o v , and time window
• Travel and service time: Travel and service times are known beforehand and remain unchanged during the planning horizon. Each arc (i, j) ∈ A is associated with travel time Υ i j . The service time at node i ∈ N is represented as s i .
• Scheduled line: A set of all physical transfer nodes is given as S and the set of all physical scheduled lines is given as E, which is defined by the directed arc between the start and the end of the line (i, j), such that i, j ∈ S. For example, between two transfer nodes i and j, there are two scheduled lines considered that are one arc for each direction, (i, j) and ( j, i).
Each scheduled line has a set of indices K i j for the departure times from i (the start of fixed line), such that the departure time is given as p 30) . We note that each scheduled line may have different frequencies than other lines, thus the size 3 see more detailed explanation at page 5 4 of the K i j may differ. Furthermore, it is assumed that SL vehicles are designed to carry a limited number of packages, thus implying a finite carrying capacity k i j , ∀ (i, j) ∈ E.
We state the following additional assumptions related to SL services.
• The package carrying capacity is not influenced by the passenger demand on SL services.
• Each transfer node is considered as a coordination and a consolidation point for requests (e.g., DHL-Packstation [12] ). In other words, a storage space for to-be-shipped packages is available at the transfer nodes. The packages can be stored until the vehicle's departure time (i.e., scheduled line or PD). Furthermore, it is considered that multiple PD vehicles can be serviced simultaneously at a transfer node. In other words, we assume that the loading/unloading infrastructure is always available for multiple vehicles at a time.
• In case of multiple freight carriers using SL services, it is assumed that each carrier has a limited storage space at the transfer node and on the SL vehicle (e.g., contract-based agreement). Hence, it is assured that the considered capacity is not affected by the demand of other actors involved.
• It is assumed that cost η i j per each unit of parcels shipped on the SL (i, j) includes transportation, handling (transshipment) and storage costs. Handling of the packages during transshipment is assumed to be under the responsibility of the SL service provider (e.g., the driver of the SL vehicle).
• Since the focus of the present problem is related to the operational-level aspects, we disregard all investments needed, such as the re-design of the SL vehicle and the physical storage space required at the transfer nodes. Obviously this assumption may affect the outcome of the system (i.e., might lead to less benefits).
• It is assumed that all data is known beforehand. In practice, this might not be the case because of the uncertainty in travel times and demands. Disregarding these aspects in the planning process might eventually lead to infeasible plans and expensive repair (recourse) actions to tackle such violations.
In order to model waiting times of the PD vehicles and multiple visits at the transfer nodes, each physical scheduled line (i.e., (i, j) ∈ E, e.g., arcs (1, 2) and (2, 1) in Figure 2a ) is replicated n times as in Hall et al. [15] . In addition, each replication is assigned to one request, and only that specific request can travel on the assigned scheduled line (see Figure 2b ). This is done to reduce the number of decision variables. Therefore, the set of all replicated scheduled lines is given as F (e.g., (1a, 2a), (1b, 2b), (2a, 1a) and (2b, 1b) in Figure 2b ). Furthermore, the replication process means that each physical transfer node in S (e.g., nodes 1 and 2 in Figure 2a ) is replicated n times (e.g., T ≡ {1a, 1b, 2a, 2b} in the considered example). For the sake of modeling let ψ t , ∀ t ∈ T be the physical transfer node represented by the replicated transfer node t (e.g., ψ 1a = ψ 1b = 1). Consequently, set T t can be defined as {i ∈ T |ψ i = ψ t , i t}, ∀ t ∈ T (e.g., in Figure 2b , T 2a = {2b}, as 2a and 2b represent physical transfer node 2).
The proposed model is not limited to only one fixed line (e.g., (1, 2) and (2, 1)). Different topologies may be considered, such as square, triangle, star or any other complex networks. Furthermore, the requests are allowed to be shipped from one scheduled line to the other. The additional parameters used in our model are given in Table 1 . Physical transfer node that is represented by replicated transfer node t τ Number of replicated transfer nodes (i.e., | T |) Table 2 ),
The routing cost per one time unit of vehicle v η i j
The cost of shipping one unit of package on the SL (i, j)
Using the parameters above, the notation of sets is given in Table 2 .
Table 2 Sets
Notation Definition
(see nodes 1a, 1b, 2a and 2b in Figure 2b )
Set of replicated transfer nodes associated the same physical transfer node as t (e.g. in Figure 2b ,
Set of nodes that are related to requests (P ∪ D) N 2 Set of nodes that represent requests and replicated transfer nodes (P ∪ D ∪ T ) E Set of physical SLs which is defined as (i, j), with associated K i j and k i j K i j Set of indices for the departure times from the physical transfer node i on SL (i, j) ∈ E F Set of replicated SLs which is defined as (i, j) with associated
Set of replicated SLs associated with request r (e.g. in Figure 2 ,
Set of replicated SLs connected to the replicated transfer node t (e.g. in Figure 2 ,
Set of replicated SLs associated with a physical SL (i, j) ∈ E (e.g. in Figure 2 ,
The decision variables used to handle routing and scheduling of the PD vehicles, along with the flow and the timing of the requests are given in Table 3 . 
A continuous variable which shows the time at which vehicle v returns to its depot, ∀ v ∈ V β i A continuous variable which shows the departure time of a vehicle from node i, ∀ i ∈ N y r i j A binary variable equal to 1 if arc (i, j) is used by request r, 0 otherwise, ∀ i, j ∈ N 2 , r ∈ P γ r i A continuous variable which shows the departure time of request r from node i, ∀ i ∈ N 2 , r ∈ P q rw i j A binary variable equal to 1 if replicated fixed line (i, j) is used by request r that departs from i at time p w i j , 0 otherwise, ∀ r ∈ P, (i, j) ∈ F r , w ∈ K ψ i ψ j
Mathematical formulation of the PDPTW-SL
The PDPTW-SL can be formalized as the following mixed-integer program.
Term (1) minimizes the total travel cost of the PD vehicles and the cost of using SLs for transferred requests.
subject to
Routing and flow constraints i∈N v∈V
Constraints (2) assure that all pickup and delivery nodes are visited exactly once. Constraints (3) ensure that each vehicle leaves its depot at most once and Constraints (4) assure that each replicated transfer node is visited at most once. Flow conservation for PD vehicles is considered in Constraints (5). Constraints (6) assure flow conservation for the paths of each request. Constraints (7) ensure that if a request uses a scheduled line, a PD vehicle should pick it up/drop it off at a transfer node related to that specific SL.
Scheduling constraints y
q rw i j = 1 and y
Timing for each request is considered in Constraints (8) . Similarly for PD vehicles, scheduling is updated in Constraints (9) and (10) . Constraints (11) assure precedence relationship of each request. Constraints (12) and (13) force the time windows to be respected. Constraints (14) - (15) assure that if a request uses a scheduled line, it departs at a scheduled departure time. Constraints (16) ensure that package carrying capacity on the scheduled line is not exceeded. Constraints (17) consider the capacity of each PD vehicle.
Synchronization constraints
The set of constraints (18) - (21) ensure the synchronization between requests' and vehicles' schedules. Constraints (18) force departure times of requests and vehicles from a replicated transfer node to be equal if there is a request flow from that node towards a pickup/delivery node. Constraints (19) force departure times of requests and vehicles from a pickup/delivery node to be equal if there is a request flow from that node. Constraints (20) force arrival time at the destination node of a request be equal to departure time of a vehicle from that node. Constraints (21) assure time synchronization between vehicles and requests at each transfer node, with regards to flow between replications of the same original transfer node.
Decision variable domains x
Note that Constraints (8) - (10), (15) and (18) - (21) are formulated as implications, and standard linearization techniques can be used to express them using one or two linear inequalities.
An adaptive large neighborhood search heuristic algorithm for the PDPTW-SL
The proposed metaheuristic is an extension of the Large Neighborhood Search (LNS) heuristic, which is first proposed by Shaw [31] . LNS is based on the idea of gradually improving an initial solution by using both destroy and repair neighborhood operators. In other words, LNS consists of a series of removal and insertion moves. If a new solution is better than the current best solution, the algorithm replaces the current solution and uses this new current solution as an input in the next iteration.
ALNS heuristic framework was first introduced in Pisinger and Røpke [26] , Røpke and Pisinger [29] , Pisinger and Røpke [27] to solve several vehicle routing problems. Instead of using one large neighborhood as in LNS, the ALNS applies several removal and insertion operators to a given solution. The neighborhood of a given set of feasible routes is investigated by removing some requests and reinserting them back to the solution. The removal and insertion operators are dynamically selected according to their past and current performance. To this end, each operator is assigned a probability of being selected. The new solution is accepted if it satisfies some criteria defined by the metaheuristic framework (e.g., simulated annealing, tabu search). In the following sections, the main features of the proposed ALNS algorithm are provided in detail.
Initialization stage
A greedy insertion heuristic is used to obtain a feasible initial solution to the PDPTW-SL. All requests are initially stored in a list L and inserted one by one in a random order in their best available positions (for more detail on greedy insertion (GI) -see Section 3.4). The feasibility with regard to the capacity of PD and SL vehicles and time windows is always maintained.
Adaptive score adjustment procedure
The selection of the removal and insertion operators is controlled by a roulette-wheel mechanism. Initially, all removal and insertion operators are equally weighted (i.e., for 10 considered removal and 10 insertion operators, probabilities of each are set to 0.1). As in the implementation of Røpke and Pisinger [29] , during the course of the algorithm, more specifically every N w iterations, each operator is given a score π i (i.e., to assess its performance). The probability is updated as
where r p is the roulette wheel parameter, π i is the score of operator i and ω i is the number of times it was used during the last N w iterations. The score π i of each operator measures how well the operator has performed at every iteration. If a new best solution is found, the score of the removal and insertion operators is increased by σ 1 . If the solution is better than the current solution, the score is increased by σ 2 . If the solution is worse than the current solution but accepted, the score is increased by σ 3 .
Removal stage
Ten removal operators are used in our ALNS heuristic algorithm. All operators are adapted from or inspired by Shaw [31] , Røpke and Pisinger [29] and Demir et al. [8] . The removal stage mainly consists of removing φ requests from the current solution and adding them to so-called removal list L. A pseudo-code of the removal procedure is presented in Algorithm 1. The algorithm is initialized with a feasible solution X as input and returns a partially destroyed solution. The parameter φ defines the number of iterations of the search. In Algorithm 1, a chosen operator is used to remove a set of requests (i.e., pickup, delivery and transfer nodes if used) from the solution. Removed pickup and delivery nodes are then inserted into list L. The removal operators used in our implementation are introduced below.
• Random Removal (RR): This operator randomly removes φ requests from the solution, and runs for φ ∈ [φ, φ] iterations, where φ and φ are the lower and the upper limits on the number of requests to be removed and φ is a random integer number within the specified range. The idea of randomly selecting nodes helps diversifying the search space. The worst-case time complexity of the RR operator is found to be O(|P|).
• Route Removal (ROR): This operator removes a full route from the solution. It randomly selects a route from the set of routes in the solution. The remove operator then repeatedly selects a node j from this route until all nodes are removed. The corresponding node of j, i.e., its pickup or delivery node, is removed irrespective of which route it is positioned in. The ROR operator can be implemented in O(P) worst-case time.
• Late-Arrival Removal (LAR): For each request r, this operator calculates the deviation of service start time from time l r and l r+n , and then removes the request with the largest deviation (i.e., r
where β x is the departure time from node x). The idea is to prevent long waits or delayed service start times. The algorithm starts with an empty removal list, and similarly to RR runs for φ ∈ [φ, φ] iterations. The worst-case time complexity of the LAR operator is O(|P| 2 ).
• Worst-Distance Removal (WDR): This operator iteratively removes high-cost customers, where the cost is defined as the sum of distances from the preceding and following nodes on the tour of both the pickup and the delivery nodes of a request, i.e., it removes node r * = argmax r∈P {|Υ i−1,r + Υ r,i+1 + Υ j−1,r+n + Υ r+n, j+1 |}, where i − 1 and j − 1, are predecessors and i + 1 and j + 1 successors of the pickup and delivery nodes, respectively. The worst-case time complexity of the WDR operator is O(|P| 2 ).
• Shaw Removal (SR): The objective of the SR operator is to remove a set of customers that are related in a predefined way and therefore are easy to interchange. The algorithm starts by randomly selecting a request r 1 and adds it to the removal list. Let l r 1 ,r 2 = −1 if two nodes, one related to r 1 (i.e., r 1 or r 1 + n) and another to r 2 (i.e., r 2 or r 2 + n) are in the same route, and 1 otherwise. The operator selects the request r • Historical knowledge Removal (HR): This operator keeps a record of the position cost of every request r, defined as the sum of the distances between its preceding and following nodes of its origin and destination nodes, and calculated as c r = Υ i−1,r + Υ r,i+1 + Υ j−1,r+n + Υ r+n, j+1 at every iteration of the algorithm. Note that i − 1 and j − 1 are the preceding nodes of the origin and, respectively, destination nodes of r and i + 1 and j + 1 are their successors in the corresponding PD-vehicle routes. At any point in the algorithm, the best position cost c * r of request r is updated to be the minimum of all c x values calculated until that point. The HR operator then picks the request r * with maximum deviation from its best position cost, i.e., r * = argmax r∈P {c r − c * r }. Request r * is then added to the removal list. The operator iterates φ ∈ [φ, φ]. The worst-case time complexity of the HR operator is O(|P| 2 ).
• Worst Removal (WR): This operator removes φ ∈ [φ, φ] requests with the highest cost. The cost in this case is computed as follows: given a solution, the cost of a request r is the difference in the objective function between the current solution (with r) and the same solution without serving r. Note that the difference between WR and WDR is that WR uses the total cost (including transfer cost) of the requests as objective, whereas WDR focuses only on the distance. In addition, WR also takes into account the length of the newly introduced arcs (i − 1, i + 1) and ( j − 1, j + 1) when removing nodes i and j from a route.
Insertion stage
Five insertion operators are used in the proposed ALNS heuristic algorithm. The aim of these operators is to repair a partially destroyed solution by reinserting the requests from the removal list L back into the existing routes, if possible. The general schematic overview of an insertion procedure is shown in Algorithm 2. It is noteworthy that in Line 5 of the insertion algorithm, we do not consider every possible insertion. In order to avoid redundant computations in repairTransfers(X, r, T r ) and feasibleSchedule(X)) due to time windows, a preliminary time window check is applied as described in Braekers et al. [4] . Due to the fact that PD-vehicle capacity constraints can be fully verified only after applying repairTransfers(X, r, T r ) procedure, capacity violations for the routes with no transferable requests can be easily detected. Note that feasibleSchedule(X) and feasibleCapacity(X, c(X), η i j ) (see Line 11 in Algorithm 2) methods are described in Section 3.5.
Algorithm 2:
The generic structure of an insertion i
new , a list of removed requests L, and current solution X current output: A feasible solution obtained after the insertion procedure The feasibility with regard to the capacity, SL schedules and time windows is always maintained. Note that checking the feasibility is not trivial, since pickup and delivery nodes of the same request can be located in different PD routes, and hence, a tour must include at least one scheduled line. Such partial solutions need to be repaired by adding transfer nodes. Therefore, repairTransfers(X, r, T r ) procedure is run to insert corresponding replicated transfer nodes in a greedy fashion. As proposed for the MIP formulation, each original transfer node is replicated n (number of requests) times, hence each request gets assigned a list of replicated transfer nodes. The overview of the repair mechanism is shown in Algorithm 3.
Algorithm 3:
The generic structure of the repairTransfers(X, r, T r ) procedure input : A partial solution X, a request r and T r replicated transfer nodes related to r output: A feasible solution X t and a origin and a destination transfer nodes (t * r , t * r+n ) of r in the current solution X t 1 Q ← the route related to r 2 M ← the route related to r + n 3 t * r ← transfer node ∈ T r with the cheapest insertion in route Q, sequenced after r 4 T r = T r \ t * r 5 t * r+n ← transfer node ∈ T r with the cheapest insertion in route M, sequenced earlier than r + n 6 X t ← updated X given minimal cost insertions of t * r and t * r+n 7 return (X t , t * r , t * r+n )
A transferable request r is assigned two related replicated transfer nodes: t * r (i.e., origin transfer node), and t * r+n (i.e., destination transfer node). We now briefly define the five insertion operators used in the ALNS algorithm. We note that the requests are randomly chosen from the removal list L.
• Greedy Insertion (GI): This operator repeatedly inserts a request (both pickup and delivery nodes) in the best possible position of the routes. ∆ • Best out of λ Feasible Insertions (λFI): This new operator is similar to GI but chooses the best insertion out of the first λ feasible insertions. The parameter λ is a randomly generated integer number between 1 and ψ. For each unassigned request we generate a set of possible insertions associated with corresponding distance-based costs (disregarding distance to the corresponding transfer nodes), while considering precedence constraints. These positions are not necessary feasible in terms of time windows. Additionally, in order to filter out some more of the infeasible insertions, the time windows of the subsequent nodes visited within the considered routes are verified. The generated set is sorted in increasing order based on insertion costs. Hence the operator investigates the cheapest insertions overall routes first. The worst-case time complexity of the λFI operator is O(|P| 2 ).
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Moreover, additional five variants of these operators are also used, where the requests are sorted in L in terms of their time flexibility (i.e., the least flexible first). The flexibility of request r can be computed as |u r+n − l r |.
Feasibility of the routes and schedules
Scheduling (time windows) constraints bring complexity to the PDPTW-SL since the requests may be picked up by a PD vehicle and delivered by another one. This implies that PD vehicles and SLs must be synchronized. This problem can be handled as shown in Algorithm 4.
Algorithm 4:
The generic structure of the feasibleSchedule(X) procedure input : A solution X output: Boolean value: T RUE if feasible, FALS E if infeasible 
All β values for the transfer nodes are reset to 0 in Line 2. The first block of the algorithm (Lines 3 -10) sets the time for all nodes at the earliest possible value (depending on the start of the time window and the departure time from the preceding node p i ). The algorithm switches to the next route whenever a destination transfer node is reached. This node is added to a list that contains all destination transfer nodes which do not have an updated synchronized time. The second part of the algorithm (Lines 11 -25) runs until the list of destination transfer nodes is emptied or a cycle (see Figure 4 ) is found.
• For each t * r+n ∈ list with the corresponding origin transfer node (i.e., t * r ) that has already received a timing, generate a shortest path (Dijkstra [13] ) from t * r to t * r+n (Line 14). Given the shortest path and the departure time from t * r , the algorithm computes the time at t * r+n by considering earliest scheduled departure time later than β t * r (i.e., β t * r ) for every intermediate line used (Line 15) . Considered t * r+n with a synchronized timing is removed from the list. Finally, all succeeding nodes of t * r+n get assigned a value until a destination transfer node is reached and added to the list.
• Whenever all β t * r is zero ∀ t * r+n ∈ list, the algorithm finds a cycle (see Figure 4) and stops. Hence, no feasible schedule is possible for a given solution X.
For a better understanding, we refer to the example shown in Figure 3 . Three requests, namely a, b, and c, are to be delivered to destination nodes a + n, b + n and c + n, respectively. All the requests are transferable, thus each request is shipped on a scheduled line. All these transfer nodes are replications of the original transfer nodes and each replication is assigned to only one request. In the present example, T a represents the origin transfer node of a, and T a+n is its destination transfer node. For the sake of simplicity, each arc has one time unit and each node does not require any service time. The numbers on top of the nodes indicate the departure time from that specific node. In this example, three PD vehicles are needed for the transportation of these three requests. By referring to Figure 3 , the feasibility of the schedule is checked as follows: the process starts in the first route. The algorithm reaches the transfer node T a+n that is a destination transfer node of request a. The algorithm moves to the second route and reaches T c+n , which is a destination transfer node of request c. Finally, it moves to the last route and updates the timing for the whole route as no destination transfer node is encountered. The list contains two destination transfer nodes, i.e., T a+n and T c+n . A shortest path is generated from T c to T c+n , and the departure time β T c+n is updated (i.e., 3). Afterwards, the subsequent nodes of T c+n for a given synchronized time β T c+n get assigned time values until T b+n is reached. Similarly, the timing of T a+n is updated and followed by T b+n .
Note that a cycle implies that the precedence constraints are violated for at least two transferable requests, since such requests need to be picked up and dropped off twice (see Figure 4) . In addition, cycles may be composed of multiple routes and requests. Figure 4 An example of a two-request cycle t * r+n for a given departure time from t * r . The capacity constraints of both PD and SL vehicles are verified in Algorithm 5. First, the algorithm checks SL capacity by first generating scheduled line paths along with every scheduled departure time from the considered transfer nodes (Line 3). The capacity variables are updated for each SL and each possible scheduled departure. The cost of the solution is updated in Line 6. Whenever the capacity is violated (Line 7), the algorithm stops and returns FALSE value. The PD-vehicle capacity constraints can be checked in a standard way with some preprocessing (Line 9). In particular, the destination transfer node of a transferable request r (i.e., t * r+n ) becomes an origin node on a different route, hence it will have a positive demand (i.e., d r ) whereas the origin transfer node of r (i.e., t * r ) becomes a destination node and it is assigned a negative demand (i.e., -d r ). 
Acceptance and stopping criteria
In the ALNS, we have implemented simulated annealing as a master search framework for the PDPTW-SL. The overall framework of the ALNS algorithm with simulated annealing is provided in Algorithm 6.
In the algorithm, X best indicates the best solution found during the search, X current is the current solution obtained at the beginning of an iteration, and X new is a temporary solution found at the end of iteration that can be discarded or become the current solution. The cost of solution X is denoted Algorithm 6: The general framework of the ALNS with simulated annealing input : A set of removal operators D, a set of insertion operators I, initialization constant P init , cooling rate κ output: X best 1 Generate an initial solution by using the Greedy insertion algorithm 2 Initialize probability P t d for each destroy operator d ∈ D and probability P t i for each insertion operator i ∈ I 3 Let T be the temperature and j be the counter initialized as j ← 1 4 Let X current ← X best ← X init 5 repeat 6 Select a removal operator d * ∈ D with probability P by c(X). A solution X new is always accepted if c(X new ) < c(X current ), and accepted with probability e −(c(X new )−c(X current ))/T if c(X new ) > c(X current ), where T is the temperature. The initial temperature is set at P init , where P init is an initialization constant. The current temperature is gradually decreased during the course of the algorithm as κT , where 0 < κ < 1 is a fixed parameter. The algorithm returns the best found solution after a fixed number of iterations (i.e., 10,000 iterations).
Computational results
This section presents the results of extensive computational experiments performed to assess the performance of our ALNS heuristic algorithm. We first describe the generation of the instances and of the parameters. We then present the computational results obtained by the proposed heuristic algorithm.
Data and experimental setting
Three sets of instances, namely R, C, and RC, with three scheduled lines in a triangular topology and a frequency of one departure of every 30 time units are considered. Each instance contains 100 requests (i.e., 100 pick-up and 100 delivery nodes) over 200×200 time units on an Euclidean space. Instances follow a naming convention of G n sl, where G is the geographic distribution of the customers, n is the number of requests that needs to be served, and sl is the number of SLs.
Instances are classified with respect to the geographical locations of the nodes. For example, C involves clustered nodes around transfer nodes, R considers uniform-randomly distributed request nodes, and finally RC involve randomly clustered nodes. More specifically, C and RC have the nodes positioned within at most 30, respectively 80 time units to one of its three available transfer nodes. In all cases, two depots with 30 heterogeneous PD vehicles each are considered.
The planning horizon is set to 10 working hours (i.e., 600 time units). The widths of the time windows are randomly generated between 26 and 91 time units. Service times are considered to be up to three time units. Each demand is assigned between one and three units. The capacity of PD vehicle is generated between six and 20 units. The carrying capacity on the considered SLs is assumed to be 15 demand units. Additional instances were also generated such that subsets of requests, PD vehicles, SLs out of R, C, and RC datasets are used. The three main datasets (i.e., R, C, and RC) can be found on the web page of SmartLogisticsLab [32] .
Parameter tuning
The proposed algorithm is implemented in NetBeans IDE 7.1.1 using Java. All experiments were conducted on an Intel Core i5 with 2.6 GHz speed and 4 GB RAM. A more detailed tuning was done on the five most sensitive parameters as shown in Table 4 . These were identified during some preliminary tests. Three instances of small sizes (i.e., 8, 16 and 25 requests) were solved 10 times each for the given combination of parameters. The rest of the parameters were chosen based on some other experiments and our intuition. In total, our algorithm contains 16 user-controlled parameters which are listed in Table 5 . It is noted that a driving cost of the PD vehicles is assumed to be 0.5 e per minute. It seems reasonable considering all operational costs, such as fuel consumption, driver wage, insurance, and tax. The cost of each demand unit of package request shipped on a fixed line is set to 1 e, which includes handling, storage and transportation costs. The parameters used in the ALNS algorithm are categorized into two categories as described below.
• Group A defines the selection procedure with the roulette wheel mechanism. We note that our setting of the parameters σ 1 , σ 2 and σ 3 is contrary to the expected setting σ 1 ≥ σ 2 ≥ σ 3 , normally used to reward an operator for good performance. In our implementation and similar to Demir et al. [8, 10] , we have chosen (based on parameter tuning) an unconventional setting of these parameters whereby the discovery of a worse solution is rewarded more than the discovery of a better solution. This is to help diversify the search in the algorithm.
• Group B of parameters is used to calibrate the simulated annealing acceptance mechanism and the removal and insertion operators.
To show the number of times each operator called within the ALNS, we give relevant information in Table 6 and Table 7 . These tables show, for each operator, the frequency of use during the course of the algorithm. The total time spent to run each operator is also shown in the parentheses. We note that the results are obtained using only one instance of each different size in terms of the number of requests.
The results shown in Table 6 indicate that operators RR, SR, PR and HR are used almost equally often. In many cases, the most widely used operators are LAR, TR and WR.
As seen in Table 7 , most used insertion operators are the ones that have ordered L. Since least flexible requests are inserted first, these operators have higher chances to insert all requests within the existing routes. More specifically, oGI, oSI and their variants with noise functions are widely Table 6 Number of iterations and the CPU times required by the removal operators Instance  RR  ROR  LAR  WDR  SR  PR  DR  TR  HR selected. It is noted that randomly-ordered insertion operators do not perform well, as many times the algorithm cannot insert all unassigned requests back to the solution due to their order of insertion. Tables 8 -9 indicate the number of times an operator has found the best and a better solution compared to the current one, respectively. It is noted that the number in parenthesis indicates the number of times a current solution is improved, but not to become a best known. Table 9 Number of global best solutions found and number of improving solutions achieved by the insertion operators Instance GI SI GIN SIN λFI oGI oSI oGIN oSIN oλFI R 25 1 1 (7) 1 (7) 0 (3) 0(2) (6) 0 (1) 
The results indicate that all removal operators, to some extent, contribute to achieving improved solutions. On the other hand, some insertion operators (i.e., λFI and oλFI) do not improve a current solution at any time. However, as it will be shown below, these operators are needed to diversify the search and achieve better overall performance of the algorithm. Furthermore, as expected, greedy operators (i.e., best and second-best) help obtaining improved solutions.
In order to identify the usefulness of the new insertion operators proposed in this article, we tested four configurations of the ALNS. These are shown in Table 10 , along with the average objective function values over ten runs of the algorithm. We used the same instances as in Table 4 .
According to the obtained results, using SI, SIN and λFI operators leads to the best performance of the algorithm. These operators are mainly destined to diversify the search. As seen in Table 10 , it seems imperative to use such operators along with the unconventional scoring setting.
Results of the ALNS heuristic on the PDPTWs
In this section, we provide in Tables 11 -13 computational results on the PDPTW benchmark instances (i.e., Li and Lim [19] ), which come in three sets: R, C and RC classified with respect to the positioning of the customers (i.e., random, clustered and randomly-clustered). The reason for choosing these instances is that Røpke and Cordeau [28] and Baldacci et al. [2] provided their results by using the minimization of operating costs as our algorithm does. Tables 11 -13 compare published results to the ones obtained by our ALNS heuristic algorithm. The comparison is made in terms of the average solution values obtained through 10 runs of the algorithm. This table presents, for each instance, the value of the best known or optimal solution compiled from [28, 2, 29] under column "Best known value". Note that the values in bold emphasize that the proposed algorithm found the best known solution. The symbol "*" indicates that the values are not necessary optimal and are obtained by Røpke and Pisinger [29] . Moreover, we note that all figures presented in these tables use a single decimal digit. For the ALNS algorithm, we then present the best solution value obtained in column "ALNS best found". In addition, we indicate "ALNS average value" after 10 runs with the corresponding average GAP (%) (i.e., let υ(ALNS ) be the solution value produced by our algorithm, then, the GAP (%) = 100 (υ(ALNS )−υ(Best)) /υ(ALNS ), where υ(Best) is the best known solution value for each instance). Finally, we show the corresponding average CPU times required to run the algorithm. As shown in Table 11 -13, the ALNS heuristic performs very well on the PDPTW instances considered in our tests. For the majority of instances, our heuristic algorithm was able to obtain the best known solutions published in the literature in at least one out of the 10 runs. For the rest of the instances, the percentage deviations are found to be not greater than 2.79%. The average CPU time required for the algorithm on the instances is found to be around 78 seconds.
Results of the generated instances
This section presents the results obtained by the proposed heuristic on the four generated sets of PDPTW-SL instances. These sets are generated from the three main datasets described in Section 4.1, by considering subsets of request, transfer node and PD vehicle sets. For the first group (with up to 12 requests and one SL), each instance was solved 10 times with the proposed heuristic and once with the PDPTW-SL MIP model by using CPLEX 12.3 (IBM ILOG [17] ) with its default settings and the valid inequalities proposed by Ghilas et al. [14] . A common time-limit of ten hours was imposed to CPLEX on the solution time for all instances. The following three groups were solved 10 times using the proposed ALNS in the context of PDPTW-SL and PDPTW. The detailed results of these experiments are presented in Table 14 -15.
In most of the cases, Table 14 indicates that the ALNS algorithm generated the same solution values as those of CPLEX, but in a substantially smaller amount of time. For the instances solved to optimality, the average CPU time required by CPLEX is approximately 8,251 seconds where the same statistic for the ALNS to produce the reported solutions is approximately 2 seconds. In some cases where CPLEX could not find any solution or could obtain a sub-optimal one, the proposed ALNS was able to find solutions that have a tighter GAP relative to the best lower bound found within the imposed time limit. Tables 15 -17 The proposed algorithm is relatively fast. For example, instances of up to 100 requests are solved in less than 40 minutes. As it can be noticed from the Tables 15 -17 , the ALNS algorithm for the PDPTW-SL is substantially slower than the same algorithm in case of the PDPTW. The main reason is the extra complexity that is induced by having the flexibility of using available scheduled lines, thus making multiple PD-vehicle routes depend on each other. In particular synchronization constraints (i.e., time windows and capacity) require extra computation time (e.g., 20 -30% of the CPU time).
It is noted that the efficiency of the proposed system may be highly dependent on both the spatial pattern of the requests and the configuration of the scheduled lines. Unless the design of the scheduled line services (routes and schedules) is integrated with vehicle routing, it is likely that the gains from an integrated system operation would be very small. Hence, designing such a system involves tactical decisions related to the pattern of the scheduled lines (positioning of the transfer nodes relative to the demand nodes clusters), the storage areas at the transfer nodes, and the redesign of the SL vehicles (e.g., freight compartment), that are not taken into consideration in this paper as the focus was on operational costs of the proposed system.
Overall, the results indicate the potential operating costs due to available scheduled lines. In particular, the savings range from 0 to 20% with regard to operating costs and from 0 to 23% in terms of driving time. Note that in this study the amount of CO 2 e emissions is directly proportional to total driving time as we disregard the extra emissions produced by the SLs due to extra carried weight (i.e., packages).
The most of the savings can be achieved by shipping requests on the available SLs. However, the number of PD vehicles used slightly increases in PDPTW-SL compared to the solutions for PDPTW, especially in C instances. It is explained by the fact that the number of vehicles used depends on the time windows, capacities, and demands. Moreover, we note that savings decrease along with the increase in the number of requests for R and RC instances. This can be explained by the increasing density of the requests over the considered area (200×200 time units). Hence, driving time from one demand node to another becomes shorter. For C instances the savings remain significant for larger instances as well. Hence, we can conclude that the more demand points are clustered around transfer nodes, the better performance of the system is. An obvious point that is supported by the results is that the more SLs are available, more savings can be achieved compared to the classical PDPTW.
The effect of heterogeneous routing costs on the algorithm performance
In this section, we present computational experiments on the instances with heterogeneous vehicle routing costs that are based on the vehicle capacity. The minimum-capacity vehicle is assumed to cost 0.5 e per operating time unit. Larger vehicles are assigned a cost that increases linearly along with the carrying capacity. Each instance is run ten times and the results are given in Table 18 . The columns are self-explanatory, similar to previously presented tables.
According to the obtained results, the proposed ALNS seems to perform stable when considering heterogeneous costs, leading to solutions with an average GAP of 0.88% compared to the best known solutions. In addition, the results indicate that objective function values tend to increase due to larger routing costs (heterogeneous costs) for the considered vehicles, compared to homogeneous case (i.e., 0.5 e for all vehicles). In this context, making use of available SLs leads to average cost savings of 5.89% compared to the corresponding best-known PDPTW solutions.
An application study
In this section we investigate the performance of the PDPTW-SL environment on a realistic scheduled lined system. In particular, we solve one instance of 100 randomly generated requests on a 60 x 60 time-units area, three depots and 20 PD vehicles. The scheduled lines graph is shown in Figure 5 and it is inspired from the current metro system in Amsterdam (see Figure 1) . The distances are considered Euclidean and time windows are randomly generated. The results shown in Table 19 are obtained after five runs of the algorithm and indicate the best solutions found for both PDPTW-SL and PDPTW. In particular, the PDPTW-SL integrated transportation system led to 5% savings in terms of operating costs and 9% in fewer total driving time. Even though PDPTW-SL system can lead to operating costs and CO 2 e emissions benefits, the number of vehicles used is increased as compared to PDPTW.
Conclusions
We have described a metaheuristic algorithm to solve the PDPTW-SL. To fully evaluate the effectiveness of the algorithm, we have generated different sets of instances and compiled a library of PDPTW-SL instances. Compared to the existing solutions on a set of PDPTW instances, the proposed algorithm performed well in terms of both, solution quality (with a maximum GAP of 2.79%) and CPU time (78 seconds on average). Furthermore, we have also shown that small PDPTW-SL instances can be solved optimally by the proposed formulation. The solutions obtained from solving larger instances, up to 100 requests, were compared to their corresponding PDPTW solutions and it is concluded that the flexibility of using scheduled line services leads to significant cost savings and fewer CO 2 e emissions. However, note that the performance of the PDPTW-SL system may be highly dependent on the relative positioning of the scheduled lines to the request nodes. In addition, investment costs needed for implementing such system may affect its outcome.
The reliability of such a system may decrease due to extra causes of delays and cargo damages (i.e., transfers to/from SLs, delays in SL schedules). Therefore, shippers may not be willing to use PDPTW-SL system. In order to tackle such issues, more advanced planning tools are needed, which consider stochastic aspects of the problem. The current research state of the considered problem is yet young and further industry collaborations are to be done in order to learn more about practical issues that may or may not prevent the implementation and the execution of such a system.
Overall the numerical experiments show that the proposed algorithm is highly effective in finding good-quality solutions for relatively large instances in a reasonable amount of time (up to 40 minutes). Regarding extensions of the investigated problem, additional aspects may be considered such as driver-related constraints, stochastic aspects (demands, travel times) or passenger requests, and the other related constraints (e.g., maximum ride-time). Investigation of exact decomposition algorithms (e.g., Branch & Price) could also be an interesting research direction. In addition, since the results show that the number of PD vehicles used may increase when SLs are introduced, it would be interesting to introduce fixed costs for the PD vehicles as well to make more clear the trade-off between using fewer PD vehicles or using SLs with more PD vehicles.
