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We show that if a collection of hypergraphs (1) is uniform (every edge contains 
exactly k vertices, for some fixed k), (2) has minimum degree asymptotic to the 
maximum degree, and (3) has maximum codegree (the number of edges containing 
a pair of vertices) asymptotically negligible compared with the maximum degree, 
then the chromatic index is asymptotic to the maximum degree. This means that 
the edges can be partitioned into packings (or matchings), almost all of which are 
almost perfect. We also show that the edges can be partitioned into coverings, 
almost all of which are almost perfect. The result strengthens and generalizes a 
result due to Frank1 and Rod1 concerning the existence of a single almost perfect 
packing or covering under similar circumstances. In particular, it shows that the 
chromatic index of a Steiner triple-system on n points is asymptotic to n/2, 
resolving a long-standing conjecture. 0 1989 Academic Press, Inc. 
1. INTRODUCTION 
Let k > 2 be a fixed natural number. We shall deal with hypergraphs that 
may have multiple edges, but that are k-uniform (in that every edge 
contains exactly k vertices) and non-trivial (in that they have at least one 
edge); for brevity we shall call them simply “graphs.” 
If G is a graph, V(G) will denote its set of vertices, E(G) will denote its 
set of edges, n(G) = # V(G) will denote its number of vertices, and 
m(G) = #E(G) will denote its number of edges. 
If z, and w are vertices in G, deg,(u) (the degree of u in G) will denote the 
number of edges of G containing u, and codeg,(u, w) (the codegree of u and 
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w in G) will denote the number of edges of G containing both u and w. 
Furthermore let 
C(G) = max codeg,(u, w). 
u,w~Y(G),u#w 
A packing in a graph G is a set P of edges of G such that each vertex of G 
is in at most one edge of P. A covering in G is a set K of edges of G such 
that each vertex of G is in at least one edge of K. A packing or covering is 
perfect if every vertex of G is in exactly one of its edges (whence it is also a 
covering or packing, respectively). 
Let R(G) denote the maximum possible number of edges in a packing of 
G. Let K(G) denote the minimum possible number of edges in a covering of 
G. Let x(G) ( a so 1 called the chromatic index of G) denote the minimum 
possible number of packings into which the edges of G may be partitioned. 
Let d(G) denote the largest possible number of coverings into which the 
edges of G may be parrtitioned. 
Our main result may be stated as follows. 
THEOREM 1.1. For every k 2 2 and 6 > 0, there exist 6’ > 0 and no such 
that if G is a k-uniform graph on n(G) 2 no vertices satisfying 
d(G)>(l-b’)D(G) (1.1) 
and 
C(G) < 6’D(G), (1.2) 
then 
x(G) d Cl+ 6) D(G) (1.3) 
and 
4(G) 2 (1 - 6) D(G). (1.4) 
Let ‘3 be a class of graphs that contains only finitely many graphs with 
any given number of vertices. Both the hypotheses and the conclusions of 
this theorem may be regarded as asymptotic statements of n(G) + cc 
following the filter of cofinite sets over 9. Since G is non-trivia& C(G) > 1, 
so (1.2) implies that D(G) -+ cc as n(G) -+ co. We’ shall write f(G) -g(G) 
for lim,f(G)/g(G) = 1, f(G) <g(G) for lim,f(G)/g(G) = 0, and f(G) 5 
g(G) for lim,f(G)/g(G) < 1. 
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In this language and in view of the inequalities, 
qi(G) < d(G) ,< D(G) d x(G), 
(l.l), (1.2), (1.3), and (1.4) can be rewritten as 
d(G) ‘v D(G), (1.1)’ 
C(G) i D(G), (1.2)’ 
x(G) -D(G), (1.3)’ 
and 
d(G) N D(G), (1.4)’ 
respectively. We shall further simplify our notation by dropping the 
argument “(G)” from D, d, C, and so forth whenever it is clear from the 
context. 
Since G has at least dn/k edges, and these edges can be partitioned into x 
packings, some packing must contain at least dn/kx -+ kx edges. Thus 
(l.l)‘, (1.3)‘, and the inequality z,<n/k imply 
7t - n/k. 
Similarly, (1.4) and the inequality K > n/k imply 
(1.5) 
K N nfk. (l-6) 
It is worthy of note that (1.5) and (1.6) are equivalent, independently of 
any other hypothesis. If to a packing P with n edges we adjoin an edge for 
each vertex not in some edges of P, we will obtain a covering with at most 
rc + (n - kr) edges. Thus (1.5) implies (1.6). Similarly, if from a covering K 
with K edges we delete for every vertex all but one of the edges of K that 
cover it, we will obtain a packing with at least IC - (krc-n) edges. Thus 
(1.6) implies (1.5). 
It is natural to ask whether (1.3) and (1.4) are also equivalent, indepen- 
dently of any other hypothesis. For this question, we can give half of the 
answer. 
LEMMA 1.2. 
cjad-k(X-d). 
ProoJ: Let p: E(G) + {l, . . . . I} be a “coloring” of the edges G such that 
p-‘(z) is a packing for each 1~ z <x. Set f= d- k(X - d). Call the colors 
{ 1, . . ..f} “principal” and call the remaining colors “auxiliary.” We shall 
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change the color of each edge that p assigns an auxiliary color into a prin- 
cipal color in such a way that we obtain a coloring q: E(G) -+ (1, . . . . f > 
such that q-‘(z) is a covering for each 1 <z <f: 
Say that a pair (v, z) is a “boy” if 21 is a vertex of G and z is a principal 
color not assigned by p to any edge of G incident with U. Say that an edge 
A is a “girl” if A is an edge of G that is assigned an auxiliary color by p. 
Say that the boy (v, z) “knows” the girl’s A for which A is incident with v. 
If we can “marry” the boys to distinct girls whom they know, we will be 
dane, for we can then simply change the color of each married girl A to 
that in the boy (v, z) to whom she is married. 
Each boy (u, z) knows at least k(~ - d) girls, since there are at least d 
edges incident with v, and at most d- k(~ - d) =f of these are assigned 
principal colors by p. On the other hand, each girl A is known by at most 
k(~ - d) boys: for each of the at most k vertices v incident with A, there are 
at least d edges incident with v; thus there are at most x-d colors not 
assigned by p to edges incident with U. Thus, by the marriage theorem, the 
boys can be married to distinct girls that they know. 
By this lemma, (1.3)’ implies (1.4)‘. We do not know whether (1.4)’ 
implies (1.3)’ (D. J. Kleitman has informed us that it does in the case 
k=2). 
We may summarize the implications in the following diagram. 
(1.3)’ =+ (1.4)’ 
u u 
(1.5) 0 (1.6) 
To prove Theorem 1.1, we shall show that (1.1)’ and (1.2)’ imply (1.3)‘; 
together with Lemma 1.2, this will imply (1.4)‘. 
To see the role of assumptions (1.1)’ and (1.2)‘, let us consider what 
results can be obtained without them. We always have 
TC 2 (n/k*)(d/D). (1.7) 
To see this, it s&ices to consider a maximal packing. For each edge in the 
packing, at most k(J) - 1) others are excluded, so a maximal packing must 
contain at least m/( 1 + k(D - 1)) edges, else another could be adjoined. 
Since m > rid/k, this proves (1.7). 
Furthermore, we always have 
x<k(D-l)+l. (1.8) 
This can be proved by sequentially coloring the edges of G; for each edge, 
at most k(D - 1) colors are excluded by previous commitments. 
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To see that the dependence on k in (1.7) and (1.8) is not far from the 
best possible, consider the following example. Let q be a prime power and 
set k = q + 1. Let G, be the graph whose vertices correspond to the projec- 
tive plane of order n(GO) = q* + q + 1 and whose edges correspond to the 
m(G,) = q2 + q + 1 lines in this plane. Then d(G) = D(G) = q + 1. Since any 
two lines meet at a point, rc(G,) = 1 and x(G,) = m(Go) = q2 + q + 1. If 9 is 
the class of “multiples” of GO (disjoint unions of some number of copies of 
G,), then for GEM we have ~(G)=n(G)/(q~+q+l)=n(G)/(k*-k+l) 
andX(G)=q2+q+1=kD(G)+1. 
We always have 
where Hk = 1 + l/2 + ... + l/k ~ln k. This result is due to Stein 
[St, Theorem 21. 
To see that the dependence on k in (1.9) is essentially the best possible, 
consider the following example. Let t 2 1 be a natural number and set 
k = t2. Let G, be the graph whose vertices correspond to the 
n(G,) = (2t - 1) t lines on a complete 2-graph on 2t points, and whose 
edges correspond to the m(G,) = (y) sets of lines that form complete 
bipartite subgraphs between two sets each containing t points. Then 
d(G,) =D(G,)=$(T::). By a result of Hansel [H], rc(G,)>log, n(G,,)a 
log, k. If Y is the class of multiples of G,, then for GE Q we have 
K(G) > (n(G,,) log, k)/2k. 
We do not know whether there is a lower bound to +5 of order dlH, to 
complete the analogy of (1.7), (1.8), and (1.9)., 
Let us now consider some classes of graphs that do satisfy (1.1)’ and 
(1.2)‘: 
(i) Let r and s be natural numbers with 2 d r < s. For each natural 
number t > s form the graph G whose vertices correspond to the n(G) = (i) 
r-subsets of a t-set T, and whose edges correspond to the m(G) = (f) 
s-subsets of T, with each edge A containing the vertices corresponding to 
the k = (;) r-subsets of the s-subset corresponding to A. 
(ii) Let r and s be natural numbers with 2 d r < s, and let q be a 
prime power. For each natural number t form the graph G whose vertices 
correspond to the n(G) = (i), r-dimensional linear subspaces of a t-dimen- 
sional vector space T over a field with q elements, and whose edges corres- 
pond to the m(G) = (i), s-dimensional linear subspaces of T, with each edge 
A containing the vertices corresponding to the k = (s)~ r-subspaces of the 
s-subspace corresponding to A. 
(iii) Let 9 comprise all Steiner triple-systems; that is, all 3-uniform 
graphs G in which every pair of distinct vertices is contained in exactly one 
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edge. In this case, Theorem 1.1 yields x(G) - n/2, resolving a long-standing 
conjecture. 
(iv) Let G(n,p) denote the random k-uniform graph with n vertices 
in which each edge is present independently with probability p. Let p(n) be 
any function satisfying (In n)/nk-’ <p(n) < 1. Let 9 be a random family 
comprising one graph G(b, p(n)) for each n > k, with the selections being 
made independently. Then with probability one, C!? satisfies (1.1)’ and (1.2)‘. 
The work reported in this paper is the culmination of a long series of 
contributions. In 1963, Erdiis and Hanani [EH] conjectured (1.5) and 
(1.6), for example (i). In 1981, Brouwer [B] proved (1,5), for example (iii). 
The conjecture of Erdiis and Hanani was proved in 1985 by Rod1 [R] (see 
also Spencer [Spl]). Frank1 and Rod1 [FR] subsequently extended the 
proof of (1.5) and (1.6) to a large class of graphs: those satisfying (1.1) and 
a strengthed version of (1.2) in which d(G) is replaced by d(G)/@ ~z(G))~. 
In this paper we prove (1.3)’ and (1.4)‘. This extension entails a number of 
changes in the strategy of the proof, and has the added benefit of 
eliminating the factor of (In n(G))3 from the result of Frank1 and Rlidl. 
2. SKETCH OF METHODS 
We shall now give a rough sketch of the proof of Theorem 1.1. This 
sketch should not be taken literally; a precise proof will be given in the 
succeeding sections. Let G be a large graph in which every edge contains 
exactly k > 2 vertices and every vertex has degree close to D. 
Let the real number 0 <E < 1 be fixed. The most basic step in our proof 
will be called an “&-nibble.” Starting with the graph G, we form a random 
set of edges X(G), in which each edge of G appears independently with 
probability E/D. The number of edges in X(G) that contain a given vertex is 
distributed in a way that is approximately Poisson, with a mean that is 
close to E. Thus, the probability that the vertex is not in any edge of X(G) 
is close to e-‘, the probability that it is in exactly one such edge is close to 
EeC’, and so forth. 
Let G’ be that subgraph of G whose vertices are the vertices of G that are 
not in any edge of X(G) and whose edges are those edges of G that do not 
intersect any edge of X(G). The probability that a given vertex appears in 
V(G’) is close to (1 - E/D)~ - gee. Furthermore, the appearances of distinct 
vertices in V(G) are nearly independent, so the probability that two ver- 
tices both appear in V(G’) is close to e-‘“, and so forth. The degree of 
every vertex ‘in G’ is with high probability close to e-“(k-ll) D, since an 
edge of G containing this vertex appears in G’ if its other k - 1 vertices 
appear in G’. Finally, let Y(G) be the set of edges in X(G) that intersect no 
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other edge in X(G). Clearly, Y(G) is a packing, and the probability that a 
given edge appears in Y(G) is close to (a/D)(l - E/D)~(~-‘)N (a/D) e--Ek. 
Let the natural number t > 1 be fixed. The next most basic step in our 
proof will be called an “(a, t)-fresser.” Define a sequence of graphs Go, . . . . G, 
as follows. Set Go = G. For 1~ iQ t, if Gi- 1 has been defined, set 
Gi = G:_ i, where G:- i is the graph obtained from Gi_ i by an s-nibble, as 
described above. The probability that a given vertex of G appears in Gi is 
close to e-&j, and the appearances of distinct vertices are nearly indepen- 
dent. The degree of every vertex in Gj is with high probability close to 
Di = edEick- “D Finally, let P(G) = Y(G,) u . . . u Y(G,- i). Clearly, P(G) is 
a packing, and the probability that it contains a given edge in E(G) is close 
to 
tx/D=(~/D,,)e-Ek+ ... +(&/D,-l)e-Ek 
= (E/D) emEk(l -e-“‘)/(l -e-‘). 
We can now prove (1.5). The size of the largest packing in G is at least 
as large as the expected size of the random packing P(G) described above. 
This is case to (u/D)m = cc(@). Letting E -+ 0 and t + co, we have IX -+ 1 
and thus obtain (1.5). 
Let the real number 0 < 9 < 1 be fixed. The next step in our proof will be 
called a “vertical (E, t, $)-nibble.” Set u=LSDJ, and let Z(G)= 
P,(G)u ... u P,(G), where P,(G), . . . . P,(G) are u independent packings 
obtained from G by an (a, t)-fresser, as described above. The number of 
packings among P,(G), . . . . P,(G) in which a given edge of G appears is 
distributed in a way that is approximately Poisson, with a mean that is 
close to a$. Thus the probability that an edge is not in any of these 
packings is close to e-“‘, the probability that it is in exactly one is close to 
use - “, and so forth. 
Let G* and G** be those subgraphs of G whose vertices are those of G 
and whose edges are Z(G) and E(G)\Z(G), respectively. Clearly, the 
chromatic index of G* is at most $D. The degree of every vertex of G** is 
with high probability close to ea9D. Indeed, with strictly positive 
probability, every vertex in G** will have a degree that is close to epa9D. 
Let G’ denote a particular value of the random variable G** for which 
every vertex has degree close to e-U8, and let Gt denote the corresponding 
value of the random variable G*. 
Let the natural number s 2 1 be fixed. The last step in our proof will 
be called a “vertical (6, t, 9, s)-fresser.” Define a sequence of graphs 
G(O), . . . . G(“) as follows. Set G(O)= G. For 1 <h < s, if G(h-l) has been 
defined, set G@) = G(h-l)f, where Gch - ‘j-t is the graph obtained from Gch- ‘) 
by a vertical (E, t, 9)-nibble, as described above. The degree of every vertex 
in Gch) is close to Dch) = ecashD. Thus by (1.8) the chromatic index of G’“) 
is not much more than ke-“‘“D. 
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We can now prove (1.3)‘. Since every edge of G appears in one of the 
graphs G(O)+, .. . . G’“- ‘It or G(“‘, the chromatic index of G is at most the 
sum of the chromatic indices of these graphs, which is not much more than 
pD = $D’O’ + . . . +9D”-‘+ke-“gsD 
=(9(1-e-“9”)/(1-e-“3)+ke-““s)D. 
Letting E -+ 0, t -+ co, 9 -+ 0, and s --+ co, we have /I + 1 and thus obtain 
(1.3)‘. 
3. THE &-NIBBLE AND THE (&, t)-FRESSER 
In this section we begin the proof of Theorem 1.1. For 
convenient to introduce some conventions. 
this it will be 
The first of these we shall call the “uniformity” convention. Whenever we 
make an assertion concerning convergence or asymptotics that involves 
one or more free variables ranging over vertices, it should be understood 
that the assertion holds uniformly with respect to all possible choices of 
distinct vertices. The same convention applies to assertions involving free 
variables ranging over edges. Using this convention, the hypotheses (1.1)’ 
and (1.2)’ can be abbreviated to 
degdv) -D, 
codeg,(v, w) < D. (3.2~ 
If X is a random variable and E is an event, we shall write 
x-, YJE 
Let the real number 0 <E < 1 and the natural number r > 1 be fixed. Let 
the random variable I’ comprise t independent components, Ti for 1 d i d &, 
and let each component ri comprise m independent atomic events, ri, A for 
A E E(G). For 1< i < t and A E E(G), set 
where 
582a/51/1-3 
D.=e-&‘w--l)Da 
I 
We shall work with a probability space D F 0, x ... x sZ?~, where the 
random variable r ranges over 52 and, for 1 < i 4 t, the random variable Si 
to abbreviate the assertion “for all 6 > 0, Pr( IX- Y\ > 6 Yi E) 4 0.” This is 
an asymptotic assertion, so the uniformity convention applies. 
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ranges over 52,. It will sometimes be convenient to average over some but 
not all of the factors Q r, . . . . Q,. For O<i<t, let [i] denote (1, . . . . i> (with 
[0] = @). If Ic [t], we shall write Ex, to denote an average over the fac- 
tor space sZ,= fli,rS2j. This operation of course yields a random variable 
on the complementary factor space Qt,,,1. We may, however, regard this 
as a random variable on the probability space Q that happens to be con- 
stant over the factor Q,. These operations are idempotent. Ex,(Ex,(X)), 
and commutative, Ex,(Ex,(X)) = Ex cr,J,(X) = Ex,(Ex,(X)). Furthermore, 
we have Ex,(X) = X and Ex&X) = Ex(X). The convention automatically 
extends to Prl, --+,, Var,, and Covar,, since all of these can be defined in 
terms of expectations (Pr(E) is the expectation of the characteristic 
function of the event E, and so forth). 
If A and B are edges of G, let A(A, B) denote the distance between A and 
B, defined as the smallest natural number j 3 0 such that for some sequence 
H 0 ,..., Hj of edges in G, we have H,, = A, Hi = B, and Hf- 1 n Hf# @ for 
1 <f < j. Thus A (A, B) = 0 if A = B, and we shall adopt the convention that 
d(A, B) = co if A and B are not in the same connected component of G (so 
that no sequence of the type described above exists). 
Our first goal in this section is to define a random variable P, which is to 
be a subset of E(G) with the following properties: 
(I) If A, BE P and A #B, then A n B = 0 (that is, P is a packing). 
(II) For all A E E(G), the event “A E P” is independent of all events 
“BE P” for which BE E(G) and d(A, B) > 2t. 
(III) For all A E E(G), 
where 
Pr( A E P) - a/D, 
a=~e-~(l -e-“)/(l -e-&). 
Before constructing P, let us see how these properties imply (1.5). By (I) 
and (III), we have 
rr(G) 2 Ex( # P) = 1 Pr(A E P) 
AEE(G) 
- m(dD) 
- a(G), 
since (3.1) implies m/D - n/k. Since 
/it ,“-” .seUEk(l - e-“)/( 1 -e-‘) 
= FFo eepEk/( 1 - e-‘) 
= 1, 
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we can choose E and t so that CI is as close to 1 as we wish, proving (1.5). 
(Property (II) is not needed to prove (1.5); it will be used in the next 
section to prove (1.3).) 
To construct P, we shall construct a sequence GO, . . . . G, of graphs. Set 
G, = G. If 1~ i < t and G,- 1 has been defined, set 
Y,= AEXi: 
i .A(,, B45 
B#A 
AnB#0 
/\ 
AGE(G) 
A3V 
and 
E(G,)= AEE(G,-1): /j ueV(G,) . 
VGA 
Finally, set P= Y, u ... u Y,. 
It is clear that each Yi is a packing. Furthermore, it is easy to prove by 
induction on i that each edge of Yiu ... u Y, E E(G,) is disjoint from each 
edge of Y1 u . . . u Yi-, . These together imply (I). 
It is easy to show by induction on i that, the events “A E Yy and 
“A E E(G,)” depend only on the atomic events r,, B with 1 Q h B i and 
d(A, B) < i. In particular, the event “A E P” depends only on atomic events 
Tj, B with d(A, B) < t. Thus unless d(A, B) < 2i - 1, the events “A E P” and 
“BE P’ depend on a disjoint set of atomic events. This implies (II). 
It remains to prove (III). This will be done with the help of the following 
proposition. Let us write “degf’ and “codeg,” for “deg6)’ and “codegGi”, 
respectively. 
PROPOSITION 3.1. For 1 < i d t we haue: 
(1) for 1 <j<2k- 1 and ul, . . . . uje V(G), 
Pr(v,, . . . . uje V(GJ) - e-“‘j; 
(2) for A EE(G), 
Pr(A E Yi)- (a/D) e--Ek+E(i-l); 
deg,(u)-+Djlue V(Gj). 
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ProoJ We proceed by induction on i. The basis i = 0 is trivial, since (1) 
all vertices belong to V(G,); (2) asserts nothing; and (3) follows from (3.1). 
Suppose then that 1~ i< t. 
We begin by proving (1). Let Qi denote the event “ul, . . . . uig V(G,).” By 
inductive hypothesis (3), we have 
degj-duf) *[i-l] Di-llUfE v(Gi-1) (3.8) 
for 1 <<f<j, where we have added the subscript “[i- 11” to “-+,” since 
everything else in the assertion depends only on 52 ci _ 1,. Applying inductive 
hypothesis (1) to vs and zl,, . . . . uj, we have 
Pr[-j-lI(Qi-, IU~E ~(Gi-,))-e-‘(‘-‘)(~-‘). (3.9) 
Since Qj- r implies USE V(G,_ 1), if E is any event, then 
WEI Qi-t>G WEIy VG,-l))/WQi-1 lufe VG,-l)). 
Thus (3.8) and (3.9) imply 
degi-,(uf)-,Ci-1,Di-1lQi-, (3.3) 
for 1 <f < j. Let T denote the number of edges in E(G,- r) that contain one 
or more of the vertices u r,...., vi. By the principle of inclusion-exclusion, 
C degi-&-)- c codegi-,(uf, ug)< T< C degj-,(uf). 
l</<j l<fcg<j 1 <f<j 
By (3.3) we have 
1 hi- dufl +Ci-lljDi-llQi-l. 
1 Sf<j 
By (3.2) we have 
c cock- ,(uf, ug) Q C codego(ufy ug) 
l<fdg<j l<f<g<j 
<pe~ww-l)~i-l 
Thus 
We therefore have 
(3.4) 
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Thus 
By inductive hypothesis (1 ), 
WQj-,)-e --E(i- 1)j 
Thus 
Pr(QA = WQjj Qj- 1) Pr(Qj- 1) 
- em”J, 
This completes the inductive step for (1). 
We now prove (2). Let A = (ur, . . . . vk}, let Qjwl denote the event 
‘?I r, . . . . vk E V(G,- r ),” and let T denote the number of edges in E(G,- r) that 
contain one or more of the vertices ul, . . . . uk. By the same argument that 
led to (3.4), we have 
Thus we have 
Prjjj(AE YiIQi_,)=(E/Di-l)(l-E/Dj-l)T-l 
+[i- l] (&ID) e- Ekf&(j-lI)(k--l)IQj-l, 
and 
By inductive hypothesis (1 ), 
Pr(Q,-r) m e-E(‘-‘)k. 
Thus 
Pr(AE Yj)=Pr(x4~ YiIQj-1) Pr(Qj-1) 
- tE/~) e--Ek--E(j--l)e 
This completes the proof of (2). 
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Finally, we prove (3). To do this, we set E= degi(v), let Q denote the 
event “u E V(Gi),” and prove 
Ex(81Q)mDi (3.5) 
and 
Var(~lQ)<D2=e2Ei(k-1)D?. (3.6) 
By Chebyshev’s inequality, these imply (3). 
For A 3 u, define 
o- 1, if A E E(G,); -A- 
0, otherwise; 
sothatX=C,.,~~.IfA=(v,u, ,..., uk-i), then 
= Pr(A E E( Gi) A Q)/Pr( Q) 
Ne-&ik/e-ei=,-Ei(k-l) 
9 
by applying (1) with j=k to u, ul, . . . . ok-i and with j= 1 to v. By (3.1), 
deg,(u) ND, so 
ExWIQ>= c WzAl Q> 
A3lJ 
- e-Ei(k-l) &g,(u) 
--e --i(k-l)D=~~. 
This proves (3.5). 
To prove (3.6), we write 
Var(XI Q) = c Var(E”, I Q) + c Covar(S,, ZBI Q). 
APV A,B3U 
A#B 
Since 0 < sA < 1, Var(Z”,) < 1. Thus 
A;” var(i?A 1 Q) d D i D2, 
since D + co. It will suffke, then, to prove 
c covar(~“,, sBl Q)<D’. 
A,B3V 
A#B 
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To do this, we write C = C’ + C”, where C’ is over A, Bs u such that 
A# B and An Bf {v), and 2” is over A, B3v such that An B= (v>. 
Since Covar(EA , EB 1 Q) B 1, deg,( v) 6 D, and codeg,(v, W) < C < D, we 
have 
c’ Covar(Z:, , EB ) Q) < 1’ 1 
Thus it will suffice to prove 
CM Covar( 8,,E,\Q)<D’. 
There are at most D(D - 1) terms in C”, so it will suffice to prove 
Covar(E,, EB I Q) < 1 
when AnB={v). But if A={v,vl ,..., vkVl) and B=(v,u~, . . . . vxW2), 
then 
Covar( ZA,EBjQ)=Pr(A, BEE(GJlQ) 
- WA E E(Gi) IQ> POE E(GJ I QI 
= WA, BE 4Gjh QYWQ) 
- WA E E(Gi)> Q) POE -@GA QVWQ)* 
by applying (1) with j=2k- 1 to v, vr, . . . . v2k-2, with j=k to v, vl, . . . . vkpl 
and V, Vk, . . . . azkU2, and with j= 1 to v. This completes the proof of (3.6) 
and thus of the induction step for (3). 
Since the events “A E Yh” and “A E Y,” are mutually exclusive for 
Igh<i<t, we have 
Pr(AEP)= 1 Pr(A E YJ 
1<i<t 
,,~<l(,iD)e-‘*+“(‘-‘) 
. . 
= (E/D) emEk(l - e-“)/( 1 -e-&). 
This completes the proof of (III). 
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4. THE VERTICAL (E, t, $)-NIBBLE AND THE VERTICAL (E, t, Q,s)-FRESSER 
In this section we complete the proof of Theorem 1.1 by proving (1.3)‘. 
We continue to assume 
deg,(v) N D, (4.1) 
codeg,( v, W) < D. (4.2) 
Let the real number 0 < E < 1, the natural number t > 1, the real number 
0 < 9 < 1, and the natural number s 2 1 be fixed. 
Our first goal in this section is to define a set n, which is to be a subset 
of E(G) with the following properties: 
(A) If G denotes the graph with vertices V(G) and edges n, then 
x(G)<$D(l -e-‘P)/(l -eC’), 
where a is defined (in terms of E and t) in the preceding section. 
(B) If G denotes the graph with vertices V(G) and edges E(G)\n, 
then 
D(z‘) - eeeagsD. 
Before constructing n, let us see how these properties imply (1.3)‘. By 
(1.8), (A), and (B), we have 
x(G) G x(e) + x0? 
< ~(6) + kD(@ + 1 
5 $D( 1 - e-Orss)/( 1 - e-“) + ke-“‘“D 
where 
Since 
lim lim lim lim /I 
&+Ot-+m O-tOs-cc 
= lim lim lim lim 9(1 -ema9’)/(l -e-a9)+ke-“9” 
&-tOr-mS~Os-‘x 
= lim lim lim $( 1 - e -‘$) 
&+Ol+m c-+0 
= lim lim a 
&-Or+cc 
= lim lim .seeek(l -e-“‘)/(l -e+) 
E-01-00 
=fToceed/(l -e-‘) 
= 1, 
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we can choose E, t, 9, and s so that /I is as close to 1 as we please, proving 
(1.3). 
To construct n, we shall construct a sequence G(O), . . . . G’“’ of graphs, 
satisfying I’( G@‘) = V(G) for 0 < h < s and E(G(‘)) 2 . 1 . 2 E(G’“‘). 
Let us write “deg@)” and “codeg@)” for “degGfh;) and “codegG(h 
respectively. As we construct each G@), we shall show that 
where 
By (4.2), we also have 
deg@)(u) N DCh), 
D(h) = e--cr9hD 
(4.3) 
codegCh)(u, w) Q codeg,( u, w) i D = cash DCh). 
Thus for each G@) with 0 bhds, we may apply the results of Section 3, 
with GCh) being taken as the graph G satisfying (3.1) and (3.2). 
Set G(O) = G. Then (4.3) follows from (4.1). Suppose then that 1 <h < s 
and GCh-‘) has been defined so that 
(4.4) 
Set U= $DCh+‘). Let P i, . . . . P, be independent random packings in GCh- ‘), 
each having the distribution of the random variable P in Section 2 (when 
Gfh) is taken as the graph G satisfying (3.1) and (3.2)). Let 
E=P,v ... u P, and let G(Z) denote the graph with vertices V(G) and 
edges E(GCh- “)\Z. Let ZCh) denote that value of the random variable 2 
that minimizes the quantity 
J(Z) = o~~Gj IdegG - ~(~‘1. 
Then set GCh) = G(Zch)). Finally, set n = Z(l) u . . . u Z(“). 
We must prove that (4.4) implies (4.3) for 1 <h. <x Before we do this, 
however, let us show that n satisfies (A) and (B). For 1 <h <s, let G(@ 
denote the graph with vertices I’(G) and edges ZCh). By (I), .Zth) is the 
union of ud 8-D”‘) packings, so x(&)) <$DCh). Since E(e)= 
E(cY+.J ... ) u E(&)) we have 
x(G) d c x(G(“‘) 
lCh<s 
=$D(l-e-“‘“)/(l-P9). 
This proves (A). Finally, since G = G’“‘, (4.3) with h = s implies (B). 
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It remains to prove that (4.4) implies (4.3) for 1 <h <s. The condition 
(4.3) is equivalent to 
J(.Fh’) < DCh’. 
Since J(Z@‘) <J(Z), it will suflice to show that for every 6 > 0, we 
eventually (that is, for all but finitely many G) have 
Pr(J(Z) ,< 6DCh)) > 0. (4.5) 
We shall prove (4.5) in three steps. Let D, = deg,,,,(v) and 4, = Ex(D,). 
First we shall prove 
6, - Dch). (4.6) 
For every A E G (h- I), (III) implies 
Pr(A E E(G(Z))) = (1 - Pr(A E P))” 
- (1 _ ,-.@‘h- 1))aD(*-‘) 
-a9 -e . 
Thus 
6, = 1 Pr(A EE(G(Z))) 
A E E(G+‘)) 
A3V 
This proves (4.6) 
If X is a random variable and Y is a real number, we shall write 
to abbreviate the assertion “for every 6 > 0 there exists a c < 1 such that 
eventually we have Pr( IX- Y( > 6 Y) < c ‘.” This is a convergence assertion, 
so the uniformity convention (introduced in the second paragraph of 
Section 3) applies. 
We shall next prove 
D, =+ Dch). (4.7) 
To do this, let D,(r) for 0 ir < u denote the degree of Y in the graph 
with vertices V(G) and edges E(G@-“)\(P1 u ... u P ) Let 
M,(r) = Ex(D, (D,(r)). Since the packings P,, . . . . P, are independent, 
Ex(M,(r) I M,(r - 1) = cl) = p for 1< Y < U, so the sequence M,(O), . . . . M,(u) 
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forms a martingale. Since P, affects M,(r) by at most 1, we have 
(M,(v)--M&r--1)1 <l for l<r<u. SinceM,(0)=nj,andM,(u)=D,, the 
large-deviations inequality for mantingales (see Shamir and Spencer 
[SS, Theorem 3] or Spencer [SP2, Lecture 71) shows that 
Pr( ID, - D, ) > 64,) < 2 exp( - (&D,)‘/~u). 
Since u N $Dth-‘) = QeaSDch)N $ea9~u, we obtain 
D”=4”. 
Combining this with (4.6) proves (4.7). 
If v and w are vertices of G, let d(v, w) denote the distance between v and 
W, defined as the smallest natural number j > 0 such that for some sequence 
zo, . . . . zj of vertices in G, we have z. = v, zj = w and, for 1 <f<j, we have 
zr- 1, zre A for some edge A in G. Thus d(u, w) = 0 if v = w, and we shall 
adopt the convention that d(v, w) = co if v and w are not in the same 
connected component of G (so that no sequence of the type described 
above exists). 
Finally, we shall prove (4.5). For v E V(G), let Q, denote the event 
“IS ” - Dth)l > 6D @).” By (4.7) and D (h) = eezsh D we have 
for some c < 1. The event Q, is determined by the events “A E Pry’ for 
AGENCY 1 <r<u. If VEA and WEB, thend(v, w)<d(A, B)+ 1. Thus, 
by (II), the event Q, is independent of all events Q, for which w E V(G) 
and d(v, w) > 2t $1. Since for each vertex v there are at most 
(2t + l)(k- 1)2f D2’ vertices w with d(v, w) <2t, and since for c < 1 we 
have (2t + l)(k - l)*’ D2’cD --) 0, the Lo&z “local lemma” (see Erdos and 
Lovhz [EL, Section 21 or Spencer [Sp2, Lecture S]) implies that 
This is equivalent to (4.5). 
Remark. If 3 satisfies the more stringent condition In n(G) <D(G) (as 
do examples (i), (ii), (iii), and (iv)), then Pr(Q,)<cD < l/n, and 
WA VE V(Gj E) > 0 follows without recourse to the Lovasz “local lemma.“’ 
In this case, for fixed k > 2 and 6 > 0, the vertical (E, t, 9, s)-fresser gives a 
probabilistic polynomial-time algorithm for finding a partition of G into at 
most ( 1-t 6) D(G) packings. 
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