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Abstract. In this article we present a stochastic counterpart of the Hörmander condition and Calderón-Zygmund theorem. Let Wt be a Wiener process defined on a probability space (Ω, P) and K(r, t, x, y) be a random kernel which is stochastically singular in the sense that
|x−y|<ε |K(s, t, x, y)|dydWs
We prove that the stochastic singular integral of the type |K(r, t, z, x) − K(r, s, z, y)| dz 2 dr < ∞.
As a consequence of our result on stochastic singular integral operators, we obtain the maximal regularity for a very wide class of stochastic partial differential equations.
introduction
Since Calderón and Zygmund's work, the singular integral theory has been one of most important fields in Mathematics and it has been developed considerably in various directions (see e.g. [2, 11] ). In particular, due to Hörmander the singular integral Hörmander's condition is considered as one of most general conditions in the theory of the singular integral, and there is a huge number of applications to partial differential equations. For instance, consider the heat equation
As is well known, for the solution u we have
where p(t, x) is the heat kernel. One can prove that the kernel K(s, t, x, y) = 1 s<t p x i x j (t − s, x − y) is singular but satisfies (1.2) on R d+1 . Consequently this leads to
Regarding the L p -theory for stochastic PDEs, Krylov [6, 7] firstly introduced the maximal L p -regularity of the stochastic heat equation The right hand side of (1.5) becomes a stochastic singular integral in the sense that
Lately, L p -theory has been further developed for high-order stochastic PDEs, stochastic integro-differential equations and certain stochastic pseudo-differential equations. For related works, we refer to [4, 6, 7, 9 ] (Krylov's analytic approach) and [12, 13] (H ∞ -calculus). Krylov's approach requires differentiability of the kernel, and H ∞ -calculus approach works only if the corresponding operator is a generator of bounded analytic semigroup and does not depend on the time variable.
Our primary goal is to introduce a theory with which one can investigate the maximal regularity for very large classes of stochastic partial differential equations. The stochastic singular integral of type (0.1) naturally appears if one tries to obtain the maximal L p -regularity of solutions to stochastic partial differential equations. We prove that the stochastic Hörmander condition is sufficient for the L p -boundedness of the stochastic integral and demonstrate that our result on stochastic singular integral (0.1) leads to the maximal L p -regularity of large classes of stochastic partial differential equations.
Here is a brief comment on our approach. We noticed that some key techniques in Krylov's approach, e.g. integration by parts, are not applicable for general kernels. Hence we combined Krylov's idea with some tools used for the deterministic singular integral theory and Calderón-Zygmund theorem.
The article is organized as follows. The main theorem is given Section 2 and the related parabolic Littlewood-Paley inequality is introduced and proved in Section 3. In section 4, the main theorem is proved on the basis of the parabolic LittlewoodPaley inequality. Finally, the maximal L p -regularity result for SPDEs is given in Section 5.
We finish the introduction with the notation used in the article. N and Z denote the natural number system and the integer number system, respectively. As usual R d stands for the Euclidean space of points
..}, and functions u(x) we set
We also use the notation D m for a partial derivative of order m with respect to x. For p ∈ [1, ∞), a normed space F , and a measure space (X, M, µ), L p (X, M, µ; F ) denotes the space of all F -valued M µ -measurable functions u so that
where M µ denotes the completion of M with respect to the measure µ.
If there is no confusion for the given measure and σ-algebra, we usually omit the measure and the σ-algebra. In particular, for a domain
, where L is the Lebesgue measurable sets, ℓ is the Lebesuge measure, and l 2 is the space of sequences a = (a n ) so that
We use ":=" to denote a definition. For a, b ∈ R, a ∧ b := min{a, b}, a ∨ b := max{a, b}, and ⌊a⌋ is the biggest integer which is less than or equal to a. By F and F −1 we denote the d-dimensional Fourier transform and the inverse Fourier transform, respectively. That is, F (f )(ξ) : is the real part of z. For functions depending on ω, t, and x, the argument ω ∈ Ω will be usually omitted. Usually X 0 , X, Y , Z denote the vectors in (0, ∞) × R d and are represented by
where t 0 , t, s, r are positive numberes and x 0 , x, y, z are vectors in R d . Finally, N denotes a generic constant which can differ from line to line and if we write N = N (a, b, . . .), then this means that the constant N depends only on a, b, . . ..
main result
Let (Ω, F , P ) be a probability space and {F t , t ≥ 0} be an increasing filtration of σ-fields on Ω satisfying the usual condition, i.e. F t ⊂ F contains all (F , P )-null sets and F t = s>t F s . By P we denote the predictable σ-algebra, that is, P is the smallest σ-algebra containing the collection of all sets A × (s, t], where 0 ≤ s ≤ t < ∞ and A ∈ F s . Let W 1 t , W 2 t , · · · be an infinite sequence of independent one-dimensional Wiener processes defined on Ω, each of which is a Wiener process relative to {F t , t ≥ 0}. For T ∈ (0, ∞] and a domain O ⊂ R d , we denote
and
where the sense of convergence will be specified in Assumption 2.3.
Define balls related to the quasi-metric ρ as
Note that the center X of the ball B c (X) is always in D.
Throughout the article we assume that the quasi-metric ρ satisfies the doubling ball condition on D, that is, for any γ > 0 there exists a constant N γ so that
For a locally integrable function f on D, define its sharp function as
where the sup is taken over all B c (Y ) containing X = (t, x) and
Similarly, the maximal function Mf (t, x) is defined as
where the sup is taken over all B c (Y ) containing X = (t, x).
Below is a version of Hardy-Littlewood and Fefferman-Stein theorems.
Theorem 2.2. For any p > 1, 
where ρ is a quasi-metric admitting FS.
we denote the space of the processes g = (g 1 , g 2 , . . .) such that g k = 0 for all large k and each g k is of the type
where
, and τ i are stopping times so that
Here is our main result.
Theorem 2.5. Suppose that Assumptions 2.3 and 2.4 hold. Then for any p > 2, the operator T can be continuously extended from
The proof of this theorem will be given in Section 4.
Parabolic Littlewood-Paley inequality
In this section we study the boundedness of operator G in L p (O T ; l 2 ). Since the integral above is deterministic one may assume that the kernel K is nonrandom throughout this section. Theorem 3.1 below is the main result of this section which we call "Parabolic Littlewood-Paley inequality". This inequality was first proved by Krylov for K(r, t, x, y) = ∇ x p(t − r, x − y), where p(t, x) = 
where N depends only on d, p, C 0 , N 1 , and N 2 .
The proof of this theorem will be given at the end of this section.
is finite almost everywhere, and moreover the operator f → Gf is a bounded operator from
Proof. Obviously, since f is nonrandom, f ∈ L 2 (l 2 ). By Itô's isometry and (2.4),
Thus the lemma is proved.
, where the last equality is due to the assumption that K(r, t, z, x) = 0 if t ≤ r.
Lemma 3.3. Let (t 1 , x 1 ) ∈ B c (X 0 ) and suppose Assumption 2.3 holds. Then for any
Proof. Set f = f 1 +f 2 and let (t, x), (s, y) ∈ B c (X 0 ). By Lemma 3.2 we may assume
Then by Minkowski's inequality,
Taking mean average to the above inequality, we get (3.2).
Take constants N ρ and C 0 from Definition 2.1 and Assumption 2.4 respectively, and denote
and vanishes outside of Q γ0c (t 0 , x 0 ). Then
where N depends only on d, γ 0 , and N 0 .
Proof. Let (t, x), (s, y) ∈ B c (X 0 ) and assume Gf (t, x) + Gf (s, y) < ∞. Then by Minkowski's inequality,
Therefore the left side of (3.3) is less than or equal to
Moreover by Hölder's inequality and Lemma 3.2,
where the last inequality is due to the assumption that f = 0 outside of B γ0c (X 0 ) and (2.1). Thus the lemma is proved.
Suppose that Assumption 2.3 and Assumption 2.4 hold. Then
where N depends only on N 1 .
Thus recalling the definition of Gf and the assumptions on f , we have
where A(t, r, s, x, y) is the set of all z ∈ R d for which inequality (3.4) holds. Therefore by (2.5),
f L∞(OT ;l2) and
The lemma is proved. 5) where N depends only on d, γ, N 0 , C 0 , and N 1 .
Proof. Let (t 1 , x 1 ) ∈ B c (X 0 ). Then by Lemma 3.3,
Gf 2 (t, s, x, y) dtdxdsdy.
Therefore we obtain (3.5) by applying Lemma 3.4 and Lemma 3.5. The lemma is proved.
Proof of Theorem 3.1
Since the case p = 2 is already proved in Lemma 3.2, we assume
where δ is a positive constant which will be specified later. Obviously,
Then by Lemma 3.6,
where N is independent of λ and δ. Take δ > 0 so that N δ < 1/2. Then the above inequality implies that
Therefore by (3.6), Chebyshev's inequality, (2.2), and Lemma 3.2,
[Gf ]
The last inequality is due to p > 2. The theorem is proved.
Proof of Theorem 2.5
Let
. Therefore by Fubini's Theorem, Burkholder-Davis-Gundy's inequality, and Theorem 3.1,
The theorem is proved.
Application to SPDE: Maximal L p -regularity
We study the maximal L p -regularity of SPDEs of the type
where W k t are independent one-dimensional Wiener process defined on Ω.
5.1.
Time measureable pseudo-differential operator. Assume that A(t) is a pseudo differential operator with the symbol ψ(t, ξ), that is,
We set
and assume there exists a constant ν > 0 such that
Remark 5.1. Here is a sufficient condition for (5.3): ∃ c > 0 such that
Thus by integrating on {ξ ∈ R d : R ≤ |ξ| < 2R} we certainly get (5.3). Then for any g ∈ L 2 (l 2 ), the (weak) solution to (5.1) is given by
See e.g. [7, Theorem 4.2] for details. Actually in [7] the representation formula of the weak solution is derived only for ψ(t, ξ) = −|ξ| 2 , but one can easily check the argument there works for the general case.
Due to (5.2) we may say A(t) is a linear operator of order γ. Applying the Ito's formula to |u(t, x)| 2 , taking the expectation, and then integrating over R d , we get for any t > 0,
By Plancherel's theorem and (5.2),
It follows that
and above calculations suggest that (−∆) γ/4 u is the maximal regularity of solutions if there is no smoothness condition on g.
The following theorem extends the above L 2 -estimate to L p -estimate.
Theorem 5.2. Let p ≥ 2 and assume (5.2) and (5.3) hold. Then for any g ∈ L(l 2 ) and u defined as in (5.5), we have
Remark 5.3. A proof of (5.6) is given in [4] with a stronger condition than (5.4), that is
The proof of [4] highly depends on the integration by parts, which requires the stronger assumption on ψ(t, ξ).
Example 5.4. Let m ∈ N and A(t) = (−1)
m−1 |α|=|β|=m a αβ (t)D α+β be a 2m-order differential operator. Assume that a αβ (t) are bounded complex-valued measurable functions and satisfy an ellipticity condition, i.e.,
Then A(t) is the pseudo-differential operator whose symbol is given by ψ(t, ξ) = (−1) m |α|=|β|=m a αβ (t)ξ α ξ β . Obviously ψ(t, ξ) satisfies (5.2) and (5.4) with γ = 2m.
Example 5.5. The class of pseudo-differential operators we are considering in this article covers a certain class of non-local operators. Let γ ∈ (0, 2) and denote
where χ(y) = I γ>1 + I |y|≤1 I γ=1 and m(t, y) ≥ 0 is a measurable function satisfying the following conditions (i)-(iv):
where ∂B 1 is the unit sphere in R d and S 1 (dw) is the surface measure on it.
(ii) The function m = m(t, y) is zero-order homogeneous and differentiable in y
(iv) There exists a constant c > 0 so that m(t, y) > c on a set E ⊂ ∂B 1 of positive S 1 (dw)-measure.
Using (i)-(iv) one can check that A(t) is a pseudo differential operator with the symbol ψ(t, ξ) satisfying (5.2) and (5.4), where
and c 1 (γ, d), c 2 (γ, d) are certain positive constants (see [9] for the detail).
To apply Theorem 2.5 we set T = ∞, O = R d , and
where X = (t, x) and Y = (s, y). Since ρ is a quasi-metric with the doubling ball condition and |(0, ∞) × R d | = ∞, ρ admits the Fefferman-Stein theorem. Define
where the limit is in the sense of L 2 -norm.
In the next lemma, we first show that T ψ,ε g converges with respect to the norm in L 2 and T ψ is a bounded operator from L 2 (l 2 ) to L 2 . Lemma 5.6. For each g ∈ L 2 (l 2 ), T ε g(t, x) converges in L 2 as ε ↓ 0. Moreover the operator g → Tg is bounded from L 2 (l 2 ) to L 2 , i.e., there exists a constant N 0 such that for all g ∈ L 2 (l 2 ),
Proof. Let ε 1 > ε 2 > 0. Then by Fubini's theorem, Itô's isometry, and Plancherel's theorem,
The last term goes to zero as ε 1 , ε 2 → 0 by the Lebesgue dominated convergence theorem. Therefore T ψ g is well-defined and using Fubini's theorem, Itô's isometry, and Plancherel's theorem again, we get (5.8). The lemma is proved.
Due to Lemma 5.6, to prove (5.6) it suffices to show that Assumption 2.4 holds with K(r, t, z, x) = 1 0<r<t (−∆) γ/4 p(r, t, x − z).
For 0 < s < t and x ∈ R d , denote
and q 2 (s, t, x)
By the change of variables, 9) and
Lemma 5.7. There exists a constant N = N (d, ν, γ) so that for any multi-index α with |α| ≤ d 0 , 0 < s < t, and i = 1, . . . , d,
Proof. Because of the similarity, we only show
This is an easy conesequence of (5.2) and (5.3). Indeed,
The lemma is proved.
Thus by Lemma 5.7, there exists a constant N = N (d, ν, γ) so that for any t > s and
. Then, there exists a constant N = N (d, ν, γ, ε) so that for any multi-index α with |α| ≤ d 0 − 1, 0 < s < t, and i = 1, . . . , d,
Therefore by (5.2) and (5.3),
Lemma 5.9. There exists a constant N = N (d, ν, γ) so that for all c > 0, multiindex |α| ≤ d 0 , 0 < s < t, and i = 1, . . . , d,
Proof. As in the proofs of the previous lemmas, we only show
By (5.2) and (5.3),
. Then there exists a constant N = N (d, ν, γ, δ) so that for any 0 < s < t
Proof. We only prove (5.12). The proofs of (5.13) and (5.14) are similar.
Note that it suffices to show that for each j = 1, . . . , d,
where i is the imaginary number, i.e.
By the property of the Fourier inverse transform,
The left hand side of (5.15) is equal to
Moreover by Plancherel's theorem, the last term above equals to
. Using the integral representation of the Fractional Laplacian operator (−∆) ε/2 we get
By Minkowski's inequality and Lemma 5.8,
We split I 2 into I 2,1 , I 2,2 , and I 2,3 , where
By the fundamental theorem of calculus,
Hence by Minkowski's inequality and Lemma 5.9,
On the other hand, if |ξ| ≥ 2, then I 2,2 (s, t, ξ) = I 2,3 (s, t, ξ) = 0 and thus we may assume |ξ| ≤ 2. Recalling the range of ε, we have
Hence by Hölder's inequality and Lemma 5.8,
Therefore we have
Finally by Lemma 5.8 again, 
Due to (5.2) and (5.3), the above term is finite if 3γ + d > 2d 0 .
Lemma 5.12. Let δ ∈ 0,
(5.20)
Proof. First we prove (5.18). By (5.9), Hölder's inequality, and (5.12),
Hence we have .
Next we prove (5.19). From (5.9),
and by Hölder's inequality, (5.11), and (5.13),
where N is independent of t and r. Therefore, by the fundamental theorem of calculus,
It only remains to prove (5.20) . By the mean-value theorem and (5.10),
where θ ∈ [0, 1]. Moreover by Hölder's inequality, (5.11), and (5.14),
where N is independent of t, s, r, and θ. Therefore,
In the following corollary, we finally prove that the kerenel
For r > 0 and
where Z = (r, z). 
Proof. We use the notation (−∆) γ/4 p(r, t, x) instead of 1 0<r<t (−∆) γ/4 p(r, t, x). In other words, we assume that (−∆) γ/4 p(r, t, x) = 0 unless 0 < r < t. Moreover we may assume t ≥ s without loss of generality. Since the proof of the case t = s is simpler, we only prove the case t > s.
Fix a constant δ ∈ 0,
Obviously I(r, X, Y ) = 0 if r ≥ t. Thus 
First we estimate I 1 (X, Y ). By (5.18),
We split I 2 . Observe
If |x − y| ≤ (t − s) 1/γ then by (5.19),
On the other hand, if |x − y| > (t − s) 1/γ , then 
By (5.18) again, 
It only remains to estimate I 2,2 . However, this is an easy consequence of (5.20) since 2s − t < t. Indeed,
The corollary is proved.
Finally, applying Theorem 2.5 with
we obtain (5.6). n D n φ ≤ 0, ∀n). Also it is of the form
where b ≥ 0 and µ is a measure on (0, ∞) satisfying (0,∞) (1 ∧ t) µ(dt) < ∞, called the Lévy measure. Let B t be a d-dimensional Brownian motion independent of S t . Then φ(∆) can be defined as the infinitesimal generator of the subordinate Brownian motion B St :
and its integral version is
where J(x) = j(|x|) with j : (0, ∞) → (0, ∞) given by
See e.g. [10] for more details. In general for n = 0, 1, 2, · · · , we define φ(∆) n/2 on the Schwartz space S as the operator with symbol −φ(|ξ| 2 ), i.e.
Consider the operator A(t) = φ(∆). Then (5.1) has a solution u given by
Let φ −1 denote the generalized inverse of φ, i.e.
Assumption 5.14. (i) There exists a constant N such that for all t ≤ T ∈ (0, ∞] and
(ii) φ satisfies the following scaling property: there exist positive constants N 1 , N 2 , δ 1 , and δ 2 so that The lemma is proved.
In the following corollary, we finally prove that the kerenel K(t − r, z, x) := 1 0<r<t<T φ(∆) where N depends only on d and the constants appearing in Assumption 5.14.
