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The retrieval and exchange of information between medical databases is often impeded by the semantic heterogeneity of concepts
contained within the databases. Manual identiﬁcation of equivalent database elements consumes time and resources, and may often
be the rate-limiting technological step in integrating disparate data sources. By employing semantic networks as an intermediary
representation of the native databases, automated mapping algorithms can identify equivalent concepts in disparate databases. The
algorithms take advantage of the conceptual ‘‘context’’ embodied within a semantic network to produce candidate concept map-
pings. The performance of automated concept mapping was evaluated by creating semantic network representations for two test
laboratory databases. The mapping algorithms identiﬁed all equivalent concepts that were present in the databases, and did not
leave any equivalent concepts unmapped. The utilization of conceptual context to perform automated concept mapping facilitates
the identiﬁcation of equivalent database concepts and may help decrease the work and costs associated with retrieval and integration
of information from disparate databases.
 2004 Elsevier Inc. All rights reserved.
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Retrieval and exchange of information from multiple
disparate databases is desirable for many reasons in
healthcare delivery. The mobility of patients aﬀects the
continuity of individual care and transfer of information
is often required for optimal patient treatment. Larger
data collection eﬀorts are involved for public health
reporting, quality assurance initiatives, and other sur-
veillance projects such as bioterrorism detection. The
Medical Information Acquisition and Transmission
Enabler (MEDIATE) is designed to facilitate the inte-
gration of data from multiple sources by providing a
method to automatically map semantically equivalent
concepts between databases.
Some large integrated healthcare systems utilize a
common data model or data storage system to integrate
information from multiple facilities [1–9]. These large
integrated systems are the exception, however, and the* Fax: 1-617-730-0260.
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doi:10.1016/j.jbi.2004.03.003vast majority of existing clinical information is stored in
heterogeneous databases using diﬀerent names and dif-
ferent data models. Therefore, out of expedience, direct
system-to-system mapping of data elements is perhaps
the most frequently chosen method for data exchange.
This approach requires manual identiﬁcation of equiv-
alent data elements and is time and resource intensive.
Automated mapping of concepts ameliorates the cost
required to retrieve and exchange information between
disparate databases. The following sections describe the
data representation and algorithms used to implement
an automated concept mapping system, and report the
results of initial testing on laboratory databases from
two disparate medical institutions.2. System description
2.1. Database representation
To support the function of the automated mapping
algorithms, MEDIATE employs a semantic network
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semantic network, the MEDIATE representation is
composed of nodes and links. The nodes represent
medical concepts and the links represent deﬁned rela-
tionships between those concepts. The semantic network
representation captures a conceptual view of the medical
database, which includes ‘‘higher-level’’ concepts as well
as the atomic data elements. In a medical laboratory
database, for example, this might include concepts that
denote the normal organization of laboratory test types,
e.g., hematology, microbiology, pathology, chemistry,
etc. The semantic network forms a context for each
medical concept, consisting of the neighboring network
nodes. This context provides a structure that enables the
mapping algorithms to identify semantically equivalent
concepts.
Information associated with each network node in-
cludes: concept identifying information, relationship
links between concepts, and database links to native da-
tabase elements. One of the concept identiﬁcation ﬁelds
consists of a link to a standardized medical vocabulary.
Currently, the Uniﬁed Medical Language System
(UMLS) Semantic Network is used as the source of theFig. 1. User interface for creating UMLS link. The panel on the right side of
with UMLS terms. When the ‘‘Match Concept Terms’’ button is toggled, a
Semantic Network. The user can then select concepts to add to the UMLSstandard terminology, and each node in the network has a
‘‘UMLS link’’ consisting of a list of terms from theUMLS
Semantic Network that have an equivalent semantic
meaning. The system semi-automatically generates the
UMLS link by utilizing a built-in lexical matcher to
identify candidate UMLS link concepts. The user inter-
face for creating the UMLS link is shown in Fig. 1.
Representing the UMLS link as a list provides ad-
vantages compared to linking a network node to a single
standardized term. Multiple synonyms can be directly
represented within the list, and terminology from more
than one vocabulary can be included if the database
contains extremely heterogeneous information. Seman-
tic network concepts that are ‘‘ambiguous’’ with respect
to standardized vocabularies (e.g., specialized test panels
used in the local medical environment) may be linked
with a list of concepts that are similar but not precisely
synonymous.
Links between nodes within the semantic network
represent conceptual relationships between medical
concepts. The network itself is deﬁned to be a directed
graph, and the relationship links have the following
semantics:the window illustrates how the concept ‘‘serum potassium’’ is mapped
lexical matcher attempts to ﬁnd matching concepts from the UMLS
link.
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medical concepts are synonymous. In particular, all
the components of the node data structure are identi-
cal except for the identifying information.
2. Specialization: subclass-of, superclass-of. This rela-
tionship follows the semantics of traditional object-
oriented class specialization, where subclasses inherit
attributes and functionality (or ‘‘methods’’) of their
superclasses.
3. Composition: component-of, composed-of. The com-
position relationship states that the semantic content
of the higher-level node (the ‘‘construct’’) is built
from the semantic content of the lower-level nodes
(the components). In addition, all the components
must be present in order for the construct to be a va-
lid entity. This relationship is analogous to the ‘‘part-
whole’’ relationship discussed in the linguistics and
knowledge representation ﬁelds [10].
4. Aggregation: element-of, collection-of. In contrast to
composition, aggregation does not require all of the
lower-level nodes (the ‘‘sub-elements’’) to be present
in order to deﬁne the higher-level node (the ‘‘aggre-
gate’’). The semantic content of the aggregate is
deﬁned by the content of the sub-elements, whatever
those sub-elements might be. This relationship enables
the representation of lists with variable size (e.g., a
problem list) and aggregates of data that may have
variable membership (e.g., the aggregate symptoms
required for the diagnosis of Rheumatic Fever).
5. Set relationships: subset-of, superset-of. This relation-
ship follows the standard mathematical deﬁnition,
with set elements deﬁned by lower-level nodes.
6. Attribution: attribute-of, has-attribute. Attributes are
lower-level nodes that are associated with a higher-
level node through the property of inheritance. Attri-
butes are the characteristic pieces of information that
are inherited by subclasses of the higher-level node.
For example, a ‘‘Lab Result’’ may have attributes of
‘‘result units,’’ a ‘‘time stamp’’ for when the result
was reported, and an ‘‘accession number.’’ These attri-
butes are inherited by all subclasses of ‘‘Lab Result.’’
Cycles in the network are not allowed for any rela-
tionship other than the ‘‘same-as’’ relationship, and the
system employs detection algorithms to warn users if
cycles exist for the other relationships. There is other-
wise no restriction on how nodes are linked, and the
system does not otherwise check for ‘‘logical’’ inconsis-
tencies (e.g., that may arise with multiple inheritance).
2.2. Database linkage
To use the semantic network representation as a di-
rect interface to the underlying database, each node has
a ‘‘link’’ that speciﬁes the database call to be used in
retrieving data. For the laboratory test databases in this
study, these links are in the form of database parameterssuch as table and column names to conform to the query
structure for relational databases. The linkage also
supports speciﬁcation of domain (column value) con-
straints for individual tests. When a database query is
performed, an SQL statement is dynamically con-
structed from the database link and executed on the
underlying native database. The user interface for this
database linkage is shown in Fig. 2.
For higher-level nodes such as test groups, the data-
base link consists of an annotation that the test group is
a combination of other tests. When a database query is
performed on a combination node, the MEDIATE
system decomposes the node through links to the lower-
level nodes. In the case where there are several levels of
combination, the system follows the relationship links to
the lowest level of the hierarchy. For a standard
‘‘Chem7’’ test, for example, the network links would
result in a database query based on the seven component
tests, i.e., serum sodium, serum potassium, etc.
2.3. Concept mapping algorithms
The overall process of concept mapping between se-
mantic networks has three phases. In the ﬁrst phase,
each of the two networks is enumerated on a node-by-
node basis and mapping is attempted using multiple
algorithms (detailed in following sections). The majority
of node mapping will be executed during this phase.
In the second phase, an iterative mapping process is
used for unmapped nodes from the ﬁrst phase. Some of
the mapping algorithms depend upon equivalence be-
tween neighboring nodes in order to map the target
node, and thus may fail during the ﬁrst mapping phase
but succeed in subsequent iterations. The iterations in
the second phase continue until the total number of
mapped nodes remains static.
Throughout the ﬁrst two mapping phases, all the
identiﬁed mapping results are stored for later reference.
This improves the eﬃciency of the mapping algorithms
that rely on ﬁnding similarities in concept contexts,
since multiple neighboring nodes may also need to be
mapped.
In the third phase, the remaining unmapped nodes
are processed through an iterative generalize-and-map
algorithm. During this process, the system ‘‘generalizes’’
a node by ﬁnding its superclass, using the specialization
relationship links. If the specialization relationship does
not exist for the pertinent node, the set, composition,
and aggregation relationships are tested successively
until a higher-level class is found. The higher-level class
is then mapped if possible. The generalize-and-map
process is recursively iterated until the superclass is
mapped, or no superclass is found. The theory for this
phase is derived from the query ‘‘relaxation’’ function
provided by the Cobase systems described by Chu et al.
[11–13].
Fig. 2. User interface for database linkage. Nodes in the semantic network representation are directly linked to ﬁelds in a relational database by
specifying the table and column where the pertinent information resides. On the right side of this panel, further constraints can be speciﬁed on
column values. In this example, the ‘‘serum sodium’’ node is speciﬁed by constraining the ‘‘TEST_ABBR’’ column to the value ‘‘na.’’
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phase mapping process, and a separate algorithm for
leaf mappingmay be employed in a discretionary fashion
after the three-phase mapping process. A node is map-
ped if at least one of the mapping algorithms returns an
equivalent node from the remote network. If multiple
equivalent nodes are returned, each node is displayed by
the system with an associated quality metric. This
quality metric can function as a guide for users to
choose the best mapping from the candidate mappings,
or it can be used to automate the choice of mappings.
The mapping algorithms can be categorized in the
following manner:
1. Lexical mapping. This algorithm uses the UMLS link
to map nodes.
2. Context mapping. These algorithms execute mapping
by examining the context (network neighborhood) of
the target node.
a. Subcomponent context. Use the context repre-
sented by subcomponents (leaves) of the target
node.
b. Nearest Neighbors context. Use the context repre-
sented by all the neighbors of the target node.
c. Sibling context.Use the context represented by sib-
ling nodes.
3. Leaf mapping. This is the discretionary algorithm that
attempts to map as many of the subnodes of a con-cept as possible. This algorithm only functions for
higher-level nodes that are not leaves themselves.
2.4. Detailed description of lexical mapping
Nodes from the two semantic networks map together
if they have any common elements in their UMLS links.
The UMLS link elements themselves are lexically map-
ped by text string. Due to the indeterminate content of
the UMLS links, there is no guarantee that mappings
can be found, or that they will be unique. In contrast to
the other algorithms, the local context of a node is not
considered in this algorithm. In situations where a node
has sparse relationship links (e.g., in leaf nodes), this
algorithm may be the main determinant of the mapping
outcome.
2.5. Detailed description of subcomponent context map-
ping: ﬁnding the ‘‘lowest common superclass’’
To map a given ‘‘NodeA’’ in the local network, the
algorithm starts by ﬁnding any leaf nodes that are in
NodeA’s sub-hierarchy. These leaf nodes are then
mapped to nodes in the remote network. Within the
remote network, a breadth-ﬁrst search (BFS) process is
started from each of the mapped nodes. The search
proceeds ‘‘up’’ the network hierarchy from each of the
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class’’ is the node lowest in the hierarchy with the
greatest number of search ‘‘hits.’’ This search is illus-
trated graphically in Fig. 3.
2.6. Detailed description of nearest neighbor context
mapping
The intuition for this algorithm originates from the
ripples that result when pebbles are cast into a calm
body of water. As the ripples spread from each pebble’s
impact, they intersect in various patterns. The points of
greatest ripple intersection are ‘‘centroids’’ of interaction
between the original pebble impacts.
In this algorithm, BFS is executed within the local
network to ﬁnd the nodes closest to the target ‘‘NodeA’’Fig. 3. Subcomponent context mapping. To mapping Node A, the subcom
hierarchy will result in Node A1, the node of greatest intersection on the sea
Fig. 4. Nearest Neighbor context mapping. BFS is performed from node A
mapped to the remote network. BFS is performed from each nearest neighbo
candidate mapping for node A.(within one link distance). These neighboring nodes are
then mapped in the remote network. The remotely
mapped nodes are analogous to the cast pebbles, and
performing BFS from these nodes is analogous to cre-
ating ripples. The remote network node(s) with the
greatest number of hits from the intersecting BFS
pathways are returned as the overall mapping for No-
deA. This search is illustrated in Fig. 4.
2.7. Detailed description of sibling context mapping:
neighbor exclusion
In this algorithm, the parent node and ‘‘sibling’’
nodes are mapped in the remote network, and then ex-
cluded as candidate mappings. This search is illustrated
in Fig. 5.ponent nodes are mapped to the remote network. A search ‘‘up’’ the
rch paths. A1 is returned as the candidate mapping node for A.
to ﬁnd the nearest neighbors. The nearest neighbor nodes are then
r node in the remote network, and node A1 is found and returned as a
Fig. 5. Sibling context mapping: neighbor exclusion. Starting at node A, the parent node and sibling nodes are identiﬁed in the local network. The
parent node is mapped in the remote network, and all the children of the remote parent are found. The local siblings are then mapped with remote
nodes. The remote parent and remote siblings that have been mapped (nodes that are crossed out) are then excluded as mappings. Any remaining
nodes such as A1 are returned as candidate mappings.
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After the three-phase general concept mapping pro-
cess is performed, the user can choose one more algo-
rithm if the previous mapping results are
unsatisfactory. For higher-level (non-leaf) nodes, the
user may choose to map the leaves of the node’s sub-
hierarchy instead of mapping the node itself. The pur-
pose of this algorithm is utilitarian: it does not attempt
to ﬁnd the semantic equivalent of the target node, but
instead tries to map all the data elements that make up
the sub-hierarchy of the target node. This algorithm is
illustrated in Fig. 6.
In some circumstances, leaf mapping may be prefer-
able to using the semantically equivalent mapping to
retrieve information from a remote database. For ex-
ample, if the sub-hierarchy for the target node in the
local network is larger than the equivalent sub-hierarchy
in the remote network, more information may be re-
trieved using this algorithm than by using the semanti-
cally equivalent mapping to the target node. Also, if the
target concept does not ‘‘exist’’ in the remote network, a
leaf mapping may retrieve more accurate information
than the generalized mapping.
2.9. Mapping quality metric
Once the concept mapping process is completed, a
method to assess the quality of node mapping results
can assist the user in evaluating the eﬃcacy of the
mapping process. In particular, if a local node is mapped
to more than one node in the remote network, the
quality metric can be used to judge the relative ‘‘ﬁt’’ of
the mapping results.
Several parameters are used within the quality metric
to capture diﬀerent aspects of the mapping. These pa-
rameters include:1. Overall quality. A mapping between two nodes is
called a ‘‘perfect’’ mapping if all the subcomponents
of both nodes map together. Otherwise, the
mapping is a ‘‘partial’’ mapping.
2. Coverage. A mapping has ‘‘full coverage’’ with re-
spect to the local target node if all the subcomponents
of the local target node are mapped and contained in
the subcomponents of the remote node. Otherwise
the mapping has ‘‘partial coverage.’’
3. Score. The score is calculated by taking the number
of mapped subcomponents (‘‘intersection’’ between
all the subcomponents in both networks) divided by
the total number of unique subcomponents (‘‘union’’
of all the subcomponents in both networks), multi-
plied by 100. This produces a score that ranges from
0 to 100.
4. Mapping types. Mapping types are diﬀerentiated by
the method used to establish the mapping. The diﬀer-
entiation is necessary because diﬀerent network tra-
versal routines and variations of the quality metric
algorithms are required for the diﬀerent types. From
the concept mapping process described previously,
the mapping types are:
a. Direct mapping. The mapping is made during the
initial concept mapping process.
b. Generalized mapping. The mapping is made during
the ‘‘generalize-and-map’’ process because the
node was previously unmapped.
c. Leaf mapping. The user manually directs the sys-
tem to perform a leaf mapping.
d. Validated mapping. During manual review of the
concept mapping results, the user conﬁrms that a
mapping is semantically equivalent and should
be used for all future data integration purposes.
A validated mapping is always preferentially used
regardless of the other parameters within the qual-
ity metric.
Fig. 6. Concept vs Leaf Mapping. In the Concept Mapping shown at the top of the ﬁgure, NodeA has been mapped to Node1 (as denoted by double-
headed arrows). Subsequently, a data query will return ﬁve component nodes for Node1, namely Node3, Node4, Node6, Node7, and Node8 (bold
outlined nodes). In the Leaf Mapping at the bottom of the ﬁgure, the three leaf nodes for NodeA have mapped to nodes Node4, Node7, and Node8,
which would be returned as the results of a data query.
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To test the ideas and functionality of MEDIATE, two
‘‘evaluation’’ laboratory databases from diﬀerent insti-
tutions had semantic network representations built, and
automated concept mapping was performed. The evalu-
ation databases from both institutions did not contain
any patient identifying information. Laboratory data-
bases were chosen as the initial test databases because of
their clinical importance and ubiquitous implementation.
The ﬁrst laboratory database represented was a sub-
set of a database from Children’s Hospital (CH), Bos-
ton, MA. The subset was chosen by informally
surveying several Children’s Hospital clinicians to de-
termine the most common laboratory test results re-
quested during a hospital admission. The legacy
database itself is a relational database that contains the
vast majority of laboratory results in a single table. The
semantic network representation contained a total of
101 nodes. Fig. 7 illustrates the semantic network rep-
resentation for this database.
The second laboratory database came from the Dana
Farber Cancer Institute (DFCI), Boston, MA. The
DFCI database is also a relational database, and all the
laboratory test results were also contained in a single
table. The semantic network representation contained atotal of 353 nodes and included all the laboratory tests
contained within the DFCI database.
Concept mapping was performed twice, using diﬀer-
ent variations on the semantic networks for each map-
ping run. During the ﬁrst concept mapping run, UMLS
links were instantiated for all nodes in each hospital
network. During the second concept mapping run,
UMLS links were instantiated only for the leaf nodes of
the semantic networks. This second conﬁguration pro-
vided a more rigorous test of context-based mapping
since none of the higher-order nodes could be lexically
mapped through UMLS links.
After automated mapping was accomplished, data
queries of mapped concepts were executed to test the
network linkages to the native databases. A random
sampling of mapped aggregate and leaf nodes were se-
lected and database queries were performed using the
network linkage. The results of these queries were
compared with manually composed SQL statements
that were executed directly against the target databases.4. Results
The results from the two concept mapping runs are
displayed in Table 1. As expected, the percentage of
Table 1
Summary of concept mapping results
Type of mapping CH nodes mapped (%) DFCI nodes mapped (%)
Mapping run #1 (UMLS
links for all nodes)
Mapping run #2 (UMLS
links for leaf nodes only)
Mapping run #1 (UMLS
links for all nodes)
Mapping run #2 (UMLS
links for leaf nodes only)
Context-based 14 (14%) 22 (22%) 24 (7%) 38 (11%)
Lexically based (using
UMLS links)
54 (53%) 46 (46%) 64 (18%) 49 (14%)
Generalized 19 (19%) 19 (19%) 148 (42%) 149 (42%)
Unmapped 14 (14%) 14 (14%) 117 (33%) 117 (33%)
Context-based mapping indicates that no lexical mapping was found based on the UMLS link. Lexically based mapping indicates that the ﬁnal
mapping is equivalent to mapping using the UMLS links. The combination of context-based and lexically based mapping is equivalent to direct
mapping as described in the quality metric. Generalized mapping indicates that the superclass of the concept was used in the generalize-and-map
process. The greater number of generalized and unmapped nodes for DFCI reﬂects the disparity between the network sizes: 101 nodes for CH vs 353
nodes for DFCI.
Fig. 7. CH semantic network. A screen shot from the MEDIATE user interface illustrates the CH semantic network expanded around the CBC focus
node. The main panel on the left shows a graphic representation of the network, while the smaller panels on the right display additional information
and allow the user to modify the representation.
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gorithms increased when the semantic network repre-
sentations had UMLS links instantiated only on the leaf
nodes (during the second mapping run). The ﬁnal con-
cept mapping results exhibited little variation between
the two mapping runs. The mapping results for CH that
diﬀered between the two runs are shown in Table 2.Of the 101 nodes in CH, 68 nodes (67%) were direct
mappings (as deﬁned in the quality metric). The pres-
ence of a direct mapping implies that the target concept
exists in both networks. For DFCI, 87 (25%) of the 353
nodes had direct mappings identiﬁed.
Conversely, the lack of a direct mapping implies that
the concept does not exist in the remote database. To
Table 2
Diﬀerences between mapping run #1 and mapping run #2 for some CH data
CH concept DFCI Node mapping, UMLS links
instantiated for all nodes
DFCI Node mapping, only leaf
nodes with UMLS links
Bacteriology Bacteriology Culture Bacteriology Culture
Bacteriology Labs*
Lipid proﬁle ldlp* ldlp
Chemistry Labs
Proteins bmauto bmauto
iepu iepu
tp*
Virology bmaut2 bmaut2
Virology Labs*
WBC diﬀerential cbca cbca
difa* difa
diﬀ*
WBC diﬀerential count*
Comparison of mappings in networks fully instantiated with UMLS links vs networks in which only leaf nodes had UMLS links. Concepts
marked with a star (*) indicate a UMLS link lexical mapping.
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direct mappings were manually inspected for both net-
works. With the exception of attribute nodes (i.e., nodes
for which the sole relationship is ‘‘attribute-of’’), none of
these remaining concepts could be identiﬁed in the other
remote network. Therefore, the lack of a direct mapping
had 100% negative predictive value for the existence of a
concept in the remote network. This characteristic pro-
vides a method to automatically identify concept dis-
parities between databases, and may play a role in data
integration eﬀorts such as the creation of a data repos-
itory.
The experimental results demonstrate that MEDI-
ATE supports automated identiﬁcation of semantically
equivalent concepts. In particular, the absence of iden-
tiﬁed mappings provided 100% negative predictive value
for the existence of a target concept in the remote sys-
tem. In other words, the concepts that were unmapped
(14 of 101 for CH, 117 of 353 for DFCI) only existed in
one of the hospital databases.
The corollary proposition, that direct mappings
identiﬁed all the concepts that existed in both databases,
was also true to an extent. The clinical signiﬁcance of the
mapping results, however, was variable and ranged from
obvious synonymy to concept mappings with question-
able relevance. For example, the equivalence of the
concepts Virology (CH) and bmaut2 (DFCI) is debat-
able. The naming of bmaut2 and the grouping of the test
with other bone marrow transplant assays would indi-
cate that it is not a good mapping for the Virology
concept. But examination of the bmaut2 test compo-
nents reveals that the individual tests are all viral tests of
some kind, as shown in Fig. 8.
The context-based mapping algorithms were power-
ful enough to elucidate the meanings of several concepts
with cryptic names. An example of mapping semanti-cally equivalent concepts despite confusing terminology
is illustrated in Fig. 9.
The sample database queries veriﬁed that the se-
mantic networks could be used to directly extract
mapped data elements from the underlying databases.
The results of all database queries performed through
the MEDIATE interface matched with results obtained
through manually coded SQL direct queries. An exam-
ple query is shown in Figs. 10–12.
Leaf mappings are complementary to concept map-
pings in terms of their clinical relevance. This is partic-
ularly evident for concepts that do not exist in both
databases, such as the bone marrow transplant panels
from DFCI. For example, the ‘‘balld5’’ test panel from
DFCI has no corresponding direct mapping in the CH
database. In this situation, a leaf mapping can be used to
retrieve as much of the content of the balld5 panel as
possible.
But even if 100% of the leaves are mapped, it may still
be preferable to retrieve data from a remote database
using the concept mapping. This is easily seen when there
is true semantic equivalence between two nodes, but one
of the nodes has a more extensive sub-hierarchy. For
example, the ‘‘Liver Function Tests’’ node from CH has
only three leaves in its sub-hierarchy. The mapped con-
cept ‘‘hfp’’ from DFCI contains seven leaves in its sub-
hierarchy (which subsume the three leaves from ‘‘Liver
Function Tests’’), and represents a more informative
mapping than the leaf mapping. This is shown in Fig. 13.
Because of the inherent heterogeneity of the concepts,
assigning a ‘‘false positive’’ rate to automated concept
mapping is diﬃcult. For example, manual inspection of
the direct mappings for CH revealed that 13 out 68
nodes (19%) had more than one DFCI node to which a
mapping was identiﬁed. But only three of the 68 map-
pings (4%) were ‘‘completely’’ wrong in the sense that
Fig. 9. Identifying semantic equivalence despite terminological disparity. This screen shot of the network mapping interface from MEDIATE
illustrates the mapping between CH concept ‘‘Blood gas’’ and DFCI concept ‘‘bg.’’ Although the ‘‘bg’’ label is cryptic, the subcomponents make it
apparent that the two concepts are clinically equivalent.
Fig. 8. Components of DFCI concept ‘‘bmaut2.’’ All of the component elements are viral tests.
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Overall, the system is biased toward identifying more
candidate mappings and producing more false positives
based on the assumption that manual ‘‘pruning’’ of
identiﬁed mappings is easier than manual ‘‘searching’’
for unidentiﬁed mappings (false negatives).
Examination of the quality metric can guide the de-
termination of ‘‘equivalency’’ between two concepts.Table 3 shows some sample quality metric parameters
for mapping results where more than one equivalent
concept was identiﬁed. The score portion of the quality
metric can be used as an initial guide, but the other
parameters of the metric may also inﬂuence decisions
about whether to accept a mapping assignment. For
example, some users may feel it is more important
to assign mappings that provide ‘‘full coverage’’
Fig. 10. User interface for database queries. The main panel allows the user to choose concepts from a ‘‘source’’ database system. Matching concepts
from ‘‘target’’ database systems are automatically displayed. In this example, a ‘‘CBC’’ or complete blood count is being requested from the CH test
database and the DFCI test database.
172 Y. Sun / Journal of Biomedical Informatics 37 (2004) 162–178(for aggregate nodes that have sub-elements) and accept
lower ‘‘scores.’’ If the quality metric is used as a ﬁlter,
mapping assignments could be customized for the vari-
ous parameters of the metric according to user prefer-
ence.5. Discussion
One of the fundamental problems of data exchange
arises from heterogeneity in the way that information is
represented and stored. MEDIATE attempts to bridge
the heterogeneity of medical databases by abstracting
data elements into the nodes of a semantic network. The
context provided by the network structure, in addition
to the procedural knowledge provided by the mapping
algorithms, provide a unique basis for facilitating data
exchange that has not been previously described.
The utilization of standards clearly facilitates the in-
tegration of data. Use of the Health Level 7 (HL7)communications protocol is widespread [14,15], and the
Logical Observation Identiﬁers Names and Codes
(LOINC) has been successfully adopted as a standard
exchange model for laboratory results among healthcare
institutions, commercial laboratories, and government
agencies [16–20]. With the licensing of the Systematized
Nomenclature of Medicine–Clinical Terms (SNOMED
CT) by the Uniﬁed Medical Language System (UMLS),
the major medical vocabulary standards are now avail-
able under one umbrella organization [21,22]. Ongoing
eﬀorts by the EHR Collaborative (electronic health re-
cord) seek to deﬁne overall standards for representing,
storing, and transmitting health information.
It is notable that the UMLS does not expound a
‘‘single’’ terminology standard, but instead provides
access to its multiple terminologies through tools such
as the Metathesaurus and lexical variant generation
[23–25]. Nelson et al. [26] points out that the UMLS
provides ‘‘semantic locality’’ for medical concepts
through various mechanisms. Although it is implied that
Fig. 11. Query results panel for ‘‘CBC’’ from CH. The top panel shows the SQL statement that is automatically generated from the semantic network
representation. The bottom panel shows query results (from de-identiﬁed test database) sorted by nominal patient identiﬁer.
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synonyms, UMLS semantic network, and source vo-
cabulary ‘‘context’’ information to ﬁnd equivalent con-
cepts, only manual examples of ‘‘human recognition’’
are provided and no algorithms or computational
methodology are shown.
Because the majority of electronically stored medical
information does not currently conform to any of the
previously mentioned standards, other methods must be
utilized to map equivalent concepts between legacy
systems.
Cimino and Barnett [27] employed frames to create
‘‘semantic deﬁnitions’’ that were linked into a semantic
network through the properties (slots) of the frames.
Mapping between terminologies was accomplished by
measuring the similarity between terms that were
manually instantiated into these frames. This method
diﬀers from MEDIATE in that each frame (node)
within the semantic network required considerable
manual eﬀort to construct, and the structure of thesemantic network itself was not exploited for the
mapping eﬀort.
Similarly, Masarie et al. [28] utilized frames as an
‘‘interlingua’’ to translate between terminologies, with
automated routines for both frame instantiation and
matching (mapping) of instantiated terms. The ‘‘generic
frames’’ utilized in this system also required consider-
able manual eﬀort to construct since the stated aim was
to, ‘‘Capture ultimately all the lexical variations in ter-
minology that might be used to describe a clinical con-
cept.’’ Again, only lexical information was used in the
concept mapping method.
More recently, other investigators have pursued
eﬀorts to perform automated mapping of database
schemas and ontologies [29–32]. Visser et al. [33] used
rule-based functional and description logic-based clas-
siﬁcation transformations to convert between database
descriptive ontologies. Dolin et al. [34] also utilized de-
scription logic to classify concepts that were previously
mapped using lexical algorithms. These eﬀorts diﬀer
Fig. 12. Query results panel for ‘‘CBC’’ equivalents from DFCI. The format is the same as Fig. 11.
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structural context approach.
Palopoli et al. [35] proposed the graph-based Data-
base Interscheme Property Extractor (DIPE) in which
four output ‘‘dictionaries’’ are produced: the Synonymy,
Homonymy, Type Conﬂict, and Object Cluster Simi-
larity dictionaries. DIPE requires initial human judg-
ment in the assertion of synonymy and ‘‘inclusion’’
(subclass) properties between schemes to start the in-
ference process. DIPE also depends upon lexical
matching to facilitate the synonymy/homonymy infer-
ence process, which may work with well-formed words
and phrases but is unlikely to perform well with ab-
breviated or arcane medical terminology.
The learning source descriptions (LSD) system by
Doan et al. [36] utilizes a machine learning approach
where initial concept mappings are performed manually.
A set of ‘‘learners’’ is then trained to recognize diﬀerent
matching aspects (e.g., concept names, data formats,
word frequencies, etc.) and subsequently applied to map
new schemas. Although an ‘‘XML learner’’ was devel-
oped to analyze hierarchical structures, the overall ap-proach is not based on utilizing the semantic context of
the concepts.
In his survey of the ﬁeld, Rahm and Bernstein [37]
created a classiﬁcation scheme that would categorize
MEDIATE into the domain of ‘‘structural mapping’’
systems. Other systems placed in this branch of the tax-
onomy include the Ontology Composition (ONION)
system by Mitra and the Analysis and Reconciliation
Tool Environment for Multiple Information Sources
(ARTEMIS) system by Castano, both of which utilize
graph-based representations of databases to identify se-
mantic equivalence [38,39]. The Cupid schema matching
methodology by Madhavan et al. [40] combines multiple
approaches including linguistic and structural matching.
None of these systems, however, exploit the network
architecture to the extent used in MEDIATE. The other
systems perform relatively simple matching of concepts
and their children/leaves, and do not employ the variety
of network search strategies used within MEDIATE.
Within the speciﬁc domain of laboratory results
databases, Zollo and Huﬀ [41] described a system
where derived ‘‘extensional’’ data (e.g., mean, standard
Fig. 13. Concept Mapping vs Leaf Mapping. The screen shot illustrates the Concept Mapping between ‘‘Liver function tests’’ and ‘‘hfp.’’ If a Leaf
Mapping for ‘‘Liver function tests’’ were performed, only the three elements corresponding to ‘‘SGPT,’’ ‘‘SGOT,’’ and ‘‘Bilirubin’’ would be mapped.
By mapping at the concept level, all seven subcomponents of ‘‘hfp’’ would be retrieved if a data query were performed. This ﬁgure also provides
another example of correct semantic matching despite lexical disparity.
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matching of tests between two diﬀerent systems. Al-
though the use of extensional characteristics for auto-
mated mapping provided good performance, it remains
unclear how to derive extensional parameters for many
types of data, including aggregate data concepts.
Lau et al. [42] described a method of automatically
mapping laboratory tests to LOINC codes. By using
various parsing rules and heuristics, parameters of in-
dividual tests were mapped to the six ﬁelds of a LOINC
descriptor and subsequently matched to existing LOINC
codes. Using this method for the speciﬁc task of map-
ping to LOINC codes is likely to be more accurate than
a generic mapping technique, but the method is ex-
tremely domain speciﬁc and will be diﬃcult to generalize
to non-laboratory data.
The context-based mapping utilized in MEDIATE
improves upon terminology or lexical mapping because
it does not absolutely depend upon the symbolic char-
acter strings used to represent the concepts except dur-
ing the UMLS link mapping stage. For example, the
mapping algorithms correctly identiﬁed the mapping
between the ‘‘Chem 7’’ concept (CH) and the ‘‘Basic7’’concept (DFCI). Interestingly, ‘‘Basic7’’ is not only non-
standard terminology, the test panel itself was actually
composed of eight tests! (The additional test is a serum
calcium test, and there was no other equivalent test
panel containing seven elements.)
The interpretation of ‘‘direct mapping’’ is compli-
cated by the fact that lexical equivalence is not the same
as semantic equivalence within this system. Referring
again to Table 2, there were a few concepts in which the
UMLS mappings (which correspond to lexical equiva-
lence) were not found when the networks were not fully
instantiated with UMLS links.
In addition, two concepts that are semantically
equivalent by computation are not necessarily clinically
equivalent. For example, the mapping between DFCI
concept ‘‘newa’’ and CH concept ‘‘Chemistry’’ has a
high degree of similarity and overlap, but the clinical
equivalence of this mapping is an open question. Man-
ual inspection of the direct mapping results, however,
conﬁrmed that the majority of mappings have clinical
equivalence in addition to semantic equivalence.
For generalized mappings, clinical relevance is diﬃ-
cult to evaluate since the equivalent concept does not
Table 3
Example quality metric parameters for mappings from CH nodes to DFCI nodes where more than one candidate mapping was identiﬁed
CH node DFCI mapped nodes UMLS Coverage Score
Bacteriology Bacteriology Culture No Full 27
Bacteriology Labs Yes Full 25
Chemistry Lab Test No Full 13
balld5 No Partial 44
Chemistry Labs Yes Full 39
Electrolytes bmall5 No Partial 24
Electrolytes No Partial 46
Chemistry Labs No Full 11
Hematology Lab Test No Full 9
Blood Counts No Partial 27
balld4 No Partial 33
Hematology Labs Yes Full 27
Lipids Chemistry Labs No Full 7
ldlp Yes Full 80
PMN neutrophils Yes Full 100
poly Yes Full 100
Serum lytes bmall5 No Full 32
Electrolytes No Full 86
WBC diﬀerential cbca No Full 22
difa Yes Partial 46
diﬀ Yes Partial 35
WBC diﬀerential count Yes Partial 32
UMLS indicates that the mapping is equivalent to the UMLS link lexical mapping. Coverage indicates how well the mapped node from DFCI
‘‘covers’’ the sub-elements of the node from CH. If the CH node does not have any sub-elements, the coverage is deﬁned as ‘‘Full.’’ Score is the
quality metric score as deﬁned in the text.
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clearly have the potential to be clinically useful. For ex-
ample, the DFCI node ‘‘plasma cell’’ generalized to CH
nodes ‘‘CBC’’ and ‘‘Hematology.’’ A clinician looking
for information on plasma cells might ﬁnd information
about complete blood counts or hematology tests useful.
At the other end of the spectrum, some generalized
mappings clearly have little clinical value. For example,
the DFCI node ‘‘herpes ii antibody’’ mapped with the
CH node ‘‘Chem 7.’’ This mapping was identiﬁed be-
cause there were mappings between ‘‘Chem 7’’ and
higher-level concepts in DFCI that contain ‘‘herpes ii
antibody’’ as a subcomponent. Clinically, however,
there is no foreseeable circumstance under which a cli-
nician searching for herpes antibody values would be
satisﬁed by serum chemistries from a ‘‘Chem 7’’ panel.
The process of ‘‘generalization’’ depends upon the
existence of hierarchical relationships in the network
representation. For example, serum, plasma, and whole
blood electrolyte measurements can be generalized to
‘‘blood electrolyte’’ measurements only if the semantic
network contains the hierarchical relationships (e.g.,
subclass-of) between the specialized measurements and
the general concept. Like any knowledge representation
system, the inferences that are supported by the system
depend upon the structure and content of the repre-
sentation.6. System limitations and future directions
Construction of the semantic network representations
is clearly the rate-limiting factor for implementing a data
exchange network utilizing the MEDIATE architecture.
In the worst case, this work is equivalent to the work
required to manually map the database elements to a
standard data model, i.e., each data element requires the
construction of a semantic network node with vocabu-
lary links. In practice, however, the work required to
construct the network structure and to construct the
UMLS links can be reduced substantially.
Toa large extent, the constructionof thenetworkgraph
can be automated by induction from database schema
documentation and database reports. For example, the
component elements for test panels such as ‘‘thyroid
function tests’’ are often encoded within the database.
Subsequently, constructing the network representation
for sucha test panel involves the relatively straightforward
process of parsing a database report to construct the
network links automatically. Ongoing investigation in
this area shows promising results for completely auto-
mating the construction of the network graph structure.
At the implementation level, MEDIATE depends on
the vocabulary links only for leaf concepts, as shown by
the minimal diﬀerence between the two mapping
runs during this investigation. It is relatively easy to
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has been constructed. These leaf nodes represent atomic
concepts that are generally much easier to associate with
a standardized vocabulary. Overall, the amount of work
required to construct vocabulary links for the leaf nodes
is appreciably less than that required to instantiate links
for every node in the semantic network.
Ultimately, the choice of standardized vocabularies
will depend upon the environment in which the system is
deployed. For exchanging laboratory test results, some
users may choose to use the Logical Observation Iden-
tiﬁers Names and Codes (LOINC) portion of the UMLS
terminology. Likewise, a system to exchange informa-
tion between pathology databases may utilize the Sys-
tematized Nomenclature of Medicine (SNOMED)
vocabulary. The choice and use of standardized termi-
nologies is beyond the scope of this investigation, but
the system architecture supports any vocabulary that the
user may choose to implement.
Semantic equivalence in MEDIATE is based on
structural similarities between the network representa-
tions, i.e., the semantic context. This is not, however, a
direct measure of ‘‘clinical equivalence,’’ which is much
harder to quantify. More complex models will be re-
quired to capture usermotivation, goals, and preferences.
All of these parameters aﬀect the manner in which a user
judges clinical equivalence. Thus, the current quality
metric for a mapping can only approximate the measure
of clinical equivalence, and cannot be guaranteed to
quantify the relevance of a concept mapping.
The system does not currently perform mapping of
concepts identiﬁed as ‘‘attributes’’ because these attri-
butes are characteristic features of many other concepts
within the semantic network representation. Conse-
quently, the system does not currently distinguish be-
tween attributes when executing the mapping process,
and so cannot diﬀerentiate between parameters such as
unit measures (e.g., mg/dl vs mEq/L) that are deﬁned as
attributes.
Also, MEDIATE does not currently have a formal-
ized way to display ‘‘merged’’ data from multiple insti-
tutions and data query results are displayed in separate
windows for each institution (as in Figs. 11 and 12).
Future investigation will explore the utility of mapping
‘‘attribute’’ nodes to support automated result merging.
In the laboratory results domain, for example, many
databases will have results tables with attributes similar
to patient identiﬁer, test name and identiﬁer, result va-
lue, units, time of result reporting, etc. If these attributes
are mapped as equivalent concepts, then the related data
could be displayed as equivalent or merged data.
Further testing is required to assess how well ME-
DIATE will generalize to other types of databases.
Many laboratory databases have an inherent structure
that naturally supports the type of context-based map-
ping used in this methodology. Although other com-ponents of electronic patient records are often
structured (e.g., demographic information, surgical
dictations, etc.), the performance of the automated
mapping routines on less structured data (e.g., clinical
notes) will require testing on actual data in order to
obtain an accurate evaluation.
Future investigations to improve the eﬃcacy of
MEDIATE will center on further automating the con-
struction of the semantic network representation. In
particular, the exploration of matching methods to au-
tomatically link leaf concepts to the ‘‘ground’’ vocabu-
lary will help decrease the manual work required to
support context-based automated mapping.
To better align legacy systems with current and
emerging standards, automated concept mapping to
standardized data models will be investigated. Although
direct system-to-system mapping may suﬃce for data
integration between a few systems, the eﬃciency of
mapping to a single ‘‘standard’’ may facilitate more
widespread data exchange.7. Conclusions
The goal of facilitating information exchange be-
tween databases can be approached in many ways.
MEDIATE was designed to address the critical issue of
mapping semantically equivalent concepts, a task that
must always be performed at some level in order to
correctly interpret information transmitted between
disparate systems.
The representation system and computational pro-
cesses chosen for MEDIATE enable the semantic
equivalence inference to be performed in an automated
fashion. Even with obscure and non-standard termi-
nology, the context-based matching algorithms were
able to map semantically equivalent concepts. As an
additional beneﬁt, the system facilitates the retrieval of
‘‘useful’’ information even in the absence of direct
correspondence between data concepts through the
mechanisms of generalized mappings and leaf mappings.Acknowledgments
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