Two mathematical crystallization models describing structure formations in instability zones are proposed and justified. The first model, based on a phase field system, describes crystallization processes in binary alloys. The second model, based on a modified Biot model of a porous medium and the convective CahnHilliard model, governs oriented crystallization. Physical interpretation and numerical analysis are discussed.
Introduction
Unlike the main properties of oriented crystallization, properties responsible for the alloy structure have not yet been studied well. At the same time, owing to recent experimental results, many details of crystallization become known. In this paper, we propose the so-called "reconstruction" of oriented crystallization processes, i.e., a detailed theoretical description based on the known main properties.
To reconstruct a process of binary alloy crystallization, one should begin with the question why the process "can live" in the stochastic instability. Perhaps, like in the case of complicated systems [1] , the crystallization process can exist for a long time only due to solid structure formations in instability zones. Moreover, taking into account such structure formations, we are able to explain the solid phase growth -the crystallization mechanism.
It is known [2] that the structure formation in an alloy obtained by the oriented crystallization method is characterized by the following properties.
1) The process proceeds in a solid-liquid domain -a dynamic porous medium-where the solid phase is represented by growing dendrites, whereas the liquid phase occupies the space between these dendrites. According to experimental results, the solid phase growth is of order
 
O t , where t is time.
2) In the case of overlapping dendrites (in particular, their secondary branches), the melt solidification can lead to the contraction of melt and formation of internal stresses and micropores.
3) In turn, a solid-liquid crystallization zone appears because of the instability of the crystallization front which can be caused by the following reasons:
 concentration overcooling,  segregation of the melt components in view of the spinodal decomposition (i.e., phase transition with instable states) when the melt deeply penetrates into the metastable (or even labile) domain under high-speed (high-gradient) cooling in the interphase zone. 4) Properties of a new alloy are encoded in a seed crystal (a small piece of the solid phase) which, like the genetic code, determines the required properties of the crystallized part.
The experimental results concerning the distribution of crystallization centers over the blank surface are represented in Figure 1 , where it is seen that crystallization centers are concentrated on convex parts of the surface, but not on its concave parts. In both cases, one of the phases grows in time, whereas the other decreases. We also note that the picture demonstrates the structure ordering.
The goal of this paper is to construct mathematical models reflecting Properties 1-4 and simulating the structure formation in alloys and, first of all, in instability zones. We propose two models (cf. Sections 3 and 4) with banding structure in the zone of instability.
But, first, we emphasize that, within the frameworks of models where structure formations in the instability zone are not taken into account, it is impossible to obtain the experimental order   the process of metal crystallization (cf. Section 2).
Kolmogorov's Model of Metal Crystallization

Physical Interpretation
In metallurgy, it is important to know the crystal growth velocity under a random formation of crystallization centers. Under rather general assumptions, Kolmogorov [3] derived an expression for the probability p(t) that a randomly taken point P gets into the crystallized mass during the crystallization time-interval. With rather good approximation, we can assume that the mass crystallized in time t is equal to p(t). Then it is possible to find the number of crystallization centers formed during the whole process of crystallizaton.
Mathematical Statement
Consider a domain
. Assume that at the initial time t = 0, the domain V is occupied by the so-called mother phase. At time t, some part V 1 (t) of V is occupied by a crystallized matter. Moreover, V 1 (t) enlarges in t as follows.
1) In a free part V/V 1 of V, new crystallization centers appear, so that for any domain
the probability of appearing a single crystallization center in V' during time  t is equal to
whereas the probability of appearing more than one crystallization centers is of order o( t  ), where o( t  ) is infinitesimal in comparison with t  . These probabilities are independent of the distribution of crystallization centers that are formed before time t (the process is Markovian) if only the freedom of V' from the crystallized mass at time t is not guaranteed.
2) Around the new-formed crystallization centers and around the entire crystallized mass, the mass grows with linear velocity       , c t n k t c n  depending on time t and direction n, n = 1. It is assumed that the endpoints of vectors c(n)n started at the origin and directed towards n form a convex surface. Note that the homogeneous dependence of the linear velocity c(t, n) on the direction n at all points is an essential restriction. In other words, we obtain formulas that are valid either 
If  (t) and c(t, n) are time-independent, we can set  (t) =  , k(t) = 1. In this case,
which implies
2) If all crystallization centers are formed at initial times, then
If, in addition, k = 1, i.e., c (t, n) is independent of t, then
We see that the mass growth is of power-like order
Conclusions
The Kolmogorov model is not suitable for describing crystallization of twocomponent mixtures. Indeed, within the frameworks of the Kolmogorov model, the fact that the mass growth is of power order implies that the velocity is finite at t = 0, which contradicts the initial stage of the spinodal decomposition generating an initial distribution of crystallization centers.
Model of Binary Alloy Crystallization
Based on the phase field system proposed in [4] and [5] , we construct a model of binary alloy crystallization with structure formation in the zone of instability. A crystallization model based on the phase field conception was constructed in [6] , where, in particular, a sawtooth solution to the temperature distribution problem in the phase transition domain was obtained. This result agrees with the qualitative description of autocrystallization phenomena in [7, 8] .
The goal of this section is to obtain a sawtooth solution to the temperature distribution problem for the following phase field system:
where  is the temperature;  is the specific concentration of the order function, equal to 1 in the liquid phase and to 1  in the solid phase;  is also sufficiently smooth.
The system (7)-(10) describes slow crystallization processes [9] with an instable domain of intermediate aggregate state, where a structure formation appears.
Wave Train Type Solutions and Singular Limit Problem
Here, we consider a more general case where 0 B V 2) In the domain * , t  corresponding to the regularization of the IAS-domain, the solution to the phase field system can be described in terms of the wave train structure. In this case, the domain  is divided into a large number of domains of "small" volume occupied by "pure phases" and transition zones between them.
Remark 3.1 Condition (1) means, in particular, that for almost all t the limit order function  belongs to (2) is based on the conception proposed in [6] . According to this conception, the wave train structure is described by a chain of modified Stefan problems in domains of "small" volume occupied by "pure phases" and can be used for approximating the temperature in an IAS-domain. Such a structure is called the diffusion of the IAS-domain.
Remark 3.2 A situation where the limit order function  vanishes on a set of nonzero measure is not good since this case corresponds to instable solutions to the isothermal diffusion equation. It is clear that such solutions can exist only under rather special conditions. Therefore, we need to impose rather restrictive conditions on the geometry of domains  , * t  , as well as on the initial and boundary conditions. 

(cf. details in [6, 9] ). The singular limit problem is written as
This problem is the well-known modified Stefan problem with the Gibbs-Thomson condition (14) on the free boundary. Here,
where [ i.e., the front does not intersect the fixed boundary   . Remark 3. 4 The boundary conditions (13) and (14) can be interpreted as the Hugoniot type conditions corresponding to the problem of propagation of strong discontinuities of the limit order function  and the problem of propagation of weak discontinuities of the limit temperature  . This interpretation can be justified as follows. As is known, the necessary conditions for the existence of a shock wave type solution to a quasilinear hyperbolic equation generate an instable chain of Hugoniot type conditions. The same instability conditions (cf. [6]  ) (cf. [6, 8] ) (as shown in Formula (16)).
As in the case of rigid-front solution,
 is a smooth extension of the auxiliary function
We recall that the family of functions } { i  and
, is defined as a solution to the chain of modified Stefan problems with the Gibbs-Thomson condition , = , , >0,
with the initial and boundary (on   ) conditions. Here,
so that the condition (18) (the condition (21)) vanishes for for temperature which can be computed as solutions to the linearized chain of modified Stefan problems with the GibbsThomson condition (cf. [6] ).
For the sake of convenience, we impose the following condition (cf. [6] ).
(A') There exist functions ) , , ( = .
Constructing formal asymptotic solutions, we find
uniformly with respect to
It is obvious that . However, we can overcome these
difficulties if find a model problem for a weak limit of temperature as 0   . Thus, we choose the initial data are such that conjugate conditions are satisfied for fixed 0 >  . We will be able to specify these conditions by obtaining the limit problem.
Limit Problem
The evolution of solutions can proceed in two different ways depending on the initial data:
where
are the functions in Condition (A').
In the case (27), the boundaries move in the opposite directions. Consequently, the wave train type structure exists only during a small time interval since the domain 2 ,
A similar situation for the classical Stefan problem was treated in [6] . In teh case of the phase field system, from (27) it follows that an "overheated" or "overcooled" domain appears in * t  . To find conditions for the existence of wave train type solutions in some finite time interval independent of  , we consider the case (28), where the boundaries move in the same direction. Assume that the following condition holds.
(B) There exists > 0 T such that for any 0 t T   there exist functions ( , , ) i
is continuous and is uniformly bounded for
We list some consequences of Condition (B). Since the functions i  are smooth, it is obvious that
Therefore, taking into account the Gibbs--Thomson law (22) , (23), we find . As a consequence, we find
By (30) and (22), (23), we have , = | 1) (
uniformly with respect to h , we find
. We need the following assertion. 
, and
To prove the lemma, it suffices to group the terms in
in such a way that to represent them as differences of derivatives.
Note that for passing to the limit in the wave train as 0   , we need a suitable well-defined notion of a weak solution. We give such a definition in accordance with [6] . Definition 3.1 A pair of functions 
and the integral identity (33) where
and x g is the matrix with entries ( ) = /
Then we substitute (34) in the integral identity (33). We need the following assertion.
Lemma 3.2 Suppose that ( , )
x 
(
Applying assertion (a) of Lemma 3.1 to the second sum and using (31) together with Condition (B), we find
We again obtain the relation (30) since the first sum in (35) has order ) ( 
We consider the integral identity (32). We first compute the weak limit of wave train in the derivative
as where 1 as  is defined by Formula (34), and
where the constants 1 c and 2
c are independent of  .
Here,
is a possible contribution of the terms depending on the first corrections to the phase 0 s relative to h .
We set
Applying assertion (b) of Lemma 3.1 to (37), we find
). ( = ) , ( . On the other hand, in the domain * t  , the limiting heat equation has the free term 1 C . To verify this fact, one should prove that
The proof is given below in the spherically symmetric case. Now, we continue computations in the integral identity (32). Integrating by parts
we find (41) where ( ) = | . 
Taking into account (30), (39), and (41), we arrive at the required result as 0 Thus, the problem (43)-(46) can be interpreted as two classical one-phase Stefan problems joined by Equation (45). Such an interpretation leads to the problem about the mixture domain for processes with surface tension (cf. [6, 8] = , , , n y s y y  , where 2 , , n y y  are the coordinates on the surface 0 = s const . Equation (45) is ultraparbolic. As is known [11] , a homogeneous ultraparabolic equation has no real analytic solutions with respect to t and 1 y , except for the case where the solution is independent of the tangent variables. Further, we need to solve the Cauchy problem (46) for the heat Equation (43) relative to 1 y with the initial conditions on the surface * t  . For sufficiently small 1 y and t this ill-posed problem has a solution only for real analytic surfaces and initial data [11] ; moreover, in this case, the values of  on the external boundary and at the initial time are uniquely determined by the values on 
Example of a Structured Domain
Assume that n = 3, = { , < < } 
Q R r r t t Q r t r R t    
To formulate the solvability conditions for this illposed problem, we recall the well-known fact (cf., for example, [11] ): for the local existence of a solution to (43), (46) it is sufficient that the curves ( ) r t 
where the first two terms correspond to the Stefan condition (58) and i u is a solution to the following chain of problems:
We note that this chain is similar to that considered in [12] and differs by only the dependence of 
where the functions We note that
By Lemma 3.1, the last estimate is uniform with respect to j . Further,
and this estimate is also uniform with respect to j . Now, we see (67) Furthermore, from (66) and Lemma 3.1 it follows that
uniformly with respect to j and l . In particular, from this estimate, the equality (67), and the condition 1 
We consider a broken line  such that its linear parts are defined as 
).
To construct an asymptotic expansion of i U , we solve a chain of problems. We look for a solution in the form
where dots denote polynomials of higher degree. We note that polynomials of degree higher than 2 admit the estimate 3 ( ) O h and the coefficients i c are determined by the relations
and the function
is defined by a sequence that is symmetric with respect to the zeros of parabolas of order ) ( mod
and the values of 1  at the points j  are given by the relation
Thus, the problem (57), (58) has a solution with properties 1) and 2). 
(70)
Our analysis shows that, with accuracy ) (h  , the right-hand side of (70) 2 .
uniformly with respect to = 0, , i M  . Taking into account Equation (48) ( , ) s r t is valid. We note that, in view of (65), the value 1 C in (37), (39) is equal to zero and consequently, right-hand side of the heat equation in * t  vanishes. Thus, Condition (C) implies the validity of Condition (B). As a result, we find (43)-(46) as the limit of the chain of Stefan problems with the Gibbs-Thomson condition.
We formulate the initial conditions. We assume that Conditions (A) and (C) are satisfied. Let 
Comments and Conclusions
Based on the phase field system, it is possible to detect a banding structure formation in instability zones. However, to construct the mathematical model, we need to impose some restricted conditions. 1) The existence conditions are very restrictive, which can be explained by the geometry of domain  and the initial and boundary conditions. Note that the initial and boundary data are determined by the solution to the limit problem.
2) A standard definition of a weak solution can turn out to be not suitable. However, we can avoid these difficulties by introducing a special definition of a weak solution, which is important for nonlinear problems.
3) As was shown, a wave train type solution exists only for special boundary and initial data providing the existence of an asymptotic solution to the chain of Stefan problems with the Gibbs-Thomson condition for sufficiently small (but independent of  ) times. This fact allows us to pass to the limit of the chain of Stefan problems with the Gibbs−Thomson condition (in the sense of special "periodic" structure in the stratified domain. 5) Even in the rigid-front case, the solid phase growth is of order ln(1 / ) t , which is lower than the order obtained in experimental way.
Thus, a banding structure in the phase stratification domain of a binary alloy was constructed under extremely restrictive conditions on the geometry of domain  and the initial and boundary conditions. Furthermore, the order ( ) O t of the solid phase growth obtained in experiments is not achieved in this model. In view of these facts, it is necessary to look for other mathematical models describing qualitative experimental properties of crystallization. In the following section, for such a model we consider the convective Cahn-Hilliard equations in a porous medium of an overcooled melt.
Oriented Crystallization Model
There is a huge experimental literature on various structure formations in melt crystallization. Based on experimental results, one can conjecture that complex structure formations in crystallization are caused by the evolution of instabilities during phase transition processes which, in turn, is caused by different reasons and can be realized in different ways. We list some of such reasons. 1) concentration overcooling, 2) convective flows deforming the temperature field (gravity and thermocapillary convection),
3) phase stratification. In addition, elastic properties of the solid phase, thin phase boundary, and adsorption phenomena can also contribute to this effect. The system (77) is a model of wave propagation in a porous skeleton filled with a liquid (a simplified version of the Biot model).
Modified Convective Cahn-Hilliard Model in a Porous Melt
The system (78) is the continuity equation and describes the evolution of contraction.
The system (79) presented by the convective CahnHilliard model and the heat transfer equation describes the formation and growth of Gibbs grains.
Note that we use equations of continuum mechanics to describe processes in the Prandtl layer, whereas for diffusion and heat processes we use the modified CahnHilliard model where hydrodynamic processes and elastic-plastic state of the solid phase are taken into account. Let's note that all constructions of the previous chapter were maded for this one-dimensional case but more technically. 
Numerical Analysis of the Model
Describing Oriented Crystallization.
One-Dimensional Case
The numerical results obtained by Rykov and Zaitsev [16] are presented in Figures 3(a-c) . Note, that the spatial x -axis is directed upward, whereas the t -axis is directed rightward along the horizontal line. The systems presented in Figures 3(a-c) differ by the value of the parameter  . The numerical results show that the balance of convective and diffusive terms generates a modulated wave of formation of crystal grains, which differentiate the spinodal decomposition mechanism from the classical case where the CahnHilliard model possesses a periodic solution.
Comments
1) In our model, for the sake of simplicity, we assume that porosity is constant, passing its functions to the contraction z. On this stap of the model construction we will elucidate the change range of the porosity when the modification of Biot model don't lose the hyperbolicity. It allow us on the next stap to pass to porosity as a problem variable, expressed the contraction as the function of porosity.
2) In the model (77)-(79), the convention is equal to zero at the initial time, 0 = | 0 = t w , and then it can be regarded as reaction to 1) the force of interphase friction between liquid and solid phases and 2) the gravity force. Thereby we specify the effective force in the convective Cahn-Hilliard model [14, 15] .
3) The initial distribution of crystal grains (which, unlike [14] , is not given here) depends on only contraction, whereas the further distribution is determined by the process. So, no restrictive conditions are imposed on the initial-boundary data, unlike the case of the phase field system and the one-dimensional convective Cahn-Hilliard model. 4) In the subsystem (79), we took into account the results of [17] . Note that the above constructions remain also valid for the modified model (77)-(79) obtained from the two-dimensional model (cf. below) in the radial-symmetric case. 
