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It is well known that hyperbolic equilibria of reaction–diffusion
equations have the homotopy Conley index of a pointed sphere,
the dimension of which is the Morse index of the equilibrium.
A similar result concerning the homotopy Conley index along
heteroclinic solutions of ordinary differential equations under the
assumption that the respective stable and unstable manifolds
intersect transversally, is due to McCord. This result has recently
been generalized by Dancer to some reaction–diffusion equations
by using ﬁnite-dimensional approximations. We extend McCord’s
result to reaction–diffusion equations. Additionally, an error in the
original proof is corrected.
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1. Introduction and main result
It is well known that hyperbolic equilibria of reaction–diffusion equations have the homotopy
Conley index of a pointed sphere, the dimension of which is the Morse index of the equilibrium.
A similar result concerning the homotopy Conley index along heteroclinic solutions of ordinary dif-
ferential equations under the assumption that the respective stable and unstable manifolds intersect
transversally, is due to McCord (see [10, Theorem 3.1]). This result has recently been generalized by
Dancer [6] to some reaction–diffusion equations by using ﬁnite-dimensional approximations. Roughly
speaking, the homotopy Conley index is calculated in L2(Ω) under remarkably weak smoothness as-
sumptions on the non-linearity. As Dancer remarks [6, Remark 2.2], his result also covers the (C˘ech)
cohomology in Lp(Ω), 1< p < ∞.
Unfortunately, the proof of [10, Theorem 3.1] contains an error and, as such, is incomplete. To see
this, consider the following ordinary differential equation on R2:
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y˙ = x2 y.
(−1,0) and (1,0) are hyperbolic critical points and there is a solution (u(t),0) connecting (−1,0)
and (1,0). It is easy to see that {(x, y) ∈ R2: x < 1} is the unstable manifold of (−1,0) and
{(x,0) ∈ R2: x > −1} is the stable manifold of (1,0). The tangential spaces of both manifolds in-
tersect transversally in every point (u(t),0), t ∈R. According to the proof of [10, Theorem 3.1], there
is a continuation to
x˙ = 1− x2
y˙ = 02 y.
Evidently, [−1,1]×{0} is not even an isolated invariant set relative to this ﬂow. One might conjecture
that this problem could be resolved by an arbitrarily small perturbation. However, there are also
examples which show that this is generally not possible. The proof (of [10, Theorem 3.1]) relies on
the assumption that 0 is an isolated rest point with respect to y˙ = A(x)y for every x ∈ [−1,1]. Now
let ε > 0 and consider the following perturbation of our original equation
x˙ = 1− x2
y˙ = (x2 − ε2)y =: A(x)y.
This means that 0 is not isolated with respect to y˙ = A(±ε)y and every suﬃciently small perturbation
will retain these problematic points. Furthermore, the homotopy index of 0 relative to y˙ = −ε2 y is
not Σ1 as stated but Σ0.
Dancer notes in [6] that “it should be possible to give a more natural direct proof [. . . ] at least in
the C1 case”. In this paper1 we provide a genuinely inﬁnite-dimensional proof for a theorem which is
closely related to Dancer’s result in the C1 case. It is possible to compute the homotopy Conley index
in Lp(Ω) (not only the cohomology) directly, provided the solution is suﬃciently regular. We face
several technical diﬃculties due to the inﬁnite-dimensional situation, which, fortunately, are all over-
come.
We are now in a position to state our main result. Let Ω ⊂RN be a bounded domain and let ∂Ω
be of class C2. Let 2 p < ∞ and f : Ω ×R→R. Suppose that for almost all x ∈ Ω there is a partial
derivative fu(x,u) which is continuous in u and that ess supx∈Ω sup|u|r | fu(x,u)| < ∞ for all r ∈R+ .
Assume further that f and (x,u) → fu(x,u) are Carathéodory functions.
We consider the problem
ut(x, t) = u(x, t) + f
(
x,u(x, t)
)
t > 0, x ∈ Ω
u(x, t) = 0 t > 0, x ∈ ∂Ω. (1.1)
Let Ap denote the closure of − : {u ∈ C2(Ω): u|∂Ω = 0} → Lp(Ω) =: X in W 2,p(Ω) and deﬁne
the Nemitskii (superposition) operator fˆ ∈ C1(C(Ω¯), Lp(Ω)) by
(
fˆ (u)
)
(x) := f (x,u(x)) x ∈ Ω
so that (D fˆ (ξ)η)(x) = fu(x, ξ(x))η(x) a.e.
1 The paper is a part of the author’s PhD thesis.
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follows that all eigenvalues of A − D fˆ (ξ) are real.
Let p max{2,N}, A := Ap , and v :R→ Xα be a heteroclinic mild solution of
x˙+ Ax = fˆ (x) (1.2)
and suppose that v(t) → e± as t → ±∞ in Xα (resp. C(Ω¯)). It follows that v ∈ C1(R, Lp(Ω)). Choos-
ing 0 < α < 1 large enough, we can further assume that there is a continuous inclusion Xα ⊂ C(Ω¯)
(see [8, Theorem 1.6.1]).
In the following theorem we will replace transversality by weaker assumptions, which have the
advantage of not relying on the existence of global stable manifolds (see also [6]).
Theorem 1.1. Let u be a heteroclinic mild solution of (1.2) with u(t) → e± as t → ∞ in Xα (resp. C(Ω¯)) and
suppose that
(1) e+, e− are hyperbolic equilibria,
(2) the Morse indices satisfy m(e−) =m(e+) + 1,
(3) all eigenvalues of A − Df (e±) are simple,
(4) eλt(u(t) − e+) 0 for some λ ∈R, and
(5) every full bounded (in C(Ω¯))mild solution of
y˙ + Ay = D fˆ (u(t))y
is a multiple of u˙.
Then the homotopy Conley index h(π, u¯) of u¯ := cl{u(t): t ∈ R} is well deﬁned and trivial, that is,
h(π, u¯) = 0¯, where π denotes the semiﬂow which is induced by mild solutions of (1.2).
Conditions ensuring that the assumptions of Theorem 1.1 hold for every heteroclinic mild solution
of (1.2) are discussed in the following section. In view of the growth condition in Theorem 1.1, it
should be noted that in [11] Meshkov gives an example of an equation
u = q(x, t)u
on the three-dimensional torus which has a non-trivial solution u(x, t) with |u(x, t)|  Ce−ct2 for
some real constants c,C .
Theorem 1.1 is proved by reducing the general problem subsequently to a special case, the homo-
topy index of which can be calculated.
It follows from Theorem 3.2 that u(t) satisﬁes the hypotheses of Proposition 4.4. Therefore, we can
apply Theorem 5.12, which is the main result of Section 5 and states that the homotopy index of u¯
relative to π equals the homotopy index of a suitable linear skew product semiﬂow.
The structure of a certain class of linear skew product semiﬂows, which are deﬁned on a trivial
bundle, is discussed in Section 6. Theorem 6.7 is the main result of this section and completes the
proof of Theorem 1.1.
2. Preliminaries
2.1. Notation
Although most of the notation is more or less standard, a couple of symbols should at least be
mentioned. R+ (resp. R−) denotes the set of all non-negative (resp. non-negative) real numbers. Wu
and Ws denote unstable respectively stable manifolds, the precise meaning is given when they are
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and center x is denoted by Br(x) (resp. Br[x]).
We will frequently deal with trivial vector bundles. They are considered as continuous families
U (x), x ∈ [a,b], of vector space homomorphisms. When no confusion can arise, we will identify U
with its image, just like the notation of the topology is usually suppressed. A more detailed exposition
of this terminology can be found in Appendix A.
Given normed spaces X and Y , and a continuous linear operator F ∈ L(X, Y ), ‖F‖X,Y is used
sometimes to make the norm unambiguous. The notion of fractional power spaces follows [8]. If
F ∈L(Xα, Xβ), then ‖F‖α,β denotes the operator norm.
Finally, if X , Y are topological spaces, f : X → Y is a homeomorphism, and π is a (local) semiﬂow
on X , then f [π ] is the semiﬂow on Y which is obtained by conjugacy, that is, u is a solution of π if
and only if f ◦ u is a solution of f [π ].
2.2. Exponential decay
In addition to the assumptions in the previous section, suppose that for every r ∈ R there exist
constants δ > 0 and C ∈R+ such that
ess supx∈Ω sup|u1|,|u2|r
∣∣ fu(x,u1) − fu(x,u2)∣∣ C |u1 − u2|δ.
Then D fˆ : C(Ω¯) →L(L2(Ω), L2(Ω)) is locally Hölder continuous.
Let u(t) be a mild solution of (1.2) deﬁned for all t ∈ R+ with u(0) 	= e+ and u(t) → e+ in C(Ω¯)
as t → ∞. u(t) has a continuous derivative u˙ : R+ → X = Lp(Ω). Suppose that λ(u) := sup{μ ∈
R
+: eμt‖u(t) − e+‖α → 0 as t → ∞} = ∞, that is, eλt‖u(t) − e+‖α → 0 as t → ∞ for all λ ∈R+ .
Deﬁne B(t) ∈ C(R+,L(L2(Ω), L2(Ω))) by (B(t)y)(x) := fu(x,u(x))y(x) and B(∞) ∈ L(L2(Ω),
L2(Ω)) by B(∞)y(x) := fu(x, e+(x))y(x). Due to the Hölder-continuity of D fˆ , there is a real con-
stant C˜ with ‖B(t) − B(∞)‖ C˜e−t for all t ∈R+ .
Now, u˙(t) is a mild solution of
y˙ + A2 y = B(t)y,
where we take X := H := L2(Ω), and α = 0.
Using the continuity of the inclusion Lp(Ω) ⊂ L2(Ω) and Lemma 3.6, it follows that eλt‖u˙(t)‖2 → 0
as t → ∞ for all λ ∈R+ .
We can apply Proposition 3.12 and obtain an ε > 0 such that u˙(t) = 0 for all t ∈R+ with
sup
st
∥∥B(s) − B(∞)∥∥ ε2.
Let
t0 := inf
{
t ∈R+: u˙(t) = 0}
and assume that 0< t0. For all t˜  t0, it follows that u(t˜) = e+ and B(t˜) = B(∞), so, by the continuity
of u(t), there is a 0 t˜0 < t0 with supst˜0 ‖B(s) − B(∞)‖ ε2. We thus have u˙(t) = 0 for all t  t˜0,
a contradiction to the minimality of t0.
Lemma 3.6 now implies that λ(u) = λ(u˙) < ∞.
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It has been shown in [2] that generically (with respect to the non-linearity) all equilibria are
hyperbolic, the eigenvalues of their linearizations are simple, and their respective stable and unstable
manifolds intersect transversally.
As already noted in [6], it is not necessary to assume the existence of global stable manifolds.
Indeed, a suﬃcient condition can be formulated solely in terms of the linear equation.
To show that the assumptions of Theorem 1.1 hold in the case of transversality, let e+, e− ∈ Xα be
hyperbolic equlibria with Morse indices m(e+) = n and m(e−) = n+ 1 for some n ∈N, and let u(t) be
a mild solution of (1.2) with u(t) → e± as t → ±∞.
The tangential spaces are characterized in [2, Lemma 4.b.1]. Translated to our notation (see Deﬁni-
tion 5.5), we have
Tu(t)W
s(e+)= B+(Tπ,u(t))
Tu(t)W
u(e−)= B−(Tπ,u(t)).
Since codim Tu(t)Ws(e+) = dim Tu(t)Wu(e−)−1 (using the Morse indices of e±), one has dim(B+(Tπ,
u(t)) ∩ B−(Tπ,u(t))) = 1, that is, every full bounded (in Xα) mild solution of
y˙ + Ay = D fˆ (u(t))y (2.1)
is a multiple of u˙ as stated in the assumptions of Theorem 1.1. Of course, if v : R → X = Lp(Ω) is a
mild solution of (2.1), then v(t) ∈ Xα for all t ∈R and supt∈R ‖v(t)‖α < ∞.
2.4. Conley index
The purpose of this section is to give a short overview over the most important concepts of Conley
index theory for semiﬂows on metric spaces. A more detailed exposition can be found in [3] and [12].
Let B be a topological space and A ⊂ B . Let ( A˜, B˜) := (A, B) if B 	= ∅ and ( A˜, B˜) := (A ∪ {∗}, {∗})
(endowed with the sum topology) otherwise. Here, we assume that ∗ /∈ A. Now let A/B denote the set
of equivalence classes in A˜ where a, a˜ ∈ A˜ are related if they are equal or {a, a˜} ⊂ B˜ . A/B is equipped
with the quotient topology.
Let π be a local semiﬂow deﬁned on a metric space X . A subset S ⊂ X is called invariant if for
every x ∈ S there exists a full solution u :R→ S of π through x that is, u(0) = x.
Let Y ⊂ X , (xn)n a sequence in Y , and (tn)n a sequence in R+ such that tn → ∞ and xnπ [0, tn] ⊂ Y .
Y is called admissible if the sequence of endpoints xnπtn is precompact for every such pair of se-
quences. We say that π does not explode in Y if for every x ∈ X either xπt is deﬁned for all t ∈R+ or
there is a t0 ∈R+ such that xπ [0, t0] is deﬁned and xπt0 /∈ Y . Y is called strongly π -admissible if it is
admissible and π does not explode in Y .
Now let Z ⊂ Y ⊂ X . Z is called Y -positively invariant if it holds that xπ [0, t] ⊂ Y whenever xπ [0, t]
is deﬁned and xπ [0, t] ⊂ Z .
Z is called an exit ramp for Y if for every x ∈ Y with xπ [0, t] deﬁned and 	⊂ Z , there is a t0 ∈ [0, t0]
such that xπ [0, t0] ⊂ Y and xπt0 ∈ Z .
Deﬁnition 2.1. (See Deﬁnition 2.4 in [3].) A pair (N1,N2) is called an FM-index pair for (π, S) if:
(1) N1 and N2 are closed subsets of X with N2 ⊂ N1 and N2 is N1-positively invariant;
(2) N2 is an exit ramp for N1;
(3) S is closed, S ⊂ intX (N1 \ N2) and S is the largest invariant set in clX (N1 \ N2).
Assume that there exists a strongly π -admissible isolating neighborhood N for S , that is, N ⊂ X
is a closed and strongly π -admissible neighborhood of S such that S is the largest invariant set
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where (N1,N2) is an FM-index pair for (π, S) such that clX (N1 \ N2) is strongly π -admissible.
Let u(t) satisfy the assumptions of Theorem 1.1 and let π denote the semiﬂow on Xα induced
by mild solutions of (1.2). Then S := u¯ is an isolated invariant set admitting a strongly π -admissible
isolating neighborhood. In particular, the homotopy Conley index h(π, u¯) is well deﬁned under these
assumptions.
3. Abstract semilinear parabolic equations
Let H be a real Hilbert space, and let AH : D(AH ) ⊂ H → H be a sectorial operator such that
(1) AH has compact resolvent;
(2) AH is densely deﬁned;
(3) Reλ > 0 for all λ ∈ σ(AH ).
Let X be a real Banach space with continuous inclusion X ⊂ H , and let
A : D(A) ⊂ X → X
be a sectorial operator such that
(1) A is densely deﬁned;
(2) A has compact resolvent;
(3) Ax= AHx for all x ∈D(A).
Fix α ∈ [0,1[, let Xα denote the α-th fractional power space (see [8]), and let f ∈ C1(U , X0) where
U ⊂ Xα is open.
We consider mild solutions of the Cauchy problem
x˙(t) + Ax(t) = f (x(t))
x(0) = x0, (3.1)
which induce a local semiﬂow on Xα (see [8, Theorem 3.3.3], [1, Theorem A.3]). This semiﬂow is
denoted by π f , respectively π whenever the meaning is clear.
Deﬁnition 3.1. For u : [0,∞[ → Xα let
λ(u) := sup{γ ∈R: eγ t∥∥u(t)∥∥
α
→ 0 as t → ∞}.
Theorem 3.2. Let u :R→ Xα be a heteroclinic solution of (3.1) with
u(t) → e− t → −∞
u(t) → e+ t → ∞.
For each e ∈ {e−, e+} assume that A − Df (e) is hyperbolic and that the spectrum σ(A − Df (e)) consists
of isolated simple eigenvalues, all of which are real. Assume further that λ(u − e+) < ∞ (Deﬁnition 3.1).
Letting ρ+(v, t) := ∫∞t ‖v˙(s)‖α ds, the following holds:
(1) There is a 0 < λ+ ∈ σ(A − Df (e+)) and an associated eigenvector η+ such that ρ+(u, t)−1u(t) → η+
as t → ∞
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(2) ρ+(v+, t)−1v+(t) → −η+ in Xα as t → ∞.
Moreover, with ρ−(v, t) := ∫ t−∞ ‖v˙(s)‖α ds,
(3) there is a 0 < λ− ∈ σ(A − Df (e−)) and an associated eigenvector η− such that ρ−(u, t)−1u(t) → η−
in Xα as t → −∞
and there is another solution v− of (3.1) deﬁned for all t  0 such that
(4) ρ−(v−, t)−1v−(t) → η− in Xα as t → −∞.
Proof. Let L+ := A − Df (e+), g+(x) := f (x) − Df (e+)x and u+(t) := u(t) − e+ . u+(t) is a solution of
x˙(t) + L+x(t) = g+(x(t) + e+)− g+(e+).
It follows from Lemma 3.6 that λ(u˙) < ∞ and from Lemma 3.5 that ‖u˙+(t)‖−1α u˙+(t) converges
to an eigenvector η of L+ . Therefore, claim (1) is a consequence of Lemma 3.7. v+ is obtained from
Proposition 3.8; we have ‖v+(t)‖−1α v+(t) − η → 0 as t → ∞. It follows from Lemma 3.5 that there
is an eigenvalue η˜ of L+ such that ‖v˙+(t)‖−1α v˙+(t) → η˜ as t → ∞. Using Lemma 3.7, we conclude
η˜ = η, which proves (2).
Analogously, u−(t) := u(t) − e− , is a solution of
x˙(t) + L−x(t) = g−(x(t) + e−)− g−(e−)
with L− := A − Df (e−) and g−(x) := f (x) − Df (e−)x.
The convergence in (3) now follows from Corollary 3.10 and the existence of v− follows from
Proposition 3.11 and Corollary 3.10. 
3.1. Estimates
Assume that f (0) = 0 and let u : [0,∞[ → Xα be a solution of (3.1) with u(t) → 0 ∈ Xα as t → ∞.
Set L := A − Df (0) and g(x) := f (x) − Df (0)x, x ∈ Xα . Then L is a sectorial operator, g(0) = 0, and
u(t) is also a solution of
x˙(t) + Lx(t) = g(x(t)) (3.2)
with u(t) → 0 as t → ∞ and we have
L(Xα, X)  Dg(0) = 0. (3.3)
Assume that σ(L) consists of a sequence of simple eigenvalues (λn)n∈N with λn → ∞ as n → ∞.
For each γ ∈R\Reσ(L) there are linear projections P±(γ ) : X → X such that P+(γ )x+ P−(γ )x =
x for all x ∈ X and for some real constant M > 0 we have∥∥e−Lt P−(γ )x∥∥
α
 Me−γ t‖x‖0 t  0∥∥e−Lt P+(γ )x∥∥
α
 Me−γ t‖x‖α t  0∥∥e−Lt P+(γ )x∥∥
α
 Me−γ tt−α‖x‖ t > 0 (3.4)
(see [8, Theorem 1.5.3]).
A. Jänig / J. Differential Equations 252 (2012) 4410–4454 4417By [8, Lemma 3.3.2], u is differentiable in all t > 0 and u˙ : ]0,∞[ → X0 is continuous with
u˙(t) ∈ Xα for all 0< t ∈R+ .
Let Cμ(R+, Xα) denote the set of all f ∈ C(R+, Xα) with λ( f ) > μ, which is equipped with the
norm ‖ f ‖Cμ := sups∈R+ ‖eμs f (s)‖α .
Lemma 3.3. Let μ ∈R+ \ Reσ(L) and
P−(μ)Kμ(x0, f )(t) := −
∞∫
t
e−L(t−s)P−(μ) f (s)ds
P+(μ)Kμ(x0, f )(t) := e−Lt P+(μ)x0 +
t∫
0
e−L(t−s)P+(μ) f (s)ds.
Then Kμ ∈L(Xα × Cμ(R+, X0),Cμ(R+, Xα)).
Proof. Let 0 < δ ∈R+ such that [μ − δ,μ + δ] ⊂ R \ Reσ(L). We then have P−(μ − δ) = P−(μ) and
P+(μ+ δ) = P+(μ), so by (3.4) there is an M > 0 such that for all s, t ∈R+
∥∥e−L(t−s)P−(μ) f (s)∥∥
α
 Me−(μ−δ)(t−s)
∥∥ f (s)∥∥0 t − s 0∥∥e−L(t−s)P+(μ) f (s)∥∥
α
 Me−(μ+δ)(t−s)(t − s)−α∥∥ f (s)∥∥0 t − s > 0∥∥e−Lt P+(μ)x0∥∥α  Me−μt‖x0‖α.
It follows that
∥∥e−L(t−s)P−(μ) f (s)∥∥
α
 Me−μteδ(t−s)‖ f ‖Cμ t − s 0∥∥e−L(t−s)P+(μ) f (s)∥∥
α
 Me−μt(t − s)−αe−δ(t−s)‖ f ‖Cμ t − s > 0
showing that Kμ is well deﬁned and
∥∥Kμ(x0, f )∥∥Cμ  M‖x0‖α +
(
M
∞∫
0
e−δs ds + M
∞∫
0
s−αe−δs ds
)
‖ f ‖Cμ. 
Lemma 3.4. Let 0 	= x ∈ X0 . Then there exists a μ ∈R \ Reσ(L) with P−(μ)x 	= 0.
Proof. Let (ηi)i∈N denote an orthonormal basis for H and let (λi)i∈N denote the associated eigenval-
ues. Then there is an eigenvector ηi with 〈x, ηi〉 	= 0. Letting x(t) := e−Lt x, t ∈R+ , and μ ∈R \Reσ(L)
with μ > λi , it follows that eμt‖x(t)‖H  0, so by the continuity of the inclusion X ⊂ H , one has
eμt‖x(t)‖X0  0 as t → ∞. We have x(t) = P−(μ)x(t) + P+(μ)x(t) with eμt‖P+(μ)x(t)‖X0 → 0 as
t → ∞. This shows that P−(μ)x(0) = P−(μ)x 	= 0 whenever μ > λi . 
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Lemma 3.5. Assume that σ(L) ⊂R and let v ∈ {u, u˙} with 0 λ(v) < ∞.
Then
(1) λ(v) ∈ Reσ(L) = σ(L);
(2) there is an eigenvector η of L which belongs to the eigenvalue λ(v) (that is η ∈ D(L) and Lη = λ(v)η)
such that ∥∥∥∥ v(t)‖v(t)‖α − η
∥∥∥∥
α
→ 0 as t → ∞.
Proof. Following [1, A.3.2], let B(t) := ∫ 10 Dg(su(t))ds if v = u and B(t) := Dg(u(t)) if v = u˙. In either
case we have B(t) → 0 in L(Xα, X) as t → 0, and v is a mild solution of
x˙(t) + Lx(t) = B(t)x(t).
Now, claim (1) follows from [1, Theorem A.10]. The second claim is a consequence of [1, Corol-
lary A.11] and the assumptions on σ(L). 
If L is hyperbolic, then a particular consequence of Lemma 3.5 is that u(t) ∈ W loc (that is λ(u) > 0)
for all t large enough, where W loc denotes the local stable manifold given by [1, Theorem A.12]. Until
further notice, we will assume that L is hyperbolic.
Lemma 3.6. λ(u˙) = λ(u) and for all t ∈R+
u(t) = −
∞∫
t
u˙(s)ds.
Proof. We start with the integral expression. Letting t1, t2 ∈R with t1 < t2, one has
u(t2) = u(t1) +
t2∫
t1
u˙(s)ds.
Taking t2 → ∞, we obtain all t ∈R
u(t) = −
∞∫
t
u˙(s)ds. (3.5)
The right side is integrable since by our assumptions there are M ∈ R and 0 < μ ∈ R such that
‖u˙(t)‖α  Me−μt for all t  0.
It follows from [1, Theorem A.12 d)] that λ(u˙)  λ(u). Conversely, let 0 < μ ∈ R, such that
eμt‖u˙(t)‖α → 0 as t → ∞. Letting C := sups∈R+ eμs‖u˙(s)‖α < ∞, it follows that
∥∥u(t)∥∥
α

∞∫
t
∥∥u˙(s)∥∥ds C ∞∫
t
e−μs ds Cμ−1e−μt
showing that λ(u) λ(u˙). 
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where ρ(t) := ∫∞t ‖u˙(s)‖α ds.
Moreover, ρ(t)−1‖u(t)‖α → 1 as t → ∞.
Proof. By Lemma 3.6, we have for all t ∈R+
u(t) = −
∞∫
t
u˙(s)ds
and thus
u(t) =
∞∫
t
∥∥u˙(s)∥∥
α
x0 ds −
∞∫
t
∥∥u˙(s)∥∥x0 + u˙(s)ds,
where
∥∥∥∥∥
∞∫
t
∥∥u˙(s)∥∥
α
x0 + u˙(s)ds
∥∥∥∥∥
α
 sup
st
∥∥∥∥ u˙(s)‖u˙(s)‖α + x0
∥∥∥∥
α
∞∫
t
∥∥u˙(s)∥∥
α
ds
= ρ(t) sup
st
∥∥∥∥ u˙(s)‖u˙(s)‖α + x0
∥∥∥∥
α
showing that
∥∥∥∥ u(t)ρ(t) − x0
∥∥∥∥
α
→ 0 as t → ∞.
Our assumptions imply that ‖x0‖α = 1, so ρ(t)−1‖u(t)‖α → ‖x0‖α = 1 as t → ∞, completing the
proof. 
3.3. Convergence as t → ∞
Let the assumptions on f at the beginning of Section 3.1 hold, and let u : R+ → Xα be a mild
solution of (3.2) with u(t) → 0 as t → ∞. Assume that the spectrum of L = A − Df (0) consists of
simple, real, and isolated eigenvalues (λi)i ∈ I with 0 	= λi for all i ∈ I .
We have already mentioned that the angle u(t)‖u(t)‖α converges. The inverse question is whether there
exists a solution v which converges to a given eigenvector of L.
The proof primarily reﬁnes a part of [1, Theorem A.12]. But we need more control over the con-
stants involved. In the case of ordinary differential equations in ﬁnite dimensions and under slightly
more restrictive assumptions on the non-linearity, Proposition 3.8 can also be deduced from [5, The-
orem 13.4.5].
Proposition 3.8. Let 0 < λ be an eigenvalue of L and let η denote an associated eigenvector with ‖η‖α = 1.
Then there is a solution u : [0,∞[ → Xα of (3.1) with
∥∥∥∥u(t)∥∥−1
α
u(t) − η∥∥
α
→ 0 as t → ∞. (3.6)
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u˙(t) + Lu(t) = g(u(t))+ B(t)u(t), (3.7)
which can also be written as
u˙ + Lu = gˆ(u) (3.8)
with gˆ : C(R+, Xα) → C(R+, X0), gˆ(u)(t) := g(u(t)) + B(t)u(t). The purpose of introducing B is to
cover two variants of the following lemma simultaneously.
Lemma 3.9. Let μ ∈ R \ Reσ(L) and let Kμ be given by Lemma 3.3. Let M = M(μ) := max{2‖Kμ‖,1} and
0< ρ ∞.
Provided that
κ(ρ) := sup
‖x‖αρ,‖y‖αρ
‖g(x) − g(y)‖
‖x− y‖α
 1
2M
(3.9)
and
sup
t∈R+
∥∥B(t)∥∥
α,0 
1
2M
(3.10)
the following hold:
(1) If u :R+ → Xα is a solution of (3.8) with λ(u)μ, then λ(u) > μ and u = Kμ(P+(μ)u(0), gˆ(u)).
(2) If u ∈ Cμ(R+, Xα) is a solution of
u = Kμ
(
P+(μ)u(0), gˆ(u)
)
, (3.11)
then u is a mild solution of (3.7).
(3) If u1,u2 ∈ Cμ(R+, Xα) are solutions of (3.11) with supt∈R+ ‖ui(t)‖α  ρ for i ∈ {1,2}, then
‖u1 − u2‖Cμ  M‖P−(μ)(u1(0) − u2(0))‖α .
(4) There exists a continuous map S = Sμ : B ρ
M
[0] ⊂ Xα → Cμ(R+, Xα) such that for all x ∈D(S) one has
S(x) = Kμ(x, gˆ(S(x))) = Kμ(P+(μ)x, gˆ(S(x))) and P+(μ)S(x)(0) = P+(μ)x.
Remark 1. Since Dg(0) = 0 is the Fréchet-derivative, there always exists a ρ such that (3.9) holds.
Proof. Letting Cμ := Cμ(R+, Xα), we have
∥∥Kμ(x1, gˆ(u))− Kμ(x2, gˆ(v))∥∥Cμ  M2 (‖x1 − x2‖α + κ(ρ)‖u − v‖Cμ)+ 14‖u − v‖Cμ
for all x1, x2 ∈ Xα and for all u, v ∈ C(R+, Xα) with ‖u‖C(R+,Xα)  ρ and ‖v‖C(R+,Xα)  ρ .
In view of (3.9)
∥∥Kμ(x1, gˆ(u))− Kμ(x2, gˆ(v))∥∥Cμ  M2 ‖x1 − x2‖α + 12‖u − v‖Cμ (3.12)
for all x1, x2 ∈ Xα , and all u, v ∈ Cμ(R+, Xα) with ‖u‖C(R+,Xα)  ρ and ‖v‖C(R+,Xα)  ρ .
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e−L(−t)P−(μ)u(t) = eLr P−(μ)u(r) +
t∫
r
e−L(−s)P−(μ)gˆ(u)(s)ds → 0
as t → ∞ since for (−t) < 0 we have ‖e−L(−t)P−(μ)u(t)‖α  Meμt‖u(t)‖α → 0 as t → ∞. This
shows that u is a solution of (3.11).
(4) Let Y := Bρ [0] ⊂ Cμ(R+, Xα) and let x0 ∈ P+(μ)Xα with ‖x0‖α  ρM . K˜ y := Kμ(x0, gˆ(y)) deﬁnes
a contraction mapping on Y since by (3.12)
‖K˜ y‖Cμ 
ρ
2
+ 1
2
‖y‖Cμ  ρ.
Hence, there is a unique ﬁxed point for every x0.
(3) By (3.12), we have
‖u1 − u2‖Cμ =
∥∥Kμ(x0, gˆ(u1))− Kμ(x0, gˆ(u2))∥∥Cμ
 M
2
∥∥P+(μ)(u1(0) − u2(0))∥∥α + 12‖u1 − u2‖Cμ,
so
‖u1 − u2‖Cμ  M
∥∥P+(μ)(u1(0) − u2(0))∥∥α.
(2) u is a mild solution of (3.7) since for all t1, t2 ∈R+ with t1  t2
P−(μ)u(t2) − P−(μ)e−L(t2−t1)u(t1) = −
∞∫
t2
e−L(t2−s)P−(μ)gˆ(u)(s)ds
+ e−L(t2−t1)
∞∫
t1
e−L(t1−s)P−(μ)gˆ
(
u(s)
)
ds
=
t2∫
t1
e−L(t2−s)P−(μ)gˆ
(
u(s)
)
ds. 
Proof of Proposition 3.8. Let μ1 < λ < μ2 be real numbers such that
[μ1,μ2] ∩ σ(L) = {λ},
let 1  M(μi), i ∈ {1,2} be given by Lemma 3.9, let M := max{M(μ1),M(μ2)}, and choose ρ > 0
small enough that κ(ρ) < 12M .
Let 0< ε  ρ
M2
, and let u denote the unique solution of
u = Kμ1(εη, g ◦ u).
It follows that supt∈R+ ‖u(t)‖α  M‖εη‖α  ρM .
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u = Kμ2
(
P+(μ2)εη, g ◦ u
)
.
It follows that ‖u‖Cμ  M‖P+(μ2)εη‖α = 0, a contradiction to P+(μ1)u(0) = εη, implying that
λ(u) = λ.
It is another consequence of Lemma 3.5 that either ‖u(t)‖−1α u(t) → η or ‖u(t)‖−1α u(t) → −η as
t → ∞, so in either case it holds that ‖u(t)‖−1α P+(μ2)u(t) → 0 as t → ∞.
Suppose that ‖u(t)‖−1α u(t) → −η as t → ∞ and let w : R+ → Xα be given by w(t) :=
Sμ2 (P
+(μ2)u(t))(0) = Sμ2 (u(t))(0). We then have
• w(0) = 0 since P+(μ2)u(0) = 0,
• ‖u(t)‖−1α ‖w(t)‖α  M‖u(t)‖−1α ‖P+(μ2)u(t)‖α → 0 as t → ∞ by the boundedness of S ,• P+(μ2)w(t) = P+(μ2)u(t) for all t ∈R+ .
It now follows that ‖u(t)‖−1α (u(t) − w(t)) → −η as t → ∞. By the intermediate value theorem,
there exists a t0 ∈R+ such that(
P+(μ1) − P+(μ2)
)(
u(t0) − w(t0)
)= 0,
and so P+(μ1)u(t0) = P+(μ1)w(t0).
v := Sμ2 (P+(μ2)w(t0)) = Sμ2 (w(t0)) is a solution of
v = Kμ1
(
P+(μ1)w(t0), g ◦ v
)
, (3.13)
and it holds that supt∈R+ ‖v(t)‖α  M‖u(t0)‖α  ρ . There is another solution of (3.13), namely
ut0 = Kμ1
(
P+(μ1)w(t0), g ◦ ut0
)
,
where ut0 (t) := u(t0 + t), t ∈R+ , denotes the time-t0-shifted solution.
It follows that v = ut0 , and so λ(u) = λ(v)μ2 > λ, a contradiction. 
3.4. Convergence as t → −∞
Suppose that u : R− → Xα is a solution of (3.1) with u(t) → 0 ∈ Xα as t → −∞. For large t ∈ R,
u(−t) can be described by an ordinary differential equation in ﬁnite dimensions (see [14, Theo-
rem 71.1], [8, Theorem 5.1.2], [13, Theorem 3.3]). We can now reverse the time and obtain analogous
statements for t → −∞.
Corollary 3.10. Let ρ−(t) := ∫ t−∞ ‖u˙(s)‖α ds (see also Lemma 3.7). There is an eigenvector η of L, which
belongs to the eigenvalue λ, such that in Xα
(
ρ−(t)
)−1
u(t) → η (3.14)
ρ˙−(t)−1u˙(t) = ∥∥u˙(t)∥∥−1
α
u˙(t) → η (3.15)
as t → −∞.
Proposition 3.11. Let λ < 0 be an eigenvalue of L and let η denote an associated eigenvector with ‖η‖α = 1.
Then there is a mild solution u :] − ∞,0] → Xα of (3.1) with
∥∥∥∥u(t)∥∥−1
α
u(t) − η∥∥
α
→ 0 as t → −∞. (3.16)
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Proposition 3.12. Let δ > 0, B ∈ C([0,∞],L(H, H)) symmetric with e2δt(B(t) − B(∞)) → 0 ∈L(H, H) as
t → ∞, AH be symmetric, (ηi)i∈N an orthonormal basis for H which consists of eigenvectors of L := AH −
B(∞), and let u :R+ → Xα be a mild solution of
u˙(t) + AHu(t) = B(t)u(t) (3.17)
with λ(u) = ∞.
Then there is an ε > 0 such that u(t) = 0 for all t ∈R+ with supst ‖B(s) − B(∞)‖H,H  ε2 .
Lemma 3.13. Let the assumptions of Proposition 3.12 hold and let Kμ ∈ L(H × Cμ+δ(R+, H),Cμ(R+, H))
be deﬁned as in Lemma 3.3.
Then Kμ is well deﬁned and CK := supμ∈R+\σ(L) ‖Kμ‖ < ∞. Moreover, for all x ∈ H one has
‖P+(μ)x‖H → 0 as μ → ∞.
Cμ is deﬁned as before but with respect to X = H and α = 0, that is, the norm on H is considered.
Proof. For each i ∈N, let λi denote the eigenvalue associated with ηi . The eigenvalues are (due to the
symmetry of AH − B(∞)) real. We thus have
〈
e−Lt x, ηi
〉= e−λi t〈x, ηi〉 x ∈ H, i ∈N. (3.18)
Every x ∈ H may now be written as x =∑i∈N〈x, ηi〉ηi and one has
‖x‖2H =
∑
i∈N
〈x, ηi〉2. (3.19)
Since for every μ ∈ R \ σ(L) the projections P−(μ) and P+(μ) are the orthogonal projections
in H , that is,
P−(μ)x =
∑
i∈N: λi<μ
〈x, ηi〉ηi and
P+(μ)x =
∑
i∈N: λi>μ
〈x, ηi〉ηi,
it follows that P+(μ)x → 0 in L(H, H) as μ → ∞.
Furthermore, for every i ∈N we have e−Ltηi = e−λi tηi , which shows that for all μ ∈R \ σ(L)
∥∥e−Lt P−(μ)x∥∥H  e−μt‖x‖H t  0∥∥e−Lt P+(μ)x∥∥H  e−μt‖x‖H t > 0.
It follows that Kμ is well deﬁned and
∥∥Kμ(x0, f )∥∥Cμ  ‖x0‖H + 2
∞∫
0
e−δs ds‖ f ‖Cμ+δ . 
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∥∥B(t) − B(∞)∥∥H,H  e−2δtM,
and choose ε := 12CK and τ ∈R+ such that
∥∥B(t) − B(∞)∥∥H,H  ε2M
for all t  τ . We now have
∥∥B(t) − B(∞)∥∥2H,H  ε2e−2δt .
Let 0< μ ∈R+ \ σ(L) be arbitrary. v := u(τ + t) is a mild solution of
x˙+ Lx = B˜(t)x := (B(t + τ ) − B(∞))x (3.20)
with λ(u) = λ(v) = ∞.
It follows from Lemma 3.9 that v = Kμ(P+(μ)v(0), Bˆ v), where we set (Bˆu)(t) := B˜(t)u(t).
We thus have
‖v‖Cμ  CK
(∥∥P+(μ)v(0)∥∥H + ‖Bˆ v‖Cμ+δ )
 CK
∥∥P+(μ)v(0)∥∥H + CKε‖v‖Cμ
 CK
∥∥P+(μ)v(0)∥∥H + 12‖v‖Cμ
and consequently
‖v‖Cμ  2CK
∥∥P+(μ)v(0)∥∥H .
This estimate holds for arbitrary μ ∈R \ σ(L), that is,
∥∥u(τ )∥∥H  2CK∥∥P+(μ)u(τ )∥∥H → 0 as μ → ∞,
proving that u(τ ) = 0. 
4. Construction of the diffeomorphism
Recall the assumptions at the beginning of Section 3. We consider the semiﬂow induced by mild
solutions of
u˙(t) + Au(t) = f (u(t)). (4.1)
In particular, we assume that f ∈ C1(U , X), where U is an open set in Xα . Fix an eigenvalue η ∈ X1
of A, let F := span{η}, and let X = F ⊕ E . For α ∈ [0,1], let Eα := E ∩ Xα be endowed with ‖.‖α .
Using L := A, let the projections P− and P+ be deﬁned as in Section 3.
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order to calculate its homotopy index it is helpful to assume that u¯ lies entirely in a one-dimensional
subspace of the considered phase space Xα . Therefore, we construct a diffeomorphism which maps
the image of u¯ into a one-dimensional subspace.
There is a simple “prototypical” situation where the construction is obvious, namely, if one as-
sumes that u has a “main direction” that is, there is a one-dimensional subspace and an associated
projection such that the image of u˙ under this projection does not vanish for any t ∈ R. In this case,
one could consider a mapping (t, e) → u(t)+ e, e ∈ E , where E denotes the complementary subspace.
The following theorem is a generalization of this basic idea.
Obviously, the smoothness of such a mapping is – at least in the direction of t – limited by the
smoothness of u. There are other problems which have not been considered in this informal intro-
duction: the diffeomorphism should be deﬁned in a neighborhood of u¯ and the semiﬂow obtained
by applying the diffeomorphism should still be induced by mild solutions of a semilinear parabolic
equation like (4.1).
Theorems of this kind are often referred to as tubular neighborhood theorems, but (as far as known
to the author) they are either stated in a ﬁnite-dimensional setting or they require more smoothness
than C1 and would thus impose additional restrictions on the non-linearity f in (4.1).
Theorem 4.1. Let γ ∈ C1([0,1], X0) such that 0 	= γ˙ (t) for all t ∈ [0,1], Ξ ⊂ [0,1] be ﬁnite, and ξ ∈ [0,1]
with γ˙ (ξ) /∈ E.
Then there exist a neighborhood U of [0,1] × {0} in [0,1] × E and a diffeomorphism ϕ : U → ϕ(U ) ⊂ X
such that
(1) there exists μ ∈R \ Re(σ (A)) such that ϕ(x, y) = γ (x)+Φ(x)P−(μ)y + P+(μ)y, where Φ : [0,1] →
L(P−(μ)E, P−(μ)X) is continuous;
(2) Φ(ξ) = id;
(3) Φ(x) is locally constant in a neighborhood of Ξ ;
(4) for all (x0, y0) in U there are continuous (Fréchet-)derivatives D yDϕ(x0, y0) and Dy(Dϕ(x0, y0)−1).
Lemma 4.2. Let the assumptions of Theorem 4.1 hold. Then there exists a μ ∈R \ σ(A) with P−(μ)γ˙ (t) 	= 0
for all t ∈ [0,1].
Proof. It follows from Lemma 3.4 that for every t ∈ [0,1] there is a μt ∈ R \ σ(A) with
P−(μt)γ˙ (t) 	= 0. The continuity of γ˙ (t) implies that there is an open neighborhood Ut of t such
that P−(μt)γ˙ (s) 	= 0 for all s ∈ Ut . {Ut}t∈[0,1] is an open covering of [0,1], hence by compactness,
there is a ﬁnite subcovering {Utk }k∈{1,...,n} , n ∈N. Let μ := max{μtk : k ∈ {1, . . . ,n}}. We then have for
all k ∈ {1, . . . ,n} and all s ∈ Utk P−(μt)P−(μ)γ˙ (s) = P−(μt)γ˙ (s) 	= 0 so that P−(μ)γ˙ (s) 	= 0 for all
s ∈ [0,1]. 
Lemma 4.3. Let k ∈N,Ξ ⊂ [0,1] ﬁnite, ξ ∈ Ξ , andΦ ∈ C([0,1], ISO(Rk,Rk))∩C1([0,1],L(Rk,Rk)). Then
there is a sequence Φn ∈ C([0,1], ISO(Rk,Rk)) ∩ C1([0,1],L(Rk,Rk)) such that
(1) Φn → Φ in C([0,1], ISO(Rk,Rk));
(2) Φn is locally constant in a neighborhood of Ξ ;
(3) Φn(ξ) = Φ(ξ) for all n ∈N.
Proof. Using the differentiability of Φ , we can write
Φ(x) = Φ(ξ) +
x∫
ξ
F (s)ds
with F ∈ C([0,1],L(Rk,Rk)).
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Fn(x) :=
{
0 dist(x,Ξ) 12n
F (x) otherwise.
It follows that Fn is well deﬁned and that ‖Fn − F‖∞  ‖F‖∞ < ∞.
Finally, choose F˜n ∈ C([0,1], ISO(Rk,Rk)) ∩ C1([0,1],L(Rk,Rk)) with ‖ F˜n − Fn‖∞  1/n, and let
Φn be deﬁned by
Φn(x) = Φ(ξ) +
x∫
ξ
Fn(s)ds.
We have
‖Φn − Φ‖∞  ‖F‖∞
#Ξ
n
+ 1
n
→ 0 as n → ∞.
Φn is an isomorphism for all n suﬃciently large. 
Proof of Theorem 4.1. Let μ0 be given by Lemma 4.2, μ0  μ ∈ R \ σ(A), P := P−(μ), and E0 :=
P X ⊂ X1 (dim E0 < ∞). By choosing μ large enough, we can assume that η ∈ E0 (η is the eigenvector
deﬁning F ).
P γ˙ : [0,1] → E0 induces a monomorphism U : [0,1] × F → [0,1] × E0 of bundles in the sense
of Appendix A, where U (t)(rη) := r P γ˙ (t). By the assumption that Pη = η, one has E0 = F ⊕ P E . By
Corollary A.9, there exists an isomorphism Φ0 = (U ⊕ S0) ∈ C([0,1],L(E0, E0)) such that S0(ξ)y = y
and Φ0(t)η = P γ˙ (t) for all t ∈ [0,1].
By the Weierstrass approximation theorem, there is another sequence (Φn = (U ⊕ Sn))n∈N in
C([0,1],L(E0, E0)) such that for each n ∈N, Sn is continuously Fréchet-differentiable, Sn(ξ) = id, and
Φn → Φ0 uniformly in t with respect to the norm in L(E0, E0). Using Lemma 4.3, we can assume
that Φn is locally constant in a neighborhood (depending on n) of Ξ for all n ∈N.
Let t ∈ [0,1] and deﬁne Hn,t by
Φ0(t)
−1Φn(t) = Φ0(t)−1
(
Φ0(t) +
(
Φn(t) − Φ0(t)
))
= 1+ Φ0(t)−1
(
Φn(t) − Φ0(t)
)
= 1+ Hn,t .
Using the Neumann series, there exists an inverse of Φ0(t)−1Φn(t) whenever ‖Hn,t‖ < 1. We have
‖Hn,t‖
∥∥Φ−10 (t)∥∥∥∥Φn(t) − Φ0(t)∥∥ sup
t∈[0,1]
∥∥Φ−10 (t)∥∥ sup
t∈[0,1]
∥∥Φn(t) − Φ0(t)∥∥
for all t ∈ [0,1], where supt∈[0,1] ‖Φ−10 (t)‖ < ∞ by Corollary A.4 and
supt∈[0,1] ‖Φn(t) − Φ0(t)‖ → 0 as n → ∞ by the uniform approximation. Hence, there exists an n0 ∈N
such that for all n n0 and for all t ∈ [0,1] Φn(t) = (Φ0 ◦Φ−10 ◦Φn)(t) is an isomorphism in L(E0, E0),
and particularly a homeomorphism by Corollary A.4.
Let Φ := Φn0 and deﬁne ϕ : [0,1] × E → X by
ϕ(t, y) := γ (t) + Φ(t)P y + (1− P )y.
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1
h
(
ϕ(t0 + ht, y0 + hy) − ϕ(t0, y0)
)
= 1
h
(
γ (t0 + ht) − γ (t0) + Φ(t0 + ht)(P y0 + hP y) − Φ(t0)P y0
)+ (1− P )y
= 1
h
(
γ (t0 + ht) − γ (t0) + Φ(t0 + ht)hP y + Φ(t0 + ht)P y0 − Φ(t0)P y0
)+ (1− P )y
→ tγ˙ (t0) + Φ(t0)P y +
(
DΦ(t0)t
)
P y0 + (1− P )y as h → 0.
In particular, (t0, y0) → (DΦ(t0)1)P y0 is continuous, so there is a continuous Fréchet derivative,
namely
Dϕ(t0, y0)(t, y) =
(
Dγ (t0) +
(
DΦ(t0)1
)
P y0
)
t + Φ(t0)P y + (1− P )y. (4.2)
We have for (t, y) ∈R× E and t0 ∈ [0,1]
P Dϕ(t0,0)(t, y) = P γ˙ (t0)t + PΦ(t0)P y
= Φ(t0)(ηt + P y),
showing that P Dϕ(t0,0) :R× P E → P X = E0 is an isomorphism for all t0 ∈ [0,1]. Therefore, it follows
that
Dϕ(t0,0)(t, y) = PΦ(t0)(ηt + P y) + (1− P )
(
γ˙ (t0)t + y
)
is an isomorphism, the inverse is given by
(t, y1) =
(
P Dϕ(t0,0)
)−1
P y
Dϕ(t0,0)
−1 y = (t, y1 + (1− P )(y − γ˙ (t0)t)).
The inverse mapping theorem now implies that ϕ is a local diffeomorphism.
Suppose that there does not exist an open neighborhood U of [0,1]×{0} in [0,1]× E such that ϕ|U
is injective. Then there are sequences (tn, yn) → (t0,0) in [0,1]× E and (t˜n, y˜n) → (t˜0,0) in [0,1]× E
(by the compactness of [0,1]) such that tn 	= t˜n and ϕ(tn, yn) = ϕ(t˜n, y˜n) for all n ∈N. It follows from
the continuity of ϕ that γ (t0) = ϕ(t0,0) = ϕ(t˜0,0) = γ (t˜0) and since γ is injective, we have t0 = t˜0.
This is a contradiction since ϕ is a local homeomorphism. We have shown that there exists an open
neighborhood U of [0,1] × E such that ϕ|U : U → ϕ(U ) is a homeomorphism.
Finally, we have DyDϕ(x0, y0)y = (DΦ(x0)1)P y · px , where px : R × E → R, px(x, y) = x for all
(x, y) ∈R× E . Hence DyDϕ(x0, y0)−1 exists and is given by
DyDϕ(x0, y0)
−1 y = −Dϕ(x0, y0)−1 ◦ DyDϕ(x0, y0)y ◦ Dϕ(x0, y0)−1. 
Proposition 4.4. Let u be a solution of (4.1) with u(t) → 0 =: e+ , u(−t) → e− , and ‖u(t)‖−1α u(t) → η as
t → ∞.
Then there exist an open neighborhood U ⊂ [0,1] × Eα of [0,1] × {0}, a neighborhood V of K :=
cl{u(t): t ∈R}, and a diffeomorphism ϕ : U → V such that
(1) ϕ(x, y) = γ (x) + Φ(x)P−(μ)y + P+(μ)y, where μ ∈ R \ Re(σ (A)), γ ∈ C1([0,1], Xα), and Φ ∈
C([0,1],L(P−(μ)E, P−(μ)X)) is locally constant in a neighborhood of ϕ−1({e−, e+});
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(3) for all (x0, y0) in U there are continuous (Fréchet-)derivatives D yDϕ(x0, y0) and Dy(Dϕ(x0, y0)−1);
(4) ϕ(R× {0} ∩ U ) is invariant under the restriction of π to V and we have K ⊂ γ (]0,1[);
(5) x → Aϕ(x,0) is continuous.
Lemma 4.5. Let u, v+ :R→ Xα be given by Theorem 3.2. Then there is a closed neighborhood [a,b] of 0 and
a homeomorphism p+ : [a,b] → {u(t): t ∈ [0,∞[} ∪ {v+(t): t ∈ [0,∞[} ∪ {e+} ⊂ Xα such that
(1) p+ ∈ C1([a,b], Xα);
(2) p˙+(t) 	= 0 for all t ∈ [a,b];
(3) (p+, p˙+)(a) = (u(0),‖u˙(0)‖−1α u˙(0)), p+(0) = e+ , p+(b) = v+(0);
(4) Ap+ is continuous.
Proof. Let λ+ , η+ and ρ(t) := ρ(u, t) be given by Theorem 3.2. Let ρ−1(u, .) denote the inverse
mapping, that is,
∞∫
ρ−1(u,t)
∥∥u˙(s)∥∥
α
ds = t.
Deﬁne further
p+(t) :=
⎧⎪⎨
⎪⎩
u(ρ−1(u,−t)) t ∈ [−ρ(u,0),0[
e+ t = 0
v+(ρ−1(v+, t)) t ∈ ]0,ρ(v+,0)].
We now have
p˙+(t) = −
(
d
dt
ρ−1(−t)
)
u˙
(
ρ−1(−t))
= − 1
ρ˙(ρ−1(−t)) u˙
(
ρ−1(−t))
= 1‖u˙(ρ−1(−t))‖α
u˙
(
ρ−1(−t))
and substituting t = ρ(s) one obtains p˙+(ρ(s)) = −‖u˙(s)‖−1α u˙(s) for all s ∈ [0,∞[. We have p˙+(t) →
η+ as t → 0 and Ap+(ρ(t)) = Au(t) = f (u(t)) − u˙(t). The last term is continuous in t and it holds
that f (u(t)) − u˙(t) → f (e+) = Ap+(0) as t → ∞.
The second branch of p+ , that is, the case t > 0, can be treated analogously. 
There is an equivalent for negative times to the previous lemma, which can be proven analogously.
Lemma 4.6. Let u, v− :R→ Xα be given by Theorem 3.2. Then there is a closed neighborhood [a,b] of 0 and
a homeomorphism p− : [a,b] → {u(t): t ∈ ]−∞,0]} ∪ {v−(t): t ∈ ]−∞,0]} ∪ {e−} ⊂ Xα such that
(1) p− ∈ C1([a,b], Xα);
(2) p˙−(t) 	= 0 for all t ∈ [a,b];
(3) (p−, p˙−)(a) = (u(0),‖u˙(0)‖−1α u˙(0)), p−(0) = e− , p−(b) = v−(0);
(4) Ap− is continuous.
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Proof of Proposition 4.4. Let p− : [a1,b1] → Xα and p+ : [a2,b2] → Xα be given by Lemmas 4.5
and 4.6 and let
γ˜ (x) :=
{
p−(a1 − x) x ∈ [a1 − b1,0]
p+(a2 + x) x ∈ [0,b2 − a2].
In view of Lemma 4.5 and Lemma 4.6, we have particularly p−(a1 − 0) = p+(a2 + 0) = u(0) and
p˙−(a1) = p˙+(a2) = ‖u˙(0)‖−1α u˙(0). Therefore, γ : [0,1] → Xα ,
γ (t) := γ˜ (t(b2 − a2) + (1− t)(a1 − b1))
is well deﬁned and continuously differentiable.
Since ‖u(t)‖−1α u(t) → η as t → ∞, it is clear that γ˙ (γ −1(e+)) = η. Hence, we can apply Theo-
rem 4.1 to γ and obtain a mapping ϕ for which (1), (2), and (3) hold.
(4) and (5) follow from the choice of γ (see also Fig. 4.1) and the two lemmas: Lemma 4.5 and
Lemma 4.6. 
5. Isolation and homotopy equivalence
For a hyperbolic equilibrium (a stationary solution), it is a usual technique to compute its ho-
mology index by computing the homology index of its linearization. Given two equilibria and an
orbit connecting them, the assumption that the respective stable and unstable manifolds intersect
transversally is a substitute for the hyperbolicity assumption in the zero-dimensional case of a sin-
gle equilibrium. However, it is not immediately clear what linearization shall mean. Simply passing
to the tangential space is not possible, since it is a one-dimensional subbundle of the full tangential
space, which corresponds to the given orbit, that is, given a heteroclinic solution u of a differen-
tiable semiﬂow π , the pair (u, λu˙) is a solution of Tπ (using Deﬁnition 5.2) for every λ ∈ R. Hence,
K := cl{(u(t),0): t ∈ R} is not an isolated invariant set, and K˜ := cl{(u(t), λu˙(t)): λ, t ∈ R} is not
compact, which means that there does not exist a Tπ -admissible isolating neighborhood of K˜ .
5.1. Linear skew product semiﬂows
Sell and You use in [14] the notion of linear skew product semiﬂows. We will borrow the concept
since it is a suitable abstraction for our Conley index calculations.
Deﬁnition 5.1. Let F be a Banach space and let a < b be real numbers. A linear skew product semiﬂow
on (]a,b[, F ) is a semiﬂow π = (ξ,Φ) on ]a,b[ × F , where
(x, y)πt = (xξt,Φ(x, t)y) ∀(t, x, y) ∈ D(π).
Here, ξ is a ﬂow on ]a,b[ and for every (x, t) ∈ D(ξ) we have Φ(x, t) ∈L(F , F ).
Let SK(]a,b[, F ) denote the set of all linear skew product semiﬂows on (]a,b[, F ) and let π ∈ SK :=
SK([a,b], F ) ⊂ SK(]a,b[, F ) if there exists an ε > 0 and a π˜ ∈ SK(]a − ε,b + ε[, F ) with (x, y)πt =
(x, y)π˜t whenever the left side is deﬁned.
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SK([a,b], F1), π2 = (ξ,Φ2) ∈ SK(ξ,Φ2), deﬁne π1 ⊕ π2 ∈ SK([a,b], E) by π1 ⊕ π2 = (ξ,Φ1 ⊕ Φ2),
where (Φ1 ⊕ Φ2)(t, x)(y1 ⊕ y2) = Φ1(t, x)y1 ⊕ Φ2(t, x)y2.
Let M be an open subset of a Banach space F and let γ : [0,1] → Γ be a diffeomorphism. One may
regard TM as M× F , and [0,1]× F is diffeomorphic to Γ × Xα . U : [0,1]×R→ TM , U (x)y := γ˙ (x) · y
is a subbundle in the sense of Appendix A. In particular, it follows from Corollary A.9 that TM/TΓ is
a metric space (the deﬁnition according to Appendix A and the deﬁnition below coincide).
Deﬁnition 5.2. Let M be an open subset of a Banach space F and let Γ be a C1-submanifold of M .
For x ∈ Γ deﬁne
TxM/TxΓ :=
{{
η + η′: η′ ∈ TxΓ
}
: η ∈ TxM
}
and
TM/TΓ := {(x, η): x ∈ Γ and η ∈ TxM/TxΓ }.
Let π be a C1-semiﬂow on M and let Γ be invariant under π . Then π induces a natural semiﬂow
Tπ on TM which is deﬁned by
Tπ
(
t, (x, η)
) := (xπt, D(π(t, .))(x)η).
By the linearized semiﬂow π ′(Γ ) along Γ we mean the linear skew product semiﬂow on TM/TΓ
which is deﬁned by
π ′
(
t, (x, η)
) := p(Tπ(t, (x, η))),
where p : {(x, η) ∈ TM: x ∈ Γ } =: TM(Γ ) → TM/TΓ denotes the canonical projection that is,
p(x, η) = (x, [η]).
Let TM/TΓ be equipped with the quotient topology and let each ﬁber be equipped with the norm
‖[y]‖ξ := ‖[y]‖Tξ M/Tξ Γ := inf{‖y − y′‖: y′ ∈ TΓ }, ξ ∈ Γ .
Lemma 5.3. Let M and Γ satisfy the assumptions of Deﬁnition 5.2. Then π ′ := π ′(Γ ) is a semiﬂow.
Proof. First, one has to show that π ′ is well deﬁned. Since Tπ is a linear skew product semiﬂow,
it may be decomposed into its components: let Tπ = (ξ,Φ). Now, let y1, y2 ∈ F with [y1]F/TxΓ =[y2]F/TxΓ , let x ∈ [a,b] and let t ∈ R+ such that Φ(t, x) is deﬁned. We then have y1 − y2 ∈ TΓ
so that Φ(t, x)y1 − Φ(t, x)y2 = Φ(t, x)(y1 − y2) ∈ TΓ due to the invariance of TΓ , implying that
[Φ(t, x)y1]F/TxξtΓ = [Φ(t, x)y2]F/TxξtΓ .
Now, π ′ inherits its properties from Tπ . In particular, it is continuous due to the choice of the
quotient topology and
[x, y]π ′(t1 + t2) =
[
xξ(t1 + t2),Φ(x, t1 + t2)y
]
= [(xξt1)ξt2,Φ(xξt1, t2)Φ(x, t1)y]
= ([x, y]π ′t1)π ′t2 (t1 + t2, (x, y)) ∈D(Tπ). 
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Further, let Tπ = (ξ,Φ) and suppose that Φ(t, x)y 	= 0 for all (t, x) ∈D(Φ) and all 0 	= y ∈ TxΓ .
Finally, let [u(t), v(t)] be a solution ofπ ′ which is deﬁned for all t ∈ [−t0,0]. Then there is a unique solution
(u(t), v˜(t)) of Tπ satisfying [u(t), v(t)] = [u(t), v˜(t)] and v(0) = v˜(0).
Proof. We have [Φ(t0,u(−t0))v(−t0)] = [v(0)], so there is a solution (u(t),w(t)) of Tπ with w(t) −
v(t) ∈ Tu(0)Γ for all t ∈ [−t0,0].
Moreover, the restriction Φ(t0,u(−t0)) : Tu(−t0)Γ → Tu(0)Γ is an isomorphism since it is injective,
and so there exists a unique η ∈ Tu(−t0)Γ with Φ(t0,u(−t0))η = v(0) − w(0).
The linearity of Φ(t0,u(−t0)) now implies that Φ(t0,u(−t0))(v(−t0) + η) = w(0) + Φ(t0,
u(−t0))η = v(0). By the invariance of TΓ , we have [u(t), v˜(t)]π ′t = [u(t),w(t)] for all t ∈ [−t0,0],
where we set v˜(t) := w(t) + Φ(t + t0)η. 
Deﬁnition 5.5. Let M and π satisfy the assumptions of Deﬁnition 5.2.
For every x ∈ Γ let y ∈ B−(Tπ, x) iff there is a solution (u, v) : R− → TM of Tπ such that
(u(0), v(0)) = (x, y) and supt∈R− ‖v(t)‖ < ∞; and let y ∈ B+(Tπ, x) iff there exists a solution
(u, v) :R+ → TM of Tπ with (u(0), v(0)) = (x, y) and supt∈R+ ‖v(t)‖ < ∞.
The above notion of a bounded solution can be translated to TM/TΓ :
Deﬁnition 5.6. Let M , Γ , and π satisfy the assumptions of Deﬁnition 5.2.
For every x ∈ Γ let y ∈ B−(π ′, x) iff there is a solution (u, v) : R− → TM/TΓ of π ′ such that
(u(0), v(0)) = (x, y) and supt∈R− ‖v(t)‖Tu(t)M/Tu(t)Γ < ∞; and let y ∈ B+(π ′, x) iff there exists a solu-
tion (u, v) :R+ → TM/TΓ of π ′ with (u(0), v(0)) = (x, y) and supt∈R+ ‖v(t)‖Tu(t)M/Tu(t)Γ < ∞.
The transversal intersection of the respective stable and unstable manifolds (or weaker, of the
respective local stable manifold and the unstable manifold) has one implication concerning Tπ which
is crucial (and suﬃcient) for the following linearization procedure, namely
Deﬁnition 5.7. Let M be an open subset of a Banach space F , and let π be a semiﬂow on M . Let
e+, e− ∈ M be hyperbolic equilibria, and let u(t) be a heteroclinic solution with u(t) → e− as t → −∞
and u(t) → e+ as t → ∞ (not necessarily e− 	= e+).
u is said to be normal if for all t ∈R
dim
(
B−
(
Tπ,u(t)
)∩ B+(Tπ,u(t)))= 1. (5.1)
5.2. Isolation
Recall the assumptions we made in Section 3. In particular, the semiﬂow π is induced by mild
solutions of
u˙(t) + Au(t) = f (u(t)), (5.2)
where f ∈ C1(U , X), U ⊂ Xα is open, and A has compact resolvent. We will use F = Xα and Tπ is
the semiﬂow induced by mild solutions of
u˙(t) + Au(t) = f (u(t))
v˙(t) + Av(t) = Df (u(t))v(t).
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be given by that proposition. Then the assumptions in Deﬁnition 5.2 are satisﬁed for F = Xα , M = V
and Γ = ϕ(]0,1[ × {0}).
If the equilibria e− , e+ are hyperbolic,
B+
(
Tπ,u(t)
)+ B−(Tπ,u(t))= Tu(t)M for all t ∈R, and (5.3)
dim B−
(
Tπ,u(t)
)= codim B+(Tπ,u(t))+ 1, (5.4)
then (5.1) holds.
We are now in a position to state the main result of this section.
Proposition 5.8. Suppose that u is normal. K0 := [K × {0}]TM/TΓ is an isolated invariant set relative to π ′ ,
that is, there exists an isolating neighborhood N of K0 in TM/TΓ .
The proof of Proposition 5.8 relies on
Lemma 5.9. The following holds for all x0 ∈ K0
B+
(
π ′, x0
) ⊂ [B+(Tπ, x0)]
B−
(
π ′, x0
)⊂ [B−(Tπ, x0)].
Proof. We can assume w.l.o.g. that u(0) = x0 or x0 ∈ {e−, e+}.
Let [y] ∈ B+(π ′, x0) and let (u, v) :R+ → TM be a solution of Tπ with v(0) = y.
We have u(t) → e ∈ {e+, e−} and ‖u(t)‖−1α u(t) → η as t → ∞, where η is an eigenvector of
L := A − Df (e). Let 0 < λ be the associated eigenvalue, and let Pη denote the projection onto the
eigenspace spanned by η that is, Pη = lim0	=δ→0 P−(λ + δ) − P−(λ − δ).
By Lemma A.10, there exists a neighborhood V0 of e in Γ such that for all x ∈ V0 the canonical
projection Q (x) : (1 − Pη)Xα → Xα/TxΓ lies in ISO((1 − Pη)Xα, Xα/TxΓ ) and there are constants
0 	=m,M ∈R+ such that
m‖x‖α  ‖x‖Xα/TxΓ  M‖x‖α ∀x ∈ V0. (5.5)
Let t0 ∈ R+ such that u(t) ∈ V0 for all t  t0, and set w(t) := Q −1(u(t))([v(t)]), t  t0. Since
supt∈R+ ‖[v(t)]‖Xα/Tu(t)Γ < ∞, (5.5) implies that
sup
t∈R+
∥∥w(t)∥∥
α
< ∞. (5.6)
Moreover, it holds for all t  t0 that [w(t) − v(t)]Xα/Tu(t)Γ = 0 and so v(t) − w(t) ∈ Tu(t)Γ .
Lemma A.7 implies that there is a neighborhood V1 ⊂ V0 of e such that P (x) := Pη ∈
ISO(Tu(t)Γ, PηXα) for all x ∈ V1. There is a t1 ∈ R+ such that t1  t0 and u(t) ∈ V1 for all t  t1.
Letting F (t) := Df (u(t)) − Df (e), we have
Pη F (t)v(t) = Pη F (t)
(
v(t) − w(t))+ Pη F (t)w(t)
= Pη F (t)P
(
u(t)
)−1︸ ︷︷ ︸
→0 as t→∞
Pηv(t)︸ ︷︷ ︸
Pη(v(t)−w(t))
+ Pη F (t)w(t)︸ ︷︷ ︸
→0 as t→∞
.
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dimension)
x˙+ PηLx︸ ︷︷ ︸
λx
= G(x, t).
We can apply [5, Theorem 13.3.1], which states that Pη(v(t) − w(t)) is governed by the eigenvalue
0< λ, that is, supt∈R+ ‖Pη(v(t) − w(t))‖α < ∞. It follows that
sup
t∈R+
∥∥v(t)∥∥
α
 sup
t∈R+
∥∥w(t)∥∥
α
+ sup
t∈R+
∥∥P(u(t))−1∥∥
α,α
∥∥Pη(v(t) − w(t))∥∥α < ∞,
and therefore y ∈ B+(Tπ, x0), implying that B+(π ′, x0) ⊂ [B+(Tπ, x0)].
Using Lemma 5.4, one can show analogously that B−(π ′, x0) ⊂ [B−(Tπ, x0)]. The proof is therefore
omitted. 
Proof of Proposition 5.8. Let N0 be an isolating neighborhood for K relative to the restriction of π to
Γ and deﬁne
N := {[x, y] ∈ TM/TΓ : x ∈ N0 and y ∈ Eα with ∥∥[y]∥∥Xα/Tu(t)Γ  1}.
Further let (u˜, v˜) : R → N be a full solution of π ′ . It follows from Lemma 5.4 that there exists a
full solution (u˜, v) of Tπ such that (u˜, [v]) = (u˜, v˜). v is bounded, that is sups∈R ‖v(s)‖α < ∞ by
Lemma 5.9.
Now, there are two cases: either u˜(t) ∈ {e−, e+} for all t ∈R, implying that v ≡ 0 by the hyperbol-
icity assumption, or u˜(t) = u(t + τ ) for some τ ∈R. We may assume w.l.o.g. that τ = 0.
In the second case, we have for all t ∈R v(t) ∈ TΓ = B+(Tπ,u(t))∩ B−(Tπ,u(t)), which is equiv-
alent to v˜(t) = 0 and so v˜ ≡ 0. 
5.3. Linearization along a solution
As in the previous section, we are given a linear subspace E ⊂ X . It is convenient to assume that
AE1 = A(E ∩D(A)) ⊂ E . Let ϕ : U → V , and μ ∈ R be given by Proposition 4.4, and let ϕ(x(t), y(t))
be a solution of (5.2) which is deﬁned on [0, T [. Then for all t ∈ ]0, T [ ϕ(x(t), y(t)) ∈ X1, (x(t), y(t))
is differentiable, and
Dϕ
(
x(t), y(t)
)(
x˙(t), y˙(t)
)+ Aϕ(x(t), y(t))= f ◦ ϕ(x(t), y(t)). (5.7)
Letting P := P−(μ) and Q := P+(μ), we can split (5.7) into an equation on P X and another one
on Q X . We will omit the notation of t in order to improve the readability.
On P X , we have
P Dϕ(x, y)(x˙, y˙) = P f ◦ ϕ(x, y) − P Aϕ(x, y)
=: P f˜ (ϕ(x, y)),
where the right side is again continuously Fréchet-differentiable since P X ⊂ X1 is ﬁnite-dimensional.
4434 A. Jänig / J. Differential Equations 252 (2012) 4410–4454On Q X , one obtains
Q Dϕ(x, y)(x˙, y˙) + A Q y︸︷︷︸
Q (ϕ(x,y)−ϕ(x,0))
= Q f (ϕ(x, y))− AQ ϕ(x,0)
=: Q f˜ (ϕ(x, y)).
f˜ is well deﬁned, continuous, and f˜ ◦ ϕ has a continuous Fréchet-derivative Dy f˜ . Furthermore,
(x(t), y(t)) is a solution of
x˙(t) = g1
(
x(t), y(t)
)
y˙(t) + A˜ y(t) = g2
(
x(t), y(t)
)
,
where we set
g(x, y) := (g1, g2)(x, y) := Dϕ(x, y)−1 ◦ f˜ ◦ ϕ(x, y)
and A˜ := AQ , which is again a sectorial operator since for all y ∈ X1 we have Ay − A˜ y = AP y
with AP ∈ L(Xα, X0). The sectoriality now follows from [8, Corollary 1.4.5]. Moreover, by [8, Theo-
rem 1.4.6], the norms induced by A and A˜ are equivalent.
Using Proposition 4.4, one can show
Lemma 5.10. g2 : U ∩ Eα → E0 is continuously Fréchet-differentiable in y (with D y g2 ∈L(Eα, E0)).
Let the family of semiﬂows (πλ)λ∈[0,1] on R× Eα (Eα = E ∩ Xα ) be deﬁned as follows:
Deﬁnition 5.11. (x(t), y(t)) is a solution of πλ if ϕ(x(t), λy(t)) is a mild solution of (5.2) and y(t) is a
mild solution of
y˙(t) + A˜ y(t) = g˜λ
(
x(t), y(t)
)
, (5.8)
where we set
g˜λ(x, y) :=
{
λ−1g2(x, λy) λ > 0
Dy g2(x,0)y λ = 0.
Given λ ∈ ]0,1] and a solution ϕ(x(t), λy(t)) of (5.2), it follows that (5.8) holds, that is, y(t) is a
solution of (5.8).
What follows is the main result of this section.
Theorem 5.12. Let the assumptions at the beginning of Section 5.2 hold, and suppose that u is normal.
Then
(1) K := ϕ−1(clu(R)) is an isolated invariant set relative to πλ for all λ ∈ [0,1];
(2) h(π1, K ) = h(π0, K ).
In order to prove the theorem, we can make the following additional assumptions w.l.o.g.:
(1) U ∩ (R× {0}) = ]0,1[ × {0};
(2) ‖y‖α  1 for all (x, y) ∈ U ;
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(x, y2) ∈ U ;
(4) sup(x,y)∈U ‖g2(x, y)‖α < ∞;
(5) sup(x,y)∈U ‖Dy g2(x, y)‖α,0 < ∞.
Lemma 5.13. There exists a constant L ∈R+ such that
∥∥g˜λ(x, y1) − g˜λ(x, y2)∥∥0  L‖y1 − y2‖α
for all (x, y1), (x, y2) ∈ U and all λ ∈ [0,1].
Proof. Let λ ∈ [0,1] and (x, y1), (x, y2) ∈ U . We have for all ξ ∈ [0,1]
∥∥g˜λ(x, y1) − g˜λ(x, y2)∥∥0  sup
ξ∈[0,1]
∥∥Dy g˜λ(x, ξ y1 + (1− ξ)y2)∥∥α,0‖y1 − y2‖α
 sup
(x,y)∈U
∥∥Dy g2(x, y)∥∥α,0‖y1 − y2‖α. 
Lemma 5.14. Let λn → 0 in [0,1], T ∈ R+ , γn → γ0 in C([0, T ], ]0,1[), and hn(t, y) := g˜λn (γn(t), y) for
n ∈N∪ {0}.
Then hn(t, y) is continuous in (t, y) for all n ∈N∪ {0} and for every 0< ρ ∈R+ one has
sup
{∥∥hn(t, y) − h0(t, y)∥∥0: t ∈ [0, T ], y ∈ Eα, ‖y‖α  ρ}→ 0
as n → ∞.
Proof. We have for all (x1, y), (x2, y) ∈ U
∥∥g˜λn(x1, y) − g˜0(x2, y)∥∥0  ∥∥(g˜λn(x1, y) − g˜λn(x1,0))− (g˜0(x2, y) − g˜0(x2,0))∥∥0
+ ∥∥g˜λn(x1,0) − g˜0(x2,0)∥∥0
 sup
ξ∈[0,1]
∥∥Dy g2(x1, ξλn y) − Dy g2(x2, ξλn y)∥∥α,0‖y‖α
+ ∥∥g2(x1,0) − g2(x2,0)∥∥0.
Suppose that our claim is not true for some ρ ∈ R+ . Then there are sequences tn → t0 in [0, T ],
yn in Eα , k(n) → ∞ in N and an ε > 0 such that ‖hk(n)(tn, yn) − h0(tn, yn)‖ > ε for all n ∈N. In view
of the above calculation, we have for xn := γk(n)(tn) and x˜n := γ0(tn)
∥∥hk(n)(tn, yn) − h0(tn, yn)∥∥0  sup
ξ∈[0,1]
∥∥Dy g2(xn, ξλn y) − Dy g2(x˜n, ξλn y)∥∥α,0ρ
+ ∥∥g2(xn,0) − g2(x˜n,0)∥∥0
→ 0 as n → ∞,
a contradiction. 
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Proposition 5.15. Let [a,b] ⊂ V such that K := [a,b] × {0} is an isolated invariant set relative to π0 .
Then (πλ)λ∈[0,1] is an S-continuous family of semiﬂows in the sense of [12, Deﬁnition 12.1], that is, for
every λ ∈ [0,1], K is an isolated invariant set relative to πλ and there is a neighborhood W of λ in [0,1] and
a closed set N ⊂ V such that
(1) for every λ ∈ W , N is a strongly πλ-admissible isolating neighborhood of Kλ relative to πλ;
(2) whenever λn → λ0 in [0,1], then xnπλn tn → x0πλ0t0 as n → ∞ for every sequence ((xn, yn), tn) →
((x0, y0), t0) in U ×R+ , and N is (πλn )n-admissible.
Proof. Let λn → λ0 in [0,1]. We have to show that πn := πλn → πλ0 := π0. For every n ∈ N let
(un(t), vn(t)), 0 t  tn denote the solution of π for which (un(0), vn(0)) = (xn, λn yn).
Suppose that λ0 	= 0. It follows that (xn, λn yn) → (x0, λ0 y0), so by the continuity of π1 there is
a solution (u0(t), v0(t)) of π with (u0(0), v0(0)) = (x0, y0) which is deﬁned for all t ∈ [0, t0] and
we have (un(tn), vn(tn)) → (u0(t0), v0(t0)) as n → ∞. Therefore, (xn, yn)πntn = (un(tn), λ−1n vn(tn)) →
(u0(t0), λ
−1
0 v0(t0)) = (x0, y0)π0t0 that is, πn → π0.
Now suppose that λ0 = 0. By the continuity of π1, there is a solution (u0(t),0) of π1 deﬁned for
all t ∈ [0, t0] with (u0(t),0) = limn→∞(un(t), λnvn(t)) for all t ∈ [0, t0].
For every τ ∈ [0, t0], we have supt∈[0,τ ] |un(t) − u0(t)| → 0 as n → ∞. It follows from Lemma 5.13
that for all n ∈N
Gn(t, y) := g˜λn
(
un(t), λn y
)
t ∈ [0, τ ]
is Lipschitz continuous in y and from Lemma 5.14 that
sup
‖y‖αρ t∈[0,τ ]
∥∥Gn(t, y) − G0(t, y)∥∥→ 0
as n → ∞, provided that ρ > 0 is suﬃciently small.
Moreover, for each n ∈N, vn(t) is a mild solution of
y˙ + A˜ y = Gn(t, y).
Let v0(t) denote the maximally deﬁned mild solution of
y˙ + A˜ y = G0(t, y)
with v0(0) = y0. [14, Theorem 47.5] implies that vn(t) → v0(t) uniformly on [0, τ ] provided that
v0(t) is deﬁned on [0, τ ]. Because vn(t) ∈ U , we have ‖vn(t)‖α  1 for all t ∈ [0, tn] and all n ∈ N so
it follows from Lemma 5.13 and [14, Lemma 47.4] that v0(t) is deﬁned for all t ∈ [0, t0]. This shows
again that πn → π0.
In order to verify the strong admissibility, let 0< ε ∈R+ , let N0 ⊂ U be an isolating neighborhood
for K with respect to π1 and deﬁne
N := N(ε) := {(x, y) ∈ [0,1] × Eα: (x,0) ∈ N0 and y ∈ Eα with ‖y‖α  ε}.
By choosing ε0 small enough, N(ε0) ⊂ U , and Lemma 5.13 and [14, Lemma 47.4] imply that πλ does
not explode in N(ε) for all ε ∈ [0, ε0[ and all λ ∈ [0,1].
Now let there be given sequences (xn, yn) in N , λn → λ0 in [0,1] and tn → ∞ in R+ such that for
every n ∈ N and for all s ∈ [0, tn] xnπns ∈ N , where we set πn := πλn . We may assume that xn → x0.
Let (un(s), vn(s)) := (xn, yn)πns, s ∈ [0, tn]. vn(t) is a mild solution of (5.8). Hence, it follows exactly
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‖vn(tn)‖β  b for all n ∈ N suﬃciently large. By [8, Theorem 1.4.8] (A has compact resolvent), the
inclusion Xβ ⊂ Xα is compact, so there exists a convergent (in Xα) subsequence of vn(tn). This proves
the claims concerning the admissibility properties.
Suppose that N(ε0) is an isolating neighborhood for (K ,π0) (this can always be achieved by choos-
ing ε0 small enough) and that there does not exist an ε ∈ ]0, ε0[ such that for all λ ∈ [0,1], N(ε) is
an isolating neighborhood for (K ,πλ). Then there is a sequence λn ∈ [0,1] and for every n ∈ N a full
solution (un(t), vn(t)) of πn := πλn with 0< cn := supt∈R ‖vn(t)‖α → 0 as n → ∞.
It follows that (un(t), c−1n vn(t)) is a solution of πλncn . We may assume that 2‖vn(0)‖α  cn and by
admissibility that (un(0), vn(0)) → (x0, y0). We have
‖vn(0)‖α
cn
 ‖vn(0)‖α
2‖vn(0)‖α
= 1
2
,
showing that y0 	= 0. By [12, Theorem I.4.5] and since cnλn  cn → 0 as n → ∞, (x0, y0) ∈ Invπ0(N) =
K , a contradiction to y0 	= 0. We have shown that there is an ε0 > 0 such that for all ε ∈ ]0, ε0] and
all λ ∈ [0,1] N(ε) is an isolating neighborhood for K relative to πλ . 
Lemma 5.16.
p2 ◦ DΠ1,t(x0,0) = Φ(x0, t) ◦ p2 (x0,0) ∈ ]0,1[ ∩ U ,
where p2 : R × E → E, p2(x, y) := y, denotes the canonical projection, Πλ,t x := xπλt and π0 = (ξ,Φ) ∈
SK([0,1], E).
Proof. According to Deﬁnition 5.11 and Proposition 5.15, one has for all x0 ∈ ]0,1[ × {0} ∩ U and
(x, y) ∈R× Eα
Φ(x0, t) ◦ p2(x, y) = Φ(x0, t)y
= lim
λ→0+ p2 ◦ Πλ,t(x0, y)
= lim
λ→0+ p2
(
λ−1
(
Π1,t(x0, λy) − Π1,t(x0,0)
))
= p2 ◦ DΠ1,t(x0,0)(0, y)
= p2 ◦ DΠ1,t(x0,0)(x,0)︸ ︷︷ ︸
0
+p2 ◦ DΠ1,t(x0,0)(0, y)
= p2DΠ1,t(x,0)(x, y),
where we have used the invariance of Γ under π (resp. ]0,1[ ∩ U under π1). 
Proof of Theorem 5.12. Our claims follow from Proposition 5.15 and [12, Theorem I.12.2] if we show
that K = ϕ−1(cl{u(t): t ∈R}) is isolated relative to π0.
Let M˜ = ]0,1[ × Eα and Γ˜ = ]0,1[ × {0}.
T M˜ ×R+ Tπ1
id×p2×id
T M˜
id×p2
]0,1[ × Eα ×R+ π0 ]0,1[ × Eα
is commutative by Lemma 5.16 and
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id×p2×id
T M˜
id×p2
]0,1[ × Eα ×R+
k×id
]0,1[ × Eα
k
T M˜/T Γ˜ ×R+
π ′1
T M˜/T Γ˜ ,
where we set k(x, y) := [x, (0, y)], by the deﬁnition of π ′1. Combining the previous two diagrams
(p2 is an epimorphism) shows that
]0,1[ × Eα ×R+ π0
k×id
]0,1[ × Eα
k
T M˜/T Γ˜ ×R+
π ′1
T M˜/T Γ˜ ,
commutes.
By Proposition 5.8, [K ×{(0,0)}] is an isolated invariant set relative to π ′1. k : ]0,1[× Eα → T M˜/T Γ˜
is a homeomorphism (a continuous bijection; the continuity of the inverse [x, (y1, y2)] → (x, (0, y2))
follows from the choice of the quotient topology on T M˜/T Γ˜ ). Hence, K is isolated relative to π0. 
6. Homotopy index of linear skew product semiﬂows
This section is concerned with the homotopy index of linear skew product semiﬂows obtained in
the previous section. We consider linear skew product semiﬂows which are generated by semilinear
parabolic equations and are normalized on the zero-section, that is, the semiﬂow π = π(A, F ) ∈
SK([−2,2], Xα) is induced by mild solutions of
x˙ = 1− x2 (6.1)
y˙ + Ay = F (x)y.
Unfortunately, the right side of the above equation is not necessarily locally Lipschitz continuous if
one assumes only that F is a continuous family of linear operators. Therefore, the term mild solution is
used as follows: (u(t), v(t)) is called a mild solution of (6.1) if u(t) is a solution of the ﬁrst equation,
that is, u˙(t) = 1− u(t)2, and v(t) is a mild solution of y˙ + Ay = F (u(t))y.
Let [a,b] be an arbitrary interval and let π˜ ∈ SK([a,b], Xα) be induced by mild solutions of
x˙ = f (x)
y˙ + Ay = F (x)y.
such that there exists a homeomorphism ϕ : [a,b] → [−2,2] such that ϕ ◦ u(t) is a solution of x˙ =
1− x2 whenever (u(t), v(t)) is a solution of π˜ . Then (ϕ ◦ u(t), v(t)) is a mild solution of
x˙ = 1− x2
y˙ + Ay = F (ϕ−1(x))y
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to semiﬂows given by (6.1).
6.1. Existence, continuous dependence of solutions, and admissibility
Suppose that
• X is a Banach space;
• A is sectorial linear operator, which is densely deﬁned on X and has compact resolvent;
• Xα denotes the α-th fractional power space (see [8]);
and
(1) F : [−2,2] → L(Xα, X0) is suﬃciently continuous, that is, there are −2 = x0  · · ·  xn = 2 ∈
[−2,2] such that for every interval [xi, xi+1], i ∈ {0, . . . ,n − 1}, there is an F˜ ∈ C([xi, xi+1],
L(Xα, X0)) such that F (x) = F˜ (x) for every x ∈ ]xi, xi+1[.
(2) −1,1 /∈ {x0, . . . , xn}.
Lemma 6.1. Let Fn ∈ L∞([0, τ ],L(Xα, X)), n ∈N∪ {0}, and suppose that Fn(t) → F0(t) a.e. in [0, τ ].
Let there further exist an M ∈R+ with
2‖Fn‖∞  M
for all n ∈N∪ {0}.
Then,
Knv(t) =
t∫
0
e−A(t−s)(Fn − F0)(s)v(s)ds t ∈ [0, τ ]
deﬁnes a sequence of operators in L(C([0, τ ], Xα),C([0, τ ], Xα)) with ‖Kn‖ → 0 as n → ∞.
Proof. We have
Knv(t) =
t∫
0
e−A(t−s)(Fn − F0)(s)v(s)ds t ∈ [0, τ ].
Using standard estimates (see [8]), there exist 1  M˜, ˜˜M ∈ R+ and μ ∈ R such that Reσ(A) > μ
and
∥∥e−At∥∥
α,0 
˜˜Mt−αe−μt  t−α M˜ t ∈ ]0, τ ]∥∥e−At∥∥0,0  ˜˜Me−μt  M˜ t ∈ [0, τ ].
Let ε > 0 and v ∈ C([0, τ ], Xα). There exists a δ = δ(ε) > 0 with
M˜
t∫
s−α ds < ε for all t ∈ [0, δ].0
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∥∥Knv(t)∥∥α =
∥∥∥∥∥
t∫
0
e−A(t−s)(Fn − F0)(s)v(s)ds
∥∥∥∥∥
α
 Mε‖v‖C([0,τ ],Xα) (6.2)
for all t ∈ [0, δ].
By Egorov’s theorem (see [7]), there exists a measurable set C ⊂ [δ, τ ] with Lebesgue measure
λ(C) ε and ‖Fn(t) − F0(t)‖α,0 → 0 uniformly on [δ, τ ] \ C .
For every t ∈ [δ, τ ], we have
∥∥Knv(t)∥∥α 
∥∥∥∥
∫
[δ,τ ]\C
e−A(t−s)(Fn − F0)(s)v(s)ds
∥∥∥∥
α
+
∥∥∥∥
∫
C
e−A(t−s)(Fn − F0)(s)v(s)ds
∥∥∥∥
α
+
∥∥∥∥∥e−A(t−δ)
δ∫
0
e−A(δ−s)(Fn − F0)(s)v(s)ds
∥∥∥∥∥
α
 δ−α M˜ sup
s∈[δ,τ ]\C
∥∥Fn(s) − F0(s)∥∥α,0‖v‖C([0,τ ],Xα)
+ εM˜ ess sups∈C
∥∥Fn(s) − F0(s)∥∥α,0‖v‖C([0,τ ],Xα) + εM˜M‖v‖C([0,τ ],Xα).
Let N = N(ε) ∈N such that for all n N
sup
s∈[δ,τ ]\C
∥∥Fn(s) − F0(s)∥∥α,0  εδα.
In conjunction with (6.2), we have shown that for all t ∈ [0, τ ] and all n N(ε),
∥∥Knv(t)∥∥α  M˜(1+ 2M)ε‖v‖C([0,τ ],Xα),
where ε > 0 was arbitrary. 
Proposition 6.2. For every (x0, y0) ∈ ]−2,2[ × Xα , there is a unique, maximally deﬁned mild solution
(u(t), v(t)) of (6.1), which is deﬁned on J ⊂R+ and satisﬁes (u(0), v(0)) = (x0, y0).
Moreover, if J 	=R+ , then there is a t0 ∈R+ with u(t) → −2 as t → t0−.
Proof. Let u(t), t ∈ [0, T [ be the maximally deﬁned solution of
x˙ = 1− x2 x ∈ ]−2,2[. (6.3)
It follows from [14, Theorem 44.1] that there is a unique solution of
v˙ + Av = F (u(t))v t ∈ [0, T [
with v(0) = y0. 
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ciently continuous.
Further, let (xn, yn) → (x0, y0) ∈ ]−2,2[ × Xα be sequences, and (un, vn) : [0, Tn[ → ]−2,2[ × Xα ,
n ∈N∪ {0}, the maximally deﬁned mild solutions of π(A, Fn) with (un(0), vn(0)) = (x0, y0).
Then Tn → T0 and sups∈[0,t] ‖vn(s) − v0(s)‖α → 0 as n → ∞ whenever t ∈ [0, T0[.
Proof. It follows from Proposition 6.2 that Tn → T0 since the maximal domain of (un, vn) depends
only on un , which is a solution of (6.3).
In order to show the convergence, it is suﬃcient to consider small times t . Assume that
∥∥e−Atx∥∥
α
 M‖x‖α∥∥e−Atx∥∥
α
 Mt−α‖x‖0
for some M ∈R+ and for all t ∈ [0,1]. Assume further that τ˜ ∈ ]0,1] is small enough that
M
t∫
0
(t − s)−α∥∥Fn(u(s))∥∥α,0 ds 12
for all t ∈ [0, τ˜ ].
Provided that [0, τ ] ⊂ [0, Tn[ ∩ [0, T0[ ∩ [0, τ˜ ], we now have for all t ∈ [0, τ ]
vn(t) − v0(t) = e−At
(
vn(0) − v0(0)
)+ t∫
0
e−A(t−s)Fn
(
u(s)
)(
vn(s) − v0(s)
)
+ (Fn(u(s))− F0(u(s)))v0(s)ds,
and thus
∥∥vn(t) − v0(t)∥∥α  2M∥∥vn(0) − v0(0)∥∥α + 2‖Knv0‖
for some M ∈R+ where Kn is given by Lemma 6.1. Hence, the convergence follows if we show that
∥∥Fn(un(t))− F0(u0(t))∥∥α,0 → 0 as n → ∞ a.e. on [0, T0[. (6.4)
For each n ∈ N, we have either un(t) ∈ {−1,1} or un(t) /∈ {−1,1} for all t ∈ R. It is thus suﬃcient
to assume that either un(t) /∈ {−1,1} for all n ∈N and all t or un(t) ∈ {−1,1} for all n ∈N and all t .
In the ﬁrst case, let 0 = t0  t1  · · ·  tl = T0 such that F0 ◦ u0 is continuous on each of the
subintervals ]tk, tk+1[. For every k ∈ {0, . . . , l − 1}, every n ∈ N large enough, and almost every s ∈
]tk, tk+1[, it holds that
∥∥Fn(un(s))− F0(u0(s))∥∥α,0  ∥∥Fn(un(s))− F0(un(s))∥∥α,0
+ ∥∥F0(un(s))− F0(u0(s))∥∥α,0 → 0
as n → ∞.
In the second case, x0 := un(0) is independent of n. Each Fn is continuous in a small neighbor-
hood of x0, so there exists a sequence x′n ∈ ]−2,2[ with |x′n − x0| → 0, ‖Fn(x0) − Fn(x′n)‖α,0 → 0, and
‖Fn(x′n) − F0(x′n)‖α,0 → 0 as n → ∞. We have
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+ ∥∥Fn(x′n)− F0(x′n)∥∥α,0 + ∥∥F0(x′n)− F0(x0)∥∥α,0 → 0
as n → ∞. 
Corollary 6.4. Let the assumptions of Proposition 6.3 hold.
Then
(1) π(A, Fn) is a semiﬂow for all n ∈N∪ {0};
(2) π(A, Fn) → π(A, F ) and
(3) every closed set N ⊂ ]−2,2[ × Xα which is bounded with respect to ‖.‖R×X0 is strongly π(A, Fn)-
admissible.
Proof. The ﬁrst two claims are a restatement of Proposition 6.3. In particular, it follows from Propo-
sition 6.2 that for every n ∈N πn := π(A, Fn) does not explode in N . Admissibility now follows as in
the proof of [12, Theorem I.4.3] (which is stated only for solutions in the sense of [8]). 
6.2. The classes SKi , i ∈ {0,1,2}
For the rest of this section, let us make the following assumptions in addition to the previous
section:
(1) F : [−2,2] →L(Xα, X0) is suﬃciently continuous;
(2) A and A − F (1) are hyperbolic and have simple eigenvalues, all of which are real; let E±(π, e) :=
E±(e) := P±e (0)X , e ∈ {−1,1}, denote the associated subspaces of X , where P±π,e(0) := P±e (0) :=
P±(0) is the projection onto the subspaces which belong to the positive respectively negative
part of the spectrum of L := A − F (e), where π = π(A, F ) (see Section 3).
(6.1) implies that there are exactly two equilibria, namely (−1,0) and (1,0), all of which are
hyperbolic.
Deﬁnition 6.5. Let SK0 := SK0(X, A) ⊂ SK([−2,2], Xα) denote the set of linear skew product semiﬂows
which is given by π ∈ SK0 iff
(1) π is induced by mild solutions of (6.1), which satisﬁes the assumptions above;
(2) K := [−1,1] × {0} is an isolated invariant set relative to π ;
(3) dim E−(1) = dim E−(−1) < ∞.
Deﬁnition 6.6. Let π0,π1 ∈ SK0. Then π0 ∼ π1 iff there exists a homotopy, that is, an S-continuous
family (πλ, [−1,1] × {0})λ∈[0,1] such that for all λ ∈ [0,1]
(1) πλ ∈ SK0, and
(2) E−(πλ,−1) and E−(πλ,1) are constant.
The main result of this section is stated in the theorem below. What follows are several normal-
ization steps, either isomorphisms of bundles as deﬁned in Appendix A or equivalences in the sense
of Deﬁnition 6.6.
Theorem 6.7. h(π, [−1,1] × {0}) = 0¯ for all π ∈ SK0 .
Here, h denotes the homotopy index as deﬁned in [12].
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(which is deﬁned below). The result now follows from Corollary 6.25. 
6.3. Local constancy of F (x)
According to our assumptions in the previous section, we have F ∈ L∞([−2,2],L(Xα, X0))
(in particular, the assumption of suﬃcient continuity is stronger). Let ‖F‖ := ‖F‖∞ :=
‖F‖L∞([−2,2],L(Xα,Xα)) := ess supx∈[−2,2] ‖F (x)‖L(Xα,X0) .
Lemma 6.8. Suppose that:
(1) π = π(A, F ) is induced by mild solutions of (6.1), which satisﬁes the assumptions at the beginning of
Section 6.2;
(2) dim E−(1) = dim E−(−1) < ∞.
Then K := [−1,1] × {0} is an isolated invariant set relative to π if and only if the following holds:
Whenever (x(t), y(t)) is a full bounded solution of π with x(0) = 0, then y(t) ≡ 0.
For every solution (x(t), y(t)), |x(t)| is a priori bounded. Hence, a solution (x(t), y(t)) is bounded
if and only if it is bounded in y that is, supt ‖y(t)‖α < ∞ where the supremum is taken over all t ∈R
for which (x(t), y(t)) is deﬁned.
Proof. Suppose that every full bounded solution (x(t), y(t)) with x(0) = 0 satisﬁes y(t) ≡ 0. Let
N := [−3/2,3/2] × B1[0] ⊂ ]−2,2[ × Xα, (6.5)
λ ∈ [0,1], and (x(t), y(t)) be a full solution with (x(t), y(t)) ∈ N for all t ∈R. y(t) is bounded, that is,
supt∈R ‖y(t)‖α < ∞. Since x˙(t) = 1 − x2(t), we have x(t) ∈ [−1,1] for all t ∈ R. Either x(t) ∈ ]−1,1[
for all t ∈R, in which case we have y(t) ≡ 0 by the assumption above, or x(t) ∈ {−1,1} for all t ∈R,
in which case y(t) ≡ 0 by the hyperbolicity of A − F (±1). Therefore, we have (x(t), y(t)) ∈ K for all
t ∈R, showing that N is an isolating neighborhood for (π, K ).
Now, suppose that K is an isolated invariant set, and let N be an isolating neighborhood for K . Set-
ting ε := inf{‖y‖α: x ∈ [−1,1] and (x, y) ∈ N}, it is clear that ε > 0. Let (x(t), y(t)) be a full bounded
solution of π = (ξ,Φ). Due to the linearity of Φ , (x(t),μy(t)) is again a solution of π . Choosing
0 < μ small enough, it holds that ‖μy(t)‖α  ε for all t ∈ R that is, (x(t),μy(t)) ∈ N . It follows that
μy(t) ≡ 0 and so y(t) ≡ 0. 
Lemma 6.9. For λ ∈ [0,1], let πλ := π(A, Fλ) satisfy the assumptions of Lemma 6.8, and assume that λ → Fλ
is continuous.
If it holds for every λ ∈ [0,1] and for every full bounded solution (x(t), y(t)) of πλ with x(0) = 0 that
y(t) ≡ 0, then π0 ∼ π1 .
Proof. We have to show that the family (πλ, K ) is S-continuous. Let N be given by (6.5). It follows
from Lemma 6.8 that N is an isolating neighborhood for [−1,1] × {0} relative to πλ for all λ ∈ [0,1].
The continuity and admissibility properties are a consequence of Corollary 6.4. 
Let SK1 ⊂ SK0 denote the subset of all semiﬂows π(A, F ) where F is locally constant in a neigh-
borhood of {−1,1}, that is, there exists a δ > 0 such that for all x ∈ ]−1 − δ,−1 + δ[ we have
F (x) = F (−1) and for all x ∈ ]1− δ,1+ δ[ F (x) = F (1).
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λ ∈ [0, λ0], where we set
Fλ(x) :=
⎧⎨
⎩
F (−1) x ∈ [−1− λ,−1+ λ]
F (1) x ∈ [1− λ,1+ λ]
F (x) otherwise.
Proof. We have ‖Fλ − F0‖∞ → 0 because F is continuous in a neighborhood of {−1,1}. Thus it fol-
lows from Corollary 6.4 that the assumptions of [12, Theorem I.4.5] hold. Let πλ := π(A, Fλ) and note
that Fλ(1) and Fλ(−1) are constant in λ so that the hyperbolicity at each of the equilibria and the
subspaces E−(±1) are preserved.
Suppose that for every δ ∈ ]0,1] there is a λ =: λ(δ) ∈ [0, δ] and a full bounded solution (x(t), y(t))
of πλ with x(0) = 0 and ‖y(0)‖α = 1. By [12, Theorem I.4.5] there is a full bounded solution of π0
with x(0) = 0 and y(0) 	= 0, which cannot exist in view of Lemma 6.8 since K = [−1,1] × {0} is
isolated relative to π0.
Hence, Lemma 6.9 implies that there exists a λ0 ∈ [0,1] such that π0 ∼ πλ for all λ ∈ [0,1]. 
Let SK2 ⊂ SK1 denote the subset of all those semiﬂows which satisfy the following stronger re-
striction (compared to the deﬁnition of SK1): There exists a δ > 0 such that F (x) = F (−1) for all
x ∈ [−2,−1+ δ[ and F (x) = F (1) for all x ∈ ]1− δ,2].
Lemma 6.11. For every π(A, F ) ∈ SK1 , it holds that π(A, F ) ∼ π(A, F˜ ) ∈ SK2 , where we set
F˜ (x) :=
⎧⎨
⎩
F (−1) −2 x−1
F (x) −1< x< 1
F (1) 1 x 2.
Proof. Let Fλ be given by
Fλ(x) := λ F˜ (x) + (1− λ)F (x).
Let λ ∈ [0,1] and let (x(t), y(t)) be a full bounded solution of πλ := π(A, Fλ) with x(0) = 0.
We have x(t) ∈ ]−1,1[ for all t ∈ R, showing that (x(t), y(t)) is also a solution of π0. Therefore,
y(t) ≡ 0.
Now, the claim follows from Lemma 6.9. 
6.4. Decomposition into “unstable” and “stable” subbundles
Let π0 = (ξ,Φ) ∈ SK2, that is, π0 = π(A, F ) and there is a δ ∈ ]0,1[ such that F (x) = F (−1)
for all x ∈ [−2,−1 + δ] and F (x) = F (1) for all x ∈ [1 − δ,2]. The goal of this section is to deﬁne
a subbundle U in the sense of A.5 such that every solution (x(t), y(t)) deﬁned for t ∈ R− with
supt∈R− ‖y(t)‖α < ∞ satisﬁes (x(0), y(0)) ∈ U . As a consequence, π continues to a direct sum of two
linear skew product semiﬂows, which arise from restrictions of π0 to U respectively an appropriate
complementary subbundle (later denoted by S).
Let E− := E−(π0,−1) and deﬁne U (x) ∈L(E−, Xα) by
U (x)y := y x ∈ [−2,−1+ δ], y ∈ E−.
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U (x) := U (−1+ δ)Φ(−1+ δ, tx) x ∈ [−1+ δ,1− δ]
where (−1+ δ)ξtx = x deﬁnes tx .
Lemma 6.12. U (x) is well deﬁned and U ∈ C([−2,1 − δ],L(E−, Xα)). Moreover, U (x) is injective for all
x ∈ [−2,1− δ].
Proof. The linearity of U (x) follows from the linearity of Φ(−1+δ, t). Let τ be given by (−1+δ)ξτ =
1−δ. It follows that [−1+δ,1−δ] = ξ({−1+δ}×[0, τ ]) and the restriction of ξ to {−1+δ}×[0, τ ] is
a homeomorphism. Hence tx is well deﬁned for all x ∈ [−1+ δ,1− δ] and we have tx → tx0 whenever
x → x0 and also Φ(−1+ δ, tx)y → Φ(−1+ δ, tx0 )y for all y ∈ E− . It is clear that U (x) is bounded for
every x ∈ [−2,1− δ] since dim E− < ∞.
Let x ∈ [−1 + δ,1 − δ] and y ∈ E− with U (x)y = 0. Then there is a full solution (u(t), v(t)) of π0
with u(0) = −1 − δ, v(0) = y ∈ E− and v(t1−δ) = 0. We have sups0 ‖v(s)‖α < ∞ since v(0) ∈ E−
and sups0 ‖v(s)‖α  sups∈[0,t1−δ ] ‖v(s)‖α < ∞ since v(t1−δ) = 0. It follows from Lemma 6.8 that
v(0) = y = 0. 
Lemma 6.13. P−1 (0) ◦ U (1− δ) is a bijection.
Proof. Let y ∈ E−(−1) with P−1 (0) ◦ U (1 − δ)y = 0. It follows that U (1 − δ)y = Φ(−1 + δ, t1−δ)y ∈
E+(1,0), so sups0 ‖Φ(−1+ δ, s)y‖α < ∞. As in the previous proof, it follows from the isolation of
[−1,1] × {0} that y = 0, showing the injectivity of P−1 (0) ◦ U (1− δ).
Surjectivity holds since dim E−(−1) = dim E−(1). 
Therefore, given y0 ∈ E−(1), there is a w ∈ E−(−1) with P−1 (0) ◦ U (1− δ)w = y0. Choose a basis{ηi: i = 1, . . . ,dim E−(1)} for E−(1) such that each ηi is an eigenvector of L := A − F (1).
Further, let λi < 0 denote the real eigenvalue λi which corresponds to ηi , that is, e−Ltηi = e−λi tηi .
For each i ∈ {1, . . . ,dim E−}, there is an η+i ∈ E+(1) with ηi + η+i ∈ U (1 − δ)E−(−1). Let yi ∈ E− be
given by U (1− δ)yi = ηi + η+i and deﬁne
U (x)yi := ηi + e−(L−λi)(tx−t1−δ)η+i x ∈ [1− δ,1[, i = 1, . . . ,dim E−.
Finally, let
U (x)y := lim
x˜→1
U (x˜)y x ∈ [1,2], y ∈ E−.
Remark 2. Using the construction above, one has U (1)E−(−1) = E−(1).
Reading U as a morphism in the sense of Appendix A, we say that U is π0 invariant if {(x,U (x)y):
(x, y) ∈ ]−2,2[ × E−} is π0-invariant.
Lemma 6.14. U (x) ∈ C([−2,2],L(E−, Xα)) is well deﬁned and π0-invariant.
Proof. Let xn be a sequence in [−2,2] with xn → 1−. We have tn := t1−δ+xn − t1−δ → ∞ as n → ∞
and thus U (xn)yi − ηi = eλi tn e−Ltnη+i → 0 as n → ∞ (recall that λi < 0) showing that
U (x) → P−1 (0) ◦ U (1− δ) as x → 1. (6.6)
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r, t  0, we have
Φ
(
(1− δ)ξr, t)U((1− δ)ξr)yi = Φ((1− δ)ξr, t)(ηi + e−(L−λi)rη+i )
= e−Lt(ηi + e−(L−λi)rη+i )
= e−λi t(ηi + eλi(t+r)e−L(t+r)η+i )
= e−λi tU((1− δ)ξ(t + r))yi
showing that Φ((1− δ)ξr, t)U ((1− δ)ξr)yi ∈ U ((1− δ)ξt).
The invariance for x  1 follows from (6.6) since P−1 (0) is exactly the projection onto the e−Lt-
invariant subspace E−(1). 
So far, we have shown that U is a subbundle of [−2,2] × Xα (Lemmas 6.12 and 6.14), which is
π0-invariant (Lemma 6.14).
Lemma 6.15. There exist morphisms (of bundles) Sβ ∈ C([−2,2],L(E+ ∩ Xβ, Xβ)), β ∈ [0,1], such that for
all β ∈ [0,1]
Sβ(x)y = S0(x)y x ∈ [−2,2], y ∈ Xβ
and
U (x) ⊕ Sβ(x) ∈ ISO(Xβ, Xβ) x ∈ [−2,2].
Proof. First, we show that there is a μ ∈ R \ σ(A − F (−1)) such that P−−1(μ)U (x) is injective for all
x ∈ [−2,2]. Suppose that this is not true. Then there are sequences μn → ∞ in R, xn → x0 in [−2,2],
and yn → y0 	= 0 in E− such that P−−1(μn)U (xn)yn = 0 for all n ∈ N. We can assume w.l.o.g. that
(μn)n is monotone increasing.
Let k ∈N be arbitrary but ﬁxed. We have
P−−1(μk)U (x0)y0 = limn→∞ P
−
−1(μk)U (xn)yn
= lim
n→∞ nk
0
since μn μk implies that P−−1(μk)U (xn)yn = 0.
Now, it follows from Lemma 3.4 that U (x0)y0 = 0, a contradiction to the injectivity of U (x0).
Let E0 := P−−1(μ)X . By Lemma A.8, there is a complementary subbundle S˜ ∈ C([−2,2],L(E0, E0))
for P−−1(μ)U in E0, which is continuous regardless of the norm on E0.
We can now deﬁne
Sβ(x)y := S˜(x)P−−1(μ)y + P+−1(μ)y x ∈ [−2,2], y ∈ Xβ .
One has U (x)y− + Sβ(x)y+ = z if and only if
P−−1(μ)
(
U (x)y1 + S˜(x)y2
)= P−−1(μ)z
P+−1(μ)
(
U (x)y1 + y3
)= P+−1(μ)z,
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regardless of the norm considered, and the second equation yields
y3 = P+−1(μ)z − P+−1(μ)U (x)y1,
which is again continuous with respect to ‖.‖β . 
From Lemma 6.15, we obtain a complementary subbundle Sα (complementary to U in Xα ), which
is canonically homeomorphic to the quotient bundle ([−2,2] × Xα)/U , that is, (x, y) → (x, [Sα(x)y])
deﬁnes a homeomorphism E+ ∩ Xα → ([−2,2] × Xα)/U .
Deﬁne πU := (ξ,ΦU ) ∈ SK([−2,2] × E−) by
U (xξt)ΦU (x, t)y = Φ(x, t)U (x)y y ∈ E− (6.7)
and πS = (ξ,ΦS ) ∈ SK([−2,2] × (E+ ∩ Xα)) by
[
Sα(xξt)ΦS(x, t)y
]
Xα/U (xξt) =
[
Φ(x, t)Sα(x)y
]
Xα/U (xξt) y ∈ E+ ∩ Xα. (6.8)
Proposition 6.16. U ⊕ Sα is an isomorphism of bundles and (U ⊕ Sα)[πU ⊕πS ] ∼ π0 (see Deﬁnition 5.1 for
the direct sum of the semiﬂows).
In order to prove Proposition 6.16, we need the following two lemmas.
Lemma 6.17. Let e ∈ {−1,1}. Then there exist a neighborhood V of e in [−2,2], a local isomorphism φe ∈
C(V ,L(E+(e) ∩ Xα, E+(e) ∩ Xα)), and a Be ∈ L(E+(e) ∩ Xα, E+(e) ∩ X0) with Reσ(A − Be) > 0 such
that φe(u(t))v(t) is a mild solution of
x˙+ (A − Be)x = 0 Be ∈ L
(
E+(e) ∩ Xα, E+(e) ∩ X0) (6.9)
whenever (u(t), v(t)), t ∈ [0, T ], is a solution of πS with u(t) ∈ V for all t ∈ [0, T ].
Proof. Letting Be = F (e), we have P+e (0)(A− Be) = (A− Be)P+e (0) due to the choice of the projection
P+e (0). Now, let V be given by Lemma A.10 such that the projection p : V × (E+(e) ∩ Xα) → p(V ×
E+(e) ∩ Xα) ⊂ (V × Xα)/U (U (e) = E−(e) by Remark 2) which is given by p(x, y) := (x, [y]Xα/U (x)),
is a homeomorphism.
By shrinking V if necessary, we may assume that F (x) = Be for all x ∈ V . Let (u(t), v(t)), t ∈ [0, T ],
be a solution of (6.9) and let (u(t),w(t)), t ∈ [0, T ], be a solution of πS with [v(0)] = [S(u(0))w(0)].
Then, by (6.8),
[
v(t)
]= [Φ(u(0), t)v(0)]
= [Φ(u(0), t)S(u(0))w(0)]
= [S(u(t))ΦS(u(0), t)w(0)]= [S(u(t))w(t)],
so (u(t), v(t)) = p−1(u(t), [S(u(t))w(t)]), that is, we can choose φe(x, y) = p−1([x, S(x)y]). 
Lemma 6.18. Let (u(t), v(t)) be a bounded solution of πS which is deﬁned for all t ∈R− . Then v(t) ≡ 0.
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assume that φe(u(t)) is deﬁned for all t  t0.
(u(t),w(t)) := (u(t),φe(u(t))v(t)), t  t0, is a mild solution of (6.9), and Reσ(A − Be) > 0 implies
that w(t) ≡ 0. This implies that v(t) = 0 for all t  t0, showing that v(t) ≡ 0. 
Proof of Proposition 6.16. It is stated in Lemma 6.15 that U ⊕ Sα is an isomorphism of bundles, that
is, particularly a homeomorphism.
For every β ∈ [0,1], the direct sum E−(−1) ⊕ (E+(−1) ∩ Xβ) = Xβ deﬁnes continuous projec-
tions onto each of the components. Applying U ⊕ Sβ , we obtain morphisms of bundles Pβ, Q β ∈
C([−2,2],L(Xβ, Xβ)) such that for each x ∈ [−2,2] it holds that
• Pβ(x) is a projection onto U (x) = U (x)E− ,
• Q β(x) is a projection onto Sβ(x) = S(x)(E+ ∩ Xβ), and
• Pβ(x) + Q β(x) = idXβ .
Suppose that π0 = π(A, F ), and let πλ := π(A, Fλ) where we set
Fλ(x)y = P0(x)F
(
Pα(x)y + (1− λ)Q α(x)y)+ Q 0(x)F (y). (6.10)
Let (u(t), v(t)) be a full bounded solution of πλ . It follows that there is a full bounded solution
(u(t),w(t)) of πS with[(
u(t), Sα
(
u(t)
)
w(t)
)]
([−2,2]×Xα)/U =
[
u(t), v(t)
]
([−2,2]×Xα)/U .
Hence, w(t) ≡ 0 by Lemma 6.18, showing that v(t) ∈ U (u(t)) for all t ∈ R. The semiﬂow on U is not
changed by λ since Q α(x)U (x) = 0 for all x ∈ [−2,2], and so it follows that v(t) ≡ 0. Lemma 6.9
ﬁnally implies that π0 ∼ π1.
Moreover, letting π1 = (ξ,Φ1), it follows from (6.10) that Pα(xξt)Φ1(x, t)(U (x)y1 + Sα(x)y2) =
Φ1(x, t)U (x)y1 = Φ(x, t)U (x)y1 for all (y1, y2) ∈ E−(−1) × (E+(−1) ∩ Xα). We thus have
Pα(xξt)Φ1(x, t)
(
U (x)y1 + Sα(x)y2
)= U (xξt)ΦU (x, t)y1,
and
Q α(xξt)Φ1(x, t)
(
U (x)y1 + Sα(x)y2
)= Sα(xξt)ΦS(x, t)y2
follows immediately from the invariance of U . This shows that (U ⊕ Sα)[πU ⊕πS ] = π1. 
We continue by discussing πU and πS independently of each other. Until further notice, let π =
(ξ,Φ) denote (U ⊕ Sα)[πU ⊕πS ], and E± = E±(−1).
6.4.1. The situation on Sα
Lemma 6.19. There exists a strongly πS -admissible isolating neighborhood for (πS , [−1,1] × {0}).
Proof. Let N ⊂ ]−2,2[ × Xα be a strongly π -admissible isolating neighborhood for [−1,1] × {0}.
We have
Φ(x, t)Sα(x)y = Sα(xξt)ΦS(x, t)y ∀y ∈ E+,
and Sα([−2,2] × E+) ∩ N is an isolating neighborhood for the restriction of π to Sα(]−2,2[ ×
(E+ ∩ Xα)). It follows that (Sα)−1(N) = {(x, y) ∈ ]−2,2[ × (E+ ∩ Xα): (x, Sα(x)y) ∈ U } is a strongly
πS -admissible isolating neighborhood for [−1,1] × {0}. 
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stant M ∈R+ such that ‖ΦS (x, t)y‖α  M‖y‖α whenever y ∈ E+∩ Xα , xξ [0, t] is deﬁned and xξ [0, t] ⊂ N0 .
Proof. Let N be given by Lemma 6.19 and choose N0 small enough that N0 × {0} ⊂ N . Then every
closed set N˜ ⊂ N0 × (E+ ∩ Xα) with [−1,1] × {0} ⊂ int N˜ and sup(x,y)∈N˜ ‖y‖α < ∞ is a strongly ad-
missible isolating neighborhood for πS since we can choose ε > 0 small enough that {(x, εy): (x, y) ∈
N˜} ⊂ N .
Suppose that the lemma is not true. Then there are sequences xn → x0 in N0 and yn ∈ E+ ∩ Xα
with ‖yn‖α = 1 and t˜n in R+ such that
qn := sup
s∈[0,t˜n]
∥∥ΦS(xn, s)yn∥∥α → ∞.
For every n ∈N, there exists a tn ∈ [0, t˜n] with ‖ΦS (xn, tn)yn‖ = qn .
Assume that tn  ∞, that is, by choosing subsequences we may assume that tn → t0, implying
that 1= ‖ΦS (xn, tn)q−1n yn‖α → ‖ΦS(x0, t0)0‖α = 0, a contradiction, showing that tn → ∞.
By admissibility, we may further assume that (xn,q−1n yn)πStn → (x0, y0) ∈ [−1,1] × (E+ ∩ Xα)
with 0 	= y0 and (x0, y0) ∈ Inv−(N). Lemma 6.18 now implies that y0 = 0, a contradiction. 
6.4.2. The situation on U
In this section, we will simplify the semiﬂow on U by constructing a suitable isomorphism.
Lemma 6.21. Let e ∈ {−1,1}. Then there exist a neighborhood V of e in [−2,2], a local isomorphism of bun-
dles φe ∈ C(V ,L(E−(e), E−(e))), and a Be ∈L(E−(e), E−(e))with Reσ(A−Be) < 0 such that φe(u(t))v(t)
is a solution of (the ordinary differential equation in ﬁnite dimensions)
x˙+ P−e (0)(A − Be)x = 0 x ∈ E−(e) (6.11)
whenever (u(t), v(t)), t ∈ [0, T ], is a solution of πU with u(t) ∈ V for all t ∈ [0, T ].
Proof. Let Be := F (e) and let P := P−e (0) be given by the spectral decomposition of A − Be (see
also Section 3). By Lemma A.7, there exists a neighborhood V of e (by possibly shrinking V we
may assume that F (x) = Be for all e ∈ V ) such that p : U (V ) → V × E−(e), p(x, y) := (x, P y), is a
homeomorphism.
Let (u(t),w(t)), t ∈ [0, T ], be a solution of (6.11) and let (u(t), v(t)), t ∈ [0, T ], be a solution of πU
with (u(0),w(0)) = p(u(0),U (u(0))v(0)). Then by (6.7)
(
u(t),w(t)
)= p(u(t),Φ(u(0), t)w(0))
= (u(t), PU(u(t))ΦU (u(0), t)v(0))
= (u(t), PU(u(t))v(t)),
so w(t) = PU (u(t))v(t).
Therefore, we can choose φe(x) := PU (x), x ∈ V . 
Proposition 6.22. There exists a strongly πU -admissible isolating neighborhood for (πU , [−1,1] × {0}).
Proof. Let N ⊂ ]−2,2[ × Xα be a strongly π -admissible isolating neighborhood for [−1,1] × {0}.
We have
Φ(x, t)U (x)y = U (xξt)ΦU (x, t)y ∀y ∈ E−,
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It follows that U−1(N) = {(x, y) ∈ ]−2,2[ × E−: (x,U (x)y) ∈ N} is a strongly πU -admissible isolating
neighborhood for [−1,1] × {0}. 
Recall that F (x) is constant on each of the intervals [e − δ, e + δ], e ∈ {−1,1}, and let ae < be
such that [ae,be] ⊂ [e − δ, e + δ]. Further, let τ ∈R+ such that b−1ξτ = a1, and deﬁne V1 : [−2,a1] ×
E−(−1) → U ([−2,a1]) by
V1(x)y := ΦU
(
xξ(−τ ), τ )φ−1(xξ(−τ ))−1 y
and V2 : [a1,2] × E−(1) → U ([a1,2]) by
V2(x)y := φ1(x)−1 y,
where φe , e ∈ {−1,1}, is given by Lemma 6.21.
We can now deﬁne V ∈ C([−2,2],L(E−, E−)) (note that E− = E−(−1) by deﬁnition) by
V (x)y :=
{
V1(x)y x ∈ [−2,a1]
V2(x)V2(a1)−1V1(a1)y x ∈ [a1,2].
Note that im V (x)E− ⊂ imU (x)E− for every x ∈ [−2,2].
For every t ∈R+ with xξ [0, t] ⊂ [−2,a1] and every y ∈ E− , we have
ΦU (x, t)V (x)y = ΦU (x, t)V1(x)y
= ΦU (x, t)ΦU
(
xξ(−τ ), τ )φ−1(xξ(−τ ))−1 y
= ΦU
(
xξ(−τ ), t + τ )φ−1(xξ(−τ ))−1 y
= ΦU
(
xξ(t − τ ), τ )ΦU (xξ(−τ ), t)φ−1(xξ(−τ ))−1 y
= V1(xξt)φ−1
(
xξ(−τ + t))ΦU (xξ(−τ ), t)φ−1(xξ(−τ ))−1 y (6.12)
and for x ∈ [a1,2], one obtains
ΦU (x, t)V (x)V1(a1)
−1V2(a1)y = ΦU (x, t)V2(x)y
= ΦU (x, t)φ1(x)−1 y
= φ1(x)−1φ1(x)ΦU (x, t)φ1(x)−1 y
= V2(x)V1(a1)−1V2(a1)φ1(x)ΦU (x, t)φ1(x)−1 y. (6.13)
Consider the following system of ordinary differential equation on ]−2,2[ × E−
x˙ = 1− x2
y˙ =
{
G(−1)y := P−−1(0)(−A + F (−1))y x a1
G(1)y := V1(a1)−1V2(a1)P−1 (0)(−A + F (1))V2(a1)−1V1(a1)y a1 < x.
(6.14)
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then u(t)ξ(−τ ) ∈ ]−2,b−1[ and
v(t) = φ−1
(
u(t)ξ(−τ ))ΦU (u(0)ξ(−τ ), t)φ−1(u(0)ξ(−τ ))−1.
In conjunction with (6.12), we obtain
ΦU
(
u(0), t
)
V
(
u(0)
)
v(0) = V (u(t))v(t),
that is, (u(t), V (u(t))v(t)) is a solution of V [π ]. Now, suppose that u(t) ∈ [a1,2[ for all t ∈ [0, T ].
We have
V2(a1)
−1V1(a1)v(t) = φ1
(
u(t)
)
ΦU
(
u(0), t
)
φ−1
(
u(0)
)−1
V2(a1)
−1V1(a1)v(t).
Using (6.13), we can conclude that
ΦU
(
u(0), t
)
V
(
u(0)
)
v(0) = V (u(t))v(t),
which shows again that (u(t), V (u(t))v(t)) is a solution of V [π ] lying entirely in U .
Therefore, V−1[πU ] is induced by mild solutions of (6.14).
Proposition 6.23. (ξ,πn) ∼ V−1[πU ], where πn, n := dim E− , denotes the ﬂow on E− which is induced by
solutions of y˙ = y.
Proof. All eigenvalues λi , i ∈ {1, . . . ,n}, of G(1) and G(−1) are positive real numbers, so there are
Te ∈ ISO(Rn, E−), e ∈ {−1,1}, such that G(e) is a diagonal matrix, namely
G(e) = Te
⎛
⎜⎝
λ1 0
. . .
0 λn
⎞
⎟⎠ T−1e .
Let Gν be deﬁned by
Gν(e) = Te
⎛
⎜⎝
λν1 0
. . .
0 λνn
⎞
⎟⎠ T−1e .
[−1,1] × {0} is an isolated invariant set relative to χν for all ν ∈ [−1,1], where χν is induced by
mild solutions of
x˙ = 1− x2
y˙ =
{
G(−1)ν y x a1
G(1)ν y a1  x.
It follows that V−1[πU ] = χ1 ∼ χ0 = (ξ,πn). 
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Proposition 6.24. Let F be a Banach space, let π = (ξ,Φ) ∈ SK([−2,2], F ) such that
(1) ([a,b], {b}) is an isolating block for (ξ, [−1,1]);
(2) there exists a constant 1  M ∈ R+ such that ‖Φ(x, t)y‖  M‖y‖ whenever xξ [0, t] is deﬁned with
xξ [0, t] ⊂ [a,b];
(3) there is a strongly π -admissible isolating neighborhood N˜ for K := [−1,1] × {0} relative to π with
[a,b] × {0} ⊂ N˜ .
Then h(π, K ) = 0¯.
Proof. Let
N1 :=
{
(x, y) ∈ [a,b] × F : ∥∥Φ(x, t)y∥∥ 1 for all t  0 with xξt  b}
N2 :=
{
(x, y) ∈ N1: x = b
}
.
Suppose that N1 is not closed in ]−2,2[ × F . Then there is a sequence (xn, yn) → (x0, y0) in
[a,b] × F such that (xn, yn) ∈ N1 for all n ∈ N and (x0, y0) /∈ N1. We thus have ‖Φ(x0, t0)y0‖ > 1 for
some t0 ∈ R+ with x0ξt0 < b. It follows that xnξt0  b for all n ∈ N suﬃciently large. Consequently,
we have ‖Φ(xn, t0)yn‖ > 1 for all n large enough, a contradiction to (xn, yn) ∈ N1. N2 is closed in N1
and hence also in ]−2,2[ × F .
Let (x, y) ∈ [a,b] × F with ‖y‖  12M and let t ∈ R+ with xξ [0, t] ⊂ [a,b]. It follows that
‖Φ(x, t)y‖ 12 and thus (x, y) ∈ N1. Hence [−1,1] × {0} ⊂ IntN1 \ N2.
Let (x, y) ∈ N2 that is, (x, y) = (b, y). Then xξt /∈ [a,b] for all t ∈ R+ with xξt deﬁned, showing
that N2 is N1-positively invariant.
Let (x, y) ∈ N1 and t ∈ [0,∞[ such that (x, y)πt is deﬁned and (x, y)πt /∈ N1. It follows that
xξt > b, so there is an s ∈ [0, t] with xξ s = b, showing that N2 is an exit ramp for N1.
Furthermore, there exists an ε > 0 such that
N1 ⊂ N˜ε :=
{(
x, ε−1 y
) ∈ ]−2,2[ × F : (x, y) ∈ N˜}
since sup(x,y)∈N1 ‖y‖ 1. N˜ is a strongly admissible isolating neighborhood and so is N˜ε . This implies
that the closed subsets N1 and cl(N1 \ N2) are strongly admissible isolating neighborhoods for (π, K ).
Hence, (N1,N2) is a strongly admissible FM-index pair for (π, K ).
Deﬁne a homotopy H(x, y, λ) : (N1,N2) × [0,1] → (N1,N2) by
H(x, y, λ) := (x, λy).
Let (x, t) ∈ [a,b] × R+ such that xξ [0, t] ⊂ [a,b]. It follows from the linearity of Φ(x, t) that given
(x, y) ∈ N1 and λ ∈ [0,1] we also have (x, λy) ∈ N1. Thus, H is well deﬁned and
[(
N1/N2,
{[N2]})]= [([a,b],{[b]})]= 0¯. 
Corollary 6.25. h(π, [−1,1] × {0}) = 0¯ for all π ∈ SK2 .
Proof. We have π ∼ (U ⊕ Sα)[πU ⊕ πS ] (see Lemma 6.20) and πU ⊕ πS = V [(ξ,πn)] ⊕ πS (see
Lemma 6.23). Recall that πn is induced by the differential equation y˙ = y on E− where we
set n := dim E− , so V [πn] ⊕ πS can be considered as the product of πS with πn . Moreover,
h([−1,1] × {0},πS ) = 0¯ has been proved in Proposition 6.24.
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smash product of the indices of its factors, that is,
h
([−1,1] × {(0)}, (πn,πS))= Σn ∧ h([−1,1] × {0},πS)
= Σn ∧ 0¯= 0¯. 
Appendix A. Trivial vector bundles
Although one could certainly use the notion of a vector bundle as deﬁned in [9], this would create
a large overhead due to formalism since the structure of the vector bundles used here is relatively
simple. Therefore, deﬁnitions restricted to the use case will be given.
Let [a,b] ⊂R be ﬁxed and let E, F denote arbitrary Banach spaces. We will write E = E1⊕ E2 iff E1
and E2 are closed linear subspaces of E with E = E1 + E2 and E1 ∩ E2 = {0}. Given a linear subspace
E1 ⊂ E , another linear subspace E2 is called a topological complement iff E = E1 ⊕ E2. In particular,
such a complement exists if either dim E1 < ∞ or codim E1 < ∞.
Deﬁnition A.1. A (trivial) bundle is the Cartesian product [a,b]× E equipped with the product metric.
Taking (trivial) bundles as objects of a category B = B([a,b]), one needs to deﬁne morphisms:
Deﬁnition A.2. A morphism in B is a continuous mapping G : [a,b] → L(E, F ). G is called a splitting
if for every x ∈ [a,b], G(x)E has a topological complement in F .
Given bundles [a,b] × E and [a,b] × E˜ and a morphism F between them, F can be applied to
[a,b] × E in the following way: Fˆ (x, η) := (x, F (x)η).
If F1, F2 are morphism, then (F1 ◦ F2)(x) := F1(x)◦ F2(x) is again a morphism. In particular, a mor-
phism F is an isomorphism iff for every x ∈ [a,b] F (x) ∈ L(E, F ) is an isomorphism and iff the
induced mapping Fˆ is a homeomorphism.
Lemma A.3. Let G ∈ C([a,b],L(E, F )) and suppose that G(x0) is an isomorphism in L(E, F ). Then there is a
neighborhood U of x0 in [a,b] such that G(x) is an isomorphism for all x ∈ U . Moreover, G(x)−1 is continuous
in x for all x ∈ U .
Corollary A.4. G ∈ C([a,b],L(E, F )) is an isomorphism if and only if for every x ∈ [a,b] G(x) is an isomor-
phism in L(E, F ).
Deﬁnition A.5. A subset U ⊂ [a,b] × F is called a subbundle if there exist another bundle [a,b] × E
and a splitting monomorphism G : [a,b] × E → [a,b] × F such that U = Gˆ([a,b] × E).
Lemma A.6. Gˆ : [a,b]× E → U is a homeomorphism and the norms on the ﬁbers are equivalent, that is, there
are constants m,M ∈R+ such that 0 	=m and m‖η‖E  ‖G(x)η‖F  M‖η‖E for all (x, η) ∈ [a,b] × E.
Given a splitting monomorphism U : [a,b] × E → [a,b] × F , one can speak of a subbundle, that is,
identifying U with its image Uˆ ([a,b] × E). Then the ﬁbers are given by U (x) := U (x)E for x ∈ [a,b].
If V ⊂ [a,b], then we write U (V ) :=⋃x∈V {x} × U (x).
Lemma A.7. Let U : [a,b]× E → [a,b]× F be a subbundle, let x0 ∈ [a,b] and let P : F → U (x0) be a continu-
ous projection onto U (x0). Then there exists a neighborhood V of x0 in [a,b] such that p : U (V ) → V ×U (x0),
p(x, y) = (x, P y) is a homeomorphism and the norms on the ﬁbers are equivalent, that is, there are constants
m,M ∈R+ such that 0 	=m and m‖η‖ ‖Pη‖ M‖η‖ for all (x, η) ∈ U (V ).
4454 A. Jänig / J. Differential Equations 252 (2012) 4410–4454As before, let U : [a,b] × E → B be a subbundle, where B := [a,b] × F . Deﬁne the quotient bundle
B/U to be the disjoint union of the quotients on the ﬁbers, that is,
B/U :=
⋃
x∈[a,b]
{x} × (F/U (x)).
It is natural to endow B/U with the quotient topology and to assign to each ﬁber the norm
∥∥[y]∥∥F/U (x) := inf{‖y − z‖F : z ∈ U (x)} y ∈ F .
Lemma A.8. Let E = E1 ⊕ E2 and let U : [a,b] × E1 → B = [a,b] × E be a subbundle. Then there exists
another subbundle S : [a,b] × E2 → [a,b] × E such that U ⊕ S : [a,b] × (E1 ⊕ E2) → E, which is deﬁned by
(U ⊕ S)(x)(y1 ⊕ y2) = U (x)y1 + S(x)y2 , is an isomorphism.
Furthermore, if E = U (ξ) ⊕ E2 for some ξ ∈ [a,b], then we can assume that S(x) = idE2 for all x in a
suﬃciently small neighborhood of ξ in [a,b].
A consequence of the previous lemma is, that B/U is again a metric space, which allows for
example to consider the Conley index on B/U .
Corollary A.9. Let the assumptions of Lemma A.8 hold, let U and S be given by that lemma and let the canon-
ical projection p : S → B/U be deﬁned by p(x, y) := (x, [y]).
Then p ◦ S : [a,b] × E2 → B/U is a homeomorphism and the norms on the ﬁbers are equivalent, that
is, there are constants m,M ∈ R+ such that 0 	= m and m‖η‖E  ‖[S(x)η]‖E/U (x)  M‖η‖E for all (x, η) ∈
[a,b] × E2 .
Lemma A.10. Let U : [a,b] × E1 ⊕ E2 → [a,b] × E be a subbundle, let x0 ∈ [a,b] and let
E = U (x0) ⊕ Es.
Then there exists a neighborhood V of x0 in [a,b] such that p : V × Es → p(V × Es) ⊂ B/U , p(x, y) =
(x, [y]) is a homeomorphism and the norms on the ﬁbers are equivalent, that is, there are constantsm,M ∈R+
such that 0 	=m and m‖η‖ ‖[η]‖E/U (x)  M‖η‖ for all (x, η) ∈ V × Es.
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