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Abstract
By Beurling’s theorem, the orthogonal projection onto an invariant
subspace M of the Hardy space H2(D) on the complex unit disk can be
represented as PM = MφM
∗
φ where φ is a suitable multiplier of H
2(D).
This concept can be carried over to arbitrary Nevanlinna-Pick spaces
but fails in more general settings. This paper introduces the notion of
Beurling decomposability of subspaces. An invariant subspace M of a
reproducing kernel space will be called Beurling decomposable if there
exist (operator-valued) multipliers φ1, φ2 such that PM = Mφ1M
∗
φ1
−
Mφ2M
∗
φ2
and M = ranMφ1 . We characterize the finite-codimensional
and the finite-rank Beurling-decomposable subspaces by means of the
core function and the core operator. As an application, we show that
in many analytic Hilbert modules H, every finite-codimensional sub-
module M can be written as M =
∑r
i=1 piH with suitable polynomials
pi.
1 Introduction
In many areas of analysis, reproducing kernel spaces and their multipliers
play an important role. Probably the best understood reproducing kernel
spaces are the Hardy space H2(D) and the Bergman space L2a(D) on the
open unit disk in C. The unilateral shift on H2(D), that is, the multiplication
by the independent variable z, is one of the few operators whose lattice of
invariant subspaces is completely known. By Beurling’s theorem, a subspace
M ofH2(D) is invariant underMz exactly if it is of the form φ·H2(D) for some
inner function φ, or equivalently, if the orthogonal projection on M can be
represented as PM = MφM
∗
φ with some function φ ∈ H∞(D). When passing
to the Bergman space, the situation becomes more complicated, and only
weaker formulations of Beurling’s theorem remain valid([1]). As it turned
out in recent years, the reason for the failure of Beurling’s theorem in the
Bergman space is that, contrary to the Hardy space, the Bergman space
is not a Nevanlinna-Pick space. Recall that a reproducing kernel space H
with reproducing kernel K is said to be a Nevanlinna-Pick space if 1 − 1
K
is a positive definite function. It is well known that Nevanlinna-Pick spaces
are essentially the only spaces for which the Nevanlinna-Pick interpolation
problem can be solved ([19]). A possible formulation of Beurling’s theorem
for Nevanlinna-Pick spaces, as stated in [11] and [15], reads as follows:
Theorem. Suppose that H is a Nevanlinna-Pick space over an arbitrary
set D and that M is an invariant subspace of H (that is, M is closed and
γ ·M ⊂ M holds for all multipliers γ). Then there exist a Hilbert space D
and a multiplier φ : D → L(D,C) such that PM = MφM∗φ.
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One easily checks that the existence of such a multiplier φ implies and, in
fact, is equivalent to the positive definiteness of the so called core function
GM =
KM
K
, where KM is the reproducing kernel of the reproducing kernel
space M . The core function appeared in [16], [17] as a function-theoretic
tool in the study of invariant subspaces. With these notations, the above
theorem can be restated in the following way:
Theorem. Suppose that H is a Nevanlinna-Pick space over an arbitrary set
D. Then, for every invariant subspace M of H, the core function GM = KMK
is positive definite.
Suppose that H is a reproducing kernel space with kernel K such that there
exists a distinguished point z0 ∈ D with K(·, z0) = 1 and such that ‖1‖ = 1.
Then the core function of the invariant subspace M = {f ∈ H ; f(z0) = 0}
is 1 − 1
K
. Thus Nevanlinna-Pick spaces are basically the only reproducing
kernel spaces admitting a Beurling-type theorem of the above form. Moti-
vated by this observation, we introduce the notion of Beurling-decomposable
subspaces. To be able to use the concept of the core function, we require that
the kernel of the underlying reproducing kernel space H ⊂ CD has no zeroes.
Furthermore we shall always assume that H contains the constant functions
and that the functions K(·, w) are multipliers of H for all w ∈ D. Finally,
we suppose that the inverse kernel admits a representation of the form
1
K(z, w)
= β(z)β(w)∗(1)− γ(z)γ(w)∗(1)
with suitable multipliers β ∈ M(H ⊗ B,H) and γ ∈ M(H ⊗ C,H). We
shall see that Nevanlinna-Pick spaces as well as the standard reproducing
kernel spaces on bounded symmetric domains fulfill these conditions. A
closed subspace M of a reproducing kernel space H will be called Beurl-
ing decomposable if the orthogonal projection on M admits a representa-
tion PM = Mφ1M
∗
φ1
−Mφ2M∗φ2 with multipliers φi : D → L(Di,C) such that
M = ran Mφ1 . Obviously, any such subspace is invariant. The first main
result of this paper (Theorem 3.3) gives a characterization of the Beurling-
decomposable subspaces by means of the core function.
Theorem. A closed subspace M of H is Beurling decomposable if and only
if its core function can be written as
GM(z, w) = φ1(z)φ1(w)
∗(1)− φ2(z)φ2(w)∗(1)
with multipliers φi ∈ M(H⊗Di,H).
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Since multipliers of H are necessarily bounded functions, the core function of
a Beurling-decomposable subspace must be bounded as well. Furthermore,
we shall see in Section 3 that every Beurling-decomposable subspace contains
non-trivial multipliers. Examples in [17] and [20] show that even in very
familiar spaces not all invariant subspaces are Beurling decomposable. The
concept of subordinate kernels, as introduced in [8], turns out to be a powerful
tool in the study of Beurling decomposability. In particular, we shall see that
there always exists a unique operator ∆M ∈ L(H) such that
GM(z, w) = 〈∆MK(·, w), K(·, z)〉
holds for all z, w ∈ D. Following [16], this operator will be called the core
operator of M . The core operator allows us to use more operator-theoretic
methods in the study of Beurling-decomposable subspaces. At the end of
Section 3 (Propositions 3.5 and 3.6), we solve the problem of Beurling de-
composability for finite-codimensional spaces and spaces whose core operator
has finite rank.
In Section 4, we turn our attention to the class of analytic Hilbert modules as
introduced in [10]. Under suitable conditions which are satisfied, for instance,
by the standard reproducing kernel spaces on bounded symmetric domains,
we shall prove that all finite-codimensional invariant subspaces are Beurling
decomposable. As an application we compute the right essential spectrum of
the commuting tuple M
z
= (M
z1
, . . . ,M
zd
) consisting of the multiplication
operators with the coordinate functions on analytic Hilbert modules of this
type. In these spaces, the finite-codimensional invariant spaces turn out to
be exactly the subspaces M of the form M =
∑r
i=1 pi ·H, where p1, . . . , pr are
polynomials with common zero set contained in D. In particular, we obtain
a solution of Gleason’s problem for a large class of spaces.
2 Preliminaries
A Hilbert space H of complex-valued functions on an arbitrary set D is called
a reproducing kernel space if all evaluation functionals
δw : H → C , f 7→ f(w) (w ∈ D)
are continuous. In this case there exists a unique function (the reproducing
kernel of H) K : D ×D → C such that K(·, w) belongs to H for all w ∈ D
and satisfies
〈f,K(·, w)〉 = f(w) (f ∈ H).
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It is easy to see that K is a positive definite function in the sense that, for
all finite sequences z1, . . . , zn in D, the matrices (K(zi, zj))i,j are positive
semidefinite.
It is a well-known fact (see [5] for more information) that, for every positive
definite function F , one can construct a unique reproducing kernel space
F ⊂ CD whose reproducing kernel is given by F . We call F the reproducing
kernel space associated to F .
We shall write F ≤ G to indicate that G−F is positive definite. In this way
we obtain a partial ordering on the set of all positive definite functions on D.
Suppose that F1, F2 : D × D → C are positive definite functions. Then F1
and F2 are said to be disjoint if the only positive definite function F which
satisfies F ≤ F1 and F ≤ F2 is F = 0. It can be shown (see [21] for details)
that F1 and F2 are disjoint if and only if the associated reproducing kernel
spaces F1 and F2 have trivial intersection, that is, F1 ∩ F2 = {0}.
The following lemma provides a useful tool to decide whether or not a given
function f : D → C belongs to a given reproducing kernel space.
Lemma 2.1. LetH ⊂ CD denote a reproducing kernel space with reproducing
kernel K. For a function f : D → C, the following assertions are equivalent:
(i) f belongs to H.
(ii) There exists a real number c ≥ 0 such that the function
D ×D → C , (z, w) 7→ c2K(z, w)− f(z)f(w)
is positive definite.
In this case, ‖f‖ is the minimum of all constants c satisfying (ii).
A proof of this well-known result can be found in [9].
A Kolmogorov factorization of a positive definite function F is a pair (D, d)
consisting of a Hilbert space D and a function d : D → L(D,C) such that
D =
∨
{d(w)∗(1) ; w ∈ D}
and F (z, w) = d(z)d(w)∗(1) holds for all z, w ∈ D. Obviously, the reproduc-
ing kernel space F associated to F and the mapping d : D → L(F ,C) , z 7→
δz, define a possible Kolmogorov factorization of F .
If E is a Hilbert space and H is a reproducing kernel space with kernel K,
then HE will denote the Hilbert space of all functions f : D → E such that
for every x ∈ E the function
fx : D → C , fx(z) = 〈f(z), x〉
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belongs to H and such that
‖f‖2 =
∑
i
‖fei‖2 <∞
for some (equivalently every) orthonormal basis (ei)i of E . One easily veri-
fies that the above norm ‖ · ‖ on HE does not depend on the choice of the
orthonormal basis. The space HE can also be thought of as the reproducing
kernel space with operator-valued kernel K · 1E . We refer to [9] for further
treatment of vector-valued reproducing kernel spaces. It is quite standard to
show that there exists a unique isometric isomorphism
U : H⊗ E → HE with U(f ⊗ x) = f · x (f ∈ H, x ∈ E)
between the Hilbertian tensor product H⊗E and HE . In the sequel, we will
use this identification without further mentioning.
Assume now that H is a reproducing kernel space with kernel K and that
E , E∗ are arbitrary Hilbert spaces. In this setting, a function φ : D → L(E , E∗)
is called an L(E , E∗)-valued multiplier of H if, for every function f ∈ H⊗ E ,
the pointwise product φ · f belongs to H ⊗ E∗. The collection of all such
multipliers will be denoted by M(H⊗E ,H⊗E∗). A standard application of
the closed graph theorem shows that each φ ∈ M(H⊗ E ,H⊗ E∗) defines a
bounded linear operator
Mφ : H⊗ E → H⊗ E∗ , f 7→ φ · f.
Obviously, the operator norm of L(H⊗E ,H⊗E∗) induces a norm on the space
M(H⊗E ,H⊗E∗) which is called the multiplier norm and turns M(H⊗E ,H⊗
E∗) into a Banach space. It is a well-known fact that the functions K(·, w)
(w ∈ D) are eigenfunctions for the adjoints of multiplication operators. More
generally, if φ belongs to M(H⊗ E ,H⊗ E∗), then the equality
M∗φ(K(·, w)x) = K(·, w)(φ(w)∗x)
holds for all x ∈ E∗ and w ∈ D. For a multiplier φ ∈ M(H ⊗ E ,H), we
obtain the formula(
MφM
∗
φK(·, w)
)
(z) = φ(z)φ(w)∗(1) K(z, w) (z, w ∈ D)
which will be intensively used in this paper.
Lemma 2.2. Let H be a reproducing kernel space with kernel K and let E , E∗
be arbitrary Hilbert spaces. For a function φ : D → L(E , E∗), the following
are equivalent:
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(i) φ belongs to M(H⊗ E ,H⊗ E∗).
(ii) There exists a real number c ≥ 0 such that
D ×D → L(E∗) , (z, w) 7→ K(z, w)(c2 − φ(z)φ(w)∗)
is an operator-valued positive definite function.
In this case ‖Mφ‖ is the minimum of all constants c satisfying (ii).
Analogously to the scalar definition, a function F : X ×X → L(D) is called
positive definite if, for all finite sequences z1, . . . , zn, the matrix (F (zi, zj))i,j
is a positive operator on Dn. A more general form of this result treating the
case of arbitrary vector-valued reproducing kernel spaces and their multipliers
can be found in [9].
Next we recall the concept of subordinate kernels which was introduced in
[5] and refined in [8]. In this context, a kernel simply is a complex-valued
function on D × D. A kernel is called positive, if it is a positive definite
function. A kernel L is said to be hermitian if L(z, w) = L(w, z) holds for
all z, w ∈ D.
Definition 2.3. Let K : D ×D → C denote a positive kernel and let H be
the associated reproducing kernel space. A kernel L : D ×D → C is said to
be subordinate to K (L ≺ K) if there exists a (necessarily unique) operator
T ∈ L(H) such that
L(z, w) = 〈TK(·, w), K(·, z)〉 (z, w ∈ D).
In this case, T is called the representing operator for L. We write S(K) for
the set of all kernels that are subordinate to K.
Note that a subordinate kernel is hermitian (positive) if and only if its rep-
resenting operator is selfadjoint (positive). Furthermore, every hermitian
kernel in S(K) can be written as a difference of two positive kernels in S(K),
and S(K) is the linear span of its positive kernels. To prove this, observe
that the analogous statements are true in L(H).
If L ≺ K is a positive kernel, one may ask for the relation between the associ-
ated reproducing kernel spaces. The following lemma answers this question.
Lemma 2.4. Let K,L : D ×D → C denote positive kernels and let H,L be
the associated reproducing kernel spaces. Then the following are equivalent:
(i) L is subordinate to K.
(ii) There exists a real number c ≥ 0 such that cK − L is a positive kernel.
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(iii) L is continuously embedded in H.
(iv) L is a linear subspace of H.
If in this case, T ∈ L(H) is the the (positive) representing operator of L,
then L = ran T 12 .
Proof. For the sake of completeness, we include a proof of this well-known
fact. Suppose that L is subordinate to K with representing operator T . Then
we can choose c ≥ 0 such that c1H− T is a positive operator. Consequently,
cK − L is a positive kernel. Now fix a function f ∈ L with ‖f‖L = 1. By
Lemma 2.1, the kernel
cK(z, w)− f(z)f(w) = (cK(z, w)− L(z, w)) + (L(z, w)− f(z)f(w))
is positive, and another application of Lemma 2.1 yields that f belongs to H
with ‖f‖H ≤
√
c. Therefore, L is contained in H and the inclusion mapping
has norm at most
√
c. If L is contained in H and the inclusion mapping
i : L → H is bounded, then it is easy to verify that
i∗K(·, w) = L(·, w)
holds for all w ∈ D and therefore L is subordinate to K and is represented
by the operator ii∗ ∈ L(H). This settles the equivalence of (i) − (iii). A
simple application of the closed graph theorem furnishes the equivalence of
(iii) and (iv).
Now let T ∈ L(H) denote the (positive) representing operator for L. The
identity
〈L(·, w), L(·, z)〉L = L(z, w) = 〈T
1
2K(·, w), T 12K(·, z)〉H
valid for all z, w ∈ D implies that there exists a unitary operator
α : L → ran T 12 with αL(·, w) = T 12K(·, w).
The calculation
〈T 12αL(·, w), K(·, z)〉 = 〈TK(·, w), K(·, z)〉
= L(z, w)
= 〈iL(·, w), K(·, z)〉 (z, w ∈ D)
proves that i = T
1
2α. Finally, the observation
i(L) = T 12α(L) = T 12 (ran T 12 ) = ran T 12 ,
completes the proof.
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Throughout the rest of this section, we will examine those positive kernels
which can be factorized by multipliers.
Lemma 2.5. Let K : D × D → C be a positive kernel and let H be the
associated reproducing kernel space. For a positive kernel G : X × X → C,
the following assertions are equivalent:
(i) G ·K ∈ S(K).
(ii) G · L ∈ S(K) for all L ∈ S(K).
(iii) There exists a Hilbert space D and a multiplier φ ∈ M(H⊗D,H) such
that G(z, w) = φ(z)φ(w)∗(1) holds for all z, w ∈ D.
If in this case, G denotes the reproducing kernel space associated to G, then
G is contained in M(H). Furthermore, the set of all positive kernels G
satisfying the equivalent conditions above, is closed under pointwise addition
and multiplication.
Proof. By choosing a Kolmogorov decomposition (D, φ) of G and using Lem-
ma 2.4, the equivalence of (i) and (iii) becomes a reformulation of Lemma
2.2. Now suppose that (i) holds. Since every kernel S(K) can be written
as a linear combination of positive kernels in S(K), it suffices to show that
G ·L ∈ S(K) holds for all positive L ∈ S(K). To this end, let c, c′ be positive
constants such that cK −G ·K and c′K − L are positive. Then
cc′K −G · L = c′(cK −G ·K) +G · (c′K − L)
is positive definite as sum and product of positive definite functions. Hence
G · L belongs to S(K). The implication (ii) to (i) is obvious.
We are now going to prove the inclusion G ⊂ M(H). Choose a positive
number c such that cK −G ·K is positive and let φ be a function in G with
‖φ‖G = 1. Since by Lemma 2.1, the kernel
K(z, w)(c− φ(z)φ(w))
= (cK(z, w)−K(z, w)G(z, w)) +K(z, w)(G(z, w)− φ(z)φ(w))
is positive, Lemma 2.2 ensures that φ is a multiplier of H.
To prove the final assertion, fix two positive kernels G1, G2 satisfying (i).
Obviously (G1 +G2) ·K = G1 ·K +G2 ·K belongs to S(K), since S(K) is
a linear space. Now choose positive constants ci such that ciK −Gi ·K are
positive. Then
c1c2K −G1 ·G2 ·K = c1(c2K −G2 ·K) +G2 · (c1K −G1 ·K)
is positive as well. Hence (G1 ·G2) ·K ∈ S(K).
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3 Beurling decomposition of subspaces
Throughout this section, let H ⊂ CD be a reproducing kernel space with
reproducing kernel K such that K has no zeroes and such that H contains
the constant functions. Furthermore, we suppose that the inverse kernel
admits a representation of the form
1
K(z, w)
= β(z)β(w)∗(1)− γ(z)γ(w)∗(1) (z, w ∈ D) (3.1)
with multipliers β ∈ M(H⊗B,H) and γ ∈ M(H⊗C,H), where B, C are ap-
propriate Hilbert spaces. Since the functions β(·)β(w)∗(1) and γ(·)γ(w)∗(1)
are complex-valued multipliers, the functions 1
K(·,w)
belong to M(H) for all
w ∈ D. In addition, we require that also the functions K(·, w) are multipliers.
We will now discuss three classes of spaces which fulfill these requirements.
Example 1.
(a) Suppose that K is a Nevanlinna-Pick kernel. This means by definition
that K has no zeroes and that the kernel 1 − 1
K
is positive definite.
Therefore the kernel K − 1 = K · (1 − 1
K
) is positive as well and, by
Lemma 2.1, H contains the constant function 1. Choose a Kolmogorov
decomposition (C, γ) of 1− 1
K
. Since the kernel
X ×X → L(C) , (z, w) 7→ K(z, w)(1− γ(z)γ(w)∗(1)) = 1
is positive, Lemma 2.2 implies that γ is a multiplier with multiplier norm
less or equal to 1. Since ‖γ(w)‖2 = 1− 1
K(w,w)
< 1 holds for all w ∈ D,
we conclude that for w ∈ D, the function
φw : D → C , φw(z) = γ(z)γ(w)∗(1)
belongs to M(H) with multiplier norm strictly less than 1. Therefore
the series
∑∞
n=0 φ
n
w converges in M(H). On the other hand, the series
converges pointwise to K(·, w). Consequently, the functions K(·, w) are
multipliers for all w.
A simple argument shows that the class of kernels we consider is closed
under pointwise multiplication. Hence products of Nevanlinna-Pick ker-
nels belong to this class as well.
(b) Assume that D is a bounded domain in Cd and that K is sesquianalytic
on D×D, or equivalently, thatH consists of holomorphic functions on D.
Let us suppose further that the coordinate functions zi (1 ≤ i ≤ d)) are
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multipliers on H such that the Taylor spectrum of the commuting tuple
M
z
= (M
z1
, . . . ,M
zd
) ∈ L(H)d is contained in D. Finally, we suppose
that 1
K
is defined and sesquianalytic on an open neighbourhood of D×D.
In [8] (proof of Theorem 3.3) it is shown that every sesquianalytic kernel
on a domain is subordinate to the reproducing kernel of some weighted
Bergman space. Since we can find a domain U ⊃ D such that 1
K
is
sesquianalytic on U × U , the hermitian kernel 1
K
can be written as a
difference of two positive definite sesquianalytic kernels defined on U×U .
To prove this, choose an appropriate decomposition of the representing
operator of 1
K
. Taking Kolmogorov decompositions of these positive
kernels, we obtain functions β and γ which satisfy the identity (3.1)
and, in addition, are analytic on U . The assumption on the spectrum
of M
z
guarantees that every operator-valued function which is analytic
on a neighbourhood of D, belongs to M(H) (see for example [3] for a
proof). Thus, the functions β, γ are in fact multipliers of H. Therefore
a decomposition of the form (3.1) automatically exists in this situation.
(c) We now focus on reproducing kernel spaces over bounded symmetric
domains in Cd. To this end, we fix a Cartain domain in Cd of rank
r and characteristic multiplicities a, b. Let us denote by h the Jordan
triple determinant of D and let H = Hν be the reproducing kernel space
associated to the kernel
K(z, w) = Kν(z, w) = h(z, w)
−ν,
where ν is in the Wallach set of D. It is well known that K has no zeroes
and H contains the constant functions. It is shown in [13] that, under
the additional hypothesis that ν ≥ r−1
2
a+ 1, the inverse kernel admits a
representation of the form (3.1). For ν in the continuous Wallach set (this
means ν > r−1
2
a), the functions K(·, w) are multipliers for all w ∈ D. In
fact, it is proved in [4] that the Taylor spectrum of the tuple M
z
is D.
Therefore, by the same argument as in the previous example, it suffices
to show that K(·, w) is analytic on an open neighbourhood of D. To see
this, fix w ∈ D and choose a real number 0 < ρ < 1 such that w
ρ
∈ D.
By homogeneous expansion, it can easily be checked that K satisfies the
equation K(z, w) = K(ρz, w
ρ
) for all z ∈ D. Obviously the right-hand
side defines an analytic extension of K(·, w) on the set 1
ρ
D which is an
open neighbourhood of D.
Following [16] we define the core function and the core operator of a closed
subspace ofH. But first, we indicate that, by (3.1) and Lemma 2.5, the space
S(K) is closed under pointwise multiplication by the inverse kernel 1
K
. Hence,
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for any L ∈ S(K), the kernel L
K
has a (necessarily unique) representing
operator in L(H).
Definition 3.1. Let M be a closed subspace of H and let KM denote the
kernel
KM : D ×D → C , KM(z, w) = 〈PMK(·, w), K(·, z)〉.
Then GM =
KM
K
∈ S(K) is called the core function of M . The core operator
∆M ∈ L(H) of M is by definition the representing operator of GM . The rank
of M is defined to be the rank of ∆M , that is,
rank M = rank ∆M = dim ran ∆M .
Note that the kernel KM is in fact the reproducing kernel of M considered
as a reproducing kernel space. Obviously GM is a hermitian kernel and
therefore ∆M is a selfadjoint operator. It can easily be verified that the
diagonal evaluation GM(z, z) coincides with the Berezin transform of PM as
defined in [6], [7].
In many cases, the core operator can be expressed in a very concrete form.
Example 2.
(a) Suppose that D is an open set in Cd and that 1
K
is a polynomial in z
and w,
1
K
(z, w) =
∑
α,β
cα,βz
αwβ.
Assume further that the coordinate functions zi (1 ≤ i ≤ d) are multi-
pliers of H. Let M
z
denote the commuting tuple (M
z1
, . . . ,M
zd
). Then
∆M =
∑
α,β
cα,βM
α
z
PMM
∗
z
β
is the core operator of a given subspace M of H.
It is clear that GM + GM⊥ = 1 holds for every closed subspace M of
H. Let PC denote the orthogonal projection onto the one-dimensional
subspace of all constant functions in H. Then the constant kernel 1 is
represented by ‖1‖2PC. Hence ∆M + ∆M⊥ = ‖1‖2PC.
This observation and the above formula for ∆M show that the finite
dimension of M or M⊥ implies that both ∆M and ∆M⊥ have finite rank.
(b) Suppose that D is a bounded symmetric domain in Cd and adopt the
notations of Example 1. In view of the Faraut-Koranyi formula
1
K(z, w)
=
∑
m
(−ν)
m
K
m
(z, w) (z, w ∈ D)
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(see [14] for details), we show that
∆M =
∑
m
(−ν)
m
K
m
(LMz, RM∗z )(PM)
(at least if ν ≥ r−1
2
a+ 1). In the above expression, LMz and RM∗z denote
the tuples of left and right multiplications with the operators M
zi
and
M∗
zi
, respectively. Since the kernels K
m
are polynomials in z and w, the
terms of the series are well defined. Moreover, K
m
is positive definite
and hence
0 ≤ K
m
(LMz , RM∗z )(PM) ≤ Km(LMz, RM∗z )(1H).
The convergence of the series above now follows directly by a result in
[13], where it is shown that the series∑
m
|(−ν)
m
|‖K
m
(LMz, RM∗z )(1H)‖
converges (for ν ≥ r−1
2
a+ 1).
We now turn to the study of invariant subspaces. A closed subspace M of H
will be called K-invariant ( 1
K
-invariant) if it is invariant under multiplication
by all functions K(·, w) ( 1
K(·,w)
, respectively). As usual, M is said to be
invariant if φ ·M ⊂M for all φ ∈ M(H).
Definition 3.2. A closed subspace M of H is called Beurling decomposable
if there exist Hilbert spaces E1, E2 and multipliers φ1 ∈ M(H⊗ E1,H), φ2 ∈
M(H⊗ E2,H) such that
PM = Mφ1M
∗
φ1
−Mφ2M∗φ2 and ran Mφ1 = M.
In this case, the pair (φ1, φ2) is called a Beurling decomposition of M .
Let M be a Beurling-decomposable subspace ofH. It is obvious that M is in-
variant. A simple calculation shows that the equality PM = Mφ1M
∗
φ1
−Mφ2M∗φ2
holds if and only if
GM(z, w) = φ1(z)φ1(w)
∗(1)− φ2(z)φ2(w)∗(1)
for all z, w ∈ D. Thus GM can be written as the difference of two positive
kernels G1, G2 which satisfy K · Gi ≺ K for i = 1, 2. As we shall see in the
following theorem, the existence of such a decomposition is basically sufficient
for the Beurling decomposability of M .
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But first let us observe that unfortunately not all invariant subspaces are
Beurling decomposable. Since the reproducing kernel KM of a Beurling--
decomposable subspace M can be expressed as
KM(z, w) = 〈PMK(·, w), K(·, z)〉
= (φ1(z)φ1(w)
∗(1)− φ2(z)φ2(w)∗(1))K(z, w) (z, w ∈ D)
and all functionsK(·, w) are supposed to be multipliers, the functionsKM(·, w)
define multipliers as well. Hence the set M ∩M(H) is dense in M .
An example given by Rudin ([20], Theorem 4.1.1) shows that there exists an
invariant subspace of the Hardy space H2(D2) over the bidisk which does not
contain any nonzero multiplier φ ∈ M(H2(D2)) = H∞(D2). Therefore we
cannot expect all invariant subspaces to be Beurling decomposable.
However, all invariant subspaces M of the Hardy space H2(D) on the open
unit disk are Beurling decomposable. By Beurling’s theorem there exists an
inner function φ on D such that PM = MφM
∗
φ . This result can be generalized
(in a weaker form) to arbitrary Nevanlinna-Pick spaces. It was shown by
several authors ([11] or [15]) that in Nevanlinna-Pick spaces the projection
onto an invariant subspace M can always be represented as PM = MφM
∗
φ
with a multiplier φ ∈ M(H⊗ E ,H), where E is a suitable Hilbert space. In
particular, Mφ is a partial isometry and ran Mφ = M holds. Consequently, in
Nevanlinna-Pick spaces, all invariant subspaces are Beurling decomposable.
Theorem 3.3. Let M be a closed subspace of H which is K-invariant and
1
K
-invariant. Then M is Beurling decomposable if and only if there exist
positive kernels G1, G2 on D such that
(i) GM = G1 −G2
(ii) K ·Gi ≺ K for i = 1, 2.
Furthermore, G1 and G2 can always be chosen disjoint. If G1, G2 are disjoint,
then any pair of Kolmogorov factorizations
φ1 : D → L(E1,C) , φ2 : D → L(E2,C)
of G1 and G2 defines a Beurling decomposition of M .
Proof. Suppose thatM is Beurling decomposable. Then the above discussion
proves the existence of positive kernels G1, G2 satisfying conditions (i) and
(ii).
In order to prove the opposite direction, let us first point out that we may
assume G1, G2 to be disjoint. In fact, one can show that the set
{G : D ×D → C ; 0 ≤ G ≤ G1, G2}
13
is inductively ordered (see [2] or [21] for details). Let Gmax be a maximal
element in this set and write
G′1 = G1 −Gmax and G′2 = G2 −Gmax.
By construction, G′1, G
′
2 are disjoint positive kernels which satisfy condition
(i). As
K ·G′i ≺ K ·Gi ≺ K (i = 1, 2),
condition (ii) holds as well.
Thus let us suppose that G1 and G2 are disjoint. Choose functions
φ1 : D → L(E1,C) , φ2 : D → L(E2,C)
such that
G1(z, w) = φ1(z)φ1(w)
∗(1) and G2(z, w) = φ2(z)φ2(w)
∗(1)
holds for all z, w ∈ D. Condition (ii) guarantees that φ1, φ2 are in fact
multipliers. It follows that
〈 (Mφ1M∗φ1 −Mφ2M∗φ2)K(·, w), K(·, z)〉 = (G1(z, w)−G2(z, w))K(z, w)
= KM(z, w)
= 〈PMK(·, w), K(·, z)〉 (z, w ∈ D),
and therefore
Mφ1M
∗
φ1
−Mφ2M∗φ2 = PM .
It remains to show that ran Mφ1 = M . To this end, we note that G1, G2
belong to S(K) by Lemma 2.5 since the constant kernel 1 belongs to S(K).
Let ∆1,∆2 ∈ L(H) denote the (positive) representing operators for G1, G2.
Since G1, G2 are disjoint, the associated reproducing kernel spaces G1 and G2
have trivial intersection. By Lemma 2.4 we obtain that
ran ∆
1
2
1 ∩ ran ∆
1
2
2 = {0}
and hence that
ran ∆1 ∩ ran ∆2 = {0}.
Now it is an elementary exercise to verify that the ranges of ∆1,∆2 must
necessarily be contained in the closure of the range of ∆M = ∆1 −∆2.
Since all the functions
∆MK(·, w) = GM(·, w) = 1
K(·, w) ·KM(·, w) (w ∈ D)
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are contained in M , it follows that ran ∆M ⊂ M and hence that
ran ∆1 ⊂ ran ∆M ⊂M.
Therefore the functions G1(·, w) = ∆1K(·, w) are contained in M as well for
all w ∈ D. Using the K-invariance of M , we see that
Mφ1M
∗
φ1
K(·, w) = G1(·, w)K(·, w) ∈M
for every w ∈ D. Thus ran Mφ1 ⊂ M .
The opposite inclusion is easier to prove. First, it is elementary to show and
well known that for Hilbert spaces H1, H2, H and operators A1 ∈ L(H1, H),
A2 ∈ L(H2, H) with A1A∗1 ≥ A2A∗2, there exists a contraction C ∈ L(H1, H2)
with CA∗1 = A
∗
2. In view of
A1A
∗
1 − A2A∗2 = A1(1G1 − C∗C)A∗1,
it is obvious that ran A1A
∗
1 − A2A∗2 ⊂ ran A1. To prove that M ⊂ ran Mφ1 ,
it suffices to apply this remark with A1 = Mφ1 and A2 = Mφ2 .
Corollary 3.4. For every λ ∈ D, the invariant subspace
Mλ = {f ∈ H ; f(λ) = 0} = {K(·, λ)}⊥
is Beurling decomposable.
Proof. An easy calculation shows that
GMλ(z, w) = 1−
K(z, λ)K(w, λ)
K(λ, λ)K(z, w)
=
(
1 +
K(z, λ)K(w, λ)
K(λ, λ)
γ(z)γ(w)∗(1)
)
−
(
K(z, λ)K(w, λ)
K(λ, λ)
β(z)β(w)∗(1)
)
holds for all z, w ∈ D. Since the function K(·, λ) is a multiplier of H, this
furnishes the desired decomposition of GMλ.
The spaces Mλ considered above have codimension one and form, in some
sense, the simplest type of invariant subspaces of H. Now is natural to
examine arbitrary subspaces of finite codimension.
Proposition 3.5. If M ⊂ H is a finite-codimensional subspace of H which
is K-invariant and 1
K
-invariant, then the following assertions are equivalent:
(i) M⊥ ⊂M(H).
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(ii) M is Beurling decomposable.
Proof. Let M be Beurling decomposable. By the remarks following Defini-
tion 3.2, KM(·, w) is a multiplier for every w ∈ D. As the functions K(·, w)
are supposed to belong to M(H), the functions
KM⊥(·, w) = K(·, w)−KM(·, w) (w ∈ D)
define multipliers as well. Thus M⊥, being the linear span of the KM⊥(·, w),
is a subset of M(H).
Suppose conversely that M⊥ ⊂M(H). Choose an orthonormal basis (ui)mi=1
of M⊥, and note that
KM⊥(z, w) = 〈PM⊥K(·, w), K(·, z)〉 =
m∑
i=1
ui(z)ui(w) (z, w ∈ D).
As the functions ui are all multipliers, Lemma 2.5 yields K ·KM⊥ ∈ S(K).
We define B(z, w) = β(z)β(w)∗(1) and C(z, w) = γ(z)γ(w)∗(1). As B and
C are positive kernels with K · B,K · C ∈ S(K), an application of Lemma
2.5 proves that the decomposition
GM = 1− KM⊥
K
= (1 +KM⊥ · C)− (KM⊥ ·B).
fulfills the hypotheses of Theorem 3.3.
Later we will see that in many cases of practical interest, condition (i) of
the above proposition is automatically fulfilled for all finite-codimensional
invariant subspaces.
We conclude this section by giving a characterization of Beurling decompos-
ability of finite-rank subspaces. LetM be a Beurling-decomposable subspace.
From Definition 3.2, it is immediately clear that all functions GM(·, w) =
∆MK(·, w) (w ∈ D) belong to M(H). Moreover, the range of the core oper-
ator ∆M consists of multipliers. In order to prove this, we choose G1, G2 as
in Theorem 3.3 and operators ∆1,∆2 ∈ L(H) representing G1, G2. Let G1,G2
denote the associated kernel spaces and note that, by Lemma 2.5 and 2.4,
ran ∆i ⊂ ran ∆
1
2
i = Gi ⊂M(H) (i = 1, 2).
Hence
ran ∆M ⊂ ran ∆1 + ran ∆2 ⊂M(H).
For finite-rank invariant subspaces M , the condition ran ∆M ⊂ M(H) is
also sufficient for the Beurling decomposability of M .
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Proposition 3.6. Let M be a closed subspace of H which is K-invariant
and 1
K
-invariant. Suppose that M has finite rank. Then M is Beurling
decomposable if and only if ran ∆M ⊂ M(H). In this case, for every de-
composition GM = G1 − G2 with disjoint positive kernels G1, G2 ∈ S(K), it
follows that K · Gi ≺ K for i = 1, 2. In particular, there exist multipliers
φ1, . . . , φs, ψ1, . . . , ψt ∈ ran ∆M (s+ t = rank M) such that
PM =
s∑
i=1
MφiM
∗
φi
−
t∑
j=1
MψjM
∗
ψj
and
M =
s∑
i=1
φi H.
Proof. Suppose that the inclusion ran ∆M ⊂M(H) holds. Fix an arbitrary
decomposition GM = G1 −G2 with disjoint positive kernels G1, G2 ∈ S(K).
Let ∆M = ∆1−∆2 denote the corresponding decomposition of ∆M . As seen
in the proof of Theorem 3.3, the disjointness of G1, G2 and the finite rank
of ∆M imply that ran ∆1 ∩ ran ∆2 = {0} and ran ∆M = ran ∆1 + ran ∆2.
Since in particular ran ∆i ⊂ M(H), there exist multipliers φ1, . . . , φs and
ψ1, . . . , ψt (s+ t = rank M) with
∆1 =
s∑
i=1
φi ⊗ φi and ∆2 =
t∑
j=1
ψj ⊗ ψj.
Since
G1(z, w) = 〈∆1K(·, w), K(·, z)〉 =
s∑
i=1
φi(z)φi(w),
and analogously G2(z, w) =
∑t
j=1 ψj(z)ψj(w), an application of Lemma 2.5
shows that K ·Gi ∈ S(K) for i = 1, 2. Hence G1 and G2 are disjoint kernels
satisfying the hypotheses of Theorem 3.3. But then the Beurling decom-
posability of M and all remaining assertions follow directly from Theorem
3.3.
4 Application to analytic Hilbert modules
Throughout this section, we fix a bounded open set D ⊂ Cd and suppose that
H ⊂ O(D) is an analytic Hilbert module in the sense of [10] having some
additional properties which allow us to apply the results of the preceding
section. To be more precise, we shall suppose that
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(A) H contains the constant functions;
(B) H is a C[z]-module, or equivalently, the coordinate functions zi (1 ≤ i ≤
d) are multipliers of H;
(C) the polynomials are dense in H;
(D) there are no points z ∈ C\D for which the mapping
C[z] → C , p 7→ p(z)
extends to a continuous linear form on all of H. In the language of [10]
this means that the set of virtual points of H coincides with D.
In [10] a reproducing kernel space H ⊂ O(D) satisfying the above conditions
is called an ananalytic Hilbert module. To be able to apply the results of
Section 3 we require in addition that:
(E) the reproducing kernel K of H has no zeroes and the inverse kernel 1
K
admits a representation of the form
1
K(z, w)
= β(z)β(w)∗(1)− γ(z)γ(w)∗(1) (z, w ∈ D),
with multipliers
β ∈ M(H⊗ B,H) and γ ∈ M(H⊗ C,H)
such that the functions
β(·)β(w)∗(1) and γ(·)γ(w)∗(1)
belong to O(D) for every w ∈ D;
(F) the Taylor spectrum σ(M
z
) of the tuple M
z
= (M
z1
, . . . ,M
zd
) ∈ L(H)d
is contained in D;
(G) for all z ∈ D, there exist open neighbourhoods U ⊂ D of z and V of D
such that K|U×D admits a sesquianalytic extension on U × V .
Although these conditions seem to be rather technical, they are general
enough to cover in particular the standard reproducing kernel spaces on
bounded symmetric domains.
Example 3.
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(a) Suppose that D is a bounded symmetric domain with rank r and char-
acteristic multiplicities a, b and that ν is in the continuous Wallach set
of D, that is, ν > r−1
2
a. It is well known that the reproducing spaces Hν
contain the polynomials as a dense subset. By a recent result of Arazy
and Zhang ([4]) the coordinate functions are multipliers of Hν. For the
special case that Hν is the Bergman space on D, it is shown in [18] that
there are no virtual points outside D. But it is easy to see that the given
proof remains valid for all ν > r−1
2
a. According to [4], the Taylor spec-
trum of M
z
is D. To show that condition (G) is fulfilled, we fix z ∈ D
and a positive number 0 < ρ < 1 such that z
ρ
∈ D. If Kν : D ×D → C
denotes the reproducing kernel of Hν, then the function
ρD × 1
ρ
D → C , (ζ, ω) 7→ Kν(ζ
ρ
, ρω)
is a sesquianalytic extension of Kν |ρD×D. This can be seen by use of the
Faraut-Koranyi expansion
Kν(z, w) =
∑
m
(ν)
m
K
m
(z, w) (z, w ∈ D),
where the sum ranges over all signatures m of length r, the numbers (ν)
m
are the generalized Pochhammer symbols and the functions K
m
are the
reproducing kernels of the homogeneous spaces P
m
of the Peter-Weyl
decomposition Hν =
⊕
m
P
m
. Turning towards condition (E), we have
to require that ν ≥ r−1
2
a + 1. For these parameters ν, it was shown in
[13] that the decomposition
1
Kν
=
∑
(−ν)m<0
|(−ν)
m
| (K
m
(e, e)−K
m
)
−
∑
(−ν)m>0
|(−ν)
m
| (K
m
(e, e)−K
m
) ,
yields the existence of multipliers β, γ satisfying
1
Kν(z, w)
= β(z)β(w)∗(1)− γ(z)γ(w)∗(1) (z, w ∈ D).
Using the defining homogeneous expansions for β and γ, we obtain by
similar arguments that β(·)β(w)∗(1) and γ(·)γ(w)∗(1) belong to O(D).
(b) If the inverse kernel 1
K
happens to be a polynomial in z and w, then
condition (E) is automatically satisfied. It is an easy exercise to show
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that in this case there exist polynomials p1, . . . , pm and q1, . . . , qn such
that
1
K(z, w)
=
m∑
i=1
pi(z)pi(w)−
n∑
j=1
qj(z)qj(w) = B(z, w)− C(z, w)
for all z, w ∈ Cd. Since polynomials are supposed to be multipliers of H,
this decomposition has all required properties.
We collect some consequences of our hypotheses. As mentioned before, ev-
ery function φ ∈ O(D) automatically is a multiplier of H and the equality
Mφ = φ(Mz) holds, where the right-hand side is formed with the help of
Taylor’s functional calculus. Since this fact is of central importance for the
following, we indicate a proof (see [3] for details). First note that because of
condition (F ), the commuting tuple M
z
admits an O(U)-calculus for every
open neighbourhood U of D. Since for every z ∈ D, the function K(·, z) is an
eigenvector of the operators M ∗
zi
with eigenvalue zi, it follows by basic prop-
erties of the analytic functional calculus that K(·, z) also is an eigenvector of
φ(M
z
)∗ to the eigenvalue φ(z). Now for every f ∈ H, we obtain
φ(M
z
)f(z) = 〈f, φ(M
z
)∗K(·, z)〉 = φ(z)〈f,K(·, z)〉 = φ(z)f(z) (z ∈ D).
Hence φ is a multiplier and φ(M
z
) = Mφ.
When dealing with analytic Hilbert modules, there is a natural notion of
submodules. A linear subspace M of H is called a submodule of H if it
is closed in H and a submodule of H as a C[z]-module (in other words, a
common invariant subspace of the tuple M
z
). Of course, this concept differs
from the definition of invariant subspaces as given before. Obviously, every
invariant subspace is a submodule, but the converse is not true.
However, because of condition (F ) every finite-codimensional submodule M
of H automatically is an O(D)-submodule of H and hence K-invariant by
condition (G) and 1
K
-invariant by condition (E). To see this, first note that
by Theorem 2.2.5 in [10], the canonical mapping
C[z]/(M ∩ C[z]) →H/M , [p] 7→ [p]
is an isomorphism of (finite dimensional) linear spaces and the inclusion
σp(Mz,C[z]/(M ∩ C[z])) ⊂ D
holds. Therefore we have
σ(M
z
,H/M) = σ(M
z
,C[z]/(M ∩ C[z])) = σp(Mz,C[z]/(M ∩ C[z])) ⊂ D
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and, by Lemma 2.2.3 in [12], we obtain
σ(M
z|M) ⊂ σ(Mz) ∪ σ(Mz,H/M) = D = σ(Mz).
It is a well-known property of the analytic functional calculus (see Lemma
2.5.8 in [12]) that in this case M is invariant for φ(M
z
), whenever φ is analytic
on an open neighbourhood of σ(M
z
).
Finally we point out that in many cases all submodules of H are O(D)-
submodules. For example, this follows by the continuity of the functional
calculus and the Oka-Weil Theorem whenever D is polynomially convex.
Before we proceed, we need to formulate the concept of ”higher order ker-
nels”.
Lemma 4.1. For every multiindex α ∈ Nd0 and every w ∈ D, there exists a
unique function K
(α)
w ∈ O(D) satisfying
Dαf(w) = 〈f,K(α)w 〉
for all f ∈ H. If ((w1, α1), . . . , (wm, αm)) are pairwise different, then the
functions K
(α1)
w1 , . . . , K
(αm)
wm are linearly independent in H.
Proof. Since the inclusion mapping H ↪→ O(D) is continuous, the higher
order point evaluation
δ(α)w : H → C , f 7→ Dαf(w)
defines a continuous linear functional for every α ∈ Nd0 and w ∈ D. Hence
K
(α)
w = δ
(α)
w
∗
(1) is the unique function in H with
Dαf(w) = 〈f,K(α)w 〉
for all functions f ∈ H. Let us observe that
K(α)w (z) = 〈δ(α)w
∗
(1), K(·, z)〉 = 〈1, δ(α)w K(·, z)〉 = (DαK(·, z))(w)
for all z, w ∈ D and α ∈ Nd0.
It remains to show that the functions K
(α)
w belong to O(D). By assumption
(G), there exist open neighbourhoods V of D and U ⊂ D of w such that
K|U×D extends to a sesquianalytic function H : U × V → C. But then
h : V˜ → O(U) , z 7→ H(·, z),
defined on the set V˜ = {z ; z ∈ V }, is analytic as a function with values in
the Fre´chet space O(U). Since continuous linear maps preserve analyticity,
it follows that the function
V → C , z 7→ (DαH(·, z))(w)
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is analytic again and, as seen above, extends the function K
(α)
w .
To see that the functions K
(αi)
wi (1 ≤ i ≤ m) are linearly independent, choose
polynomials p1, . . . , pm such that
Dαipj(wi) =
{
1 if i = j
0 else
.
The observation that
cj =
m∑
i=1
ciD
αipj(wi) = 〈pj,
m∑
i=1
ciK
(αi)
wi
〉 (1 ≤ j ≤ m)
holds for any choice of complex numbers c1, . . . , cm, completes the proof.
The following definitions are, up to a slight reformulation, taken from [10].
Let w ∈ D be arbitrary. For a polynomial p = ∑α cαzα ∈ C[z] set
K(p)w =
∑
α
cαK
(α)
w .
Then
〈f,K(p)w 〉 =
∑
α
cαD
αf(w)
for f ∈ H, and the mapping
γw : C[z] →H , p 7→ K(p)w
is antilinear and one-to-one by the preceding lemma.
Let M be a submodule of H. Then
Mw = γ
−1
w (M
⊥) ⊂ C[z]
is a linear subspace and the enveloping space of M defined by
M ew = (γw(Mw))
⊥ ⊂ H
is a submodule containing M . We refer to [10] for more details.
For an arbitrary subspace N of H, we denote by Z(N) the zero variety of N ,
that is,
Z(N) = {z ∈ D ; f(z) = 0 for all f ∈ N}.
Now consider a finite-codimensional submodule M of H. Then the zero sets
of the enveloping spaces M ew have a very simple structure. More precisely,
we observe that
Z(M ew) =
{ {w} if w ∈ Z(M)
∅ else
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holds for all w ∈ D. To prove this, we suppose first that z ∈ Z(M ew). Then
the function K(·, z) is contained in γw(Mw) = γw(Mw) since Mw has finite
dimension by hypothesis. Therefore K(·, z) is a linear combination of the
elements K
(α)
w and hence z = w. This proves the inclusion Z(M ew) ⊂ {w}.
For obvious reasons, we have Z(M ew) ⊂ Z(M). So it remains to show that
w ∈ Z(M ew) whenever w ∈ Z(M). But w ∈ Z(M) is equivalent to 1 ∈ Mw
which implies K(·, w) ∈ γw(Mw). Hence w ∈ Z(M ew).
The following result completely describes the finite-codimensional submod-
ules of H by means of the enveloping spaces M ew and appears as Corollary
2.2.6 in [10] .
Lemma 4.2. Suppose M is a finite-codimensional submodule of H. Then
we have
1. Z(M) is a finite subset of D.
2. M =
⋂
w∈Z(M)M
e
w.
3. dimM⊥ =
∑
w∈Z(M) dimMw.
We are now ready to conclude that, for every finite-codimensional submodule
of M , the orthogonal complement of M consists of multipliers.
Proposition 4.3. Assume that M is a finite-codimensional submodule of H.
Then the inclusions M⊥ ⊂ O(D) ⊂M(H) hold.
Proof. Assume first that Z(M) = {w} for some w ∈ D. By Lemma 4.2, we
obtain M = M ew = (γw(Mw))
⊥, and therefore M⊥ = γw(Mw). Since every
K
(p)
w belongs to O(D) by Lemma 4.1, it follows that ran γw ⊂ O(D), . If
Z(M) is arbitrary, then for every w ∈ Z(M), the subspace M ew is a finite-
codimensional submodule with Z(M ew) = {w}, and thus (M ew)⊥ ⊂ O(D).
Another application of Lemma 4.2 yields
M⊥ =
∑
w∈Z(M)
(M ew)
⊥ ⊂ O(D).
The main result of this section can now be stated.
Theorem 4.4. Suppose that M is a finite-codimensional submodule of H.
Then M is Beurling decomposable. If in addition M has finite rank, then
there exist multipliers φ1, . . . , φs and ψ1, . . . , ψt (s+ t = rank M) such that
PM =
s∑
i=1
MφiM
∗
φi
−
t∑
j=1
MψjM
∗
ψj
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and
M =
s∑
i=1
φi · H.
The functions φ1, . . . , φs and ψ1, . . . , ψt can be chosen in O(D).
Proof. By Propositions 4.3 and 3.5, the space M is Beurling decomposable.
Suppose, in addition, that M has finite rank. Since, by condition (E), the
functions
β(·)β(w)∗(1) and γ(·)γ(w)∗(1)
belong to O(D), it follows that GM(·, w) ∈ O(D) for w ∈ D as well. To see
this, recall that, by the proof of Proposition 3.5, the core function can be
written as
GM(z, w) = (1 + γ(z)γ(w)
∗(1)KM⊥(z, w))− (β(z)β(w)∗(1)KM⊥(z, w)) .
Therefore ran ∆M , being the linear span of the functions GM(·, w), is con-
tained in O(D). By Proposition 3.6, there are multipliers φ1, . . . , φs and
ψ1, . . . , ψt in ran ∆M allowing the claimed representations of PM and M .
As an application, we compute the right essential spectrum σre(Mz) of the
commuting tuple M
z
. Recall that the right essential spectrum of a commut-
ing tuple T ∈ L(H)d is the set of all λ ∈ Cd for which the last cohomology
group in the Koszul complex of λ − T has infinite dimension. Equivalently,
λ ∈ Cd is not in the right essential spectrum of T exactly if the row operator
(T1, . . . , Td) ∈ L(Hd, H) has finite-codimensional range.
Proposition 4.5. Suppose that the inverse kernel is a polynomial in z, w.
Then σre(Mz) = ∂D.
Proof. First of all, observe that σre(Mz) ⊂ σ(Mz) ⊂ D. We are now going
to prove that
σre(Mz) ∩D = ∅.
To this end, fix λ ∈ D and let Mλ be the finite-codimensional submodule
Mλ = {f ∈ H ; f(λ) = 0} = {K(·, λ)}⊥.
By Example 2, the submodule Mλ has finite rank, and Theorem 4.4 shows
that there exist multipliers φ1, . . . , φs ∈ O(D), such that
Mλ =
s∑
i=1
φi · H.
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The row operator (Mφ1 , . . . ,Mφs) ∈ L(Hs,H) consequently has finite-co-
dimensional range. This means that 0 is not in the right essential spectrum
of the commuting tuple
Mφ = (Mφ1 , . . . ,Mφs) ∈ L(H)s.
By the spectral mapping theorem for the right essential spectrum (Corollary
2.6.9 in [12]), we have
σre(Mφ) = φ(σre(Mz)).
Since φ(λ) = 0, it follows that λ /∈ σre(Mz). This proves that σre(Mz) ⊂ ∂D.
Suppose conversely that λ is in the boundary of D. Then λ is not a virtual
point ofH. As observed in [10], this is equivalent to the fact that the maximal
ideal of C[z] at λ is dense in H, in other words
d∑
i=1
(λi −Mzi)H =
d∑
i=1
(λi −Mzi)C[z] = H.
Assume now that λ /∈ σre(Mz). Then the space
d∑
i=1
(λi −Mzi)H ⊂ H
is closed and therefore equals H. Since the surjectivity spectrum is closed,
there exists some r > 0 such that
d∑
i=1
(µi −Mzi)H = H
holds for all µ ∈ Cd with |µ − λ| < r. Hence there would have to be a
point µ ∈ D with 1 ∈ ∑di=1(µi −Mzi)H. This contradiction completes the
proof.
We are now able to give the following supplement to the Ahern-Clark type
result stated in [10] as Theorem 2.2.3.
Corollary 4.6. Suppose that 1
K
is a polynomial in z and w. Then the finite-
codimensional submodules ofH are exactly the closed subspacesM of the form
M =
∑r
i=1 pi · H where r ∈ N and p = (p1, . . . , pr) is a tuple of polynomials
with Z(p) ⊂ D.
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Proof. Suppose that M is a finite-codimensional submodule of H. By Theo-
rem 2.2.3 in [10], the intersection M ∩ C[z] is a finite-codimensional ideal
in C[z] with Z(I) ⊂ D and M = I. Now we choose a generating set
p = (p1, . . . , pr) of I and claim that M =
∑r
i=1 pi · H. Since
M = I =
r∑
i=1
pi · C[z] =
r∑
i=1
pi · H,
it suffices to show that the row operator (Mp1 , . . . ,Mpr) ∈ L(Hr,H) has
closed range. But this is obvious, because Z(p) = Z(I) ⊂ D and σre(Mz) =
∂D, and hence
0 /∈ σre(Mp1, . . . ,Mpr) = p(σre(Mz)).
The proof shows that the polynomials p1, . . . , pr can be chosen as a generating
set of the Ideal M ∩ C[z]. If in particular d = 1, then we can achieve that
r = 1.
Note also that, under the same hypotheses, Gleason’s problem can be solved
in H. Recall that Gleason’s problem is, for a given function f ∈ H and
λ ∈ D, to find functions g1, . . . , gd ∈ H satisfying
f(z)− f(λ) =
d∑
i=1
(zi − λi)gi(z) (z ∈ D).
To solve Gleason’s problem, it is therefore sufficient to apply Corollary 4.6
to the submodule Mλ = {h ∈ H ; h(λ) = 0}.
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