The Hopfield model of a neural network is extended to allow for the storage and retrieval of biased patterns, [g'";) 
I. INTRODUCTION
A fair amount of analytical control over the HopfieldLittle' model of a neural network has been achieved.
So much so that some of the underlying simplifications initially introduced in the model have begun to be lifted.
In particular, the properties of the network as an associative memory have been shown to be robust under the introduction of thermal noise and the dilution of synapses, as well as under the clipping of synaptic efficacies. ' Here we address another restriction -that of 50% mean neural activity. It has been a standing feature of the model since Hopfield that the N-neuron network stores p patterns g (@=1,. . . , p; i = I, . . . , N), where +=+1 with equal probability.
Hence, in each stored pattern 50% of the neurons are active (+ 1) and 50% are passive ( -1 These models involve, however, a much more complicated dependence of J;z on the learned patterns. In order to learn and retrieve correlated patterns, one has to introduce nonlocality, either in the learning process or in the dynamics.
To deal with these aspects we have studied associative memory of random patterns whose mean activities differ from 50%. We refer to such patterns as biased patterns.
For instance, every component g in a learned pattern can be chosen independently with probability P(g),
(1.
2) The average of each g is a and the mean activity in each of the stored patterns is f d g P ( g) , ' (g+ 1) = (( -, (g+ 1) )) = '--, ' ( I +a which implies that (2.7) is the limit of stability. A more careful treatment of the probability distribution of the noise term' would lead to the conclusion that patterns will be retrieved with no errors if a&a, = 2 1nX =(1 -~a~) a, (0 In Fig. 2 we present a, for the retrieval state versus a.
For comparison we plot in this figure a, (0) (1 -~a~) , which would have been suggested by the signal-to-noise analysis of Sec. IIIC above. In Fig. 3 The largest value of a for which a solution with m&0 exists is plotted in Fig. 4 . Note the remarkable increase in a, (a) compared to its value when the constraint (5.1) is lifted (Fig. 2) . The origin of this increase is simple: In the unrestricted phase space the retrieval state is only a saddle point for a greater than a, (a) of Fig. 2 . However, the instabilities are in directions which violate the constraint (5.1). Thus, in the constrained phase space, the retrieval state is stable until a becomes greater than a, (a) of Fig. 4 
