A description of the signal processing stage of an on-board integrated VLSI multi carrier demodulator at the demultiplexing level is presented in tliis paper, along with a description of the optimization procedure that has been developed for the signal processing functions. The varying adjacent carrier interference and channel noise distribution are modeled to provide the best performing demultiplexing scheme under the given carrier distribution with minimum complexity.
INTRODUCTION
Space Digital Video Elroadcasting Systems are evolving toward the DVB (Digital Video Broadcasting) Standard based on MPEG2 . An increasingly larger amount of processing is being moved toward the space segment, so that complex regenerative payloads shall have to be carried by the forthcoming satellite generation. In this system, several ground stations access the satellite on the up-link in a multi-frequency TDMA scheme. Carriers are demultiplexed, demodulated and merged in a single DVB stream at 33 Mbps on the down-link. On-board systems demand very efficient techniques from system designers. Therefore, the filtering stages of the digital demultiplexer have to be optimized according to some complexity criterion to minimize power consumption, gate count and implementation losses without detriment to performance. A special criterion that takes into account the structiire of the (interfering) adjacent carriers is developed in this paper to derive suitable decimation filters for the demultiplexing function. The criterion optimizes jointly the filter response in the pass-, transition and stop-bands for a given number of coefficients as the complexity of filtering is exponential in the filter length. The large bandwidth that the demultiplexer must p,rocess is very demanding in terms of processing speed. Hence, small efficient filters are necessary.
A system overview is presented in section 2: System Description. 
SY,STEM DESCRIPTION
The architecture of the digital on-board demultiplexer' shall have to deliver any carrier combination of those allowed (see Fig. 2 
FILTER DESIGN
In this section, the design of the filters (hi(n), i d , ..., 5) of the ddmultiplexing trees is approached. To that purpose a Minimum Mean Squared Error (MMSE) criterion is considered in order to improve the trade-off between the final EbNo (bit energy to noise spectral density ratio) and the hardware implementation cost of the filters, which increases exponentially with the filter length. The generic design problem is shown in Fig. 3 .1 with xBp(n) the input signal (where BP stands for band-pass signal) , yBp(n) the output signal, dBp(n) the reference signal and eBp(n) the error or difference signal. Note also that the a decimation rate N:l is included in the design scheme and that a central frequency, Q. for the band-pass filter is considered. and an AWGN process w(n) with power 0,".
(3.1)
The large number of different carrier combinations makes the selection of the wanted carrier and of the interference difficult. It is evident that a MMSE design of the filter coefficients for a given combination of carriers for d(n) and i(n) does not yield an optimum solution (in the sense of the MMSE criterion) for another combination of carriers. Indeed, if for instance the input that supplies the filter ho(n) is examined ( Fig. 3. 2), the ho(n) filter is wanted to have a constant gain response in the band of the carrier of interest, a null response in the band of the interfering carriers and a transition band as narrow as possible (ideally, an instantaneous transition band). As will be seen later, the wanted signal and the interference are selected in order to force the MMSE design to provide a filter response with the desired spectral shape in the pass band, in the rejection band and in the transition band. Thus, although the actual signal used in the transmision is a cyclostationary signal (QPSK modulation), the signals involved in the model (Eq. 3.1) are assumed stationary and non-correlated. 4) ) is x, the ELP filter coefficients become real with even symmetry. This result is of great interest concerning a low cost VLSl implementation of those filters. Although it is out of the scope of this paper, it should be remarked that additional constraints on the filter coefficients can be imposed in the MMSE solution (Eq. 
The MMSE Solution

Signal Model
Conceming the selection of proper autocorrelation functions for the wanted signal and the interference, it should be pointed out that the frequency response of the resulting filter will depend on these functions. Thus, for a given input signal spectrum, denoted S,,(m), the frequency response of the filter will try to be one so that the output spectrum Syy(w) matches, as much as possible, the reference spectrum Sdd(m).
The spectrum that models the reference and the interference for the case of the ho(n) is shown in Fig. 3 .3.
The ELP error signal depends on the impulse response of the filter with length L as follows,
with hH the filter coefficient vector and x, the input signal vector. Thus, the MMSE criferion minimizes the mean squared value of the decimated error (Eq. 3.2) with respect to the coefficients, with R,, the autocorrelation matrix (Eq. 3.5) and r, d the crosscorrelation vector (Eq. 3.6).
(3.5)
Assuming stationarify on the reference signal and on the interference, whose respective autocorrelation functions are denoted rdd(m) and rii(m). it can be easily seen that the components of the autocorrelation matrix (Eq. 3.7) and of the cross-correlation vector (Eq.3.8), The resulting filter will try to be as flat as possible in the band of interest, and as low and flat as possible in the interference band.
In order to minimize the ripple effect of the frequency filter response, the transition band is set to the maximum value that does not introduce aliasing in the band of interest after decimation. The residual carriers that remain will be removed later by the matched filter. Important to remark is the fact that the spectrum follows a raised cosine function in the transition band.
The purpose of this is twofold. Firstly, the filter frequency response will try to match as much as possible the raised cosine response, leading to a half-band or third-band filters, which null one out of two or three coefficients, respectively. Secondly, it is well known that the raised cosine response provides a good trade-pff between signal bandwidth and temporal duration, and this property will provide filters with shorter impulse responses. The ELP autocorrelation function that corresponds to the spectral shape of the wanted and the interfering signals ( Fig. 3.3) 
SUMMARY
It has been shown that a suitable design criterion for the decimation filters in terms of a model of the interfering carriers can optimize to a great extent the ultimate complexity of a VLSI demultiplexing scheme. Conventional filter design methods of the same complexity are outperformed (see table 4 .1-2), specially when the carrier of interest is attenuated. Incorporation of the knowledge of the interfering carrier spectrum helps optimize the transition and attenuation bands for the given filter length.
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