Abstract. Running hardware-based experiments in multi-robot construction is an expensive and time-consuming endeavor. Furthermore, it is difficult to disseminate the results from hardware-based experiments in a way that other researchers can build upon. In this paper, we present a number of plug-ins for a multi-robot simulator that we have developed to enable a high-fidelity simulation of the multi-robot construction systems typically found in laboratory settings. We validate these plug-ins qualitatively by repeating a hardware-based experiment in simulation where a single robot assembles a staircase from blocks [1] . We then show how we can use the plug-ins to scale up the complexity of the construction scenario and demonstrate multi-robot construction in simulation. To enable other researchers to replicate our experiments and to promote collaboration, we have made our plug-ins open source.
Introduction
In our research, we study how the coordination mechanisms used by social insects can be applied to a swarm of robots whose task is to collectively assemble structures. This research direction is motivated by the robustness, parallelism, and adaptivity to the environment that social insects exhibit as they construct their nests [4, 5] . Construction by social insects is decentralized and is coordinated through stigmergic communication [7] , where the probability of an insect performing a construction action is a function of the previously performed construction actions as perceived by that insect [19] . These construction actions may have been performed by the same insect or by other insects.
Using a single robot, we previously studied how stigmergic communication could be used to guide the construction of a staircase [1] . The robot in this study located unused blocks in the environment before attaching them to the staircase according to the arrangement of the blocks already in the structure. The development of this hardware and the running of the experiments, however, were both expensive and time-consuming endeavors. Furthermore, since other researchers do not have access to our hardware, it is difficult for them to replicate our experiments and to build upon our results. These challenges make it difficult to answer a number of open research questions regarding, for example, whether it is possible to encode arbitrary structures as sets of assembly rules for swarms of robots and how these encodings can be compared in terms of their robustness and their ability to be executed in parallel by multiple robots.
To address these challenges and to answer these open research questions, we present in this paper a number of plug-ins for ARGoS (Autonomous Robots Go Swarming), an open-source, multi-robot simulator [14] . We show in this paper how we can use these plug-ins to qualitatively reproduce our hardware-based results in simulation and how we can use the plug-ins to scale up to and to study multi-robot construction in simulation. To enable other researchers in the swarm robotics community to build upon our results, we have made these plugins open source. In this paper, the presented validation of the plug-ins is strictly qualitative and further quantitative evaluation is required to identify and to mitigate any reality gap found between our hardware and our simulation.
This paper is organized as follows. In the next section, we discuss current practices regarding the use of simulation in the multi-robot construction literature. In Sect. 3, we introduce ARGoS and summarize the plug-ins which we have developed to enable the simulation of multi-robot construction systems. Section 4 presents a case study in which we demonstrate how the plug-ins can be used to simulate multi-robot construction. In the final section, we conclude this paper by discussing the open research questions that we would like to answer in our future work.
Background
While previous work in multi-robot construction has used simulation to mitigate some of the challenges of hardware, simulations are often limited to lattice-based two-or three-dimensional worlds where the interaction dynamics is unrealistic as are the perceptual capabilities of the robots [17, 18, 21, 22] .
In the work by Jones and Matarić, a high-fidelity simulator was used, but the simulation was tweaked so that the robots simply requested the simulation engine to add construction material directly to the structure, sidestepping several challenges present in a multi-robot construction system such as manipulating the construction materials and avoiding collisions with other robots during construction [8] . In two other cases, results from simulation were presented but not discussed. Werfel et al., for example, included two videos from simulation in their supplementary material but did not discuss these results in either the main article or in the supplementary report [23] . Lindsey et al. also presented results from simulation without detailing their nature [10] .
While the aforementioned works significantly contributed to the state of the art in multi-robot construction, the means to replicate the experiments is problematic since other researchers are unable to build upon the presented results.
This lack of a means to replicate experiments and to build upon previous results is a significant barrier to pushing the state of the art in multi-robot construction further forward. One way to remove this barrier is by using an open-source, high-fidelity simulator that can run multi-robot construction experiments. This simulator would need to support the range of sensors, actuators, and mechanisms that are commonly used by multi-robot construction systems in laboratory settings. For example, the simulator would need to support camera systems that can detect tags or light-emitting diodes (LEDs), rangefinders, prismatic and revolute actuators, and magnetism. Furthermore, the simulator would ideally provide good performance when running experiments with large numbers of robots.
Contributions to the ARGoS Simulator
ARGoS (Autonomous Robots Go Swarming) is a multi-robot simulator built around the principle of tunable accuracy. In contrast to general-purpose simulators such as USARSim [6] , Gazebo [9] , and Webots [11] whose performance quickly degrades with increasing numbers of robots, benchmarks for ARGoS have demonstrated the simulation of 10,000 robots running faster than real time [14] . ARGoS is also widely used in the swarm robotics community by more than 21 robotics laboratories in 13 different countries 1 . At the time of writing, however, the latest release of ARGoS (3.0.0-beta49) only comes with plug-ins for two-dimensional dynamics and a limited number of generic sensors and actuators. The implementation of new robots in ARGoS also requires a significant amount of coding and the compilation of new classes that represent a robot's sensors, actuators, physics model, and visualization. However, ARGoS has been purposefully designed to be modular. Most aspects of a simulation can be overridden and developers can add functionality to the simulator in the form of new sensors, actuators, visualizations, physics engines.
We have enhanced three of the plug-ins from the ARGoS core package and have implemented two completely new plug-ins that enable the simulation of three-dimensional dynamics and the rapid prototyping of new robots. The plugins are designed to support a high-fidelity simulation of the dynamics, sensors, actuators, and other mechanisms commonly used by the multi-robot construction systems found in robotics laboratories. By making these plug-ins open source and by including them in the ARGoS core package (from 3.0.0-beta50), we hope to increase the pace of the research in multi-robot construction by enabling researchers to implement their own multi-robot construction systems in simulation and by enabling other researchers to replicate the presented results.
In the remainder of this section, we summarize our contributions to ARGoS in the context of multi-robot construction. The plug-ins that we have developed, however, are highly flexible and their potential applications go significantly beyond multi-robot construction. For a more in-depth discussion of the plug-ins including examples on how to use them, we refer the reader to the supplementary technical report for this paper [2] .
Enhancements to the Entities Plug-in
In the ARGoS simulator, entities represent the components of a robot in the simulation. This representation allows plug-ins such as visualizations, physics engines, and controllers to read and to write the state of these components. We have added four new entities to the entities plug-in. The simulation of magnetism is enabled by introducing the magnet entity. Magnetism can be used in multirobot construction systems for both manipulating the building materials [15, 16] and for the self-alignment of the building materials inside a structure [13, 24] . A magnet entity is capable of representing a permanent magnet, an electromagnet, or a semi-permanent electromagnet. We have also implemented a radio entity which represents a simple omnidirectional radio that can broadcast messages to other radios within a given range. This radio entity is suitable for simulating communication between robots and for simulating communication between robots and a building material [22, 25] . In contrast to the range-and-bearing entity in ARGoS, the radio entity is not based on infrared light and its messages are not obstructed by other entities in the simulation. A tag and a directional light-emitting diode (LED) entity were also implemented and can be attached to any object in the simulation. The directional LED entity is based on the standard LED entity in ARGoS and includes two additional attributes, namely an orientation and an observable angle. These entities can be detected by camera sensors and can be used by robots to locate building materials.
Enhancements to the Media Plug-in
Media are used by the simulator to manage entities during a simulation. At a minimum, the implementation of a medium consists of a data structure which is typically queried by a sensor and modified by an actuator. We have defined three new mediums, namely the radio, tag, and directional LED medium. These mediums are required to support the sensors and actuators for a robot, so that it can interact with the radio, tag, and directional LED entities in a simulation.
Enhancements to the Generic Robot Plug-in
The generic robot plug-in defines generic sensors and actuators that can be used by any robot. We have enhanced this plug-in by implementing a generic camera framework that allows any number of cameras to be attached to a robot. For performance reasons, we have chosen to simulate computer vision algorithms rather than rendering the simulated environment from the perspective of each robot. For example, instead of rendering the tags in a simulation onto a virtual buffer and passing these pixels to a tag detection algorithm, we use a simulated tag detection algorithm that simply queries the tag medium and directly calculates the pixel coordinates of a tag's corners. We have provided three simulated computer vision algorithms for detecting tags, directional LEDs, and the standard LEDs in ARGoS. The output from the simulated tag detection algorithm is consistent with the output from the AprilTag algorithm and enables a robot to estimate the pose of a detected tag [12] . In addition to the generic camera framework, we have also added a generic radio sensor and actuator. In conjunction with the radio entity, this sensor and actuator allow robots to send messages and to receive messages from nearby robots or building material.
The Three-Dimensional Dynamics Plug-in
To simulate the interaction dynamics that occur during multi-robot construction, we have created a new physics engine plug-in for ARGoS, which is a wrapper around Bullet Physics 2 . This plug-in replaces the deprecated three-dimensional dynamics plug-in from previous versions of ARGoS, which was based on ODE.
The three-dimensional dynamics plug-in provides a number of helper classes for quickly creating new robots. The plug-in also provides a configurable floor, and tunable gravity and magnetism. Magnetic forces and torques are applied to bodies in the simulation where a corresponding magnet entity has been defined. The forces and torques are calculated using a variant of Thomaszewski's algorithm [20] , where each magnet is approximated by a single dipole.
The Prototyping Plug-in
The prototyping plug-in enables the implementation of new robots and building materials in ARGoS without the need to manually code and compile new classes. The plug-in defines a new robot that is entirely described by ARGoS's experiment configuration file.
The plug-in provides new entities for describing links and joints. Links are defined by their mass and geometry, which currently can be either a box, a cylinder, or a sphere. Joints specify how two links are connected to each other. There are four joint types currently supported: fixed, spherical, prismatic, and revolute. For prismatic and revolute joints, it is possible to limit the range of a joint's motion and to assign a sensor and an actuator to the joint. The default sensor can measure either joint position or joint velocity and the default actuator can be configured to use either position control or velocity control. The plug-in also provides a physics model for the three-dimensional dynamics plug-in and a visualization model for the Qt-OpenGL plug-in.
Sensors, actuators, and other robot components such as tags, directional LEDs, standard LEDs, radios, and cameras are also defined in the experiment configuration file and can be attached to any link in the robot.
Case Study: Multi-robot Construction
In this section, we demonstrate how our plug-ins for the ARGoS simulator enable us to qualitatively reproduce our hardware-based experiment, in which a single robot constructed a staircase [1] . In addition to reproducing our hardware-based experiment, we show in simulation a more complicated construction scenario involving four robots that collectively assemble a stepped pyramid.
We have used the prototyping plug-in to model the robot and the building material in simulation. The models and sample controllers for the robot and the building material are available on the supplementary material website for this paper [3] .
Summary of the Hardware and the Control Software
The hardware of our autonomous construction system consists of a building material known as stigmergic blocks and an autonomous robot, which assembles the blocks into structures [1] . The blocks are cubes that contain on each face: (i) a tag, (ii) a near-field communication (NFC) interface, and (iii) four multi-color light-emitting diodes (LEDs). The tags are used by the robot to estimate the pose of a block. Spherical magnets are assembled into the corners of the blocks to provide self-alignment and so that the blocks can be picked up by a robot.
The robot consists of two tracks (treads) that form a differential drive, allowing the robot to move around its environment. Using its camera, the robot can locate blocks by detecting their tags and can identify the colors of the LEDs on a block. Semi-permanent electromagnets are attached to an end effector, which enable the robot to pick up a block and to attach it to a structure.
The control software for the robot is implemented using a finite state machine (FSM). In this FSM, a robot starts by locating an unused block (a single block whose LEDs are not illuminated). The robot then searches for, approaches, and inspects structures in its environment (where a structure is defined by one or more blocks whose LEDs are illuminated). If the arrangement and LED colors of the blocks in a structure match a predefined rule, the robot uses its NFC interface to configure the LED colors on the unused block and attaches the unused block to the structure with respect to the matched rule. Since the attachment of this block modifies the arrangement and LED colors of the blocks in the structure, a feedback loop emerges where other predefined rules can now be matched and can continue to coordinate the assembly of a structure. At the time of writing, the robot can only modify the color of the block that is attached to its end effector. However, we are currently enhancing the block's software to allow block-to-block communication that will enable a recently placed block to update the LED colors of adjacent blocks in a structure.
Modeling the Hardware in Simulation
For the simulation work presented in this paper, both the stigmergic block and the autonomous robot are implemented using the prototyping plug-in. The main body of a block is modeled as a box-shaped link with side lengths of 55 mm. Eight additional sphere-shaped links are defined inside the block to simulate the freely-rotating spherical magnets. Since the magnetism provided by the threedimensional dynamics plug-in uses a single-dipole approximation, we have tuned The model of the robot consists of 15 links and 15 joints. Four of the links and four of the joints are used to simulate the tracks (treads) of the robot. An additional joint represents the end effector of a robot which is lowered and raised in order to pick up and to assemble unused blocks into a structure. The remaining links are used to simulate the geometry of the robot and the joints between them are fixed. The robot is configured with a camera, rangefinders, radios, semi-permanent electromagnets, and joint sensors and actuators to match the capabilities of the hardware.
These descriptions of the stigmergic block and the autonomous robot are provided to the prototyping plug-in via the experiment configuration file. The prototyping plug-in parses these descriptions and creates models of these objects using the three-dimensional dynamics plug-in and the Qt-OpenGL visualization plug-in (see Fig. 1 ).
Reproducing the Hardware Results
In our previous work, we demonstrated the construction of a staircase using a single robot [1] . The staircase consisted of three columns of blocks descending in height with the blocks in each column illuminated with a distinct LED color. The highest column contained three blocks with the LEDs set to green, the middle column contained two blocks with the LEDs set to red, and the last column contained a single block with its LEDs set to violet. To replicate this demonstration in simulation, we create an instance of the finite state machine used by Fig. 2 . We consider Fig. 3 . Snapshots of four robots building a stepped pyramid in simulation the ability to reproduce the hardware results in simulation as a qualitative validation of the presented plug-ins and of the models of the stigmergic block and the autonomous robot. However, further quantitative testing will be required to identify the extent of any reality gap and to mitigate it. A video of this demonstration is available on the supplementary material website for this paper [3] .
Scaling up to Multi-robot Construction
Following the qualitative validation of our plug-ins and models, we are now able to scale up to a more complex construction scenario where four robots are used to assemble a stepped pyramid in simulation. This demonstration was only possible in simulation due to reliability issues with the robot's drive system.
The stepped pyramid is, in essence, four of the staircases from the previous demonstration which share a common central column. We leverage this symmetry and make only two minor modifications to the control software used by a robot, namely (i) we introduce a random delay state so that the robots do not all approach the structure at the same time and (ii) we introduce a basic collision avoidance mechanism that detects if another robot is attempting to attach a block to the central column of the stepped pyramid. Snapshots of this demonstration running in simulation are shown in Fig. 3 . A video of the complete demonstration is available on the supplementary material website [3] .
We ran this experiment in ARGoS and gathered data on the construction throughput for five runs. The plot in Fig. 4 shows the construction progress during each of these runs in gray and the average of the five runs in black. From the data, we observe that the construction throughput is initially low due to the central construction site being saturated as all robots attempt to assemble the central column. Following the construction of the central column, however, the construction throughput increases as the robots start building the wings of the pyramid in parallel. The rate of construction then decreases again towards the end of the construction task since the robots no longer have any work to do. 
Conclusions
In this paper, we have discussed and demonstrated the use of five plug-ins that enable the simulation of our autonomous construction system in ARGoS, a modular, multi-robot simulator. These plug-ins have allowed us to qualitatively reproduce our hardware-based results in simulation and to investigate a more complicated construction scenario.
The plug-ins presented in this paper have been made open source and have been integrated into the ARGoS core package (from 3.0.0-beta50). These plug-ins aim to enable a high-fidelity simulation of the multi-robot construction systems that are commonly found in laboratory settings. We hope that our contribution increases the pace of multi-robot construction research by enabling researchers to disseminate their results and the means to reproduce them more effectively.
In future work, we will use these plug-ins as part of a workflow that aims to answer a number of open research questions regarding the representation of arbitrary structures as assembly rule sets for swarms of robots. We will also investigate and compare different representations of a given structure in terms of its robustness and its ability to be built in parallel by multiple robots.
