The physical problem: Ostwald ripening or coarsening
Diffusion / Solidification of a 2-phase mixture -Solid phase in a background liquid phase.
System not in a thermodynamical equilibrium state -Very large interfacial energy ֒→ Evolution.
Towards equilibrium:
Gradient of the chemical potential proportional to the mean curvature of the interface (Gibbs-Thomson condition).
Evolution:
Matter diffuses from regions of high curvature to regions of low curvature ֒→ Growth of large particles at the expense of small ones ֒→ Increase of the average particle size and reduction of their number (coarsening).
LSW Theory, Lifschitz-Slyozov-Wagner [8, 4] :
Use of the growth velocity of an isolated particle + The particles interaction observed as an average (mean field approximation).
Mathematical formulation -Free boundary value problem
Growth of solid phase in an undercooled liquid phase.
֒→ Stefan problem for the temperature field θ and the solid-liquid-interface Γ (Gurtin-Langer, [2, 3] ):
\Ω L solid, Γ = ∂Ω S solid-liquid interface (all time dependent), K diffusivity, C heat capacity, θ M melting temperature at a flat interface, H latent heat, σ surface tension, M mobility coefficient, k mean curvature of Γ, n outward normal to the solid phase, V velocity of the interface. 3 The conditions on Γ:
ensures local conservation of heat.
couples geometry of interface with temperature evolution in Ω L . ֒→ Competition:
(a) Curvature k forces for reduction of the surface area of Γ, (b) Undercooling gives a growing tendency for the solid phase and has a strong regularizing effect on small particles.
Gibbs-Thomson law (equilibrium condition formally for V = 0 or M = ∞):
predicts the melting temperature reduction for small particles.
Change of Variables-Inhomogeneous driving force
Let in system (1)
and as a first step towards the stochastic version add the deterministic inhomogeneous driving force g(t) acting on Γ to get
Denote that the Gibbs-Thomson law (M = ∞) gives the same problem for β := 0
(absence of kinetic undercooling).
Assumptions-Rescaling of the problem
• The mixture is in Ω ⊂ R
3
, bounded domain of smooth boundary.
• Ω S = Ω\Ω L : collection of N disjoint balls B(y i , R i ).
• The centers y i are fixed + spherical shapes are preserved (mean field), (AFK, [1] ).
• The 2d condition of (2) is replaced by the integral condition:
, the 3d condition of (2) becomes
• Vol(Ω s ) << Vol(Ω) and inter-particle distances very large compared with the
for a = 4 ←֓ where δ scales inter-particle distances and δ a scales radii with 0 < δ a << δ. 
The rescaled Parabolic Outer Stefan
Thus, system (2), adjoined with the Neumann condition on ∂Ω δ for λ, β ≥ 0 leads to:
for u δ ∞0 some constant, and η a smooth cut-off function,
The main purpose of this work is:
to give a limiting description of the system as δ → 0
(Cf. the works of B. Niethammer [5, 6, 7] , without forcing, for the parabolic problem (λ > 0) with β = 0 and the quasistatic (λ = 0) with β > 0.)
Main results
• Existence of a global solution for (3) and regularity of particle radii near their vanishing moment.
1. Local in time existence and uniqueness.
2. Energy estimates.
3. Super and sub-solutions for the one-particle case ֒→ extension of construction for the multiple particle case, to obtain:
(a) Regularizing effect of kinetic undercooling (compare with β = 0): • Mean field description of the system as the number of particles goes to infinity (equivalently as δ → 0
1. The solution of (3) satisfies for 0 < γ <
where u δ ∞ (t) is the mean field variable defined as the solution of
2. Dynamics of the particle size (in some weak sense, parabolic problem)
Local Existence
Theorem: For any u 0 ∈ H 1 (Ω L (0)) and R δ i (0) i∈N satisfying (*), there exists a T > 0 such that (3) has a unique weak solution u, R
The proof is standard, cf. also in [5] for the parabolic problem without the kinetic undercooling and zero forcing, and consists of two steps:
1. Prove existence for the parabolic problem (3) with given radii R δ i , i.e. without taking into account of the conservation of the following heat flux at the particle boundarẏ
∇u · nds, t ∈ (0, t δ i ).
2. Use fixed point theorem to find the correct radii R δ i which do satisfy the above.
Energy Estimates-Observations
If u is the solution of (3), then we have for f i := R iṘi (from now, skip δ in notation):
New terms appearing for λ · β = 0 i.e for parabolic with kinetic undercooling (present even if g i = 0). Denote also the other new terms with g i .
(s) ds estimated by initial data (cf. [6] ).
In our case observe that if g i , R i , f i = R iṘi are uniformly bounded in t, i, then the energy estimate gives
Hence, as long as R i ≥ O(1) > 0 for any i, then
Problem arises near t i (R i → 0 + , and, as we proveṘ stays negative), the term
blows up to −∞.
As we prove lim
and thus
We summarize the above observations in the following statement.
Corollary: Let λ := δ 9 and g i uniformly bounded in t, i. Let further t * = t i be the first extinction time. Suppose there is an M > 0 (independent of δ) such that
Using maximum principle and sub-and super-solutions we prove the above.
֒→ Then the result of Corollary is used to extend the solution u of (3) to even after the moment some balls have vanished ֒→ Global existence.
Sub-and Super-solutions construction
Maximum Principle Used: Let Ω(t) t≥0 time dependent Lipschitz domain, i B i (t) t≥0 a finite collection of disjoint balls: i B i (t) ⊂ Ω(t) for all t ≥ 0. Let u be a constant function on each ∂B i and satisfy for all t ≥ 0:
|x − x i | , and thus ∃constant M > 0 :
1. at any particle boundary: i.e. for x such that |x −
2. away from any of particle boundary: i.e. for x such that |x −
1. CaseṘ ≤ 0, R << 1:
֒→ ∆U C,R = 0, and ֒→ choose
choose a(t) and C(t):
Thus for C(0) big then u 0 ≤ V C(0),R(0) and hence u ≤ V C(t),R(t) for t > 0, sȯ
Progressively reduce a 0 and create a sequence V n (x, t) and define V * (x, t) = inf n V n (x, t) which is a super-solution, and then obtaiṅ
Construction for balls with big radius.
Modify the previous construction of sub-and super-solutions by a term with small L ∞ -norm but large Laplacian value.
Take ǫ ≫ δ and define the sub(super)-solutions
Extent constructions for multiple particles case and obtain Let t * be the first vanishing time of some i ball (t i ). We proved
integrating we obtain
In particular, we have that
Global existence
With the above, the extension of solution beyond t * follows as in [6] : a. We proved that sup t<t * u L 2 (Ω) and ∇u L 2 (Ω t * ) are bounded independently of δ. 
and define
where the correction functions w and z control the inhomogeneous boundary conditions on ∂Ω and the ∂B i , and thus are defined as the solutions of:
Therefore, far away from the particles (cf. A), u is close to the mean field variable u ∞ : For any 0 < γ < 1 2 , there is a constant M γ such that
Dynamics of particles size
Theorem: For any i ∈ N (t) and ϕ ∈ W 1,1
The above means that in the weak sense, the radii satisfy the following dynamical
(If g = 0), the same result holds for the elliptic problem with β > 0 in the strong sense [7] .
Remark:
Our proof follows the arguments of Niethammer for the parabolic with β = 0, cf. [6] , and uses the regularity results we proved for the radis R i .
Conclusions
This work was based on Niethammer's thesis, works on outer stefan for g = 0: elliptic-parabolic with β = 0, elliptic with β > 0 [5, 7, 6 ]. Mainly we used the parabolic problem ideas.
1. (If g = 0) , for the elliptic problem conservation of solid volume and reduction of surface of inner interfaces hold.
For the parabolic, the previous is not true.
2. Parabolic (AKY), Elliptic [7] , β > 0 : R i ≈ [c(t i − t)] 1/2 as t → t 4. For local existence we extended the proof of Niethammer's thesis made for β = 0.
5. We used a different max-principle and constructions of sub-super solutions (technical).
6. The energy estimates and thus global existence results were very complicated.
7. The extra integral term along the inner boundaries (undercooling) together with parabolicity on the equation gave in our proofs an unexpected difficulty.
