Abstract. In this paper, it is considered a Kac polynomial
Introduction
Let ξ 0 , . . . , ξ n−1 be independent and identically (iid for short) non-degenerated real random variables. From them, a Kac polynomial is defined as
The study of a Kac polynomial goes back at least as far as the early 1930s. But the topic has been widely worked for a long time [2, 3, 5, 8, 9, 13, 14, 12] . In particular, the localization of roots of a Kac polynomial has been studied by many authors. Shparo and Shur [18] showed that under some general conditions the roots of a Kac polynomial concentrate near to the unit circle as n → ∞ with asymptotically uniform distribution of the argument.
Before we continue, we introduce some useful notation. The number of roots of W n+1 in {z ∈ C : a ≤ |z| ≤ b} is denoted by R n (a, b) and the number of roots in {z ∈ C : α ≤ arg(z) ≤ β} by S n (α, β).
Ibragimov and Zaporozhets in [7] showed that P 1 n R n (1 − δ, 1 + δ) −→ Also, they proved that for any α, β ∈ (−π, π)
holds for any distribution of ξ 0 . Shepp and Vanderbei [17] considered standard Gaussian coefficients and proved that 1 n E R n e −δ/n , e δ/n → 1 + e −2δ 1 − e −2δ − 1 δ as n → ∞ for any δ > 0. Later, Ibragimov and Zeitouni [8] extended this result to the case iid coefficients whose common distribution belongs to the domain of attraction of an α-stable law, (1) 1 n E R n e −δ/n , e In fact, Götze and Zaporozhets [6] showed that if |ξ 0 | has a slowly varying tail, then for any δ > 0 (2) P R n e −δ/n , e δ/n = 0 → 1, n → ∞,
i.e., the roots of a Kac polynomial with iid random coefficients such that |ξ 0 | has a slowly varying tail touch the unit circle has almost zero probability.
Remember that E [X] = i≥1 P (X > i) for a positive integer random variable X. When W n+1 has iid coefficients whose common distribution belongs to the domain of attraction of an α-stable law, we follow from (1) that for δ > 0, W n+1 has at least one root in the annulus R δ,n := z ∈ C : e −δ/n ≤ |z| ≤ e δ/n with positive probability for all larger n and also
So, our question is to determine if there exists an annulus inside of R δ,n such that W n+1 has a root or not. This question was considered by Shepp and Vanderbei [17] , they conjectured that with high probability the nearest root of W n to the unit circle is at a distance of O n −2 . Latter, Konyagin and Schlag [11] showed that the conjecture is true when the coefficients have standard Gaussian or Rademacher distribution. Additionally, Konyagin and Schlag [11] proved that a trigonometric random polynomial
ξ j e ijx whose coefficients are independent standard Gaussian satisfies
where T = R/2πZ and γ > 1/2. Karapetyan [10] mentioned that it is possible to extend the above result under hypothesis finite third moment on the random coefficients, but his proof is incomplete. Latter, Barrera and Manrique [1] extended and improved this result for iid random coefficients with the moment generating function. They showed that for any t ≥ 1 fixed
where γ > 1 /2. Using similar ideas from Barrera and Manrique [1] , it is possible to find an annulus where the W n does not have roots with high probability when ξ 0 has finite second moments. But also, we are able to give a lower bound for the minimum value of W n in this annulus. It is remarkable that this kind of problem has been considered in the context of speech technology and signal processing applications [4] , where the efficiency in some algorithms become poor when the roots of Kac polynomials are close to the unite circle. By Theorem (2.1), we have
which means that it is expected that in the following two annuli
we can find almost all the roots of W n when δ is large and ξ 0 has finite second moment.
This paper is organized as follows. In Section 2, we state the main result and in Section 3 its proof is provided.
Main Result
It is known that W n has iid. real or complex, the condition
is necessary and sufficient for the roots to asymptotically concentrate near the unit circumference. But in the case that |ξ 0 | has a slowly varying tail, we have for δ > 0, R n e −δ/n , e δ/n = 0 happens with probability approaching to 1 as n → ∞. If ξ 0 is a real random variable having finite second moment, it is also possible to find an annulus which is free of roots of W n .
In the following we will use the next notation. Let f n , g n ∈ R be two sequences. We write f n = O (g n ) if there exists positive n 0 , C ∈ R such that for all n ≥ n 0 we have f n ≤ Cg n . We write f n = o (g n ) if for every ε > 0 there exists n 0 such that for all n ≥ n 0 we have f n ≤ εg n . Then, the main result of this work is established as follows.
Theorem 2.1. Let {ξ j : j ∈ N 0 } be a sequence of real independent and identically distributed no-degenerate real random variables such that
for some M > 0, γ > 0 and q ∈ (0, 1). If E [ξ 0 ] = 0 and E ξ 2 0 < ∞, then for all fixed t ≥ 1 P min
Remark 2.2. All bounded random variables satisfy the conditions in Theorem 2.1, in particular the Rademacher distribution which corresponds to the uniform distribution on {−1, 1}.
The strategy used to prove Theorem (2.1) is the following. First, we discretize the event (4) min
to events of the form
with x α = α Nn , α = 0, . . . , N n − 1 where N n and g n are appropriate functions of n. Second, the following sequence is analyzed
with the intention of using the so-called small-ball inequalities in order to show that the probability of (5) is negligible.
To write the event (4) as the union of events of the form (5) the Taylor Theorem is used in order to approximate W n in a small ball centered at exp (i2πx α ). But to do this, we need to handle the maximum value of the derivative of W n over the unit circle, which is denoted by ||W ′ n || ∞ . This is possible by using some version of the Salem-Zygmund inequality. If ξ 0 , . . . , ξ n−1 are iid sub-Gaussian random variables, Salem-Zymgund inequality says
for some appropriate positive constant C p . In [1] was showed that (6) holds for iid random variables with moment generating function. But the version that we will use here is established in expectation. Assuming that ξ 0 , ξ 1 , . . . , ξ n−1 are iid with finite second moment, from Corollary 2 in [19] we get
for some positive C e which depends on E ξ 2 0 . In this point, the principal obstacle to extend Theorem 2.1 to another type of random coefficients is precisely to show that the Salem-Zygmund inequality holds in probability or expectation for random variables without finite second moment.
On the other hand, we use small-ball inequalities to show
This kind of inequalities permits us to consider more general random coefficients and give a new proof of the Rademacher case which can be found in [11] . Thanks to small-ball inequalities, we only need to analyze the least common denominator (LCD) of the matrix
which is defined as
for a fix L > 0 and where ||·|| 2 denotes the Euclidean norm, dist (v, Z n ) is the distance from the vector v ∈ R n to the set Z n and log + x = max {log x, 0}. For more details see Section 7 of [16] . To see this, take X = [ξ 0 , . . . , ξ n−1 ]
T and note
If the determinant of V V T is positive, det V V T > 0, we have for any positive number a and t ≥ 0 that Theorem 7.5 in [16] says
where L ≥ 2 /q and the constant C only depends on M , γ, q.
Observe
Recall the well known inequality (x + y) 2 ≤ 2x 2 + 2y 2 for any x, y ∈ R and
Remembering that x α = α Nn , using the greatest common divisor between α and N n , gcd (α, N n ), it is possible to distinguish some useful properties of V . In particular, we are able to obtain a nice lower pair of boundaries for det V T V and dist V T Θ, Z n , which we will permit to show P (||V X|| 2 ≤ g n ) → 0 as n → ∞.
Proof
Recall that
is a complex polynomial, where {ξ j : j = 0, . . . , n − 1} are iid. real random variables with finite second moment. The main goal of this section is to show that the probability P (M n ) tends to zero when n increases, where the event M n is defined as follows: (9) M n := min
where t ≥ 1 is any fixed constant. Define the trigonometric random polynomial T n (x) := n−1 j=0 ξ j e ijx with x ∈ R and denote by T ′ n its derivative with respect to x. To do the notation shorther, we denote by G n the following event:
where C 0 is a positive constant that we will precise later. We also denote by P (A, B) the probability P (A ∩ B) for any two events A and B. Notice that
Using the Markov inequality, we get P max
Notice that the Bernstein (Theorem 14.1.1 in [15] ) inequality allows to deduce that
Under the assumption E ξ 2 0 < +∞, we can apply Corollary 2 of [19] which together with the Markov inequality implies
where C is a universal positive constant.
Recall that for any x ∈ R, ⌊x⌋ denotes the greatest integer less than or equal to x. Let N := n 2 (log n)
3 and x α := α /N for α = 0, 1, . . . , N − 1.
For a ∈ C and s > 0, denote by B (a, s) the closed ball with center a and radius s, i.e., B (a, s) = {z ∈ C : |z − a| ≤ s}. Define M ′ n as follows:
, n −11/10 < |arg(z)| < π − n −11/10 , and since t ≥ 1, notice that
z∈B(e i2πxα ,2tn −2 (log n)
In the following we will use the Taylor Theorem repeatedly in order to reduce P (G n , B α ) to a question of the probability of how small a sum of iid. random variables can be.
For z ∈ B 1 + 0i, 2tn −11/10 , from the Taylor Theorem we obtain
is the error of the Taylor approximation of order 2. On G n , we have
where o(1) = 2tn −1−1/10 . From the above inequality, and assuming that G n holds, we deduce
Hence,
where 2C 2 = 2C 0 + 4t + 1. Since W n (1) = n−1 j=0 ξ j , using Proposition 5 and Corollary 7.6 in [16] , for L ≥ 1/q we obtain
where C 3 is a positive constant and D(a) is the least common denominator of
From Proposition 7.4 in [16] we have D(a) ≥ 1 2 n 1/2−1/10 log n. Then
Notice that if z ∈ B −1 + 0i, 2tn −11/10 and G n holds, then the Taylor Theorem implies
Now, we will analyze
and applying Corollary 7.6 in [16] we deduce
where C 3 is a positive constant and D(b) is the least common denominator of
From Proposition 7.4 in [16] we get D(b) ≥ 1 2 n 1/2−1/10 log n. Then
Now, if z ∈ B e i2πxα , 2tn −2 (log n) −3 and G n holds, then from the Taylor Theorem we get
where o(1) = 2tn −2 (log n) −3 . Thus,
In order to show that P (G n , B α ) is negligible as n increases, we rewrite the sum W n e i2πxα as the product of a matrix by a vector, and then we analyze the least common denominator of the corresponding matrix.
Define the 2 × n matrix V α as follows
and take X = [ξ 0 , . . . , ξ n−1 ] T ∈ R n . Notice that
Let Θ = r [cos (θ) , sin (θ)] T ∈ R 2 , where r > 0 and θ ∈ [0, 2π). For fixed r, θ, we have
We also point out that V T α Θ 2 ≤ r √ n. On the other hand, we observe
From the above observations, we will use the notion of least common denominator for high dimensions in order to obtain an accurate upper bound for P (G n , B α ). Recall we are on the condition n −11/10 < |2πx α | < π − n −11/10 . In order to show that P (G n , B α ) is negligible, we distinguish three cases.
Notice that 2πx α also satisfies n −1 < |2πx α | < π − n −1 for all large n. From Lemma 3.2 part 1 in [11] , there exist positive constants c 4 , C 4 such that
By the expression (14) in Appendix A, we get that the number of indices α that satisfies the condition gcd (α, N ) ≥ n 1+1/10 (log n) −1/2 is at most
n 1+1/10 (log n)
From Proposition 7.4 in [16] , the least common denominator of V α satisfies D (V α ) ≥ 1 /2. Thus, using the inequalities (8) and (11) we deduce that
.
Case 2. Assume that
where o(1) = (log n)
n 1+1/10 . Notice that 2πx α satisfies n −1 ≤ |2πx α | ≤ π − n −1 . From Lemma 3.2 part 1 in [11] there exist positive constants c 4 , C 4 such that
From the last observation, we can suppose that
without loss of generality, we can assume ris a positive integer. If r ≤ 1 2·6(2πxα) , from the expression (17) in Appendix A, we would obtain 1 24
which is a contradiction since L ≥ 2/q is fixed. Consequently, we should have r > 1 12(2πxα) which implies
Thus, using the inequalities (8) and (12) we deduce that
3.3. Case 3. Assume that n (log n) 3 ≥ gcd (α, N ) ≥ n 9/10 (log n) 3 . Since that N = n 2 (log n) 3 , then
where o (1) = 1 n 2 (log n) 3 . Observe that 2πx α satisfies
From Lemma 3.2 part 2 in [11] , there exist positive constants c 4 , C 4 such that
On the other hand, the number of indexes α which satisfy the condition over gcd (α, N ) is at most
Now, we need to analyze the least common denominator of V α for this case. In particular, we will find an appropriate lower bound for the distance from V T α Θ to Z n . To do this, we will follow similar ideas in Appendix A.
Let r be a positive integer and we consider the set of intervals of the form . If r < n, by the pigeonhole principle we have that there exists at least one I M (or J M ) for some M ∈ [−r, r] ∩ Z, which contain at least n /2r points exp (i (j2πx α − θ)) in it. For each cos (j2πx
Note that at most two d j can be equal and
, there exists at least one
and taking r ≤ n 1/4 it is followed
Now, let v be a vector in R n whose entries are v j = cos (j2πx α − θ) for each j = 0, . . . , n − 1. If a positive integer r ≤ n 1/4 , by the previous discussion it is followed that the vector rv = (rv j ) 1≤j≤n satifies dist(rv, Z n ) ≥ 1 128π n 1/4−1/20 − o (1)
Thus, if r ≤ n 1/4 and taking a fixed L ≥ 2/q, from the definition of least common denominator we would deduce that 1 128π
which implies that the least common denominator of V α should satisfy D (V α ) ≥ n 1/4 . From (8), we get N −1 α=0 α : n(log n) 3 ≥ gcd(α,N ) ≥ n 9/10 (log n)
≤ 2tC 2 n −1/2 (log n) .
From the previous analysis, we have that the distance between the vector V ∈ R n which entries are V j = r cos (j2πx − θ) for j = 0, . . . , n − 1 with x = 1 /n to Z n is at least
verifying that expression (15) is fulfilled.
