We develop a spatial statistical methodology to design national air pollution monitoring networks with good predictive capabilities while minimizing the cost of monitoring. The underlying complexity of atmospheric processes and the urgent need to give credible assessments of environmental risk create problems requiring new statistical methodologies to meet these challenges. In this work, we present a new method of ranking various subnetworks taking both the environmental cost and the statistical information into account. A Bayesian algorithm is introduced to obtain an optimal subnetwork using an entropy framework. The final network and accuracy of the spatial predictions is heavily dependent on the underlying model of spatial correlation. Usually the simplifying assumption of stationarity, in the sense that the spatial dependency structure does not change location, is made for spatial prediction. However, it is not uncommon to find spatial data that show strong signs of nonstationary behavior. We build upon an existing approach that creates a nonstationary covariance by a mixture of a family of stationary processes, and we propose a Bayesian method of estimating the associated parameters using the technique of Reversible Jump Markov Chain Monte Carlo. We apply these methods for spatial prediction and network design to ambient ozone data from a monitoring network in the eastern US.
Introduction
Environmental monitoring agencies around the world maintain national air monitoring networks to assess the efficacy of regulatory controls, determine current levels and trends, and provide air quality inputs to risk assessment and source attribution analyses. However, these networks need to be managed such that changing priorities and needs, both national and local, can be accommodated with the understanding that there could be constraints in future funding for these networks. The proposed reduced network should maintain sufficient spatial information to ensure reasonable statistical inference about air pollution. A major criterion for modifying an existing network is the quality of the spatial predictions, and minimizing the monitoring costs of obtaining such predictions or ensuring that monitoring continues in areas with high pollution levels. In this work, we propose a new method for ranking various subnetworks (most informative subsets) using an entropy measure of the spatial information and giving priority to monitoring sites with high pollution values. Given this optimization criterion, a heuristic algorithm for determining near optimal subnetworks of different sample sizes is described.
The spatial configuration of final subnetworks is heavily dependent on the underlying model for the spatial covariance. Atmospherically driven pollutants are not expected to have simple, stationary forms of spatial covariance. We build upon an existing approach for modeling underlying nonstationary covariance, or heterogeneous covariance structure over large spatial ranges, by using a mixture of stationary processes. Properties of this approach are given, along with a method for estimating the covariance parameters using a Reversible Jump Markov Chain Monte Carlo (RJMCMC) approach. These methods are applied to [1997] [1998] [1999] averaged ozone values observed at 513 monitoring sites in the eastern U.S.
The basic problem of air quality monitoring design is selecting the number and spatial configuration of sites to allow, in some quantitative sense, optimal predictions of the air quality field subject to certain constraints on monitoring resources. The design literature contains several different approaches for design. The idea of using entropy in the context of experimental design was introduced by Bernardo (1979) following earlier work done by Lindley (1956) . Caselton and Zidek (1984) , Guttorp et al. (1993) and Zidek et al. (2000) developed the maximum entropy design approach by modeling observations at different monitoring locations as a multivariate time series to maximize information "expected" about potential non-monitored sites. Other authors have considered different approaches for network design. Warrick and Myers (1987) and Müller and Zimmerman (1999) considered design criteria for precise estimation of attributes of the semivariogram that affect kriging. Others have considered design approaches under the assumption that the semivariogram is known (Bras and Rodriguez-Iturbe 1976; Yfantis et al. 1987; Cressie et al. 1990 ). The design criteria considered by these authors are generally either the average kriging variance or the maximum kriging variance over a region of interest. Wikle and Royle (1999) considered time-varying or dynamic designs to evaluate the efficiency of allowing monitoring locations to change with time. Nychka and Saltzman (1998) considered geometric space-filling designs and Müller (1999) investigated approximate or simulation based approaches for optimal design using utility functions. The approach presented here uses ideas from information and entropy theory integrated into a Bayesian framework for spatial prediction incorporating the uncertainty of the covariance parameters. Given the regulatory need to maintain sites near or above air quality standards, we give priority to retaining these sites. Our primary objective is to downsize the existing network, although these techniques could be applied to augment the network by selecting the most informative set of new sites. This paper is organized as follows. In Sect. 2 we introduce the scientific problem that motivated this research and describe the data. In Sect. 3 we propose a fully Bayesian framework for selecting optimal reduced networks. In Sect. 4 we extend this framework for network design to account for constraints, including environmental cost. In Sect. 5 we discuss the design optimization problem. In Sect. 6 we introduce our model for spatial nonstationarity. Section 7 presents an application using an air pollution dataset.
Data
As national monitoring priorities and funding change it has become critical to optimize resources available for national monitoring networks. Thus, there is an urgent challenge to provide credible statistical approaches for reducing or downsizing existing monitoring networks to find the most informative reduced set of monitoring sites that will still meet multiple objectives of major monitoring programs. Here, we consider downsizing the National Air Monitoring Stations/State and Local Air Monitoring Stations (NAMS/SLAMS) (U.S. Environmental Protection Agency 2003) ozone (O 3 ) network. NAMS/SLAMS is the major source of O 3 data in the U.S. and monitors O 3 at approximately 800 sites in the conterminuous U.S. to determine compliance with the O 3 , assess regional transport, and for use in estimating trends in this pollutant. Although most NAMS/SLAMS sites are located in urban and suburban areas where air quality is influenced primarily by local sources, some sites are located in rural areas to characterize regional air quality.
Tropospheric ozone continues to be one of the most significant air pollutant concerns in the United States. Ozone is a photochemical oxidant and a major component of smog. Scientific evidence indicates that high levels of O 3 not only affect people with impaired respiratory systems, but healthy adults and children as well. The U.S. Environmental Protection Agency (EPA) first set ozone National Ambient Air Quality Standards in 1971. These include primary standards to protect human health, and secondary standards to prevent ecological and agricultural damages. In July 1997, EPA strengthened the O 3 national ambient air quality standard (NAAQS) based on scientific evidence showing adverse health effects from exposures allowed by the existing standard. The new standard is defined in terms of 8-hour averaging times: the 3-year average (properly rounded) of the annual fourth-highest daily maximum 8-h average ozone concentration. The standard concentration level is 0.08 parts per million (ppm). The maximum daily 8-h average ozone concentration is the highest of the 17 possible running 8-hour daily average concentrations. These 3-year averages are usually referred to as ozone "design values" and are the data used in this analysis. In this work we investigate new reduced designs using O 3 "design values" from 1997 to 1999 for 513 NAMS/SLAMS sites throughout the eastern U.S. (Fig. 1) .
Fully Bayesian approach for network design
Consider a Gaussian spatial process (x, y) . We put a prior distribution on θ, θ ∼ π( ). We observe the process at locations x 1 , x 2 , . . . , x m , that is, we have a vector of observations
In the problem of environmental network design we have to choose a subset of {x 1 , x 2 , . . . , x m } of a given size such that the loss of statistical "information", here defined as entropy-utility, is minimal. 
For a distribution with low spread and a sharp peak near the mode, the mode provides a good indication of where a "typical" observation might lie. However, for less peaked distributions with larger spreads, the region where a "typical observation" might lie could be quite large. In general, among a given family of distributions the members with higher spreads have higher entropy. A nice exposition of the statistical significance of entropy is given by Theil and Fiebig (1984) . Thus, among all distributions having support in the interval [a,b] we expect the uniform distribution on [a,b] to have the maximum entropy. We illustrate this fact with few examples:
Hence, the entropy is an increasing function of the variance
The entropy function is an increasing function of the width of the interval.
The posterior predictive distribution
Consider the following Bayesian framework
That is, we have a random variable Y, whose density is given by a parametric form f (y|θ), and π( ) is a prior distribution for θ . In the Bayesian setup, the marginal density of Y at the point y * , is given by,
However, after having an observation of the variable of interest, Y = y we update π(θ) to π(θ|y), and obtain the posterior predictive density. So, if we observe a realization of Y, say y, the posterior predictive density of Y at a point y * , after having observed y, is defined as,
Sampling from the posterior predictive density is easy, if we can sample from the posterior distribution π(θ|y). Then, to generate a sample from the posterior predictive density, we first generate an observation from the posterior distribution π(θ|y), say θ * , and then we generate an observation y * , from f (y * |θ * ). Thus, y * is a sample from the posterior predictive density.
Fully Bayesian network design
Our goal is to select an optimal subnetwork i of size k < m under a Bayesian framework by considering all subsets of size k of (x 1 , . . . , x m ). We calculate the entropy of the posterior predictive density of
and choose the subnetwork with the maximum posterior predictive entropy. Sites with high uncertainties, which are generally more difficult to predict, are retained. Sites with smaller uncertainties are eliminated from the subnetwork. This has the desirable predictive feature of excluding sites characterized by high entropy values or higher uncertainties. Let g i () be the predictive posterior density of S i . In calculating the entropy of g i (), we should point out that if S i1 , S i2 , . . . , S i p is a sample from g i (). Then,
is an unbiased estimator of the entropy of g i (). Therefore, if we can compute the value of g i ( ) for a specific network S i j , and generate a sample from g i ( ), we should be able to estimate the value of the entropy of g i (). Even though, we cannot explicitly compute the value of g i () at any point, say S 0 , we can still estimate its value using the following approach:
• First, we generate a sample θ 1 , . . . , θ k , from the posterior distribution of θ .
• Then, the posterior predictive density can then be estimated aŝ
We estimate the posterior predictive entropy as
However, since log(ĝ i (S i j )) = log(g i (S i j )) (by Jensen's inequality), the above expression may not be unbiased. Then, since
converges almost surely to the value of the posterior predictive density at S 0 , as k → ∞ for each S 0 , we can then get good estimates by choosing k large enough.
Utility of a design
For a potential design S, we define a utility function U (S). We selected a utility function that gives higher priority or weight to sites with measurements near and above the NAAQS for ozone. Other utility functions such as minus the monitoring cost could be used. Following Zidek et al. (2000) , it seems natural to determine an optimal design by maximizing a combined monitoring objective:
where γ is a utility to entropy conversion factor. However, there is no natural way to choose γ, and we decided to pursue modifications to this approach that are detailed in the following Section.
The utility function
Our objective is to choose a final design that gives more weight to sites that are more likely to exceed the NAAQS for ozone. Thus, given a location x 0 we define the utility as
where c 0 , c 1 , a 0 , a 1 , k 0 are constants depending on air quality standards and h 0 and h 1 are bandwidth parameters. This utility function assigns more weight to sites with observations that are more likely to be out of compliance with NAAAQS standards. We define the utility of a subnetwork as the sum of the utilities of the sites (which is a function of the ozone values at those locations) in the subnetwork,
Preference relationships between designs
We would like to meet the dual objectives of maximizing the posterior predictive entropy while giving priority to sites with high O 3 observations. The entropy-utility combination for a design S(H (S), U Z (S)) is a point in R 2 . However, it is not clear how to simultaneously achieve both purposes. Therefore, we introduce a preference relationship on R 2 to choose between any two designs, S 1 and S 2 . Our goal is to select a subnetwork of sites characterized by both high entropy and high utility. If S 1 and S 2 are two designs, an obvious property any such preference relationship (say >>) must satisfy is:
If the entropy of one design is higher, but the utility value is lower,
then we base our decision on the relative gain in entropy versus the relative loss in utility value. If
Then,
If the reverse inequality holds, then we have
When the ratios are equal, then we are indifferent to the choice between the two designs and we consider the two designs equivalent to each other,
and we pick one design at random.
Optimization problem
To this point, we have discussed a network design criterion that can be used to define a useful subnetwork or partition of the original network, but we have not discussed how to quantify an optimal partition. Typically, these design optimization problems for large sample sizes are highly formidable and pose enormous computational problems. Many previous design efforts have applied simple one-at-a-time addition and deletion procedures, that often lead incorrect solutions. Ko et al. (1995) discussed an exact algorithm for determining maximum entropy designs based on establishing the upper bound and incorporating this bound in a branch and bound method. This approach can find the exact solution that maximizes entropy for relatively small sample sizes, but it could not be implemented in our current setting, since we have a relatively large network. Thus, here we use a simulated annealing (SA) approach. SA is a heuristic maximization method. It has been inspired by the technique of slowly cooling a liquid to the lowest possible energy state. The different values a function can take are considered possible energy values, and the optimal value is reached by using a random search in an intelligent way. Suppose f () is a function we want to maximize. Let S = (s 1 , . . . , s k ) be the set of points where it attains a global maximum. The goal of SA is to construct a nonhomogeneous Markov chain that converges towards π ∞ (), a uniform distribution over S.
The simulated annealing algorithm
Consider a sequence {T n }, called a cooling schedule, converging slowly to 0. We start with an initial subnetwork S i 1 . Then at the ith step,
• We check the entropy and utility value of a random design say S i 2 .
• If S i 1 << S i 2 , then we update the value of S i 1 to S i 2 .
• If S i 1 >> S i 2 , then we update S i 1 to S i 2 with probability
Initially, when T n is large, the probability of jumping to an inferior point is higher, but since T n → 0 the probability of jumping to an inferior point should become small after enough iterations. Various choices for the cooling schedule have been suggested in the literature, we use here a geometric cooling schedule, T n = T 0 c n , for c = 0.8. To find the initial subnetwork for our SA algorithm, we use the geometric space-filling design approach as described by Nychka and Saltzman (1998) .
Modeling nonstationarity
In this section, we present a covariance model to characterize the potential lack of stationarity of the environmental spatial process in the entropy network design framework. 
where α > 0, Z () is the process of interest, and Z 0 ( ), Z 1 ( ) . . . , Z n ( ) are underlying unobservable zero-mean stationary processes, which are mutually independent and Gaussian, and explain the spatial structure of Z in each one of the subregions R i .K (x − r i ) is a weight function, e.g., the square inverse distance between x and r i . Here Z 0 ( ) is a background stationary process, and
is the nonstationary component of our model. The parameter α is introduced here to explain the potential lack of stationarity of Z . When α is zero the process is stationary, and when α is strictly greater than zero the process is nonstationary. Since α is a scale parameter, its effect is confounded with the variance of the process. We further assume that the stationary processes Z 0 ( ), Z 1 ( ), . . . , Z n ( ) have a Matérn covariance (Matérn 1960) 
where I is an indicator function, that takes the value 1 when x = 0 and it is zero otherwise, K η i is a modified Bessel function of the second kind and of order η i (Abramowitz and Stegun 1964, pp. 374-379) , |x| = x 2 1 + x 2 2 denotes de modulus of the vector x = (x 1 , x 2 ). The parameter τ 2 i is called the nugget parameter, and explains the microscale variability and measurement error. The parameter ρ i measures how the correlation decays with distance; generally this parameter is called the range. The parameter σ i is the variance of the random field that is not explained by the nugget effect, i.e. σ i = var(Z i (x)) − τ 2 i , and is usually referred to as the partial sill. The parameter η i measures the degree of smoothness of the process Z i , which becomes smoother with higher values of η i . When η i equals 1/2, the Matérn model corresponds to the exponential covariance function. The Gaussian model is the limiting case of the Matérn as η i → ∞. At the limit, in the absence of nugget effect, we have,
Parameters of the process:
We assume, that given n, the n stationary processes Z 1 ( ), Z 2 ( ), . . . , Z n ( ) are Matérn with range parameters ρ 1 , . . . , ρ n , partial sill parameters σ 2 1 , . . . , σ 2 n , nugget parameters τ 2 1 , . . . , τ 2 n and smoothness parameters η 1 , . . . , η n , respectively. The locations r 1 , . . . , r n are n points in our domain (nodes of nonstationarity). The critical parameter α measures the deviation from stationarity-for a nearly stationary distribution we expect α to be small. This parameter was not included in the previous version of this nonstationary model as introduced by Fuentes (2001) .
We observe the nonstationary process Z ( ) at m locations x 1 , . . . , x m . That is we have observations Z (x 1 ), Z (x 2 ), . . . , Z (x m ) where x 1 , x 2 , . . . , x m are m points in the plane. From Eq. (1) we derive the form of the covariance between Z (x j ) and Z (x k ) where x j and x k are any two the points where we observe our process. Note that
Let us denote the stationary covariance of the process Z i ( ) by C i ( ). By our assumption of mutual independence of the Z i ( )'s the covariance between Z (x j ) and Z (x k ) simplifies to
Hence, the vector (Z (x 1 ), . . . , Z (x m )) has a multivariate normal distribution with covariance m×m = (σ jk ). From above it follows that
Choice of the kernel function
For our kernel function K , we choose the Epanechnikov kernel given by 1
Here, h is a bandwidth parameter. The choice of the bandwidth is important; large values of the bandwidth lead to oversmoothing, and small values to undersmoothing. We use the criterion developed by Fuentes and Smith (2001) to choose the bandwidth. They propose using l/ √ 2 when the process is observed on an uniform grid of width l. However, since our data are not on a grid, we calculate for each point the distance to the nearest neighbor, that is, if we observe our process at locations x 1 , . . . , x m , we calculate l 1 , . . . , l m , where l 1 is the distance of the point closest to x 1 among x 2 , . . . , x m and so on. We choose l √ 2 as our bandwidth, where l is the median of l 1 , . . . , l m . This criterion for choosing the bandwidth coincides with the one proposed by Fuentes and Smith (2001) when the data lie on a grid.
Covariance parameter estimation

Bayesian framework
We construct a Bayesian framework from our model formulation to estimate the covariance parameters. The parameters of our model are described by the following vector
where θ i is the 4-dimensional vector parameter of the stationary process Z i . We assume there is a compact rectangle D ⊂ R 2 which defines our domain of interest and we are not interested in the values of our process outside D. In our applications D is obtained as the bounding rectangle of the points where we observe the process. Note that the dimension of the above vector is 5n + 6. Thus, this dimension depends on n, the number of nodes of the process.
Prior distributions:
(1) The prior for n, the number of nodes, is a Poisson(λ),where λ is given a conjugate Gamma hyperprior with mean a and shape parameter b. Note that, n ∼ Poisson(λ) and r 1 , . . . , r n being distributed uniformly over D, given the value of n, it is equivalent to assume that r 1 , . . . , r n are distributed as a Poisson process over D with a constant rate λ. If we have more information about the number and the spatial distribution of the r i 's one might put a Poisson process prior on (r 1 , . . . , r n ), with non-constant rate function λ (x, y) , where the rate function λ(x, y) reflects the knowledge about the distribution of the nodes. The Matérn covariance is very sensitive to changes in the smoothness parameter, a continuous prior for this parameter offers computational challenges. Thus, we work with a discrete prior based on analyses of similar datasets. For the partial sill and range parameters, we use diffuse Inverse Gamma priors (with shape parameter 2). Note that Inverse Gamma distributions with shape parameter 2 have infinite variance. Our inference about θ is based on its posterior distribution, i.e. its distribution conditioned on the observed data. Usually, the inference about the posterior distribution is made by constructing a Markov Chain which has the posterior distribution as its stationary distribution. However, since our parameter has a variable dimension, the usual Markov Chain Monte Carlo methods do not work. Thus, we use a RJMCMC approach developed by Green (1995) that constructs a Markov chain with a distribution of a specified variable dimension distribution as the stationary distribution. The stages of our approach to estimate the covariance mixture are:
(stage1) updating the local covariances of the mixture components(θ i ), for a fixed n, (stage2) adding or dropping a mixture component, and we iterate through stage 1 and 2. We judge convergence using the Brooks and Guidici (2000) approach.
Application
We apply the entropy-utility design approach to 1997-1999 averaged O 3 values to find optimal subnetworks of the original network of 513 monitoring sites. This approach involves:
(1) projecting the site coordinates using the Lambert projection; (2) modeling the ozone values as a nonstationary spatial process Z , allowing the covariance parameters to change with location to explain the lack of stationarity. The process Z would have a covariance function C given in (3), that is a mixture of n + 1 stationary covariance functions; (3) modeling the mean function of Z (x) as a polynomial on the vector of spatial coordinates, x, of degree 3 (with 10 unknown coefficients); (4) applying the RJMCMC approach to estimate n, the number of nodes that determine the center of the subregions of stationarity.
In this application, all the hyperpriors were chosen based on experience analyzing similar datasets and also to ensure acceptable MCMC convergence. The MCMC chain was run for 10,000 iterations. The posteriors were based on 3,000 samples. It took 28 h to run the entire RJMCMC approach (including the SA step) on a Pentium IV 2.8 MHZ Processor with 1.0 GB of memory. Most of this time was dedicated to calculating determinants and matrix inversions within the SA step. The hyperparameters a and b in the prior distribution for n, were 5 and 1, respectively. The posterior distribution for n was right-skewed (high right tail), reaching a mode at 3. It clearly indicated nonstationarity (very low density for values of n smaller than 3). We used the posterior mode as an estimate of n, which suggested three zones of nonstationarity. We sampled 3 nodes for their posterior distribution conditioning on n = 3 (this is a single sample from the posterior). The posterior for the nodes was not too different from their prior (i.i.d. over D). Figure 2 shows the location of these 3 nodes: in the north-east (node 1); in the southern part of the domain (node 2); and in the Midwest (node 3).
The posterior mean of the parameter α was 0.9, indicating the need of a nonstationary model. Though, due to the confounding of this parameter with the variance of the process, α does not have a physical interpretation. It is only used as a tool to determine the potential need of a nonstationary component in the covariance function. Figures 3-5 show the posterior distributions for the partial sill, range and nugget parameters for all nodes, using the priors described in Sect. 6. The values of the hyperparameters for the partial sill, nugget and range were m σ = 10, m τ = 5, and m ρ = 50, respectively. For computational reasons, in terms of the smoothness parameter we only worked with five values (see prior distribution in Sect. 6.2.1). The posterior for the smoothness parameter was quite flat (with a slight mode at 3 Posterior distribution for the partial sill parameters. The indexes correspond to the three nodes in Fig. 2 (node 1 in the North-east, node 2 in the southern part of the domain, and node 3 in the Midwest) the value 0.5), this indicates the difficulty given the available data to estimate this parameter. The posterior mode was 0.5 for the three subregions of stationarity, so we fixed this parameter at 0.5 to simplify the entropy computation. The partial sill corresponding to subregion three has more uncertainty associated to it (see Fig. 3 ), probably due to the proximity of the edge of our domain. Subregion 1 (North-east) shows larger values for the partial sill. We believe based on several exploratory analysis conducted, that the bump in the posterior distribution for the partial sill in subregion 1, reflects the heterogeneity in this area. The areas in subregion 1 closer to the larger cities seem to have more variabilily, and that might be the reason why the posterior is a mixture. However, this potential heterogeneity, was not enough for our RJMCMC approach, to suggest that subregion 1 should be divided into two subregions of stationarity. The range of autocorrelation for the subregion of stationarity corresponding to node 1 is significantly smaller than for node 3 (Fig. 4) , probably due to the spatial heterogeneity in the North-East because of the proximity to the coast, and the presence of big cities. The nugget for subregion 2 is significantly smaller (Fig. 5) . Figure 6 shows the map of the interpolated 3-year averaged ozone values (see Sect. 2 for the definition of this 3-year average). We interpolated the ozone using a Bayesian approach for spatial prediction. When the goal is to predict Z (ozone) at a location x 0 , the Bayesian solution is the posterior predictive distribution of Z (x 0 ) given the available ozone data Z,
a Gibbs sampling approach (see Gelfand and Smith, 1990 ) is used to simulate k values from the posterior of the vector parameter θ. Thus, the predictive distribution is approximated by the Rao-Blackwellized estimator:
where θ (i) constitute the i-th draw from the posterior distribution. At each location x 0 in our domain, we have a posterior predictive distribution for the ozone, p(Z (x 0 )|Z). The ozone values presented in Fig. 6 are the mean of these posterior predictive distributions in a fine resolution regular grid covering our domain. The ozone appears to be very high in the north east, in all the geographic areas close to large metropolitan areas. The ozone values are also high in some areas further south in our domain, e.g. in Atlanta (Georgia), Memphis (Tennessee), and Charlotte (North Carolina). In the Midwest we have some high values in Dayton (Ohio), Cleveland (Ohio) and Pittsburgh (Pennsylvania). Figure 7 shows the utility function used for each monitoring site. The values of the parameters in the utility function were a 0 = 5, a 1 = 2, c 0 = c 1 = 79, h 0 = 20, h 1 = 5, and k 0 = 85. These values were chosen based on the air quality standards for the ozone, and the recommendations given by our EPA collaborators. In our entropy framework we give more weight to sites with high utility values, that correspond to sites with greater risk of non-compliance. Accordingly, in Fig. 7 ozone values greater than 85 ppb have higher utility values since the O 3 NAAQS, is 85 ppb. The bubble graph (Fig. 8) shows the estimated probability for an individual site to be included in the final partition or subnetwork. This graph was calculated by simulating samples of covariance parameter values from the posterior distribution of these parameters (using the posterior distributions in Figs. 3-5), and then computing the best subnetwork for each sample of parameters, using the proposed entropy-utility design approach. Monitoring sites within regions near the industrial areas in the north east are clearly more likely to be part of the final network than sites that have low pollution. Fixing the desired number of monitoring sites to be 252, about one-half of the original network, Fig. 9 shows the optimal partition using the Bayesian entropy-utility framework. This subnetwork is chosen as the one with the maximum value (using SA) of the posterior predictive distribution for the entropy (where the covariance parameters are updated using RJMCMC). Our approach can be used to find optimal partitions for any subnetwork size. We compare our final partition (Fig. 9 ) to a partition obtained using an alternative method proposed by Nychka and Saltzman (1998) (Fig. 10) . The final network (of size 252) in Fig. 10 has sites very uniformly spaced, this is due to the assumption of stationary in the Nychka and Saltzman's approach. The network presented here has 252 sites, we chose this value because the entropy as a function of the network size showed a relatively significant increase for that particular sample size. Figure 9 shows that the sites in the final partition are much more irregularly spaced, and more dense where the process is more heterogeneous, because it is more difficult to predict ozone values at those locations. Also, due to the utility function used in this application, the final partition in Fig. 9 retains most of the sites that have high ozone values, because those sites have higher risk of being out of compliance and our utility function gives them more weight.
Conclusions
We propose a new entropy-utility design criterion based on evaluating the posterior predictive entropy constrained by giving higher utility to maintaining sites with measurements near the ozone national ambient air quality standard. Simulated annealing is used to select an optimal subnetwork for a fixed sample size based on a preference relationship between entropy and utility. This approach accounts for the potential lack of spatial stationarity in the underlying pollutant process and implements a Bayesian framework for modeling the uncertainty about the covariance parameters. For the large-scale national ozone monitoring network, this approach shows great promise in efficiently quantifying optimal reduced monitoring networks. Future research will address finding optimal subnetworks relative to monitoring budget limits, evaluate networks where a significant temporal structure might impact the choice of optimal subnetworks, and consider non-Gaussian spatial processes.
