Let & be a simply connected plane domain and let r be a positive integer or oo. By a C r direction field Φ on & we mean C r mapping Φ: Si -> G 2Λ , the projective line consisting of lines through the origin, 0, in the plane. A C r first integral of Φ is a C r function /: 2) -> R such that each level set of / has no interior and is a union of members of the family, J*", of maximal integral curves of Φ. We show, in general, that first integrals do not exist and then give a necessary and sufficient condition for a C r first integral to exist. When Φ has a first integral we also show that there exists a local diffeomorphism μ: & -> R 2 such that Φ is mapped by μ into the (constant) vertical direction field on μ{β\ Introduction. W. Kaplan [4] has shown that a C r direction field Φ has a C° first integral; more precisely, he shows there exists a continuous function /: 9) -> R such that
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Let & be a simply connected plane domain and let r be a positive integer or oo. By a C r direction field Φ on & we mean C r mapping Φ: Si -> G 2Λ , the projective line consisting of lines through the origin, 0, in the plane. A C r first integral of Φ is a C r function /: 2) -> R such that each level set of / has no interior and is a union of members of the family, J*", of maximal integral curves of Φ. We show, in general, that first integrals do not exist and then give a necessary and sufficient condition for a C r first integral to exist. When Φ has a first integral we also show that there exists a local diffeomorphism μ: & -> R 2 such that Φ is mapped by μ into the (constant) vertical direction field on μ{β\ Introduction. W. Kaplan [4] has shown that a C r direction field Φ has a C° first integral; more precisely, he shows there exists a continuous function /: 9) -> R such that (1) for every CER, f~\c) consists of at most countably many curves of J^, and (2) in every neighborhood of a point P o e 2) there are points P for which f(P) > f(P 0 ) and points P for which f(P) < f (P 0 ). E. Kamke [3] and R. Finn [1] showed the existence of a C r first integral for a simply connected relatively compact domain 3, assuming, roughly, that Φ has a C r extension to the closure 3)\ the Kamke Φ should be C r on a domain containing 3ι, while for Finn the boundary of 3) should be C\ Finn, in fact, establishes necessary and sufficient conditions for the existence of first integrals in multiply connected domains and obtains conditions that apply to singular situations.
Since, as is well known, all simply connected domains in the plane are diffeomorphic, we will take 2 to be the plane, R 2 , throughout. However, for specific applications and examples it is often convenient to use other models. Thus we are led to the following question. If Φ is C r on R
2
, does there exist a globally defined C r first integral of Φ without imposing additional restrictions on Φ? In §1 we show that additional conditions must be imposed. This is a consequence of the following theorem. Theorem 3 is much closer in spirit to the results of E. Kamke and R. Finn mentioned above. We also indicate in §2 that μ of Theorem 3, in general, cannot be a diffeomorphism. We close §2 by considering a pair of independent direction fields on R 2 . Theorem 4 is a " uniformization" theorem for a pair of independent direction fields.
Finally, §3 contains applications of our results to the theory of differential geometry and to the normalization of linear partial differential equations.
After completion of this work, it was found that T. Wazewski [6] has an example of a simply connected domain and a direction field such that any first integral is constant, thus anticipating Theorem 1 of this paper. However, Wazewski's example is much more complicated than ours. Proof. We will construct an example on a suitable domain Q> instead of the plane. Let b: R -> R be defined such that Clearly T is a C 00 diffeomorphism. Therefore, the tangent directions to the curves x -> T(JC, c) determines a C 00 direction field which is denoted by φ. Let 2 be the complement of {(«, ι;) | -1 < w < 1 and υ < 0). Note that φ is horizontal for u < -1/2 and w > 1/2; consequently we can extend φ to a C 00 direction field Φ on 2) by requiring that Φ be horizontal where v < 0 on ^. See Figure 1 which displays 9> and the integral curves of Φ. Let g r (0 4-) denote the derivative of g at 0 from the right. Clearly there exist g satisfying (1) and (2) Let / be a C 1 function on 2 which is constant on the integral curves of Φ. We will show that if g has the properties just prescribed then df {uv) = 0 for v = 0 and u < -1. For any u < -1 we have /(«, t) = /(2, g(0)> f°r t > 0, by construction. Consequently, Since /(x, 0) is constant for JC near a, we have df (u0) = 0.
REMARK. The example presented in this proof was inspired by an observation of Hans Samelson.
In the light of Proposition 1, one could ask for a weaker definition of the first integral of Φ. DEFINITION 2. Let / be an interval of real numbers. A C 1 curve T: Proof. We will construct such a field on a suitable domain 2 rather than on R 2 . The idea behind the example is to use repeatedly the construction in the proof of Proposition 1 to obtain in U a dense subset on which df = 0; then by continuity df = 0 on U.
The domain Q) to be constructed will be contained in (-oo, oo) X (0,1) and {0} X (0,1) c 9). The field Φ is constructed so that (i) if / is C 1 and constant on members of J^*, then df (Oy) = 0, where y is a dyadic between 0 and 1. By continuity df (0 v) = 0 for 0 < y < 1. Hence / is constant on {0} X (0,1). Moreover, Φ is constructed so that
(ii) if a member of W meets {0} X (0,1), then it meets {0} X (0,1) transversally.
Consequently there is a neighborhood, U, of {0} X (0,1) on which / must be constant and this neighborhood may be chosen independently of /. We now proceed to construct the field Φ satisfying properties (i) and (ii). Let Φ o be the standard horizontal direction field onί^0 = (-oo,oo)X (0,1). Modify Φ o on x > 0 to obtain a field Φ λ on a subset Q) λ = % -3$ γ of i^0 as shown in Figure 2 , where 98 λ is the hatched region. The field Φ λ is constructed on (0, oo) X (1/2,1) in a manner analogous to that of the C 00 direction field Φ appearing in the proof of Proposition 1 so that if / is constant on integral curves of Φ x then df = 0 at (0,1/2). Now note that the part of Φ x on (0, oo) X (1/2,1) and the part of Φ x on (0, oo) X (0,1/2) below the hatched region of Figure 2 are equivalent in an obvious manner to Φ o on «® 0 . Therefore, we can apply the same modification described above to each of these parts to obtain a field Φ 2 on a domain 2 2 as shown in Figure 3 . The only changes taking place occur for x > 1. Now if / is constant on integral curves of Φ 2 , then df = 0 on {(0,1/4), (0,1/2), (0, 3/4)}. We continue the iteration until we obtain a field Φ on a domain 2) which satisfies (i) and (ii). Clearly the resulting domain 3) is open, connected, and simply connected. Proof. Let Φ be the direction field given in the proof of Theorem 1. There is a nonvanishing C°° vector field X with X(P) e Φ(P), for all P. Clearly Xu = 0 is the p.d.e. with the required properties.
2. Existence Theorems. We turn our attention to finding necessary and sufficient conditions on a C r direction field Φ in order that it possesses a C r first integral in the strong sense. of J**, J e £/, and ,/e V\ i.e., J and ,/ cannot be separated by open sets. Suppose that J is related to β. This means that, given PG/ and βe/, all integral curves of Φ that pass through a sufficiently small neighborhood of P on a suitable side of J also pass through and cover an appropriate "half" of a certain neighborhood of Q. See the curves u < -1, v = 0 and M > 1, u = 0 in Figure 1 . Given transversals α, resp. /?, of */, resp. </, (properly oriented) such that α(0) = P and β(O) = β, there clearly exists a unique continuous monotone function T: [0, ε) -> [0, ε), for some ε > 0, such that π ° α = TΓ ° β ° r on [0, ε). We say the related J and # are r-compatible if T is C r on [0, ε), i.e., it is C-extendable to (-ε, ε), and τ'(0) > 0. The idea of r-compatibility is well-defined since the definition does not depend on the choice of the transversal curves, a and β; this follows from standard results from the theory of ordinary differential equations. If J=β then, of course, J is related to </, but J is also r-compatible with β again by standard results from the theory of ordinary differential equations. Finally, Φ is said to be r-normal if each related pair of members of J^ is r-compatible.
Obviously the direction fields constructed in the proofs of Proposition 1 and Theorem 1 are not even 1-normal. Proof. Suppose / is a C r first integral of Φ on R 2 in the strong sense. Hence / is constant on members of J^ and df does not vanish on R 2 . Assume J and β are distinct related members of &. The function T, defined by relatedness, clearly satisfies the relation f <> a =/°/?<>τ. Since / o a and foβ have non-zero derivatives at 0 it follows that T is C r and T^O) Φ 0. Therefore J and β are r-compatible. Consequently Φ is r-normal. Now suppose Φ is r-normal. We define a flow-box at P E R 2 to be a diffeomorphism φ:
with φ(0,0) = P such that φ([-l, 1] X {η}) goes into an integral curve of Φ for |ij| < 1. That φ is a diffeomorphism on a closed subset of R 2 necessarily means that φ is extendable as a diffeomorphism to a neighborhood of [-1,1] 
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On the interior of S x define g τ : S® -> R by requiring that g λ be constant on members of J^ and equal to η (in the obvious sense) when restricted to 5°. This g x is C r and dg v Φ 0 at any point. If S? = R 2 , we are done. If not, we proceed as follows. For i = 1,2,..., let h{. R -> R be a C 00 diffeomorphism satisfying the following:
Set Λ = Λi ° gi Of course, / x is C r and df x Φ § dX any point. Let « 2 be the smallest n > 1 with S; 0 £ S^0, but S° n S? Φ 0; Λ 2 exists by the connectedness of the plane. We claim S n2 Π S® is connected. If not, pick a point " between" two components, and consider the integral curve of Φ through it. It is an immediate consequence of Bendixon's Theorem [5, p. 219 ] that this curve goes to oo in both directions and separates the plane into two open subsets. Clearly S® intersects both parts, contradicting its connectedness. Now the r-normality of Φ allows us to extend f x to a C r -function on S 9 constant on the integral curves of Φ and with differential nowhere 0; for r < oo, this is easy, while for r = oo one may use the Borel Extension Lemma [2] . And this function extends by constancy on Φ integral curves to a function g 2 : §ι U S% -> R. Then set fi = h 2 o g2-Clearly f 2 is a first integral of Φ in the strong sense on S? U S,°. Its domain, S? U S% 2 , is again connected and its range being contained in [-2,2] is not all of R. Also f 2 agrees with f λ on 5°, by the definition of h 2 . Thus we may iterate this procedure, if necessary. Clearly this uses up all the S f -by the connectedness of the plane.
The result of E. Kamke [3] and R. Finn [1] for the simply connected case follows easily from Theorem 2. Proof. Suppose J λ and J 2 are distinct related members of J*\ Using standard results from the theory of o.d.e. and the fact that Q) is compact and contained in $, we may show there exists a maximal integral curve # of Φ in $ such that J n c^/, for n = 1,2. Consequently J x and J 2 are r-compatible. Hence Φ| <@ is r-normal and the corollary follows from Theorem 2.
Suppose that whenever the maximal integral curves J and /of Φ are related it follows that */=</. This implication is clearly equivalent to the statement that & with its quotient topology is a Hausdorff space. Also, it is an immediate consequence of this implication that Φ is r-normal. These observations yield the next corollary. REMARK 1. By using an induction proof similar to that employed in the proof of Theorem 2 and W. Kaplan's Theorem 11 from [4] in place of Bendixson's Theorem, a shorter and more transparent proof may be given of W. Kaplan's result that regular curve-families possess "continuous first integrals", Theorem 42 of [4] . However, we lose all the results on the structure of such curve-families that W. Kaplan obtained in getting his result. REMARK 2. Suppose that & contains a finite number of integral curves that are related and not r-compatible. Then it seems reasonable to conjecture that Φ should possess a C r first integral in the weak sense. The requirement that the number of such curves be finite is necessary; this is a consequence of the example appearing in the proof of Theorem 1.
We would like to strengthen the result of Theorem 2 by showing that if Φ is r-normal then Φ can be " uniformized." Precisely, we will show that there exists a C local diffeomorphism μ: R 2 -> R 2 such that Φ is mapped under μ into the (constant) vertical direction field. First we need the following lemma.
LEMMA. Let f: R 2 -> R be a C r function whose differential, df, never vanishes. Then there exists a C r function g:
Proof. We will prove this lemma under the assumption that r = oo. The proof of this result for r < oo is somewhat easier and ought to be suggested by the proof for the case r = oo.
Throughout this proof let b: R -> R be a C 00 function satisfying the following conditions:
(1) 6(0 = 0, for |ί|>l.
(2) 0 < b(t) < 1, for \t\ < 1. Also suppose that /: R -> R is a fixed C 00 function satisfying the following conditions:
(1) /(/) = 0, for/< -1. there exists an open neighborhood V of P such that V is compact; in addition, there exists a coordinate system (x, y): REMARK. Note that the lemma still holds if we replace R 2 by a domain which is not simply connected.
We remind the reader that a C r local diffeomorphism μ: R 2 -> R 2 is a C r map whose differential, dμ, is an isomorphism at each point of R 2 . Hence locally μ has a C r inverse. If Φ is a direction field on R 2 , we can use dμ to assign to Φ(P) the direction dμ(Φ(P)) at μ(P) e μ(R 2 ), for each P ^ R 2 . In general this procedure will not define a direction field on μ(R 2 ), but if it does the resulting direction field is denoted by dμ(Φ). REMARK. The condition that dμ(Φ) be the vertical direction field is equivalent to asserting that μ maps members of & into vertical line segments.
Proof. The necessity of Φ being r-normal is obvious. On the other hand, if Φ is r-normal, then Φ possessed a C r first integral /: R 2 -> R in the strong sense. Then the lemma assures the existence of a C r function g: R 2 -> R such that df A dg > 0. Set μ = (/, g). Clearly μ is a C r local diffeomorphism since df Λ dg > 0. It is equally clear that dμ(Φ) is vertical since df(Φ) = 0.
One cannot help wondering whether or not it is possible to insist that the mapping μ in Theorem 3 be a diffeomorphism rather than a local diffeomorphism. However, the following example with R 2 again replaced by a suitable domain 3> shows that Theorem 3 is the best one can hope for. Consider the normal direction field Φ whose maximal integral curves are indicated in Figure 4a by heavy and hght curves. Suppose there exists a diffeomorphism μ: ®-*(i(S)cR 2 such that dμ{Φ) is vertical. The members of ϊF indicated by the heavier lines and labeled J^J^wA */ 3 in Figure 4a must be mapped by μ to vertical line segments all of which he in the same line € of R 2 . The line ί is indicated in Figure 4b by dots; the images of */ l9 ./ 2 , and </ 3 under μ are indicated by heavy vertical line segments and are labeled simply by 1, 2, and 3, respectively. The part of Q that lies on and above </ 3 must be mapped by μ to the sort of region depicted in Figure 4b . The light vertical lines in Figure 4b indicate the images of members of & under μ. Necessarily the part of 2d that lies below */ 3 must be mapped by μ to a region of the sort indicated by the diagonal hatching in Figure 4c . This contradicts the assumption that μ is a diffeomorphism. Hence it is impossible to find a diffeomorphism μ: 3) -> R 2 such that dμ(Φ) is vertical. There are other examples in the
