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Abstract
In many areas of engineering and sciences, decision rules and control strategies are usually designed
based on nominal values of relevant system parameters. To ensure that a control strategy or decision
rule will work properly when the relevant parameters vary within certain range, it is crucial to inves-
tigate how the performance measure is affected by the variation of system parameters. In this paper,
we demonstrate that such issue boils down to the study of the variation of functions of uncertainty.
Motivated by this vision, we propose a general theory for inferring function of uncertainties. By virtue
of such theory, we investigate concentration phenomenon of random vectors. We derive new multidi-
mensional probabilistic inequalities for random vectors, which are substantially tighter as compared to
existing ones. The probabilistic inequalities are applied to investigate the performance of control sys-
tems with real parametric uncertainty. It is demonstrated much more useful insights of control systems
can be obtained. Moreover, the probabilistic inequalities offer performance analysis in a significantly
less conservative way as compared to the classical deterministic worst-case method.
1 Introduction
Decision and control are frequent problems of many areas of engineering and sciences. In general, the
object that we are facing and need to design proper control strategy or decision rule can be viewed as
a system. In most cases, we don’t have complete information about such system. In order to avoid
system failure, it is an essential task to evaluate the performance of the systems affected by uncertainty
[12, 13]. Existing methods for performance evaluation of uncertain systems are based on two completely
different paradigms. The first paradigm is to treat uncertainty as deterministic bounded parameters [3, 20].
The performance analysis is to seek the worst-case scenario. This approach can be unduely conservative.
Moreover, the resultant computational complexity can be NP hard. The second paradigm is to evaluate
system performance by assuming some typical distribution for the underlying uncertainty [1, 11]. This
approach can be conducted with Monte Carlo simulation. The computational complexity can be shown to
be independent of the problem size. The major issue of such paradigm is that the assumed distribution
may be significantly different from the actual distribution of the underlying uncertainty. Consequently, the
resultant insight from the Monte Carlo simulation can be fairy misleading.
Actually, in the analysis and design of control strategies and decision rules, due to experimental or
cognitive limitations, we only have limited information about the uncertainty affecting the systems [10, 19].
Motivated by this situation, we advocate to analyze system performance based on the limited available
information. Specifically, we represent such information by constraints of the mathematical expectation of
functions of uncertainty. The performance measure of systems is expressed as the mathematical expectation
1
of certain functions of uncertainty. Consequently, the range of such expected value is a good indicator of the
performance of the associated system. In this way, we establish a close connection between multidimensional
probabilistic inequalities and the analysis and design of control and decision. More formally, the general
problem can formulated as follows. Let X be a random vector representing uncertainty affecting the
systems. Let f(.) be a function of the uncertainty and D be a domain in the Euclidean space such that
E[f (X)] ∈ D. Let g(X) denote the performance of the system. It is desirable to determine the range
of E[g(X)]. This formulation accommodate a wide range of problems on performance analysis of control
systems as special cases. A familiar problem is the robust stability of uncertain system. Within this general
framework, we derive tight bounds for E[g(X)], which can be evaluated by computational techniques such as
linear programming embedded with gradient search [2] and global optimization techniques such as branch
and bound algorithm [18].
The remainder of the paper is organized as follows. In Section 2, we propose a general approach for
inferring uncertainty. Such approach is based on a probabilistic characterization of convex sets. In Section
3, we apply the proposed theory of inferring uncertainty to investigate concentration phenomena frequently
encountered in uncertain systems. New multidimensional probabilistic inequalities are developed which are
useful for analysis of control systems. In Section 4, we apply the probabilistic theory to analyze the stability
of control systems affected by parametric uncertainty. Section 5 is the conclusion. Most proofs are given
in Appendices.
In this paper, we shall use the following notations. The set of real numbers is denoted by R. The set
of nonnegative real numbers is denoted by R+. The d-dimensional Euclidean space is denoted by Rd. The
Euclidean norm is denoted by ||.||. The diameter of S ⊆ Rd is defined as sup{||x − y|| : x ∈ S, y ∈ S}.
The supremum of an empty set is defined as 0. The set minus operation is denoted by \. Let (Ω,F ,Pr)
denote the probability space. The mathematical expectation of random vector X is denoted by E[X ]. A
zero-mean random vector is a random vector such that all the elements of its expected value are zero.
Let X be a discrete random vector in Rd. A vector x in Rd is said to be a possible value of the discrete
random vector if Pr{X = x} > 0. That is, a vector x is said to be a possible value of a discrete random
vector if x is assumed by the discrete random vector with a positive probability.
The support of a random variable X in Rd is defined as the set whose complement consists of points
in Rd with zero probability density. We use the abbreviation “i.i.d.” for “independent and identically
distributed”. The other notations will be made clear as we proceed.
2 A General Theory for Inferring Uncertainty
In this section, we shall develop a general theory for inferring uncertainty. To make the inference more
realistic, we avoid the assumption that the exact distribution of uncertainty is known. We shall demonstrate
that a unified theory of inference can be established upon a stochastic characteristic of convex sets.
2.1 A Stochastic Characteristic of Convex Sets
Our investigation indicates that if a set in a finite-dimensional Euclidean space is convex, then the set
contains the expectation of any random vector almost surely contained by the set. More formally, we have
established the following result.
Theorem 1 If D is a convex set in Rn, then E[X ] ∈ D holds for any random vector X such that Pr{X ∈
D} = 1 and that E[X ] exists.
Theorem 1 is established in [8]. The converse of Theorem 1 asserts that if D is a set in Rn such that
E[X ] ∈ D holds for any random vector X such that Pr{X ∈ D} = 1 and that E[X ] exists, then D is
convex. This assertions is well known and is a direct consequence of the definition of a convex set.
Theorem 1 immediately implies Jensen’s inequality. To see this, note that if a function is convex, then
its epigraph, the region above its graph, is a convex set. Hence, if f is a convex function, then for any
random variable X , since (X, f(X)) is contained by the epigraph of f , it follows from Theorem 1 that
(E[X ], E[f(X)]) is contained by its epigraph. This implies that E[f(X)] ≥ f(E[X ]) by the notion of
epigraph.
The following result is due to Isii [17].
Theorem 2 Let X be a family of random vectors in Rd such that
Pr{X ∈ A } = 1, E[f (X)] = µ ∈ Rk for each X ∈ X ,
where A is a subset of Rd and f(x) is a function assuming values in Rk for x ∈ A . Let g(x) be real-valued
function of x ∈ A such that E[g(X)] exists for each X ∈ X . Then,
sup
X∈X
E[g(X)] = sup
Y ∈Y
E[g(Y )],
where
Y = {Y ∈ X : Y is a discrete random vector with at most k + 1 distinct possible values}.
This result is correct. However, in his original proof, Isii made a mistake by using an incorrect probability
measure in mathematical induction (see, [17, Lemma 2, page 191–192]).
In many applications, because of incomplete of information, the equality E[f(X)] = µ is hard to satisfy.
For example, in many cases, we may not know the exact value of the moment of a random variable. We
only have its range. Hence, to infer uncertainty in the most general setting, we propose to represent the
incomplete information by the constraint
E[f(X)] ∈ B,
where B is a subset of Rk. In this framework, we have the following result.
Theorem 3 Let X be a random vector in Rd such that Pr{X ∈ A } = 1 and E[f (X)] ∈ B, where A is a
subset of Rd, B is a subset of Rk, and f (x) is a function assuming values in Rk for x ∈ A . Let g(x) be a
real-valued function of x ∈ A such that E[g(X)] exists. Then,
E[g(X)] ≤ sup
Y ∈Y
E[g(Y )],
where Y is the family of discrete random vectors in Rd such that for each Y ∈ Y ,
Pr{Y ∈ A } = 1, E[f (Y )] ∈ B,
and Y has at most k + 1 distinct possible values.
See Appendix A for a proof. Making use of Theorem 3, we have the following result.
Theorem 4 Let X be a family of random vectors in Rd such that
Pr{X ∈ A } = 1, E[f(X)] ∈ B for each X ∈ X ,
where A is a subset of Rd, B is a subset of Rk, and f (x) is a function assuming values in Rk for x ∈ A .
Let g(x) be real-valued function of x ∈ A such that E[g(X)] exists for each X ∈ X . Then,
sup
X∈X
E[g(X)] = sup
Y ∈Y
E[g(Y )],
where
Y = {Y ∈ X : Y is a discrete random vector with at most k + 1 distinct possible values}.
Theorem 4 can be shown as follows.
By the assumption that E[g(X)] exists for each X ∈ X , according to Theorem 3, we have that
E[g(X)] ≤ sup
Y ∈Y
E[g(Y )]
for each X ∈ X . Thus,
sup
X∈X
E[g(X)] ≤ sup
Y ∈Y
E[g(Y )],
On the other hand, since Y is a subset of X , it must be true that
sup
X∈X
E[g(X)] ≥ sup
Y ∈Y
E[g(Y )].
So, the theorem must be true.
According to Theorem 4, we have
sup
Y ∈Y
E[g(Y )] = sup
{
k+1∑
ℓ=1
θℓg(yℓ) : θℓ ≥ 0 and yℓ ∈ A for ℓ = 1, · · · , k + 1,
k+1∑
ℓ=1
θℓ = 1,
k+1∑
ℓ=1
θℓf(yℓ) ∈ B
}
,
which can be computed by linear programming embedded with gradient search [2], and branch and bound
method [18].
For the important case that g(.) is an indicator function, we have the following result.
Theorem 5 Let X be a family of random vectors in Rd such that Pr{X ∈ A } = 1 and E[f (X)] ∈ B for
each X ∈ X , where A is a subset of Rd, B is a subset of Rk, and f(x) is a function assuming values in
R
k for x ∈ A . Then, supX∈X Pr{X ∈ C } = max{Pi : 1 ≤ i ≤ k + 1} for any subset C of A , where
Pi = sup
{
i∑
ℓ=1
θℓ : θℓ ≥ 0 for 1 ≤ ℓ ≤ k + 1, yℓ ∈ C for 1 ≤ ℓ ≤ i, yℓ ∈ A \ C for i < ℓ ≤ k + 1,
k+1∑
ℓ=1
θℓ = 1,
k+1∑
ℓ=1
θℓf(yℓ) ∈ B
}
for i = 1, · · · , k + 1.
See Appendix B for a proof.
Theorem 5 can be applied to compute bounds for the probability that a systems fails to satisfy pre-
specified requirements based on limited information of uncertainty. The bounds can be obtained by Linear
programming embedded with gradient search, and the branch and bound method. A demonstration of the
application of this theorem is given in Section 4.
2.2 Minimum-Range Random Variable Under Moment Constraints
Making use of Theorem 4, we have the following result.
Theorem 6 Let Z be a zero-mean random variable in R such that
E[Zk] ≥ 1 for k ≥ 2. (1)
Define LZ = sup{u ∈ R : Pr{Z ≥ u} = 1} and UZ = inf{v ∈ R : Pr{Z ≤ v} = 1}. Then, UZ − LZ ≥
√
5.
In particular, (1) holds and UZ − LZ =
√
5 if Z is a random variable such that Pr {Z = ϕ} = 1√
5 ϕ
and
Pr
{
Z = − 1
ϕ
}
= ϕ√
5
, where ϕ = 1+
√
5
2 is the golden ratio.
Making use of Theorem 4, we have the following result.
Theorem 7 Let Z be a zero-mean random variable in R such that
E[Z2] = 1, E[Zk] ≥ 1 for k ≥ 3. (2)
Define LZ = sup{u ∈ R : Pr{Z ≥ u} = 1} and UZ = inf{v ∈ R : Pr{Z ≤ v} = 1}. Then, max(UZ , |LZ |) ≥
ϕ, where ϕ = 1+
√
5
2 is the golden ratio. In particular, (2) holds and max(UZ , |LZ |) = ϕ if Z is a random
variable such that Pr {Z = ϕ} = 1√
5 ϕ
and Pr
{
Z = − 1
ϕ
}
= ϕ√
5
.
3 Concentration Phenomena in Euclidean Space
In many applications, uncertainties can be represented as random vectors in Euclidean space. Consequently,
useful insight of the impact of uncertainty to control and decision may be obtained by investigating the
concentration phenomena of the relevant random vectors. In the sequel, we shall develop multivariate
concentration inequalities for random vectors, which generalize Chernoff-Hoeffding inequalities [9, 15]. For
that purpose, we shall first propose a unified approach for deriving exponential inequalities which uniformly
hold for all values of time for stochastic processes.
3.1 Uniform Exponential Inequalities
The following results provide a unified method for deriving uniform exponential inequalities for real-valued
stochastic processes.
Theorem 8 [Chen (2012)] Let Vt be a non-negative, right-continuous function of t ∈ [0,∞). Let {Xt, t ∈
R
+} be a right-continuous stochastic process such that E[exp(s(Xt′ − Xt)) | Ft] ≤ exp((Vt′ − Vt)ϕ(s))
almost surely for arbitrary t′ ≥ t ≥ 0 and s ∈ (0, b), where b is a positive number or infinity, ϕ(s) is a
non-negative function of s ∈ (0, b), and Ft is the σ-algebra generated by {Xt′ , 0 ≤ t′ ≤ t}. Let τ ≥ 0 and
γ > 0. Then,
Pr
{
sup
t>0
[
Xt −X0 − γVτ −
ϕ(s)
s
(Vt − Vτ )
]
≥ 0
}
≤ [exp (ϕ(s)− γs)]Vτ ∀s ∈ (0, b). (3)
In particular, if {s ∈ (0, b) : ϕ(s) ≤ γs} is nonempty and the infimum of ϕ(s)−γs with respect to s ∈ (0, b)
is attained at s∗ ∈ (0, b), then
Pr
{
sup
t>0
[
Xt −X0 − γVτ −
ϕ(s∗)
s∗
(Vt − Vτ )
]
≥ 0
}
≤ [exp(ϕ(s∗)− γs∗)]Vτ ≤ 1, (4)
and 0 ≤ ϕ(s∗)
s∗
≤ γ.
Theorem 8 is established in [6, 7]. A proof is reproduced in Appendix C. More generally, we have the
following results.
Theorem 9 Let {V(s, t), t ∈ R+} be a real-valued stochastic process parameterized by s ∈ (0, b), where b
is a positive number or infinity. Let {Xt, t ∈ R+} be a real-valued stochastic process with X0 = 0. Let
{Z(s, t), t ∈ R+} be a right-continuous supermartingale, which is parameterized by s ∈ (0, b) and adapted
to the natural filtration generated by {V(s, t), t ∈ R+} and {Xt, t ∈ R+} such that for all s ∈ (0, b),
E[Z(s, 0)] ≤ C and exp(sXt − V(s, t)) ≤ Z(s, t) almost surely for all t ∈ R+.
Let λ be a real number and g(s) be a function of s ∈ (0, b). Then,
Pr
{
sup
t>0
[
Xt − λ− V(s, t)− g(s)
s
]
≥ 0
}
≤ C exp(g(s)− λs) for all s ∈ (0, b). (5)
In particular, the following assertions hold:
(I) If the infimum of g(s) with respect to s ∈ (0, b) is attained at s∗ ∈ (0, b), then
Pr
{
supt>0
[
Xt − λ−
V(s∗,t)−g(s∗)
s∗
]
≥ 0
}
≤ C exp(g(s∗)− λs∗).
(II) If V(s, t) is a deterministic function of s ∈ (0, b) and t ∈ R+, then
Pr
{
supt>0
[
Xt − λ−
V(s,t)−V(s,τ)
s
]
≥ 0
}
≤ C exp(V(s, τ )− λs) for all s ∈ (0, b) and τ ∈ R+.
(III) If V(s, t) = ϕ(s)Vt, where ϕ(s) is a deterministic function of s ∈ (0, b) and {Vt, t ∈ R+} is a
deterministic or stochastic process, then
Pr
{
supt>0
[
Xt − λ−
ϕ(s)
s
(Vt −m)
]
≥ 0
}
≤ C exp(mϕ(s)− λs) for all s ∈ (0, b) and m ∈ R.
Proof. To prove Theorem 9, note that for all s ∈ (0, b),
Pr
{
supt>0
[
Xt − λ−
V(s,t)−g(s)
s
]
≥ 0
}
= Pr
{
supt>0 s
[
Xt − λ−
V(s,t)−g(s)
s
]
≥ 0
}
= Pr{supt>0 [sXt − V(s, t)] ≥
λs − g(s)} = Pr
{
supt>0 exp (sXt − V(s, t)) ≥ exp(λs− g(s))
}
≤ Pr
{
supt>0Z(s, t) ≥ exp(λs− g(s))
}
. By the
supermartingale inequality, we have
Pr
{
supt>0
[
Xt − λ−
V(s,t)−g(s)
s
]
≥ 0
}
≤ E[Z(s,0)]
exp(λs−g(s))
≤ C
exp(λs−g(s))
= C exp(g(s)− λs)
for all s ∈ (0, b). This proves (5), from which the particular assertions immediately follow. ✷
It should be noted that if ϕ(s) has the characteristic of a cumulant-generating function, then the
assertion (III) of Theorem 9 can be applied to deduce Theorem 1(b) of [16].
3.2 Using Moment Generating Functions
Making use of moment generating functions pertained to vector magnitude of random vectors, we have
obtained the following results.
Theorem 10 Let X,X1, · · · , Xn be i.i.d. zero-mean random vectors. Let Z be a zero-mean random
variable in R such that E[Zk] ≥ 1 for k ≥ 2. Assume that there exists a function M (s) such that
E[esZ||X||] ≤ M (s) for all s ∈ (−τ, τ), where τ > 0. Then, for any ε > 0,
Pr
{∣∣∣∣∣
∣∣∣∣∣ 1n
n∑
i=1
Xi
∣∣∣∣∣
∣∣∣∣∣ ≥ ε
}
≤ Pr
{
max
1≤ℓ≤n
∣∣∣∣∣
∣∣∣∣∣
ℓ∑
i=1
Xi
∣∣∣∣∣
∣∣∣∣∣ ≥ nε
}
≤ inf
t∈(0,τ)
e−ntε {[M (t)]n + [M (−t)]n} . (6)
In particular, (6) holds if the associated random variable Z has a distribution such that Pr {Z = ϕ} = 1√
5 ϕ
and Pr
{
Z = − 1
ϕ
}
= ϕ√
5
, where ϕ = 1+
√
5
2 is the golden ratio.
In the case that the moment generating function of the magnitude of a random vector exists, we have
the following result.
Theorem 11 Let X,X1, · · · , Xn be i.i.d. zero-mean random vectors such that E[es||X||] = g(s) for all
s ∈ (−τ, τ), where τ > 0. Let ϕ = 1+
√
5
2 be the golden ratio. Define
h(t, ε, n) = e−ntε
{[
g(ϕt)
ϕ
+ ϕg
(
− t
ϕ
)]n
+
[
g(−ϕt)
ϕ
+ ϕg
(
t
ϕ
)]n}
for ε > 0 and t ∈ (0, τ). Then, for any ε > 0,
Pr
{∣∣∣∣∣
∣∣∣∣∣ 1n
n∑
i=1
Xi
∣∣∣∣∣
∣∣∣∣∣ ≥ ε
}
≤ Pr
{
max
1≤ℓ≤n
∣∣∣∣∣
∣∣∣∣∣
ℓ∑
i=1
Xi
∣∣∣∣∣
∣∣∣∣∣ ≥ nε
}
≤ 1√
5n
× inf
t∈(0,τ)
h(t, ε, n),
where h(t, ε, n) is a convex function of t ∈ (0, τ) for fixed ε > 0 and n.
3.3 Bounded Random Vectors
Because of physical limitations, the magnitude of uncertainty affecting systems are actually bounded.
Hence, it is of particular importance to investigate the concentration phenomena of bounded random
vectors.
3.3.1 Using Information of Support
In the case that the bounds on the magnitude of random vectors are available, we have the following result.
Theorem 12 Let X1, · · · , Xn be independent zero-mean random vectors such that Pr{||Xi|| ≤ ri} = 1 for
i = 1, · · · , n. Then, for all ε > 0,
Pr
{∣∣∣∣∣
∣∣∣∣∣ 1n
n∑
i=1
Xi
∣∣∣∣∣
∣∣∣∣∣ ≥ ε
}
≤ Pr
{
max
1≤ℓ≤n
∣∣∣∣∣
∣∣∣∣∣
ℓ∑
i=1
Xi
∣∣∣∣∣
∣∣∣∣∣ ≥ nε
}
≤ 2 exp
(
−2nε
2
5V
)
,
where V = 1
n
∑n
i=1 r
2
i .
If the diameters of the domain containing random vectors are known, we have the following result.
Theorem 13 Let X1, · · · , Xn be independent zero-mean random vectors such that Xi has a support of
diameter Di for i = 1, · · · , n. Then, for all ε > 0,
Pr
{∣∣∣∣∣
∣∣∣∣∣ 1n
n∑
i=1
Xi
∣∣∣∣∣
∣∣∣∣∣ ≥ ε
}
≤ Pr
{
max
1≤ℓ≤n
∣∣∣∣∣
∣∣∣∣∣
ℓ∑
i=1
Xi
∣∣∣∣∣
∣∣∣∣∣ ≥ nε
}
≤ 2 exp
(
−2nε
2
5V
)
,
where V = 1
n
∑n
i=1D
2
i .
For vector-valued martingales of bounded increments, we have derived maximal inequalities as follows.
Theorem 14 Suppose {Xk : k = 0, 1, 2, 3, · · · } is a vector-valued martingale and Pr{||Xk − Xk−1|| ≤
ck} = 1 for k ∈ N. Then,
Pr {||Xn −X0|| ≥ ε} ≤ 2 exp
(
− 2ε
2
5
∑n
k=1 c
2
k
)
for all positive integers n and all positive reals ε.
3.3.2 Using Information of Support and Variance
To make use of the information of each component of random vectors, we have the following results.
Theorem 15 Let X = [x1, · · · ,xd] be a zero-mean random vector such that E[||X ||2] ≤ σ2, the components
x1, · · · ,xd are mutually independent, and Pr{|xi| ≤ ri} = 1 for i = 1, · · · , d. Then,
Pr{||X || ≥ ε} ≤ exp
(
−2(ε
2 − σ2)2∑d
i=1 r
4
i
)
for ε > σ.
If we know the range of each component of random vectors, we have the following result.
Theorem 16 Let X = [x1, · · · ,xd] be a zero-mean random vector such that the components x1, · · · ,xd
are mutually independent and that Pr{ai ≤ xi ≤ bi} = 1 for i = 1, · · · , d. Define σ2 =
∑d
i=1 |aibi|. Then,
Pr{||X − µ|| ≥ ε} ≤ exp
(
− 2(ε
2 − σ2)2∑d
i=1(bi − ai)4
)
for ε > σ.
Making use of the variance information of random vectors, we have derived simple exponential inequal-
ities as follows.
Theorem 17 Let X1, X2, · · · be independent zero-mean random vectors such that for n ∈ N,
n∑
i=1
E[||Xi||2] ≤ s2n, Pr{||Xi|| ≤ cnsn for i = 1, · · · , n} = 1,
where cn > 0 and sn > 0. Let ϕ =
1+
√
5
2 be the golden ratio. Then,
Pr
{
max
1≤ℓ≤n
∣∣∣∣∣
∣∣∣∣∣
ℓ∑
i=1
Xi
∣∣∣∣∣
∣∣∣∣∣ ≥ xsn
}
≤ 2 exp
(
−x
2
2
(
1− xϕcn
2
))
for 0 < x < 1
ϕcn
.
Making use of the variance and range information of random vectors, we have derived tight inequalities
as follows.
Theorem 18 Let X1, · · · , Xn be independent zero-mean random vectors such that
∑n
i=1 E[||Xi||2] ≤ nσ2
and Pr{||Xi|| ≤ r} = 1 for i = 1, · · · , n, where σ ≥ 0 and r > 0. Let ϕ = 1+
√
5
2 be the golden ratio. Then,
Pr{∣∣∣∣ 1
n
∑n
i=1Xi
∣∣∣∣ > r} = 0 and
Pr
{∣∣∣∣ 1
n
∑n
i=1Xi
∣∣∣∣ ≥ ε} ≤ Pr{max1≤ℓ≤n ∣∣∣∣∣∣∑ℓi=1Xi∣∣∣∣∣∣ ≥ nε}
= inft>0 e
−ntε
{[
(ϕr)2
σ2+(ϕr)2
exp
(
− tσ
2
ϕr
)
+ σ
2
σ2+(ϕr)2
exp(tϕr)
]n
+
[
r2
r2+(ϕσ)2
exp
(
− tϕσ
2
r
)
+ (ϕσ)
2
r2+(ϕσ)2
exp
(
tr
ϕ
)]n}
≤ 2
[(
σ2
σ2+ϕrε
)σ2+ϕrε (
1− ε
ϕr
)ϕrε−(ϕr)2] nσ2+(ϕr)2
≤ 2
[(
σ2
σ2+ϕrε
)σ2+ϕrε
exp (ϕrε)
] n
(ϕr)2
≤ 2 exp
(
− nε
2
2(σ2+ϕrε
3
)
)
for 0 < ε ≤ r.
To apply Theorem 18, we need to bound ||X − µ|| and E[||X − µ||2]. For this purpose, we have the
following result.
Theorem 19 Let X be a random vector with mean µ = E[X ] and a support of diameter D. Then,
||X − µ|| ≤ D and E[||X − µ||2] ≤ D22 .
If random vector X is bounded within an ellipse, we have the following result.
Theorem 20 Let X be a random vector such that ||AX + b|| ≤ c, where A is an invertible matrix. Then,
||X − µ|| ≤ ||A−1|| × [c+ ||Aµ+ b||], E[||X − µ||2] ≤ ||A−1|| × [c2 − ||Aµ+ b||2],
where µ = E[X ].
It should be noted that Theorem 20 is an extension of Bhatia-Davis inequality [4].
P(s)C(s)
r +
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Figure 1: Uncertain System
4 Stability of Uncertain Dynamic Systems
In this section, we shall apply the proposed theory of inferencing function of uncertainties to study the
stability of uncertain systems. Consider a system which has been studied in [14] by a deterministic approach.
The system is as shown in Figure 1.
The compensator is C(s) = s+2
s+10 and the plant is P (s) =
800(1+0.1η1)
s(s+4+0.2η2)(s+6+0.3η3)
with parametric uncer-
tainty |ηi| ≤ 0.16, |E[ηi]| < 0.05 for i = 1, 2, 3. The transfer function of the system is T (s) = C(s)P (s)1+C(s)P (s) .
The characteristic polynomial of the system is
s(s+ 10)(s+ 4+ 0.2η2)(s+ 6 + 0.3η3) + 800(1 + 0.1η1)(s+ 2) = s
4 + a1s
3 + a2s
2 + a3s+ a4,
where
a1 = 20 + 0.2η2 + 0.3η3, a2 = (4 + 0.2η2)(6 + 0.3η3) + 10(10 + 0.2η2 + 0.3η3),
a3 = 10(4 + 0.2η2)(6 + 0.3η3) + 800(1 + 0.1η1), a4 = 1600(1 + 0.1η1).
By the Routh stability criterion, the system is stable if and only if
a1 > 0, a1a2 − a3 > 0, (a1a2 − a3)a3 − a21a4 > 0, a4 > 0,
that is, h(η1, η2, η3) > 0, where h(η1, η2, η3) = min{a1, a4, a1a2 − a3, (a1a2 − a3)a3 − a21a4}. Hence, if we
define
X = [η1, η2, η3], f(X) = X, g(X) = I{h(η1,η2,η3)>0},
A = {(x1, x2, x3) : |xi| < 0.16, i = 1, 2, 3}, B = {(x1, x2, x3) : |xi| < 0.05, i = 1, 2, 3},
C = {(x1, x2, x3) : h(x1, x2, x3) ≤ 0},
then
Pr{The system is unstable} = Pr{X ∈ C },
subject to
Pr{X ∈ A } = 1, E[f (X)] ∈ B.
Therefore, we can apply Theorem 5 to compute a deterministic bound for Pr{The system is unstable}.
With less than 0.05 second, we obtained such upper bound as 0.00031 by a computer program which
implements linear programming embedded with the gradient search and the branch and bound algorithms.
5 Conclusion
In this paper, we have developed a general theory for inferring uncertainty. We have applied the gen-
eral theory to investigate concentration phenomena of random vectors. Multidimensional probabilistic
inequalities have been developed which can be useful for the analysis of control and decision affected by
uncertainty. We have derived computable tight bounds for the expected values of functions of uncertainty
which represent performance of systems. The applications of such results are illustrated by an investigation
of the stability of an uncertain system.
A Proof of Theorem 3
Note that since all elements in Y are discrete random vectors, the associated expectation E[g(Y )] of any
Y ∈ Y must exist. Hence, supY ∈Y E[g(Y )] is well-defined provided that Y has at least one element.
Hence, it suffices to show that the family Y contains at least one element Y with E[g(Y )] ≥ E[g(X)].
Define S = {(u, v) : u = f(x), v = g(x), x ∈ A }. Then, Pr{(f(X), g(X)) ∈ S} = 1. Note that the
convex hull of S, denoted by conv(S), is convex. By assumption, both E[f (X)] and E[g(X)] exist. Hence,
by Theorem 1,
(E[f (X)], E[g(X)]) ∈ conv(S).
Note that S is a subset of (k + 1)-dimensional vector space. According to Carathodory’s theorem, there
exists m ≤ k + 2 points, x1, · · · , xm in S such that (E[f (X)], E[g(X)]) is a convex combination of
x1, · · · , xm. The points x1, · · · , xm are vertexes of the simplex which consists of all convex combinations
of x1, · · · , xm. Consider half-line {(u, v) : u = E[f (X)], v ≥ E[g(X)]}. There must exist w ≥ E[g(X)] such
that (E[f (X)], w) lie in a proper face of the simplex.
Without loss of generality, let x1, · · · , xm−1 be the vertex of such proper face. Then, there exist
nonnegative numbers p1, · · · , pm−1 such that
∑m−1
i=1 pi = 1 and that
E[f (X)] =
m−1∑
i=1
pif(xi), w =
m−1∑
i=1
pig(xi).
Hence, we can define a discrete random vector Y of (m−1) ≤ k+1 possible values such that Pr{Y = xi} = pi
for i = 1, · · · ,m− 1. Clearly,
Pr{Y ∈ A } = 1, E[f(Y )] =
m−1∑
i=1
pif (xi) = E[f (X)] ∈ B, E[g(Y )] =
m−1∑
i=1
pig(xi) = w ≥ E[g(X)].
This shows that the family Y contains at least one element Y with E[g(Y )] ≥ E[g(X)]. The proof of the
theorem is thus complete.
B Proof of Theorem 5
For y ∈ A , define g(y) such that g(y) = 1 if y ∈ C and that g(y) = 0 if y ∈ A \C . According to Theorem
4, we have
sup
X∈X
Pr{X ∈ C } = sup
{
k+1∑
ℓ=1
θℓg(yℓ) : θℓ ≥ 0 and yℓ ∈ A for ℓ = 1, · · · , k + 1,
k+1∑
ℓ=1
θℓ = 1,
k+1∑
ℓ=1
θℓf (yℓ) ∈ B
}
= max{Qi : 1 ≤ i ≤ k + 1},
where
Qi = sup
{
k+1∑
ℓ=1
θℓg(yℓ) : θℓ ≥ 0 and yℓ ∈ A for ℓ = 1, · · · , k + 1,
k+1∑
ℓ=1
θℓ = 1,
k+1∑
ℓ=1
g(yℓ) = i,
k+1∑
ℓ=1
θℓf(yℓ) ∈ B
}
for i = 1, · · · , k + 1. Define Ei = {(b1, · · · , bk+1) :
∑k+1
ℓ=1 bℓ = i, where bℓ ∈ {0, 1} for ℓ = 1, · · · , k + 1} for
i = 1, · · · , k + 1. Then, Qi = max{h(b1, · · · , bk+1) : (b1, · · · , bk+1) ∈ Ei}, where h(b1, · · · , bk+1) is defined
as sup{
∑k+1
ℓ=1 θℓbℓ : θℓ ≥ 0 and yℓ ∈ A , g(yℓ) = bℓ for ℓ = 1, · · · , k + 1,
∑k+1
ℓ=1 θℓ = 1,
∑k+1
ℓ=1 θℓf(yℓ) ∈ B} for
i = 1, · · · , k+ 1. Consider (b1, · · · , bk+1) ∈ Ei such that bℓt = 1 for 1 ≤ t ≤ i and bℓt = 0 for i < t ≤ k+1.
Define xt = yℓt and ϑt = θℓt for t = 1, · · · , k + 1. Then, h(b1, · · · , bk+1) is equal to
sup
{
i∑
ℓ=1
ϑℓ : ϑℓ ≥ 0 for 1 ≤ ℓ ≤ k + 1, xℓ ∈ C for 1 ≤ ℓ ≤ i, xℓ ∈ A \ C for i < ℓ ≤ k + 1,
k+1∑
ℓ=1
ϑℓ = 1,
k+1∑
ℓ=1
ϑℓf(xℓ) ∈ B
}
,
which is the same as Pi. Hence, we have established that h(b1, · · · , bk+1) = Pi holds for all (b1, · · · , bk+1) ∈
Ei for 1 ≤ i ≤ k+1. It follows that Qi = Pi for 1 ≤ i ≤ k+1. Therefore, supX∈X Pr{X ∈ C } = max{Qi :
1 ≤ i ≤ k + 1} = max{Pi : 1 ≤ i ≤ k + 1}. This completes the proof of the theorem.
C Proof of Theorem 8
Define Wt = exp(s(Xt − X0) − ϕ(s)Vt) for t ≥ 0 and s ∈ (0, b). Then, for all s ∈ (0, b) and arbitrary
t′ ≥ t ≥ 0, we have
E[Wt′ | Ft] = E [exp(s(Xt′ −X0)− ϕ(s)Vt′) | Ft] = E [exp(s(Xt′ −Xt)− ϕ(s)(Vt′ − Vt)) Wt | Ft]
= Wt exp(−ϕ(s)(Vt′ − Vt)) E [exp(s(Xt′ −Xt)) | Ft] ≤Wt.
Hence, for any s ∈ (0, b), (Wt,Ft)t∈R+ is a super-martingale with E[W0] = E[exp(−ϕ(s)V0)] ≤ 1. By the
assumption on the continuity of the sample paths of {s(Xt − x0) − ϕ(s)Vt}t>0, we have that almost all
sample paths of (Wt)t∈R+ is right-continuous.
To prove (3), note that for any s ∈ (0, b) and real number γ > 0,
Pr
{
sup
t>0
[
Xt −X0 − γVτ −
ϕ(s)
s
(Vt − Vτ )
]
≥ 0
}
= Pr
{
sup
t>0
[
Xt −X0 − γVτ −
ϕ(s)
s
(Vt − Vτ )
]
s ≥ 0
}
= Pr
{
sup
t>0
[s(Xt −X0)− ϕ(s)Vt − γsVτ + ϕ(s)Vτ ] ≥ 0
}
= Pr
{
sup
t>0
[s(Xt −X0)− ϕ(s)Vt] ≥ γsVτ − ϕ(s)Vτ
}
= Pr
{
sup
t>0
Wt ≥ exp (γsVτ − ϕ(s)Vτ )
}
(7)
≤ exp (ϕ(s)Vτ − γsVτ ) (8)
= [exp (ϕ(s)− γs)]Vτ .
Here, we have used the definition of Wt in (7). The inequality (8) follows from the super-martingale
inequality. This proves (3) and thus (4) immediately follows. This concludes the proof of the theorem.
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