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Ultraslow diffusion (i.e. logarithmic diffusion) has been extensively studied theoretically, but has
hardly been observed empirically. In this paper, firstly, we find the ultraslow-like diffusion of the
time-series of word counts of already popular words by analysing three different nationwide language
databases: (i) newspaper articles (Japanese), (ii) blog articles (Japanese), and (iii) page views of
Wikipedia (English, French, Chinese, and Japanese). Secondly, we use theoretical analysis to show
that this diffusion is basically explained by the random walk model with the power-law forgetting
with the exponent β ≈ 0.5, which is related to the fractional Langevin equation. The exponent
β characterises the speed of forgetting and β ≈ 0.5 corresponds to (i) the border (or thresholds)
between the stationary and the nonstationary and (ii) the right-in-the-middle dynamics between
the IID noise for β = 1 and the normal random walk for β = 0. Thirdly, the generative model of
the time-series of word counts of already popular words, which is a kind of Poisson process with
the Poisson parameter sampled by the above-mentioned random walk model, can almost reproduce
not only the empirical mean-squared displacement but also the power spectrum density and the
probability density function.
PACS numbers: 89.75.Da, 89.65.Ef, 89.20.Hh
1. INTRODUCTION
A language is a typical complex system, and is char-
acterised by well-known language-independent statistical
laws such as Zipf’s law and Heap’s law [1]. In this study,
we investigate the dynamical statistical properties in lan-
guages by using massive databases related to word usage
that has developed in the past 10 years. Especially, we
focus on the stability or the slowness of change in the
usage of already popular words from the viewpoint of
diffusion on a complex system and show that common
logarithmic diffusion (i.e. very slow diffusion or change)
is approximately observed by some languages or media.
Diffusion on complex systems, which is an attractive
research topic in physics or complex system science, has
been extensively studied both theoretically and empir-
ically and has been applied to various systems such as
biological or social systems. The diffusion on complex
systems is basically characterised by the mean-squared
displacement (MSD). The vast majority of studies re-
ported that MSD growth occurs asymptotically accord-
ing to the power law, 〈
x2(t)
〉 ∝ tα. (1)
In the case of α = 1, the diffusion corresponds to nor-
mal diffusion, such as the diffusion of particles in water,
which is modelled using a random walk. In other cases, it
∗E-mail: hayafumi.watanabe@gmail.com
is known as anomalous diffusion, especially, it is termed
subdiffusion for 0 < α < 1 and superdiffusion for α > 1.
Many complex systems have been shown to exhibit this
power-law type of anomalous diffusion in diverse areas,
such as physics, chemistry, geophysics, biology, and econ-
omy [2, 3]. In theoretical studies, anomalous diffusion is
explained using the correlation of random noise (e.g. a
random walk in disordered media) [4], a finite-variance
(e.g. a Levy flight) [2, 4], a power-law wait time (e.g. a
continuous random walk) [2, 4, 5], and a long memory
(e.g. a fractional random walk) [5, 6].
Another class of anomalous diffusion is predicted by
theories, where the MSD growths logarithmically,〈
x2(t)
〉 ∝ log(t)α (2)
This type of diffusion is known as “ultraslow diffusion”.
One of the best-known examples that was first discovered
is the diffusion in a disordered medium (it is known as
Sinai diffusion for α = 4 ) [7]. Thereafter, other types
of models that explain ultraslow diffusion have also been
proposed such as continuous random walk (CTRW) with
the waiting time generated by the logarithmic-form prob-
ability density function [8], CTRW with waiting time
generated by the power-form probability density function
and the excluded volume effect [9], temporal change of
diffusion coefficients [10], spatial changes [11], and frac-
tional dynamics [12].
Although many theoretical studies of ultraslow diffu-
sion have been reported, we were unable to find empiri-
cal examples thereof. A rare example of diffusion related
to the logarithmic function, which is similar but differ-
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2ent from the “ultraslow diffusion” defined by Eq. 2 (i.e.
∝ log(t)α), is the mobility of humans measured by mobile
phone data. In this study, by using both data and mod-
els, the authors insisted that the MSD grows according
to log(log(t))α or becomes saturated (i.e. the MSD grows
slower than log(t)α). This diffusion is mainly explained
by the CTRW and preferential return (to home) effects
[13]. Diffusion resembling this very slow diffusion was
also observed in the mobility of monkeys and the authors
maintained that this diffusion may be explained by the
heterogeneity of the space such as by Sinai’s model [14].
Note that logarithmic “relaxation” phenomena, which
are known as “ageing”, are observed in many systems
such as paper crumpling [15] and grain compalification
[16].
We investigate the stability or dynamic usage of al-
ready popular words. In other words, we focus only on
the dynamics of the “mature phase” in the life trajectory
of words (consisting of an “infant phase”, an “adolescent
phase”, and a “mature phase”) [17, 18]. The pioneer
study of a stability and variation of language from the
viewpoint on the dynamical statistical property was given
by Erez Lieberman et. al [19]. In this study, the regu-
larization of English verbs (i.e., change from irregular to
regular verbs) over the past 1200 years was investigated,
and the 0.5th power law of the regularization rate as a
function of word frequencies (i.e., higher frequency words
involve less changes, or are more stable) was noted. This
study quantified the stability of language on a histori-
cal timescale (i.e., from 100 to 1000 years). In contrast,
our study focuses on stability on a shorter timescale (i.e.,
from 1 day to 10 years). Note that some findings relat-
ing to the dynamics or properties of words in the “infant
phase”, the “adolescent phase” or total life trajectory
(i.e. from birth to death) were conducted by using the
Google Ngram data corpus (in which word frequencies
occurring in printed books from 1520 to 2000 are given)
[17, 18, 20]. In these studies, the authors found some
statistical properties such as the typical time to reach
the “adolescent phase” is about 20 or 30 years; the MSD
is superdiffusion and the dynamics are related to Yule’s,
Simons, Gibrat’s, and preferential attachment processes
[17, 18].
Note that physicists have studied linguistic phenom-
ena using the concepts of complex systems [21], such as
competitive dynamics [22], statistical laws [1], complex
networks [23], the phase transition and the information
theory [24].
In this paper, in order to quantify “the stability” or
“the speed of change” of the usage of already popu-
lar words (i.e. the mature phase) precisely, we measure
the MSD by using actual data and introduce the time-
evolution model of frequencies of words for it. In addi-
tion, we clarify the dynamics behind this diffusion.
Firstly, we investigate the MSD of the time series of
word counts of three actual types of data: (i) news-
papers for 10 years (Japanese), (ii) blogs for 5 years
(Japanese) and (iii) Wikipedia page views for 2 years
(English, French, Chinese and Japanese). This approach
enabled us to observe an ultraslow-like diffusion for all
data (Figs. 2 and 3).
Secondly, we discuss the relation between empirical re-
sults and the random walk model with the power-law
forgetting given by Eq. 10, which is related to the frac-
tional Langevin equation, and can essentially explain the
ultraslow diffusion.
Thirdly, we introduce a model of word counts sam-
pled from the Poisson process (Eq. 27) of which the rate
is generated by the previously mentioned random walk
model (Eq. 10), in order to connect the ultraslow dif-
fusion explained by Eq. 10, with peculiar properties of
word count data, such as discreteness(i.e. counts take
0, 1, 2, 3, · · · ). In addition, we show that the model can
consistently reproduce the following empirical dynamical
statistical properties (Fig. 5):
(i) Mean squared displacement [MSD],
σj(L) =
T−L∑
t=1
(fj(t+ L)− fj(t))2
T − L (3)
(ii) Power spectral density [PSD] (periodogram),
P (ν; fj) =
1
T
∣∣∣∣∣
T∑
t=1
exp(−i2piνt)fj(t)
∣∣∣∣∣
2
(4)
(iii) Probability density function [PDF] (histogram)
q(x; {fj(t+ L)− fj(t)})
=
#{t|x− δ2 ≤ fj(t+ L)− fj(t) < x+ δ2}
δ × (T − L) , (5)
where fj(t) (t = 1, 2, 3 · · · , T ) is the word count scaled
by the database size at the date t defined by Section 2.2;
T is the last date of observation; L is a time lag (positive
integer, 1 ≤ L ≤ T ); ν is a (spectral) frequency; δ > 0 is
the bin size of a histogram; x represents the value of a bin
of a histogram; and #A means the number of elements
of the set A.
Finally, we conclude with a discussion.
2. DATA SET
Our data analysis involved analysing the daily time-
series of the word counts in newspapers (Japanese), blogs
(Japanese), and Wikipedia page views (English, French,
Chinese, and Japanese).
2.1. Data sources
a. Newspapers We obtained the time-series of
word appearance per day in nation-wide Japanese news-
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FIG. 1: Time-series of word appearance on Japanese blogs: (a) Example of a daily time-series of raw word appearance for
“Sanada (i.e. well-known family name)”, gj(t) on Japanese blogs. (b) Daily time-series of the normalised total number of blogs
(i.e., the normalised scale of database), m(t), which is estimtaed by Appendix A. (c) Daily corresponding time series of word
appearances scaled by the normalised total number of blogs (i.e., the normalised scale of database), fj(t) = gj(t)/m(t). We
can confirm that the time-variation of raw word appearances gj(t) shown in panel (a) is almost the same as that of the total
number of blogs m(t) shown in panel (b).
papers by using the “Shinbun trend in NIKKEI Tele-
com” database, which was provided by Nikkei Inc. Us-
ing the database, we obtained the daily number of arti-
cles containing a keyword from 80 newspapers published
in Japan between Jan. 2005 and Sep. 2017 [25]. Note
that if an article contains more than two focused key-
words (e.g. key word “dog”: “There is a dog. The dog is
big.”), the system counts it as one article. We used the
top 10,000 ranked words in frequency order as keywords.
We referred to the pages entitled ”Wiktionary:Frequency
lists” in Wiktionary [26] to obtain the rank of the word
frequency.
b. Blogs We obtained the time-series of the daily
number of articles containing a keyword in nationwide
Japanese blogs using a large database of Japanese blogs
(”Kuchikomi@kakaricho”) provided by Hottolink, Inc.
This database contains 3 billion articles of Japanese
blogs, which covers 90% of Japanese blogs from Nov.
2006 to Dec. 2012 [27]. Note that in common with the
newspaper data, if one article contains more than two fo-
cused keywords, the system counts it as one article. We
used 1,771 basic adjectives and 60,476 nouns as keywords
from ipa-dic [28].
c. Wikipedia page views We obtained daily
Wikipedia pageviews using PageviewAPI, which is a
public API developed and maintained by the Wikime-
dia Foundation. This API provides analytical data
about article pageviews (or the number of page loads)
of Wikipedia. By inputting an article title as a keyword
(e.g. “dog”), a time period (e.g. from 1st Jan. 2017 to
31st Nov. 2017) and a language (e.g. English Wikipedia)
to the API, we can obtain time-series of count data on
how many times people have visited the focused article
(e.g. the number of loads or pageviews of the “dog” page
in the English Wikipedia) per day during a given time
period. Although Wikipedia page views are not the word
appearance of a keyword in documents unlike newspaper
data and blog data, they are often used to investigate
the daily changes of concerns of keywords (or article) in
common with newspaper and blog data. We obtained
the data of the English, French, Chinese, and Japanese
pages from Jul. 2015 to Sep. 2017 [29]. We used the top
10,000 ranked words in frequency order as keywords [27]
with respect to each language. To obtain the rank of the
word frequency, we referred to the pages entitled ”Wik-
tionary:Frequency lists” in Wiktionary as is the case with
the newspaper data [26].
2.2. Normalised time-series of word appearances
We define herein as follows the notation of the time-
series of the word counts gj(t) and the normalised word
counts fj(t):
• gj(t) (t = 1, 2, 3, · · · , T ) (j = 1, 2, 3, · · · ,W ) is the
raw daily counts of the j-th word within the nation-
wide dataset (Fig.1(a)), where T is the last date of
observation, and W is the number of observed key-
words.
Concretely speaking, for the newspaper and blog
data, gj(t) corresponds to the daily number of ar-
ticles containing the j-th keyword in the database.
For the Wikipedia page view data, it corresponds
to the daily page view of an article entitled the j-th
keyword (how many times people have visited the
focused article).
• fj(t) = gj(t)/m(t) is the time-series of the daily
count normalised by the temporal scale of database
m(t) (Fig. 1 (c)).
fj(t) corresponds to the original time deviation of
the j-th word separated from the effects of devi-
ations in the scale of database m(t) (Figs. 1 (b)
and (c)). The scale of database m(t) almost corre-
sponds to the (normalised) total number of articles
(i.e. temporal database size) for the newspaper and
blog data. For the Wikipedia data, it conceivable
4that m(t) almost corresponds to the (normalised)
total temporal number of users of Wikipedia of a
focused language (m(t) does not correspond to the
size or number of articles of Wikipedia of a focused
language itself.). m(t) is estimated herein by the
ensemble median of the number of words at time t,
as described in the Appendix A. m(t) assumes that∑T
t=1m(t)/T = 1 for normalisation (Fig.1(b)).
3. DATA ANALYSIS: ULTRASLOW-LIKE
DIFFUSION IN THE EMPIRICAL DATA
We next calculate the MSD of the actual data. We use
the following temporal MSD for data analysis,
〈
f2j (L)
〉 ≈ ∑T−Lt=1 (fj(t+ L)− fj(t))2
T − L ≡ σ
2
j (L), (6)
where L is the time lag (e.g. for L = 7, it corresponds to
a weekly difference; for L = 30, it corresponds to almost
a monthly difference; and for L = 365, it corresponds
to a yearly difference.). Thus, the MSD quantifies the
changes of word counts of the focused keyword growth in
L days. Note that the statistics has a meaning when the
differential {(fj(t + L) − fj(t))} is steady. {fj(t)} (the
normalised counts by the scaled database size) sampled
from our mathematical model (described subsequently)
do not contradict with this condition (Appendix F), and
the majority of corresponding empirical data approxi-
mately satisfies this condition, although the raw counts
{gj(t)} do not always satisfy this condition because of
effects, such as increasing database size (Fig. 1).
Fig. 2 shows examples of the MSDs of typical words
for the Japanese newspaper (a), Japanese blogs (b), and
English Wikipedia page views (c). The results in these
figures confirm that all growth of MSDs is essentially
approximated by the logarithmic function,〈
f2j (L)
〉 ≈ aj log(L) + bj . (7)
Next, we verify the validity of the above result by cal-
culating the ensemble median of (temporal) scaled MSD
by using all words with a large frequency on the respec-
tive databases. If we assume Eq. 7, the scaled MSD
σ′2j (L) has a word-independent curve,
σ′2j (L) ≡
σ2j (L)− σ2j (1)
Medil[σ2j (l)− σ2j (1)]/Medil[log(l)]
≈ log(L)
(8)
where Medil[x(l)] is the temporal median of the set
{x(1)x(2), x(3), · · · , x(Lmax)} and Lmax is the maxi-
mum lag which we use to make a graph. Thus, we can use
the ensemble over words σ′
2
(L) and the ensemble median
obeys the logarithmic function,
σ′
2
(L) ≡Medie[σ′2j (L)] ≈ log(L), (9)
where Medie[xj(t)] is the median over the words set
{x1(t), x2(t), · · ·xW (t)} and W is the size of the set. We
take the median over the set of the mean frequency over
30, cˆj =
∑T
t=1 fj(t)/T ≥ 30. We exclude words with a
small mean because they have relatively large signal-to-
noise ratios (see Eq. 30). Figs. 3 (a)-(f) show that the
logarithmic curve is approximately observed for all data
sets, namely newspapers, blogs, and Wikipedia content
(English, French, Chinese, and Japanese). Here, because
there are words with a non-negligible weekly or annual
cycle, the raw ensemble of MSD also has these cycles
(grey dots or grey thin lines). Thus, we can observe the
logarithmic curve by using the 365-day moving median,
which cancels these cycles. Note that by replacing the
ensemble median with the ensemble mode in Eq. 9, we
can also obtain the essentially same logarithmic diffusion.
This logarithmic diffusion is not in conflict with our in-
tuition that languages are basically stable but change
constantly.
4. MODEL
This section explains the properties of word counts by
the combination of two probabilistic models:(i) the ran-
dom walk model with the power-law forgetting and (ii)
the random diffusion model (i.e, a kind of the Poisson
point process). The random walk model describes the la-
tent concerns of the focused word rj(t) and it can explain
the ultraslow diffusion essentially. Besides, the random
diffusion model expresses the connection between the la-
tent concern rj(t) described above-mentioned random
walk model and the observable word counts gj(t) or fj(t).
Here, first we introduce and discuss the random walk
model, and next, we introduce the word counts model
which is the combination of the random walk model and
random diffusion model.
4.1. Model: Relation with the random walk
Here, we present the extent to which the empirical
result and a random walk correspond with the power-
law forgetting, which is one of the most representative
standard explanations of anomalous diffusion in previous
studies. This approach is also equivalent to the fractional
dynamics approach (in our case, the fractional Langevin
equation approach).
The random walk model with the power-law forgetting
is given by
rj(t) =
1
Γ(1− β)
∞∑
s=0
(s+ dβ)
−β · ηj(t− s), (10)
where dβ = Γ(1−β)−1/β , β is a constant used to charac-
terise the forgetting speed and ηj(s) is independent and
identically distributed noise where the mean takes zero
and the standard deviation is ηˆj , that is, we can write
5Newspaper
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
1 year 5 year 10 year
800
1000
1200
1400
0 1000 2000 3000 4000
Lag L(days)
Sc
al
ed
 M
SD
(a)
Blog
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
ll
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
lll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
lll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
lll
ll
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
ll
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
1 year 2 year 5 year
400
600
800
1000
0 500 1000 1500
Lag L(days)
M
SD
(b)
Wikipedia
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
ll
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l
l
l
l
lll
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
1 year 2 year
300
400
500
600
700
0 200 400 600
Lag L(days)
M
SD
(c)
Newspaper
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
lll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
1 month 1 year10 year
800
1000
1200
1400
10 1000
Lag L(days)
Sc
al
ed
 M
SD
(d)
Blog
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
ll
l
l
l
l
ll
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
ll
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
lll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
lll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
llll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
ll
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
1 month 1 year5 year400
600
800
1000
10 1000
Lag L(days)
M
SD
(e)
Wikipedia
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
1 month 2 year
300
400
500
600
700
10 1000
Lag L(days)
M
SD
(f)
FIG. 2: Empirical MSD σj(L)
2 given by Eq. 6 for typical words. The grey dots indicate the raw MSD, the thin black solid line
indicates the corresponding 7-day moving median, and the thick solid blue line the 365-day moving median. The magenta thick
dashed line corresponds to the logarithmic curve σj(L) = aj log(L) + bj given by Eq. 7. Panel (a) shows the newspaper data
for “Tatiba (position or standpoint in English )” (aj = 66.6 and bj = 1449), panel (b) the blog data for “Sanada (well-known
Japanese family name)” (aj = 68.0 and bj = 356), and panel (c) the English Wikipedia page views for “Handle” (aj = 32.5
and bj = 317). Panels (d), (e), and (f) are the corresponding figures on a semi-logarithmic scale. The results in these figures
confirm that the logarithmic curves substantially agree with the empirical data.
ηj(s) = ηˆj × η(0)j (s). Here, η(0)j (s) is independent and
identically distributed noise where the mean takes zero
and the standard deviation is 1.
This model is an extension of the normal random walk
model, namely, the model corresponds to the random
walk for β = 0 and to the steady IID noise for β →
1. For the time-series of the word counts, the model
is interpreted by considering that the social concern of
the j-th word at the time t, rj(t) is determined by the
summation of received outer shocks η(t) until the time
t in the case of β = 0. In the case of β > 0, rj(t)
(i.e. the social concern) is determined by both the above-
mentioned summation effects and the effects of forgetting
shocks in a power-law manner.
From the Appendix B, the MSD of this model is cal-
culated by
σ(L; rj)
2 ≡
T−L∑
t=1
(rj(t+ L)− rj(t))2
T − L = (11)
〈
(rj(t+ L)− rj(t))2
〉 ∝

L1−2β (0 ≤ β < 0.5)
log(L) (β = 0.5)
O(1) (β > 0.5)
.(12)
This formula implies β ≈ 0.5 corresponds to our empir-
ical results, that is, the logarithmic-like diffusion.
We also verify the validity of the model by comparing
the power spectrum density (PSD) between the data and
the model. The PSD of the model Eq. 10 is approxi-
mated by
P (ν; rj) ≈ ηˆ2j (2 sin(2piν/2))−2(1−β) (13)
= ηˆ2jPr(ν), (14)
where Pr(ν) ≡ (2 sin(2piν/2))−2(1−β). We use herein the
formula of the PSD of ARFIMA(0, 1 − β, 0) [30], by
which our model was approximated (Appendix D) and
the empirical PSD of the time series {rj(t)} is calculated
as follows:
P (ν; rj) =
1
T
∣∣∣∣∣
T∑
t=1
exp(−i2piνt)rj(t)
∣∣∣∣∣
2
, (15)
where ν is the frequency [1/days]. ARFIMA is the ab-
breviation for autoregressive fractionally integrated mov-
ing average model, which is a well-known time-series
model that describes a time-series with a long memory, in
the field of statistics [31]. ARFIMA(0, 1−β, 0) is defined
by Eq. D3. For ν → 0, this formula is also approximated
by
P (ν; rj) ∝ ν−2(1−β). (16)
Thus, for β = 0.5 the power spectrum is approximated
by the simple power law, 1/ν.
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FIG. 3: (a-g) Ensemble median of the scaled MSD σ′(L) given by Eq. 9 for words with a mean cˆj above 30 (excluding words
with a small cˆj because they have relatively large signal-to-noise ratios.). The magenta thick dashed lines are the corresponding
theoretical curves log(L). (a)Newspaper data. The grey dots indicate the raw ensemble scaled MSD, the thin black solid line
indicates the corresponding 7-day moving median, and the thick dash-dotted red line with circles is the 365-day moving median.
(b)MSD for blog data. The grey thin line indicates the 7-day moving median of the ensemble scaled MSD for nouns (solid line)
and for adjectives (dash-dotted line). The thick black line with triangles is the 365-day moving median for nouns and the red
dash-dotted line with circles is that for adjectives. (c)MSD for Wikipedia data. The grey thin lines indicate the 7-day moving
median of the ensemble scaled MSD for English (solid line), French (dash-dotted line), Chinese (dotted line), and Japanese
(long-dashed line). The thick lines indicate the 365-day moving median of the ensemble scaled MSD for English (black solid
line with triangles), French (red dash-dotted line with circles), Chinese (green dotted line with plus signs), and Japanese (blue
long-dashed line with squares). The results in these figures confirm that the theoretical curve substantially agrees with the
corresponding empirical data. Note that in the case of the newspaper, σ2j (1) given in definition Eq. 8 was replaced with the
corresponding 365-day moving median MovingMedian365[σj
2](1) to avoid the effect of strong weekly and annual cycles.
(h-k)Power spectral density analysis. The ensemble median of the word-independent normalised spectral density for words with
a mean cˆj above 30, Pf ′(ν) given by Eq. 21. The magenta thick dashed lines are the theoretical curve given by Eq. 22 and
the cyan guidelines are ∝ 1/ν. (h) Newspaper data. The black solid line is the raw normalised spectral density Pf ′(ν) and the
red dash-dotted line is the corresponding 31-point moving median. (i) Blog data. The line is the spectral density Pf ′(ν) for
nouns (black solid line) and for adjectives (red dash-dotted line). (j) Wikipedia data. The line is the spectral density Pf ′(ν)
for English (black solid line), French (red dash-dotted line), Chinese (green short-dashed line), and Japanese (blue long-dashed
line).
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FIG. 4: Histograms of estimated forgetting exponent βˆj in the model described by Eq. 10 and Eq. 27 for words with a mean
cˆj above 30. Herein we estimate βˆj of individual words and subsequently construct the histograms. Details of the estimation
method are provided in Appendix C. The data are shown in (a) for the newspaper, (b)the nouns (first row) and the adjectives
(second row) for the blog, (c)English (first row), French (second row), Chinese (third row), and Japanese (fourth row) from
Wikipedia articles, with all histograms standardized. From these figures, we can confirm that the modes are approximately
βˆj ≈ 0.5 for all datasets. The blue crosses are the reference histograms of estimated βˆj for the corresponding numerical
simulations of the model given by Eqs. 10 and 27 in which the parameter are β = 0.5, cˆj = 100, ηˆj = 0.09 and δˆj = 0.07 (the
sampling number is 2000).
Because the concern of word rj(t) is directly observed
from the actual word counts data fj(t) as mentioned
(see the section 4.2), alternatively we use the normalised
power spectrum of word counts for β = 0.5, P (ν; fj)
′ ,
P (ν; fj)
′ (17)
≡ P (ν; fj)−Min[P (ν; fj)]∫ νmin
1/2
[P (ν; fj)−Min[P (ν; fj)]]dν
=
(Pr(ν)−Min[Pr(ν)])∫ νmin
1/2
[Pr(ν)−Min[Pr(ν)]]dν
(18)
≈ (2 sin(2piν/2))
−1
(
∫ νmin
1/2
(2 sin(2piν/2))−1dν)
. (19)
where νmin is the minimum ν in the observation, and we
used the assumption
P (ν; fj) = vj × Pr(ν) + wj , (20)
where vj and wj are constants depending on the word j.
Hence, we can obtain the information of Pr(ν) from the
observable P (ν, fj), which we estimate by using a peri-
odogram in this study. The validity of this assumption is
discussed in section 4.2. Figs. 3(g-i) show the ensemble
median of the normalised power spectrum of word counts
P (ν; fj)
′ given by Eq.19 over the word sets,
Pf ′(ν) ≡Medie[P (ν; fj)′], (21)
≈ (2 sin(2piν/2))
−1
(
∫ νmin
1/2
(2 sin(2piν/2))−1dν)
. (22)
where, for data analysis, we take the median over the set
in which the mean cˆj is above 30. The results in these
figures confirm that Eq. 22 is in agreement with Pf ′(ν)
of actual data given by Eq. 21 for all data sets.
In order to check the plausibility of β ≈ 0.5, in addi-
tion, we estimate β directly from data, with respect to
individual words. Herein we use the model described by
Eq. 10 and Eq. 27 (outlined subsequently) and details of
the estimation method are provided in the Appendix C.
Fig. 4 shows the histogram of estimated β for the news-
paper data, blog data, and Wikipedia data. This figure
confirms that the mode of estimated β takes the value of
approximately 0.5 for all datasets.
4.1.1. Relation to the fractional dynamics
Here, we address the relation between the fractional
dynamics and the random walk model. From Appendix
D, the continuous version of Eq. 10 corresponds to the
fractional Langevin equation, which is the expansion of
the Langevin equation [12, 32],
d1−β
dt1−β
r(t) = η(t), (23)
where, on the condition that β = 0, this equation is the
normal Langevin equation. Here the Riemann-Liouville
fractional derivative operator of d
α
dtα is defined by
dα
dtα
x(t) =
d
dt
1
Γ(1− α)
∫ t
−∞
x(t)(t− s)−αds. (24)
This operator is satisfied with (d
1/α
/dt1/α)αf(x) =
(d/dt)f(x). For example, in the case of α = 1/3, the op-
erator is 1/3 times the derivative operator,that is, three
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FIG. 5: Comparison between empirical observations and model of the word counts given by Eqs. 10 and 27. Subfigures
in the first column indicate the newspaper data for “Tachiba (i.e. position or standpoint in English; cˆj = 150.3, ηˆ = 0.068
and δˆ = 0.15)”, the second column indicates the blog data for “Sanada (i.e. well-known Japanese family name; cˆj = 83.16,
ηˆ = 0.12 and δˆ = 0.065)”, and the third column indicates Wikipedia data for “Handle (cˆj = 58.2, ηˆ = 0.12, δˆ = 0.14)”.
Panels (a), (b), and (c) are the normalised word counts fj(t). The empirical data are shown as a black solid line and the
results of the numerical simulation are shown as a red dashed line. Panels (d), (e), and (f) are the corresponding MSDs given
by Eq. 3 and the magenta thick dashed-dotted line is the theoretical curves of the model expressed by Eq. 30. Panels (g),
(h), and (i) are the corresponding power spectrum densities given by Eq. 4 and the magenta thick dashed-dotted line is the
corresponding theoretical curve obtained by Eq. 31. Panels (j), (k), and (l) compare the probability density functions (PDFs)
of the empirical data and numerical simulations given by Eq. 5. The black triangles indicate the empirical data for L = 1,
red diamonds for L = 30, and blue circles for L = 365 × 10 (newspapers), L = 365 × 5 (blogs) or L = 365 × 2 (Wikipedia).
In addition, the grey solid lines show the corresponding numerical simulation for L = 1, the magenta dashed line for L = 30
and the cyan dash-dotted lines for L = 365 × 10 (newspapers), L = 365 × 5 (blogs) or L = 365 × 2 (Wikipedia). The results
in these figures confirm that the theoretical model is almost consistently in accordance with the empirical data. Note that the
p-values of the two-sample Kolmogorov-Smirnov test (KS test) in panels (j-l): [Black triangles empirical distribution vs grey
solid line simulation distribution, red diamonds distribution vs magenta dashed line distribution, blue circles distribution vs
cyan dash-dotted line distribution] are [0.89, 0.46, 0.46] for the newspapers, [0.94, 0.30, 0.74] for the blogs and [0.98, 0.92, 0.97]
for Wikipedia. In this statistical test, we check whether the samples obtained by the empirical data and those obtained by
the numerical simulation come from the same distribution, where samples are T −L points differences of fj(t) of data and the
corresponding simulation results, namely {fj(1 +L)− fj(1), fj(2 +L)− fj(2), · · · fj(T )− fj(T −L)}. The KS test requires the
IID samples, but our data have a weak autocorrelation; hence, these p-values are approximated values.
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FIG. 6: The comparison of the simulation results of the models given by Eqs. 10 and 27 between different β (the speeds of
forgetting) and m(t) (database size). The subfigures in the first row indicate the results of the case where rj(t) is sampled
from the IID noise (β → 1; ηˆ = 0.12, ζˆ = 0.065). The third row indicates the results of the case where rj(t) is sampled from
the word count model (β = 0.5; ηˆ = 0.12, ζˆ = 0.065). The fourth row indicates the results of the case where rj(t) is sampled
from the random walk model (β = 1.0; ηˆ = 0.0063, ζˆ = 0.12;). Herein, the scaled database size m(t) (i.e. scaled total number
articles) is estimated from data (Appendix A). The subfigures in the second row present the simulation, in which the database
size is conserved m(t) = 1, and rj(t) is the same as the third row (β = 0.5). For all data, cˇj = 83.1. The column corresponds
to the properties of these models. Panels (a), (d) ,(g) and (j) (first column) show the word counts gj(t) and fj(t). Panels (b),
(e) , (h) and (k) (second column) are the MSD of fj(t), and panels (c), (f), (i) and (l) (third column) are the PSD of fj(t).
The red thin dashed lines indicate the results of the numerical simulations, while the thick purple dash dotted lines denote the
corresponding theoretical curves given by Eq. F3 for MSD and Eq. G5 for PSD. The black solid lines represent the empirical
data for “Sanada (i.e. well-known Japanese family name)” in the blog data. The gray thick dotted lines are the corresponding
theoretical curves. These figures confirm that the random walk model and the IID noise cannot reproduce the empirical results.
In addition, from the second row, we can also confirm that m(t) is not essential in reproducing the empirical properties fj(t).
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operations of d
1/3
dt1/3
mean one normal derivative,(
d1/3
dt1/3
)3
x(t) =
d1/3
dt1/3
d1/3
dt1/3
d1/3
dt1/3
x(t) =
d
dt
x(t). (25)
Therefore, in the case of the word counts, namely, β =
0.5, we can obtain the half-order fractional Langevin
equation, √
d
dt
r(t) ≈ η(t), (26)
where
√
d
dt is the half derivative operator,
√
d
dt =
d1/2
dt1/2
.
Thus, the properties of the word count time series
are right-in-the-middle dynamics between the IID noise
(zero-order differentiation) and the normal random walk
(first-order differentiation).
Table I provides a summary of the properties of the
model given by Eq. 10.
4.2. Model of word counts
In the previous section, we confirmed that the loga-
rithmic diffusion in word counts can be explained by the
random walk with power-law forgetting given by Eq. 10
essentially. However, this random walk model cannot ex-
plain all the statistical properties of word counts we ob-
served in this paper. For example, we cannot explain: (i)
the discreteness of the row word counts gj(t) and (ii) the
word-dependent constants (aj , bj) in Eq. 7 and (vj , wj) in
Eq. 20. Thus, lastly, we discuss the connection between
the essential dynamics of the concern of word rj(t) given
by Eq. 10 (i.e. the latent value) and the time series of
word counts gj(t) or fj(t) (i.e. the observed value).
Here, we use the random diffusion model (RD model)
introduced in [27, 33–35] to sample gj(t) or fj(t). The
RD model is a kind of point process, which can be de-
duced from the simple model of the writing activity of
independent bloggers [27]. In this model, values are sam-
pled from the Poisson distribution of which the rate (or
intensity) function is determined by a random variable or
a stochastic process (i.e. the doubly stochastic Poisson
process [6]). In the case of blogs, the rate function is con-
nected to the latent concern of word rj(t). Particularly,
the RD model is given by [27]
gj(t) ∼ Poi(Λj(t)), (27)
and its rate function of the Poisson distribution (denoted
by Poi(.)), Λj(t) is determined by the following definition
of the product:
Λj(t) ∼ m(t)× cˆj × rj(t)× (1 + δˆj ×∆(0)j (t; θˆ)), (28)
where
• m(t) is the (normalised) scale of the database
such as the total number of blogs, assuming that
∑T
t=1m(t)/T ≈ 1 for normalisation (see Fig.1(b)),
where m(t) is estimated by the ensemble median of
the number of words at time t, as described in the
Appendix A.
• cˆj is the scale of the j-th word, namely, the tem-
poral means of the j-th word, where we estimate
the mean of the raw word count of data cˆj ≈∑T
t=1 gj(t)/T .
• rj(t) is the scaled time-variation of concern of the
j-th word sampled from Eq. 10, where we set the
rj(1) = 1 (This sampling using Eq. 10 is the no-
verity of this study in comparison with Ref. [27].)
.
• δˆ is the magnitude (i.e. the standard deviation) of
the ensemble fluctuation, which may be related to
the magnitude of the heterogeneity of bloggers [27].
• ∆(0)j (t; θˆ) is the normalised ensemble fluctuation,
which is sampled from the system-dependent ran-
dom variable with a mean 0, standard deviation
1, and parameters θˆ that characterize the distribu-
tion.
Note that in the previous study Ref. [27], we estimated
rj(t) from data directly by using the moving average for
data analysis or used the assumption rj(t+1)−rj(t) ≈ 0
for analytical calcultion. Thus, we could not discuss the
properties of the dynamics as such in Ref [27] (The model
only describes the fluctuation when dynamics of rj(t) are
given). However, in this study we introduce the time-
evolution model rj(t) given by Eq. 10, enabling us to
calculate the basic dynamics of already popular words
(The model describes not only the fluctuation but also
the dynamics.).
Also note that the word counts are confined from zero
to the size of databases (i.e. the total number of articles
for the newspaper and blog data and the total number
of Wikipedia users for the Wikipedia data) in the actual
data. However, our model does not consider this limita-
tion, and this problem is substantially neglectable in our
situation. The main reasons for this are as follows:
• The time evolution is very slow (i.e. logarithmic
diffusion) on the condition the initial value being
rj(1) = 1 and the finite time step (a maximum
of approximately 10 years); hence, rj(t) walks on
around 1. The cases taking a negative value (for
which the rate function Λj(t) < 0 and Eq. 27 be-
come meaningless) and a very large value (related
to the limitation of the total number of articles )
were not sampled practically.
• Almost all words take a very small temporal mean
of the word counts cˆj to be affected by the limita-
tion of the total number of articles M(t) (cˆj <<
M(t)).
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Random walk Word counts IID noise
β β = 0 (0 < β < 0.5) β = 0.5 (0.5 < β < 1.0) β = 1
(i) Dynamics statistics
Stability Unsteady Steady
MSD σ(L; rj)
2 [Eq. 11] Normal-dif. Sub-dif. Ultraslow-dif. Steady
∗L: Time-lag [days] ∝ L ∝ L1−2/β ∝ log(L) ∝ O(1)
PSD P (ν; r) [Eq. 15] ∝ ν−2(1−β)
∗ν: Frequency [1/days] ∝ ν−2 ∝ ν−1 ∝ ν0
(ii) Time evolution
(d/dt)1−βrj(t) = η(t)
d
dt
rj(t) = η(t)
√
d
dt
rj(t) = η(t) rj(t) = η(t)
TABLE I: Summary of the model properties obtained by Eq. 10
Though in our case, we were almost able to avoid these
problems of constraints without a special treatment, in
general situations, such as infinite time step (T → ∞),
we may have to extend the model to explicitly describe
these constraints.
Fig. 5 compares the statistical properties of the word
counts time-series between the empirical data and the nu-
merical simulation of the RD model driven by the random
walk model with the power-law forgetting given by Eq.
27 and Eq. 10 with respect to the (i) MSD, (ii) PSD, and
(iii) (temporal) probability density function (PDF) of the
differential fj(t + L) − fj(t) (see Eq. 5). The results in
these figures confirm that the numerical simulations are
almost in accordance with the empirical observations in
the newspaper, blog, and Wikipedia data, respectively.
In these simulations, η
(0)
j (t) and ∆
(0)
j (t; θˆ) are sampled
from the normalised noncentral t-distribution Z(0)(4, 2).
The normalised noncentral t-distribution Z(0)(ξ, µ), of
which the mean is zero and the standard deviaton
1, is the shifted and scaled noncentral t-distribution
Z(0)(ξ, µ). The noncentral t-distribution Z(0)(ξ, µ) is a
skewed heavy tail distribution, the tail parameter ξ deter-
mine the heaviness of tail and the noncentrality param-
eter µ determine the skewness of the distribution. On
the condition that µ = 0, the noncentral t-distribution
corresponds to (normal or no-skew) t-distribution. The
detail of this distribution given by Appendix E.
In the figure, we use the word-dependent or system-
dependent parameters, namely, the mean frequency
(scale) of word counts cˆj , the speed of the diffusion (or
mean strength of outer shocks) ηˆj and the magnitude of
ensemble fluctuation δˆj (maybe related to the heterogene-
ity of bloggers) as follows: cˆj = 150.3, ηˆj = 0.068 and
δˆj = 0.15 for “Tachiba (i.e. position or standpoint in En-
glish)” on the newspaper data, cˆj = 83.16, ηˆj = 0.12 and
δˆj = 0.065 for “Sanada (i.e. well-known Japanese family
name)” on the blog data, and cˆj = 58.2, ηˆj = 0.12 and
δˆj = 0.14 for “Handle” on the English Wikipedia data.
Lastly, we show the relation between the RD model
and the word-dependent constant aj , bj , in Eq. 7 and
vj , wj in Eq. 20. From Appendix F, the (mean of the
temporal) MSD of f(t) is written by
〈fj(t+ L)− fj(t)〉
≈ 〈σj(L)2〉 (29)
≈ aj log(L) + bj (L 1) (30)
where aj = 2cˆ
2
j ηˆ
2
j /Γ(1/2)
2, bj = cˆ
2
j ηˆ
2
j (−2 log(4) −
2ψ(0)(Γ(1/2)−2))/Γ(1/2)2 + 2cˆ2j δˆj
2
+ 2cˆj , ψ
(0)(x) is the
digamma function and this curve is shown in the magenta
thick dash-dotted lines in Figs. 5 in (d-f).
In addition, from Appendix G the power spectrum den-
sity of fj(t) is written by,
P (ν; fj) ≈ vj × (2 sin(2piν/2))−1 + wj . (31)
where vj = cˆ
2
j ηˆ
2
j , wj = cˆ
2
j δˆ
2
j + cˆj and this curve is shown
in the magenta thick dash-dotted lines in Figs. 5 in (g-i).
We also verified that the model cannot reproduce the
statistical properties of the empirical data on the con-
dition that β does not take around 0.5. Fig. 6 shows
the results in which we compare the empirical data with
the numerical simulations for different β (the speeds of
forgetting) and m(t) (database size): (i) the IID noise
(β → 1), (ii) the simple random walk model (β = 0)
and (iii) the case where the database size is constant
(m(t) = 1 and β = 0.5). This figure confirms that the
IID noise (β → 1) and the random walk model (β = 0)
cannot reproduce the empirical properties. In addition,
m(t) is not essential in reproducing the empirical prop-
erties fj(t) (see panels in the second line).
Note that the model given by Eq. 27 and Eq. 10 can
also explain the “fluctuation scaling”, which is known as
the other property of word counts on social media such
as blogs [27, 35, 36]. The relation between the empirical
fluctuation scaling and the model given by Eq. 27 and
Eq. 10 will be discussed in our next paper.
5. CONCLUSION AND DISCUSSION
In this paper, from the viewpoint of the diffusion of
complex systems, we investigated the stability of the
12
time-series of word counts of already popular words
(i.e. “mature phase words“) on some nationwide lan-
guage data sets (newspaper articles, blog articles, and
Wikipedia page views).
Firstly, by analysing the data, we commonly observed a
logarithmic-like diffusion (i.e. an ultraslow-like diffusion)
in word counts between different data sets. Although ul-
traslow diffusion has been extensively studied by using
theories or mathematical models, few empirical observa-
tions have been reported. Moreover, this logarithmic-like
diffusion from observed facts is not in conflict with the
intuition in which languages are basically stationary but
change constantly. This intuition may be related to the
empirical studies of the stability of word count statistics:
(i) more frequent words change slower [19, 37], and (ii)
some observations implied small stable core (kernel) vo-
cabularies as distinguished from other many vocabularies
for specific communications which are not shared by all
people [38, 39].
Secondly, we show that the logarithmic diffusion of
word counts is essentially explained by the random walk
model with forgetting in the power law. This random
walk model corresponds with the fractional Langevin
equation, which is a typical mathematical model in pre-
vious theoretical studies of anomalous diffusions. The
speed of forgetting characterized by the power-law expo-
nent β ≈ 0.5 in Eq. 10 has the following meanings:
• The border (or thresholds) between the stationary
and the nonstationary (Eq. 12), and
• Right-in-the-middle dynamics between IID noise
and the normal random walk (Eq. 23).
d0
dt0
rj(t) = rj(t) = η(t) (IID noize; β = 1)
d1/2
dt1/2
rj(t) =
√
d
dtrj(t) = η(t) (Word counts; β = 1/2)
d1
dt1 rj(t) =
d
dtrj(t) = η(t) (Random walk, β = 0),
(32)
which are summarized in Table. I.
Thirdly, we confirmed the RD model driven by the
random walk model with forgetting given by Eqs. 10 and
27 in the power law can almost reproduce the empirical
properties time-series of typical words (Fig. 5): (i) MSD,
(ii) PSD, and (iii) PDF.
Although our model can explain the dynamical prop-
erties of the word counts time series, our framework can-
not explain the model parameter β ≈ 0.5 in Eq. 10.
This special value, β ≈ 0.5, which is the threshold be-
tween steady dynamics and unsteady dynamics, is ob-
served detail-independently (i.e. words, languages, and
media independent) as far as we investigated. Thus, clar-
ifying the origin of the parameter β ≈ 0.5 may provide a
clue to understand the fundamental dynamical and mem-
ory properties of human systems or societies as complex
systems. In the micro-level study, namely, the study of
single documents, the power law of the forgetting pro-
cess with the word-dependent exponents which are dis-
tributed approximately around 0.5, is used to explain
the empirical stretched exponential distribution of the
recurrence distance of words (e.g., for the phrase “This
cat is big. That cat is small.”, the recurrence distance
of “cat” is 4.) [40]. This quantitative similarity of the
power law of forgetting dynamics between data of micro-
(single document) and macro-level (nation-wide collec-
tive behavior datasets) studies might provide important
suggestions to understand the origin of the 0.5th expo-
nent obtained in our macro-level study from micro-level
human behavior.
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Supporting information
Appendix A: Estimation of normalised scale of
database m(t) from the data
We estimate the normalised scale of database m(t)
such as the total number of blogs by using the moving
median as follows:
Step 1. We create a set S consisting of the indexes of words
such that cj takes a value larger than the threshold
cˆj(t) ≥ 100.
Step 2. We estimate m(t) as the median of {fj(t)/cˆj : j ∈
S} with respect to j.
Step 3. For t = 1, 2, 3, · · · , T , we calculate m(t) using step
2.
Here, we use only words with cˆj ≥ 100 in step 1 be-
cause we neglect the discreteness. In step 2, we apply the
median because of its robustness to outliers.
Appendix B: Mean square displacement of
power-law forgetting process
We calculate the MSD of the following power-law for-
getting process given by Eq. D2,
r(t) =
∞∑
s=0
θ(s) · η(t− s), (B1)
where
θ(s) =
(s+ a(β))−β
Z(β)
, (B2)
and
a ≡ a(β) ≡ Z(β)−1/β , (B3)
Z(β) > 0 is an arbitrary constant. The MSD can be
calculated as〈
(r(t+ L)− r(t))2〉
=
〈
(
∞∑
s=0
θ(s)η(t+ L− s)−
∞∑
s′=0
θ(s′)η(t− s′))2
〉
=
〈{ −1∑
s=−L
θ(s+ L)η(t− s) +
∞∑
s=0
(θ(s+ L)
− θ(s))η(t− s)}2
〉
(B4)
= ηˆ2(
−1∑
s=−L
θ(s+ L)2 +
∞∑
s=0
(θ(s+ L)− θ(s))2) (B5)
= ηˆ2(S1 + S2), (B6)
where
S1 =
−1∑
s=−L
θ(s+ L)2 (B7)
=
{
1
Z(β)2 (ξ(2β, a)− ξ(2β, a+ L)) (β 6= 1/2, β ≥ 0)
1
Z(β)2 (ψ
(0)(a+ L)− ψ(0)(a)) (β = 1/2) ,
(B8)
and
S2 =
∞∑
s=0
(θ(s+ L)− θ(s))2
= lim
N→∞
N∑
s=0
(θ(s+ L)− θ(s))2 (B9)
= lim
N→∞
N∑
s=0
θ(s+ L)2 +
N∑
s=0
θ(s)2 − 2
N∑
s=0
θ(s+ L)θ(s).
(B10)
We calculate three terms in Eq. B10, respectively. The
first term of Eq. B10 is given by
N∑
s=0
θ(s+ L)2 ={
1
Z(β)2 (ζ(2β, a+ L)− ζ(2β, a+ L+N + 1)) (β 6= 1/2)
1
Z(β)2 (ψ
(0)(a+ L+N + 1)− ψ(0)(a+ L)) (β = 1/2)
(B11)
where ζ(α, x) is the Hurwitz zeta function ζ(s, q) =∑∞
n=0 1/(q + n)
s, and ψ(0)(x) is the digamma function,
ψ(0)(x) = d/dx log(Γ(x)). The second term of Eq. B10
is given by
N∑
s=0
θ(s)2
=
{
1
Z(β)2 (ζ(2β, a)− ζ(2β, a+N + 1)) (β 6= 1/2)
1
Z(β)2 (ψ
(0)(a+N + 1)− ψ(0)(a)) (β = 1/2)
(B12)
For N  1, using the general formula ζ(x, α) for x 1
ζ(x, α) ≈ 1
α− 1x
−α+1 +
1
2
x−α + · · · (B13)
and
ψ(0)(x) ≈ log(x)− 1
2x
+ · · · . (B14)
we can obtain the approximation
N∑
s=0
θ(s+ L)2 ≈{
1
Z(β)2 (ζ(2β, a+ L) +
(a+L+N+1)1−2β
(1−2β) ) (β 6= 1/2)
1
Z(β)2 (log(a+ L+N + 1)− ψ(0)(a+ L)) (β = 1/2)
(B15)
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and
N∑
s=0
θ(s)2 ≈
{
1
Z(β)2 (ζ(2β, a) +
(a+N+1)1−2β
(1−2β) ) (β 6= 1/2)
1
Z(β)2 (log(a+N + 1)− ψ(0)(a)) (β = 1/2)
(B16)
.
Lastly, we calculate the third term of Eq. B10. Using
the Euler-Maclaurin formula [41],
b∑
k=a
g(k) ≈
∫ b
a
g(x)dx+
1
2
(g(b) + g(a)) +
1
12
(
d
dx
g(x)|b − d
dx
g(x)|a)
(B17)
and (x + N)−β → 0, (x + N)−β−1 → 0 for N  1, we
can obtain
N∑
s=0
θ(s+ L)θ(s) ≈
1
Z(β)2
{a−β(a+ L)−β
1
Z(β)2
{1
2
(a+ 1)−β(a+ 1 + L)−β
− (−β)
12
((a+ 1)−β(a+ 1 + L)−β−1
+(a+ 1)−β−1(a+ 1 + L)−β)
+
∫ N
1
(x+ a)−β(x+ a+ L)−βdx}. (B18)
Here, we separate the term of s = 0 from the summation
to improve the accuracy.
We calculate the integration term of Eq. B18,∫ N
1
(x+ a)−β(x+ a+ L)−βdx (B19)
= L−2β+1
∫ N+a
L
a+1
L
x−β(x+ 1)−βdx. (B20)
Executing the integration,
G(x, β) ≡
∫
x−β(x+ 1)−βdx
(β ≥ 0, β is a non-integer )
x1−β2F1(1−β,β,2−β,−x)
1−β
(β = 1, 2, 3, 4)
p
(β)
1 log(
x+1
x )
+
∑β
k=2
p
(β)
k
−k+1 ((x+ 1)
−k+1 + (−1)kx−k+1)
.
(B21)
Here, we neglect an integral constant and 2F1(a, b, c;x)
is the Gaussian hypergeometric function [42],
2F1(a, b, c;x) =
∞∑
n=1
(a)n(b)n
(c)n
xn
n!
, (B22)
where (A)n = Γ(A+ n)/Γ(A). In additon,
p
(n)
i =
(−1)nΓ(2n− i)
Γ(n− i+ 1)Γ(n) . (B23)
is satisfied with a partial fraction decomposition
1
(x+ 1)n · xn =
n∑
k=1
p
(n)
k
(x+ 1)k
+
(−1)kp(n)k
xk
. (B24)
For x 1, using the asymptotic formula of a Gaussian
hypergeometric function [42], when b− a and c are non-
integers,
2F1(a, b, c;x) ≈ Γ(b− a)Γ(c)(−x)
−a
Γ(b)Γ(c− a) +
Γ(a− b)Γ(c)(−x)−b
Γ(a)Γ(c− b)
(B25)
or when b = a and c− a are positive integers,
2F1(a, b, c;x) ≈
Γ(c)(log(−x)− ψ(0)(c− a)− ψ(0)(a)− 2γ)(−x)a,
(B26)
for x  1, the hypergeometric function in Eq. B21 is
simplified
2F1(1− β, β, 2− β,−x) =
1−β
1−2βx
−β + Γ(2β−1)Γ(2−β)Γ(β) x
−(1−β) (0 < β < 1/2)
1
2 (log(x) + log(4))x
−β (β = 1/2)
Γ(2β−1)Γ(2−β)
Γ(β) x
−(1−β) (β > 1/2)
.
(B27)
Substituting the results of these integrations into Eq.
B18, for N  1, we can obtain
N∑
s=0
θ(s+ L)θ(s) (B28)
≈ 1
Z(β)2
{
a−β(a+ L)−β
1
2
(a+ 1)−β(a+ 1 + L)−β
+
β
12
((a+ 1)−β(a+ 1 + L)−β−1
+(a+ 1)−β−1(a+ 1 + L)−β)
−L1−2βG((a+ 1)/L, β) +G2(N,L, β)}
(B29)
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where
G2(N,L, β) ≡
(β 6= 1/2, β > 0 β is non-integer)
N1−2β
1−2β + L
1−2β Γ(2β−1)Γ(2−β)
(1−β)Γ(β)
(β = 1/2)
log(N + a)− log(L) + log(4)
(β = 1, 2, 3, · · · )
0
.
(B30)
From the results of Eq. B10, Eq. B15, Eq. B16, and
Eq. B29, S2 is calculated as
Z(β)2S2 ≈
−2a−β(a+ L)−β
−(a+ 1)−β(a+ 1 + L)−β
−β
6
((a+ 1)−β(a+ 1 + L)−β−1
+(a+ 1)−β−1(a+ 1 + L)−β)
+2L1−2βG((a+ 1)/L, β) +
(β > 0, β 6= 1/2, β is non-integer )
−2L1−2β Γ(2β−1)Γ(2−β)(1−β)Γ(β) + ζ(2β, a) + ζ(2β, a+ L)
(β = 1/2)
2 log(L)− 2 log(4)− ψ(0)(a)− ψ(0)(a+ L)
(β = 1, 2, 3, · · · )
ζ(2β, a) + ζ(2β, a+ L).
(B31)
Conseqently, substituting Eq. B6 into Eq. B8 and Eq.
B31, we can obtain the MSD,
〈
(r(t+ L)− r(t))2〉 ≈ ηˆ2/Z(β)2[
−2a−β(a+ L)−β
−(a+ 1)−β(a+ 1 + L)−β
−β
6
((a+ 1)−β(a+ 1 + L)−β−1
+(a+ 1)−β−1(a+ 1 + L)−β)
+2L1−2βG((a+ 1)/L, β) +
(β > 0, β 6= 1/2, β is non-integer)
−2L1−2β Γ(2β−1)Γ(2−β)(1−β)Γ(β) + 2ζ(2β, a)
(β = 1/2)
2 log(L)− 2 log(4)− 2ψ(0)(a)
(β is integer)
2ζ(2β, a)
]. (B32)
For L 1, we can calculate the asymptotic form,〈
(r(t+ L)− r(t))2〉 ≈ ηˆ2/Z(β)2 · (B33)
L (β = 0)
−2L1−2β Γ(2β−1)Γ(2−β)(1−β)Γ(β) + 2ζ(2β, a) (0 < β < 0.5)
2 log(L)− 2 log(4)− 2φ(0)(a) (β = 0.5)
2ζ(2β, a) (β > 0.5)
,
(B34)
which we use for x << 1 2F1(1 − β, β, 2 − β,−x) ≈ 1
and x0.52F1(1−β, β, 2−β,−x) = log(
√
x+
√
1 + x)→ 0
(x→ 0, β = 0.5).
Therefore, for L 1, the dominant term is
〈
(r(t+ L)− r(t))2〉 ∝

L1−2β (0 ≤ β < 0.5)
log(L) (β = 0.5)
O(1) (β > 0.5)
.(B35)
Appendix C: Estimation of model parameters
We estimate the parameters of the j-th word, βˆj , ηˆj ,
δˆj of the model given by Eqs. 27 and 10. For simplifica-
tion, we omit the subscript j, which is used to distinguish
between different words.
In this paper, for estimation, we choose parameters
that minimize the median squared divergence, consider-
ing both the MSD and the PSD,
(βˆ, ηˆ, δˆ) = arg min
β,η,δ
L(d)(β, η, δ;D(d))× L(s)(β, η, δ;D(s)),
(C1)
where L(d) is the median-squared divergence for the
MSD and L(s) is that for PSD. The definition of
these values will be described subsequently.Here,
D(d) is m the empirical MSD data, D(d) =
{(x(d)1 , y(d)2 ), (x(d)1 , y(d)2 ), (x(d)1 , y(d)2 ), · · · (x(d)m , y(d)m )},
where xi is the lag value and yi is correspond-
ing the empirical MSD yi = 〈f(t− xi)− f(t)〉t.
Similarly, D(s) is the empirical PSD data, D(s) =
{(x(s)1 , y(s)2 ), (x(s)1 , y(s)2 ), (x(s)1 , y(s)2 ), · · · (x(s)n , y(s)n )}, where
x
(s)
i is the spectrum and y
(s)
i is the corresponding power
density.
Note that, because of robustness against outliers, we
did not employ the mean squared divergence but used
the median squared divergence. In addition, we used
both the MSD and the PSD, in order to ease the problem
of multimodality, which strongly arises when we only use
single statistics (the MSD or the PSD) for the estimation.
a. Median squared divergence for the MSD L(d)
The median squared divergence for the MSD, L(d) is de-
fined by
L(d)(β, η, δ;D(d))
= Median{(xi,yi)∈D(d)}[{log(f (d)(xi;β, η, δ))− log(yi)}2],
(C2)
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where f (d)(xi;β, η, ζ) is the (corrected) theoretical func-
tion of the MSD given by Eq. C3.
Many time series of word counts take into account
seasonality and outliers. However, our theory does not
consider seasonality and outliers, such as large breaking
news. Thus, when we evaluate the Eq. C2, we need to
apply the corrections for these effects as follows.
• Before the calculation of the MSD, we remove the
large outliers from word counts data {fj(t)} (to
avoid the impact of large outliers on the MSD).
In particular, we remove the large samples on the
condition x(t) > Mediant{x(t)}+ 5× IQRt{x(t)}
• After the calculation of the MSD, we take the 365-
days moving median of the raw MSD (see the sec-
tion 3) and use this value for the estimation, in
order to cancel the seasonality and ease the effects
of outliers).
In addition, we use the seasonality correction formula
of the 365-days moving median of the MSD,
f (g)(x;β, η, δ) = f
(g)
0 (x;β, η, δ) + 2cˆ
2χˆ (C3)
Here f
(g)
0 (x) is the original MSD of the model given by
Eq. 27 and Eq. 10, and the other is the correction term
of the seasonality.
In particular, the original MSD of model is given by
f
(g)
0 (x) = cˆ
2
〈
(r(t+ x)− r(t))2〉+ 2cˆ+ 2cˆ2δ2 (C4)
Here
〈
(r(t+ x)− r(t))2〉 is given by Eq. B34, the mean
word count cˆ is estimated by cˆ =
∑T
t=1 f(t)/T ≈
Mediant{f(t)} ; this formula can be obtained through
the same discussion as that presented in section F.
χˆ is the magnitude of relative seasonality estimated by,
χˆ ≈ V aru[χˆ(u)] =
365∑
u=1
(χˆ(u)−∑365u′=1 χˆ(u′)/365)2
365
,
(C5)
where χˆ(u) is weight of the seasonality of the day u (u =
1, 2, 3, · · · , 365) estimated by
χˆ(u) = Medians{ f(365× s+ u)
MovingMedian365{f(365× s+ u)}}.
(C6)
This correction formula Eq. C3 was obtained through
the following discussions. First, we add the year-
seasonality factor to Eq. 28,
Λ(t) ∼ m(t)× c× r(t)
×χ([(t− 1) mod 365] + 1)× (1 + δ ×∆). (C7)
Here χ(t) is the scaled year-seasonality factor, where we
assumed
∑365
s=1 χ(s)/365 ≈ 1 and χ(s) > 0. By using the
same discussion as the section F, we can obtain the MSD
of the new model,
〈f(t+ x)− f(t)〉 ≈
c2
〈
(r(t+ x)− r(t))2〉+ 2c2δ2 + 2c
+c2 〈(χ([(t+ x− 1) mod 365] + 1)
−χ([(t− 1) mod 365] + 1))2〉 , (C8)
where we use the approximation
∑365
t=1 χ(t)
2/365 ≈ 1.
When we employee the 365-days moving median for anal-
ysis, we can use the following approximation
MovingMedian365L{〈(χ([(t+ L− 1) mod 365] + 1)
−χ(t))2〉
t
}
≈MovingMean365L{〈(χ([(t+ L− 1) mod 365] + 1)
−χ(t))2〉
t
}
≈ 2 · V art[χ(t)], (C9)
Thus, we replace the term respect to χ(s) in C8 with the
C9 and obtain the correction formula Eq. C3.
Note that we sampled the xi in a logarithmic way (ex.
x1 = 1, x2 = 2, x3 = 4, x4 = 16 · · · ) to avoid that the
contributions of data for the small {xi} are neglected
substantially.
b. Median squared divergence for the PSD L(s) The
median squared divergence for the PSD, L(s) is defined
by
L(s)(β, η, δ;D(s))
= Median{(xi,yi)∈D(s)}[{log(f (s)(xi;β, η, δ))− log(yi)}2],
(C10)
Here, the theoretical formula of the PSD given by,
f (s)(x;β, η, δ) = c2η2(2 sin(2pix/2))−2(1−β) + c+ c2δ2,
(C11)
where we use the discussion in the section G and Eq.
14.
In the same way as the MSD, we ease the effects of
outliers as follows:
• Before we calculate the PSD, we remove the large
outliers from word count data {fj(t)} (to avoid the
large outliersf impact on the PSD). Specifically, we
remove the large samples with the condition x(t) >
Mediant{x(t)}+ 5× IQRt{x(t)}.
• After the calculation of the PSD, we take the 31
points-moving median of the raw PSD (see the sec-
tion 3) and use this value for the estimation (to
ease week-peaks, sampling noise, and outliers of the
PSD).
Note that we sampled the xi in a logarithmic way to
avoid that the contributions of data for the small {xi}
are neglected substantially.
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Appendix D: The derivation of the relation between
the random walk model Eq. 10 and the fractional
Langevin equation
The derivation of the relation between the random
walk model Eq. 10 and the fractional Langevin equa-
tion Eq. 23 is as follows. On the condition 0 ≤ β < 1,
the weight of the summation in Eq. 10 is approximated
by
(s+ dβ)
−β
Γ(1− β) ≈
Γ(s+ 1− β)
Γ(s+ 1)Γ(1− β) . (D1)
This approximation indicates that the model given by
Eq. 10 is approximated by ARFIMA(0, 1 − β, 0) (i.e.
the right-hand side of the following equation),
rj(t) ≈
∞∑
s=0
Γ(s+ 1− β)
Γ(s+ 1)Γ(1− β) · ηj(t− s). (D2)
ARFIMA is the abbreviation for the autoregressive
fractionally integrated moving average model, which
is a well-known time-series model to describe a time-
series with long memory, in the field of statistics [31].
ARFIMA(0, 1− β, 0) is written in short form as
(1−B)1−βx(t) = η(t), (D3)
where B is the backshift operator, that is Bx(t) = x(t−
1), and by using the Taylor series expansion, (1−B)α is
given by [30]
(1−B)α =
∞∑
k=0
(
α
k
)
(−B)k. (D4)
The equation given by Eq. D3 is the discrete version of
the fractional Langevin equation given by Eq. 23 [31, 32].
Appendix E: The normalised noncentral
t-distribution
The normalised noncentral t-distribution Z(0)(ν, µ)
can be sampled by
Z(0)(ν, µ) ∼ Z(ν, µ)−m(ν, µ)√
v(ν, µ)
, (E1)
Z(ν, µ) is the noncentral t-distribution is can be sampled
by,
Z(ν, µ) ∼ U + µ√
V/ν
, (E2)
where ν is the degrees of freedom, µ is the noncentrality
parameter, U is sampled from the standard normal dis-
tribution U ∼ N(0, 1), V is sampled from the chi square
distribution with the degree of freedom ν, V ∼ χ2ν [43],
m(ν, γ) is the mean of the noncentral t-distribution,
m(ν, µ) = µ
√
ν
2
Γ((ν − 1)/2)
Γ(ν/2)
(ν > 1) (E3)
and v(ν, µ) is the variance of the noncentral t-
distribution,
v(ν, γ) =
ν(1 + µ2)
ν − 2 −
µ2ν
2
(
Γ((ν − 1)/2)
Γ(ν/2)
)2
(ν > 2).
(E4)
Appendix F: Mean-squared displacement of {fj(t)}
The fj(t) given by Eq. 27 can be decomposed into two
independent random variables,
fj(t) = cˆjrj(t) + qj(t), (F1)
where qj(t) ≡ fj(t)− cˆjrj(t) and the variance of qj(t) is
written by [27]
〈
(qj(t)|rj(t))2
〉
=
1
m(t)
cˆjrj(t) + δˆ
2
j cˆ
2
jrj(t)
2. (F2)
Thus, the MSD is obtained as follows:
σj(L)
2 ≈
〈
T−L∑
t=1
(f(t+ L)− f(t))2
T − L
〉
≈
T−L∑
t=1
〈
(f(t+ L)− f(t))2〉
T − L =
T−L∑
t=1
〈{cˆjrj(t+ L)− cˆjrj(t) + qj(t+ L)− qj(t)}2〉
T − L
≈
T−L∑
t=1
cˆ2j
〈
(rj(t+ L)− rj(t))2
〉
T − L +
T−L∑
t=1
〈
qj(t+ L)
2
〉
+
〈
qj(t)
2
〉
T − L
≈ cˆ2j
〈
(rj(t+ L)− rj(t))2
〉
+cˆj
T−L∑
t=1
rj(t+ L)/m(t+ L) + rj(t)/m(t)
T − L
+cˆ2j δˆ
2
j
T−L∑
t=1
rj(t+ L)
2 + rj(t)
2
T − L
≈ cˆ2j
〈
(rj(t+ L)− rj(t))2
〉
+2cˆj
T∑
t=1
1
T
1
m(t)
+ 2cˆ2j δˆ
2
j (F3)
where 〈rj(t+ L)− rj(t)〉 is given by Eq. B32.
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From Eq. B34, we can obtain the following in the case
where β = 0.5:
σj(L)
2 ≈ aj log(L) + bj (L 1) (F4)
where aj = 2cˆ
2
j ηˆ
2
j /Γ(1/2)
2, bj = cˆ
2
j ηˆj
2(−2 log(4) −
2ψ(0)(Γ(1/2)−2))/Γ(1/2)2 + 2cˆ2j δˆj + 2cˆj and ψ
(0)(x) is
the digamma function. We use herein the approximation
1/(T − L)∑T−Lt=1 rj(t+ L) ≈ 1/(T − L)∑T−Lt=1 rj(t) ≈ 1,
1/(T−L)∑T−Lt=1 rj(t+L)2 ≈ 1/(T−L)∑T−Lt=1 rj(t)2 ≈ 1,
1/(T−L)∑T−Lt=1 1/m(t+L) ≈ 1/(T−L)∑T−Lt=1 1/m(t) ≈
1 and Eq. B34.
Appendix G: The power spectrum density of {fj(t)}
The fj(t) given by Eq. 27 and can be decomposed into
two independent random variables,
fj(t) = cˆjrj(t) + qj(t), (G1)
where qj(t) ≡ fj(t)− cˆjrj(t) and the variance of qj(t) is
written by [27]〈
(qj(t)|rj(t))2
〉
=
1
m(t)
cˆjrj(t) + δˆ
2
j cˆ
2
jrj(t)
2. (G2)
Using this decomposition, the power spectrum density of
fj(t) is written by:
P (ν; fj) ≈ cˆ2j · Pr(ν) + P (ν; qj(t)) (G3)
≈ cˆ2j · Pr(ν) +
T∑
t=1
〈
qj(t)
2
〉
/T. (G4)
≈ vj × (2 sin(2piν/2))−2(1−β) + wj , (G5)
where vj = cˆ
2
j ηˆ
2
j and wj = cˆ
2
j δˆ
2
j + cˆj . Here, we use the
approximation 1/T
∑T
t=1 rj(t) ≈ 1, 1/T
∑T
t=1 rj(t)
2 ≈ 1
and 1/T
∑T
t=1 1/m(t) ≈ 1.
In the case of β = 0.5, we can obtain
P (ν; fj) ≈ vj(2 sin(2piν/2))−1 + wj . (G6)
