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Digital curvesMost dominant point detection methods require heuristically chosen control parameters. One of the commonly
used control parameter ismaximum deviation. This paper uses a theoretical bound of themaximumdeviation of
pixels obtained by digitization of a line segment for constructing a general framework to make most dominant
point detection methods non-parametric. The derived analytical bound of the maximum deviation can be used
as a natural bench mark for the line ﬁtting algorithms and thus dominant point detection methods can be
made parameter-independent and non-heuristic. Most methods can easily incorporate the bound. This is
demonstrated using three categorically different dominant point detection methods. Such non-parametric
approach retains the characteristics of the digital curve while providing good ﬁtting performance and compres-
sionratioforallthethreemethodsusingavarietyofdigital,non-digital,andnoisycurves.1. Introduction
In several image processing applications [1–8], it is desired to
express the boundaries of shapes (edges) using polygons made of a few
representative pixels (called the dominant points) from the boundary
itself. Throughpolygonal approximation, it is sought to represent a digital
curve using fewer points such that:
1. The representation is insensitive to the digitization noise of the
digital curve.
2. The properties of the curvature of the digital curve are retained, so
that geometrical properties like inﬂexion points or concavities can
be subsequently assessed.
3. The time efﬁciency of higher level processing can be improved
since the digital curve is represented by fewer points.
This problem is popularly known as the dominant point detection
problem. Dominant point detection methods choose points from a
digital curve that can be used to represent the curve effectively using
less number of points. The digital curve is then represented as a polygon
with dominant points as vertices and the line segments connecting
adjacent dominant points as the edges. An example is presented in
Fig. 1. In Fig. 1, a digital shape of amaple leaf is illustrated. The boundary
of the shape is made of 244 pixels. A polygonal approximation of this). 1
shape is shown in Fig. 1. The maple leaf is represented using only 27
dominant points in this approximation and the concavities associated
with the maple leaf are preserved (labeled A–F).
The problem of ﬁnding the dominant points on the boundary for
polygonal approximation has often been cast in either a min-# problem
or a min-ε problem [9]. While both problems are essentially minimiza-
tion problems, the former's aim is to ﬁnd the minimum number of
points such that the value of a particular error function is below a certain
threshold, and the latter's aim is to ﬁnd a ﬁxed number of dominant
points such that the error function has minimum value. In both the
cases, heuristics are involved in choosing the threshold (for min-#Fig. 1. An example of a digital shape and its polygonal approximation. The dominant
points are denoted using the dots. The boundary of the maple leaf shape consists of
244 pixels. The polygonal approximation uses 27 dominant points.
(b) plot of dmax(a) illustration of the
      maximum deviation
Fig. 2. The maximum deviation dmax of a continuous line segment and the digital line segment obtained from the continuous line segment.problem) or the ﬁxed number of points (in min-ε problem). In the re-
cent times, severalmethods have been proposed to obtain the polygonal
approximation of digital curves in the framework of min-# problem.
This is because it is difﬁcult to determine the ﬁxed number of points in
min-ε problem suitably for many shapes, while if the error function in
min-# is related to the quality of ﬁt, it is easier to use heuristics to deter-
mine a generally acceptable threshold for the error function.
Some of the recent dominant point detectionmethods are proposed
by Masood [10,11], Carmona-Poyato [12], Ngyuen [13], Wu [14],
Kolesnikov [3,15], Bhowmick [16] and Marji [17] while few older ones
are found in [18–29]. These algorithms can be generally classiﬁed
based upon the approach taken by them. For example, some used
dynamic programming [3,15,19], while others used splitting [20–22],
merging [23], digitally straight segments [13,16], suppression of break
points [10–12,17], curvature and convexity [14,18,24,27]. The control
parameters used in most dominant point detection methods are often
related to the maximum deviation of the pixels on the digital curve(a) Pseudocode for RDP (original)  
Fig. 3. Pseudocodes for algorithms in Se2segment between adjacent dominant points from the line segment con-
necting the dominant points. When the control parameters are related
to themaximum deviation, the allowable or tolerable maximum devia-
tion is chosen heuristically as a threshold value. Although the threshold
in generally chosen to be a constant, a suitable value of the threshold
varies from one digital curve to another and even within the digital
curve. However, no speciﬁc rules are available for choosing either the
constant threshold value or an adaptive threshold value depending
upon the digital curve.
This paper concentrates on the min-# problem and considers the
maximum deviation of the digital curve from the ﬁtted polygon as an
error function related to the quality of ﬁt. Under this premise, a
non-parametric framework is proposed in this paper for the automatic
and adaptive determination of the threshold for the min-# problem.
In this paper, a theoretical bound for the maximum deviation of a set
of pixels by digitizing a line segment is ﬁrst derived. This explicit and
analytically deﬁned bound is related to the length and the slope of the(b) Pseudocode for RDP (modified) 
ctions 3.1.1 and 3.1.2, respectively.
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Fig. 4. Comparison of results of Ramer–Douglas–Peucker (original and modiﬁed) for several digital curves.3
Table 1
Quantitative comparison of the original and modiﬁed methods of Ramer–Douglas–
Peucker.
No. of pixels
(M)
No. of dominant
points (N)
max(dm) ISE FOM CR
Hammer
RDP(1.0) 388 16 0.98 55.17 0.44 24.25
RDP(2.0) 388 13 1.65 92.94 0.32 29.85
RDP(mod) 388 14 1.30 67.90 0.41 27.71
Hand
RDP(1.0) 642 53 1.00 94.80 0.13 12.11
RDP(2.0) 642 32 1.99 314.65 0.06 20.06
RDP(mod) 642 39 1.40 178.80 0.09 16.46
Screw Driver
RDP(1.0) 253 16 0.95 34.52 0.46 15.81
RDP(2.0) 253 9 2.00 120.59 0.23 28.11
RDP(mod) 253 11 1.44 55.34 0.42 23.00
Tin Opener
RDP(1.0) 278 42 0.95 33.99 0.19 6.62
RDP(2.0) 278 24 1.83 127.99 0.09 11.58
RDP(mod) 278 31 1.48 77.84 0.12 8.97
Turtle
RDP(1.0) 354 35 1.00 49.99 0.20 10.11
RDP(2.0) 354 24 1.87 120.92 0.12 14.75
RDP(mod) 354 26 1.49 91.53 0.15 13.62
Africa
RDP(1.0) 291 38 1.00 37.02 0.21 7.66
RDP(2.0) 291 25 1.81 102.93 0.11 11.64
RDP(mod) 291 29 1.27 63.21 0.16 10.03
Maple leaf
RDP(1.0) 424 58 1.00 53.11 0.14 7.31
RDP(2.0) 424 35 1.98 202.30 0.06 12.11
RDP(mod) 424 47 1.41 93.97 0.10 9.02
Rabbit
RDP(1.0) 293 40 0.97 35.98 0.20 7.33
RDP(2.0) 293 26 1.74 103.46 0.11 11.27
RDP(mod) 293 30 1.41 73.04 0.13 9.77
Dinosaur1
RDP(1.0) 587 46 1.00 71.49 0.18 12.76
RDP(2.0) 587 31 1.96 289.83 0.07 18.94
RDP(mod) 587 41 1.46 107.80 0.13 14.32
Dinosaur2
RDP(1.0) 409 46 0.99 56.34 0.16 8.89
RDP(2.0) 409 27 2.00 219.75 0.07 15.15
RDP(mod) 409 38 1.41 91.64 0.12 10.76
Dinosaur3
RDP(1.0) 528 57 0.99 76.40 0.12 9.26
RDP(2.0) 528 36 1.97 234.95 0.06 14.67
RDP(mod) 528 44 1.46 143.87 0.08 12.00
Sword Fish
RDP(1.0) 627 46 1.00 80.21 0.17 13.63
RDP(2.0) 627 33 1.94 220.35 0.09 19.00
RDP(mod) 627 38 1.41 138.68 0.12 16.50
Dog
RDP(1.0) 343 52 1.00 44.81 0.15 6.60
RDP(2.0) 343 36 2.00 149.19 0.06 9.53
RDP(mod) 343 41 1.39 82.69 0.10 8.37
Plane1
RDP(1.0) 462 40 1.00 67.57 0.17 11.55
RDP(2.0) 462 31 1.79 148.71 0.10 14.90
RDP(mod) 462 36 1.20 87.51 0.15 12.83
Plane2
RDP(1.0) 365 35 0.95 40.48 0.26 10.43
RDP(2.0) 365 21 1.85 165.20 0.11 17.38
Table 1 (continued)
No. of pixels
(M)
No. of dominant
points (N)
max(dm) ISE FOM CR
RDP(mod) 365 30 1.53 61.44 0.20 12.17
Plane3
RDP(1.0) 431 45 0.99 56.46 0.17 9.58
RDP(2.0) 431 26 1.91 232.08 0.07 16.58
RDP(mod) 431 32 1.46 117.18 0.11 13.47
Plane4
RDP(1.0) 450 46 1.00 68.62 0.14 9.78
RDP(2.0) 450 33 1.80 228.60 0.06 13.64
RDP(mod) 450 39 1.41 101.99 0.11 11.54
Plane5
RDP(1.0) 431 44 1.00 57.52 0.17 9.80
RDP(2.0) 431 33 2.00 194.95 0.07 13.06
RDP(mod) 431 39 1.34 75.63 0.15 11.05
4line segment. Through this derivation, since the maximum possible de-
viation due to digitization can be computed for any line segment, it can
be easily used as a threshold for each individual edge of the polygon
obtained by a dominant point detection method. In this sense, it serves
as natural benchmark for any dominant point detection method.
In order to demonstrate the application of the proposed non-
parametric framework in the dominant point detection methods,
three popular dominant point detection methods by Ramer, Douglas,
and Peucker [21,22] (referred to as RDP), Masood [10] (referred to as
Masood), and Carmona-Poyato [12] (referred to as Carmona for brevity)
are considered, and adapted in the proposednon-parametric framework.
The adapted versions of themethods are control parameter independent
and do not require user speciﬁed inputs (thus making these algorithms
free from heuristics). The modiﬁed methods show balanced perfor-
mance over their original version despite being control parameter
independent. The bound based non-parametric framework can be
easily integrated in other methods as well and can be used to make
them non-heuristic (or less heuristic) and self-adaptive. We high-
light that in the proposed framework, the basic construct and the
nature of the algorithms remain unchanged, while only optimization or
termination condition is altered in order to make the method non-
parametric.
The outline of the paper is as follows. Section 2 introduces the
proposed non-parametric framework. Section 3 presents the adapta-
tion of three methods in the proposed framework. In particular,
Section 3.1 presents the original method of RDP, its modiﬁcation
under the proposed framework, and numerical comparison of the
original and modiﬁed methods. Analogous to Section 3.1, Section 3.2
presents the method of Masood and Section 3.3 presents the method
of Carmona. Section 4 provides brief discussion about various aspects
like the nature of ﬁtting, effect of scaling, ﬁtting for non-digitized curves,
and noisy digital curves. Section 5 concludes the paper. Further the de-
tailed derivation of the error bound used in Section 2 is included in
the Appendix A.
2. Proposed non-parametric framework
The foundation of the proposed non-parametric framework is based
upon the concept of digitization,which is ubiquitous in digital images. It
was shown in [30] and [31], that if a line segment in the continuous
2-dimensional space is digitized, the maximum difference between
the angles made by the digital line segment and the continuous line
segment with the x−axis is given by:
∂ϕmax ≈ max tan
−1 1
s
sinϕ cosϕj jð Þ 1−tmax þ t2max
   
ð1Þ
where,
ϕ ¼ tan−1 mð Þ ð2Þ
tmax ¼
1
s
 
cosϕj j þ sinϕj jð Þ ð3Þ(a) Pseudocode for Masood (original)
Fig. 5. Pseudocodes for the original (Section 3.2.1) an5The detailed derivation is reproduced in the Appendix A for the sake
of completeness. Now, let us consider a line segment joining two
points P1 and PN and its corresponding digital line segment given by
pixels {P′1,…, P′N} (an illustration is shown in Fig. 2(a)). The distances
of the pixels {P′1,…, P′N} from the line segment P1PN be denoted by di;
i=1 toN. For convenience, we refer to these distances as the deviations.(b) Pseudocode for Masood (modified)
d modiﬁed (Section 3.2.2) methods of Masood.
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Fig. 6. Comparison of results of Masood (original and modiﬁed) for several digital curves.6
Then, using Eq. (1) and assuming that only digitization is present, the
distances should lie within [0, dmax], where dmax is given as:
dmax ¼ s∂ϕmax ≈ max s tan−1
1
s
sinϕ cosϕj jð Þ 1−tmax þ t2max
   
ð4Þ
where ϕ corresponds to the slope m of the continuous line segment
P1PN. For a digital curve, since the distance s between any two points
and the slope m of the line passing through them can be computed,
the upper bound of the deviations due to digitization alone dmax can
be computed using Eq. (4). Sample plots of dmax for various values of s
and ϕ are shown in Fig. 2(b). This bound is the underlying concept in
the proposed non-parametric framework for dominant point detection
methods.
In the proposed framework, we intend to compare the deviations of
the pixels froma line segmentwith the bound in Eq. (4) and use it either
as an optimization goal or a termination condition in the dominant
point detection methods. This concept is used as a framework in
which most dominant point detection methods can be adapted and
made parameter-free.
3. Dominant point detection methods in the proposed framework
In this section we use the proposed framework for automatically
computing the tolerable maximum deviations for various methods. For
this, we consider three categorically different dominant point detection
methods and demonstrate the applicability of the error bound of the
deviation. The ﬁrst method is proposed by Ramer, Douglas, and Peucker(a) Pseudocode for Carmona (original)
Fig. 7. Pseudocodes for the original (Section 3.3.1) an7[21,22], the second method is by Masood [10], and the third method is
by Carmona-Poyato et al. [12].
3.1. Ramer–Douglas–Peucker method for recursive determination of
dominant points
3.1.1. Original method
Ramer, Douglas, and Peucker [21,22] (referred to as RDP) proposed a
fast recursivemethod for computing the dominant points on digital cur-
ves. The method is described as follows. Let us consider a digital curve
e ¼ P1 P2 … PNf g, where Pi is the ith edge pixel in the digital
curve e. The line passing through a pair of pixels Pa(xa, ya) and Pb(xb,
yb) is given by:
x ya−ybð Þ þ y xb−xað Þ þ ybxa−yaxb ¼ 0: ð5Þ
Then the deviation di of a pixel Pi(xi, yi)∈e from the line passing
through the pair {P1, PN} is given as:
di ¼
xi y1−yNð Þ þ yi xN−x1ð Þ þ yNx1−y1xNj jﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xN−x1ð Þ2 þ y1−yNð Þ2
q : ð6Þ
Accordingly, the pixel with maximum deviation can be found. Let
it be denoted as Pmax. Then considering the pairs {P1, Pmax} and {Pmax,
PN}, we ﬁnd two new pixels from e using the concept in Eqs. (5) and
(6). It is evident that the maximum deviation goes on decreasing as
we choose newer pixels of maximum deviation between a pair. This
process can be repeated till a certain condition is satisﬁed by all the(b) Pseudocode for Carmona (modified)
d modiﬁed (Section 3.3.2) methods of Carmona.
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Fig. 8. Comparison of results of Carmona (original and modiﬁed) for several digital curves.8
Table 2
Quantitative comparison of results of the original and modiﬁed methods of Masood.
No. of pixels
(M)
No. of dominant
points (N)
max(dm) ISE FOM CR
Hammer
Masood (0.9) 388 15 1.46 38.35 0.67 25.87
Masood (1.2) 388 15 1.46 38.35 0.67 25.87
Masood (mod) 388 14 0.79 48.86 0.57 27.71
Hand
Masood (0.9) 642 58 1.32 47.75 0.23 11.07
Masood (1.2) 642 58 1.32 47.75 0.23 11.07
Masood (mod) 642 48 1.14 97.50 0.14 13.38
Screw driver
Masood (0.9) 253 16 1.11 24.68 0.64 15.81
Masood (1.2) 253 11 1.53 46.62 0.49 23.00
Masood (mod) 253 14 1.13 42.59 0.42 18.07
Tin opener
Masood (0.9) 278 45 1.00 20.69 0.30 6.18
Masood (1.2) 278 34 1.40 40.37 0.20 8.18
Masood (mod) 278 35 1.02 51.71 0.15 7.94
Turtle
Masood (0.9) 354 48 1.00 23.48 0.31 7.38
Masood (1.2) 354 38 1.31 33.11 0.28 9.32
Masood (mod) 354 33 1.14 51.65 0.21 10.73
Africa
Masood (0.9) 291 39 0.97 25.89 0.29 7.46
Masood (1.2) 291 35 1.21 31.26 0.27 8.31
Masood (mod) 291 28 1.05 56.74 0.18 10.39
Maple leaf
Masood (0.9) 424 105 1.00 15.29 0.26 4.04
Masood (1.2) 424 50 1.23 46.34 0.18 8.48
Masood (mod) 424 50 1.20 64.45 0.13 8.48
Rabbit
Masood (0.9) 293 45 0.93 21.67 0.30 6.51
Masood (1.2) 293 36 1.21 35.91 0.23 8.14
Masood (mod) 293 37 1.00 42.82 0.18 7.92
Dinosaur1
Masood (0.9) 587 96 1.00 24.09 0.25 6.11
Masood (1.2) 587 55 1.26 44.38 0.24 10.67
Masood (mod) 587 42 0.96 91.04 0.15 13.98
Dinosaur2
Masood (0.9) 409 56 1.00 30.36 0.24 7.30
Masood (1.2) 409 38 1.20 62.98 0.17 10.76
Masood (mod) 409 42 0.95 64.38 0.15 9.74
Dinosaur3
Masood (0.9) 528 84 1.00 22.63 0.28 6.29
Masood (1.2) 528 56 1.37 50.69 0.19 9.43
Masood (mod) 528 48 1.27 89.38 0.12 11.00
Sword ﬁsh
Masood (0.9) 627 91 1.00 33.14 0.21 6.89
Masood (1.2) 627 38 1.46 90.27 0.18 16.50
Masood (mod) 627 40 1.11 97.94 0.16 15.68
Dog
Masood (0.9) 343 54 0.91 32.51 0.20 6.35
Masood (1.2) 343 49 1.26 43.19 0.16 7.00
Masood (mod) 343 52 1.00 43.45 0.15 6.60
Plane1
Masood (0.9) 462 52 1.04 31.49 0.28 8.88
Masood (1.2) 462 40 1.54 50.59 0.23 11.55
Masood (mod) 462 38 1.11 64.81 0.19 12.16
Plane2
Masood (0.9) 365 54 0.95 18.54 0.36 6.76
Masood (1.2) 365 26 1.31 58.20 0.24 14.04
Masood (mod) 365 32 1.00 44.67 0.26 11.41
Table 2 (continued)
No. of pixels
(M)
No. of dominant
points (N)
max(dm) ISE FOM CR
Plane3
Masood (0.9) 431 54 0.90 32.06 0.25 7.98
Masood (1.2) 431 41 1.36 47.91 0.22 10.51
Masood (mod) 431 39 1.00 71.76 0.15 11.05
Plane4
Masood (0.9) 450 68 1.00 16.92 0.39 6.62
Masood (1.2) 450 39 1.26 59.66 0.19 11.54
Masood (mod) 450 42 0.96 59.54 0.18 10.71
Plane5
Masood (0.9) 431 45 1.21 36.86 0.26 9.58
Masood (1.2) 431 45 1.21 36.86 0.26 9.58
Masood (mod) 431 41 0.96 49.41 0.21 10.51
9line segments. This condition shall be referred to as the optimization
goal for the ease of reference.
The condition used by RDP [21,22] is that for each line segment,
the maximum deviation of the pixels contained in its corresponding
edge segment is less than a certain tolerance value:
max dið Þ b dtol: ð7Þ
where dtol is the chosen threshold and is typically a few pixels.
3.1.2. Non-parametric adaptation of RDP
In the above method, at each step in the recursion, if the length of
the line segment that is ﬁt most recently on the curve (or sub-curve)
is s and the slope of the line segment ism, then using Eq. (4), we com-
pute dmax and use it in Eq. (7) as dtol=dmax. The pseudocodes of the
original and the modiﬁed methods are given in Fig. 3 and the changes
are highlighted for the ease of comparison. As a consequence of the
proposed modiﬁcation, the original method does not require any
control parameter and adaptively computes the suitable value of dtol
automatically.
3.1.3. Comparison of the RDP original and RDP modiﬁed methods
18 digital curves used in recent publications [10,12] are considered.
For comparison, two values of the control parameter dtol of the original
method, dtol=1 and dtol=2, are used, and compared against the
proposed modiﬁcation which does not require user speciﬁed control
parameter. The results are plotted in Fig. 4 and quantitative compari-
sons are provided in Table 1. Fig. 4 shows that the proposed modiﬁca-
tion provides good approximation to all the digital curves. In Table 1,
the number of pixelsM in the digital curves, number of dominant points
N found by a method, the maximum deviation max(dm) of the polygon
from the digital curve, the integral square error (ISE), the ﬁgure ofmerit
(FOM), and the compression ratio CR=M/N are listed. In general it is
desired that max(dm) and ISE are as less as possible and FOM and CR
are as large as possible [32].
The value of the maximum deviation max(dm) for the modiﬁed
method is between 1.20 and 1.53 while it varies from 0.95 to 2.00
for the original RDP with dtol=1 and dtol=2. The values of ISE, FOM,
and CR for the modiﬁed RDP method are also between the values of
these parameters for the original RDP. Thus, it can be concluded that
the modiﬁed RDP gives cruder ﬁt in comparison to the original RDP
with dtol=1 and ﬁner ﬁt in comparison with the original RDP with
dtol=2.
3.2. Masood's method of dominant point suppression
3.2.1. Original method
As opposed to the method proposed by Ramer, Douglas, and Peuker
[21,22] (Section 3.1), Masood [10] begins with the break points as the
Table 3
Quantitative comparison of the original and modiﬁed versions of Carmona.
No. of
pixels
(M)
No. of
dominant
points (N)
max(dm) ISE FOM CR
Hammer
Carmona (0.3) 388 194 0.49 1.32 1.52 2.00
Carmona (0.7) 388 10 2.32 177.40 0.22 38.80
Carmona (mod) 388 14 1.29 57.96 0.48 27.71
Hand
Carmona (0.3) 642 43 2.06 215.14 0.07 14.93
Carmona (0.7) 642 20 3.89 1111.60 0.03 32.10
Carmona (mod) 642 43 2.06 215.14 0.07 14.93
Screw driver
Carmona (0.3) 253 9 2.08 179.47 0.16 28.11
Carmona (0.7) 253 9 2.08 179.47 0.16 28.11
Carmona (mod) 253 14 2.08 138.59 0.13 18.07
Tin opener
Carmona (0.3) 278 29 2.28 145.12 0.07 9.59
Carmona (0.7) 278 22 2.28 214.60 0.06 12.64
Carmona (mod) 278 39 2.19 73.08 0.10 7.13
Turtle
Carmona (0.3) 354 27 1.68 151.65 0.09 13.11
Carmona (0.7) 354 15 5.34 1134.83 0.02 23.60
Carmona (mod) 354 30 1.68 130.32 0.09 11.80
Africa
Carmona (0.3) 291 35 1.24 52.62 0.16 8.31
Carmona (0.7) 291 14 3.81 547.22 0.04 20.79
Carmona (mod) 291 26 1.80 93.62 0.12 11.19
Maple leaf
Carmona (0.3) 424 53 1.56 91.78 0.09 8.00
Carmona (0.7) 424 20 4.06 847.89 0.03 21.20
Carmona (mod) 424 53 1.56 91.78 0.09 8.00
Rabbit
Carmona (0.3) 293 30 1.86 101.53 0.10 9.77
Carmona (0.7) 293 19 3.12 309.72 0.05 15.42
Carmona (mod) 293 38 1.86 66.64 0.12 7.71
Dinosaur1
Carmona (0.3) 587 38 2.73 302.83 0.05 15.45
Carmona (0.7) 587 38 2.73 302.83 0.05 15.45
Carmona (mod) 587 38 2.73 302.83 0.05 15.45
Dinosaur2
Carmona (0.3) 446 47 2.55 161.59 0.06 9.49
Carmona (0.7) 446 47 2.55 161.59 0.06 9.49
Carmona (mod) 446 47 2.55 161.59 0.06 9.49
Dinosaur3
Carmona (0.3) 528 54 1.78 104.35 0.09 9.78
Carmona (0.7) 528 19 6.75 2115.16 0.01 27.79
Carmona (mod) 528 54 1.78 104.35 0.09 9.78
Sword ﬁsh
Carmona (0.3) 627 39 3.19 573.52 0.03 16.08
Carmona (0.7) 627 30 3.00 646.28 0.03 20.90
Carmona (mod) 627 39 3.19 573.52 0.03 16.08
Dog
Carmona (0.3) 343 54 1.39 54.26 0.12 6.35
Carmona (0.7) 343 54 1.39 54.26 0.12 6.35
Carmona (mod) 343 54 1.39 54.26 0.12 6.35
Plane1
Carmona (0.3) 462 30 1.79 213.57 0.07 15.40
Carmona (0.7) 462 16 4.63 1105.78 0.03 28.88
Carmona (mod) 462 37 1.60 104.82 0.12 12.49
Plane2
Carmona (0.3) 365 104 0.50 4.14 0.85 3.51
Carmona (0.7) 365 11 2.85 400.76 0.08 33.18
Table 3 (continued)
No. of
pixels
(M)
No. of
dominant
points (N)
max(dm) ISE FOM CR
Carmona (mod) 365 28 1.44 80.54 0.16 13.04
Plane3
Carmona (0.3) 431 39 1.53 92.99 0.12 11.05
Carmona (0.7) 431 22 2.79 397.56 0.05 19.59
Carmona (mod) 431 39 1.53 92.99 0.12 11.05
Plane4
Carmona (0.3) 450 114 0.71 4.88 0.81 3.95
Carmona (0.7) 450 22 3.45 632.35 0.03 20.45
Carmona (mod) 450 41 2.00 127.93 0.09 10.98
Plane5
Carmona (0.3) 431 41 2.53 168.71 0.06 10.51
Carmona (0.7) 431 28 2.53 349.77 0.04 15.39
Carmona (mod) 431 41 2.53 168.71 0.06 10.51
10ﬁrst list of dominant points and then iteratively removes one dominant
point at a time till a termination condition is satisﬁed. In every iteration,
when a dominant point is deleted, the remaining dominant points are
re-optimized such that the dominant points after the optimization are
such that the integral square error (ISE) is minimum. For convenience,
we denote the iteration number with i and the number of dominant
points in the ith iterationwith n=1 toN. The points in the digital curves
are indexed fromm=1 toM. The list of dominant points in an iteration
can then be speciﬁed using:
Ii ¼ In;n ¼ 1toNf gi; I∀n∈ 1;2;…;Mf gand In < Inþ1 ð8Þ
where I denotes the index of the point on the digital curve. Before
beginning the optimization, the break points are taken as the initial
set of dominant points, i.e., Ii=0={Inbreak}. In an iteration, for each dom-
inant point speciﬁed by In, an associated error value (AEV) is computed.
This associated error value is calculated as follows. Considering the
hypothesis that dominant point In shall be deleted, an optimization of
the remaining dominant points, i.e., (Ii−{In}), is performed tominimize
the integral square error (ISE). This is done in two independent steps. In
the ﬁrst step, the indices of the dominant points before In, i.e., {I1, …,
In−1}, are optimized. For this, ﬁrst it is checked that does changing In−1
within the range (In−2, In) yields to a lower value of ISE. If this happens,
the value of In−1 is changed to the optimal value within (In−2, In) that
yields the minimum ISE. Then, in a similar manner, the index In−2 is
optimized. However, if changing In−1 within the range (In−2, In) does
not yield to a lower value of ISE, the optimization in this step is stopped.
Using a similar approach, in the second step, the indices of the dominant
points after In, i.e., {In+1, … IN}, are optimized. After the optimization of
both the steps, AEV can be computed in the followingmanner. For conve-
nience, we deﬁne the set of dominant points obtained after both optimi-
zation steps as Ii,nopt. If the ISE corresponding to Ii is denoted by ISEi and
the ISE corresponding to Ii,nopt is denoted by ISEi,n, then AEV of the nth
point is:
AEVi;n ¼ ISEi−ISEi;n ð9Þ
After computing the AEV for all the dominant points in the ith itera-
tion, the point with the minimum value of AEV is removed and the list
of optimal points corresponding to its removal is retained (or can
be recomputed). The algorithm can be terminated by specifying a
termination conditionwhichmay bebased upon themaximumnumber
of dominant points, or the maximum integral square error, or the
Scaling: 1 2 Scaling: 1 3 Scaling: 1 4 Scaling: 1 5
Ti
n 
op
en
er
 
A
fri
ca
 
Fig. 9. Effect of scaling on RDP (mod).maximum tolerable deviation (similar to dtol in Eq. (7)). In [11], Masood
proposed to use the following condition as the termination condition
and the value of dtol=0.9:
max dmð Þ2
 
> dtol: ð10Þ
where dm is the deviation of the pixels on the digital curve from the
polygon obtained by the dominant points.
3.2.2. Non-parametric adaptation of Masood
The method of Masood can be modiﬁed in the following manner.
First, given a sequence of dominant points speciﬁed by the indices
Ii={In; n=1 to N}i, we deﬁne a maximum deviation corresponding to
the portion of digital curve corresponding to two consecutive dominant
points as follows:
dn ¼ max
xm yn−ynþ1
	 
þ ym xnþ1−xn	 
þ ynþ1xn−ynxnþ1 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xnþ1−xn
	 
2 þ yn−ynþ1	 
2q ;m∈ In; In þ 1;…; Inþ1
 0B@
1
CA;
for n ¼ 1 to N−1ð Þ: ð11Þ
For convenience, the set of these maximum deviations for the
given set of dominant points Ii={In; n=1 to N}i is denoted as
D(Ii)={dn; n=1 to (N−1)}. The deﬁnition of AEV in the proposed
modiﬁcation is given as:
AEVi;n ¼ max D Iopti;n
  
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Fig. 10. Effect of scaling11Further, in the optimization step (for the hypothesis that domi-
nant point In shall be deleted) done for the sequence {I1, …, In−1},
instead of minimizing the integral square error (ISE), the goal is to
minimize the maximum deviations dn−1, dn−2, and so on.
Finally, the termination condition is modiﬁed as follows:
min AEVi;n;n ¼ 2 to N−1ð Þ
n o
> dmaxn−1;nþ1 ð13Þ
dmaxn−1;nþ1 ¼ sn−1;nþ1ϕn−1;nþ1 ð14Þ
where sn−1,n+1 is the length of the line segment formed by joining
the dominant points In−1 and In+1 and ϕn−1,n+1 is the angle made
by the line segment with the x−axis.
The pseudocodes of the original and proposed modiﬁcations of
Masood are presented in Fig. 5 and the modiﬁcations have been
highlighted for the ease of comparison.
3.2.3. Comparison of the Masood original and Masood modiﬁed methods
18 digital curves used in recent publications [10,12] and in
Section 3.1.3 are considered in this detailed benchmarking. For
comparison, two values of the control parameter dtol of the original
method of Masood, dtol=0.9 (recommended by Masood in [11])
and dtol=1.2(taken as another control parameter for comparison)
are used, and compared against the proposed modiﬁcation which
does not require user speciﬁed control parameter. The results are
plotted in Fig. 6 and quantitative comparisons are provided in
Table 2. Fig. 6 shows that the proposed modiﬁcation providesScaling: 1 4 Scaling: 1 5
on Masood (mod).
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Fig. 11. Effect of scaling on Carmona (mod).good approximation to all the digital curves. In Table 2 the number
of pixelsM in the digital curves, number of dominant points N found
by a method, the maximum deviation max(dm) of the polygon from
the digital curve, the integral square error (ISE), the ﬁgure of merit
(FOM), and the compression ratio CR=M/N are listed. In general it
is desired that max(dm) and ISE are as less as possible and FOM and
CR are as large as possible [32].
The value of the maximum deviation max(dm) for the modiﬁed
method is between 0.79 and 1.27 while it varies from 0.90 to 1.54 for
the original method of Masood with dtol=0.9 and dtol=1.2. In fact for
each digital curve, the value of max(dm) for the modiﬁed method is
always lesser than the original method of Masood with dtol=1.2. On
the other hand, ISE of the original method with dtol=0.9 and dtol=1.2
is lower than the modiﬁed method for 15 images. This is because the
original method Masood focuses on the minimization of ISE in each
iteration, while the modiﬁed method focuses upon dn. The modiﬁed
method has a better CR than the original method with dtol=0.9 for all
the digital curves and the original method with dtol=1.2 for 9 digital
curves.
Further, in Fig. 6, we bring the curves of turtle, Africa, maple leaf, and
dinosaur 1 to the notice. For turtle, we see that the modiﬁed method
choosesmuch fewer dominant points (N=33) than the originalmethod
with dtol=0.9 (N=38) and dtol=1.2 (N=48), while representing the
digital curve effectively. Similar observations are noted for Africa and
dinosaur 1. In maple leaf, though the number of dominant points
obtained using the original method with dtol=1.2 and the modiﬁed
method are same, the locations of the dominant points are different.Table 4
Performance parameters of RDP(mod) for digital curves with different scalings.
No. of pixels
(M)
No. of dominant
points (N)
max(dm) ISE FOM CR
Tin opener
Scaling 1 278 42 0.95 33.99 0.19 6.62
Scaling 1/2 135 17 1.41 43.16 0.18 7.94
Scaling 1/3 88 17 1.06 16.76 0.31 5.18
Scaling 1/4 62 13 1.46 17.15 0.28 4.77
Scaling 1/5 49 11 1.41 24.22 0.18 4.46
Africa
Scaling 1 291 38 1.00 37.02 0.21 7.66
Scaling 1/2 137 17 1.34 30.85 0.26 8.06
Scaling 1/3 90 15 1.18 17.00 0.35 6.00
Scaling 1/4 64 12 1.41 17.13 0.31 5.33
Scaling 1/5 49 9 1.17 8.08 0.67 5.44 12Most differences occur in the concave regions of the digital curve and
the locations where the curvature of the digital curve changes fast.
3.3. Carmona-Poyato's method of suppression of break points
3.3.1. Original method
Carmona-Poyato [12] (which we call Carmona for conciseness) is
another method that begins with the list of break points as the initial
set of dominant points (like Masood) and iteratively deletes points
from the list of dominant points. However, beyond this initial similarity,
the approach taken by Carmona is quite different. We highlight that
there are two control parameters in Carmona's method [12], dtol and
rtol. However, only rtol is user speciﬁed and is used for termination con-
dition only. On the other hand, dtol is an internal control parameter used
for controlling the iterative process and as a condition for deleting the
dominant points in an iteration. It begins with a small value and slowly
increases with the iteration number. The method is now summarized
below.
Let the sequence of dominant points in a particular iteration be
denoted by {Pn(xn, yn); n=1 to N}i where i denotes the iteration num-
ber. For explaining the method of Carmona, it shall be handy to deﬁne
a distance dnC and a length ln as follows:
dCn ¼
xn yn−1−ynþ1
	 
þ yn xnþ1−xn−1	 
þ ynþ1xn−1−yn−1xnþ1 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xnþ1−xn−1
	 
2 þ yn−1−ynþ1	 
2q ;
n ¼ 1 to N−1ð Þ:
ð15ÞTable 5
Performance parameters of Masood(mod) for digital curves with different scalings.
No. of pixels
(M)
No. of dominant
points (N)
max(dm) ISE FOM CR
Tin opener
Scaling 1 278 45 1.00 20.69 0.30 6.18
Scaling 1/2 135 18 1.09 28.10 0.27 7.50
Scaling 1/3 88 16 0.98 16.92 0.33 5.50
Scaling 1/4 62 14 0.95 11.56 0.38 4.43
Scaling 1/5 49 13 1.00 12.22 0.31 3.77
Africa
Scaling 1 291 39 0.97 25.89 0.29 7.46
Scaling 1/2 137 17 0.99 27.31 0.30 8.06
Scaling 1/3 90 15 1.18 15.40 0.39 6.00
Scaling 1/4 64 14 0.81 8.86 0.52 4.57
Scaling 1/5 49 9 0.89 8.00 0.68 5.44
Table 6
Performance parameters of Carmona(mod) for digital curves with different scalings.
No. of pixels
(M)
No. of dominant
points (N)
max(dm) ISE FOM CR
Tin opener
Scaling 1 278 29 2.28 145.12 0.07 9.59
Scaling 1/2 135 16 2.19 62.50 0.14 8.44
Scaling 1/3 88 16 1.37 26.79 0.21 5.50
Scaling 1/4 62 12 1.46 19.67 0.26 5.17
Scaling 1/5 49 11 1.79 27.16 0.16 4.45
Africa
Scaling 1 291 35 1.24 52.62 0.16 8.31
Scaling 1/2 137 17 1.74 44.19 0.18 8.06
Scaling 1/3 90 14 1.66 25.27 0.25 6.43
Scaling 1/4 64 12 1.70 21.55 0.25 5.33
Scaling 1/5 49 8 1.54 14.70 0.42 6.13
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Fig. 12. Three non-digital curves given by Eqs. (20) and (21) and the parameters in
Table 7.ln ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xn−xn−1ð Þ2 þ yn−yn−1ð Þ2
q
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xnþ1−xn
	 
2 þ ynþ1−yn	 
2
q
−
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xnþ1−xn−1
	 
2 þ ynþ1−yn−1	 
2
q
:
ð16Þ
The distance dnC is the distance of the nth dominant point from the
line segment joining its adjacent dominant points and ln is the differ-
ence between the perimeter of the polygon formed by {Pn(xn, yn); n=
1 to N}i and the perimeter of the polygon formed by deleting the nth
dominant point from {Pn(xn, yn); n=1 to N}i. The superscript C in dnC
denotes the method Carmona and is used to distinguish dnC from dn
in Eq. (11).
Carmona recommends that if the digital curve is a closed curve, a
most suitable initial dominant point Pn=1 should be chosen before
beginning the iterative procedure. Assuming that the initial sequence
of break points is {Pnbreak}. For this sequence, the distances dnC are
computed and the point with the maximum value of dnC is identiﬁed,(a) Result of RDP(mod) (b) Result of Ma
Fig. 13. Result of the three modiﬁed method13i.e. n′=arg(max(dnC)). Then, Pn=1=Pn′break and the remaining points in
{Pn(xn, yn)}i=0 follow the sequence.
The initial value of dtol(i=0) is set as zero. In each iteration, the
value of dtol is increased by 0.5. Within an iteration, the ﬁrst point for
which dnCbdtol is deleted. This process is repeated for the newly obtained
reduced sequence of dominant points, i.e., the ﬁrst point for which
dn
Cbdtol is deleted. This process of deletion is repeated till no point
satisﬁes dnCbdtol. At this point the current iteration is completed, the
termination condition is checked and if the algorithm cannot be termi-
nated then the next iteration is initiated. For the termination condition,
a relative parameter ri is deﬁned as follows:
ri ¼
max ldeletedn
n o 
max dnf gð Þ
; ð17Þ
where dn here is computed using Eq. (11) and lndeleted correspond to the
dominant points deleted in the current iteration. If at the end of the ith
iteration, ribrtol, where rtol is a user speciﬁed control parameter, the
algorithm is terminated.
3.3.2. Non-parametric adaptation of Carmona
Carmona can bemade independent of user speciﬁed control param-
eter using the error bound in Eq. (4) by modifying the termination con-
dition of Carmona. We compute dn here is computed using Eq. (11).
Further, we deﬁne:
dmaxn ¼ snϕn ð18Þ
where sn is the length of the line segment formed by joining the domi-
nant points Pn and Pn+1 and ϕn is the angle made by the line segment
with the x−axis. Then at the end of an iteration, if there is a dominant
point such that:
dn > d
max
n ð19Þ
then the algorithm is terminated.
The pseudocodes of the original and modiﬁed methods are pres-
ented in Fig. 7 and the modiﬁcations have been highlighted for the
ease of comparison.
3.3.3. Comparison of the Carmona original and Carmona modiﬁed
methods
18 digital curves used in recent publications [10,12] and in
Section 3.1.3 are considered. For comparison, two values of the
control parameter rtol of the original method of Carmona, rtol=0.3
and rtol=0.7(recommended in [12] for these digital curves) are
used, and compared against the proposed modiﬁcation which does
not require user speciﬁed control parameter. The results are plotted
in Fig. 8 and quantitative comparisons are provided in Table 3. Fig. 8
shows that the proposed modiﬁcation provides good approximation
to all the digital curves. In Table 3, the number of pixels M in the
digital curves, number of dominant points N found by a method, the
maximum deviation max(dm) of the polygon from the digital curve,
the integral square error (ISE), the ﬁgure of merit (FOM), and the
compression ratio CR=M/N are listed. In general it is desired thatsood(mod) (c) Result of Carmona(mod)
s for non-digital curves given in Fig. 12.
Table 9
Performance parameters of the three modiﬁed methods for semi-digitized curves given
in Fig. 14.
No. of data
points (M)
No. of dominant
points (N)
max(dm) ISE FOM CR
RDP(mod) 100 15 1.52 34.21 0.20 6.67
Masood(mod) 100 14 1.08 19.55 0.37 7.14
Carmona(mod) 100 8 3.38 160.59 0.08 12.50
Table 7
The parameters of three non-digital curves given by Eqs. (20) and (21).
Curve a m n1 n2 n3 θ0 x0 y0 θ
Curve 1 100 9 9 14 11 0 90 20 θ=pπ/1000;
p=0 to 1000Curve 2 7 9 3 11 π 30 60
Curve 3 6 1 1 6 π/3 −80 10
Table 8
Performance parameters of the three modiﬁed methods for non-digital curves given in
Fig. 12.
No. of data
points (M)
No. of
dominant
points (N)
max(dm) ISE FOM CR
RDP(mod) 3003(1001
per curve)
70 1.40 355.59 0.12 42.90
Masood(mod) 3003(1001
per curve)
77 0.88 212.82 0.18 39.00
Carmona(mod) 3003(1001
per curve)
76 4.04 1754.49 0.02 39.51max(dm) and ISE are as less as possible and FOM and CR are as large as
possible [32].
There are several interesting observations. First, see the results of
Hammer in Table 3. We see that for rtol=0.3, the number of dominant
points detected by the original method of Carmona is very large and
the compression ratio is very poor. On the other hand, for rtol=0.7,
the original method of Carmona misses some important features of
the shape (like the top portion of the hammer). The modiﬁed method
provides a better balance. Similar observations apply for Africa, plane
2, and plane 4. In such cases, the values of max(dm), ISE, FOM, and CR
for the modiﬁed method are in between the values of these parame-
ters for the original method of Carmona with rtol=0.3 and rtol=0.7.
Second, we consider the curves of hand, maple leaf, dinosaur 3,
sword ﬁsh, plane 3, and plane 5. For these curves, we note that the
dominant points detected by the original method with rtol=0.3 are
the same as the dominant points detected by the modiﬁed method.
This is because for such curves, the value of one of the elements in
{dn} (used in Eqs. (17) and (19)) is larger than dnmax and is sufﬁciently
high to reduce the value of ri below 0.3. Third, we consider the curves
of screw driver, tin-opener, turtle, rabbit, and plane 1 in which the
number of dominant points obtained by the modiﬁed method are
larger than the original method with and rtol=0.7. For all these
curves, the ISE for the modiﬁed method is signiﬁcantly lower than
the original method with rtol=0.3 and rtol=0.7 though the increase
in the number of dominant points is not signiﬁcant. Also, in most
cases, the value of max(dm) for the modiﬁed method is close to the 20  40  60  80 100
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by Eq. (22). 
(a) Semi-digitized curve given (b) RDP(mod)
Fig. 14. Semi-digitized curve and the dominant points detected by14value of max(dm) for the original method with rtol=0.3. Fourth, we
consider the digital curves of dog and dinosaur 1, and dinosaur 2,
for which the modiﬁed and the original methods with rtol=0.3 and
rtol=0.7 result into exactly the same dominant points. For these cur-
ves, the dominant point deleted in the last iteration reduced the value
of ri below 0.3 (from a value of rimore than 0.7 in the last iteration) as
well as the one dominant point satisfying dn>dnmax . In addition to the
above, it is worth noting that the value of max(dm) ranges from 0.49
to 6.75 for the original method and from 1.29 to 2.73 for the modiﬁed
method. This indicates that the modiﬁed method provides a better
balance of the maximum deviation max(dm).
4. Discussions
4.1. About the algorithms in Section 3
In the previous section, three different dominant point detection
methods were considered and adapted into the proposed non-
parametric framework. Through this framework, the methods were
made independent of user-speciﬁed control parameters. In addition,
the comparison results showed that the modiﬁed method provide a
more balanced performance in comparison to the corresponding origi-
nal methods (the performance of which vary with the user speciﬁed
control parameters).
It is important to emphasize that we do not intend to propose a
new dominant point detection method or to provide a decision
about the superiority of any one method among the three methods
discussed in Section 3. Instead, the intention is to demonstrate how
the proposed framework can be incorporated in methods of different
types and nature. Even so, it is interesting to note how the modiﬁed
RDP, modiﬁed Masood, and modiﬁed Carmona (all of which use the
proposed bound) perform against each other. In this regard, the
main concept of these algorithms is not disturbed and thus the mod-
iﬁed versions of these methods retain the characteristics and nature
of the original methods.
In order to compare themethods, themaximumdeviations for these
three methods are examined and compared against Eq. (4). From
Eq. (4), assuming the smallest value of s to be
ﬃﬃﬃ
5
p
, the maximum possi-
ble value of maximum deviation is less than 1.5315. The maximum
deviations max(dm) obtained for modiﬁed RDP, modiﬁed Masood, and 20  40  60  80 100
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(c) Masood(mod) (d) Carmona(mod)
the three modiﬁed methods in Sections 3.1.2, 3.2.2, and 3.3.2.
modiﬁed Carmona are 1.53, 1.27, and 2.73, respectively. RDP uses a
splitting approach and it stops splitting further when the maximum
deviation is below the chosen threshold. In the modiﬁed version, the
threshold is computed using Eq. (4). Thus, as soon as the threshold
reaches just below the bound, the method stops splitting further. So, it
is expected that the actual maximum deviation of the modiﬁed RDP
method is slightly lesser than the bound in Eq. (4).
Masood, after deleting a dominant point, optimizes the indices of the
current dominant point such that an error parameter (ISE in the original
and dn given by Eq. (11) in the modiﬁed version) is as less as possible.
Thus, it is a general characteristic of Masood that it gives a set of domi-
nant points that ﬁt quite closely with digital curve. This property is
retained in themodiﬁed version aswell (as seen in Fig. 6) and themax-
imum deviation of the modiﬁed Masood being less than RDP is a result
of the re-optimization of the indices of the dominant points inMasood's
method.
Carmona deletes one or few dominant points in each iteration
such that the overall maximum deviation of the dominant points at
the end of each iteration is equal to or larger than the internal control
parameter dtol. Thus, Carmona works by increasing the maximum
deviation of the dominant points rather than reducing the maximum
deviation. So, it is expected that the maximum deviation of Carmona
is higher than the threshold in the ﬁnal iteration, in both the original
and the modiﬁed version. Thus, the maximum deviation of modiﬁed
version of Carmona is higher than the bound.
Through the above discussion, two points are highlighted. First,
the framework can be incorporated in dominant point detection
methods without signiﬁcantly altering their working principle and
natural characteristics of the algorithms. Second, even while retaining
the natural characteristics, incorporation of the framework can make
the methods control parameter free and give a balanced performance.
The performance metrics used for comparison of the various algo-
rithms also deserve a note. Especially, it is highlighted that the ﬁgure
of merit (FOM) is well known to be biased towards small values of ISE
[31–33]. For instance, zero value of ISE inherently results into inﬁnity
value of FOM, irrespective of the compression ratio. However, FOM is
still used by many researchers as one of the basic merits. Thus, we
have also used FOM in the current work. For other metrics, relevant
discussions can be found in [31–33].
4.2. About scaling of digital curves and impact on dominant point
detection
In this section, the effect of scaling on the performance of the three
modiﬁed algorithms (Sections 3.1.2, 3.2.2, and 3.3.2) is illustrated. Two
curves—tin opener and Africa—are used for this purpose. The resolutionNoisy boundaries RDP(mod)
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Fig. 15. Performance of the three modiﬁ15of each curve is reduced by a factor of 1/2, 1/3, 1/4, and 1/5. Themodiﬁed
versions of RDP, Masood, and Carmona are applied on these curves and
the results are plotted in Figs. 9, 10, and11 respectively. The performance
parameters are tabulated in Tables 4, 5, and 6 respectively. The results for
scaling 1 in Tables 4, 5, and 6 are taken from Tables 1, 2, and 3 respective-
ly. The performance parameters indicate thatwhen the curves are signif-
icantly de-scaled (for example by a factor 1/5) and loose the details, the
compression ratio decreases for all the three methods. However, the
behavior of the maximum deviation and the ISE does not change
signiﬁcantly. This implies that the methods retain their natural ﬁtting
characteristics. It is also interesting to note that all the three methods
represent the curves well.
4.3. About using the proposed framework for non-digitized and semi-
digitized curves
In this section, the applicability of the three modiﬁed algorithms
(Sections 3.1.2, 3.2.2, and 3.3.2) for non-digitized and semi-digitized
curves is demonstrated. First, we consider a set of non-digitized curves
given by the following parametric equations:
r ¼ a cos mθ
4
  n2
þ sin mθ
4
  n3 − 1n1 ð20Þ
x ¼ r cos θþ θ0ð Þ þ x0; y ¼ r sin θþ θ0ð Þ þ y0 ð21Þ
where a, m, n1, n2, n3, θ0, x0, and y0 are the parameters of the curve.
Using Eqs. (20) and (21), three curves with the set of parameters in
Table 7 are generated. The values of the x and y coordinates given by
Eq. (21) are kept in the form of double-precision ﬂoating numbers in
Matlab. The curves are shown in Fig. 12.
For these curves, the result of RDP(mod), Masood (mod), and
Carmona(mod) are given in Fig. 13 and Table 8. The results clearly
show that the modiﬁed methods based on the proposed non-
parametric framework perform well even for non-digitized (real
valued) curves.
Now we consider a semi-digitized curve, similar to data plots in
which one axis (x axis) is digitized. A data plot given by the following
equation and plotted in Fig. 14(a) is considered as an example:
y ¼ 100 sin x=5ð Þ
x=5ð Þ ; x ∈ 1;2;…;100f g ð22Þ
For this plot, the dominant points detected by the three modiﬁed
algorithms (Sections 3.1.2, 3.2.2, and 3.3.2) are shown in Fig. 14(b–d)
respectively. The performance parameters are tabulated in Table 9.Masood(mod) Carmona(mod)
ed methods for noisy digital curves.
Table 10
Performance parameters of the three modiﬁed methods for noisy digital curves.
No. of
pixels (M)
No. of
dominant
points (N)
max(dm) ISE FOM CR
Tin opener
RDP(mod) 278 42 0.95 33.99 0.19 6.62
RDP(mod) noisy 296 31 1.40 98.20 0.10 9.55
Masood(mod) 278 45 1.00 20.69 0.30 6.18
Masood(mod) noisy 296 50 1.20 60.29 0.10 5.92
Carmona(mod) 278 29 2.28 145.12 0.07 9.59
Carmona(mod) noisy 296 29 3.41 237.69 0.04 10.21
Africa
RDP(mod) 291 38 1.00 37.02 0.21 7.66
RDP(mod) noisy 321 37 1.36 93.35 0.09 8.68
Masood(mod) 291 39 0.97 25.89 0.29 7.46
Masood(mod) noisy 321 57 0.99 65.33 0.09 5.63
Carmona(mod) 291 35 1.24 52.62 0.16 8.31
Carmona(mod) noisy 321 28 2.04 166.37 0.07 11.46The results clearly demonstrate the applicability of the proposed frame-
work for semi-digitized curves like data plots as well.
4.4. About using the proposed framework for noisy digital curves
This section presents the performance of the three modiﬁed algo-
rithms (Sections 3.1.2, 3.2.2, and 3.3.2) for noisy digital curves. For
this purpose, we added noise to the digital curves using the Kanungo
model [34]. The parameters used for Kanungo noise model were α0=
β0=4, α=β=2, and ηf=ηb=0. The performance of the three
methods for two curves—tin opener and Africa—is presented in Fig. 15
and tabulated in Table 10. Results for RDP(mod), Masood(mod) and
Carmona(mod) in Table 10 correspond to the results in Tables 1, 2,
and 3 respectively. It is noted that the compression ratios (CR) of
RDP(mod) and Carmona(mod) increase for the noisy curves, while
the compression ratio (CR) ofMasood(mod) decreases for noisy curves.
This is consistent with the nature of Masood's method which supports
very close ﬁtting and consequently results in more dominant points in
order to ﬁt closely to the noise. On the other hand, RDP and Carmona
both have relatively more smoothing effects as compared to Masood.
5. Conclusion
In this paper, a non-parametric framework for dominant point de-
tection methods is proposed. The approach is based upon theoretical
bound of the deviation of the pixels obtained by the digitization of a
line segment. The approach is to use this bound in a dominant point
detection method as either the optimization goal or the termination
condition or both. It is shown that this approach can be incorporated
in various types of dominant point detection methods easily to make
them independent of control parameter and related heuristics. This is
illustrated by modifying three different dominant point detection
methods (RDP [21,22], Masood [10], and Carmona [12]). The results
show that as compared to the use of control parameters in the original
versions of these methods, the modiﬁcations of the methods using the
non-parametric approach provide a more balanced performance and
good approximation of the digital curves. It is also shown that the mod-
iﬁed versions of the dominant point detection methods can still retain
their original natural characteristics. This framework will be useful for
applications, the performance of which suffers from heuristic choices of
control parameters. It is also useful for applicationswhere the a priori in-
formation about the input data is limited and heuristics for choosing the
control parameters may not be available. The utility of the proposed
framework is also shown for non-digital, semi-digital, and noisy digital
curves. Though the approach is applied for three methods only in this
paper, the approach can be suitably applied in most dominant point de-
tection methods to make them free of heuristics. 16Appendix A
Consider the effect of digitization on the slope of a line segment con-
necting two points (which may or may not be pixels). Here, an upper
bound for the deviation of the pixels obtained by the digitization of the
line segment is derived. Due to digitization in the case of digital images,
a general point P(x, y) is approximated by a pixel P′(x′, y′) as follows:
x′ ¼ round xð Þ; y′ ¼ round yð Þ ð23Þ
where round(x) denotes the rounding of the value of real number x to its
nearest integer. P′(x′, y′) satisﬁes the following:
x′; y′∈ Z ð24Þ
x′ ¼ xþ Δx; y′ ¼ yþ Δy ð25Þ
−0:5 ≤ Δx ≤ 0:5;−0:5 ≤ Δy ≤ 0:5 ð26Þ
Let the slope of the line P1P2 (actual line) be denoted as m and the
slope of the line P1′P2′ (digital line) be denoted as m′. Then,
m ¼ tanϕ ¼ y2−y1
x2−x1
ð27Þ
m′ ¼ y
′
2−y′1
x′2−x′1
¼ mþ Δy2−Δy1
x2−x1
 
1þ Δx2−Δx1
x2−x1
 
ð28Þ
The angular difference between the numeric tangent and the
digital tangent is used as the estimate of the error. This angular differ-
ence is given as:
∂ϕ ¼ tan−1 mð Þ− tan−1 m′
   ¼ tan−1 m−m′
1þmm′
 !
 ð29Þ
Substituting Eq. (28) in Eq. (29), we get:
∂ϕ ¼ tan−1
1þ Δx2−Δx1
x2−x1
 
m− mþ Δy2−Δy1
x2−x1
 
1þ Δx2−Δx1
x2−x1
 
þm mþ Δy2−Δy1
x2−x1
 
0
BB@
1
CCA


¼ tan−1
Δx2−Δx1
x2−x1
 
m− Δy2−Δy1
x2−x1
 
1þm2	 
þ Δx2−Δx1
x2−x1
 
þm Δy2−Δy1
x2−x1
 
0
BB@
1
CCA


¼ tan−1 m Δx2−Δx1ð Þ− Δy2−Δy1ð Þ
1þm2	 
 x2−x1ð Þ þ Δx2−Δx1ð Þ þm Δy2−Δy1ð Þ
 !

ð30Þ
Using Eq. (27) in Eq. (30), and substituting
s ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2−x1ð Þ2 þ y2−y1ð Þ2
q
ð31Þ
t ¼ Δx2−Δx1ð Þ x2−x1ð Þ
s2
þ Δy2−Δy1ð Þ y2−y1ð Þ
s2
ð32Þ
we get the following:
∂ϕ ¼ tan−1 x2−x1
s2
 
1þ tð Þ−1 m Δx2−Δx1ð Þ− Δy2−Δy1ð Þð Þ
 
 ð33Þ
Now we highlight the following points that are together used in
Eq. (33) in order to derive the analytical error bound.
• Due to Eq. (26), the maximum value of |Δx2−Δx1| and |Δy2−Δy1|
is 1.
• |(x2−x1)/s| and |(y2−y1)/s| are both less than or equal to 1 due to
the deﬁnition of s in Eq. (31).
• For any digital line made of more than 3 pixels for 4-connected
digital curve and more than 2 pixels for 8-connected digital curve,
s is always more than
ﬃﬃﬃ
2
p
.
• As a consequence of the above points, |t|b1.
• In general, the exact values of |Δx2−Δx1| and |Δy2−Δy1| are not
known, which implies that the value of t is not known except for
the above mentioned fact that |t|b1.
Thus, in order to derive the bound, inﬁnite geometric series
expansion is used in Eq. (33) and ∂ϕ can be written as:
∂ϕ ¼ tan−1 x2−x1
s2
 
m Δx2−Δx1ð Þ− Δy2−Δy1ð Þð Þ
X∞
n¼0
−tð Þn
 ! !

ð34Þ
Further we note that, ∂ϕ has a maximum value when |Δx2−
Δx1|=|Δy2−Δy1|=1. Thus, using the deﬁnition of ϕ in Eq. (27),
the maximum value of t is given by:
tmax ¼
1
s
 
cosϕj j þ sinϕj jð Þ ð35Þ
Thus, the maximum value of ∂ϕ is gives as:
∂ϕmax ¼ max tan−1
1
s
sinϕ cosϕj jð Þ
X∞
n¼0
−tmaxð Þn


 !( ) !
ð36Þ
Since tmax≤1, Eq. (36) is bounded. Truncating the series by
retaining up to second order terms only, Eq. (36) can be written as:
∂ϕmax ¼ max tan−1
1
s
sinϕ cosϕj jð Þ 1−tmax þ t2max
   
þ O t3max
 
ð37Þ
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