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1. Intermission
Multiple Correspondence Analysis（MCA）分析の方法とその考え方については、前編（その 1）で述べ
たが、ここでは、実際のデータ分析を行う前に MCA による分析の本質を考えることにする。MCA のデ
ータは個体 individuals（n）×変数 variables（p）の行列で表示される。各個体は幾つかの変数のカテゴリー
categories を選択するデータから成り立っている。分析目的は．個体間及び変数間の関連性の分析であり、
多次元のデータを低次元のデータに縮約して、グラフ上に配置し可視化するものである。
MCA においては、データは individual による変数の category の選択である。従って、2つの個体が同
一の選択をすれば、個体の区別はなくなり、individuals 間の距離は零で、同じ点として、空間上に表現さ
れる。変数の面から見ると、categories の分布をみることは、重要である。選択の頻度が非常に少ない cate-
gories はグラフの中心からの距離が大であるが、データとしての有意性が問題である。個体による catego-
ries の選択が 0、1の binary data で表示されるデータ行列の周辺度数がデータの特質を示している。n 個
のデータ点 points of individuals は、a cloud of individuals と呼ばれ、categories の総数 K 次元の空間の点
の集まりで、Q 個の質問があると、各質問から 1つのカテゴリーを選ぶので、分析の結果では、K−Q 次
元の部分空間で表現され、周辺度数の値は、p/n で、n 個の個体はすべて、同一である。Category では、K−Q
次元の空間の k 個の点の配置がもたらされるが、各点を選択する individuals の clouds と、Demographic
variables による individuals の clouds の配置による category の解釈が有効である。
この分析では、日本と、ドイツの生活意識の構造について、以前に分析したデータを用いて比較解析を
試みることにする。
2．データについて
利用したデータは、すでに私の研究ノートで用いたものと同じである。価値観と生活意識に関する調査
で、2007年に日本で、2008年にドイツで集計された資料を用いた。国際比較をするために同じ質問項目
毎にまとめられた質問を取り上げた。各質問についてその類似の項目カテゴリーの度数から、超越的実在
に対する意識の国別差異を分析の対象とし、それに関連する質問として、科学に対する態度を組み合わ
せ、他に若干の説明変数を組み合わせたデータを分析の対象とした。
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3．データの事前処理
a．欠測値の処理
データ分析を始めるにあたって、データについての情報が必用であることは言うまでもないが、まず、
欠測値 missing value の処理が問題である。ここで利用するデータでは、欠測値は 9に指定されている。
欠測値の処理には幾つかの方法があるが、ここでは、欠測値の個数が少ないので、これをデータから削除
することにした1）。
註 1）その program は、例えば、Q 12のデータなら、
＞Q 12＜−read.table（“clpboard”,header＝TRUE）
＞attach（Q 12）
＞missing＜−Q 12 a＝＝9｜Q 12 b＝＝9｜Q 12 c＝＝9
＞Q 12＜−Q 12［!missing,］
とすれば、この Q 12のデータは、各カテゴリーから 9で示される欠測値が除かれたデータになる。ま
た、同じ内容の program であるが、Q 19を例にして、
dim（Q 19）
［1］882 6
＞Q 19.9＜−rep（0,nrow（Q 19））
＞for（i in 1 : nrow（Q 19））｛
＋ for（j in 1 : ncol（Q 19））｛
データの組み合わせ
超越的実在に対する態度
日本 ドイツ 内容
Q 19 a
Q 19 b
Q 19 c
Q 19 d
Q 19 e
Q 19 f
q 17 a
q 17 b
q 17 c
q 17 d
q 17 e
q 17 f
神や仏
死後の世界
生まれ変わり
魂
守護神
UFO
1（ある）4（ない）5（わからない）
科学に対する態度
Q 13 a
Q 13 b
Q 13 c
q 12 a
q 12 b
q 12 c
科学を信頼しすぎ、感情、宗教を軽視
科学は恩恵より害
科学では説明不能な現象あり
1（賛成）3（どちらでもない）5（反対）
Demographic variables
日本
Q 3
Q 31
Q 32
性別
婚姻
学歴
（1，2）
（1，…，6）
（1，…，5）
ドイツ
d2
d3
d4
d5
年齢
職業
婚姻
学歴
（1，…，8）
（1，…，9）
（1，…，5）
（1，…，8）
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00.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
1 2 3 4 5
Q19a
Q19b
Q19c
Q19d
Q19e
Q19f
＋ if（Q 19［i,j］＝＝9） Q 19.9［i］＜−Q 19.9［i］＋1
＋｝
＋｝
＞Q 19＜−Q 19［Q 19.9＝＝0,］
＞dim（Q 19）
［1］858 6
とすることも出来る。
b．回答分布の作成
回答分布を作成するための、R によるプログラム、及びその結果である。
各質問に対するカテゴリーの回答分布
ここでは、Q 19に対する回答分布の作成と、データ全体の分布を示す。
＞attach（Q 19）
＞rbind（table（Q 19 a）,table（Q 19 b）, . . . . . . . , table（Q 19 f））
Q 19の回答比率の分布とグラフ2）
註 2）回答比率のグラフは、分布表のデータを読みこんで、Excel の機能を用いて作図した。
1 2 3 4 5
Q 19 a
Q 19 b
Q 19 c
Q 19 d
Q 19 e
Q 19 f
0.253
0.136
0.143
0.230
0.160
0.104
0.404
0.339
0.329
0.415
0.361
0.200
0.106
0.154
0.142
0.099
0.121
0.153
0.078
0.124
0.145
0.086
0.131
0.207
0.159
0.247
0.241
0.170
0.227
0.336
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1 2 3 4 5
0
0.1
0.2
0.3
0.4
0.5
0.6
q17a
q17b
q17c
q17d
q17e
q17f
q 17の回答比率の分布とグラフ
c．R の package について
分析では、主として R の package、FactoMineR3）を使用した。この package は、探索的多変量解析に特
化したもので、使い易い。詳しくは文献［2］に多くの用例がある。
註 3）この Package による MCA を利用する場合には data set を factor にすることが要求される。data
を dummy variable で変換したものは、数値データであるので、これを factor（因子）に変換する。その
ために利用する関数として、Trans.factor（data）を利用されたい。
＞Trans.factor
function（data）｛
name＜−deparse（substitute（data））
nobj＜−nrow（data）
nvar＜−ncol（data）
vname＜−names（data）
rname＜−rownames（data）
for （j in 1 : nvar）｛
data［, j］＜− as.factor（data［, j］）
levfreq＜−table（data［, j］）
if（any（levfreq＝＝0））｛
newlev＜−levels（data［, j］）［−which（levfreq＝＝0）］
｝
else ｛
newlev＜−levels（data［, j］）
｝
1 2 3 4 5
q 17 a
q 17 b
q 17 c
q 17 d
q 17 e
q 17 f
0.383
0.175
0.054
0.041
0.214
0.023
0.245
0.230
0.158
0.121
0.276
0.125
0.062
0.123
0.128
0.128
0.121
0.126
0.152
0.278
0.416
0.545
0.259
0.475
0.158
0.195
0.243
0.165
0.130
0.251
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data［, j］＜−factor（data［, j］, levels＝sort（newlev））
｝
return（data）
｝
なお、correspondence analysis に特化した package に ca があり、参考文献［3］を参考にされたい。利
用するときには、主座標の値の符号がこの 2つの package では、異なるので注意が必要である。
次に、0, 1のダミー変数を使って原データを dummy vaiables に変換する program を示す。
＞make.dummy
function（dat）
｛
ncat＜−ncol（dat）
mx＜−apply（dat,2,max）
start＜−c（0,cumsum（mx）［1：（ncat-1）］）
name＜−NULL
for（i in 1 : ncat）｛
name＜−c（name,paste（colnames（dat）［i］,1 : mx［i］,sep＝””））
｝
nobe＜−sum（mx）
retv＜−t（apply（dat,1,
function（obs）
｛
zeros＜−numeric（nobe）
zeros［start＋obs］＜−1
zeros
｝
））
colnames（retv）＜−name
return（retv）
｝
この program は青木教授の program4）を紹介したものであるが、欠測値を除いたデータに適用されたい。
又、以下の program を実行しても。同じ結果が得られる。
＞Q 13.Z＜−matrix（0,nrow（Q 13）,ncol＝15）
＞a＜−matrix（rep（1 : nrow（Q 13）,3）,byrow＝T,nrow＝3）
＞b＜−t（Q 13［,1 : 3］）＋c（seq（0,10,5））
＞a＜−as.numeric（a）
＞b＜−as.numeric（b）
＞Q 13.Z［cbind（a,b）］＜−1
ここで、Q 13.Z も、以下の program でも同じ結果が生じる。
＞make.dummy（Q 13）
註 4）http : //aoki2.si.gunma−u.ac.jp
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4．MCA によるデータ解析
データは次の構成から成立している。
日本 data＝（Q 19 a～f, Q 13 a～c, sex, age, oqupation, marrage, school）
ドイツ data＝（q 17 a～f, q 12 a～c, sex, age, oqupation, marrage, school）
計算はすべて、R の package, FactoMineR を用いた。
実際の計算では、このデータファイルから分析に必要な部分を切り取って、無回答なデータ（missing
data）を除いて計算した。また、program の詳細な説明は、package の manual, 参考文献［2］，［3］を参照
してください。ここでは、実行 program と、その結果を述べることにする。
a．日本のデータ Q 19 a～Q 19 f について、MCA の分析。
＞dim（Jdata 1） #データの大きさ
［1］ 858 6
＞Jdata 1［c（1,2,857,858）,］ #データの内容
Q 19 a Q 19 b Q 19 c Q 19 d Q 19 e Q 19 f
1 2 5 5 5 5 4
2 2 2 2 2 3 3
881 2 2 1 1 1 5
882 4 4 4 4 4 4
＞library（FactoMineR） #使用 package の load
＞Jdata 1＜−Trans.factor（Jdata 1） #数値データを factor に変換
＞res.mca＜−MCA（Jdata 1） #MCA の計算を実行、図 1の表示、individuals
と categories の同時表示は省略。
＞plot（res.mca,invisible＝”var”,cex＝0.7） #individuals の表示、図 2
＞plot（res.mca,invisible＝”ind”,cex＝0.7 #categories の表示、図 3
Individuals の表示図に於いて categories の点 centroids とその信頼領域を表示するには、次の program を
実行するとよい。
＞plotellises（res.mca,,keepvar＝colnames（1 : 6）） #図 4
図 1 Variables representation 図 2 MCA factor map
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b．ドイツのデータ q 17 a～Q 17 f について MCA の分析。
＞dim（Ddata 1）
［1］ 514 6
＞Ddata 1［c（1, 2, 513, 514）,］
q 17 a q 17 b q 17 c q 17 d q 17 e q 17 f
1 1 5 4 4 1 4
2 1 2 4 4 1 4
514 2 3 3 3 2 3
515 5 4 4 4 4 4
図 3 MCA factor map
図 4
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＞Ddata 1＜−Trans.factor（Ddata 1）
＞library（FactoMineR）
＞res.mca＜−MCA（Ddata 1） #図 5の表示
＞plot（res.mca,c（1,2）,invisible＝”var”,cex＝0.7） #図 6の表示
＞plot（res.mca,c（1,2）,invisible＝”ind”,cex＝0.7） #図 7の表示
＞plotellipses（res.mca,keepvar＝colnames（1 : 6）） #図 8の表示
図 7 MCA factor map
図 5 Variables representation 図 6 MCA factor map
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これらのグラフを観察すると、日本とドイツの超越的実在に対する意識について、大きな差は見られな
い。いずれの国に於いても、わからない（5）と回答した層は孤立した集団を形成している。質問では、UFO
に対するものが、他の質問とは異なるものであることは明白でる。グラフ表示は、通常 1, 2次元である
がその大きさは固有値の大きさで示される。それには、次の program を実行する。
＞barplot（res.mca$eig［,1］,main＝”Eigenvalues”,
＋names.arg＝paste（”Dim”,1 : nrow（res.mca$eig）,sep＝””））
＞res.mca$eig［1 : 5,］
Eigenvalue percentage of variance cumulative percentage of varianc
dim 1 0.6376923 15.942307 15.94231
dim 2 0.6076170 15.190425 31.13273
dim 3 0.5784877 14.462194 45.59493
dim 4 0.4517938 11.294844 56.88977
dim 5 0.1614314 4.035784 60.92555
図 8
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なお、図 9では Dim 1, Dim 2, のみ表示しているが Dim 1, Dim 3のグラフを描くときには、
＞plot（res.mca,c（1,3）,invisivle＝”var”,cex＝0.7）のようにする。
c．幾何学的分析。
次に超越的実在に対する態度と科学に対する意識との関連について分析することにする。
この問題では、Q 19と Q 13のクロス表による分析が考えられるが、ここでは、package による分析を
行う。この方法は幾何学的分析と呼ばれている。
＞Jdata 2［1 : 2,］ #データの表示
Q 19 a Q 19 b Q 19 c Q 19 d Q 19 e Q 19 f Q 13 a Q 13 b Q 13 c
1 2 5 5 5 5 4 2 3 3
2 2 2 2 2 3 3 3 3 3
＞dim（Jdata 2） #データの大きさ
［1］ 845 9
＞Jdata 2＜−Trans.factor（Jdata 2） #データを factor に変換
＞library（FactoMineR） #package の load
＞res.mca＜−MCA（Jdata 2,quali.sup＝7 : 9） #Q 13 を supplementary elements に指定して MCA を
実行，#図 10
＞plot（res.mca,c（1,2）,invisible＝c（”var”,”ind”）,cex＝0.7）
#図 11の表示
＞plotellipses（res.mca,c（1,2）,keepvar＝7 : 9） #図 12の表示
図 9 Eigenvalues
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図 10 Variables representation
図 11 MCA factor map
図 12
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ドイツのデータ解析は日本と同じである。
＞Ddata 2［1 : 2,］
q 17 a q 17 b q 17 c q 17 d q 17 e q 17 f q 12 a q 12 b q 12 c
1 1 5 4 4 1 4 4 4 1
2 1 2 4 4 1 4 4 5 2
＞Ddata 2＜−Trans.factor（Ddata 2）
＞library（FactoMineR）
＞res.mca＜−MCA（Ddata 2,quali.sup＝c（7 : 9）） #図 13
＞plot（res.mca,invisible＝c（”var”,”ind”）,cex＝0.7） #図 14
＞plotellipses（res.mca,c（1,2）,keepvar＝7 : 9） #図 15
図 15
図 13 Variables representation 図 14 MCA factor map
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日本とドイツ、いずれに於いても科学に対する態度について差があるとは認められない。
d．Demografic variables を用いた幾何学的分析。
前項で付加的変数を利用したのと同様に、性別、年齢等の変数を追加しても、この package を用いて幾
何的分析を行うことが出来る。
Jdata 3［1 : 2,］
Q 19 a Q 19 b Q 19 c Q 19 d Q 19 e Q 19 f Q 3 Q 31 Q 32
1 2 5 5 5 5 4 2 1 2
2 2 2 2 2 3 3 2 1 4
＞Jdata 3＜−Trans.factor（Jdata 3）
＞library（FactoMineR）
＞res.mca＜−MCA（Jdata 3,quali.sup＝c（7 : 9）） #図 16
＞plot（res.mca,c（1,2）,invisible＝c（”var”,”ind”）,cex＝0.7） #図 17
＞plotellipses（res.mca,c（1,2）,keepvar＝7 : 9） #図 18
図 17 MCA factor map
図 16 Variables representation
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＞Ddata 3［1 : 2,］
q 17 a q 17 b q 17 c q 17 d q 17 e q 17 f d 2 d 3 d 4 d 5
1 1 5 4 4 1 4 4 1 4 4
2 1 2 4 4 1 4 2 1 3 6
＞dim（Ddata 3）
［1］ 493 10
＞Ddata 3＜−Trans.factor（Ddata 3）
＞library（FactoMineR）
＞res.mca＜−MCA（Ddata 3,quali.sup＝8 : 10） #図 19
＞plot（res.mca,invisible＝c（”var”,”ind”）,cex＝0.7） #図 20
＞plotellipses（res.mca,keepvar＝7 : 10） #図 21
＞
図 18
図 19 Variables representation 図 20 MCA factor map
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両国とも、Demografic variables による差は特にないようである。
e．クラスター分析による分析。
分析の最後として、クラスター分析と MCA との比較を試みることにする。MCA の分析は多変量のデ
ータを 2次元空間に射影にグラフ上に表示するのである。この点から見ると、2次元空間の点の配置を
clustering してもその結果と比較できるであろう。クラスター分析については、ここでは参考文献［7］に
ゆずるとして、MCA の分析結果である各 individuals の 2次元の点の値を、Ward’s Method を使って cluster
に分けることが出来る理由を説明する。クラスター内の個々の点は同質であり（small within-cluater vari-
ation）、異なるクラスター間は異質（large between clusters variation）である。これは分散分析の定式化と
同じであり、MCA における total inertia の分割に一致する。
Total inertia＝Btween-clusters inertia＋Within-cluster inertia
その基準は、Btween clusters の変動を最大にするか、又は Within-clusters の変動を最小にするかによっ
て達成される。これは、Ward method の基準であり、MCA のそれと一致する。
＞Jdata 1＜−Trans.factor（Jdata 1） #データを factor に変換
＞library（FactoMineR） #package を load
＞res.mca＜−MCA（Jdata 1,graph＝FALSE） #MCA を実行
＞library（cluster） #クラスター分析の package を load
＞classif＜−agnes（res.mca$ind$coord,method＝”ward”） #”ward”法による分析結果をクラスター分析
する。
＞plot（classif,ask＝FALSE,which.plots＝2,main＝”Dendrogram”,labels＝FALSE）
#図 22、デンドログラムを描く
＞clust＜−cutree（classif,k＝5） #5つのクラスターに分割
＞Jdata 1.comp＜−cbind.data.frame（Jdata 1,res.mca$ind$coord［,1 : 3］,factor（clust））
#MCA の individual の値と、5つの cluster を
図 21
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dataframe に結合
＞res.aux＜−MCA（Jdata 1,comp,quanti.sup＝7 : 9,quali.sup＝10,graph＝FALSE）
#この data を MCA を実行
＞plot（res.aux,invisible＝c（“quali.sup”,”var”,”quanti.sup”）, #図 23
＋label＝”none”,cex＝0.7,habillage＝10）
＞plotellipses（res.aux,keepvar＝7） #図 24 cluster による配置
図 22 Dendrogram
図 23 MCA factor map
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ドイツにつて、q 17につて同様の分析を実行すると、program は省略して、Jdata 1を Ddata 1に変更す
ると、図 25、図 26、図 27の結果が得られる。
図 24
図 25 Dendrogram
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分析の結果、clustering と MCA による日本（図 8と図 24）、ドイツ（図 15と図 27）を比較して、その
結果には殆ど差がないことが分かる。cluster analysis では、両国とも線形の構造を持っているが、cluster 5
はやや異質であり、category 5に相当するものと思われる。
図 26 MCA factor map
図 27
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5．まとめ
本稿において、MCA の考え方を説明し、その応用について、幾つかの手法を説明した。分析結果は、
グラフ化されて示されるので、それから意味のある解釈が得られることが必要である。そのためには、十
分に配慮された調査計画にもとずく質問の設定が必要であるが、多くの分析結果が蓄積されることが望ま
れる。
また。Cluster 分析による結果からは、MCA によるものと類似しており、データに潜むパターンを見つ
けようとする点では同じ考え方である。Cluster analysis による分析はその成果が期待される領域であろ
う。
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ABSTRACT
Following the explanation of multiple correspondence analysis theory, I analyzed
the Life Survey data of Japan and Germany, especially the attitude toward religious
minds, and proposed the usual MCA and some geometric analysis with respect to an-
other questions and demographic variables. Moreover I tried the comparison of the re-
sults of MCA analysis and clustering.
Key Words: multiple correspondence analysis (MCA), R, FactoMineR, geometric data
analysis, clustering
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