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ABSTRACT
Human activity recognition using multiple sensors is a chal-
lenging but promising task in recent decades. In this paper,
we propose a deep multimodal fusion model for activity
recognition based on the recently proposed feature fusion
architecture named EmbraceNet. Our model processes each
sensor data independently, combines the features with the
EmbraceNet architecture, and post-processes the fused fea-
ture to predict the activity. In addition, we propose additional
processes to boost the performance of our model. We submit
the results obtained from our proposed model to the SHL
recognition challenge with the team name “Yonsei-MCML.”
KEYWORDS
multimodal fusion, activity recognition, deep learning
1 INTRODUCTION
Human activity recognition is one of the widely studied top-
ics in the recent decades [9]. This has been accelerated with
the abundance of computational resources and data. Thanks
to the popularization of the intensive computing devices
such as graphics processing units (GPUs) [1], it becomes
possible to build large deep neural network models contain-
ing considerable numbers of the layers [17]. Furthermore,
several datasets for the activity recognition tasks containing
various types of data have been released, including videos
(e.g., HMDB [12] and ActivityNet [2]), inertial sensors (e.g.,
OPPORTUNITY [3] and Sussex-Huawei Locomotion- Trans-
portation (SHL) [7, 19]), and multiple types of the sensors
(e.g., Berkeley MHAD [14] and UTD-MHAD [4]).
Along with the increased number of sensors, many modal-
ity fusion methods have been proposed to efficiently handle
the characteristics of the multimodal data [16]. For instance,
Ordóñez and Roggen [15] employed an early fusion-based
approach, which integrates the sensor data at the initial stage,
to classify actions of the OPPORTUNITY dataset. Ngiam et
* Accepted in International Workshop on Human Activity Sensing Corpus
and Applications (HASCA) 2019 at ACM International Joint Conference
on Pervasive and Ubiquitous Computing and International Symposium on
Wearable Computers (UbiComp/ISWC).
Table 1: Model configuration of our activity recognition
model.
Part Layer Configuration Output size
Pre-processing
conv1 32 filters, 5 strides 100 × 32
conv2 64 filters, 5 strides 20 × 64
conv3 128 filters, 2 strides 10 × 128
conv4 256 filters, 2 strides 5 × 256
EmbraceNet full 256 units 5 × 256
Post-processing
conv1 256 filters, 1 stride 5 × 256
conv2 256 filters, 1 stride 5 × 256
conv3 8 filters, 1 stride 5 × 8
al. [13] proposed an intermediate fusion-based approach to
exploit audio and visual features of videos, which uses a
restricted Boltzmann machine (RBM) for each modality to
obtain the features and combines them at the intermediate
stage.
In this paper, we propose an intermediate fusion-based
deep activity recognition model, which pre-processes the
data of each modality separately and then combines them
with a state-of-the-art multimodal fusion method named as
EmbraceNet [6]. EmbraceNet brings several advantages to
the multimodal classification tasks, including high compati-
bility with existing deep learning architectures and thorough
consideration of the cross-modal correlations. Furthermore,
we employ additional processes such as data pre-processing,
data augmentation, and iterative application of our model to
improve the performance. We participate in the SHL recogni-
tion challenge, which employs part of the SHL dataset [7, 19],
under the team name of “Yonsei-MCML.”
The rest of the paper is organized as follows. First, we
explain the dataset that we use in Section 2. Then, we present
the structure of our activity recognition model in Section 3.
We conduct several experiments to analyze our proposed
model in Section 4. Finally, we conclude our work in Section 5
with providing additional information about our submission
to the SHL recognition challenge.
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Figure 1: Overall structure of our activity recognition model.
2 DATASET
The SHL dataset contains eight modes of locomotion and
transportation, including still, walking, run, bike, car, bus,
train, and subway. The sensor data are acquired using smart-
phoneswith four locations of a person, including bag, trousers
front pocket, breast pocket, and a hand. Each location is re-
ferred to as “Bag”, “Hips”, “Torso”, and “Hand”, respectively.
A subset of the dataset is provided for the challenge, which
consists of the data obtained from seven sensors, including
accelerometer, gravity, gyroscope, linear accelerometer, mag-
netometer, orientation, and pressure sensors. The orientation
sensor consists of four channels, which is represented as spa-
tial rotation in quaternions (i.e., w , x , y, and z-axes). The
pressure sensor consists of a single channel. Each of the rest
sensors consists of three channels, which correspond to the
three-dimensional axes (i.e., x , y, and z-axes).
The dataset is provided with three splits: train, validation,
and test. For training, 59 days of the data acquired from
the locations except the “Hand” location are provided. For
validation, 3 days of the data obtained from all the locations
are given. For testing, 20 days of the data for only the “Hand”
location are provided. Both the training and validation splits
contain the ground-truth labels along with the sensor data,
whereas the testing split does not.
The three splits consist of 588,215, 48,708, and 55,811 sam-
ples, respectively1. Each sample contains 500 sensor values,
which are acquired for five seconds with a sampling rate of
100 Hz.
1The original number of the training samples is 588,216, however, we exclude
the sample that contains invalid data (NaN).
3 MODEL DESCRIPTION
We develop a multimodal activity recognition model, which
processes eachmodality data independently in pre-processing
layers, combines the processed features into one based on
the EmbraceNet architecture [6], and finally determines the
activity classes via post-processing layers. Figure 1 shows
the overall structure of our model. The detailed model con-
figuration is explained in Table 1.
Pre-processing layers
We employ all the m = 7 sensors to recognize the mode
of locomotion or transportation. Denote the original data
of the k-th sensor as x(k ). The shape of x(k ) is t × s , where
the first and second dimensions (i.e., t and s) correspond
to time and channel axes, respectively. For example, the
accelerometer sensor data x(1) has a shape of 500 × 3. For
each sensor, the original data is independently processed by
the one-dimensional convolutional layers having a kernel
size of 5 and the ReLU activation (i.e., R(x) = max (0,x)). In
addition, each convolutional layer employs convolutional
operations with strides, which reduces the size of the output
along the time axis. The pre-processing layers finally output
m processed features {h(1), h(2), ..., h(m)}, each of which has
a shape of 5 × 256.
EmbraceNet fusion layers
For each pre-processed feature h(k ), our model first employs
a fully-connected layer having c = 256 units with the ReLU
activation, which produces another processed feature d(k).
Then, the EmbraceNet-based feature fusion [6] proceeds as
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follows. Let p = [p1,p2, ...,pm]T denote a vector that con-
sists of probability values (i.e.,
∑
k pk = 1). Then, a vector
ri j = [r (1)i j , r (2)i j , ..., r (m)i j ]T can be drawn from a multinomial
distribution, i.e.,
ri j ∼ Multinomial(1, p) (1)
where i ∈ {1, 2, ..., 5} and j ∈ {1, 2, ..., c}. Note that this
ensures only one value of ri j is 1 and the rest values are 0.
Then, a feature mask r(k ) ∈ R5×c can be obtained, where the
value of r(k ) at (i, j) is r (k )i j . This is applied to d(k) as
d′(k ) = r(k) ◦ d(k ) (2)
where ◦ denotes the Hadamard product (i.e.,d ′(k )i j = r (k)i j ·d (k )i j ).
Finally, our model combines all the masked features to obtain
a final fused representation e, i.e.,
e =
∑
k
d′(k ). (3)
In this work, we set p = [1/m, 1/m, ..., 1/m]T .
Post-processing layers
The fused representation is further processed in the post-
processing layers, which consist of additional one-dimensional
convolutional layers having a kernel size of 5 and the ReLU
activation. Then, the final convolutional layer (conv3 in Ta-
ble 1) consisting of 8 filters with a kernel size of 1 and a
softmax activation is used to obtain the final class probabili-
ties, among which the maximum is chosen as the recognized
class. A total of five decisions are obtained, each of which
corresponds to the result for each one-second time duration.
4 EXPERIMENTS
We conduct experiments to compare the performance of our
method with the other fusion methods and find ways to
improve the performance of our method. All the results are
evaluated on the validation split.
Implementation details
We implement our model on the TensorFlow framework [1].
For each training step, eight samples are randomly chosen
from the train split. We employ a cross entropy loss and the
Adam optimization method [11] with β1 = 0.9, β2 = 0.999,
and ϵˆ = 10−4. The learning rate is initially set to 10−4 and
reduced by a factor of 2 at every 1 × 105 steps. A total of
5 × 105 training steps are executed.
Comparison with the other fusion methods
We first compare our model with the other fusion models:
early, intermediate, late, and confidence [5] fusion. All the
compared models have the same model configuration as our
model (Table 1) except the EmbraceNet part. In the early
fusion model, all the sensor data are concatenated along
Table 2: Performance comparison of the modality fusion
methods.
Fusion method Accuracy
Early fusion 46.73%
Intermediate fusion 63.87%
Late fusion 63.85%
Confidence fusion [5] 63.60%
Ours 65.22%
Table 3: Performance comparison of ourmodel trained with
data obtained from different phone locations.
Trained location Accuracy (Hand)
Bag 30.84%
Hips 36.32%
Torso 30.87%
All 47.63%
their channel dimension and then fed to the model. In the
intermediate fusion model, the EmbraceNet fusion layers
are replaced with the concatenation of h(k ) along their last
dimension. In the late fusion model, an independent model
is trained for each sensor and then the decision is made
from the averaged softmax outputs. In the confidence fusion
model, the EmbraceNet fusion layers are replaced with the
confidence calculation and fusion layers explained in [5].
Table 2 shows the performance comparison in terms of
accuracy measured on the data from all phone locations. The
result confirms that our model outperforms the other meth-
ods. The early fusion model shows the lowest accuracy. This
implies that combining sensor features at the intermediate
or late stages is more beneficial than combining the data at
the early stage.
Training on different phone locations
The train split does not contain any data acquired from the
“Hand” location. Therefore, classifying the “Hand” data in
the validation (or test) split is a challenging situation due to
the mismatch between the training and test data. To examine
the effect of this, we train our model with only one of the
three phone locations (i.e., “Bag”, “Hips”, and “Torso”) or all
of them. Table 3 shows the performance in terms of accuracy
measured on the “Hand” location. The result shows that
the “Hips” location is the most beneficial to classify the data
from the “Hand” location. Nevertheless, employing all the
locations is much better than employing only one specific
phone location.
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Table 4: Performance comparison of our model trained on the processed inputs.
Input Random rotation Accuracy (Bag) Accuracy (Hips) Accuracy (Torso) Accuracy (Hand) Accuracy (All)
Raw No 63.68% 67.98% 81.58% 47.63% 65.22%
FFT No 84.29% 84.55% 87.21% 54.28% 77.58%
Raw & FFT No 78.85% 79.82% 86.74% 52.60% 74.50%
Raw Yes 81.55% 73.53% 77.91% 60.06% 73.26%
FFT Yes 84.54% 81.55% 82.86% 58.11% 76.77%
Raw & FFT Yes 85.35% 82.21% 83.48% 59.34% 77.60%
Table 5: Performance comparison of our model with the output self-ensemble.
Self-ensemble size Accuracy (Bag) Accuracy (Hips) Accuracy (Torso) Accuracy (Hand) Accuracy (All)
1 85.35% 82.21% 83.48% 59.34% 77.60%
2 86.08% 82.83% 84.24% 59.50% 78.16%
3 86.17% 83.09% 84.54% 60.19% 78.50%
4 86.31% 83.21% 84.53% 60.03% 78.52%
5 86.35% 83.11% 84.71% 60.30% 78.62%
Data pre-processing
It may be helpful to pre-process the raw data before inputting
them to the model for performance improvement. To exam-
ine this, we consider two data processing methods as follows.
Fourier transform. It is known thatmanipulating inertial
sensor data in the frequency domain is beneficial to improve
the classification performance [8, 10]. To adopt this, we apply
the one-dimensional fast Fourier transform (FFT) for each
sensor channel before feeding the data to the model.
Random rotation. The inertial sensors output the data
depending on the absolute orientation of the phone. To make
sure that the model is not biased towards the absolute orien-
tation of the phone, we employ a random rotation process
that changes the absolute orientation of the input data. For
a given inertial sensor data sample, three random rotation
angles are drawn, which correspond to x , y, and z-axes, re-
spectively. Then, all values of the given data sample are
manipulated so as to have the absolute orientation that is
rotated by the randomly drawn angles. We apply the random
rotation process for all the sensor data except the pressure
sensor. For the orientation sensor data, we first convert the
quaternions to the Euler angles (i.e., yaw, pitch, and roll),
apply the random rotation, and convert them back to the
quaternions.
Table 4 compares the performance of our models trained
with different inputs. A total of 6 models are obtained with
the combination of the original (raw) data, data manipulated
via FFT, and the random rotation process. First of all, both
the Fourier transform and random rotation contribute to
improve the performance of our model. For example, em-
ploying FFT significantly increases the accuracies measured
on “Hips” and “Torso”, and employing the random rotation
largely improves the performance on the “Hand” location.
Themodel trainedwith employing both pre-processingmeth-
ods achieves the highest accuracy when all validation data
are used. These results confirm that our data processing
methods are highly beneficial to improve the performance.
Output self-ensemble
In the EmbraceNet fusion layers, the data flow to build an
integrated representation (i.e., e) is not static due to the sto-
chastic multinomial sampling process. In other words, our
model may output different results at different inferences,
even if the same input is given. This implies that combining
the outputs obtained by employing our model multiple times
can have an effect similar to the ensemble learning (or boot-
strap aggregating), which combines the decisions of multiple
classifiers to boost the performance.
To investigate this opportunity, we employ the trained
model multiple times, combine the outputs (after the soft-
max function), and make the decision. Table 5 shows the
performance of our model with respect to the number of
the employing times. This result strongly supports that the
so-called output self-ensemble process can improve the per-
formance without any additional training process.
Increasing model size
Finally, we increase the model size to enable more thorough
analysis of the input features in our model as shown in Ta-
ble 6. In detail, the number of the convolutional layers in
the pre-processing layers increases from 4 to 10, the num-
ber of hidden units in the EmbraceNet fusion layers (i.e., c)
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Table 6: Model configuration of our activity recognition
model having increased size.
Part Layer Configuration Output size
Pre-processing
conv1 32 filters, 1 stride 500 × 32
conv2 32 filters, 5 strides 100 × 32
conv3 64 filters, 1 stride 100 × 64
conv4 64 filters, 5 strides 20 × 64
conv5 128 filters, 1 stride 20 × 128
conv6 128 filters, 2 strides 10 × 128
conv7 256 filters, 1 stride 10 × 256
conv8 256 filters, 2 strides 5 × 256
conv9 512 filters, 1 stride 5 × 512
conv10 512 filters, 1 stride 5 × 512
EmbraceNet full 512 units 5 × 512
Post-processing
conv1 512 filters, 1 stride 5 × 512
conv2 512 filters, 1 stride 5 × 512
conv3 256 filters, 1 stride 5 × 256
conv4 256 filters, 1 stride 5 × 256
conv5 8 filters, 1 stride 5 × 8
increases from 256 to 512, and the number of the convolu-
tional layers in the post-processing layers increases from
3 to 5. With this model, we achieve improved accuracies
of 87.10%, 85.57%, 86.66%, and 63.03% on the “Bag”, “Hips”,
“Torso”, and “Hand” locations, respectively, and 80.59% on all
the validation data.
5 CONCLUSION
In this paper, we proposed a deep learning-based multimodal
activity recognition model that utilizes multiple sensor data
efficiently. Our model employed the pre-processing layers to
analyze each sensor data, EmbraceNet-based fusion layers to
combine the pre-processed features to an integrated repre-
sentation, and the post-processing layers to make a decision.
We showed that our model outperformed the other fusion
methods.
We submitted the results obtained on the test split to the
SHL recognition challenge. To do this, we trained the model
explained in Table 6 on both the train and validation splits.
The file size of the trained (frozen) model is 167MB. Both
the Fourier transform and random rotation processes were
employed as the data pre-processing methods. The model
was trained for 5 × 105 steps on a NVIDIA GeForce GTX
1080 GPU, which took about 17 hours. A total of five activity
probabilities were obtained for each sample to employ the
output self-ensemble method. It took about 25 minutes to
obtain the results for all test samples. The recognition result
for the testing dataset will be presented in the summary
paper of the challenge [18].
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