Abstract. We show that the number of three-term polynomial progressions x, x + P1(y), x + P2(y) in any subset A of a finite field Fq equals |A| 3 /q + OP 1 ,P 2 (|A|q 1−1/16 ), provided P1, P2 ∈ Z[y] are linearly independent, P1(0) = P2(0) = 0, and the characteristic of Fq is large enough. This answers a question of Bourgain and Chang.
Introduction
Let P 1 , . . . , P m ∈ Z[y] be polynomials satisfying P 1 (0) = · · · = P m (0) = 0, and for each N ∈ N, let [N ] denote the set {1, . . . , N }. Bergelson and Leibman's polynomial generalization of Szemerédi's Theorem [2] states that if A ⊂ [N ] contains no progression (1) x, x + P 1 (y), . . . , x + P m (y) with y = 0, then |A| = o P 1 ,...,Pm (N ). When each P i is linear, Gowers's proof of Szemerédi's Theorem [5] gives the explicit bound |A| ≪ P 1 ,...,Pm N (log log N ) cm .
Quantitative bounds are known for the size of subsets of [N ] lacking nontrivial polynomial progressions in only two other special cases. The case when m = 1 is covered by Sárkőzy's Theorem [12] , which dealt with P 1 = y 2 , and later generalizations to other polynomials, such as work by Sárkőzy [13] , Balog, Pelikán, Pintz, and Szemerédi [1] , Slijepčević [14] , and Lucier [10] . When m ≥ 2, the only quantitative result is due to Prendiville [11] , who dealt with the special case when P i = a i y d for a fixed d ∈ N.
In this paper, we consider the related problem of bounding the size of A ⊂ F q lacking nontrivial polynomial progressions. Of course, any bounds in the integer setting automatically hold in the prime field setting. However, one should expect that superior bounds hold in finite fields as the degrees of the P i 's increase. Indeed, if d = max i deg P i , then for (1) to lie in [N ], we must have x ≤ N and y ≪ N 1/d . Thus, a random subset of [N ] of density α is expected to contain ≍ α m+1 N 1+1/d progressions of the form (1), so that there exist subsets of [N ] of density ≍ N −1/md lacking (1) . In contrast, a random subset of F q of density α is expected to contain α m+1 q 2 such progressions, independent of d.
We will focus on the case when m = 2 and P 1 and P 2 are linearly independent, so that the terms of the progression (2) x, x + P 1 (y), x + P 2 (y) satisfy no linear relation. In this situation, we can prove a power-saving bound on the size subsets of F q lacking a nontrivial progression of the form (2) , provided the characteristic of F q is large enough: Theorem 1.1. Let P 1 , P 2 ∈ Z[y] be two linearly independent polynomials with P 1 (0) = P 2 (0) = 0. There exists a constant C P 1 ,P 2 > 0 depending only on P 1 and P 2 such that if the characteristic of F q is at least C P 1 ,P 2 , then any A ⊂ F q containing no nontrivial progression
x, x + P 1 (y), x + P 2 (y), y = 0 satisfies (3) |A| ≪ P 1 ,P 2 q 1−1/32 .
Note that the exponent of q in (3) is independent of P 1 and P 2 . Thus, when the degree of one of P 1 or P 2 is large enough, the conclusion of Theorem 2.2 is stronger than what can possibly hold in the integer setting.
Since the number of trivial three-term polynomial progressions in A is bounded above by |A|, Theorem 2.2 is a consequence of the following result, which counts three-term polynomial progressions in subsets of finite fields: Theorem 1.2. Let P 1 , P 2 ∈ Z[y] be two linearly independent polynomials satisfying P 1 (0) = P 2 (0) = 0. There exists a C P 1 ,P 2 > 0 depending only on P 1 and P 2 such that if the characteristic of F q is at least C P 1 ,P 2 and A ⊂ F q , then #{(x, y) ∈ F 2 q : (x, x + P 1 (y), x + P 2 (y)) ∈ A 3 } = |A| 3 q + O P 1 ,P 2 (|A|q 1−1/16 ). Theorem 1.2 says that if the characteristic of F q is large enough, then any subset of F q of density at least q −1/32+ε contains very close to the expected number of progressions (2) in a random set of the same density.
Bourgain and Chang [3] were the first to consider the problem of finding quantitative bounds for the polynomial Szemerédi Theorem in finite fields. In [3] , Bourgain and Chang prove that
when A ⊂ F p , and ask whether such a result with a power-saving error term holds when y and y 2 are replaced by any pair of linearly independent polynomials with zero constant term. Thus, Theorem 1.2 answers their question in the affirmative. Note that the error term in Theorem 1.2 is bigger than the error term in Bourgain and Chang's result, however, so we do not recover their result when P 1 = y and P 2 = y 2 .
A common approach to counting configurations such as (1) in subsets of abelian groups involves bounding averages of the type
for f i with f i ∞ ≤ 1 and f m having mean zero. Repeated applications of Cauchy-Schwarz are used to bound (4) in terms of an average over some other (often much longer) configuration that is easier to deal with. When starting with non-linear polynomial configurations, usually Cauchy-Schwarz is used to replace non-linear polynomials with their discrete derivative, which eventually leads to a bound for (4) in terms of an average of averages over linear configurations. For example, Prendiville [11] bounds (4) by an average of local Gowers U s -norms, where the degree s grows extremely quickly as the degrees of the P i and the length of the progression grow. The general strategy of the proof of Theorem 2.2 is also to use CauchySchwarz to bound
in terms of an average
over some other polynomial progression. We will never use Cauchy-Schwarz to reduce the degrees of P 1 and P 2 , however. Instead, we will apply CauchySchwarz so that, as we range over x and y, the (m + 1)-tuples (x, x + Q 1 (y), . . . , x + Q m (y)) are close to being equidistributed in F m+1 q . Thus, the average (5) is always small whenever f 2 has mean zero. This paper is organized as follows. In Section 2, we will bound (5) in terms of an average over a length 2 polynomial progression x, x + Q P 1 ,P 2 (y). Here x ∈ F q and y ranges over the F q -points V P 1 ,P 2 (F q ) of some algebraic variety. Showing that the map (x, y) → (x, x + Q P 1 ,P 2 (y)) is close to equidistributed boils down to checking that Q P 1 ,P 2 is sufficiently non-degenerate on V P 1 ,P 2 . We verify this non-degneracy in Section 3, and then in Section 4 complete the proof of Theorem 2.2.
2. The Cauchy-Schwarz argument 2.1. Notation. We will first fix notation and normalizations. For all sets S and functions f : S → C, we write the average of f over S as
We will often write E x 1 ,...,xm in place of E (x 1 ,...,xm)∈F m q when averaging over
and (
The k th convolution power of f 1 will be written as f * k 1 . LetF q denote the group of additive characters of F q and 1 denote the trivial character. For any ψ ∈F q , the Fourier transform of f 1 at ψ iŝ
Then f 1 * f 2 (ψ) =f 1 (ψ)·f 2 (ψ) for any ψ ∈F q , and Parseval's identity holds:
Let n, m ∈ N and u n be the uniform measure on F n q . For any map
for every a ∈ F m q .
2.2. The averages Λ P 1 ,P 2 and Λ P 1 . Fix P 1 , P 2 ∈ Z[y] such that P 1 (0) = P 2 (0) = 0 and P 1 and P 2 are linearly independent. We write
b j y j with a r 1 , b r 2 = 0 and assume, without loss of generality, that r 2 ≥ r 1 . By replacing P 1 by P 1 − P 2 and P 2 by −P 2 if needed, we may also assume that a r 1 = b r 1 if r 1 = r 2 . Since P 1 and P 2 are linearly independent, we have
with c r 2 = 0, and, when r 1 = r 2 ,
where
with r 1 > r 3 > 0 and d r 3 = 0. Let F q be a finite field. For any f 0 , f 1 , f 2 : F q → R, we define
and
is the normalized count of the number of polynomial progressions x, x + P 1 (y), x + P 2 (y) in A. Setting f A := 1 A − α, where α = |A|/q is the density of A in F q , we see that
Indeed, this follows from the decomposition
and the fact that
Thus, bounds on Λ P 1 ,P 2 (1 A , 1 A , f A ) and Λ P 1 (1 A , f A ) yield a bound on the difference between the actual number of three-term progressions in A and the expected number if A was a random subset of F q of density α.
Lemma 2.1. Suppose that f 0 , f 1 : F q → R and E x f 1 (x) = 0. Then
Proof. We have
) by Cauchy-Schwarz. After the change of variables x → x − P 1 (y 1 ), the right-hand side above becomes
A second application of Cauchy-Schwarz bounds
after the change of variables x → x − P 1 (y 2 ) + P 1 (y 1 ). We then bound
using Cauchy-Schwarz again. Now, for every x ∈ F q , we can write
since f 1 has mean zero. Another application of Cauchy-Schwarz then gives
Parseval's identity says that
and since P 1 is non-constant, we have |μ
and since f 1 2
, Lemma 2.1 tells us that
Theorem 1.2 will thus be a consequence of the following result.
The proof of Theorem 2.2 proceeds by bounding
(f 2 , f 2 ) over a polynomial progression of length two,
x, x + Q P 1 ,P 2 (y), similar to the average Λ P 1 (f 0 , f 1 ). The only difference is that y does not vary over F q . It instead varies over the F q -points V P 1 ,P 2 (F q ) of an affine variety that depends on P 1 and P 2 . We can then bound Λ ′ P 1 ,P 2 (f 2 , f 2 ) in the same manner as in the proof of Lemma 2.1, provided we have a nontrivial bound, uniform in q, for the character sum
whenever ψ ∈F q \ {1}. The remainder of this section will focus on bounding
, which we will define next.
Bounding
For any field F, set
For any f 0 , f 1 : F q → R, we define
We will show in Section 3 that dim V P 1 ,P 2 (F q ) ≤ 4 whenever the characteristic of F q is sufficiently large. This, combined with the Lang-Weil bound [9] , implies that
Before proving Proposition 2.3, we will illustrate the main way in which Cauchy-Schwarz is used in the proof. Let R 1 , . . . , R m ∈ Z[y 1 , . . . , y n ] and S ⊂ F n q , and suppose that we want to bound
where f 0 , . . . , f m : F q → R and f i ∞ ≤ 1 for i = 0, . . . , m.
We can rewrite (6) as follows by collecting together the elements of S in each fiber of
Applying Cauchy-Schwarz in the outer sum, we bound the modulus squared of the above by 1 q 2
which, summing the interior sum over z ∈ F q , equals
Note that the inner sum is the sum over y ∈ S × R 1 S, where S × R 1 S = {(y 1 , y 2 ) ∈ S 2 : R 1 (y 1 ) = R 1 (y 2 )} is the fiber product over R 1 of the set S with itself. So if |S × R 1 S| ≪ |S| 2 /q, then (6) is
Thus, Cauchy-Schwarz can be used to bound an average over x ∈ F q and y ∈ S in terms of an average over x ∈ F q and (y 1 , y 2 ) in some fiber product of S with itself.
Proof of Proposition 2.3. By Cauchy-Schwarz,
After the change of variables x → x − P 1 (y 1 ), the average above becomes
We rewrite this by collecting together (y 1 , y 2 ) ∈ F 2 q in the same fiber of
by Cauchy-Schwarz. Summing the inner sum over z ∈ F q , this equals
After making the change of variables x → x − P 2 (y 1 ) + P 1 (y 1 ), we can rewrite (7) by collecting together y ∈ F 2 q × T 1 F 2 q with the same values of
Applying Cauchy-Schwarz to the outer sum in (8) thus shows that
Making the change of variables x → x − z − P 2 (y 4 ) + P 2 (y 3 ) and summing the inner sum over (z, z ′ ) ∈ F 2 q , the above becomes
The main idea of the proof of Lemma 2.1 is that one can take convolution powers of a measure by repeatedly applying Cauchy-Schwarz and changing variables. We record this observation in the following lemma.
Lemma 2.4. Let k ∈ N, S be any set, P : S → F q , and f :
Proof. By k applications of Cauchy-Schwarz, the quantity |E x∈Fq,y∈S f (x)f (x+ P (y))| 2 k is bounded above by
where |ω| denotes the number of 1's in the string ω. Indeed,
and after the change of variables x → x − P (y 1 ), the right-hand side above becomes f
Applying Cauchy-Schwarz and then shifting the x variable k − 1 more times leads to (9) . We use Cauchy-Schwarz again to bound (9) by
For each fixed x ∈ F q , we can write
since f has mean zero. By Cauchy-Schwarz, the above is bounded by
Dimension bounds
The main goal of this section is to prove a power-saving bound for the sum (10)
whenever ψ is a non-trivial additive character of F q . When the characteristic of F q is large enough and Q P 1 ,P 2 is not constant on the smooth points of any irreducible component of V P 1 ,P 2 (F q ), then such a bound should follow from Deligne's theorem and the Grothendieck-Lefschetz trace formula. Indeed, in Proposition 9 of [8] , Kowalski has already carried this argument out in general. Kowalski's proposition is phrased in terms of q-Weil numbers, so for the convenience of the reader we state below an immediate consequence of it. Proposition 3.1 (Kowalski, Proposition 9.ii of [8] ). Let V ⊂ A n Z be an affine subscheme and F, G ∈ Z[V ] be regular functions on V . Suppose that ψ and χ are additive and multiplicative characters of F q , respectively. There exists an η = η V > 0 depending only on V and a C = C V,deg F,deg G > 0 depending only on V , deg F , and deg G such that if
for every a ∈ F q and the characteristic of F q is at least C, then
whenever ψ is nontrivial.
To check that the hypotheses of Proposition 3.1 are satisfied, we will show that dim W P 1 ,P 2 (F q ) ≤ 7 and that dim V P 1 ,P 2 (F q ) ≤ 4. Our main tool will be the connection between a variety's Hilbert polynomial and its dimension, and we will first briefly review the definitions needed to describe this connection. The following standard material can be found in Chapters 9-11 of [7] and Chapters 2 and 9 of [4] , for example.
3.1. Preliminaries. Let F be a field and n ∈ N, and let N 0 := N ∪ {0} denote the nonnegative integers. For any α = (α 1 , . . . , α n ) ∈ N n 0 , we set
in the ring F[y 1 , . . . , y n ]. The quantity |α| := α 1 + · · · + α n is the degree of the monomial y α . Let M n denote the set of monomials in the variables y 1 , . . . , y n :
. . , y n ] may be written as
where a α = 0 for all but finitely many α ∈ N n 0 . We say that a monomial Y ∈ M n appears in G if a Y = 0 in the expression (11) . For example, y 1 y 2 appears in y 2 1 + 5y 1 y 2 , but y 1 y 2 does not appear in y 2 1 + y 1 y 2 − y 1 y 2 . The degree of G is the maximum degree of all monomials appearing in G. For G ′ ∈ F[y 1 , . . . , y n ], we will write
In order to define the leading term of a multivariate polynomial, we must specify an ordering of the set of monomials M n . The most useful orders on M n are monomial orders, which are those that respect multiplication of monomials.
Definition 3.2 (Monomial order).
A monomial order > on F[y 1 , . . . , y n ] is a total order on M n that satisfies (1) y α > 1 for all y α ∈ M n \ {1}, and (2) if y α > y β , then y α · y γ > y β · y γ whenever y α , y β , y γ ∈ M n . A monomial order > is graded if y α > y β whenever |α| > |β|.
It is an easy consequence of the Hilbert basis theorem that any monomial ordering is a well-ordering.
Once we have specified a monomial order on F[y 1 , . . . , y n ], we may write any G ∈ F[y 1 , . . . , y n ] as An important concept for us will be the ideal of leading terms of a set: when F is algebraically closed. The degree of HP lt(I) is easy to compute if one knows a generating set for lt(I). As one important special case, if there exist G 1 , . . . , G n ∈ I and α 1 , . . . , α n > 0 such that
for each i = 1, . . . , n, then dim V (I) = 0.
Our choice of graded monomial order will not have much of an impact on our arguments bounding dim V P 1 ,P 2 (F q ) and dim W P 1 ,P 2 (F q ). For this reason, we will use the graded lexicographic order, which is simple to describe. Definition 3.4. Let F be a field and n ∈ N. The graded lexicographic order (abbreviated grlex) with y 1 > · · · > y n is defined as follows. We have y α > y β if (1) |α| > |β|, or (2) |α| = |β| and α i 0 > β i 0 , where i 0 ∈ [n] is the smallest index i for which α i = β i .
For example, y 2 1 y 2 y 3 > y 2 1 y 2 3 with respect to the grlex ordering with y 1 > y 2 > y 3 .
3.2.
Bounding the dimension of V P 1 ,P 2 (F q ) and W P 1 ,P 2 (F q ). It is now immediate that dim V P 1 ,P 2 (F q ) ≤ 4 when char F q ≫ P 1 ,P 2 1. Indeed, put the grlex order with As a corollary of Proposition 2.3, we can thus bound
Corollary 3.6. Suppose that f 0 , f 1 , f 2 : F q → R. Then
Proving that dim W P 1 ,P 2 (F q ) ≤ 7, however, is not as simple. Regardless of which graded monomial order we put on F[y 1 , . . . , y 16 ], two of the defining polynomials of W P 1 ,P 2 (F) will have leading monomial equal to a power of the same y i . Indeed, let
(y 9 , . . . , y 16 ),
Then, for every i = 1, . . . , 16, some power of the variable y i appears in at least two of the generators of I as a monomial of the highest degree.
Because working in a sixteen-variable polynomial ring has the potential to become very messy, we will simplify things by intersecting W P 1 ,P 2 with seven well-chosen hyperplanes. We will then show that the resulting variety is zero-dimensional. Here we need the following result on intersections of varieties, which can be found as Proposition I.7.1 in [6] .
Proposition 3.7. Let n ∈ N and F be any field. Suppose that W 1 , W 2 ⊂ A n F are two irreducible affine varieties, and that
As a second simplification, we will bound dim W P 1 ,P 2 (Q) directly, and then use this to deduce a bound for dim W P 1 ,P 2 (F q ) when the characteristic of F q is sufficiently large. Indeed, Exercise II.3.20 of [6] tells us that dim 
With a little more work, one can show that dim W P 1 ,P 2 (F q ) = dim W P 1 ,P 2 (Q) when F q has large enough characteristic, but we will only need the upper bound. Lemma 3.8. There exists a C = C P 1 ,P 2 > 0 depending only on P 1 and P 2 such that dim W P 1 ,P 2 (F q ) ≤ 7 whenever the characteristic of F q is at least C.
Proof. By the discussion above, it suffices to show that dim W P 1 ,P 2 (Q) ≤ 7. Let W 1 be a top-dimensional irreducible component of W P 1 ,P 2 (Q), and suppose that W 2 ⊂ A 16 Q is an irreducible affine variety of dimension 9 such that W 1 ∩ W 2 = ∅. Then Proposition 3.7 implies that
It thus suffices to find such a W 2 for which dim(W P 1 ,P 2 (Q) ∩ W 2 ) = 0.
First suppose that r 1 < r 2 . Write r i = (r 1 , r 2 )r ′ i for i = 1, 2, so that (r ′ 1 , r ′ 2 ) = 1. Let r be any integer whose reduction modulo r ′ 2 is the multiplicative inverse of r ′ 1 modulo r ′ 2 , and fix some w = (w 1 , . . . , w 16 ) ∈ W 1 . Set u 1 = w 8 − e r 2 (r)w 7 , u 2 = w 3 , u 3 = w 5 , u 4 = w 16 − e r 2 (r)w 15 , u 5 = w 11 , u 6 = w 13 , and u 7 = w 12 . Then we take
which is a 9-dimensional irreducible subvariety of A 16
We put the grlex order with
y 16 > y 12 > y 15 > y 11 > y 14 > y 10 > y 13 > y 9 , and y 1 > y 16 onQ[y 1 , . . . , y 16 ]. By reducing the generating polynomials of W P 1 ,P 2 (Q) modulo the generating polynomials of W 2 and dividing by either a r 1 or b r 2 (in this case, c r 2 = b r 2 ), we see that I contains polynomials of the form y To show that dim V (I) = 0, then, it remains to show that there exist G 1 , G 2 , G 9 ∈ I and α 1 , α 2 , α 9 > 0 such that lm(G i ) = y 
− (y it now suffices to show that the polynomials in H are linearly independent.
If the elements of H were not linearly independent, then there would exist nonzero homogeneous polynomials
As a consequence, we certainly have that
, and since H ′ 1 and H ′ 2 both have degree [r 1 , r 2 ] in y 2 , this implies that the polynomials
must have a common root overQ. We will show that this is impossible when r 1 < r 2 . Let ω be a root of H ′′ 1 , so ω = e r 1 (a) for some a ∈ Z. Then H ′′ 2 (ω) = (e r ′ 1 (ar
for every a for which e r ′ 1 (ar ′ 2 ) = 1, and when e r ′ 1 (ar ′ 2 ) = 1, we have is identical to the argument just given, but with y 1 , y 2 , y 4 , y 6 , and y 7 replaced by y 9 , y 10 , y 12 , y 14 , and y 15 , respectively. We conclude that dim V (I) = 0. Now suppose that r 1 = r 2 . In this case, we have that
As before, fix some w ∈ (w 1 , . . . , w 16 ) ∈ W 1 and set u 1 = w 8 − w 3 , u 2 = w 4 − w 5 , u 3 = w 1 , u 4 = w 16 − w 11 , u 5 = w 12 − w 13 , u 6 = w 9 , and u 7 = w 10 − u 7 , which also contains Q P 1 ,P 2 (y 1 , . . . , y 8 ) − Q P 1 ,P 2 (y 9 , . . . , y 16 ) by (12) . As above, we have
We put the grlex order with y 8 > y 4 > y 7 > y 3 > y 6 > y 5 > y 2 > y 1 , y 16 > y 12 > y 15 > y 11 > y 14 > y 13 > y 10 > y 9 , and y 1 > y 16 onQ[y 1 , . . . , y 16 ]. This is almost the same as the order used in the previous case, except that we have swapped y 2 with y 5 and y 10 with y 13 . Reducing the generating polynomials of W P 1 ,P 2 (Q) with Q P 1 ,P 2 (y 1 , . . . , y 8 )− Q P 1 ,P 2 (y 9 , . . . , y 16 ) replaced by Q ′ 13 is the same. We conclude that dim V (I) = 0 in this case as well.
Proof of Theorem 2.2
We can now deduce from Proposition 3.1 and Lemma 3.8 the character sum bound needed to complete the proof of Theorem 2.2.
Proposition 4.1. There exists a C = C P 1 ,P 2 > 0 depending only on P 1 and P 2 such that if the characteristic of F q is at least C and ψ ∈F q is nontrivial, then E y∈V P 1 ,P 2 (Fq) ψ(Q P 1 ,P 2 (y)) ≪ P 1 ,P 2 q −1/2 .
Proof. That V P 1 ,P 2 (F q ) and Q P 1 ,P 2 satisfy the hypotheses of Proposition 3.1 follows from Lemma 3.8 and the Lang-Weil bound, which together tell us that a∈Fq |Q −1 P 1 ,P 2 (a)| 2 = |W P 1 ,P 2 (F q )| ≪ P 1 ,P 2 q 7 , so that every fiber Q −1 P 1 ,P 2 (a) of Q P 1 ,P 2 must have dimension at most 3 when q and the characteristic of F q are sufficiently large. Hence, |Q −1 P 1 ,P 2 (a)| ≪ P 1 ,P 2 q 3 . By the argument given in Section 3, we know that |V P 1 ,P 2 (F q )| ≪ P 1 ,P 2 q 4 , so it only remains to check that |V P 1 ,P 2 (F q )| ≫ P 1 ,P 2 q 4 . This will imply that |Q −1 P 1 ,P 2 (a)| ≪ P 1 ,P 2 |V P 1 ,P 2 (F q )|/q for all a ∈ F q , so that our desired bound will hold when q is sufficiently large.
That |V P 1 ,P 2 (F q )| ≥ q 4 follows easily from two applications of CauchySchwarz. Indeed, if S and S ′ are any two finite sets and f : S → S ′ , then
Applying (17) with the function T 1 : F 2 q → F q defined, as in the proof of Proposition 2.3, by T 1 (y 1 , y 2 ) = P 1 (y 2 ) − P 1 (y 1 )
gives the bound |F 2 q × T 1 F 2 q | ≥ q 3 , and then applying (17) again with the function from F 2 q × T 1 F 2 q to F 2 q defined by (y 1 , . . . , y 4 ) → P 2 (y 2 ) − P 2 (y 1 ) P ′ 2 (y 3 ) − P ′ 2 (y 1 ) yields the bound |V P 1 ,P 2 (F q )| ≥ q 4 . Now we can prove Theorem 2.2.
Proof of Theorem 2.2. By Corollary 3.6, we have
and by Lemma 2.4, we have
for any k ∈ N, where µ Q P 1 ,P 2 (resp. µ −Q P 1 ,P 2 ) is the pushforward measure of the map y → Q P 1 ,P 2 (y) (resp. y → −Q P 1 ,P 2 (y)) from V P 1 ,P 2 (F q ) to F q . By Proposition 4.1, we have | µ Q P 1 ,P 2 (ψ)| ≪ P 1 ,P 2 q −1/2 whenever ψ ∈F q is nontrivial. Note also that µ −Q P 1 ,P 2 (ψ) = µ Q P 1 ,P 2 (ψ).
Parseval's identity tells us that µ * 2 k−1 Q P 1 ,P 2 * µ * 2 k−1 −Q P 1 ,P 2
Thus, µ * 2 k−1 Q P 1 ,P 2 * µ * 2 k−1 −Q P 1 ,P 2 − u 1 ℓ 2 ≤ q −2 k−1 , so that
Taking k ∈ N such that 2 k+4 ≥ log q completes the proof of Theorem 2.2.
