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Non -Techni c a l  Summarv 
The o b j e c t  of t h i s  r e p o r t  i s  t h e  mathematical formulat ion and 
a n a l y s i s  of a c l a s s  of economic processes .  The processes  have a 
p a r t i c u l a r  common s t r u c t u r e  t h a t  can be exp lo i t ed  t o  f a c i l i t a t e  
computation of optimal p o l i c i e s  and t o  o b t a i n  i n s i g h t  i n t o  t h e  
behavior of t h e  process  a f t e r  i t  has  been i n  ope ra t ion  f o r  a per iod 
of time. S p e c i f i c a l l y ,  w e  s h a l l  analyze models for  C a p i t a l  Budgeting, 
P r i c e  Speculat ion,  Warehouse Operation, and Economic Growth. 
To i l l u s t r a t e  t h e  type of r e s u l t  obtained we f i rs t  focus on a 
c a p i t a l  budgeting problem. 
f i r m  has a c e r t a i n  amount of cash t h a t  it must a l l o c a t e  between p resen t  
dividend payments and a number of investment o p p o r t u n i t i e s  which have 
cash-flow p r o f i l e s  r ep resen t ing  f u t u r e  payouts t o  t h e  firm. 
cash-flow from a given investment i n  a per iod subsequent t o  i n i t i a t i o n  
of t h e  p r o j e c t  must be non-negative b u t  could be represented by a 
random v a r i a b l e .  I n  a d d i t i o n ,  t h e  amount inves t ed  i n  any given p r o j e c t  
may have an upper l i m i t  placed on i t ,  as may t h e  amount withdrawn i n  
any pe r iod .  The ob jec t  i s  t o  devise  a schedule of  dividends and 
investments t o  maximize t h e  discounted sum of withdrawals.  A f i n i t e  
computational technique i s  presented t h a t  f i n d s  t h e  optimal schedule 
f o r  t h e  case of a f i n i t e  number of  investment pe r iods  and a l s o  f o r  t h e  
c a s e  wherein t h e  number of investment per iods remaining can be 
a r b i t r a r i l y  l a r g e .  It i s  a l s o  shown t h a t  t h e  expected r e t u r n  from t h e  
e n t i r e  process  i s  d i r e c t l y  p ropor t iona l  t o  t h e  amount of  resources  
one starts with.  
Suppose t h a t  a t  a given p o i n t  of time a 
The n e t  
i 
The assumption placed upon t h e  cash -p ro f i l e  of t h e  investments i n  
t h e  model j u s t  discussed r e s t r i c t s  an investment t o  be of t h e  po in t - inpu t  
stream-output type (i .e .  n e t  investment expenditure i s  no t  r e q d r e d  
i n  any period subsequent t o  t h e  f i r s t ) .  I n  a d d i t i o n ,  t he  ob jec t ive  
c r i t e r i o n  r e s t r i c t s  t he  s tockholders  va lua t ion  of dividends t o  be 
l i n e a r  or  p ropor t iona l  over a l l  magnitudes of payout and thus does no t  
admit any decreasing marginal u t i l i t y  on t h e  Stockholders p a r t .  
algorithm u t i l i z i n g  the  p r i n c i p l e s  of general ized progrmming i s  
der ived for so lv ing  t h e  more gene ra l  problsm wherein these  two 
assumptions a r e  r e l axed .  The method avoids  the n e c e s s i t y  of  so lv ing  
a nonlinear problem by reducing the  s o l u t i o n  technique t o  one 
involving t h e  s o l u t i o n  of a sequence of Linear Programming problems 
An 
Another process  considered i n  t h i s  report ,  i s  one corresponding t o  
a model of economic growth. This i s  a process  wherein a t  each p o i n t  
i n  time a s o c i e t y  must a l l o c a t e  q u a n t i t i e s  of a v a i l a b l e  commodities, 
e . g .  ( s t e e l ,  manpower, l a n d )  t o  p re sen t  consumption, or t o  a number 
of i n d u s t r i e s  eazh of which produce one of t h e  commodities for t h e  next 
time per iod.  
processes a v a i l a b l e  t o  i t ,  and t h e  o b j e c t i v e  i s  t o  a l l o c a t e  commodities 
i n t o  production and consumption i n  such a way as t o  maximize t h e  
discounted sum of consumption u t i l i t y  de r ived  by t h e  s o c i e t y .  
shown t h a t  under c e r t a i n  assumptions a s p e c i f i c  set of p rocesses ,  
including p r e c i s e l y  one process  from each i n d u s t r y ,  can be i d e n t i f i e d  
where these  are t h e  processes  t h a t  must be employed when fol lowing a n  
optimal po l i cy  i f  t h e  economy has been i n  operatior! f a r  a s u f f i c i e n t l y  
long t ime. 
It i s  assumed t h a t  each i n d d s t r y  has a spectrum of 
It i s  
ii 
CHAPTER I 
INTRODUCTION TO THE CLASS OF 
PROCESSES TO BE STUEIED 
1. Notation and Description of the Process 
I n  o rde r  t o  s e t  t h e  s t age  f o r  d i scuss ion  of the  mul t i s t age  dec i s ion  
process  we must def ine s e v e r a l  concepts and p i eces  of n o t a t i o n .  
We assume t h a t  t he  condi t ion o f  our  process  may be descr ibed a t  any 
- 
p o i n t  i n  t i m e  by an element x of the normed l i n e a r  space - X which w i l l  
be r e f e r r e d  t o  as  the  s ta te  space.  Examples of  i n t . e r e s t i n g  s t a t e  spaces 
a r e  the Euclidean spaces o f  M dimensions, ( E M ) ,  and the  space of  
bounded i n f i n i t e  sequences (1"). 
A t  each decis ion p o i n t  i n  the stream of  t i m e  w e  a r e  r e q u i r e d  t o  apply 
a c o n t r o l  v t o  a l t e r  t he  f u t c r e  p rogres s  of t h e  process  as  desc r ibed  by 
t h e  s ta te  vec to r  and, possibly,  t o  r ece ive  a c u r r e n t  b e n e f i t .  We assume 
t h a t  t he  c o n t r o l  ( d e c i s i o n )  space i s  a subset  of 
v a r i a b l e  v may be r ep resen ted  b y  a P-dimensional vec to r  1 < - P < a. We 
a l s o  assume t h a t  t h e  reward ( o r  negative of the c o s t )  from applying 
c o n t r o l  v a t  time t i s  giTren by Ut( a ) ,  a concave f u n c t i o n a l  de f ined  
on E . Employing s t anda rd  no ta t ion  w e  l e t  c@(R,S)  represerit  t h e  se t  of 
bounded l i n e a r  t ransformations from the normed l i n e a r  vec to r  space (NLVS) 
R t o  t h e  NLVS S. 
P E > i - e . ,  t he  c o n t r o l  
P 
We thus  def ine t h e  t ransformations:  
1 
and t h e  constant  vec to r  Bt E E M . I n  t h e  above t h e  s u b s c r i p t  t i s  a n  
index of  e lapsed time and t a k e s  va lues  from a set  
number of dec i s ion  s t ages  t o  be considered i s  t h e  f i n i t e  number 
y i s  t h e  s e t  of i n t e g e r s  (1,2,3, ..., N ) .  If t h e r e  are an i n f i n i t e  number 
of d e c i s i o n  s t ages  t o  be considered, then y 
i n t e g e r s .  
y .  If t h e  t o t a l  
N ,  t hen  
i s  t h e  se t  of  p o s i t i v e  
t 
If w e  l e t  x be t h e  s t a . t e  of t h e  process  a t  t i m e  t ,  and vt be 
we may desc r ibe  t h e  process  by t h e  d i f -  t h e  c o n t r o l  app l i ed  a t  time 
ference equation: 
t ,  
t+ 1 t t  
X = Tt(x ,v  ) f o r  t E y 
where 
t 
t + Bt, v > 0)  = Vt(x t ) f o r  t E y . -v E {v: At(v) = D ( X  ) t 
Each V t ( * )  r e p r e s e n t s  t h e  feasible c o n t r o l  r eg ion  a t  t ime t .  We should 
note t h a t  unl ike many formulations of c o n t r o l  problems t h e  feasible r eg ion  
i s  a func t ion  both of time and s t a t e ,  
If t h e  object ive i s  t o  maximize t h e  sum of t h e  rewards r ece ived  a t  
each s t age  of t h e  process ,  t h e  op t imiza t ion  problem may be s ta ted  as: 
maximize c ut(vt)  
t E Y  
s u b j e c t  t o  
t+ I t t  
X = Tt(x ,v  ) f o r  t E y 
t t v E V t j X  ) f o r  t E y 
1 x = x t h e  i n i t i a l  l o c a t i o n  i n  s t a t e  space.  
It i s  c l e a r  t h a t  t h e  problem formulated above inc ludes  t h e  u s u a l  
2 
formulat ion of a c o n t r o l  problem with l i n e a r  s t a t e  t ransformat ions ,  s ince  
a f i n i t e  number of t he  va lues  of the s t a t e  v a r i a b l e s  can be inc luded  i n  
the  domain of d e f i n i t i o n  of the  value f u n c t i o n a l  by appropr ia te  manipula- 
t i o n s  of  At, Dt, and Bt .  Addi t iona l ly  the  dimension of the  spaces  given 
by P and M could be made t o  depend on t h e  time parameter t without  
changing the  underlying s t r u c t u r e .  This  w i l l  no t  be done here  due t o  
t h e  n o t a t i o n a l  complicat ions.  
The a b s t r a c t  formulat ion presented  above encompasses many s ta tements  
of concrete  problems. 
fo l lowing  the  development o f  the  p e r t i n e n t  segments of  t he  theory .  
o b j e c t i v e  throughout t h i s  work w i l l  be t o  analyze ve r s ions  o f  t he  gene ra l  
problem t o  a r r i v e  a t  t he  s t r u c t u r e  under ly ing  the  s o l u t i o n  t o  the  problem 
and  t o  p re sen t  computational a lgori thms wherever p o s s i b l e .  
I l l u s t r a t i o n s  of snch problems w i l l  be p re sen ted  
Our 
2 .  Formulation of a S tochas t i c  Model 
I n  the  model formulated i n  Sect ion 1 we assumed a de t e rmin i s t i c  
environment e x i s t e d  and that , ,  given any p a r t i c u l a r  time, s t a t e ,  and 
a c t i o n  the  new s t a t e  would be p r e c i s e l y  determined. I n  t h i s  s e c t i o n  we 
formulate  an i n t e r e s t i n g  gene ra l i za t ion  of t h i s  model where the  new s t a t e  
i s  s p e c i f i e d  by a p r o b a b i l i t y  d i s t r i b u t i o n  of p o s s i b l e  s t a t e s .  
Retaining t h e  no ta t ion  of the  prev ious  s e c t i o n  we in t roduce  a 
t sequence of independent random vec tors  <r > . A t  each dec i s ion  p o i n t ,  
t, we assume t h a t  the  c u r r e n t  stat .e of  t he  system xt and the  f e a s i b l e  
t CY 
c o n t r o l  reg ion  
s ta te  t r a n s i t i o n  r u l e  Tt( . , - )  
t h e  random vec to r  
Vt(  e ) ,  a func t ion  of the  s t a t e  v a r i a b l e ,  a r e  known. The 
i s  now made t o  depend upon the  outcome of 
t t t* r t , . t hus ,  x t+l = Tt(x , v  ,r ) .  
Using t h e  above ideas ,  problem (1.1) can be r e s t a t e d  i n  the  form: 
(1.2 1 maximize C E ( u ~ ( v ~ ) )  
sub jec t  t o  
t € Y  
t+l t t t  
X = Tt(X J v J r  ) 
1 x = x ,  
where E ( - )  
t h e  j o i n t  d i s t r i b u t i o n  of the  random vec to r  sequence <r > 
r ep resen t s  t he  expec ta t ion  opera tor  i n  t h i s  case taken over 
The t. t € y  - 
t t r a n s i  t ior!  r u l e  Tt( * , - ,  " )  i s  r equ i r ed  t o  be l i n e a r  i n  xt and v , 
bult no t  i n  r . t 
3. Techniques f o r  So lu t ion  of  t he  F i n i t e  Horizon Model 
I f  we do not  wish t o  make any assumptions regard ing  the  form of t h e  
va r ious  t ransformations i t  would not  seem t h a t  enough struicture i s  a v a i l -  
ab l e  t o  y i e l d  a n a l y t i c  i n s i g h t  i n t o  the  p r o p e r t i e s  of t h e  s o l u t i o n .  How- 
e v e r ,  t he  main c h a r a c t e r i s t i c s  of l i n e a r i t y  l e a d  one t o  suspec t  t h a t  
l i n e a r  programming could be used t o  o b t a i n  numerical  s o l u t i o n s ,  provided 
Ut< * ) were l i n e a r  f o r  a l l  t, E y .  
simple lemma: 
Tu do t h i s  we need the  following 
Lema 3 .1 .  Let both F - and - be a NLVS. Let  T c $ ( F  - x 7,F). - -  
Then t h e r e  a r e  t ransformat ions  
and 
T" E c(v,x) 
such t h a t  
4 
Furthermore, t he  decomposition i s  unique. 
Proof: Let 
T ' ( x )  = T(X,O)  f o r  a l l  x E X - 
T"(v) = T(0,v)  f o r  a l l  v E - 7 . 
The r equ i r ed  p r o p e r t i e s  follow from t h e  c o n t i n u i t y  and l i n e a r i t y  
of T. Q.E.D. 
Thus, w e  see  t h a t  t he  c o n t r o l  problem posed i n  (1.1) i s  formally 
equiva len t  t o  a l i n e a r  programming problem i n  t h e  v a r i a b l e s  
(x2,x3,. . . , x  ,v  , v  , . . . ,vT) 
X i s  f i n i t e  dimensional.  





A CLASS OF PROBIXMS W I T H  I,INEA.R 
UTILITY FUNCTIONS AND FINITE HORIZONS 
1. A n  Algorithm f o r  a Closed Form So lu t ion  
The model t o  'be considered i n  t h i s  chapter  i s  the  one introduced i n  
Chapter I with the u t i l i t y  func t ion  i n  each pe r iod  a bounded l i n e a r  
f u n c t i o n a l  def ined on the c o n t r o l  space E ar:d the  t i m e  hor izon f i n i t e ,  
i . e . ,  7 I (l,?, ,N). The u t i l i t y  func t ion  a t  time t i s  a l i n e a r  
F 
func t ion  denoted by t h e  €-dimensional .rector C t .  
We s h a l l  now explore  the  p o s s i b i l i t i e s  of  ob ta in ing  a n a l y t i c  solu-  
t i o n s  t o  problem (1.1) i f  we s p e c i a l i z e  the  s t r u c t u r e  of  t he  transforms- 
t i o n s  
Consider the LP problem: 
Max e(.) 
A( v )  ..-- b 
v > 0. - 
P 1  Define t h e  ordered p a i r s  of s e t s  <e ,6 >, where @C ( E  ,E ) and 
8, as fol lows:  
For a l l  c E e optimal b a s i c  feasible  s e t s  of a c t i v i t i e s  
are  independent of  b a s  long as  b E 8 . C a l l  s x h  a 
p a i r  < e , Q  > a s t a b l e  s e t  of A .  
C lea r ly ,  p a i r s  of t h e  form < e ,  @ >  e x i s t  fc r  any m a t r i x  A ( t h e y  may be 
s i n g l e t o n s  f o r  which an optimal s o l u t i o n  e x i s t s )  a n d  t h e r e  may be many 
d i f f e r e n t  combinations of se t s  s a t i s f y i n g  the  requirements .  For P a r t i c u l a r  
examples s e n s i t i v i t y  a n a l y s i s  could be employed t o  determine t h e  s e t s  of 
i n t e r e s t .  
ordered p a i r s  < e , & >  such t h a t  corresponding s e t s  o f  t he  form c 
For c e r t a i n  c l a s s e s  of mat r ices ,  A, i t  i s  poss ib l e  t o  f i n d  
and 43 a r e  very  l a r g e .  For in s t ance ,  if A has  Leont ief  s t r u c t u r e  ( s e e  
t h e  f i r s t  example d iscussed  i n  Sec t ion  2 of t h i s  c h a p t e r ) ,  then t h e  s e t  
P 1  e can be a l l  of X(E ,E ) and t h e  corresponding 8 t he  non-negative 
M o r t h a n t  of E 
I n  desc r ib ing  t h e  s ta tement  of t he  c o n t r o l  problem and i n  r e l a t i n g  
t h e  a b s t r a c t  formulat ion t o  more concrete  prcblems it i s  more convenient 
t o  employ time s u b s c r i p t s  indexing e l apsed  time. I n  proving the  fol- 
lowing theorem i t  i s  more convenient t o  consider  t he  time s u b s c r i p t s  as  
the  number of s t ages  remaining. Since, w i th  a f i n i t e  horizon,  t h i s  merely 
invo lves  a r e l a b e l i n g  of the  t ransformat ions ,  none of t h e  s t r u c t u r e  i s  
changed. L e t t i n g  f N ( x )  be the  r e t u r n  from an  N-stage process  fol lowing 
an opt imal  p o l i c y  from s t a r t i n g  p o s i t i o n  x, we apply  the  p r i n c i p l e  of  
o p t i m a l i t y  (Bellman [4]), and ob ta in  t h e  r ecu r s ion  r e l a t i o n s :  
f (x) = 0 J 0 
where t h e  s u b s c r i p t s  denote t h e  number of pe r iods  remaining i n  t h e  program. 
I n  o r d e r  t o  s t a t e  t h e  l i n e a r i t y  theorem we need the  fol lowing d e f i n i t i o n s  
f o r  a process  wi th  N s t a g e s  remaining. 
N Le t  t h e  sequence <en ,  be a sequence of s t a b l e  s e t s  of 
<A >N and l e t  n n= l ’  




n = l  GN 
L = C E  o Gn+lo Gn+2 0 . . . 0 N 
and 
N 
n = l  + Ln- l  o T:] o i i l B  n 
K = C [  N 
where 
4-1 
A - 1  
E = C  o A  O D  n =: 1,. . . , N  
G = T" o An 0 Dn + TA n = 1, ..., N 
n n n n 
n n 
and 
i s  the  mat r ix  of t he  opt imal  b a s i s  with n pe r iods  
remaining where n = 1,. - .  , N .  
n 
The t ransformat ions  T i  and T i  a r e  t h e  canonica l  decompositions of 
Tn given by  Lemma 1.3.1.  We can now s t a t e  t h e  
L i n e a r i t y  Theorem (Theorem 1): Suppose 
1. c E e, 1 
2. [en + Ln-1 0 T"] n E en  n = 1,2,. . ,N 
N 3. X E 2  
f o r  a l l  x E 2 and v E Vn(x) , 
n-1 n 
4. Tn(x,v) E -i2 
n = 1 , 2 , .  . . , N .  
- 
Then f (x) i s  an a f f i n e  func t iona l  on X f o r  a l l  x E z and 
N N - 
t he  opt imal  choice of p o s i t i v e  a c t i v i t i e s  dur ing  any s t age  i s  independent 
of x .  Equivalent ly ,  
N 
f N ( x )  =: L ~ ( x )  + K~ f o r  a l l  x E 72 
where 
L N f g ( E , E 1 )  . 
8 
Proof: The proof i s  by induct ion on the  number of per iods  remain- 
i n g ,  denoted by N.  
N = 1. From (2 .1) ,  
f l ( x )  = max (c , (v)} . 
=V1(4 
Clea r ly ,  f o r  f i x e d  x t h i s  i s  the  LP problem 
A ( v )  = D1x + B1 1 
Since ( e,, Ol) a r e  s t a b l e  f o r  AlY t he  assumption t h a t  c E cl 
1 
A 
Thus 1' a l lows  us  t o  f i n d  an opt imal  b a s i s  A1 independent of x E 3 
t he  opt imal  dec i s ion  i s  t o  have 
6-1 4-1 v = A 0 D1(x) + A1 B1 1 
h 
and a l l  o t h e r  A1 , f o r  t h e  a c t i v i t i e s  corresponding t o  t he  columns of 
v a r i a b l e s  s e t  equal  t o  zero.  Thus, 
f l ( x )  = c1 0 A1 A - 1  0 D,(x) + c1 0 A1 ^-lg for x E E ,  
and s i n c e  t h e  c l a s s  of l i n e a r  t ransformat ions  i s  c losed  under composition 
and a d d i t i o n  the  r e s u l t  i s  e s t a b l i s h e d .  
We now assume t h e  r e s u l t  holds w i t h  N - 1  s t ages  remaining, and 
complete t h e  induc t ion .  By assumptions 3 and 4 we see  t h a t  
a t  a l l  p o i n t s  of x v t h a t  can occur .  Thus, us ing  
T N ( x y v )  E 'N-1  - -  
( 2 . 1 )  and the  induc t ion  hypothesis  w e  have: 
Y 
Note t h a t  $-1 
made wi th  N periods t o  go. 
can be c a l c u l a t e d  indepecdently of t h e  dec i s ion  t o  be 
Again s ince ( c,, ON)  are s t a b l e  f o r  AN, t he  assumption t h a t  
T"]  E eN enables  us  t o  f i n d  an o p t i m l  b a s i s  iN independent, ['N+ L N - l  N 
of x E PN. Thus, f o r  a l l  x E R " 
a c t i v i t i e s  corresponding t o  , a l l  o t h e r  a c t i v i t i e s  being ope ra t ed  
a t  zero l e v e l .  
v = q1 DN + G I B N  f o r  t h e  
% 
I n  ( 3 . 2 )  w e  now s u b s t i t u t e  t h e  optimal s o l u t i o n ,  ob ta in ing  
f (x) = e 0 G1 0 DN(x) + h-l 0 [ T i  o G1 DN + TY;](x) N N 
or 
-1 
*N BN ' f " ( X )  [ E  N + L N-1 0 GN](x) -I- KN-l + [c, + LN-l 0 T i ]  o 
Clea r ly ,  
L N = E N f L  N - 1  ' GN 
N 
n = l  * * '  GN 




K =: C [ C  + L  o T:]o An t. -IB n .  Q.E.D. n n- 1 N 
Assumption 4 of the theorem can be weakened somewhat by req]Jir ing 
T,(x,v) E En-1 f o r  a l l  x E En, b u t  only f o r  t hose  v E Vn(x) 
t h a t  could correspond. t o  an opt imal  s o l u t i o n .  
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2 .  Examples of  Processes S a t i s f y i n g  the  Conditions of  Sect ion 1 
I n  o rde r  t o  i l l u s t r a t e  t he  preceding theorem w e  s h a l l  examine s e v e r a l  
examples. I t  i s  n a t u r a l  t o  f i r s t  look f o r  c l a s s e s  of matr ices  wi th  l a r g e  
s t a b l e  sets .  One such c l a s s  sometimes r e f e r r e d  t o  a s  Leontief ma t r i ces  
with s u b s t i t u t i o n  i s  t h e  c l a s s  of m x p ma t r i ces  h such t h a t  A E h 
i f  and only if f o r  each m x m nonsingular submatrix Ai o f  A t he  
ex i s t ence  of a non-zero, non-negative p a i r  of  v e c t o r s  <v,b> such t h a t  
Ai7r = b 
-1 > 0. Thus, we can s t a t e  a r e s u l t  e s s e n t i a l l y  observed A i  - imp l i e s  t h a t  
by Dantzig [7] as  follows: 
I f  At E h, B > 0 and both D and Tt a r e  non-negative transforma- t -  t 
t i o n s  f o r  a l l  t, then the hypotheses of t h e  l i n e a r i t y  theorem a r e  s a t -  
i s f i e d  with M the non-negative o r t h a n t  of E f o r  a l l  t .  ''4t c t  = E' and 
I t  i s  easy  t o  see  t h a t  the c a p i t a l  budgeting problem of Dorfman [9] 
and Manne [14], t h e  warehouse problem of Dreyfus [ll], and t h e  p r i c e  
specu la t ion  model of  Arrow and Kar l in  [ 2 ]  a l l  have t h e  above c h a r a c t e r i s -  
t i c s .  I n  analyzing t h e  s t r u c t u r e  of each of  t hese  problems t h e  above 
a u t h o r s  have e s s e n t i a l l y  f i rs t  proven a ve r s ion  of  the l i n e a r i t y  theorem 
f o r  t h e  p a r t i c u l a r  problem under i n v e s t i g a t i o n .  Since the  s t r u c t u r e  of 
opt imal  p o l i c i e s  i n  t h e  warehouse and p r i c e  speculati .on models has been 
ana lyzed  i n  t h e  above a r t i c l e s  w e  w i l l  use t h e  l i n e a r i t y  theorem t o  analyze 
t h e  c a p i t a l  budgeting problem. We w i l l  then show how a modif icat ion t o  the 
problem which circumvents t h e  al l -or-none problem r a i s e d  by Manne can be 
a t t a c k e d  by t h e  preceding theorem even though t h e  r e s u l t a n t  sequence of 
m a t r i c e s  <A > a r e  no longe r  formally of t h e  Leontief type.  The f i r s t  
v e r s i o n  of t h e  c a p i t a l  budgeting problem t o  be analyzed i s  s i m i l a r  t o  the  
t 
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Dorfman-Manne formulation and w i l l  now be described. 
Cap i t a l  Budgeting 
A firm i s  p r e s e n t e d w i t h  a sequence of sets of investment opportun- 
i t i e s .  
oppor tun i t i e s  from the  s e t  c u r r e n t l y  a v a i l a b l e .  
A t  each dec i s ion  p o i n t  the f i r m  must choose a mix of investment 
Addit ional ly ,  t h e  firm 
must decide whether OP no t  t o  pay some p o r t i o n  of i t s  p resen t  r e sources  
i n  dividends.  
The s t a t e  space f o r  such a firm may be desc r ibed  a s  the  couple 
N + l  
(x,Q) where x i s  an element of E , i . e . ,  x -- ( x ~ , x ~ , ~ x ~ , . . . , x ~ ) ,  
and each xi r ep resen t s  t h e  n e t  cash inpu t  i pe r iods  from the p re sen t  
time due t o  past. investments e The investment p o s s i b i l i t i e s  are r ep resen t -  
i s  t h e  f i n i t e  se t  of ed by t h e  sequence Q =I (Q,,Q,, . . . ,QN) where Qn 
investment oppor tun i t i e s  a v a i l a b l e  t o  use w i t h  n pe r iods  remaining i n  
t h e  decis ion process  
w i l l  be considered t o  be an j 
E Qn An investment opportuni ty  a 
N element of E , i . e . ,  
where a’ i s  the cash r e t u r n  of investment a’, i pe r iods  from the  
investment da t e ,  per  u n i t  i n v e s t e d .  Note: 
i 
The following assumptions are  made about t h e  firm and i t s  o p p o r t u n i t i e s :  
A l :  The f i r m  i s  s e l f - f i n a n c i n g .  
A2: 
A3: 
Dividends a r e  discounted with d i scoun t  f a c t o r  
Returns from investments are p r o p o r t i o n a l  t o  t h e  amount 
i nve s t e  d o  
fl > - 0. 
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4 A : x > 0, i . e . ,  x > 0, n = 0,1,2, ... n -  - 
a E Qn =) a > 0, 
The f i r m ’ s  u t i l i t y  func t ion  i s  a l i n e a r  func t ion  of  t he  
i . e . ,  a .  > 0, i = 1,2, ..., N .  
1 -  - 
A5: 
d ividends pa id  o u t .  
The problem i s  t o  choose a t  each pe r iod  of time a po l i cy  spec i fy ing  
the  amount of c u r r e n t  c a p i t a l  t o  be a l l o c a t e d  t o  each investment op- 
p o r t u n i t y  and t h e  amount t o  be pa id  out  i n  dividends.  The ob jec t ive  of 
t h e  f i r m  i s  the  maximization of the  sum of t he  discounted value of d iv-  
LCJend u t i l i t y .  For s i m p l i c i t y  i n  p re sen ta t ion  we s h a l l  assume t h a t  t he  
va lue  of any income rece ived  beyond the  planning horizon i s  zero.  A 
s l i g h t  modi f ica t ion  t o  t h e  p e r i o d  zero cos t ing  scheme would enable  us  t o  
inc lude  some discounted va lue  of  r e t u r n s  r ece ived  beyond the  planning 
hor izon .  
L e t  u s  now make the  i d e n t i f i c a t i o n s  r e q u i r e d  t o  s t a t e  t h e  problem i n  
terms of t he  n o t a t i o n  developed f o r  Theorem 1. The dec i s ion  taken wi th  
n pe r iods  remaining, v can be represented  a s  a 1 x ( M  +1) vec to r ,  t h e  
f i rs t  component r ep resen t ing  the  amount of c a p i t a l  consumed i n  oppor tuni ty  
n’ n 
i .  S i m i l a r l y ,  T l Z  Qn f o r  each n considered a s  an  ope ra to r  mapping 
E i n t o  E , B z 0, c = ( u  0, ..., 0) ,  and T ’  = L, a l e f t - s h i f t  op- 
e r a t o r  which a d j u s t s  t he  s t a t e  va r i ab le  t o  compensate f o r  an increment of 
e l apsed  time; i . e . ,  i f  
S ince  each A i s  simply a row of ones,  i t  i s  c l e a r  t h a t  eacn A i s  o f  
Leont ie f  type , j u s t i f y i n g  an app l i ca t ion  of t he  l i n e a r i t y  theorem, 
y i e l d i n g  f o r  a l l  
Mn N 
n n n’ n 
x = (xo,xl,x2,. . . , x N ) ,  then  Lx = ( x ~ , x ~ , . . . , x ~ - ~ , O ) .  
n n 
x > 0: - 
f N ( x )  = h ( x )  a l i n e a r  f u n c t i o n a l  of x .  
Due t o  the  na tu re  of  A 
s i b l e  dec is ions  a t  any p o i n t  i n  t i m e  a r e  v e c t o r s  w i th  one component a 
a l l  extreme p o i n t s  of t h e  convex s e t  of pos- n’ 
1 3  
p l u s  one and a l l  o t h e r  components zero.  
c h a r a c t e r i s t i c  of 
This,  combined wi th  the  l i n e a r  
f ( o ) ,  y i e l d s  t h e  al l -or-none theorem of  Manne [14] N 
s ince  on ly  one of t h e  v 
Thus, e i t h e r  w e  pay a dividend o r  inves t ,  i n  one b e s t  investment a t  each 
need be p o s i t i v e  i n  an optimal s o l u t i o n .  
j 
decisior? p o i n t .  Consequently, i f  w e  i n v e s t  during p?r iod n ,  E = 0, 
and i f  a dividend i s  paid,  En = u,D, where I! i s  a, 1 x N veLtor w i th  
t h e  f i r s t  component a oRe and d l  o t h e r  compnents  ze ro ,  
a n D + L i f  a dividend i s  paid. i n  pc?riod P ,  and Gr, -; 
cppor tun i ty  c i s  chosen. 
n 
Also, Gn = L 
i f  investment. 
C 
n 
Once the l i n e a r i t y  of t h e  rpturr,  func,t,ion i s  e s t a b l i s h e d  it i s  easy  
t o  see t h a t  L ( e ) ,  and hence f ( a )  t ake  t h e  following form: 
M N 
- N 
u x  f o r  N > O  and P = O  
0 ' 'N-:; n r! - I" fN(X) = n=@ 
2O P, =: 1 
n n -  for N -. > 2 
C 
3' a i s  chosen a s  t h e  irivzstment maximizing n 
i 
N-r? n n 
N 
C P u a  f o r  i 1,2,, o , %  
n - 1 
and P = 1 1  imp l i e s  t h a t  dividends a r e  p a i d  during p e r i o d  N.  An 
induc t ion  proof o f  t h i s  r e s u l t  can be found. i n  Appendix A ,  
N N  
Clea r ly ,  t h e  c a l c u l a t i o n  cf the seqlence <P$ i s  e q u i v a l e n t  t o  
c a l c u l a t i n g  a sequenee of optimal p o l i c i e s ,  p o i n t i n g  o u t  t h e  r e s u l t ,  t h a t  
t he  optimal po l i cy  i s  in2epzndent of the i n i t i a l  s t a t e  However, t h e  
optimum Policy will c e r t a i n l y  be dependent on t h e  sequence of sets of 
x o  
invest.ment, oppor tun i t i e s  Q 
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I n  o rde r  t o  i n v e s t i g a t e  p r o p e r t i e s  of t h e  s o l u t i o n  i t  i s  c l e a r  t h a t  
pi 
we must focus  our  a t t e n t i o n  on the  sequence 
as a shadow p r i c e  r ep resen t ing  the  u t i l i t y  of an incrementa l  u n i t  of dis- 
counted cash wi th  "i" per iods  remaining. I n  p a r t i c u l a r ,  PN r e p r e s e n t s  
t he  u t i l i t y  value of  an  incremental  d o l l a r  a t  t h e  beginning of t h e  p lan .  
Since t h e  
per iod ,  we have cons tan t  marginal u t i l i t y  i n  any p e r i o d  under an  opt imal  
p o l i c y .  
proof of Manne's a l l -or-none theorem. 
<P.>. We may i n t e r p r e t  
1 
P ' s  a r e  no t  dependent on t h e  t o t a l  amount a v a i l a b l e  i n  any 
The l i n e a r i t y  of t he  optimal r e t u r n  func t ion  y i e l d s  an immediate 
A s  observed i n  the  paper  by Manne [14], t he  imp l i ca t ions  of t h e  a l l -  
or-none theorem a r e  r a t h e r  d i s tu rb ing  s ince  most well-managed f i r m s  do 
n o t  ope ra t e  wi th  t h i s  type of behavior .  
t h i s  apparent  paradox we s h a l l  add another  r e s t r i c t i o n  t o  the  problem. 
S p e c i f i c a l l y ,  we r equ i r e  t h a t  t h e  f i rm pay o u t  a t  l e a s t  a f i x e d  propor- 
t i o n  p of  t h e  c a p i t a l  a v a i l a b l e  i n  any per iod .  The e f f e c t  o f  t h i s  
added r e s t r i c t i o n  i s  t o  a l t e r  t he  reg ion  of f e a s i b l e  c o n t r o l  w i th  n 
A s  one method of circumventing 
pe r iods  remaining t o  
((v,s): vo + v1 + ... + VM = 2, vo - s = 
n 
where s i s  a non-negative s l a c k  v a r i a b l e  and z 
o f  c a p i t a l  resource  a v a i l a b l e .  This change y i e l d s  
r e p r e  sen t  s t he  amount 
an  A ma t r ix  which i s  
no t  o f  Leont ief  type s i n c e  t h e r e  i s  a f e a s i b l e  submatrix 
such t h a t  
which i s  not a non-negative mat r ix .  The so lu t ion  corresponding t o  
s e t s  vo = pz,  v1 = (1 -p )z ,  s = 0, and a l l  o the r  vi = 0. We w i l l  show 
t h a t  Theorem 1 can be a p p l i e d  t o  t h i s  problem wi th  p < 1 and thereby  
demonstrate t h a t  t he  theorem's  range of a p p l i c a t i o n  i s  wider than  the  
c l a s s  of mat r ices  of Leont ief  type .  To do t h i s  i t  i s  only  necessary t o  
v e r i f y  t h a t  t he  assumptions 1 -4  hold .  Take ei = E 
(y:y E E y1 2 y2) f o r  i = 1,. . . , N e  
* 
and Q i  = Mi +1 
2 
I t  i s  e a s i l y  v e r i f i e d  t h a t  t h e  sequence < ci, si>: i s  a sequence 
i of  s t a b l e  s e t s  of ai>: and t h a t  t h e  <Ei>; i s  such t h a t  each a 
N i s  the  non-negative o r t h a n t  of E . Thus, assumptions 1 and 2 hold  
t r i v i a l l y ,  and assumptions 3 and 4 hold  a s  long a s  
i s  a non-negative ope ra to r .  
x > 0 and Ti( , O )  - 
Another method of circumventing the  conclusion of t he  a l l -or -none  
theorem i s  t o  impose a non- l inear  r a t h e r  than a l i n e a r  u t i l i t y  func t ion  
of dividend payment. This approach w i l l  be formulated and d iscussed  ir ,  
Chapter 111. 
3. S tochas t i c  Problems 
I n  t h i s  s e c t i o n  we w i l l  show t h a t  Theorem 1 can be extended t o  cover 
the  s t o c h a s t i c  problem ( 1 . 2 )  under appropr i a t e  a d d i t i o n a l  assumptions.  
Let fN(  x )  r ep resen t  t he  expected r e t u r n  fo l lowing  an opt imal  p o l i c y  
from s t a t e  x wi th  N pe r iods  remaining. Again fo l lowing  Bellman [ 4 ]  
* 
However, A.  Veinot t  has po in t ed  ou t  t h a t  t h e  problem can be t ransformed 
i n t o  one w i t h  Leont ief  s t r u c t u r e  by s u b t r a c t i n g  the  second c m s t r a i n t  from 
the  f i rs t ,  and us ing  the  de r ived  cons t r a in t .  a long wi th  the  c o n s t r a i n t  
vo - s = p z .  
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we can der ive  the  recurrence r e l a t i o n s :  
f ( x )  = 0, 0 
where denotes the  expec ta t ion  opera tor .  Note t h a t  t he  expec ta t ion  
i s  taken  only  over t he  random vector  r N '  
Theorem 2.  Suppose t h a t  condi t ions 1-4 of Theorem 1 ho ld  for any 
N poss ib l e  r e a l i z a t i o n  of t he  vec to r  sequence <rn>l . Then the  conclusion 
of Theorem 1 holds with the  expec ta t ion  of 
r ep lac ing  
a of the  opt imal  b a s i s  wi th  n per iods  remaining i s  eva lua ted  by 
so lv ing  the  l i n e a r  program 
Tn( ) (denoted Fn( * , ) )  
T n ( * y s )  i n  t he  eva lua t ion  of L and K N y  and t h e  ma t r ix  N 
n 
- 
max cn(v)  + Ln-l 0 Tn(xYv) . 
VfVn(  4 
Proof: The proof i s  i d e n t i c a l  t o  the  one p resen ted  f o r  Theorem 1 
due t o  the  f a c t  t h a t  
by t h e  l i n e a r i t y  of L ( . ) .  Also note  t h a t  Tn( - ,. ) i s  l i n e a r  i n  x 
and v s ince  each r e a l i z a t i o n  was a s s m e d  t o  be a l i n e a r  ope ra to r  on 
N- 1 
x x v .  - -  
Using Theorem 2 we can formulate a p r i ce - specu la t ion  model s i m i l a r  
t o  one s t u d i e d  by Arrow and Kar l in  [ 2 ]  for t he  d e t e r m i n i s t i c  case .  The 
p rocess  can be descr ibed  by a system wi th  two-s ta te  v a r i a b l e s ,  i . e . ,  
t t t  x = (x1,x2) where xt r ep resen t s  t h e  amount o f - c a s h  on hand a t  time t 1 
and x i  r ep resen t s  t he  s tock of commodity a t  time t measured i n  dol- 
l a rs .  A t  each t i m e  we may withdraw funds from the  specu la t ion  i n  t h e  
y3 
amount, v s e l l  an amount of s tock  v or buy an amount o f  stock 
Suppose commissions are p a i d  on buying and s e l l i n g ,  and our o b j e c t i v e  i s  
1' 2' 
t o  maximize t h e  expected sum of" discounted wi%hdrawa.ls from t h e  system. 
Furthemor-e, suppose t h e  value o f  t h e  s tock retairJed i s  s u b j e c t  t o  ap- 
p r e c i a t i o n  o r  dep rec i a t ion  dve t o  a change i n  p r i c e  of" t he  commodity, 
and t h a t  t h i s  p r i c e  change i s  of a random n a t u r e r  The p r i c e  change can 
be r ep resen ted  by a random f a c t o r  r t ,  where we asslime t h a t  each f a c t o r  
t t r , t, = 1,". l N ,  has d i s t r i b u t i o n  func t ion  P such t h a t  P t [ r  < 0) = 0 t 
and t h e  f a c t o r s  aT'e ifidependent from p e r i o d  t,o p e r i o d "  Trans l a t ing  t h i s  
d e s c r i p t i o n  i n t o  our s tandard format ,  we have:: 
V>O). v5 "= - v + 2 
r ep resen t  commissions; thus, a > 1 and a12 5, 1. 
12 and a13 13  - where a 
I t  i s  ea,sy t o  v e r i f y  t h a t  t h e  c o n s t r a i n t  ma,txix i s  of Lcontief type 
and t.he t ransformation T i s  non-negative Thds, Theorem 2 can be ap- 
p l i e d  and we solve the  problem rep lac ing  r by r , i t s  expected v a l u e ,  
I t  i s  an i n t e r e s t i n g  consequence of t h i s  r e s u l t  t h a t  t h e  va r i ance  of t h e  
t 
t -t 
p r i c e  change p l a y s  no p a r t  i n  eva lua t ing  a n  opt imal  p o l i c y .  O f  course,  
t h i s  r e s u l t  ar ises  i n  par t ,  due t o  the  l i n e a r i t y  of t he  u t i l i t y  f o r  with-  
drawals,  and would no t  be t r u e  if the  i n v e s t o r  were r i s k - a v e r s e ,  i . e . ,  
possessed a s t r i c t l y  conrave u t i l i t y  fo r  withdrawals 
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CHAPTER I11 
A GENERAL PROCESS W I T H  CONCAVE 
UTILITY AND FINITE-STATE SPACE 
1. A Decomposition Ty-pe Algorithm 
I n  t h i s  chapter  we s h a l l  r e l a x  the r e s t r i c t i o n  of l i n e a r i t y  imposed 
on t h e  o b j e c t i v e  f u n c t i o n a l  and p resen t  an algori thm employing decomposi- 
t i o n  techniques t o  solve a n  i n t e r e s t i n g  s p e c i f i c  case of  the gene ra l  
c o n t r o l  problem. The v e h i c l e  f o r  our d e r i v a t i o n  w i l l  be a v e r s i o n  of 
the  c a p i t a l  budgeting model s t u d i e d  i n  Chapter 11. A t  t h a t  t i m e  i t  was 
po in ted  o u t  t h a t  t h e  s t r u c t u r e  of  the s o l u t i o n  was such as  t o  preclude 
t h e  n e c e s s i t y  of bo th  i n v e s t i n g  and d i s t r i b u t i n g  dividends i n  any one 
pe r iod .  To circumvent t h i s  unappealing c h a r a c t e r  of  t he  optimal p o l i c y  
w e  i n t roduced  r e s t r i c t i o n s  r equ i r ing  a minimum percentage of  a v a i l a b l e  
c a p i t a l  t o  be d i sbur sed  a t  each time. Another ap.proach t o  t h e  problem 
i s  t o  assume t h a t  t h e  f i r m ' s  marginal u t i l i t y  of withdrawals i s  s t r i c t l y  
decreasing w i t h  t h e  amount withdrawn. I n  o t h e r  words, each u t i l i t y  
func t ion  Ut( - )  i s  s t r i c t l y  concave and i n c r e a s i n g .  Moreover, we w i l l  
e l iminate  t h e  p o i n t  i n p u t  stream output  c h a r a c t e r  of  t h e  investment op- 
p o r t u n i t y  p r o f i l e  given by assumption A4 i n  Sec t ion  2 .2 .  
I n  terms of  t h e  n o t a t i o n  presented i n  Chapter I ,  the  process  t o  be 
cons ide red  may be desc r ibed  a s  follows: 
Le t  L be t h e  l e f t - s h i f t  ope ra to r  desc r ibed  i n  Chapter 11, i . e . ,  




then we want t o  maximize 
where 
N 
1 x =: x 
and 
w i t h  1 t h e  w c t o r  con:ist ing of 311 ones w i t h  2.1 approp-iate dimensiori 
It i s  c l s i :  that  i l l  t h i s  f t 2 r m u l d t i o r  2ssumpt3.ons A1 and A 3  given 
f o r  t h e  c s p i t a l  h d g e t i l i g  F;roSlem have been r e t a i n e d ,  assumption A4 hzs 
Seen dropped, a n d  sssuxptions 42 3r.d A 5  heyre been changed t o  
A*: The f i r n .  i ~ t i l i t y  f u r i c t i c p  during p e r i o d  t i s  Ut( ) , 
d i'unctio.1 of tbe amount of dividends p a i d  o ~ t t  
We s h a l l  assLtrlle t h a t  
continuously dif"ferel i t i?ble  f o r  each t 
b r (  ) i s  concave ,  s t r i c t l y  i n c r e s s i n g ,  and 
IrL 3 shbseq,en+, chart-er w ?  w i l l  i r t ves t iga t e  asymptct ic  p r o p e r t i e s  
of t h e  s v l d t i o n  io? A a i r r i i l a r  c l a s s  of prcblerrir HoweTIer, s i n c e  t h i s  
formulat ion of the cs~ltal budgeting podel  seelr,s r e a l i s t i c  it is d e s i r -  
able t o  h3lre B r e l a t i w l y  oft"ici3r-t~ technique a v a i l a b l e  t o  solve 
numerically a s p e c i f i c  f i r i i t e  horiz,on problem 
f o r n u l a t e  the problem ir-  a way tha t .  emphasizes t h e  s t r u c t u r e  s u i t a b l e  
f o r  a p p l i c a t i o n  of ger.era,lized programming techniques 
For t h i s  purpose we w i l l  
Followirrq Bairn01 and Quandt :3 1 ,  for sny  given time hc r i zon  T we 
may put  t he  cL%pi t a l  rattiP,i!r-g prc1')lern i r i  t h e  form: 
T 
max C u t ( w t )  
t=l 
s u b j e c t  t o  
E a  v + W  t = 1,2,. . . ,T 
j t  j t 5 Mt 
j 
v > o  
j -  
w > o  t -  
where 
v i s  the  number of u n i t s  of p r o j e c t  j cons t ruc ted  
Mt i s  the  exogenous cash i n p u t  a t  time t 
j 
-a i s  t h e  n e t  cash flow obtained from a u n i t  of p r o j e c t  j 
j t  
a t  t ime t 
w i s  t h e  amount of cash withdrawn a t  t ime t t 
U t ( .  ) i s  t h e  u t i l i t y  of  withdrawal a t  time t .  
The assumption t h a t  Ut( a )  
withdrawals  imp l i e s  t h a t  t he  tth equat ion w i l l  ho ld  wi th  e q u a l i t y .  
i s  s t r i c t l y  inc reas ing  a s  a func t ion  of  
I t  seems t h a t  t h i s  formulat ion inc ludes  many of  t he  dynamic a l l o c a -  
t i o n  problems such a s  those considered i n  Bellman [4, Chap. 11. Our 
problem then i s  given by: 
T 
A: max c u t ( w t )  
t=l 
AV + IW = M 
W > O  
A = ( a .  ), v = ( v j ) ,  = ( w  ), M = ( M t )  . J t  t 
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A problem equivalent  t o  A i s  
0 max w B: 
Av -I" 
T 
W = ( ( w o , w l , .  . , w T ) :  w .  > 0, i = 1,- . J T ,  and w < C U t ( w t ) ] "  
1 -  0 -  tE.1 
The concavity of  Ut imp l i e s  t h a t  W i s  convex. To see  t h i s ,  choose 
w1,w2 E W and l e t  w h  = hw + (1-h)w ; t hen  1 2 
rn rn 
-L 1 2 h I - < c Ut(hwt) + ( l -h )wt )  = C U t ( w t , )  ; 
t=l t=l 
t hus  w h  E W; hence, W i s  convex. The eqcivalence of problems A and 
B i s  c l e a r :  
T 
1 
I f  (x,w) i s  optimal f o r  B, then wo = C U ( w  ); f o r  i f  not ,  
w could be i n c r e a s e d  without  des t roy ing  t h e  f e a s i b i l i t y  of 
(x,w),  thereby c o n t r a d i c t i n g  the  assumption o f  o p t i m a l i t y .  
L e t  w = ( w ~ , ~ . ~ , w ~ ) ;  then i f  (x,w) i s  opt imal  f o r  B, 
(x,;) 
t t  
0 
- 
i s  f e a s i b l e  for A with the same value of  t h e  o b j e c t i v e  
funct ion.  Heme, we may conclude t , ha t  
T 
0 -  




I f  (v,;) i s  optimal f o r  A, then (v,w) wi th  wo = C U t ( w t )  
i s  f e a s i b l e  for  B, aga in  y i e ld ing  the  same value of t he  objec-  
t i v e  func t ion .  Thus, max w >max C U t ( w t ) ,  proving t h e  0 -  
equivalence of problems A and B.  
T 
t=l 
We now consider  t h e  problem: 
* 
s u b j e c t  t o  
K i  max C woki 
i=l 
-i K A v +  C w h , = M  
K 
C hi = 1  
i =1 
i i -i w = (wo,w ) E w f o r  a l l  
K i  Since W i s  convex, any p o i n t  of the  form C w hi i s  an element of W .  
This  imp l i e s  t h a t  any s o l u t i o n  t o  
1 
* f o r  a given number of  v e c t o r s  
i w E W i s  p r ima l - f eas ib l e  f o r  B. 
A f e a s i b l e  s o l u t i o n  t o  * i s  
v = o  
i = 1,2 ,  ..., T 1 h. = - i T  
TMi i f j = i  
-i 
w:  = 
J O  O . W .  
wo i A i ( T M i )  * 
Thus, we can so lve  an i n i t i a l  master program * by t h e  simplex method. 
Following t h e  usua l  gene ra l i zed  programming formula t ion ,  see  Dantzig 
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[6], we form a subprogram which tes ts  s o l u t i o n s  t o  * f o r  dua l  f e a s i b i l -  
i t y  i n  B. Since each s o l u t i o n  t o  * i s  p r ima l - f eas ib l e  f o r  B, dua l  
f e a s i b i l i t y  of t h e  s o l u t i o n  implies  t h a t  it i s  optimal f o r  B and hence 
for the  o r i g i n a l  problem A. 
-k 
) be t h e  optimal dua l  v a r i a b l e s  a t  t h e  
-k -k -k 
r+i L e t  II = (rl, JI *,..., n 
-k i s  t h e  shadow p r i c e  cor- T+1 Kth s t a g e  of t h e  master problem, where 
responding t o  t he  ZA. c o n s t r a i n t .  Let, 
II 
i 
-k z = min [ E wifli - wol  . 
WEW i=l 
- 
If z _> - n T + p  then the cu r ren t  o p t i m a l  s o l u t i o n  t o  i s  d u a l - f e a s i b l e  
for B and thus optimal f o r  B. 




c w . I I  - w  
i i  0 i=l 
subject, t o  
T 
c u ( w  ) - wo 2 o and wi - > 0, i = l,...,T . t t  1 
The Lagrangisn for t h i s  problem i s :  
m m 
Examining the s i n g l e  c o n s t r a i n t  equa t ion  f o r  t h e  subproblem, we 
T 
observe t h a t  L U (w ) - wo 
1 h 
Also, by choosing wo s m a l l  enough w e  can f i n d  a p o i n t  w f o r  which t h e  
r e s t r i c t i o n  holds with s t r i c t ,  I n e q u a l i t y .  Thus, t h e  Kuhn-Tucker Cons t r a in t  
i s  a concave f u n c t i o n  of w = (wo,wl, . , W  T ) - t t  
24 
q u a l i f i c a t i o n  holds ,  and s ince  the  objec t ive  func t ion  i s  l i n e a r  t he  Kuhn- 
Tucker-Lagrange (KTL) cond i t ions  a r e  both  necessary and s u f f i c i e n t  f o r  
opt imal i  t y  . 
The KTL condi t ions f o r  the  Kth subproblem a re :  
p = 1 since  w i s  u n r e s t r i c t e d  i n  s ign .  0 
a < 2 U t ( w t ) ,  t = 1,. ..,T with  e q u a l i t y  holding i f  w t > 0.  
T 
c ut(wt)= w o  s ince  p = 1. 
1 
From our assumption p o s t u l a t i n g  the  s t r i c t l y  decreasing marginal 
u t i l i t y  of withdrawals we have 
Thus, i f  
and i f  
-k a 
fit < 5 Ut(0), then w t > 0. 
Hence, f o r  any t, 
and otherwise w = 0. t 
We now use the  above r e s u l t s  t o  solve the  subproblem. We know t h a t  
* ;;k > 0 V t  and Vk s ince  the  fi r ep resen t  a sequence of money shadow 
P r i c e s .  Let  L be the  subse t  of  the i n t e g e r s  1, ..., T f o r  which 
t -  
Then t h e  KT condi t ions hold(=) 
and 
Since the KTL condi t ions a r e  necessary and s u f f i c i e n t  t h e r e  w i l l  be 
a unique w v e c t o r  so lv i zg  the  Kth subproblem witqh 
T 
w t = o  ? t i L Y  
K t t  a v ( w  ) which e x i s t s  s ince  we where v i s  the increrse func t ion  of  t 
c, 
have assumed a s t r i c t l y  decreasing marginal u t i l i t y  of withdrawals.  Thus 
w e  have found a method t o  solve the  subproblem a t  each s t age  by inspec-  
t i o n .  Inasmuch a s  the  gene ra l i zed  programming procedure has been proven 
t o  be convergent, we have developed an algori thm t o  so lve  problem B and 
t h u s  problem A ,  
2 .  Applicat ion t o  Cap i t a l  Budgeting 
The Baumol-Quandt formulation introduced i n  Sec t ion  1 i s  a l s o  u s e f u l  
f o r  i n v e s t i g a t i n g  t h e  s t r u c t u r e  of opt imal  p o l i c i e s .  We w i l l  prove a 
theorem f o r  the c a p i t a l  budgeting ve r s ion  of t h e  gene ra l  c o n t r o l  problem 
with the  q u i t e  gene ra l  concave u t i l i t y  func t ion  p o s t u l a t e d  i n  S e c t i o n  1 
t h a t  i s  analogous t o  t h e  al l -or-none theorem of  Manne's ob ta ined  f o r  a 
l i n e a r  u t i l i t y  func t ion .  
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Theorem 2 .1 .  Suppose an optimal s o l u t i o n  e x i s t s  f o r  the c a p i t a l  
budgeting problem s t a t e d  i n  Sec t ion  1. Then t h e r e  i s  an optimal so lu t ion  
t o  t h a t  problem employing a t  most T o f  t h e  a v a i l a b l e  investment p r o j -  
e c t s  where T i s  the  number of  decis ion pe r iods .  (The cond i t ions  imposed 
on the  func t ions  Ut( . )  a r e  not  r equ i r ed  f o r  t h i s  theorem.) 
Proof: Consider problem B of the previous sec t ion ,  and r e c a l l  t h a t  
any s o l u t i o n  optimal f o r  B i s  a l s o  optimal f o r  A. Since we assume the  
ex i s t ence  of  an optimal s o l u t i o n  t o  A, one a l s o  e x i s t s  for B by the  
equivalence e s t a b l i s h e d  for t h e  problems. Let 
A 
w =  
I. - 
W [;1 E 
be t h e  w-component of a n  optimal s o l u t i o n  t o  problem B. L e t  
and cons ide r  t h e  system 
h - 
A v = M - w  - 1) 
A 
Since w i s  de r ived  from an optimal s o l u t i o n  t o  problem By t h e r e  e x i s t s  
some non-negative vec to r  $ such t h a t  
But t h i s  means t h a t  we can f i n d  some b a s i c  f e a s i b l e  s o l u t i o n  v* t o  
system 1 by applying the phase I procedure of t h e  simplex method. 
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Inasmuch as system 1 has  T equat ions,  any b a s i c  feasible s o l u t i o n  w i l l  
have a t  most T non-zero components. Thus, < v*, $ > i s  an optimal 
s o l u t i o n  t o  problem A, using a t  most T of t h e  a v a i l a b l e  investment 
p r o j e c t s .  Q.E.D.  
Examining t h i s  r e s u l t  with r e s p e c t  t o  the  one ob ta ined  by Manne f o r  
t h e  case of a l i n e a r  u t i l i t y  func t ion ,  we observe t h a t  by  in t roduc ing  
t h e  non-linear u t i l i t y  func t ion  we can no longer  say t h a t  bo th  i n v e s t -  
ment and withdrawal need no t  occur simultar,eously. However, w e  have 
e s t a b l i s h e d  t h e  r e s u l t  t h a t  t h e r e  i s  an optimal s o l u t i o n  such tha , t  if 
more than one p r o j e c t  i s  i n i t i a t e d  i n  any one pe r iod ,  t h e r e  must be a 
corresponding p e r i o d  o r  pe r iods  during which no p r o j e c t  i s  undertaken. 
This r e s u l t  i s  s imilar  t o  the  one t h a t  would be ob ta ined  by t h e  a l t e r -  
n a t i v e  method descr ibed i n  Chapter TI of  r e q u i r i n g  a f i x e d  p ropor t ion  of 
t he  a v a i l a b l e  c a p i t a l  t o  be disbursed.  I t  i s  a l s o  i n t e r e s t i n g  t o  observe 
t h a t  Manne's a l l -or-none r e s u l t  depended upon t h e  p o i n t  i n p u t  stream 
ou tpu t  c h a r a c t e r  of t h e  investment oppor tun i ty  p r o f i l e ,  while  Theorem 2 .1  
does no t  r e q u i r e  any such assumption and thus  holds  €or t h e  more gene ra l  
Baumol-Quandt, model. 
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CHAPTER I V  
A C L A S S  OF PROBLEMS WITH LINEAR UTILLTY 
FUNCTIONALS AND INFINITE HORIZONS 
1. Extension of  t he  L i n e a r i t y  Theorem 
The substance of t h i s  chapter  w i l l  be an i n v e s t i g a t i o n  of t he  c o n t r o l  
problem s tud ied  i n  Sec t ion  1 of Chapter 11, with  the  time horizon assumed 
t o  be i n f i n i t e .  The l i n e a r i t y  theorem obta ined  f o r  t he  f i n i t e  horizon 
case w i l l  be extended t o  cover the  i n f i n i t e  horizon case .  The no ta t ion  
f o r  t he  s t a t e  v a r i a b l e s ,  c o n t r o l  va r i ab le s ,  and t ransformat ions  remains 
a s  descr ibed  i n  Chapter I .  
a s  i n  Chapter 11. I t  i s  i n t e r e s t i n g  t o  note  t h a t  t he  problem we pose i s  
a programming problem w i t h  an i n f i n i t e  number of c o n t r o l  v a r i a b l e s  s i n c e  
an i n f i n i t e  number of dec is ions  must be made, and an in f in i t e -d imens iona l  
s t a t e  v a r i a b l e  s ince  we may assume t h a t  
of t h e  problem notwithstanding,  we a r e  s t i l l  a b l e  t o  a r r i v e  a t  a computa- 
t i o n a l  a lgor i thm.  Of course,  t he  assumptions imposed on the  r e l a t i o n -  
s h i p  of the  c o n s t r a i n t  s e t  t o  t he  s t a t e  t ransformat ions  a r e  r a t h e r  severe .  
I n  t h e  next  chapter  we w i l l  i n v e s t i g a t e  t h e  r e s u l t s  ob ta inable  when these  
assumptions and the  ob jec t ive  l i n e a r i t y  assumptions a r e  re laxed .  
The r e t u r n  o r  u t i l i t y  func t ion  w i l l  be l i n e a r  
x E Am. The i n f i n i t e  cha rac t e r  
I n  d i scuss ing  t h e  i n f i n i t e - h o r i z o n  model we w i l l  assume s t a t i o n a r i t y  
of a l l  t ransformat ions  and look a t  t he  sum of discounted r e t u r n s .  
t h e  f u n c t i o n a l  equat ion  f o r  t he  process  becomes 
Thus, 
( 4 4  
where 
f ( x )  = max ( c ( v )  + Bf o T(x,v))  
V€V( x )  
V ( X )  = (v:Av = DX + B, v > O ) c  - 
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We s h a l l  make the  b a s i c  assumption t h a t  
x E and t h a t  ( c ,  8 )  i s  s t a b l e  f o r  A .  Reca l l  t h a t  R = 
(x : (  Dx + B )  E 6 1 .  Define the  sequence < f N ( x )  >N=l f o r  x E 2 by: 
V(x) i s  compact f o r  each 
m 
f N ( x )  = max (e(.) + BfN-, 0 T(x ,v ) )  . 
V€V( x )  
Under the  assumptions of Theorem 2.1,  which i n  t h i s  case reduce t o  
H1) 1. c E e 
2 .  [ c  + L n - l  0 TI'] E e n = 1 , 2 , 3  . . .  
3" X E R  
k .  T (x ,v )  E f o r  a l l  x E R and 7r  E. V(x) , 
we o b t a i n  a s  before  
f ( x )  = L ( x )  + K N  V X E E  N N 
where 
and 
*-I E = C O A  O D  n n 
G = T" o o D + T' n 
nr 
Let us  now assume t h a t  we a r e  dea l ing  wi th  a "product ive" system, i . e .  , 
t h a t  wi th  N + l  per iods  t o  go we can always do a s  w e l l  a s  we could  wi th  
N pe r iods  t o  go. C lea r ly  s u f f i c i e n t  cond i t ions  f o r  t h i s  assumpt,ion t o  
hold  a r e  e i t h e r  c > 0 o r  t he  "do nothing" s o l u t i o n  ( s l a c k )  i s  f e a s i b l e .  - 
Under t h i s  assumption < f ( x )  > w i l l  be a n  i n c r e a s i n g  func t ion  of N 
N f o r  each x E 2 . I n  case B = 0 t h i s  a s s u r e s  US t h a t  < $(x)  > 
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i s  inc reas ing  i n  N f o r  each x E 7;? and even i f  B f 0 it  i s  l i k e l y  
t h a t  t h i s  r e s u l t  s t i l l  ho lds .  
I n  any case we make the  assumption: 
H2) < I$x) > i s  an increas ing  sequence f o r  each x E 52 , 
and < K > i s  an inc reas ing  sequence of r e a l  nunbers. We now wish t o  
show t h a t  < L (x) > i s  a convergent sequence f o r  each x E 2 . 
N 
N 
Since t h e  t o t a l  number of bases t h a t  can be chosen from the  ma t r ix  
A i s  f i n i t e ,  t he  number of d i f f e r e n t  ope ra to r s  Gn i n  t he  sequence 
< Gn 'n=1 
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i s  a l s o  f i n i t e .  Thus, we may w r i t e :  
where the  norm ( I \ * \ \ )  of a l i n e a r  ope ra to r  i s  def ined  i n  the  usua l  way. 
Thus, 
If w e  now make the  assumption: 
and s i n c e  the r ight-hand side i s  independent of N t he  sequence 
< $(x) > i s  bounded above f o r  each x E 2 , and thus  due t o  H 2  
approaches a l i m i t ,  s ay  L(x) . 
Lemma 4 .1 .  If a sequence of  l i n e a r  f u n c t i o n a l s  < L&x) > ap- 
proaches a l i m i t  a t  each p o i n t  of a, c l o s e d  se t  ,, then t h e  sequence 
converges a t  each poirit of the sma l l e s t  c losed  l i n e a r  subspace? S, 
containing . 
Froof: 
Thus, for y E S, 
n r 
L ( y )  = Ln(C aixi,) with X . E  ‘iz 
1 1 n 
f o r  i = l,,. . , P ) ,  
f o r  each i 
F P 
.- c aiL,(xi) -+ C a i ~ ( x i )  
i=l i=-l 
and thus  
w i t h  x E 2 , i = 1, ..., P. i 
Q.E.D. 
Since S i s  a c losed  l i n e a r  subspace of t h e  Banach Space X, S i s  
a l s o  a Banach space,  and 
Furthermore, we h a v e  shown by the  Lemma t h a t  l i m  Ln(x) e x i s t s  
n - r w  
f o r  all x E S.  Thus, de f in ing  
L ( x ) . - :  l i m  I , ~ ( x )  
n 
w e  have s a t i s f i e d  the  condi t ions of t h e  Banach-Steinhaus Theorem [8] and 
may conclude t h a t  L E 8 ( S , E L ) ,  and a l s o  t h a t  f o r  some C ,  
f o r  a l l  n .  
\\Ln\l < C 
We now t u r n  our  a t t e n t i o n  t o  the sequence of constant  terms < KN >, 
a g a i n  assuming t h a t  it i s  an inc reas ing  sequence (H2). 
< K > i s  bounded, w e  employ the  same argument as  be fo re  t o  w r i t e  
To show t h a t  
N 
and 
and  t h u s  t h e  sequence < K > i s  convergent and we may w r i t e  N 
K = l i m  K n n + w  
It i s  now p o s s i b l e  t o  s t a t e  the main theorem. 
Theorem 4.1: Existence and Charac te r i za t ion  of So lu t ions .  
Under assumptions H1, H2, and H 3  t he  sequence of r e t u r n  func- 
t i o n s  < f ( x )  converges monotonically t o  a func t ion  f ( x )  f o r  a l l  
x E S, where 
N 
f(X) = L ( X )  + K 
and  
Furthermore, f s a t i s f i e s  the  r equ i r ed  f u m t i o n a l  equat ion,  i . e .  , 
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Proof: It remains necessary only t o  prove the  l a s t  s ta tement .  The 
proof uses  a monotonicit.y argument adapted from Bellman El]. L e t  
P(f,V,X) =: C ( V )  + PI? 0 T(x,Y) 
and l e t  M dencte t h e  maximum operator  over V(x) . Then 
from (4 .2) ,  and by mocotonicity,  f o r  a f i x e d  x E ??, we have 
Since t h i s  inequa. l i ty  holds  f o r  e’rery N ,  l e t t i n g  N + y i e l d s  
f ( x )  - > P ( f , v , x )  for a l l  v E ~ ( x ) ,  
and thus  
f ( x )  - > sup P ( f , v , x )  . 
v u (  x )  
S imi l a r ly ,  
f N ( x )  5 sup P ( f , v , x )  f o r  eve ry  N 
v€’ir( x) 
and thus  
y i  e 1 ding 
f ( x )  = sup P ( f , v , x )  . 
V € V (  x) 
Since f i s  continuous from o u r  previous r e s u l t ,  t h e  compactness of 
V(x) allows us  t o  conclade tha , t  
f ( x )  =: MP(f,v,x) f o r  a l l  x E . 
Q.E .D.  
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I n  o rde r  t o  make use of t h e  previous theorem we should l i k e  t o  know 
Let  u s  consider  t h e  c o n t r o l  problem t h a t  t he  s o l u t i o n  t o  4 . 1  i s  unique. 
with B = 0, i . e . ,  $( x )  = (v:Av = Dx, v > 0 ) .  If t h e  o t h e r  transforma- 
t i o n s  remain unchanged it can e a s i l y  be seen t h a t  a l l  of t h e  previous 
r e s u l t s  ho ld  except t h a t  KN = 0 ,  N = 1,2, ..., . 
- 
Thus, it i s  c l e a r  t h a t  
t h e  l i m i t  f unc t ion  f ( - )  i s  an element of J(S,E') and s a t i s f i e s  t h e  
f unc t i ona 1 e qua ti on 
f ( x )  = max P ( f , v )  f o r  f i x e d  x E R . 
V€?( x )  
Theorem 4.2: Uniqueness Theorem. 
Let F E &(S,E') such t h a t  
F ( X )  = m:x P(F ,V)  f o r  a l l  x E 'P . 
V€V( x )  
Then F ( x )  = f ( x )  f o r  a l l  x E S. 
Proof: Choose any x E . Since $ (x )  i s  compact, t h e r e  e x i s t  
p o i n t s  y and w i n  ? ( x )  such t h a t  f ( x )  = P ( f , y )  and F ( x )  = 
P(F,w). Then by t h e  usua l  argument we o b t a i n  
S ince  bo th  f and F are l i n e a r ,  we have 
-1 "-lD y = A  D and w = A  Y W 
Thus, l e t t i n g  
G = T '  + T" o W-'O D and G = T '  + T" o D 
Y Y W 
y i e l d s  
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From H 3  we know t h a t  @ ( ( G I (  = k < 1, where t h e  norm i s  considered as  
defined on S. Let u s  now examine the  subspace = ( z : z  = Ax, X i n  t h e  
s c a l a r  f i e l d )  . 
t o  5 arid consider  norms OG denoted by 1 ) .  1 1  ~. Then 
C lea r ly ,  S C  S and thus  w e  may r e s t r i c t  our ope ra to r s  
and 
However, s ince 5 i s  a one-dimer,sional subspace,  it. i s  alsc, true t h a t  
Ifb) - F ( x )  I = l l ~ - F l l * l l ~ l l  1 
y ie ld ing  the conclc- a 1  I on 
I f ( x ) . -  F ( x ) l  = 0 s i n c e  k < 1' 
Inasmuch as  x was an a r b i t r a r y  p o i n t  i n  w e  have shown t h a t  
f ( x )  I ~ ( x )  f o r  a l l  x E R Ij 
P 
1 
Since y E S => y = C a . x  f o r  Xi E , it  fo l lows  t h a t  
i i  
Corol lary 4 . 1 .  -- The f u n c t  
= F ( x )  f o r  a l l  x E S. 
Q.E.D 
ofi f(x) = L ( x )  + K ob ta ined  as  the  l i m i t  
of the N-period r e t u r n  fnnc t ions  i s  the unique a f f i n r  func t iona l  on S 
s a t i s f y i n g  equation 4 . 1  whenever x c. 2 
Proof: The ex i s t ence  theorem shows t h a t  f ( - )  does s a t i s f y  equat ion 
4.1,  and the  uniqueness theorem proves t h a t  L( . )  i s  unique. It remains 
t o  show t h a t  K i s  unique. 
Suppose the  contrary;  i . e . ,  f o r  some x E ‘iz , 
L(X) + K1 = MP(L,v) + @K1 
and 
L(x) + K2 = MP(L,v) + BK2. 
Sub t r ac t ing  : 
(K1- K2\ = B/K1- K21 and t h u s  K = K2 . 1 
I t  i s  now poss ib l e  t o  use the  uniqueness and ex i s t ence  theorems t o  
s t a t e  an  algori thm f o r  t h e  determinat ion of an optimum i n f i n i t e - h o r i z o n  
p o l i c y  and the  opt imal  r e t u r n  func t ion .  
Choose x E -I? ( x  f 0 ) .  Our f i r s t  concern w i l l  be t o  f i n d  the  
unique r e t u r n  func t ion  f ( x )  s a t i s f y i n g  4 .1 .  
2 .  A Computational Algorithm 
Algorithm f o r  t he  Determination of f .  From 4 . 1  we have 
L(X) + K = MP(L,V) + @K . 
Suppose we knew t h a t  
problem MP(L,v) ( n o t e - t h a t  we do no t  a s  y e t  know L); then s ince  
x E ‘F1 imp l i e s  t he  opt imal  b a s i s  i s  independent of x, an opt imal  
p o l i c y  could  be expressed  a s  
A, was a dual f e a s i b l e  basis f o r  the  programming 
This r e s u l t  y i e l d s  the  f u n c t i o n a l  equat ion 
and thus  the f u n c t i o n a l  L must s a t i s f y  
where, corresponding t o  t he  previous Rotat ion,  
-1 ,.-1 
G, = T '  + T" a A, o D and E, = c o A, o D ,  
Now assumption H 3  shows thdt B//G, ( /  < I and t h e r e f o r e  1 / B  > l \G+l l ,  and 
hence i s  g r e a t e r  than t h e  s p e c t r a l  r a d i u s  of t he  ope ra to r  
I - BG, 
G,. Therefore,  
i s  i n v e r t i b l e ,  and 
and it. i s  c l e a r  t h a t  a solut . ion t o  t h e  i n f i n i t e  horizon problem would be 
achieved i f  we knew a,n optimal b a s i s  A,. In o r d e r  t o  c a l c u l a t e  a n  op-, 
t i m a l  basis w e  observe t h a t  t h e  M x P m a t r i x  A has on ly  a f i n i t e  number 
P 
K of poss ib l e  bases ,  [A1,A2,. . . , % I ,  where K 5 (M) , and proceed as  
fol lows : 
1) Examine A, f o r  primal f e a s i b i l i t y ;  i . e . ,  
If A, 
wi th  a,. 
i s  pr imal-feasible ,  proceed t o  s t e p  2 ;  otherwise r e p e a t  s t e p  1 
Since by assumption the optimal bas s i s  i s  independent of t he  
r igh t -hand s i d e  f o r  a l l  x E , we eventua l ly  
a p r ima l - f eas ib l e  b a s i s  A . 
j 




w i l l  reach s t e p  2 w i t h  
A where 
j 
Note t h a t  t he  inve r s ion  operat ion may be d i f f i c u l t  due t o  the  
poss ib ly  i n f i n i t e  cha rac t e r  of t h e  t ransformat ions  involved.  
\ 
3)  Conpute the  dual  va r i ab le s  II 
j 
*-I ll; = y,A, + 
J J J  
and yj  i nc ludes  those  components o f  C 
corresponding 
J J 
t o  A where 
j 
corresponding t o  A j ,  and 
s i m i l a r l y  f o r  T" a s  i n d i c a t e d  previously.  
4) Check the  so lu t ion  f o r  dual f e a s i b i l i t y ;  i . e . ,  i f  a i s  any i 
column of  A no t  inc luded  i n  A, then  dual  f e a s i b i l i t y  has been 
achieved  i f  and only  i f  
- a > ( C  + @L. '5 i -  J 
where t h e  component 
by a i .  If t h i s  t e s t  f a i l s ,  repea t  s t e p  one wi th  A j+l. Since an opt imal  
s o l u t i o n  t o  the  problem e x i s t s  by t h e  ex i s t ence  theorem, t h i s  t e s t  must 
( e  + @L. T ' f ) i  corresponds t o  the  a c t i v i t y  r ep resen ted  
J 
u l t ima te ly  be s a t i s f i e d  y i e ld ing  an opt imal  b a s i s  A, i n  a f i n i t e  number 
of i t e r a t i o n s .  However, t he  f i n i t e n e s s  of t he  computational process  does 
depend on the  f e a s i b i l i t y  of t he  inve r s ion  ope ra t ion  descr ibed  i n  s t e p  2 .  
The uniqueness theorem guarantees  t h a t  t he  r e t u r n  func t ion  c a l c u l a t e d  
i n  t h i s  manner w i l l  be the  pointwise l i m i t  on S of  t he  sequence o f  N- 
p e r i o d  r e t u r n  f u n c t i o n s .  
a s s o c i a t e d  opt imal  p o l i c y  vjc need be unique, b u t  t he  r e t u r n  func t ion  f 
i s  unique on S .  Q.E.D. 
I t  should be noted  t h a t  n e i t h e r  A, nor t h e  
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3. The S t ruc tu re  of t h e  So lu t ion  
I t  i s  i n t e r e s t i n g  t o  analyze the  r e s u l t s  ob ta ined  so f a r  from the  
viewpoint of t h e  following t h r e e  quest ions posed by Bellman [ ? I :  
1. When does i t  make sense $0 consider  a n  i n f i n i t e - h o r i z o n  model? 
2 .  When i t  does,  a r e  t h e  optimal t r a j e c t o r i e s  i n  s t a t e  space and 
t h e  opt imal  p o l i c i e s  l i m i t s  of  t he  corresponding q u a n t i t i e s  f o r  t he  f i n i t e  
horizon problem a s  the  horizon becomes l a r g e ?  
3 .  What i s  t he  e f f e c t  of u s ing  s t e a d y - s t a t e  opt imsl  p o l i c i e s  f o r  
a f i r i i  te-horizon prcblerri? 
The f i r s t  quest ion has c l e s r l y  been answered, t h e  p e r t i n e n t  s u f -  
f i c i e n t  condi t ion being H 3 ,  i . e . ,  BI/G/I  < I .  This cond i t ion  g i v e s  t.he 
p rocess  t h e  r equ i r ed  c c n t r a c t i o n  c h a r a c t e r i s t i c  t h a t  a l lows an i n f i n i t e -  
s t a g e  g e n e r a l i z a t i o n ,  
A t t en t ion  w i l l  now be tu rned  to  p o i n t s  2 and 3 t o  g a i n  some i n s i g h t  
i n t o  t n e  e f f e c t  of using t h e  e a s i l y  c a l c u l a t e d  i n f i n i t e - h o r i z o n  p o l i c i e s  
t o  approximate optimal p o l i c i e s  f o r  the f i n i t e - h o r i z o n  problem. 
If w e  f i x  x E J?, arid de f ine  
and 
then, under the hypothesis  of  t h e  e x i s t e n c e  theorem, 
be expressed a s  contiriuous l inear .  f u n c t i o n a l s  of -J 
dent of  v; and furtirrrcort.,  
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both Fn and F can 
p l u s  a term indepen- 
E v ( x )  
The des i r ed  r e s u l t s  on p o l i c y  convergence w i l l  be deduced from t h e  
fol lowing theorem. 
A p o l i c y  v n w i l l  be c a l l e d  ( -opt imal  f o r  Fn i f  F,(V") > 
Fn(v)  - f o r  a l l  v E V(x) .  A po l i cy  v w i l l  be c a l l e d  opt imal  f o r  
Fn 
n 
i f  F,(V") - > F ~ ( V )  f o r  a l l  v E ~ ( x ) .  
Theorem 4.3: Pol icy  Convergence 
If V(x) i s  compact f o r  each x ,  F,(Y) + F ( v )  f o r  v E V(x) ,  
and each Fn and F can be expressed as  a continuous l i n e a r  func t ion  cf 
v p l u s  a term not  dependent on v, then: 
1. Given [ > 0 , 3 N 3 v-n > - N, v* opt imal  f o r  F imp l i e s  t h a t  
Fn v* i s  -optimal f o r  
2 .  Let v* be a b a s i c  pol icy .  Then 3 N > 0 3 i f  f o r  some 
then v* i s  opt imal  f o r  F. Fn J n > N ,  v* i s  opt imal  f o r  - 
Proof: The proof depends on the  observa t ion  t h a t  a t  each s t age ,  
and a l s o  i n  the  i n f i n i t e  horizon, the  problen 
ma.x F i (v)  
v E v(x)  
i s  a l i n e a r  programming problem. Thus, i f  v* i s  optimal f o r  F, t h e r e  
e x i s t s  a b a s i c  p o l i c y  ? such t h a t  F(v*> = F(C) .  There a r e  only  a 
f i n i t e  number of b a s i c  p o l i c i e s  (vl,v2,. ..,v,) . 
- 1) By hypothes is ,  F(v*) - > F(v)  Vv E V(x) e Since t h e r e  a r e  a 
f i n i t e  number of  b a s i c  p o l i c i e s ,  given 6 > 0, 3 N o >  v n  > No , -
IFn(vi) - F(vi) l  < { / 2  where i = l,.oo,K, K+1, 
indexes  the  b a s i c  p o l i c i e s  f o r  i = l,**-,K and v = V* 
k+l 
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L e t  vk be a basic: p o l i c y  optimal f o r  . Then Fn 
Fn(vk) - Fn(v*) < F(vk) + - F(v*) ; 
b u t  F(vk)  - F(v*) - < 0, and 
F (vk n 
t h e r e f o r  e 
Since 
- 2 )  Suppose v* i s  I>ot  optimal for F, and t h a t  v* i s  b a s i c .  
Then 3 a basic p o l i c y  v such +,h3.t k 
F(vk)  > F(v*) , or for some 6 > 0 , 
Now c.h.oose N such t h a t  V n  > N , - 
/F(Vi) - Fn(vi) 1 < 6/2 f o r  every b a s i c  p o l i c  
Thus, f o r  any n > - N, 
Fn(vk)  + 6 / 2  > F(v*) f 6 
> Fn(v+) -I 6/2 + 6 , 
amd the re fo re  
F,!Vk) > Fn( "*) 9 
implying t h a t  there i s  no n > N f o r  which v* i s  opt imal  f o r  Fn. 
The d e s i r e d  reslilt fol laws by c o n t r a p o s i t i o n .  
I 
Q.E .D.  
Corol la rv  4.2.  
f o r  F, then 3 N 
If v* i s  the unique b a s i c  p o l i c y  which i s  opt imal  
3 Yn - > N, v* i s  the  unique b a s i c  p o l i c y  opt imal  
f o r  Fn. 
Proof: Follows d i r e c t l y  from - 2)  and the  f a c t  t h a t  f o r  any n t h e r e  
e x i s t s  a b a s i c  opt imal  po l i cy .  
We can now r e l a t e  t hese  r e s u l t s  t o  the  o r i g i n a l  problem by the  
fol lowing s ta tements:  
1. If the  p o l i c y  v* corresponds t o  %he opt imal  b a s i s  obt,ained 
i n  s t e p  4 of the  algori thm, then  given E > 0, f o r  N l a r g e  enough, 
v* i s  e -op t ima l  f o r  t he  p o l i c y  dec is ion  wi th  N pe r iods  t o  go. I n  
o t h e r  words, 
2 .  If t h e r e  i s  only  one b a s i s ,  A, t h a t  s a t i s f i e s  t he  t e s t s  i n  
s t e p s  1 and 4 of t h e  computation algori thm, then  t h e r e  e x i s t s  a horizon 
N such t h a t  f o r  a l l  g r e a t e r  horizons the  p o l i c y  ? = A - l o  Dx + A - l B  
i s  t h e  unique b a s i c  opt imal  f i r s t - p e r i o d  decis ion;  i . e . ,  
f N ( X )  = + p f N - l  T(x,') 7 
and i f  v i s  a d i f f e r e n t  b a s i c  pol icy ,  
f N ( x )  > c ( v >  + pfN-lo T ( X , V )  f o r  all x E 72 . 
Since  t h e  form of an  opt imal  i n f i n i t e  horizon p o l i c y  has  been determined 
f o r  t h e  i n f i n i t e  horizon case ,  i t  seems reasonable  t o  i n v e s t i g a t e  t h e  
asymptot ic  p r o p e r t i e s  of the  s t a t e  vec to r  when an  opt imal  i n f i n i t e  
hor izon  p o l i c y  i s  fol lowed f o r  a number of pe r iods .  Suppose that .  t he  
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0 optimal  b a s i s  A* i s  unique, and t h a t  s t a r t i n g  from t he  s t a t e  x 
t h e  sequence < xn > 
t r a j e c t o r y  employing a t  each s t a t e  t he  opt imal  b a s i s  
t i o n  c o n s i s t e n t  wi th  t h a t  p re sen ted  previous ly ,  we have 
r ep resen t s  t he  successive s t a t e s  v i s i t e d  by a 
Using nota-  
n=O 
A,. 
A - 1  
X - ( T " 0  A, o D + T ' ) x n  n+l - 
o r  
A - 1  x - (T" o A, 0 D + T'jNx0 . N -  
Thus, t he  asymptotic questLon can be answered by determining when t he  
sequence of l i n e a r  opera tors , ,  < G > Coriverges. N W  N - 1 '  
4 4 
CHAPTER V 
ASYMPTOTIC PROPEREES OF 
A MODEL OF ECONOMIC GROWTH 
1. Optimali t y  Conditions 
I n  t h i s  chapter  we i n v e s t i g a t e  the  c o n t r o l  problem formulated i n  
Chapter I ,  wi th  t h e  r e s t r i c t i o n  t h a t  t h e  s t a t e  space X be a f i n i t e -  
dimensional Euclidean space.  We f i r s t  der ive cond i t iocs  which an opt imal  
p o l i c y  must s a t i s f y ,  analogous t o  the Pontryagin cond i t ions  [l7] f o r  
continuous time. These cond i t ions  a r e  then  a p p l i e d  t o  s p e c i f i c  formula- 
t i o n s  of t he  genera l  problem t o  ob ta in  r e s u l t s  about t he  s t r u c t u r e  and 
asymptotic p r o p e r t i e s  of opt imal  p o l i c i e s  and t r a j e c t o r i e s .  
m Assume the  o r i g i n a l  s t a t e  space X i s  a subse t  of E and, a s  i s  
xt t o  the  s t a t e  u sua l  i n  t h i s  type of i n v e s t i g a t i o n ,  add a component 
v e c t o r  xt r ep resen t ing  t h e  t o t a l  u t i l i t y  accumulated through time t. 
Then the  problem t o  be so lved  may be s t a t e d  a s  fo l lows:  
0 
* 
Find a t r a j e c t o r y  (x0,x) = < (xo,X ) >t=l T+  and a c o n t r o l  sequence 




s u b j e c t  t o  
t t 1. xt+l < T '  x + T" v , - t  t 
x t+ l  < xo t + Ut(v t ) , 0 -  
t t t 
t -  - 2.  A v  < x  , v  > o  , 
t = 1,. o .  ,T9 
t =: 1, * . .  ,T .  
t = 1,. . . ,T .  
* 
This  d e r i v a t i o n  of a d i s c r e t e  maximum p r i n c i p l e  was suggested i n  
p r i v a t e  communication by Professor  A.  Veinot t .  
45 
3. X I  = 0 
0 
I x i s  a given p o i n t  i n  s t a t e  space.  
We s h a l l  assume t h a t  each u t i l i t y  func t ion  
r e q u i r e d  t o  insure t h e  necessary and s u f f i c i e n t  c h a r a c t e r i s t i c s  of t h e  
U ( . >  has the  p r o p e r t i e s  t 
Kuhn-Tucker (KT) theorem f o r  t h i s  problem. 
cond i t ions  a r e  bo th  Recessary and s u f f i c i e n t  f o r  
an opt imal  t r a j e c t o r y ,  and < -7 >tr_l t o  be an optimal c o n t r o l  seq'lence: 
Applying KT, t he  following 
t t T+1 to be 
< (xo,x ) ,- 
a) There e x i s t  mtl-dimerlsional m u l t i p l i e r s  < (lfo,q ) >t-=l and 
m-dimensional m u l t i p l i e r s  < p >t,-l w i t h  pt - > 0 and $: .- 1 f o r  a l l  
t 7- 1 , ' "  ,T. 
t = 2,. . * ,T, t t b) q Ti - lft-' + p .= 0, 
T lf = 0. 
c )  
d) 7 
Primal cond i t ions  1, 2 ,  and 3 hold.  
Ut(vt) + Jit T: - p At < - 0 , t t = 1, . . .  .T,  
w i t h  e q u a l i t y  i n  t h e  ith e q u r t i c n  of group t i f  -<: > 0.  
t t t  t e) p ( A  v -X ) = 0 ,  p 1 0 ,  t = 1, . . . ,  T. t 
These conrii t ians w i l l  be a p p i i e d  t o  a p a r t i c u l a r  formi;lsti.on of an 
economic growth model which w i l l  now be desc r ibed .  The model t o  he 
considered will be s t a t r o n a r y  over time i n  t h e  sense t h a t  a l l  t i m e  sub- 
s c r i p t s  on the t ransformations w i l l  be eliminat.ed arid the t i m e  s u b s c r i p t  
on t h e  u t i l i t y  func t ion  w i l l  be r ep laced  by a sum-of-discounted-ut i l i ty  
c r i t e r i o n ,  T r a n s i t i o n s  w i l l  be assumed t o  be independent of t h e  c u r r e n t  
s ta te  of  t he  system, i . e . ,  T' i s  t h e  m i l  operat ,or,  and u t i l i t y  w i l l  be 
der ived solely by withdrawals of goods from t h e  system. Dencting t h e s e  
withdrawals by a sequence of rn-dimensional v e c t o r s  < w we st ,nte 3, ?: 1. ' 
the  problem tis fol lcws:  
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Primal Conditions 
t = l,.ooJT t t 2. Av + w t  - < xt , vt > - 0, w - > 0, 
I 3. x = 0, XI > 0 i s  f i x e d .  - 0 
Adjoint Conditions 
a )  p t - ' a  v ( w t )  < - p', t = l?.-"?T 
with  e q u a l i t y  h o l d h g  i n  the  ith equat ion  i f  w t  > 0 .  
wi th  e q u a l i t y  holding i n  t h e  ith equat ion of group t i f  v t  > 0. 
t 
C )  p - > 0, t = 1, ..., T. 
Rela t ionsh ips  a ,  b, and c a r e  e a s i l y  obta ined  from t h e  KT cond i t ions ,  
p r e v i o u s l y  s t a t e d  f o r  t h e  more genera l  problem, upon not ing  t h a t  T' = 0 
impl i e s  J r t - l  = p . We w i l l  make t h e  usua l  assumption t h a t  A and T 
t 
t 
a r e  non-negative,  and t h a t  t he  u t i l i t , y  func t ion  i s  concave, non-decreasing, 
and cont inuously d i f f e r e n t i a b l e  a s  a func t ion  of t he  conswnption vec to r s  
w . Under these  assumptions it i s  c l e a r  t h a t  we may r ep lace  the  inequal -  t 
i t i e s  i n  condi t ion  1 and the  f i r s t  group of condi t ion  2 by e q u a l i t i e s  
s i n c e  an inc rease  i n  the  corresponding consumption a c t i v i t y  can be used 
wi thou t  pena l ty  t o  r e p r e s e n t  d i sposa l  of a given commodity. The model 
w i l l  be c a l l e d  a production-consumption model s ince  we have e x p l i c i t l y  
s e p a r a t e d  a sequence of u t i . l i t y - d e r i v i n g  consmpt ions  
sequence of product ion dec i s ions  
f u t u r e  pe r iods .  
< w t  >t,=l and a 
t h a t  provide goods f o r  < Vt %=1 
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2 c  Existence 3rd Convergence of Optimal P o l i c i e s  f o r  Processes o f  
Long Duration -
A t  t h i s  p o i n t  w e  s h a l l  examine cond i t ions  t h a t  s r e  s u f f i c i e n t  t o  
e r e d  t o  be i n f i n i t e .  
the r.aturs11iess L ~ Y  r 3 ? r t L i f i  cotidit ions t h a t  we mi : s t  p1ar.e or, +,he t r a n s -  
The mixL purpose of t h i s  invest,igatinri i s  t o  show 
rec-eived a t  tta.ch dsci si0.j st..a,gc i:f t he  griic?ees. The problem i s  s t a t e d  as: 
We make t n e  b a s i c  r-,ssunrtion t h a t  V(x) i s  Lornpact f o r  all x E. X. For 
4 8 
t Let  R(x ) be the s e t  of  s t a t e s  reachable from the s t a t e  xt i n  one 
s t ep .  Symbolically, 
t t t  t R(x ) = {x:x < - T(x ,v  ), v E V(xt ) ] .  
Since V(xt) i s  ccmpact, and T(.,*) i s  a bounded ope ra to r  on X x V ,  
the  s e t  of s t a t e s  w i l l  be canpact,  and by t h e  Tychonoff theorem 
tile product space v ( x t )  x R ( X ~ - ' )  w i l l  a l s o  be compact. Since x1 i s  
f i x e d ,  w e  may r e p r e s e n t  a p o l i c y  by t,he sequence s = < v , X  > 
where 
R(xt) 
t t m  
t=l ' 
1 2 1 3 2 
s E. S = < V(x ) x x1 > x < V(x-) x R(x ) > x < V(x ) x R(x ) >... . 
Again ernpLoying t n e  Tyihonoff t h e o r e m  w e  see t h a t  the  product space S 
i s  compact. For any given f e a s i b l e  p o l i c y  s = < vt ,xt  >" t he  t o t a l  t-1 
I 
y i e l d  f o r  a g iven  i n i t i a l  s t a t e  x may be r ep resen ted  as 
CO 
@(xl,s) = c p t - l  u ( 2 )  , 
td 
and our problem i s  t o  maximize pi(.',.) for a l l  s 6 S a  Since S i s  
1 compact, t he  maximum w i l l  e x i s t  i f  $(x ,s) i s  continuous i n  s f o r  




PK(X ,s) = c p u ( 2 )  
converges uniforrrlly i n  S f o r  each x1 E X.  
I n  o r d e r  t o  e s t a b l i s h  cond i t ions  y i e l d i n g  uniform convergence i n  1) 
we make use of work done t o  i n v e s t i g a t e  the  s t r u c t u r e  of  von Neumann type 
growth models. 
T(.,-) i s  non-negative.  The development uses  some of the  r e s u l t s  
o b t a i n e d  by Winter [23]. 
t h e  c o e f f i c i e n t  of expansion o f  a p a i r  (x ,y )  a s  
To do t h i s  w e  s h a l l  assm-e t h a t  the  t r a n s i t i o n  ope ra to r  
Following K a r l i n  1121 and Winter [23J we def ine  
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Using t h e  above scheme it i s  now poss ib l e  t o  s t a t e  
Theorem 2 -1. 
( A )  There e x i s t  M-dimensional semiposi t ive v e c t o r s  2 and 6, 
sach t h a t  
PO 
and a p o s i t i v e  s c a l a r  
1) po f; E R ( 2 )  
2 )  Po > - h(x ,y )  for a , l l  p a i r s  ( x , y )  such t h a t  y E: R(x) .  
3)  Posy  5 P,Po'x f o r  a l l  p a i r s  ( x , y )  such t h a t  y E R(x) .  
( B )  If  po >> 0, then the re  e x i s t s  a constant. k such t h a t  
t = J  for any f e a s i b l e  sequ.ence of s t a t e s  < x >t=l, 
I(xt/l 5 ptk(lxlll f o r  a l l  t = 1,2,. D e  
and f o r  any p > p where k does no t  depend on p .  
0' 
a 1 ( c )  If BPo < 1, and P, >> 0, then  , s )  converges 
I uniformly i n  S f o r  each x E X, and t h e r e  e x i s t s  an opt imsl  p o l i c y  
f o r  problem 5.1, Furthermore, i f  we l e t  
f ( x )  = max $ ( x , s )  , 
S € S  
then  f (  - )  i s  a continuous concave func t ion  on X and s a t i s f i e s  t he  
"P r inc ip l e  o f  Optimali ty ,  'I  
f ( x )  =- max ( U ( v )  + p f [ T ( x , v ) ] ] .  
V€V( x )  
Proof a P a r t s  ( A )  and ( B )  follow from Theorems 1 and 2 of  Winter 
[23] upon v e r i f i c a t i o n  that ,  h i s  cond i t ions  (Ai)-(A4) 
t he  model presented  as  Problem 5.1. Defining t h e  cone T i n  2m- 
dimensional Euclidean space a s  
a r e  s a t i s f i e d  by 
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we see  t h a t  T i s  a c losed  convex cone s ince  X i s  a c losed  convex cone, 
and v E V(x) =) Qtv E V(O!x) f o r  a l l  x E: X, and. CY. > - 0 .  Thus, assump- 
t i o n  ( A l )  of  Wicters[23]  holds  and assumptions ( M ) ,  ( A 3 ) ,  and (Ah) a r e  
immediate. To prove p a r t  ( C )  we def ine the  func t ions  
M(x) = max U ( v )  and m(x) -- min U(Y) 
V € V ( X )  vcv( s )  
1 on the  s e t  W = {x: IIx(I < - kllx 11, x E X) 
Since V( x )  L s  compact f o r  each x E W and U( ) i s  a concave 
func t ion  on V,  we have IM(x) I < 03 and Im(x) I < m f o r  each x E W, 
and thus  M(x) i s  concave on W and m(x> i s  continuous on W .  Let 
= max M(x) and M = min m(x) - 
X€W X€W 
which e x i s t s  f i n i t e l y  due t o  the  compactness of W and the  c o n t i n u i t y  
of m( - ) and the  concavi ty  of  M( . )  on W .  Using the  fact .  from ( B )  t h a t  
llxt/l 5 ptk//xl/ /  for any p > po, and the  r e s g l t  t h a t  V( - )  i s  s c a l a r  
homogeneous on X f o r  non-negative s c a l a r s ,  we have 
and 
Thus, s ince  U( * ) i s  s c a l a r  homogeseo7ds of degree CY. , 
- < M*, for t = 1,2, * .  
where 
M* = max [\ZI,IMI - 1 . 
Using t h i s  r e s u l t  we ob ta in  from equat ion 1, 
f o r  x1 f i x e d  
by no t ing  Dhat 
N 
i n  X .  The uniformity of' convergence can be e s t a b l i s h e d  
QI @p, < 1 Implies  we car? f i n d  a D > p such t h a t  
0 
@pu < 1, causing the  s e r i e s  on the  r i g h t  tlr, co3verge,3 and t h u s  y i e l d i n g  
uniform convergence i n  1 Heuce, @ ( x , s )  I s  con.tinuous €or each x on 
the compact, s e t  S, t he  opt imal  r e t u r n  func t ion  
f(x) = max $ ( x , s )  
s ES 
e x i s t s  f i n i t e l y  and t h e  ex i s t ence  of an opt imal  p o l i c y  i s  e s t a b l i s h e d .  
The f a c t  t h e t  f( 0 )  
i n  K a r l i n  [l3]. Q.E.D.  
s a t i s f i e s  t h e  P r i n c i p l e  of Optimality was demonstrated 
Although t h e  proof of t h e  theorem above depended on t h e  scalar 
homogeceity of t h e  u t i l i t y  func t ion  U( .) ,  i t  i s  c l e a r  t h a t ,  the same 
proof would s u f f i c e  for a eancave i r t i l i t y  func t ion  dominated by some s c a l a r  
homoger,eous func t ion  o f  t h e  r e q u i r e d  type.  
s i o n  of t h e  proof could be cons t ruc t ed  f o r  bounded u t i l i t i e s .  
I n  p m t i c u l a r ,  d simpler ve r -  
Ar, a d d i t i o n a l  consequence of  t he  u.niform convergence demonstrated 
above i s  t h a t  f n ( x )  -, f ( x )  f o r  each x E X where fn(  - )  i s  t h e  optimal 
r e t u r n  fi inction w i t h  rl decis ior .  stages remaining. Using t h i s  r e s u l t ,  
i t  can be shown that f( * ) i s  concavc s i n c e  eac:h fn(  . ) i s  concave. 
Defining vn( x) as 3rl optimal decis ion w i t 1 1  TI s tages  remainilig, ar4d 
presen t  resource p o s i t i o n  x and v ( x )  a s  t he  corresponding q u a n t i t y  
f o r  t he  i n f i n i t e  horizon problem, we should l i k e  t o  prove t h a t  
v( x ) .  
cannot be obta ined  i n  gene ra l .  However, i f  U ( . )  i s  s t r i c t l y  concave., 
t he  opt imal  dec i s ion  a t  each s tage  i s  unique. Thus, f o r  a s t r i c t l y  
concave u t i l i t y  func t ion  w e  can indeed show t h a t  
x E X, where v(x) i s  some optimal dec i s ion  f o r  t h e  i n f i n i t e  horizon 
problem. 
v ( e )  S i x e  many i n t e r e s t i n g  u t i l i t y  
func t ions  w i l l  no t  be s t r i c t l y  coicave ir, a l l  of the  dec i s ion  v a r i a b l e s ,  
we w i l l  need a convergence-type r e s u l t  dea l ing  w i t h  t he  case of U( - )  
concave. To accomplish t h i s  we need t h e  fol lowing r e s u l t s  desc r ib ing  
c h a r a c t e r i s t i c s  of optinial p o l i c i e s :  
vn (x )  
Unfortunately,  a uniqueness ques t ion  a r i s e s  here  and the  r e s u l t  
vn (x )  4 v ( x )  f o r  each 
Moreover, it can be shown t h a t  each opt imal  dec is ion  func t ion  
i s  continuous on the  s t a t e  space. n 
Lemma 2.1.  F i x  an i n i t i a l  p o i n t  x E X. Let  < vn(x )  >" n = l  
r e p r e s e n t  any sequence of cp t imal  f i r s t - s t e p  dec i s ions  wi th  the  number 
Of pe r iods  remaining indexed by n e  Then "eventua l ly"  every element 
v n ( x )  i s  "near" an opt imal  i z f i n i t e  horizon element T (x> .  More 
s p e c i f i c a l l y ,  i f  v ( x )  
an i n f i n i t e  horizon program s t a r t i n g  a t  p o i n t  x E X ,  then f o r  every  
6 > 0 t h e r e  i s  an  i n t e g e r  N such t h a t  f o r  a l l  n - > N, d (vn (x ) ,  v ( x ) )  
< 6 ,  where t h e  d i s t ance  func t ion  d( e , . )  i s  t h e  usua l  p o i n t  t o  s e t  
d i  s t ance  e 
- 
i s  t h e  s e t  o f  opt imal  f i r s t - s t e p  dec i s ions  f o r  
- 
Proof: We f i r s t  show t h a t  i f  < vn >" i s  any sequence from a 
compact s e t  V, then  u l t i m a t e l y  each p o i n t  v must be near  a c l u s t e r  
P o i n t  of  t h e  sequence. Let F be t h e  s e t  of c l u s t e r  p o i n t s  of t h e  
s e quenc e 
a=l 
n 
OD . Then we have t o  show t h a t ,  g iven 6 > 0, < vn 'n=1 
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3 N > 0 I Vn - > N, d(vn,F) < 6 .  
Bolzano-Weierstrass theorem and we proceed by assuming the  con t r a ry  
We know t h a t  F i s  not  empty by t h e  
r e s u l t ;  i . e . ,  suppose 
each poirit f o f  F by an  open sphere Of of rad i i l s  612 , and l e t  
o =  u 0 
a l s o  F n V 0 = B u t  by t h e  cons t ruc t ion  3 n d  the  cont,rary hypothesis ,  
t h e r e  a r e  an i n f i n i t e  number of  elements of t h e  seqbente 
t h e  set  V - 0 awl.  hence,  by the  Bolzarn-Weicrstrnss theorem the 
3 6  > 0 2 YN > 0 ,  3 n  > N 3 d(1r F) > 6 -  Cover - n y  
Ther, V ,. 0 i s  closed and comFsct s ince  V i s  compact, f '  
f E F  
03 
< vn >ll_-i i n 
seqiience muTt have a ciLst,er p o i n t  i n  V -. 0, providing a contradiction 
and e s t a b l i s h i n g  t h e  i e s L l t , .  
We show now t h a t  each c l u s t e r  p o i n t  c , f  any seqLence o f  optimal 
dec i s ions  < vn(x )  >" 
problem; i - e ,  i f  F(x) i s  the set  o f  c l i i s te r  p o i n t s  o f  all optimal 
sequences < (x) >n=l, then P ( x )  C T ( x ) -  Again sLppose the con t r a ry  
and let, f? t F ( x )  b e  slJCh t h a t  6 F ( x ) .  Thus? w e  car! f i n d  a p o i n t  
i s  a n  optimal s o l u t i o n  t o  t h e  i n f i n i t e  horizon n - 1  
8 
n 
v* E T ( x )  shch t h a t  f o r  some E > 0, 
Since f n ( x )  2 f ( x )  f o r  each x E X ,  we can f i n d  an  i n t e g e r  N such 
t h a t  f o r  ali n > N, - 
cn AS G i s  a c l u s t e r  po in t  cf some optimal seqcence < v n ( x )  >nTl w e  can 
W f i n d  a subsequence of. optimal p o l i ( i e s  < v ( x )  >i-l, converging t o  e ,  
n, I 
and s i n c e  VI, 3 K > 0 5uch t h a t  V i > K, \r ( x )  f ~ r * .  Thus, 
r; . - 
1 
us ing  t h e  con t inu i ty  of and f n (  a >  we can f i n d  an n s u c h  t h a t  
i 
which means t h a t  vn ( x )  i s  not  an opt imal  dec i s ion  wi th  n pe r iods  
remaining. This e s t a b l i s h e s  t h e  con t r ad ic t ion  and y i e l d s  t h e  d e s i r e d  
i 
i 
re s u l  t . 
Combining the  two r e s u l t s ,  we see t h a t  fcr a given opt imal  
sequence < vn(x )  >: - 1, given 6 > 0, 3 N > 0 3 'fl n - > N, d (vn (x ) ,F (x ) )  < 
6 , and s ince  F ( x )  C T(x ) ,  d (vn(x) ,  V ( x ) )  < 6 . Q.E.D. 
- 
It  should be noted  t h a t  t h e  i n t e g e r  ivg may be a func t ion  of t he  
p a r t i c u l a r  sequence < v,(x) >n--l that  w 6 s  chosen. We shal l  now s t a t e  
a c o r o l l a r y  t o  Lemma 2 .1  which w i l l  extend the  r e s u l t ;  of t he  lemma t o  
W 
- 
cover  uniformly a l l  sequences o f  optimal f i r s t - s t e p  dec is ions  from a 
g iven  p o i n t .  I n  o t h e r  words, t h e  i n t e g e r  N w i l l  n o t  be a f m c t i o n  of 
the  choice of a p a r t i c u l a r  sequence -but w i l l  app ly  t o  a l l  poss ib l e  
sequences.  
Coro l l a ry  2.1. Let, x E X be the  i n i t i a l  p o i n t  of a program. 
Then f o r  every  6 > 0 t h e r e  i s  a n  i n t e g e r  N such t h a t  f o r  a l l  n > N, 
d (vn(x) ,  y ( x ) )  < 6 
- 
f o r  - any optimal f i r s t - s t e p  dec i s ion  .,(x). 
Proof: Suppose t h e  cont ra ry .  Then 3 S1 > 0 3 V i n t e g e r s  N 
3 nl 1 N and an opt imal  f i r s t - s t e p  dec i s ion  w i t h  n pe r iods  remaining 




I r n  
I 
f i n d  a sequence < vn ( x )  >j=l of op t imal  f i r s t - s t e p  dec i s ions  such t h a t  
j 
- 
d(v ( x ) ,  v ( x ) )  > 6 f o r  a l l  j = l , 2 , 3  ,... . 
"i - 1  
J 
co 
T h i s  sequence i s  c l e a r l y  a subseqilence of some sequence < vn(x)  > n d  - 
of opt imal  f i r s t - s t e p  dec i s ions ,  and i t  does n o t  g e t  near v ( x ) ,  t h u s  
c o n t r a d i c t i n g  Lemma 2.1. Q.E.D.  
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Corol la ry  2.2.  If the  f i r s t  k components of every element 
v E y ( x )  a re  p o s i t i v e  for a given x, then t h e r e  i s  an i n t e g e r  N such 
t h a t  f o r  n - > N the  f i r s t  k components of each opt imal  dec i s ion  vec to r  
v ( x )  i n  every sequence of opt imal  f i r s t - p e r i o d  dec i s ions  wi th  
t o  go a r e  p o s i t i v e  I 
n per iods  
n 
I -- Proof: The s e t  v ( x )  i s  c losed  s ince  i f  i t  were n o t ,  t h e r e  would 
be a seqLence < v >i-l sl.ich that .  each v E y (x)  and v 3 v*, where i i i o 0  
i v* j! F ( x ) .  But v c T(x)  f o r  each i impl i e s  t h a t  
i i 
f(x) I- V(v ) t @ffT(x ,v  ) ]  f o r  e;.ery i 
and thus ,  by  t h e  conti,nu.i,ty of U( ) aad  f( - ), 
f ( x )  = u(v+> 4- pf[T(x,;J*)J , 
which impl ies  t h s t ,  v* E ?(x)  
Thus, we car- f i n d  an open s e t  0 siAch t h a t  ? (x)  C 0, and each 
element v t 0 has  i t s  f i r s t  k components p o s i t i v e .  From Coro l l a ry  
2,1 we know that, event i ia l ly  every element of  < v,(x) >n_l i s  i n  0 f o r  
every sequence o f  opt imal  f i n i t e  horizon d e c i s i o n  vec to r s .  aCd thus  the 
d e s i r e d  r e s u l t  ho lds .  Q.E.D. 
co 
Let 2 (x) t 1  b e  t he  s e t  o f  elements i n  s t a t e  space thq t  may be 
a t t a i n e d  following an opt-imal i n f i n l t e  horizon p c l i c y  for t pe r iods  
s t a r t i n g  i n  s t a t e  x Let  P Se the  set ,  of components t h a t  a r e  s t r i c t l y  
p o s i t i v e  f o r  a l l  elements 
1= 
- 
V E  u v ( x >  - 
x& ( x  ) t 1  
Note t h a t  P may be empty. The next  theorem t o  be proven w i l l  be 
u s e f u l  when taken i n  conjunct ion with the  r e s u l t s  i n  the next s ec t ion .  
It should be emphasized t h a t  Corol la ry  2.2 r e f e r s  t o  optimal f i r s t - p e r i o d  
dec i s ions  from a s ing le  i n i t i a l  po in t  x, while Theorem 2.2 r e f e r s  t o  
dec i s ions  taken a f t e r  a c e r t a i n  number of time pe r iods  have elapsed.  The 
non-uniqueness of optimal p o l i c i e s  implies  t h a t  t he  s t a t e  ob ta ined  at; any 
time following an optimal p o l i c y  may not  be cniqGe, Yhich i s  p r e c i s e l y  the  
reason  f o r  consider ing a l l  s t a t e s  i n  the  s e t  2 ( x ' ) .  t 1  
Theorem 2 .2 .  Suppose t h e  decis ion process has proceeded T1 s t eps ,  
where T1 i s  a r b i t r a r y .  Then there  i s  an i n t e g e r  T such t .hat  i f  more 2 
than T2 s tages  remain i n  the  process,  every optimal dec i s ion  vec to r  has  
p o s i t i v e  components corresponding t o  those components which a r e  i n  the  
set  P. 
Proof: The s e t  of s t a t e s  reachable i n  T1 s t e p s  from a given 
i n i t i a l  s t a t e  i s  bounded, and t h u s  the c losure  of 2 (x l )  denoted by 
' T r  i s  compact. 
w e  can f i n d  an i n t e g e r  T2(x) such t h a t  the r e s u l t  holds .  The theorem 
w i l l  be e s t a b l i s h e d  i f  we can f i n d  an i n t e g e r  
T1 
From Corol la ry  2 we know t h a t  f o r  each x E -(.) 
T1 T1 
T2 such tha t  
T 2 -  > sup 
X € 2  (x,) 
T1 
T2(x) e 
Using Coro l l a ry  2 . 1  w e  can f i n d  a n  i n t e g e r  N such t h a t  f o r  a l l  horizons 
n o t  l e s s  t han  N every  optimal po l i cy  i s  near an optimal i n f i n i t e  horizon 
p o l i c y  for t he  first T1 steps. N depends on T1, xl, and the  nearness 
r e q u i r e d .  Since the s t a t e  t r a n s i t i o n  f u n c t i o n  i s  continuous i n  the 
d e c i s i o n  v a r i a b l e ,  t h i s  implies  t h a t ,  given 6 > 0, we can f i n d  an i n t e g e r  
N depending on ly  on T1 and x1 such that, ,  following an optimal po l icy ,  
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t he  s ta te  vector  a t  t i m e  
2 (x,) i f  t h e  time horizon i s  not  l e s s  than N .  
T1 must be w i t h i n  a d i s t ance ,  6,  of t h e  s e t  
T1 
Define Fn(x)  as  t h e  set  of optimal f i r s t - s t e p  dec i s ions  f o r  a 
program with n s t a g e s  remaining, s t a r t i n g  a t  p o i n t  x E X .  Let  x be 
an a rb i t ra ry  p o i n t  i n  the  set  2 (x,) Then, f o r  any number of  remaining 
s t ages  n ,  given & > 0, 3 61> 0 ,  such t h a t  \ \x-y\ \  < 6 1 impl i e s  t he  
ex i s t ence  of a, dec i s ion  vec to r  v E 7 ( x )  such t h a t  d(v,Tn(y))  < 
n 
If t h i s  statement were no t  t r u e ,  then we could f i n d  an n and an 
f.> 0 such t h a t  VS > 0, 3 y wi th  Ilx-y\\ < 6 such t h a t  for a , l1  
Thus, s i n c e  yn (x )  i s  the  set of  optima,l dec i s ions  s t a r t i n g  a t  x 
wi th  n s t ages  remaining 3 y > 0 such t h a t  
f o r  a l l  v E V ( x )  , 
n 
where y does no t  depend on the  p a r t i c u l a r  element -rn(y) t h a t  was 
chosen a s  long a s  d (vn(y ) ,  y ( x ) )  3 E . A s  f n  0 T( -, i s  continuous 
on the  compact se t  2 (x,) x[V(x) W ( y ) ] ,  i t  i s  uniformly continuous 
t h e r e .  Thus, we can f i n d  a 6 > 0 such t h s t  f o r  IIx-yII 5 E 2 ,  
2 
Since the  f e a s i b l e  s e t  V(x) 
vec to r  x, given 7 > 0, ye can f i n d  a 6 > 0 sucb t h a t  f o r  a l l  y wi th  
\\x-y\\ < 6 3 ,  v E V(X) => d(v,V(y))  < Y1. Thus, choosing 6 small  enough 
and us ing  the  c o n t i n u i t y  of U( - ) and f n  T( -, 0 ), we can f i n d  a 
$ E V(y) which y i e l d s  
i s  a continuous s e t  func t ion  of the  s t a t e  
1 3 
3 
Consequently, vn( y )  Tn( y ) ,  con t r ad ic t ing  the  hypothes is .  Thus, f o r  
a given s e t  of p o s i t i v e  numbers ([(x)]~~~~ we can cover the  
‘1 
compact s e t  
p o i n t  x E 2 (x,) and wi th  radius 61(x) such t h a t :  
.- by a c o l l e c t l o n  of open spheres  cen te red  a t  each 1 T1 
T1 
1) There i s  an i n t e g e r  N such t h a t  for a l l  time horizons not  
l e s s  than  N t h e  s t a t e  vec to r  a t  time T1, denoted by x , m u s t  s a t i s f y  
, .  5 
N (x) i f ‘  a n  optimal p o l i c y  was fol lowed f o r  t he  f i rs t  B1( 4 T1 XE2, (x,) X E C I  
T1 s t a g e s .  
2 )  I f  y E N (x) for some x E &,, (xl), then for any 
61( 4 ‘1 
number n of s t a g e s  remaining and for each v n ( y )  E -(y) we have 
d(Vn(Y), v,(x)) <€(x>. 
Applying t h e  Heine-Bore1 theorem, we can choose a f i n i t e  number, 
k ,  of spheres  from t he  c o l l e c t i o n  t h a t  cover 2 
and p r o p e r t y  1) wi th  t h e  union taken over these  spheres  a lone .  
(xl), have p rope r ty  2) 
Suppcse 
T1 
t h e  covering spheres  have c e n t e r s  
t h e r e  a r e  i n t e g e r s  N1,N2,. . a ,Nk such t h a t  f o r  n > N vn( z . )  has  
p o s i t i v e  components corresponding t o  those components i n  P wi th  
z1Jz2> * ’ ‘  ,zk; then by C o r o l l a r y  2 
J - j ’  
j = 1,2, ..., k .  
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Since t h e  elements E ( x )  of the se t  ( & ( x ) ) ~ ~ ? ~  ( x , )  can be 
- 
chosen small enough so t h a t  each 
corresponding t o  P i f  7 ( x )  h3s t.hem, t h e  r e s u l t  holds  by choosing 
T = max (N1,N2, ,Nk]  Q.E.D. 
vn(y) E 7rn(y) has p o s i t i v e  components 
n 
2 
3. Asymptoti c Analysls of the Produc-tion-Consumption _________ Model -
I n  t h i s  s e c t i o n  we s h a l l  apply the  conditioris derib-ed f o r  a f a i r l y  
gene ra l  formulation of t h e  c o n t r o l  problem t o  a specific.  problem dea l ing  
with opt ins1 p a t h s  of  economic gyowth" P r o b l e m  of t h i s  tvype hayre Seen 
considered i n  t h e  l i t e r a t i i r e ,  begiFning w i t h  von NeiLmann s mcdel of  a n  
expa.nding economy and progressing t o  the tu rnp ike  theorems of Dorfmar:, 
Samllelson, and Solow [lo], Radner [lS], MzKenzie [l?], and MorishLma, [16]. 
For a more d e t a i l e d  h i s t o r i c a l  descrl  ption t h e  reader  i ? P e f e r r e d  t o  
Chapter V I  o f  the book by Morishima [16] and t o  the  paper b y  McKeniie {13]* 
The present. wcrk f i t s  i n t o  the  h i s t o r i c a , l  scheme of  t,hi.ygs i n  the  
fol lowing way: 
l i s h e d  t h e  e x i s t e r c n  of a maximal balanced growth path,  the o t h e r  au tho r s  
Af t e r  von Nemsnn [26] formulated h i s  mcdel and e s t a b -  
mentioned above showed t h a t  f o r  c e r t a i n  formulat ions of t h e  gene ra l  growth 
model e f f i c i e n t  pa ths  of acci,?lulation werE rlear ( i n  ari app ropr i a t e  s ense )  
t he  maximal balarrced growtb p s t h  (von Neumann r a y )  f c r  most of  t h e  pro- 
g r a m i n g  per iod.  The c r i t e r i o n  f o r  t he  lsgoodness" o r  d e s i r a b i l i t y  of a 
f e a s i b l e - s t a t e  t r a j e c t o r y  i n  t h e s e  s t u d i e s  i s t h e  concept of e f f i e i e n t  
product ion.  A one-period prodilction p l an  (x t , x t t l ]  i s  s a i d  t o  be e f -  
f i c i e n t  i f  such t h a t  
Y k X  '+l ard  x - < y (For a d e t a i l e d  d e s c r i p t i n n  of g e n e r a l  balanced 
xt+l  E R (x t ) ,  xt > 0 , and t h e r e  i s  no y E R(xt) 
t + l  
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growth models and c h a r a c t e r i z a t i o n s  of  e f f i c i e n t  product ion s e t s ,  s e e  
Chapter 9 of t he  book by Kar l in  [ 121 ) . 
of goods was n o t  e x p l i c i t l y  considered and consumers' p reference  func- 
t i o n s  ( u t i l i t y )  func t ions  were not  in t roduced .  
I n  the  above models, consumption 
I n  t h i s  work we formulate  
a model t echno log ica l ly  s i m i l a r  t o  t h e  one s tud ied  by Morishima [16] 
except  t h a t  we e x p l i c i t l y  introduce consunption a c t i v i t i e s  and our 
c r i t e r i o n  f o r  t he  goodness of a program i s  the  maximization of t he  
d iscounted  sum of consumer-derived u t i l i t y ,  r a t h e r  than  the  concept of 
e f f i c i e n t  product ion.  Recently Gale [ 2 5 ]  considered a s i m i l a r  type of 
model pioneered by Ramsey [l9], which assumes a l abor  fo rce  growing a t  
an  exogenously given r a t e .  I n s t e a d  of  i n t roduc ing  a d iscount  f a c t o r  
t hey  make use of an  over tak ing  sequence c r i t e r i o n  f o r  o p t i m a l i t y  of a 
program. The concepts  p e r t i n e n t  t o  t h i s  i n v e s t i g a t i o n  w i l l  be s t a t e d  
more e x p l i c i t l y  i n  the  subsequent m a t e r i a l .  
Following Morishima [16, Ch. 61, we concern ou r se lves  wi th  an  
economy c o n s i s t i n g  of  m i n d u s t r i e s  whose ou tpu t s  a r e  used a s  f a c t o r s  
of  product ion  during the  next  pe r iod .  
be r e l a t e d  t o  a s i n g l e  product (no j o i n t  p roduct ion) .  
We assume t h a t  each i n d u s t r y  can 
We a l s o  assume 
t h a t  t h e r e  i s  a demand by consumers f o r  t he  a v a i l a b l e  goods a t  each s t age  
and t h a t  we wish t o  a l l o c a t e  goods between p resen t  consumption and 
a c t i v i t i e s  corresponding t o  i n d u s t r i e s  which produce goods f o r  t he  next  
p e r i o d .  Let  u s  def ine  the  poss ib le  a c t i v i t y  s e t  Ai a v a i l a b l e  t o  i n -  
d u s t r y  i f o r  product ion of  comodi ty  i a s  a s e t  of non-negative 
i i i  i i m-dimensional column vec to r s ,  a = ( a l j , a 2 j , - . . J a  } ,  where a 
r e p r e s e n t s  t h e  amount of  commodity k 
commodity i i f  i n d u s t r y  i chooses i t s  jth a c t i v i t y .  Let  a 
k j  m j  
r e q u i r e d  t o  produce one u n i t  of 
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r e p r e s e n t  the s e t  of a l l  poss ib l e  ma t r i ces  A of the form A = 
[a1,,*, - .  . , a  3 ,  w i t h  a a convex combination of  t h e  columns composing m i 
Ai f o r  i = 1 y 2 y e . . , m *  Several  r e s t r i c t i v e  assumptions w i l l  be r e q u i r e d  
of t h e  elements of a These w i l l  be given a s  needed t o  proceed w i t h  
t h e  developmert, t he  f i r s t  beirig 
A l :  The act 'vity set,s Ai a r e  compact. 
Define the  real-Val-ed func t ion  h( a )  on 2 , such t h a t  A F. a 
r.> X ( A )  i s  t h e  maxinun poslt i .ve eigenvalue o f  A .  Sirlce each A i s  
non-negative w e  know t h a t  t h e r e  w i l l  be a t  l e a s t  ore non-npgdt iw rea l  
eigenvalue o f  m a x i m u m  nodu .111~~  
Lemma 3.1. Under Assumption A l ,  t h e  set  a i s  compact and cocvex. 
The func t ion  A(.) i s  continuous on a and assumes i t s  minimum on 0 . 
Proof: Since each column of any A E 12 i s  a convex combination 
o f , a  given s e t  of columnss i t  i s  c l e a r  t h a t  a i s  a convex s e t .  
M ( A )  r ep resen t  t,he convex t i u l l  of a s e t  A .  .?i ( A )  i s  compact, i f  A 
i s  compact, and fl., = 3 ( ( U , )  x 3-( (A2)  x Thus, & can be 
r ep resen ted  as  a product of compact s e t s  and i s  consequently compact by 
the Tychonoff theorem (Royden 1201). 
L e t  
. "  x % ( A m ) .  
Since each A i s  Eon-nega,tive, t h e  maximum p o s i t i v e  eigenvalue 
h ( A )  i s  not  less  than the modulus of any o t h e r  e igenvalue,  and i n  
f a c t  is equal t o  t he  s p e c t r a l  radius of A .  Thus, f o r  A E we have 
where 
IIAII = SUP IIAxII 9 
llxll=l 
t h e  norm on the  r igh t -hand  s i d e  being t h e  iAsua1 Eucl idean norm. Since 
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t he  norm i s  a continuous func t ion  on a ,  h( . )  i s  a l s o  continuous on a 
and t h e r e f o r e  a t t a i n s  i t s  minimum s ince  a i s  compact. Q .E .D .  
Since the  element of a a t  which h( . )  assumes i t s  minimum p lays  
a c e n t r a l  r o l e  i n  the  following development, it i s  u s e f u l  t o  i n v e s t i g a t e  
the  p r o p e r t i e s  of A(.) i n  more d e t a i l .  For i n s t a n c e ,  one might hope 
t h a t  i n  a d d i t i o n  t o  A( e )  being  continuous i t  i s  a l s o  concave, thereby 
a s su r ing  t h a t  t he  minimum i s  a t t a i n e d  a t  an extreme p o i n t  
3c 
of a .  
Unfortunately,  simple examples w i t h  2 x 2 diagonal  ma t r i ces  i l l u s t r a t e  
t h a t  A ( - )  i s  no t  i n  gene ra l  concave, nor does it gene ra l ly  assume i t s  
minimum on ?(a). Although h( . ) t u r n s  ou t  t o  be convex f o r  2 x 2 
), w i t h  0 
a a 
diagonal  mat r ices ;  ma t r i ces  of t he  form ( o  12) and (O b21 b22 
and b21 l a r g e  wi th  r e s p e c t  t o  all and b2* serve t o  show t h a t  
12 a 
convexi ty  does not  ho ld  i n  genera l  e i t h e r .  The fol lowing two lemmas 
descr ibe  some r e s u l t s  of a more p o s i t i v e  n a t u r e .  
Lemma 3 . 2 .  I f  h( . )  has a unique minimum on , say Ao, and 
i f  A. i s  indecomposable, then  the re  i s  a vec to r  po >> 0 such t h a t  
h(Ao)po = poAo 
column of A i s  a column of A . Furthermore, A E ?(a) .  
and h(Ao)po << poA for a l l  A E Q such t h a t  no 
0 0 
Proof: The f i r s t  p a r t  of  t he  proof i s  s i m i l a r  t o  one g iven  by 
AO 
Morishima [16, p .  1601. 
corresponding t o  t h e  r o o t  h(Ao). Since A. i s  indecomposable, 
Choose for po the  l e f t  e igenvec tor  of  
p, >> 0 (Debreu and Hers te in  [24 ] ) .  Suppose t h a t  t he  f i r s t  j 
* 
The s e t  of p o i n t s  73 ( Z )  for any s e t  z w i l l  be c a l l e d  extreme 
P o i n t s  o f  Z .  They a r e  def ined  i n  the  usua l  way; i .e., z^  E? ( Z )  <=> 
h 
Z = 7 z  + ( 1 - 7 ) z  f o r  0 < y < 1 impl i e s  t h a t  e i t h e r  z ,d Z o r  1 2 1 
components o f  
components of p0A' f o r  some A '  E a, none of whose columns a r e  co l -  
umns of AG. Tien, r ep lac ing  the l a s t  m - j  columns o f  A '  by t h e  
corresponding columns of Ao7  
such t h a t  
A(Ao)Po are g r e a t e r  than or equal  t o  t h e  corresponding 
we have a non-negative ma t r ix  A" E CL 
But t h i s  imp]-ies (Kar l in  [12]) t h a t  
s p e c t r a i  r ad ius  of A", and thus  h(Ao) > - h(AS'), c o n t r a d i c t i n g  the 
h(Ao) i s  an upper bound t o  t h e  
uniqueness o f  . A. 
Now suppose t,hat A { ';'( d) .  Then t h e r e  i s  a s e t  of matrFces 
0 
r r 
(A( i ) l i = l  such t h a t  A ( i )  E -?( Q ) ,  and non-negative weights (7i)i=1 
n I 
such t h a t  C y i  = I, y i e l d i n g  
1 
r 
where a t  l e a s t  one of t he  A ( i )  ecrresponding t o  a yi  > 0 i s  n o t  
i d e n t i c a l  t o  Ao. Then 
r 
h(Ao)Po = PGAo = 'L 1. Yipo A ( i )  > h(Ao)po , 
a con t r ad ic t ion .  Q.E.D. 
Lemma 3.3. Let h( e )  have a unique minimum on P (  (1) a t  Ao; 
i . e . ,  Aoc -FJ( a) and h(Ao) < h(A) f o r  a l l  A E F ( L )  and A Ao. 
Assume t h a t  A i s  indecomposahle. Then there  i s  a s t r i c t l y  p o s i t i v e  
v e c t o r ,  such t h a t  h(AO)pO =- p,Ao arid A ( A ~ ) P ,  << poA f o r  a71 
A E ?( a ) ,  s u c h  t h a t  no column of A i s  a column of Ao. Furthermore, 
h( * )  a t t a i n s  its minimum uniquely over the e n t i r e  s e t  b and t h i s  
0 
minimum i s  a t t a i n e d  a t  Ao; i . e . ,  h(Ao) < h(A) f o r  a l l  A E 
such t h a t  A f Ao. 
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Proof: Observe t h a t  A E ? ( a) 
A i s  an element of  ? (Ai )  f o r  each i .  For suppose t h a t  t he  i 
column of A i s  not  i n  ? ( A . )  f o r  some i .  Then we can f i n d  p o s i t i v e  
weights t o  a t t a c h  t o  more than one element of 
of A. These same weights  a t t ached  t o  t h e  ma t r i ces  formed from A by 
r ep lac ing  t h e  ith column by the appropr ia te  elements of A i ,  and r e t a i n -  
i n g  a l l  t h e  o t h e r  columns, give a r e p r e s e n t a t i o n  of  A a s  a proper  convex 
combination of p o i n t s  of and thus  A { ?( Q ) . If each column of A 
i s  an element of p ( A . )  
A E -?(a). 
i f  and only  i f  the  ith column of 
t h  
1 
Ai t o  form the  ith column 
f o r  t he  appropr i a t e  i, it i s  c l e a r  t h a t  
1 
A s  demonstrated i n  Coro l l a ry  3.2 we can f i n d  po >> 0 such t h a t  
h(Ao)po = poAo. To show t h a t  h(Ao)po << p A f o r  a l l  A E ?( a) such 
t h a t  A f Ao, 
0 
we use the  proof given i n  Coro l l a ry  3.2, no t ing  t h a t  i f  
by t h e  observa t ion  j u s t  s t a t e d ,  and A '  E ?( a ), t hen  A" E T(  a) 
t hus  the  same c o n t r a d i c t i o n  serves  t o  prove t h i s  r e s u l t .  
Now choose any A* E such t h a t  A* f Ao-  Choose ma t r i ces  
A ( i )  E - p ( a )  and non-negative weights 7i such t h a t  
A* = C yi A ( i )  . 
This  can be done s i n c e  the  compact s e t  a i s  the  convex h u l l  of i t s  
extreme p o i n t s  (Royden [ 201 ) . Then 
s i n c e  A f A* impl i e s  t h a t  a t  l e a s t  one A ( i )  corresponding t o  a 
Yi > 0 
Thus, 
0 
has a column d i f f e r e n t  from t h e  corresponding columns of . 
AO 
h(A*) - > h(Ao) . 
\ 
L e t  x* be the  r i g h t  e igenvector  of A* corresponding t o  t h e  r o o t  
which means t h a t  A(A*) i s  a root of  A corresponding t o  t h e  eigen- 
vector  x*. However, h ( A * )  / h( A G ) ,  s i n r e  a n y  eigenvei7t(Tr corrPsp0nd- 
i n g  t o  h(Ao) m u s t  be s t r i c t l y  p o s i t i v e  (Debreu-Herstein 1 2 ~ ’ )  B u t  
h ( A o )  
con t rad ic t ion  t c  the r e s u l t  a l r e a d y  proven t h a t  
0 
and thLi<- X ( A * )  h ( A o ) ,  a A. ’ i s  the s r e c t r a l  radii:c of 
A ( A + )  - > h ( A o ) .  
With the r e s u l t  t h a t  x? > G f o r  some j corresponding t o  an 
J 
equat ion holding wi th  s t r i c t  i n e q u s l i t y ,  i t  i s  easy. t o  see t h d t  
~ ( A * ) ( P ~ , x ” )  = poA*x* > h(A0)(po9x*) 7 
and thus  h(A*) > h(Ao). This e s t a b l i s h e s  t h e  r e s u l t  t h a t  h( * )  a t t a i n s  
i t s  minimum uniquely on a a t  t h e  po in t  &.E- I?. 
AO 
There i s  a simple consequence of Lem3 3 .3  for t h e  cz5e of ccnvex, 
compact and polyhedral i n d u s t r y  t lctivi  ty se t ?  A . Ir, t h i s  c a s e ,  e a c h  of 




h ( A * ) .  Then x* > 0 s ince  A* > 0 (Debreu [24]) ,  and furthermore 
t h e r e  i s  some j for which s t r i c t  i n e q u a l i t y  holds  i n  the  jth equat ion 
above, an.d for which x? > @ <  
equa t ions  corresponding t o  columns of A* 
Note t h a t  s t r i c t  i nequa l i t sy  holds  fcr a l l  
J 
tha,t a r e  not i d e n t i c a l  to cor-  
responding cclumns of  Ao. Thus, i f  no c o l m n  of A* corresponds 
i d e n t i c a l l y  t o  a column of 
Now suppose f o r  some k t h a t  t h e  l a s t  m-k columrrs of A* correspond 
Aoj t he  a s s e r t i o n  i s  t r u e  s ince  x* > 0 
t o  t h e  l a s t  m-k colurnfic: of A(,, aiid t h a t  t h e  f i r s t  k dc nL t  where 
1 < k < m .  We w i l l  S ~ G W  t h a t  x* > 0 f o r  some i between m e  a,nd k. 
1 I 
Suppose t h e  con t r a ry ;  i . e . ,  x* = 0 fsr 1 < i < k .  Then I - -  
h(A*)x* = A*x* = A x* , 
0 
a l s o  conta ins  only  f i n i t e l y  many po in t s .  
t h a t  A(*) 
t h i s  minimum occurs  a t  an indecomposable po in t ,  t o  conclude t h a t  
i s  uniquely minimized a t  t h a t  po in t  over a l l  of a e We now make t h e  
a s sump ti on : 
Therefore,  one need only  v e r i f y  
has a unique minimum over a f i n i t e  s e t  of p o i n t s ,  and t h a t  
A(. ) 
A2: A. i s  the  unique element of ?( a )  minimizing X( 0 )  on 
p( e), and A. i s  indecomposable. We a l s o  assune t h a t  A i s  p r imi t ive  0 
(Debreu and Hers t e in  [2C]), although we do not  need t h i s  u n t i l  Lemma 
h = h ( A  ) = min h(A) 
A€ ?( a) 0 0 
The r e l a t i o n s h i p  of ho, po, and A. t o  the  von Ne-mann balanced 
growth pa th  and p r i c e s  w i l l  be demonstrated i n  the  next  lemma. To do 
t h i s ,  we f i r s t  descr ibe  the  following n o t a t i o n ,  Let  t he  m-vector x 
r e p r e s e n t  t he  s t a t e  of t he  system ( x  
a v a i l a b l e )  a t  t he  s ta r t  of a given time per iod ,  and 
t h e  system a t  t he  s ta r t  of t he  next t ime pe r iod .  Let t he  m-vector w 
i s  t h e  amou-nt of commodity i i 
y the  s t a t e  of 
r e p r e s e n t  withdrawals (consumption) of commodities, and the  m-vector v 
r e p r e s e n t  product ion l e v e l s  of t he  i n d u s t r i e s  e Recal l  t h a t  t h e  prodxc- 
t i o n  technology may be any element A E 0.. Then we have 
* Av c w < x - 
V L Y  
wi th  x, y, v, and w non-negative,  and A E e Let  7 be the  s e t  
of a l l  (x ,y]  which s a t i s f y  * fo r  some ;J > 0, w > 0, and A E a. 
Let  ~ ( x , y )  = max ( h J y  > hx 1 . 
- - 
- 
Lemma 3.4. Under assumptions A 1  and A2 f o r  t he  model descr ibed  
above t h e r e  i s  a balanced growth s a t e ,  p,, a balanced growth pa th  (xo,yo] ,  
and a von Newann p r i c e  v e c t o r ,  such t h a t  
4 )  Aoyo = xo and no o t h e r  A t: s a t i s f i e s  t h i s  equat ion 
5 )  p, 2 h ( x , y )  for a l l  (x ,y ]  € 7  w i t h  x > 0 
Before proving the  lemma, seve ra l  comments a r e  i n  o r d e r .  The 
ex i s t ence  of a balanced growth r a t e  poy a non- nega t i v e  balanced growth 
pa th  ( x o , y o ) ,  and a non-negative p r i c e  v e c t o r  s a t i s f y i n g  2 ) ,  5 )  , 
and 6 ) ,  i s  a consequence of Theorems 9.10.1 and 9.10.2 i n  K a r l i n  [ 121, 
a s  i t  i s  easy t o  see  t h a t  h i s  assumptions T1 - T4 a r e  v a l i d  for t he  model 
being considered. 
Lemma 3.3 gives  a simple proof of K a r l i n ' s  r e s u l t ,  and indeed  a l lows  the  
s t rengthening of the  r e s u l t  given by l), 3 ) ,  and 4 ) .  
observed, however, t h a t  t h i s  model i s  more r e s t r i c t i v e  than  K a r l i n ' s .  
We s h a l l  now show t h a t  under assumptions A 1  and A2 
I t  should  be 
Proof: Make the  i d e n t i f i c a t i o n s  
x k t he  r i g h t  e igenvec tor  of A 
! t he  l e f t  e igenvec tor  of 
corresponding t o  ho 
0 0 
A corresponding t o  ho 
0 
Since 
of 2 )  hold.  Since 
A. i s  indecomposable, i t  i s  c l e a r  t h a t  l), 3) ,  and the  f i r s t  part .  
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it i s  c l e a r  t h a t  h(xo,yo) 2 13,. Suppose h(xo,yo)  = 6 > p,. Then 
yo 2 6xo, and thus  poxo 2 bxo s ince yo = poxo. This con t r ad ic t ion  
impl i e s  t h a t  2 )  holds .  C lea r ly ,  
A y  = P A X  = p h x  = X  . 
0 0  0 0 0  0 0 0  0 
Ayo = x for some A E Q , A f Ao. Then xo = Ayo = poAxo 
0 
Suppose 
or Axo  = Loxo. But  t h i s  means t h a t  ho = h(A) s ince  x >> 0, which 
c o n t r a d i c t s  t h e  conclusion o f  Lema 3.3 and prosres 4 ) .  
0 
Now choose any (x ,y)  E 7 with x > 0. From * we ha,ve Ay < x - 
for some A E a .  Suppose h (x ,y )  > 6 > p,. Then bh > 1 and 
y 2 6x. Thus, Ay 1 ;Ax, and ;Ax 5 x, bpoAx 5 (po ,x)  and, consequent ly ,  
;Ao( po,x)  5 ( po,x)  s ince  poA 2 hopo by Lema 3.3. But p, >> 0 and 
x > 0 imply (po ,x )  > 0 and thus  ;Ao 5 1, a con t r ad ic t ion .  Thus, 
5 )  holds,  and p, 
0 
i s  the  maximum r a t e  of  balanced growth. 
Observing t h a t  (x ,y}  E 7 impl ies  Ay - < x and thus  poAy 5 (po ,x )  
Lemma 3.3 a p p l i e d  as above y i e l d s  ho(po,y)  5 (po ,x)  o r  (po ,y )  5 
po(po,x) for any (x ,y}  E 7 , e s t a b l i s h i n g  6 ) .  Q.E.D. 
Lemma 3 .4  imp l i e s  t h a t  t he re  i s  a unique element of CL c a l l e d  A 
Corresponding t o  A. 
the  s t r i c t l y  
0 
which we s h a l l  c a l l  t he  von Newnann a c t i v i t y  s e t .  
i s  t h e  maximal r a t e  of balanced growth 
p o s i t i v e  von Neumann p r i c e  v e c t o r  p and the  s t r i c t l y  p o s i t i v e  
0’ 
balanced  growth r a y  x . 
p, = l / h (Ao) ,  
0 
I n  o rde r  t o  apply  the  a d j o i n t  cond i t ions  developed i n  Sec t ion  1 t o  
t h e  c a p i t a l  model under cons idera t ion  we s h a l l  have t o  assume t h a t  each 
Ai h a s  on ly  a f i n i t e  number of extreme p o i n t s .  
t i o n  i s  n o t  o v e r l y  r e s t r i c t i v e  we s t a t e  a lemma: 
To show t h a t  t h i s  assump- 
Lemma 3.5. L e t  K be a compact convex s e t .  Then, given E > 0, 
t h e r e  i s  a compact convex se t  
such t h a t  K c K and f o r  any k E K ,  d(k,Kc) < E . 
KE wi th  only f i n i t e l y  many extreme p o i n t s  
& 
Proof: Cover K by a s e t  of spheres of r a d i u s  E cen te red  a t  each 
p o i n t  k of K .  By t h e  Heine-Bore1 theorem t h e r e  a r e  a f i n i t e  number 
of t hese  spheres t h a t  serve as a n  open covering of K .  Suppose t h e r e  
are t of them, w i t h  c e n t e r s  a t  (ki)izl. 
convex it i s  spanned by i t s  extreme p o i n t s  ( K a r l i n  [12 ] ,  Lemma 1 3 . 2 . 4 ) .  
Thus, ki E K imp l i e s  3 (xi ) f=l  
Since K i s  compact and t 
and non-negative weights y i  such tf 
f 
tf 
t h a t  C yi = 1, x E ?(K) for each f ,  and k = E y i  xi . Now 
f = l  f f i f i f = l  f 
t tf 
l e t  KE be the  c l o s e d  convex h u l l  of ( U U (xi ) ) .  Clea r ly ,  K E  
i d  f = l  f 
i s  compact, convex, has  only a f i n i t e  number of extreme p o i n t s ,  and 
K L C  K .  By cons t ruc t ion  f o r  each k E: K ,  3 ki E: K L  such t h a t  
d(k,ki)  < 
extreme p o i n t s  o f  KE and thus  inc luded  i n  KE . Q.E .D.  
s ince  each of  t he  o r i g i n a l  ki a r e  con7rex combinations of 
We now make another  assumption concerning t h e  technology. 
A 3 :  Each i n d u s t r y ' s  a c t i v i t y  p o s s i b i l i t y  s e t  Ai,  i = l , . s q , m ,  i s  
approximated by corivex combinations of a f i n i t e  number of  a c t i v i t i e s  
drawn from Ai, i nc lud ing  t h e  a c t i v i t i e s  t h a t  make up t h e  ma t r ix  Ao. 
L e t  xi be t h e  ma t r ix  whose columns c o n s i s t  o f  t h e  f i n i t e  s e t  of  
a c t i v i t i e s  drawn from Ai. 
I n  examining assumption A 3  w e  note  t h a t  i f  any A. i s  a polyhedral  
1 
convex se t ,  no approximation would be r e q u i r e d  s i n c e  such a s e t  may be 
expressed as a convex combination o f  a f i n i t e  number o f  p o i n t s .  If Ai 
i s  a gene ra l  compact, convex s e t ,  then Lemma 3.5 may be invoked t o  
demonstrate t h a t  A can be c l o s e l y  approximated by convex combinations 
o f  a f i n i t e  number of p o i n t s .  Le t  r e p r e s e n t  t h e  s e t  of m a t r i c e s  
i 
- 
from ob ta inab le  by  approximating t h e  Ai by t h e  Ai fer i = 1,,2, 
. . . ,m. 
A4: The u t i l i t y  func t ion  U(e> i s  a r e a l - v a l c e d  f u n c t i o n  def ined 
on Em, which i s  concave, non-decreasing eontinu.ously d i f f e r e n t i a , b l e  , 
and dominated by a scalal- homogeneous func t ion  of  aegree 
p/hz < 1, 
a, where 
0 < a < 1, and p i s  the  f a c t o r  discount ing f u t u r e  r e t u r n s .  - -  
Before d i scuss ing  o p t i n a l i t y  condi t ions f o r  long-run programs w e  
must e s t a b l i s h  t h a t  a n  i n f i c i t e  horizon s o l u t i o n  does indeed e x i s t  f o r  
t h e  model p re sen ted  under assumptions A1-A4.  To do t h i s  we make use of  
Theorem 2.1,  proven i n  Sec t ion  2.  It  has  been shown t h a t  t h e  von 
Neumann growth r a t e ,  
l /L0  
Ab, a u t i l i t y  f u n c t i o n  which domina+,es U( which i s  scalar-homogeneous 
o f  degree a, and p po < 1.. Part  ( C )  of Theorem 2 . 1  a s s u r e s  us t h a t  
an opt imal  i n f i n i t e  horizon s o l u t i o n  e x i s t s  fop  the  dominating u t i l i t y .  
Thus, t h e  proof of  t he  theorem f o r  t h e  u t i l i t y  func t ion  U( 0 )  holds 
because,  f o r  any feasible  p o l i c y  < vt >t=l, C B U(vt) i s  dominated 
by a uniformly convergent sum. Therefore, an optimal i n f i n i t e  horizon 
i n  the  hypothesis o f  Theorem 2 . 1  i s  equal  t o  , 
i n  t h e  model under discussior!. Consequently, t h e r e  i s ,  by A2 and 
a 
m m t  
1 
program w i l l  e x i s t .  
n e i t h e r  t h e  opt imal  i n f i n i t e  horizon s o l k t i o n  nor the  optimal s o l u t i o n  
However, r e f e r r i n g  t o  t h e  d i scuss ion  i n  Sec t ion  2,  
f o r  any f i n i t e  horizon program need be unique. I t  i s  c l e a r  t h a t  i n  t h i s  
model, U( - )  cannot be s t r i c t l y  concave i n  a l l  t h e  dec i s ion  variables 
s i n c e  i t  i s  a f u n c t i o n  of  consumptions alone and n o t  of  a l l o c a t i o n  t o  
production. I t  i s  f o r  t h i s  reason t h a t  t he  p o l i c y  convergence r e s u l t s  
proven i n  the l a s t  p a r t  of Sec t ion  2 are i n t e r e s t i n g .  I n  o r d e r  t o  r e l a t e  
t he  model we are  d i scuss ing  t o  the  one f o r  which t h e  Kuhn-Tucker condi- 
t i o n s  were der ived i n  Sec t ion  1 of t h i s  chap te r ,  w e  l e t  
and 
- - 
where Ti i s  a ma t r ix  with m rows, the same number of c o l m n s  as A i ,  
and with a l l  i t s  elements zero except f o r  t hose  i n  row i ,  which a r e  
a l l  ones.  This form f o r  ? i s  a consequence of t he  n o - j o i n t  production 
assumption which enables  i n d u s t r y  i t o  be i d e n t i f i e d  w i t h  t h e  produc- 
t i o n  of  product i . 
To proceed with the  a n a l y s i s  and develop lorig-run p r o p e r t i e s  of 
opt imal  p o l i c i e s ,  i t  appears t o  be necessary t o  c r e a t e  cond i t ions  t h a t  
w i l l  imply t h a t  each product i s  produced during each pe r iod .  The need 
f o r  t h i s  type of r e s u l t  w i l l  become obvious when w e  a t tempt  t o  de r ive  
t h e  asymptotic pa th  of  t h e  p r i c e s .  The key t.o demonstrating t h i s  p rope r ty  
1 i s  t o  show t h a t  t he  f i rs t  pe r iod -p r i ces ,  p ( T ) ,  are bounded as  t h e  time 
horizon T becomes l a r g e .  A s  w e  s h a l l  see,  t h i s  w i l l  ensure t h a t  
even tua l ly ,  for l a r g e  enough T ,  eaxh good i s  consumed i n  each pe r iod .  
Lemma 3.6. Let  pl( N) r e p r e s e n t  an opt imal  f i r s t - p e r i o d  p r i c e  
vec to r  f o r  a program w i t h  N per iods .  Then,for  f i x e d  xl€ X w i t h  
xl>> 0 ,  t he re  e x i s t s  a cons t an t  K' such t h a t  any sequ.ence o f  Optimal 
f i r s t - p e r i o d  p r i c e  v e c t o r s  s a t i s f y i n g  the  a d j o i n t  condi- 
t i o n s  s a t i s f i e s :  
A 1  03 
< p ( N )  >N=l 
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llcl(~)ll < _ K ~  for a l l  N = 1,2 ,  ... . 
Proof: We may r ewr i t e  t he  primal condi t ions ,g iven  i n  Sec t ion  3.1, 
i n  t h e  fol lowing form f o r  a program wi th  N per iods :  
t-1 max C p u(w,) 
1 
Let  v(N) = ( v1,v2,.. . ,vN), w ( N )  = (w17w2, o . .  , w N ) ,  and Term t h e  
Lagrangian : 
t-1 1 t -  
PIN(V,W,P) = B N W t )  + ( P  (xl-Avl-wl)) + c ( p  (Wt-l- Tyt-wt)) . 
1 2 
Then i f  $ ( N )  
necessary  and 
However, t h i s  
and $ ( N ) i s  an opt imal  N-period program, it i s  both 
s u f f i c i e n t  t h a t  t he re  e x i s t  an  opt imal  p r i c e  sequence 
which s a t i s f i e s  t he  a d j o i n t  cond i t ions  of Sec t ion  3.1. 
imp l i e s  t h a t  C ( N ) ,  $ ( N )  and $ ( N )  c o n s t i t u t e  a saddle  
p o i n t  of t h e  Lagrangian i n  the  sense t h a t  
f o r  a l l  p > 0 and f e a s i b l e  programs ( v , ~ ) .  I t  i s  c l e a r  t h a t  t h e r e  i s  
a n  opt imal  program f o r  which the  c o n s t r a i n t s  i n  (1) ho ld  w i t h  e q u a l i t y  
s i n c e  U( a )  i s  non-decreasing. Thus, 
- 
x - AG,(N) - G l ( N )  = 0 1 
and 
st l ( N )  - A'jt( N )  - G t ( N )  = 0, t = 2 ,3 , .  . . , N .  
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Thus, from the  f i r s t  i n e q u a l i t y  of (2), we have 
N 
1 B t - l  U ( G t ( N ) )  
f o r  a l l  f e a s i b l e  v and w .  I n  p a r t i c u l a r ,  we may take v Z 0 and 
w z 0 f o r  any s t a r t i n g  p o i n t  x1 y i e ld ing  
N 
1 
$ ( N )  x1 5 c pt-’ U ( G t ( N ) )  . 
Observing t h a t  t h i s  r e s u l t  must ho ld  f o r  any horizon 
t h a t  t he  ex is tence  of an opt imal  i n f i n i t e  horizon program impl i e s  t h a t  
N 
c Bt-’ U ( c t ( N ) )  approaches the  f i n i t e  l i m i t  f ( x l ) ,  t he  ,.ialue of t he  
1 
i n f i n i t e  horizon program, we have 
N, and not ing  
1 
p ( N )  x1 5 f ( x l )  f o r  a l l  N = 1,2, . . .  
and x >> 0 impl i e s  3 M independent of t h e  horizon such tha , t  1 
I ~ $ ( N ) ~ J  1. M for N = 1,2,. . 
Q.E.D.  
Define a s e t  of goods e a s  primary consumption goods such t h a t  
i E e i f f  the re  e x i s t  ki> 0 such t h a t  
whenever i E e and w i s  a v e c t o r  of consumptions whose ith component 
i s  zero .  I n  order  t o  es t sb l i sh  the  p rope r ty  t h a t  each good must be 
produced i n  each pe r iod  t f o r  t l a r g e  enough, we make two f u r t h e r  
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assumptions : 
A5: The s e t  c of primary consumption goods has the  p rope r ty  t h a t ,  
f o r  each good j ,d e , t h e r e  i s  a good i E such t h a t  j i s  d i r e c t l y  
ind ispensable  f o r  t h e  product ion of i . 
A6: p/ho > 1 , where p i s  the  d iscount  f a c t o r ,  and ho = h(Ao). 
As an a l t e r n a t i v e  t o  A6, which i s  an assumption p laced  j o i n t l y  on 
the  technology and preference  func t ions ,  we may s u b s t i t u t e  an assumption 
t h a t  p e r t a i n s  more d i r e c t l y  t o  the  preference  func t ion  and does not  
involve  the  r a t e  of discount  or maximal growth. 
A6': For each i E e , k. = + m. 
1 
Some remarks a r e  probably i n  order  about t he  assumptions.  F i r s t ,  
t he  requirement t h a t  U( a )  be dominated by a c e r t a i n  type of s c a l a r  
homogeneous func t ion  can be dispensed wi th  i f  U( O )  i s  bounded, s ince  
i n  t h i s  case  an  opt imal  i n f i n i t e  horizon s o l u t i o n  e x i s t s  by the  remarks 
made fo l lowing  Theorem 2 .1 .  If t h i s  i s  t h e  case,  then  no r e s t r i c t i o n s  
a r e  p laced  on f3 and ho by A4. However, i f  we do need a r e s t r i c t i o n  
of t he  type 
cond i t ion  of A6 t h a t  p/ho > 1 a s  long  a s  a < 1. Since p i s  a 
d i scount  f a c t o r ,  i . e . ,  f3 < 1, the  @/Ao > 1 requirement of A6 a s s u r e s  
us  t h a t  ho < 1. 
i s  
of expanding p ropor t iona te ly .  
a 
@/Ao < 1 i n  A4, i t  does no t  n e c e s s a r i l y  c o n t r a d i c t  t he  
But s ince  the  von Neumann growth f a c t o r  f o r  t h i s  system 
= l/hoJ we see t h a t  po > 1, implying t h a t  t h e  system i s  capable 
T h i s  k ind  of assumption was made i n  most 
PO 
of  t h e  prev ious  work on growth models c i t e d  e a r l i e r .  I n  our  case ,  A6 
r e q u i r e s  the  s t ronge r  assumption 
as implying t h a t  t h e  system i s  capable of discounted p ropor t iona l  
pp0 > 1. This may be  i n t e r p r e t e d  
expansion.  
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One consequence of the  d e f i n i t i o n  of a primary consumption good i s  
t o  say t h a t  a good f o r  which t h e r e  e x i s t s  a p e r f e c t  s u b s t i t u t e  wi th  
r e s p e c t  t o  the u t i l i t y  func t ion  U ( Q )  cannot be a primary consumption 
good. 
s u b s t i t u t i o n  e f f e c t  between these  and o t h e r  goods, nor does it r e s t r i c t  
complementarity r e l a t i o n s h i p s m  
complements i n  both c and a e . Furthermore, s ince  U( 0 )  i s  concave, 
However, t h i s  concept does not  r u l e  out  t h e  ex i s t ence  of a 
I n  f a c t ,  goods i n  e, may have p e r f e c t  
its p a r t i a l s  a r e  non-increasing, and thus  we msy choose t h e  (ki):=l so 
t h a t  
l i m  -%, -3 ki > 0 f o r  a l l  i E: e 
w i 
w - 0  i 
I f  a l l  goods were i n  e , then  of course assumption A 5  would not  be 
necessary and the  development would be simplep. However, i t  seems 
advantageous t o  b u i l d  a framework %hat  does no t  r e q u i r e  a l l  goods t o  be 
des i r ab le  f o r  c o n s u p t i o n ,  and i n  f a c t  t he  u t i l i t y  func t ion  may be 
independent of  t he  l e v e l  of  consumption of c e r t a i n  commodities Both 
assumptions,  A 6  snd  A6', serve  t o  ensure t h a t  e v e p t u a l l y  a l l  consumption 
goods aye consumed i n  esch p e r i o d  of an opt imal  program. 
Lemma 3.7.  Under assumptions A I - A ~  and A 6  o r  A 6 ' ,  t h e r e  i s  a time 
horizon T* and a number t* such t h a t  for a l l  horizons 2" > - every  1 
primary consumption good i s  consumed i n  eve ry  p e r i o d  t > %* i n  every  
_L 
- 
opt imal  po l i cy ,  
3c 
Proof: We f i r s t  prove t h e  r e s u l t  under assumptions A l - A 6 .  The 
a d j o i n t  condi t ion (b) of Sec t ion  3.1 impl i e s  t h a t  any sequence of optimal 
p r i c e s  <P >tzl s a t i s f i e s  
T' Pt+l  - < p t- A f o r  t = 1,2,...,T-l, 
t hus  
t+l t 
P 5 P Ao' 
be denoted PO L e t  t h e  ith component of t he  von Neumann p r i c e  vector  
A 
by poi and l e t  P be t h e  E. X m diagonal  matr ix  whose diagonal  
0 
elements are pol,. . .,porn. i k f i n e  
t and note t h a t  i f  <p > satisfies the  a d j o i n t  condi t ions,  we have 
*-1 x-l Z ( t + l )  - < Z(4L) go AoPo . 
L e t  L = [l,l, ..., 1 1 ,  a n  m-dimensional vector ,  and observe t h a t  
A 
0 ,  
L P  = p  
0 
and consequently, 
A A - 1  y-1 L = L P  A P  
0 0 0  0 
Now d e f i n e  
C ( t >  = m::[z,(t), ..., z m ( t ) ]  . 
Since Z ( t )  - < C ( t ) L ,  we have 
*-I 1-l = C ( t ) L  , 
0 0  
Z ( t + l )  - < C ( t )  L go A. P 
and thus  < C ( t ) >  i s  non-increasing and we may write 
Z ( t )  < C ( 1 ) L  for a l l  t = 1,2 ,..., T , - 
where T i s  t h e  t i m e  horizon. 
We now view C(1) as a func t ion  of t h e  t i m e  horizon T and apply 
Lema 3.6 t o  e s t a b l i s h  t h e  ex i s t ence  of a number 
t i m e  horizon T, such t h a t  C(1) - < C* f o r  any T. T h i s  y i e l d s  
C* independent of t h e  




p 5 C* p0 f o r  a l l  t = 1,2,. . . , T ,  
where t h e  right-hand s i d e  i s  independent of the time riorizon 
h 0 < 1, we have e s t a b l i s h e d  t h a t  Since A 6  imp l i e s  t h a t  
T. 
each compo- 
uniformly with t nen t  of p ( T )  goes t o  zero a t  geometr ical  r a t e  hO 
r e s p e c t  t o  the time horizon IT. Now look a t  any good i E e . From 
a d j o i n t  condi t ion ( a )  of Sec t ion  3 . 1  and the  r e s u l t  j u s t  obtained,  we 
have shown t h a t  I n  any optimal po l i cy ,  
( 3 )  C*POi Lo t L. t 2 B t-1 dU(Wt)  f o r  t = 1,2, ...,T' . 7
Now choose k = m i i l  ( k . )  . Then 
1 i c e  




i Thus, i f  w = 0 f o r  some i t' c , the  r e s u l t  i n  ( 4 )  would c o n t r a d i c t  
equat ion ( 3 )  i f  
optimal policy. Consequently, w t  i .. 0 f o r  a lJ  
as long as  T > TT. Q.E.D. 
T > - T4, and hencc t h i s  c o n d i t i o n  cdnnot e x i s t  i n  an 
i E. e and t - > t y  
- 
If assumption A6' i s  s u b s t i t u t e d  f o r  A6 ,  t hen  a a o i n t  cond i t ion  ( a )  
i s  immcdiateLy con t r ad ic t ed  i f  w = 0 f o r  some i E e s i n c e  
i 
t = 1,2, e . .  ,T. 
I n  t h e  remainder of  t h i s  sec t io i i  we sha l l  assume tha t  assumptions 
A;.-A5 and e ibne r  A 6  o r  A6' hold, and thus  a l l  previously developed 
r e s u l t s  may be used f r e e l y .  
Coroll-ary 3 . 1 .  For a1.l time horizons T g r e a t e r  than T* every 
1 
good i s  produced during each pe r iod  t f o r  t y  < t < 'I' l ' r & r  t .veiy 
optimal po l i cy .  
- 
Proof: Lemma 3.7 t e l l s  u s  t h a t  each good i n  i s  consumed during 
every p e r i o d  t E [ tP ,T] .  Thus, each good i n  c m u s t  be produced during 
each of  t nese  pe r iods .  
j 6 e ,  t h e r e  i s  a good i E e f o r  whose production j i s  indispensable;  
But assumption A 3  t e l l s  11s m a t  f o r  cacn good 
consequentl.y, each good must be produced i n  esch of t he  abo-.re pe r iods .  
Q.E.D. 
Coro l l a ry  3.2.  There a r e  iz tegers  T-% and tf such t h a t ,  for a l l  
1 
t i m e  horizons T > T* and a l l  per iods t? f t < T, we can f i n d  a square 
ma t r ix  At€ , a subset  of t h e  optimal a c t i v i t y  s e t  a t  t i m e  t ,  and 
- 1  
+ m  
a n  optimal p r i c e  sequence < p' >' such t h a t  t=l 
( 5 )  
f o r  t* < t < T, and f o r  a l l  t+l t t 1 l - -  P = P A, 5 P A 
I 
\ A f a. 
t+l ~ 
- Proof: Using a d j o i n t  condi t ion (b) of  Sec t ion  1 w e  have p 
t 
p A f o r  a l l  t znd A E d . Since Coro l l a ry  3.1 tells 11s t h a t  each 
good i s  produced when 
cqua1.i ty 
t > t y ,  the same a d j o i n t  cond i t ions  g ives  t h e  -
where At 
s e t  s i n c e  each good must be produ2t.d. 
con ta ins  a t  l e a s t  one column from ?ach i n d l i s t r j  '6 be t i v i t y  
Lemma 3.8 (Morishima [16]): Given any curie N coritairiirig t h e  p r i c e  
I r a y  po i n  i t s  i n t e r i o r ,  and any i n i t i a l  p r i c e  p , t*ht.re e x i s t s  o. 
79 
\ 
neighborhood of p1 and an i n t e g e r  t ( p l )  such t h a t  any p a t h  of p r i c e s  
s t a r t i n g  i n  the  neighborhood of p1 and s a t i s f y i n g  ( 5 )  remains wi th in  
Proof: The proof i s  given by Morishima i n  Lemmas 3 and &, pages 
164-69. The development makes use of the  f a c t ,  proven i n  Lemma 3.3> t h a t  
h p << poA f o r  a l l  A E a such t h a t  no column of A i s  a column of 
0 0  
assumption A2, and Corol la ry  3.2 .  
AO’ 
Theorem 3.1. Under Assumptions A l - A 5  and A 6  o r  A 6 ’ ,  i f  t he  t ime 
horizon T i s  s u f f i c i e n t l y  l a r g e ,  t he re  e x i s t s  an i n t e g e r  T* such 
t h a t  f o r  t - > T* the  opt imal  a c t i v i t y  s e t  a t  time t denoted by At 
i s  the  s e t  Ao. 
Proof: We have shown t h a t  h p << poA i f  A does no t  con ta in  
0 0  
any of t h e  a c t i v i t i e s  comprising Ao. Since Aop0 pOAo’ we have 
f o r  a l l  a c t i v i t y  s e t s  A 
Ao. Thus, we can f i n d  a cone K conta in ing  
which pA << pA f o r  a l l  p E K and A, a s  above. For any i n i t i a l  
t h a t  do n o t  inc lude  any of t he  a c t i v i t i e s  i n  
i n  i t s  i n t e r i o r  f o r  P O  
0 
1 1 
p r i c e  p , w e  can f i n d  a time t ( p  ) such t h a t  any p r i c e  sequence 
t 
<p > s a t i s f y i n g  the  a d j o i n t  condi t ions  wi th  i n i t i a l  element i n  a 
I neighborhood of p remains wi th in  K f o r  a l l  t - > t(p’). A s  t he  s e t  
of opt imal  f i r s t - p e r i o d  p r i c e s  i s  bounded wi th  a bound independent of 
t he  time horizon, we can f i n d  a f i n i t e  s e t  of covering neighborhoods 
by t h e  Heine-Bore1 theorem. I f  t hese  cover ing  neighborhoods have c e n t e r s  
80 
11 11 lk 
p , ..., p lk ,  w e  choose T* = max[t(p ) , . . . , t ( p  ) ] .  Thus, i f  T > T*, 
every  opt imal  p r i c e  sequence remains i n  K f o r  a l l  t - > W. B u t  
PA << pA f o r  p E K impl ies  t h a t  none of t he  a c t i v i t i e s  comprising 
A can be opera ted  a t  p o s i t i v e  l e v e l s  s ince  the  a d j o i n t  condi t ions  
r equ i r e  e q u a l i t y  i n  the  appropr ia te  p r i c e  equat ion  whenever a correspond- 
i n g  pr imal  v a r i a b l e  i s  opera ted  p o s i t i v e l y .  Thus, no a c t i v i t y  o the r  than 
those  inc luded  i n  
T* < t < T. 
0 
w i l l  be opera ted  p o s i t i v e l y  a t  time t where 
AO 
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