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A Generalized Minimax Q-learning Algorithm
for Two-Player Zero-Sum Stochastic Games
Raghuram Bharadwaj Diddigi, Chandramouli Kamanchi, Shalabh Bhatnagar
Abstract
We consider the problem of two-player zero-sum games. This problem is formulated as a min-
max Markov game in the literature. The solution of this game, which is the min-max payoff, starting
from a given state is called the min-max value of the state. In this work, we compute the solution of
the two-player zero-sum game utilizing the technique of successive relaxation. Successive relaxation
has been successfully applied in the literature to compute a faster value iteration algorithm in the
context of Markov Decision Processes. We extend the concept of successive relaxation to the two-player
zero-sum games. We show that, under a special structure on the game, this technique facilitates faster
computation of the min-max value of the states. We then derive a generalized minimax Q-learning
algorithm that computes the optimal policy when the model information is not known. Finally, we
prove the convergence of the proposed generalized minimax Q-learning algorithm utilizing stochastic
approximation techniques. Through experiments, we demonstrate the effectiveness of our proposed
algorithm.
I. INTRODUCTION
In two-player zero-sum games, there are two agents that are competing against each other
in a common environment. Based on the actions taken by the agents, they receive a payoff
corresponding to the current state and the environment transitions to the next state. The objective
of an agent (say agent 1) is to compute a sequence of actions starting from a given state to
maximize the total discounted payoff. On the other hand, the objective of the second agent
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(agent 2) is to compute a sequence of actions that minimizes the total discounted payoff. This
problem is formulated as a Markov game and the value that is obtained as the min-max of total
discounted payoff starting from state i is called the min-max value of state i. The policies that
achieve this min-max value are the optimal policies of the agents.
When the model information of the environment is known, a Bellman operator for the two-
player zero-sum game [1] is constructed and a fixed point iteration scheme analogous to the
value iteration is used to compute the min-max value. However, in most two-player zero-sum
game settings, the model information is assumed unknown to the players and the objective is to
compute optimal policies utilizing the state and payoff samples obtained from the environment.
Minimax Q-learning is a well-known learning algorithm for computing the optimal policies of
both the agents from samples.
In our work, we construct a modified min-max Q-Bellman operator by using the technique
of successive relaxation for the Markov games and prove that the contraction factor is at most
the contraction factor of the standard min-max Bellman operator. This implies that, when the
model information is known, the min-max value could be computed faster using our proposed
scheme. We then proceed to develop a generalized minimax Q-learning algorithm based on the
modified min-max Q-Bellman operator.
The minimax Q-learning algorithm has been presented in [2]. Two-player general sum games
are those where the payoffs of the agents are unrelated in general. If the payoff of an agent
is negative of the payoff of another agent, the game reduces to a zero-sum game. A Nash
Q-learning algorithm for solving the general sum games is proposed in [3]. In [4], Friend-
or-Foe (FF) Q-learning for general sum games is proposed and is shown to have stronger
convergence properties compared to Nash Q-learning. A generalization of Nash Q-learning and
FF Q-learning, namely correlated Q-learning, is discussed in [5]. In [6], desirable properties
for an agent learning in multi-agent scenarios are studied and a new learning algorithm namely
“WoLF policy hill climbing” is proposed. Survey of algorithms for multi-agent learning and
multi-agent Reinforcement learning is provided in [7, 8].
We now discuss some variants of minimax Q-learning in the literature. In [9], the minimax
TD-learning algorithm that utilizes the concept of temporal difference learning is proposed. The
minimax version of the Deep Deterministic policy gradient algorithm has been recently developed
in [10]. However, no convergence proofs or theoretical guarantees are provided.
The concept of successive relaxation in the context of Markov Decision Processes (MDPs) has
been first applied in [11]. In our recent work [12], we have proposed successive over-relaxation
Q-learning for model-free MDPs (i.e., in the single-agent scenario). In this work, we extend
the concept of successive relaxation to the two-player zero-sum games and propose a provably
convergent generalized minimax Q-learning. The contributions of the paper are as follows:
• We present a modified min-max Q-Bellman operator for two-player zero-sum Markov games
and show that the operator is a max-norm contraction.
• We show that under some assumptions, the contraction factor of the modified min-max
Q-Bellman operator is smaller than the standard min-max Q-Bellman operator.
• We establish the relation between the fixed points of modified min-max Q-Bellman operator
and the standard min-max Q-Bellman operator.
• We show that, although the fixed point of the modified Q-Bellman operator is different from
the fixed point of the standard Q-Bellman operator, the min-max value function computed
by both the operators is still the same.
• We propose a model-free generalized minimax Q-learning algorithm and prove its almost
sure convergence using ODE based analysis of stochastic approximation.
• We discuss an interesting relation between standard minimax Q-learning and our proposed
algorithm.
• Finally, through experimental evaluation, we show that our proposed algorithm has a better
performance compared to the standard minimax Q-learning algorithm.
We note here that the Successive Over Relaxation (SOR) technique utilized to derive our
algorithm and stochastic approximation arguments employed in the convergence analysis are
well-known in the literature. Our contribution comprises of applying these techniques to derive
and analyze a generalized minimax Q-Learning algorithm that has faster convergence.
II. BACKGROUND AND PRELIMINARIES
In this paper, we consider the setting of two-player zero-sum Markov games [13]. The two
players in the game are referred to as agent 1 and agent 2. A two-player zero-sum Markov
game is characterized by a tuple (S, U, V, p, r, α) where S := {1, 2, · · · , i, j, · · · ,M} is the set
of states that both the agents observe, U = {1, . . . , l} is the finite set of actions of agent 1,
V = {1, . . . , m} is the finite set of actions of agent 2, p denotes the transition probability rule
i.e., p(j|i, u, v) denotes the probability of transition to state j from state i when actions u ∈ U
and v ∈ V are chosen by the agents 1 and 2, respectively. Let r(i, u, v) denote the single-stage
payoff obtained by the agent 1 in state i when actions u and v are chosen by agents 1 and
2, respectively. Note that, in the case of a zero-sum Markov game, the payoff of the agent 2
is the negative of the payoff obtained by the agent 1. Also, 0 ≤ α < 1 denotes the discount
factor. The goals of the agents in the Markov game are to individually learn the optimal policies
π1 : S −→ ∆
|U | and π2 : S −→ ∆
|V |, respectively, where ∆d denotes the probability simplex in Rd
and π1(i) (resp. π2(i)) indicates the probability distribution over actions to be taken by the agent
1 (resp. agent 2) in state i that maximizes (resp. minimizes) the discounted objective given by:
min
pi2
max
pi1
∞∑
t=0
E
[ l∑
u=1
m∑
v=1
αtxut y
v
t r(st, u, v) | s0 = i
]
, (1)
where st is the state of the game at time t, π1(st) = (x
u
t )
m
u=1 ∈ ∆
|U |, π2(st) = (y
v
t )
n
v=1 ∈
∆|V |, ∀t ≥ 0 and E[.] is the expectation taken over the states obtained over time t = 1, . . . ,∞.
Let J∗(i) denote the min-max value in state i obtained by solving (1). It can be shown ( [14,
Chapter 7]) that the min-max value function, J∗, satisfies the following fixed point equation in
J ∈ R|S|, given by:
J(i) = val[Q(i)], ∀i ∈ S, (2)
where Q(i) is a matrix of size |U |×|V |, whose (u, v)th entry is given by Q(i, u, v) = r(i, u, v)+
α
∑
j∈S
p(j|i, u, v)J(j) and the function val[A], for a given m×n matrix A, is defined as follows:
val[A] = min
y
max
x
xTAy, (3)
where x ∈ ∆m and y ∈ ∆n. The system of equations in (2) can be rewritten as:
J = TJ, (4)
where the operator T , for a given J ∈ R|S|, is defined as:
(TJ)(i) = val[Q(i)]. (5)
The operator T and the set of equations (2) are analogous to the Bellman operator and the
Bellman optimality condition, respectively, for Markov Decision Processes (MDPs) [14].
III. THE PROPOSED ALGORITHM
We describe a single iteration of the synchronous version [15] of our proposed algorithm in
Algorithm 1. At each iteration n, Q-values of all the state-action tuple Q(i, u, v) are updated as
shown in the step 4 of the Algorithm 1.
Algorithm 1 Generalized minimax Q-Learning
Input:
w: Choose w ∈ [0, w∗] (with w∗ as in (6)), as the relaxation parameter.
{Yn}: a sequence of vectors of size M × l×m, where Yn(i, u, v) indicates the next state
obtained when actions u, v are taken in state i.
r(i, u, v): single-stage payoff available when actions u, v are chosen in state i.
γn: step-size chosen at time n.
Qn: the estimate of Q
† (see (8)) at time n.
1: procedure GENERALIZED MINIMAX Q-LEARNING:
2: for (i, u, v) ∈ S × U × V do
3: dn+1(i, u, v) = w
(
r(i, u, v)+
αval[Qn(Yn(i, u, v))]
)
+ (1− w)val[Qn(i)]
4: Qn+1(i, u, v) =
(
1− γn
)
Qn(i, u, v) + γndn+1
5: return Qn+1
Remark 1. Note that the step 3 of Algorithm 1 requires computation of val[Qn(.)] which is a
linear program. Also observe that the generalized minimax Q-learning algorithm only requires
an additional computation of val[Qn(in)] compared to the standard minimax Q-learning.
Remark 2. Let QN be the solution obtained by Algorithm 1 upon termination after N iterations.
Then the approximate min-max value, J˜(i) for a given state i is obtained as follows:
J˜(i) = val[QN(i)]
and the corresponding approximate policies of the agents are obtained as:
(π˜1(i), π˜2(i)) ∈ arg val[QN(i)].
IV. CONVERGENCE ANALYSIS
Let ∆d := {x ∈ Rd : xi ≥ 0,
∑d
i=1 xi = 1} denote the probability simplex in R
d. For
matrix A ∈ Rm×n, x ∈ ∆m and y ∈ ∆n, recall that the value of the matrix A is defined as
val[A] := min
y∈∆n
max
x∈∆m
xTAy. Note that the norm considered in this section is the max-norm, i.e.,
norm of the vector x ∈ Rd is ‖x‖ := max
1≤i≤d
|x(i)|. We first derive a few properties of the val[.]
operator that would be used in the subsequent analysis.
Lemma 1. Suppose B = [bij ], C = [cij ] ∈ R
m×n, then
|val[B]− val[C]| ≤ max
i,j
|bij − cij | = ‖B − C‖
Proof.
val[B]− val[C] =min
y
max
x
xTBy −min
y
max
x
xTCy
≤−min
y
{
max
x
xTCy −max
x
xTBy
}
=max
y
{
max
x
xTBy −max
x
xTCy
}
≤max
y
max
x
xT (B − C)y
≤max
y
max
x
∣∣∣∣ ∑
1≤i,j≤n
xi(bij − cij)yj
∣∣∣∣
≤max
i,j
|bij − cij |max
y
max
x
∣∣∣∣ ∑
1≤i,j≤n
xiyj
∣∣∣∣
=max
i,j
|bij − cij |.
Similarly,
val[B]− val[C] =min
y
max
x
xTBy −min
y
max
x
xTCy
≥min
y
{
max
x
xTBy −max
x
xTCy
}
≥min
y
{
−max
x
xT (C − B)y
}
=−max
y
max
x
xT (C − B)y
≥−max
y
max
x
∣∣∣∣ ∑
1≤i,j≤n
xi(bij − cij)yj
∣∣∣∣
≥−max
i,j
|bij − cij |max
y
max
x
∣∣∣∣ ∑
1≤i,j≤n
xiyj
∣∣∣∣
=−max
i,j
|bij − cij |.
Therefore |val[B] − val[C]| ≤ maxi,j |bij − cij| = ‖B − C‖. Note the repeated application of
the facts
∑
i,j
xiyj = 1, sup (an + bn) ≤ sup an + sup bn in the arguments. This completes the
proof.
Corollary 1. Consider B = [bij ] ∈ R
m×n, then
|val[B]| ≤ ‖B‖.
Proof. Using Lemma 1 with C = 0, we get:
|val[B]| ≤ max
i,j
|bij | = ‖B‖.
Lemma 2. Let E = [eij]m×n, where eij = 1 ∀i, j. Then for constants β,k ∈ R and A ∈ R
m×n,
val[βA+ kE] = βval[A] + k.
Proof.
val[βA+ kE] = min
y
max
x
xT (βA+ kE)y
= βmin
y
max
x
xTAy + k (since xTEy = 1)
= βval[A] + k.
Recall that for a given stochastic game (S, U, V, p, r, α) the min-max value function J∗ satisfies
[16] the system of equations,
J(i) = val[Q(i)], ∀i ∈ S,
where Q(i) is a |U | × |V | matrix with (u, v)th entry
Q(i, u, v) = r(i, u, v) + α
∑
j∈S
p(j|i, u, v)J(j),
and the system of equations can be reformulated as the fixed point equation, TJ = J , with T
being a contraction under the max-norm with contraction factor α.
Let w∗ be given by:
w∗ = min
i,u,v
{
1
1− αp(i|i, u, v)
}
. (6)
As the probabilities p(i|i, u, v) ≥ 0, ∀(i, u, v), it is clear that w∗ ≥ 1. For 0 < w ≤ w∗, define
a modified operator Tw : R
|S| → R|S| as follows [11]:
(TwJ)(i) = w (TJ)(i) + (1− w)J(i),
where w represents a prescribed relaxation factor. Note that Tw is in general not a convex
combination of T and the identity operator I since w∗ ≥ 1, thereby allowing for w ≥ 1. Let J∗
denote the min-max value of the Markov game. Therefore, TJ∗ = J∗. Now,
(TwJ
∗)(i) = w(TJ∗)(i) + (1− w)J∗(i)
= wJ∗(i) + (1− w)J∗(i)
= J∗(i). (7)
Therefore, the min-max value function J∗ is also a fixed point of Tw.
Next, we derive a modified min-max Q-Bellman operator for the two-player zero-sum game.
Let Q†(i, u, v) be defined as follows:
Q†(i, u, v) :=w
(
r(i, u, v) + α
M∑
j=1
p(j|i, u, v)J∗(j)
)
+ (1− w)J∗(i). (8)
Now we have,
val[Q†(i)] = val[wQ∗(i) + (1− w)J∗(i)E]
= wval[Q∗(i)] + (1− w)J∗(i) (from Lemma 2)
= w(TJ∗)(i) + (1− w)J∗(i)
= (TwJ
∗)(i) = J∗(i) (from (7)).
Hence the equation (8) can be rewritten as follows:
Q†(i, u, v) =w
(
r(i, u, v) + α
M∑
j=1
p(j|i, u, v)val[Q†(j)]
)
+ (1− w)val[Q†(i)]. (9)
Let Hw : R
|S×U×V | → R|S×U×V | be defined as follows. For Q ∈ R|S×U×V |,
(HwQ)(i, u, v) :=w
(
r(i, u, v) + α
M∑
j=1
p(j|i, u, v)val[Q(j)]
)
+ (1− w)val[Q(i)].
Hw is the modified Q-Bellman operator for the two-player zero-sum Markov game.
Lemma 3. For 0 < w ≤ w∗ with w∗ as in (6), the map Hw : R
|S×U×V | → R|S×U×V | is a
max-norm contraction and Q† is the unique fixed point of Hw.
Proof. From equation (9), Q† is a fixed point of Hw. Therefore, it is enough to show that Hw
is a contraction operator (which will also ensure its uniqueness). For P,Q ∈ R|S×U×V |, we have∣∣∣∣(HwP −HwQ)(i, u, v)
∣∣∣∣
=
∣∣∣∣wα
M∑
j=1
p(j|i, u, v)
(
val[P (j)]− val[Q(j)]
)
+ (1− w)
(
val[P (i)]− val[Q(i)]
)∣∣∣∣
=
∣∣∣∣wα
M∑
j=1,j 6=i
p(j|i, u, v)
(
val[P (j)]− val[Q(j)]
)
+ (1− w + wαp(i|i, u, v))
(
val[P (i)]− val[Q(i)]
)∣∣∣∣
≤
∣∣∣∣wα
M∑
j=1,j 6=i
p(j|i, u, v)
(
val[P (j)]− val[Q(j)]
)∣∣∣∣
+
∣∣(1− w + wαp(i|i, u, v))∣∣∣∣∣∣(val[P (i)]− val[Q(i)])
∣∣∣∣ (10)
≤wα
M∑
j=1,j 6=i
p(j|i, u, v)
∣∣∣∣(val[P (j)]− val[Q(j)])
∣∣∣∣
+ (1− w + wαp(i|i, u, v))
∣∣∣∣(val[P (i)]− val[Q(i)])
∣∣∣∣ (11)
≤wα
M∑
j=1,j 6=i
p(j|i, u, v)max
u,v
∣∣∣∣P (j, u, v)−Q(j, u, v)
∣∣∣∣
+ (1− w + wαp(i|i, u, v))max
u,v
∣∣∣∣P (i, u, v)−Q(i, u, v)
∣∣∣∣
≤(wα+ 1− w)‖P −Q‖. (12)
Hence,
max
i,u,v
|(HwP −HwQ)(i, u, v)| ≤ (wα+ 1− w)‖P −Q‖,
or ‖(HwP −HwQ)‖ ≤ (wα + 1− w)‖P −Q‖.
Note the use of the assumption 0 < w ≤ w∗ (with w∗ as in (6)) in equation (10) that ensures that
the term
(
1−w+wαp(i|i, u, v)
)
≥ 0, to arrive at equation (11). Also equation (12) is obtained by
an application of Lemma 1 in equation (11). From the assumptions on w and discount factor α,
it is clear that 0 ≤ (wα+1−w) < 1. Therefore Hw is a max-norm contraction with contraction
factor (wα+ 1− w) and Q† is its unique fixed point.
Lemma 4. Tw is a contraction with contraction factor (1− w + wα).
Proof. The proof is analogous to the proof of the Lemma 3.
Lemma 5. For 1 ≤ w ≤ w∗, the contraction factor for the map Hw,
1− w + αw ≤ α.
Proof. For 1 ≤ w ≤ w∗, define f(w) = 1 − w + αw. Let w1 < w2. Then f(w1) = 1 −
w1(1 − α) > 1 − w2(1 − α) = f(w2). Hence f is increasing. In particular, for w ∈ [1, w
∗],
1 − w + αw = f(w) ≤ f(1) = α. This shows that, if w∗ > 1 and w is chosen such that
1 < w ≤ w∗, the contraction factor is strictly smaller than α.
Remark 3. Depending on the choice of w, the following observations can be made about our
proposed generalized minimax Q-learning algorithm (refer Algorithm 1).
• Case I (w = 1) : The generalized minimax Q-learning reduces to standard minimax Q-
learning.
• Case II (w < 1) : The contraction factor of Hw in this case, 1−w + αw > α, giving rise
to minimax Q-learning algorithm with slower convergence.
• Case III (w > 1) : For this choice of w, it is required that p(i|i, u, v) > 0, ∀(i, u, v) (refer
equation (6)). Under this condition, as shown in Lemma 5, the contraction factor of Hw,
(1− w + αw) < α, giving rise to a faster minimax Q-learning algorithm.
Lemma 6. Let Q∗(i, u, v) = r(i, u, v)+α
∑
j∈S
p(j|i, u, v)J∗(j) and Q† be the fixed point of Hw.
Then for all (i, u, v) ∈ S × U × V ,
Q†(i, u, v)−Q∗(i, u, v) = (1− w)
(
J∗(i)−Q∗(i, u, v)
)
.
Moreover, val[Q†(i)] = val[Q(i)] ∀i ∈ S.
Proof. By the hypothesis on Q∗, val[Q∗(i)] = TJ∗(i) = J∗(i) = TwJ
∗(i) = val[Q†(i)] ∀i ∈ S.
Since Q† is the fixed point of Hw, we have
Q†(i, u, v) = (HwQ
†)(i, u, v)
= w
(
r(i, u, v) + α
M∑
j=1
p(j|i, u, v)J∗(j)
)
+ (1− w)J∗(i)
Therefore
Q†(i, u, v)−Q(i, u, v) = (1− w)
(
J∗(i)−Q(i, u, v)
)
.
This completes the proof.
Remark 4. Lemma 6 is an interesting and important result in our paper. It shows that, even
if the standard minimax Q-value iterates and generalized minimax Q-value iterates are not the
same for all (i, u, v) tuples, the min-max values at each state given by both the algorithms are
equal. Therefore, this lemma states that generalized minimax Q-value iteration computes the
min-max value function, which is the goal of the two-player zero-sum Markov game.
We now show the convergence of generalized minimax Q-learning (refer Algorithm 1). For
this purpose, we first state the following result (proposition 4.5 on page 157 of [14]) and apply
it to show the convergence of our proposed algorithm. We consider γn(i) to be deterministic as
with our algorithm, unlike [14] where these are allowed to be random.
Theorem 1. Let {rn} be the sequence generated by the iteration
rn+1(i) = (1− γn(i))rn(i) + γn(i)
(
Frn(i) +Nn(i)
)
, n ≥ 0.
• The step-sizes γn(i) are non-negative and satisfy
∞∑
n=0
γn(i) =∞,
∞∑
n=0
γ2n(i) <∞.
• The noise terms Nn(i) satisfy
– For every i and n, we have E[Nn(i)|Fn] = 0, where
Fn = σ
{
r0(i), ..., rn(i), N0(i), · · · , Nn−1(i),
1 ≤ i ≤ d
}
.
– Given any norm ‖.‖ on Rd, there exist constants C and D such that
E[N2n(i)|Fn] ≤ C +D‖rn‖
2, ∀i, n.
• The mapping F : Rd → Rd is a max-norm contraction.
Then, rn converges to r
∗, the unique fixed point of F , with probability 1.
Theorem 2. Given a finite state-action two-player zero-sum Markov game (S, U, V, p, r, α) with
bounded payoffs i.e. |r(i, u, v)| ≤ R < ∞, ∀ (i, u, v) ∈ S × U × V , the generalized minimax
Q-learning algorithm (see Algorithm 1) given by the update rule:
Qn+1(i, u, v) = Qn(i, u, v)
+ γn
(
w
(
r(i, u, v) + αval[Qn(Yn(i, u, v))]
)
+ (1− w)val[Q(i)]−Qn(i, u, v)
)
converges with probability 1 to Q†(i, u, v) as long as∑
n
γn =∞,
∑
n
γ2n <∞,
for all (i, u, v) ∈ S × U × V .
Proof. The update rule of the algorithm is given by
Qn+1(i, u, v) =
(
1− γn
)
Qn(i, u, v)
+ γn
[
w
(
r(i, u, v) + αval[Qn(Yn(i, u, v))]
)
+ (1− w)val[Qn(i)]
]
.
Let Fn = σ
(
{Q0, Yj, ∀j < n}
)
, n ≥ 0 be the associated filtration. Now observe that Yn(i, u, v) ∼
p(.|i, u, v). Also, given (i, u, v), assume that the random variables Yn(i, u, v), n ≥ 0 are inde-
pendent. Then the above equation can be rewritten as:
Qn+1(i, u, v) =
(
1− γn
)
Qn(i, u, v)+
γn
(
(HwQn)(i, u, v) +Nn(i, u, v)
)
, (13)
where
(HwQn)(i, u, v) = E
[
w
(
r(i, u, v) + αval[Qn(Yn(i, u, v))]
)
+ (1− w)val[Qn(i)]
∣∣∣Fn], (14)
and
Nn(i, u, v) =
(
w
(
r(i, u, v) + αval[Qn(Yn(i, u, v))]
)
+ (1− w)val[Qn(i)]
)
− E
[
w
(
r(i, u, v) + αval[Qn(Yn(i, u, v))]
)
+ (1− w)val[Qn(i)]
∣∣∣Fn]. (15)
Now note, from Lemma 3, that the mappingHw is a max-norm contraction. Also, by the definition
of Nn, we have:
E[Nn
∣∣∣Fn] = 0, ∀n. (16)
Finally,
E
[
N2n(i, u, v)
∣∣∣Fn]
= E
[(
w
(
r(i, u, v) + αval[Qn(Yn(i, u, v))]
)
+ (1− w)
(
val[Qn(i)]
)
−HwQn(i, u, v)
)2]
≤ E
[(
w
(
r(i, u, v) + αval[Qn(Yn(i, u, v))]
)
+ (1− w)
(
val[Qn(i)]
))2]
≤ 3
(
w2R2 + α2w2‖Qn‖
2 + (1− w)2‖Qn‖
2
)
=(C +D ‖Qn‖
2),
where C = 3w2R2 and D = 3
(
α2w2+(1−w)2
)
. Here the first inequality follows from the fact:
E[Z − EZ]2 = E[Z2]− E[Z]2 ≤ E[Z2].
The second inequality follows from the following facts:
|r(i, u, v)| ≤ R,
‖v‖ = max
i
|v(i)|,
(a+ b+ c)2 ≤ 3(a2 + b2 + c2) ∀a, b, c and
Corollary 1.
Therefore by Theorem 1, with probability 1, the generalized minimax Q-learning iterates Qn
converge. We would like to reiterate here that, our proposed minimax Q-learning computes the
min-max value of the Markov game (this follows from Lemma 6).
V. RELATION BETWEEN GENERALIZED MINIMAX Q-LEARNING AND STANDARD MINIMAX
Q-LEARNING
In this section, we describe the relation between our proposed Generalized Minimax Q-learning
and standard Minimax Q-learning algorithms. For the given two-player zero-sum Markov game
(S, U, V, p, r, α), we construct a new game (S¯, U¯ , V¯ , q, r¯, α¯) as follows:
• S¯ = S, U¯ = U, V¯ = V
• r¯ = wr, α¯ = (1−w+αw) and for a given (i, u, v), let q(.|i, u, v) : S → [0, 1] be defined as
q(k|i, u, v) =


wαp(k|i,u,v)
(1−w+wα)
, k 6= i,
1−w+wαp(i|i,u,v)
(1−w+wα)
, k = i,
where 0 < w ≤ w∗. We note that q(.|i, u, v) is a probability mass function on S¯.
Now consider the standard minimaxQ-Bellman operator H¯ for this game given by, H¯ : RS¯×U¯×V¯ →
R
S¯×U¯×V¯ and H¯Q(i, u, v) = wr(i, u, v) + (1− w + αw)
∑
j∈S¯
q(j|i, u, v)val[Q(j)]. Note that
H¯Q(i, u, v) = wr(i, u, v) + (1− w + αw)
∑
j∈S¯
q(j|i, u, v)val[Q(j)]
= wr(i, u, v) +
∑
j∈S¯,j 6=i
wαp(j|i, u, v)val[Q(j)]
+ (1− w + wαp(j|i, u, v))val[Q(i)]
= w
(
r(i, u, v) + α
∑
j∈S
p(j|i, u, v)val[Q(j)]
)
+ (1− w)val[Q(i)]
= HwQ(i, u, v)
Hence H¯ operator of the game (S¯, U¯ , V¯ , q, r¯, α¯) is same as the Hw operator defined for the
game (S, U, V, p, r, α). Let us consider an iteration of the minimax Q-learning algorithm on
(S¯, U¯ , V¯ , q, r¯, α¯) given by
Q¯n+1(i, u, v)
=
(
1− γn
)
Q¯n(i, u, v) + γn
(
wr(i, u, v)+
(1− w + wα)val[Q¯n(Y¯n(i, u, v))]
)
=
(
1− γn
)
Q¯n(i, u, v) + γn
(
(H¯Q¯n)(i, u, v) + N¯n(i, u, v)
)
,
where γn is the step-size sequence, Y¯n(i, u, v) ∼ q(.|i, u, v), N¯n(i, u, v) =
(
wr(i, u, v) + (1 −
w + wα)val[Q¯n(Y¯n(i, u, v))]
)
− H¯Q¯n(i, u, v) and compare it with an iteration of Generalized
minimax Q-learning given by Algorithm 1. Both algorithms converge to Q†, the fixed point of
Hw, and differ only in the per-iterate noise N¯n and Nn.
Lemma 7. Suppose {Qn} are the iterates of Generalized minimax Q-learning. Then there exist
a natural number N such that ‖Qn‖ ≤
R
1−α
, for n > N almost surely.
Proof. We prove this lemma by induction. Consider the iterates Q¯n of the minimax Q-learning
algorithm with respect to the stochastic game (S¯, U¯ , V¯ , q, r¯, α¯) with initial point ‖Q¯0‖ ≤
R
1−α
.
Now assume that ‖Q¯n‖ ≤
R
1−α
. Then
‖Q¯n+1‖ ≤ (1− γn)‖Q¯n‖+ γn(w‖r‖+ (1− w + wα)‖Q¯n‖
≤ (1− γn)
R
1− α
+ γn
(
wR+ (1− w + wα)
R
1− α
)
=
R
1− α
Therefore by induction ‖Q¯n‖ ≤
R
1−α
, ∀n ≥ 0 . Now both the sequences Q¯n and Qn converge
to Q†. Therefore there exist a natural number N such that ‖Qn‖ ≤
R
1−α
, ∀n > N . Moreover
‖Q†‖ ≤ R
1−α
. This completes the proof. We note that ‖Qn‖ ≤
R
1−α
almost surely and N here is
possibly sample path dependent.
VI. MODEL-FREE GENERALISED MINIMAX Q-LEARNING
Note that an input to the Algorithm 1 is the relaxation parameter w ≤ w∗, where w∗ is defined
in (6). As w∗ depends on the transition probability function p, it is not possible to choose a valid
w in the experiments, where we do not have access to partial information of the model. In this
section, we describe our model-free generalised minimax Q-learning procedure that mitigates
the dependency on the model information.
We maintain a count matrix Cn[i][j][u][v], ∀i, j ∈ S, u ∈ U, v ∈ V that represents the number
of times until iteration n that the sample (i, u, v, j) has been encountered. We define
p′n(j|i, u, v) =
cn[i][j][u][v]
cn[i][u][v]
, ∀n ≥ 1, (17)
where cn[i][u][v] =
M∑
j=1
cn[i][j][u][v]. It is easy to see that
p′n(j|i, u, v) −→ p(j|i, u, v), ∀i, j, u, v, (18)
as n −→∞, almost surely (from Law of Large Numbers).
Now, we propose our model-free “generalised minimax Q-learning” by modifying the Step-2
of Algorithm 1 as:
dn+1(i, u, v) = wn
(
r(i, u, v) + αval[Qn(Yn(i, u, v))]
)
(19)
+(1− wn)val[Qn(i)],
where the sequence {wn, n ≥ 1} is updated as:
wn+1 = (1− γn)wn + γn
( 1
1− αmin
i,u,v
p′n(i|i, u, v)
)
. (20)
A. Convergence Analysis:
We write the two update equations as follows:
Qn+1(i, u, v) = Qn(i, u, v) + γn(h(Qn, wn) +Mn+1),
∀i, u, v (21)
wn+1 = wn + γn(g(wn) + ǫn). (22)
The function h is defined as:
h(Qn, wn)(i, u, v) = Hwn(Qn)(i, u, v)−Qn(i, u, v)
= E
[
wn
(
r(i, u, v) + αval[Qn(j)]
)
+ (1− wn)val[Qn(i)]−Qn(i, u, v)
]
.
The sequence {Mn} defined as:
Mn+1 = wn
(
r(i, u, v) + αval[Qn(Yn(i, u, v))]
)
(23)
+(1− wn)val[Qn(i)]−Qn(i, u, v)− h(Qn, wn),
is a Martingale noise sequence with respect to the increasing σ−fields
Fn := {Q0, w0,M0, . . . , wn,Mn}, n ≥ 0,
satisfying
E[||Mn+1||
2|Fn] ≤ 3w
2
n
(
max
i,u,v
|r(i, u, v)|
)2
+
6α2
(1− α)2
||Qn||
2
≤ K
(
1 + ||wn||
2 + ||Qn||
2
)
, (24)
where K = max
{
3
(
max
i,u,v
|r(i, u, v)|
)2
,
6α2
(1− α)2
}
. The function g is defined as:
g(wn) =
1
1− αmin
i,u,v
p(i|i, u, v)
− wn
Finally, ǫn is defined as:
ǫn =
1
1− αmin
i,u,v
p′n(i|i, u, v)
−
1
1− αmin
i,u,v
p(i|i, u, v)
,
where p′n is updated as shown in the equation (17). Note that, from equation (18), we get
ǫn −→ 0, as n −→ ∞, (25)
almost surely. We first make an assumption on boundedness of {Qn} iterates.
Assumption 1. ||Qn|| ≤ B <∞, ∀n ≥ 0.
We have shown in Lemma 7 that the solution ‖Q†‖ ≤ R
1−α
. Here we also make an assumption
that there exists a large B <∞ such that {Qn}, n ≥ 1 iterates lie in the set [−B,B]
|S|×|U |×|V |.
Moreover, it is clear from (22) that wn ∈
[
1,
1
1− α
]
, ∀n ≥ 0.
Lemma 8. Functions h(Q,w) and g(w) are Lipschitz.
Proof. Consider p, q ∈ [−B,B]|S|×|U |×|V | and w1, w2 ∈ [1,
1
1−α
]. Let R = max
i,u,v
|r(i, u, v)|. Then,
||h(p, w1)− h(q, w2)|| ≤||h(p, w1)− h(q, w1)||+ (26)
||h(q, w1)− h(q, w2)||.
||h(p, w1)− h(q, w1)|| ≤ ||Hw1(p)−Hw1(q)||+ ||p− q||
≤ (1− w1 + w1α)||p− q||+ ||p− q||
≤ 2||p− q||,
|(h(q, w1)− h(q, w2))(i, u, v)| ≤ |w1 − w2|E[|r(i, u, v)
+ αval[q(j)]− val[q(i)|]
≤ |w1 − w2|(R + 2B)
Hence,
||h(p, w1)− h(q, w2)|| ≤ L(||p− q||+ |w1 − w2|),
where L = max{2, R + 2B}. Finally,
|g(w1)− g(w2)| ≤ |w1 − w2|.
Therefore the functions h(Q,w) and g(w) are Lipschitz.
We now consider the iterates in (21) and (22) in a combined form as follows:
xn+1 = xn + γn(f(xn) +M
′
n+1 + ǫ
′
n), (27)
where xn =

Qn
wn

, f(xn) =

Hwn(Qn)−Qn
w∗ − wn

, M ′n+1 =

Mn+1
0

 and ǫ′n =

 0
ǫn

.
Theorem 3. xn −→ x
∗, where x∗ =

Q†
w∗

, almost surely.
Proof. The iterates {xn} in (27) track the ODE [15, Section 2.2]:
x˙ = f(x) =

Hw(Q)−Q
w∗ − w

 .
The unique equilibrium point of x˙ = f(x) is x∗ =

Q†
w∗

. From equations (24), (25) and Lemma
8 we have xn −→ x
∗, almost surely.
VII. EXPERIMENTS AND RESULTS
We refer to the Algorithm 1, with w = w∗, as “Generalised optimal minimax Q-learning” and
the model-free algorithm derived in the previous section as “Generalised minimax Q-learning”
algorithm in the experiments. We generate a two-player zero-sum Markov game and run all the
three algorithms for 50 independent episodes in each of the three cases - (a). 10 states and 5
actions for each of the agents, (b). 20 states and 5 actions for each of the agents and (c). 50
states and 5 actions for each of the agents. The discount factor is set to 0.6. The probability
transition matrix generated satisfies p(i|i, u, v) > 0 ∀i, u, v as this condition is required for
faster performance of the generalized optimal minimax Q-learning (Case III of Remark 3) and
generalized minimax Q-learning. All the three algorithms are run for 1000 iterations in each
episode with the same step-size sequences. The code for our experiments is available at [17].
The comparison criterion considered is the average error. It is calculated as follows. At the
end of each episode of the algorithm, the norm difference between estimate of the min-max
value function and the actual min-max value function is computed. This process is repeated for
all the 50 episodes and the average is computed. That is :
Average Error =
1
50
50∑
k=1
‖J∗ − val[Qk(.)]‖2, (28)
where J∗ is the min-max value function of the game and Qk(.) is the minimax Q-value function
estimate obtained at the end of kth episode of the algorithm.
In Table I, we report the average error of three algorithms. We can see that, generalized
optimal minimax Q-learning has the least average error, followed by the generalized minimax
Q-leaning algorithm. This is expected as the generalized optimal Q-learning algorithm makes
Algorithm 10 states 20 states 50 states
Standard minimax
Q-learning
0.68 ±
0.07
1.67 ±
0.13
3.99 ±
0.11
Generalized minimax
Q-learning
0.49 ±
0.08
1.43 ±
0.18
3.75 ±
0.12
Generalized optimal
minimax Q-learning
0.35 ±
0.08
1.26 ±
0.19
3.59 ±
0.14
Table I: Comparison of Error among three algorithms averaged across 50 episodes
use of the optimal relaxation parameter w∗ in its updates, which is not practical. Therefore,
we conclude that, under the special structure of the game, our proposed generalized minimax
Q-learning (which is completely a model-free algorithm) performs empirically better than the
standard minimax Q-learning algorithm.
VIII. CONCLUSIONS
In this work, we use the technique of successive relaxation to propose a modified min-max
Bellman operator for two-player zero-sum games. We prove that the contraction factor of this
modified min-max Bellman operator is less than the discount factor (contraction of the standard
min-max Bellman operator) for the choice of w > 1. The construction of the modified Q-Bellman
operator enabled us to develop a generalized minimax Q-learning algorithm. We show the almost
sure convergence of our proposed algorithm. We then derive a relation between our proposed
algorithm and the standard minimax Q-learning algorithm. We also propose a model-free (from
samples) version of our algorithm and prove its convergence under the boundedness of iterates
assumption. In the future, we would like to incorporate function approximation architecture and
apply our proposed algorithm on practical applications.
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