Introduction
(1) (i) A sample x 1 , ... , x^ is drawn from the normal distribution
(1) (2) (2) (2) N(y , E), and a sample x , ... , x is drawn from N(y , E).
/-a \ (O^S
The p-component mean vectors y and y and the common covariance matrix £ are unknown; it is assumed that y ^ y " and E is nonsingular. Another observation x is drawn. It is desired to classify this observation as coming from N(y , E) or N(y , E). [See T. W. Anderson (1951) or T. W. Anderson (1958) , Chapter 6.J
The observation x may be classified by means of the classification and £x = y (2) , respectively. In this paper we make asymptotic expansions of the distribution of (W -y a)//a and (W + -a)//a in these two cases, respectively.
*The coefficients a.,, and a"" should be replaced by -a», and -a,., respectively.
The Asymptotic Expansion
The statistics x, x , x , and S are independently distributed according to N(y, 2), N[y (2) , (1/lOZ], N[y (2) , (1/N")E], and W(Z, n) , respectively; here y = Ibx and W(E, n) denotes the Wishart distribution with n degrees of freedom. We write
- (1) -(2) Since x has the distribution N(y, £) independently of x , x , and S, the conditional distribution of (x^ -x^ ')'S~ (x-y) is
has the distribution N(0, 1). Then (7) is
The distribution of W and a is invariant with respect to the *1» n (N^ + l:
We can write
Then (as Taylor series expansions) we have Let J be the set of Y, Z, and V such that |y.| < 2/log n, |z i l < 2/log n, i = 1, ... , p , and |v ± | < 2 log n, i, j = 1, ... , p.
As shown in the Appendix, Okamoto. At y = -yA = -y/a (corresponding to the cut-off point 0)
1 j--the correction term of order .1/n to the probability for (W + y /a)//a 2 is about y as much as for (W + -/a/v^a.
As indicated in the introduction, the statistician may want to use the evaluation of Pr{(W --/a)//a <_ u} in order to set the cut-off point c = ui/a + y -/a in order to obtain a specified probability of misclassification or at least approximate a specified probability. The crudest approximation is to take u so $(u) is the specified probability.
This approximation» however, is not very good; the error of the approxi-3/2 mation is evaluated above to order 1/n . The error depends on the unknown parameter if p > 1. To get a better approximation let $(u+Au) be the specified probability, where
Then the actual probability is the specified one with an error of order -3/2 r~ 7--1/2 n (because /a is /a with an error of order n ).
For further discussion, see Anderson (1972) .
APPENDIX
To control the errors of approximation\e define the set J by |y | < 2/log n, |.z | < 2/log n, j =1, ... , p, and |v | < 2 log n, -2 i, j = 1, ... , p. We want to show Pr{j } = 1 -0(n ).
We have when E = I _ I where 0=0'. We use the Tchebycheff-type inequality [Chernoff (1952) = o(n ).
-2 Similarly Pr{-v. . > 2 log n} = o(n ). We have for i =f j (A. 7) Pr{v.. > 2 log n} = Pr{v£" s.. > 2 log n} = Pr{n s.. > 2/n log n} 1J K e -92^n" log n (1 _ e 2 ) -l/2 n 1 2 for 0 < 9 < -. Let 8 = k/Vn, where k > 1. For n > 4k (A.8) Pr{v, . > 2 log n} _< constant x e s = o(n ).
Similarly Pr{-v.. > 2 log n} = o(n ). Then -2 (A.9) Pr{|v I < 2 log n, i, j = 1, ... , p} = l-o(n )
