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THE TAME AUTOMORPHISM GROUP OF AN AFFINE QUADRIC
THREEFOLD ACTING ON A SQUARE COMPLEX
CINZIA BISI, JEAN-PHILIPPE FURTER AND ST ´EPHANE LAMY
Abstract. We study the group Tame(SL2) of tame automorphisms of a smooth
affine 3-dimensional quadric, which we can view as the underlying variety of
SL2(C). We construct a square complex on which the group admits a natural
cocompact action, and we prove that the complex is CAT(0) and hyperbolic. We
propose two applications of this construction: We show that any finite subgroup
in Tame(SL2) is linearizable, and that Tame(SL2) satisfies the Tits alternative.
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Introduction
The structure of transformation groups of rational surfaces is quite well under-
stood. By contrast, the higher dimensional case is still essentially a terra incognita.
This paper is an attempt to explore some aspects of transformation groups of ratio-
nal 3-folds.
The ultimate goal would be to understand the structure of the whole Cremona
group Bir(P3). Since this seems quite a formidable task, it is natural to break down
the study by looking at some natural subgroups of Bir(P3), with the hope that this
gives an idea of the properties to expect in general. We now list a few of these
subgroups, in order to give a feeling about where our modest subgroup Tame(SL2)
fits into the bigger picture. A first natural subgroup is the monomial group GL3(Z),
where a matrix (ai j) is identified to a birational map of C3 by taking
(x, y, z) d (xa11 ya12za13 , xa21ya22 za23 , xa31ya32 za33 ).
Another natural subgroup is the group of polynomial automorphisms of C3. These
two examples seem at first glance quite different in nature, nevertheless it turns
out that both are contained in the subgroup Bir0(P3) of birational transformations
of genus 0, which are characterized by the fact that they admit a resolution by
blowing-up points and rational curves (see [Fru73, Lam13]). On the other hand,
it is known (see [Pan99]) that given a smooth curve C of arbitrary genus, there
exists an element f of Bir(P3) with the property that any resolution of f must
involve the blow-up of a curve isomorphic to C. So we must be aware that even if
a full understanding of the group Aut(C3) still seems far out of reach, this group
Aut(C3) is such a small subgroup of Bir(P3) that it might turn out not to be a good
representative of the wealth of properties of the whole group Bir(P3).
GL3(Z)⊃
Bir(P3) Bir0(P3)⊃ Aut(C3)⊃ Tame(C3)⊃
Aut(SL2)
⊃
Tame(SL2)⊃
Figure 1. A few subgroups of Bir(P3).
The group Aut(C3) is just a special instance of the following construction: given
a rational affine 3-fold V , the group Aut(V) can be identified with a subgroup of
Bir(P3). Apart from V = C3, another interesting example is when V ⊆ C4 is
an affine quadric 3-fold, say V is the underlying variety of SL2. In this case the
group Aut(V) still seems quite redoubtably difficult to study. We are lead to make a
further restriction and to consider only the smaller group of tame automorphisms,
either in the context of V = C3 or SL2.
The definition of the tame subgroup for Aut(Cn) is classical. Let us recall it in
dimension 3. The tame subgroup Tame(C3) is the subgroup of Aut(C3) generated
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by the affine group A3 = GL3 ⋉C3 and by elementary automorphisms of the form
(x, y, z) 7→ (x + P(y, z), y, z). A natural analogue in the case of an affine quadric
3-fold was given recently in [LV13]. This is the group Tame(SL2), which will be
the main object of our study in this paper.
When we consider the 2-dimensional analogues of the groups in Figure 1, we
obtain in particular the Cremona group Bir(P2), the monomial group GL2(Z) and
the group of polynomial automorphisms Aut(C2). A remarkable feature of these
groups is that they all admit natural actions on some sort of hyperbolic spaces. For
instance the group SL2(Z) acts on the hyperbolic half-plane H2, since PSL2(Z) ⊆
PSL2(R) ≃ Isom+(H2). But SL2(Z) also acts on the Bass-Serre tree associated
with the structure of amalgamated product SL2(Z) ≃ Z/4 ∗Z/2 Z/6. A tree, or the
hyperbolic plane H2, are both archetypal examples of spaces which are hyperbolic
in the sense of Gromov. The group Aut(C2) also admits a structure of amalgamated
product. This is the classical theorem of Jung and van der Kulk, which states that
Aut(C2) = A2 ∗A2∩E2 E2, where A2 and E2 are respectively the subgroups of affine
and triangular automorphisms. So Aut(C2) also admits an action on a Bass-Serre
tree, and we know since the work of Danilov and Gizatullin [GD77] that the same
is true for many other affine rational surfaces. Finally, it was recently realized that
the whole group Bir(P2) also acts on a hyperbolic space, via a completely different
construction: By simultaneously considering all possible blow-ups over P2, it is
possible to produce an infinite dimensional analogue of H2 on which the Cremona
group acts by isometries (see [Can11, CL13]).
With these facts in mind, given a 3-dimensional transformation group it is natu-
ral to look for an action of this group on some spaces with non-positive curvature,
in a sense to be made precise. Considering the case of monomial maps, we have
a natural action of SL3(Z) on the symmetric space SL3(R)/SO3(R), see [BH99,
II.10]. The later space is a basic example of a CAT(0) symmetric space. Re-
call that a CAT(0) space is a geodesic metric space where all triangles are thinner
than their comparison triangles in the Euclidean plane. We take this as a hint that
Bir(P3) or some of its subgroups should act on spaces of non-positive curvature.
At the moment it is not clear how to imitate the construction by inductive limits of
blow-ups to obtain a space say with the CAT(0) property, so we try to generalize
instead the more combinatorial approach of the action on a Bass-Serre tree. The
group Tame(C3) does not possess an obvious structure of amalgamated product
over two of its subgroups. We should mention here that it was recently observed
in [Wri13] that the group Tame(C3) can be described as the amalgamation of three
of its subgroups along pairwise intersections; in fact a similar structure exists for
the Cremona group Bir(P2) as was noted again by Wright a long time ago (see
[Wri92]). Such an algebraic structure yields an action of Tame(C3) on a natural
simply connected 2-dimensional simplicial complex. However it is still not clear if
this complex has good geometric properties, and so it is not immediate to answer
the following:
Question A. Is there a natural action of Tame(C3) on some hyperbolic and/or
CAT(0) space?
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Of course, this question is rather vague. In our mind an action on some hyper-
bolic space would qualify as a “good answer” to Question A if it allows to answer
the following questions, which we consider to be basic tests about our understand-
ing of the group:
Question B. Is any finite subgroup in Tame(C3) linearizable?
Question C. Does Tame(C3) satisfy the Tits alternative?
To put this into a historical context, let us review briefly the similar questions
in dimension 2. The fact that any finite subgroup in Aut(C2) is linearizable is
classical (see for instance [Kam79, Fur83]). The Tits alternative for Aut(C2) and
Bir(P2) were proved respectively in [Lam01] and [Can11], and the proofs involve
the actions on the hyperbolic spaces previously mentioned.
Now we come to the group Tame(SL2). We define it as the restriction to SL2 of
the subgroup Tameq(C4) of Aut(C4) generated by O4 and E24, where O4 is the com-
plex orthogonal group associated with the quadratic form given by the determinant
q = x1x4 − x2x3, and
E24 =
{(
x1 x2
x3 x4
)
7→
(
x1 x2 + x1P(x1, x3)
x3 x4 + x3P(x1, x3)
)
; P ∈ C[x1, x3]
}
.
One possible generalization of simplicial trees are CAT(0) cube complexes (see
[Wis12]). We briefly explain how we construct a square complex on which this
group acts cocompactly (but certainly not properly!). Each element of Tame(SL2)
can be written as f =
( f1 f2
f3 f4
)
. Modulo some identifications that we will make
precise in Section 2, we associate vertices to each component fi, to each row or
column ( f1, f2), ( f3, f4), ( f1, f3), ( f2, f4) and to the whole automorphism f . On
the other hand, (undirected) edges correspond to inclusion of a component inside
a row or column, or of a row or column inside an automorphism. This yields a
graph, on which we glue squares to fill each loop of four edges (see Figure 3), to
finally obtain a square complex C.
In this paper we answer analogues of Questions A to C in the context of the
group Tame(SL2). The main ingredient in our proofs is a natural action by isome-
tries on the complex C, which admits good geometric properties:
Theorem A. The square complex C is CAT(0) and hyperbolic.
As a sample of possible applications of such a construction we obtain:
Theorem B. Any finite subgroup in Tame(SL2) is linearizable, that is, conjugate
to a subgroup of the orthogonal group O4.
Theorem C. The group Tame(SL2) satisfies the Tits alternative, that is, for any
subgroup G ⊆ Tame(SL2) we have:
(1) either G contains a solvable subgroup of finite index;
(2) or G contains a free subgroup of rank 2.
The paper is organized as follows. In Section 1 we gather some definitions and
facts about the groups Tame(SL2) and O4. The square complex is constructed in
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Section 2, and some of its basic properties are established. Then in Section 3 we
study its geometry: links of vertices, non-positive curvature, simple connectedness,
hyperbolicity. In particular, we obtain a proof of Theorem A. In studying the geom-
etry of the square complex one realizes that some simplicial trees naturally appear
as substructures, for instances in the link of some vertices, or as hyperplanes of the
complex. At the algebraic level this translates into the existence of many amalga-
mated product structures for subgroups of Tame(SL2). In Section 4 we study in
details some of these products, which are reminiscent of Russian nesting dolls (see
Figure 14). Groups acting on CAT(0) spaces satisfy nice properties: for instance
any such finite group admits a fixed point. In Section 5 we exploit such geometric
properties to give a proof of Theorems B and C. In Section 6 we give some exam-
ples of elliptic, parabolic and loxodromic subgroups, which appear in the proof of
the Tits alternative. We also briefly discuss the case of Tame(C3), comment on the
recent related work [Wri13], and propose some open questions. Finally we gather
in an annex some reworked results from [LV13] about the theory of elementary
reductions on the groups Tame(SL2) and Tameq(C4).
1. Preliminaries
We identify C4 with the space of 2 × 2 complex matrices. So a polynomial
automorphism f of C4 is denoted by
f :
(
x1 x2
x3 x4
)
7→
( f1 f2
f3 f4
)
,
where fi ∈ C[x1, x2, x3, x4] for 1 ≤ i ≤ 4, or simply by f =
( f1 f2
f3 f4
)
. We choose
to work with the smooth affine quadric given by the equation q = 1, where q =
x1x4 − x2x3 is the determinant:
SL2 =
{(
x1 x2
x3 x4
)
; x1x4 − x2x3 = 1
}
.
We insist that we use this point of view for notational convenience, but we are
interested only in the underlying variety of SL2. In particular Aut(SL2) is the group
of automorphism of SL2 as an affine variety, and not as an algebraic group.
We denote by Autq(C4) the subgroup of Aut(C4) of automorphisms preserving
the quadratic form q:
Autq(C4) = { f ∈ Aut(C4); q ◦ f = q}.
We will often denote an element f ∈ Autq(C4) in an abbreviated form such as
f =
( f1 f2
f3 ...
)
: Here the dots should be replaced by the unique polynomial f4 such
that f1 f4 − f2 f3 = x1x4 − x2x3. We call Tameq(C4) the subgroup of Autq(C4)
generated by O4 and E24, where O4 = Autq(C4) ∩ GL4 is the complex orthogonal
group associated with q, and E24 is the group defined as
E24 =
{(
x1 x2 + x1P(x1, x3)
x3 x4 + x3P(x1, x3)
)
; P ∈ C[x1, x3]
}
.
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We denote by ρ : Autq(C4) → Aut(SL2) the natural restriction map, and we define
the tame group of SL2, denoted by Tame(SL2), to be the image of Tameq(C4)
by ρ. We also define STameq(C4) as the subgroup of index 2 in Tameq(C4) of
automorphisms with linear part in SO4, and the special tame group STame(SL2) =
ρ(STameq(C4)).
Remark 1.1. The morphism ρ is clearly injective in restriction to O4 and to E24:
This justifies that we will consider O4 and E24 as subgroups of Tame(SL2). On
the other hand it is less clear if ρ induces an isomorphism between Tameq(C4)
and Tame(SL2): It turns out to be true, but we shall need quite a lot of machinery
before being in position to prove it (see Proposition 4.19). Nevertheless by abuse
of notation if f =
( f1 f2
f3 f4
)
is an element of Tameq(C4) we will also consider f as an
element of Tame(SL2), the morphism ρ being implicit. See also Section 6.2.2 for
other questions around the restriction morphism ρ.
The Klein four-group V4 will be considered as the following subgroup of O4:
V4 =
{
id,
(
x4 x2
x3 x1
)
,
(
x1 x3
x2 x4
)
,
(
x4 x3
x2 x1
)}
.
In particular V4 contains the transpose automorphism τ =
( x1 x3
x2 x4
)
.
1.1. Tame(SL2). We now review some results which are essentially contained in
[LV13]. However, we adopt some slightly different notations and definitions. For
the convenience of the reader, we give self-contained proofs of all needed results
in an annex.
We define a degree function on C[x1, x2, x3, x4] with value in N4 ∪ {−∞} by
taking
degC4 x1 = (2, 1, 1, 0) degC4 x2 = (1, 2, 0, 1)
degC4 x3 = (1, 0, 2, 1) degC4 x4 = (0, 1, 1, 2)
and by convention degC4 0 = −∞. We use the graded lexicographic order on
N4 to compare degrees. We obtain a degree function on the algebra C[SL2] =
C[x1, x2, x3, x4]/(q − 1) by setting
deg p = min{degC4 r; r ≡ p mod (q − 1)}.
We define two notions of degree for an automorphism f =
( f1 f2
f3 f4
)
∈ Tame(SL2):
degsum f =
∑
1≤ i≤ 4
deg fi;
degmax f = max
1≤ i≤ 4
deg fi.
Lemma 1.2. Let f be an element in Tame(SL2).
(1) For any u ∈ O4, we have degmax f = degmax u ◦ f .
(2) We have f ∈ O4 if and only if degmax f = (2, 1, 1, 0).
Proof. (1) Clearly degmax u◦ f ≤ degmax f , and similarly we get degmax f =
degmax u−1 ◦ (u ◦ f ) ≤ degmax u ◦ f .
THE TAME AUTOMORPHISM GROUP OF AN AFFINE QUADRIC THREEFOLD 7
(2) This follows from the fact that if P ∈ C[x1, x2, x3, x4] with degC4 P =
(i, j, k, l), then the ordinary degree of P is the average 14 (i + j + k + l). 
The degree degsum was the one used in [LV13], with a different choice of
weights with value in N3. Because of the nice properties in Lemma 1.2 we pre-
fer to use degmax, together with the above choice of weights. The choice to use a
degree function with value in N4 is mainly for aesthetic reasons, on the other hand
the property that the ordinary degree is recovered by taking mean was the main
impulse to change the initial choice. From now on we will never use degsum, and
we simply denote deg = degmax.
An elementary automorphism (resp. a generalized elementary automor-
phism) is an element e ∈ Tame(SL2) of the form
e = u
(
x1 x2 + x1P(x1, x3)
x3 x4 + x3P(x1, x3)
)
u−1
where P ∈ C[x1, x3], u ∈ V4 (resp. u ∈ O4). Note that any elementary automor-
phism belongs to (at least) one of the four subgroups E12, E34, E13, E24 of Tame(SL2)
respectively defined as the set of elements of the form(
x1 + x3Q(x3, x4) x2 + x4Q(x3, x4)
x3 x4
)
,
(
x1 x2
x3 + x1Q(x1, x2) x4 + x2Q(x1, x2)
)
,(
x1 + x2Q(x2, x4) x2
x3 + x4Q(x2, x4) x4
)
,
(
x1 x2 + x1Q(x1, x3)
x3 x4 + x3Q(x1, x3)
)
,
where Q is any polynomial in two indeterminates.
We say that f ∈ Tame(SL2) admits an elementary reduction if there exists an
elementary automorphism e such that deg e ◦ f < deg f . In [LV13], the definition
of an elementary automorphism is slightly different. However all these changes –
new weights, new degree, new elementary reduction – do not affect the formulation
of the main theorem; in fact it simplifies the proof:
Theorem 1.3 (see Theorem A.1). Any non-linear element of Tame(SL2) admits an
elementary reduction.
Since the graded lexicographic order of N4 is a well-ordering, Theorem 1.3 im-
plies that any element f of Tame(SL2) admits a finite sequence of elementary re-
ductions
f → e1 ◦ f → e2 ◦ e1 ◦ f → · · · → en ◦ · · · ◦ e1 ◦ f
such that the last automorphism is an element of O4.
An important technical ingredient of the proof is the following lemma, which
tells that under an elementary reduction, the degree of both affected components
decreases strictly.
Lemma 1.4 (see Lemma A.8). Let f =
( f1 f2
f3 f4
)
∈ Tame(SL2). If e ∈ E13 and
e ◦ f =
( f ′1 f2f ′3 f4
)
,
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then
deg e ◦ f∢ deg f ⇐⇒ deg f ′1∢ deg f1 ⇐⇒ deg f ′3∢ deg f3
for any relation ∢ among <, >, ≤, ≥ and =.
A useful immediate corollary is:
Corollary 1.5. Let f =
( f1 f2
f3 f4
)
∈ STame(SL2) be an automorphism such that
f1 = x1. Then f is a composition of elementary automorphisms preserving x1. In
particular, f2 and f3 do not depend on x4 and we can view ( f2, f3) as defining an
element of the subgroup of AutC[x1] C[x1][x2, x3] generated by (x3, x2) and auto-
morphisms of the form (ax2 + x1P(x1, x3), a−1x3). In particular, if f3 = x3, there
exists some polynomial P such that f2 = x2 + x1P(x1, x3).
Remark 1.6. We obtain the following justification for the definition of the group
E24: Any automorphism f =
( f1 f2
f3 f4
)
in Tame(SL2) such that f1 = x1 and f3 = x3
belongs to E24.
Lemma 1.7 (see Lemma A.12). Let f ∈ Tame(SL2), and assume there exist two
elementary automorphisms
e =
(
x1 + x3Q(x3, x4) x2 + x4Q(x3, x4)
x3 x4
)
∈ E12,
e′ =
(
x1 + x2P(x2, x4) x2
x3 + x4P(x2, x4) x4
)
∈ E13,
such that deg e ◦ f ≤ deg f and deg e′ ◦ f < deg f .
Then we are in one of the following cases:
(1) Q = Q(x4) ∈ C[x4];
(2) P = P(x4) ∈ C[x4];
(3) There exists R(x4) ∈ C[x4] such that deg( f2 + f4R( f4)) < deg f2;
(4) There exists R(x4) ∈ C[x4] such that deg( f3 + f4R( f4)) < deg f3.
1.2. Orthogonal group.
1.2.1. Definitions. Recall that we denote by O4 the orthogonal group of C4 asso-
ciated with the quadratic form q = x1x4 − x2x3. We have O4 = 〈SO4, τ〉, where
τ =
( x1 x3
x2 x4
) denotes the involution given by the transposition. The 2 : 1 morphism
of groups
SL2 × SL2 → SO4
(A, B) 7→ A ·
(
x1 x2
x3 x4
)
· Bt
is the universal cover of SO4. Here the product A ·
( x1 x2
x3 x4
) · Bt actually denotes the
usual product of matrices. However, if f =
( f1 f2
f3 f4
)
and g =
( g1 g2
g3 g4
)
are elements of
O4, their composition is
f ◦ g =
( f1 ◦ g f2 ◦ g
f3 ◦ g f4 ◦ g
)
∈ O4
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which must not be confused with the product of the 2 × 2 matrices
( f1 f2
f3 f4
)
and( g1 g2
g3 g4
)
! (see also Remark 1.8 below).
1.2.2. Dual quadratic form. We now study the totally isotropic spaces of a qua-
dratic form on the dual of C4 in order to understand the geometry of the group
O4.
In this section we set V = C4 and we denote by V∗ the dual of V . We denote
respectively by e1, e2, e3, e4 and x1, x2, x3, x4 the canonical basis of V and the dual
basis of V∗. Since q(x) = x1x4 − x2x3 is a non degenerate quadratic form on V ,
there is a non degenerate quadratic form q∗ on V∗ corresponding to q. Moreover,
any endomorphism f of V belongs to the orthogonal group O(V, q) if and only if its
transpose f t belongs to the orthogonal group O(V∗, q∗). In other words, we have
q ◦ f = q if and only if q∗ ◦ f t = q∗. Since the matrix of q in the canonical basis is
A = 12
( 0 0 0 1
0 0 −1 0
0 −1 0 0
1 0 0 0
)
, then, the matrix of q∗ in the dual basis is A−1 = 2
( 0 0 0 1
0 0 −1 0
0 −1 0 0
1 0 0 0
)
.
We denote by 〈· , ·〉 the bilinear pairing V∗ × V∗ → C associated with 14q∗ (so that
its matrix in the dual basis is 14 A
−1 = A).
Remark 1.8. In this paper, each element of O4 is denoted in a rather unusual way
as a 2 × 2 matrix of the form f =
( f1 f2
f3 f4
)
, where each fi = ∑ j fi, jx j, fi, j ∈ C, is an
element of V∗. The corresponding more familiar 4×4 matrix is M := ( fi, j)1≤ i, j≤ 4 ∈
M4(C) and it satisfies the usual equality MtAM = A.
Lemma 1.9. Consider f =
( f1 f2
f3 f4
)
, where the elements fk belong to V∗. Then, the
following assertions are equivalent:
(1) f ∈ O4;
(2) 〈 fi, f j〉 = 〈xi, x j〉 for all i, j ∈ {1, 2, 3, 4}.
Proof. Observe first that f t(xi) = fi(x1, . . . , x4) for i = 1, . . . , 4. Then, we have
seen that f ∈ O4 if and only if f t belongs to the orthogonal group O(V∗, 14q∗), i.e.
if and only if for any x, y ∈ V∗, we have 〈 f t(x), f t(y)〉 = 〈x, y〉. This last equality is
satisfied for all x, y ∈ V∗ if and only if it is satisfied for any x, y ∈ {x1, x2, x3, x4}. 
Recall that a subspace W ⊆ V∗ is totally isotropic (with respect to q∗) if for all
x, y ∈ W , 〈x, y〉 = 0.
Lemma 1.10. Let f1, f2 be linearly independent elements of V∗. The following
assertions are equivalent:
(1) Vect( f1, f2) is totally isotropic ;
(2) There exist f3, f4 ∈ V∗ such that
( f1 f2
f3 f4
)
∈ O4.
Proof. If
( f1 f2
f3 f4
)
∈ O4, then by Lemma 1.9 for any i, j ∈ {1, 2} we have 〈 fi, f j〉 =
〈xi, x j〉 = 0.
Conversely, if 〈 fi, f j〉 = 〈xi, x j〉 = 0 for any i, j ∈ {1, 2}, by Witt’s Theorem (see
e.g. [Ser77b, p. 58]) we can extend the map x1 7→ f1, x2 7→ f2 as an isometry
V∗ → V∗. Then denoting by f3, f4 the images of x3, x4, we have 〈 fi, f j〉 = 〈xi, x j〉
for all i, j ∈ {1, 2, 3, 4}. We conclude by Lemma 1.9. 
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If
( f1 f2
f3 f4
)
∈ O4, the planes Vect( f1, f2), Vect( f3, f4), Vect( f1, f3) and Vect( f2, f4)
are totally isotropic. Moreover the following decompositions hold:
V∗ = Vect( f1, f2) ⊕ Vect( f3, f4) and V∗ = Vect( f1, f3) ⊕ Vect( f2, f4).
We have the following reciprocal result.
Lemma 1.11. Let W and W ′ be two totally isotropic planes of V∗ such that V∗ =
W ⊕ W ′. Then for any basis ( f1, f2) of W, there exists a unique basis ( f3, f4) of W ′
such that
( f1 f2
f3 f4
)
∈ O4.
Proof. Existence. By Witt’s Theorem, we may assume that f1 = x1 and f2 = x2.
Let f3, f4 be a basis of W ′. If we express them in the basis x1, x2, x3, x4, we get
f3 = a1x1 + a2x2 + a3x3 + a4x4 and f4 = b1x1 + b2x2 + b3x3 + b4x4. Since
x1, x2, f3, f4 is a basis of V∗, we get det
(
a3 a4
b3 b4
)
, 0. Therefore, up to replacing
f3 and f4 by some linear combinations, we may assume that
(
a3 a4
b3 b4
)
=
(
1 0
0 1
)
, i.e.
f3 = a1x1 + a2x2 + x3 and f4 = b1x1 + b2x2 + x4.
Since 〈 f3, f3〉 = −a2 and 〈 f4, f4〉 = b1, we get a2 = b1 = 0. Finally, 〈 f3, f4〉 =
1
2 (a1 − b2), so that a1 = b2, f3 = x3 + a1x1 and f4 = x4 + a1x2.
Now it is clear that ( x1 x2x3+a1x1 x4+a1 x2 ) ∈ O4.
Unicity. Let ( f3, f4) and ( ˜f3, ˜f4) be two bases of W ′ such that
( f1 f2
f3 f4
)
and
( f1 f2
˜f3 ˜f4
)
belong to O4. From f1 f4 − f2 f3 = f1 ˜f4 − f2 ˜f3, we get f2( ˜f3 − f3) = f1( ˜f4 − f4).
Since f1 and f2 are coprime, we get the existence of a polynomial λ such that
˜f3 − f3 = λ f1 and ˜f4 − f4 = λ f2. Since the fi and ˜f j are linear forms, we see that
λ is a constant. This proves that ˜f3 − f3 and ˜f4 − f4 are elements in W ∩ W ′ = {0},
and we obtain ( f3, f4) = ( ˜f3, ˜f4). 
Lemma 1.12. For any nonzero isotropic vector f1 of V∗, there exist exactly two
totally isotropic planes of V∗ containing f1. Furthermore, they are of the form
Vect( f1, f2) and Vect( f1, f3), where
( f1 f2
f3 ...
)
is an element of O4.
Proof. By Witt’s theorem, we may assume that f1 = x1. Any totally isotropic
subspace W in V∗ containing x1 is included into x⊥1 = Vect(x1, x2, x3). Therefore,
there exist a2, a3 ∈ C such that W = Vect(x1, a2x2 + a3x3). Finally, since q∗(a2x2 +
a3x3) = −4a2a3 = 0 (recall that q∗(u) = 4〈u, u〉 for any u ∈ V∗), W is equal to
Vect(x1, x2) or Vect(x1, x3). 
Lemma 1.13. Let W and W ′ be two totally isotropic planes of V∗. Then there
exists f ∈ O4 such that f (W) = Vect(x3, x4) and f (W ′) is one of the following three
possibilities:
(1) f (W ′) = Vect(x3, x4);
(2) f (W ′) = Vect(x1, x2);
(3) f (W ′) = Vect(x2, x4).
Proof. By Witt’s theorem there exists f ∈ O4 such that f (W) = Vect(x3, x4). If
W ′ = W we are in Case (1), and if W ∩W ′ = {0} then we can apply Lemma 1.11 to
get Case (2). Assume now that W ∩ W ′ is a line. Again by Witt’s theorem we can
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assume that W ∩W ′ = Vect(x4), and then we conclude by Lemma 1.12 that we are
in Case (3). 
We can reinterpret the last two lemmas in geometric terms.
Remark 1.14. The isotropic cone of q∗ is given by a1a4 − a2a3 = 0, where f =
a1x1 + · · · + a4x4 ∈ V∗. In particular this is a cone over a smooth quadric surface
S in P(V∗) ≃ P3. Totally isotropic planes correspond to cones over a line in S ,
but S is isomorphic to P1 × P1, and lines in S correspond to horizontal or vertical
ruling. From this point of view Lemma 1.12 is just the obvious geometric fact that
any point in S belongs to exactly two lines, one vertical and the other horizontal.
Similarly, Lemma 1.13 is the fact that O4 acts transitively on pairs of disjoint lines,
and on pairs of intersecting lines.
Corollary 1.15. Let e, e′ be two generalized elementary automorphisms. Then, up
to conjugation by an element of O4, we may assume that e′ ∈ E13 and that e belongs
to either E13, E
2
4 or E
12
.
Proof. Each generalized elementary automorphism e fixes pointwise (at least) a
totally isotropic plane of V∗ (note that e acts naturally on C[x1, x2, x3, x4]). Observe
furthermore that the plane Vect(x3, x4) is fixed if and only if e belongs to E12.
Therefore, the result follows from Lemma 1.13. 
In the next definition, the quadric S is identified to P1 × P1 via the isomorphism
P1 × P1 → S sending ((α : β), (γ : δ)) to C (αγx1 + βγx2 + αδx3 + βδx4).
Definition 1.16. A totally isotropic plane of V∗ is said to be horizontal (resp. ver-
tical), if it corresponds to a horizontal (resp. vertical) line of P1 × P1.
The map sending (a : b) ∈ P1 to Vect(ax1 + bx3, ax2 + bx4) (resp. Vect(ax1 +
bx2, ax3+bx4)) is a parametrization of the horizontal (resp. vertical) totally isotropic
planes of V∗. Let f be any element of O4 and let Vect(u, v) be any totally isotropic
plane of V∗. The group O4 acts on the set of totally isotropic planes via the follow-
ing formula
f .Vect(u, v) = Vect(u ◦ f −1, v ◦ f −1).
Lemma 1.17. Any element of SO4 sends a horizontal totally isotropic plane to a
horizontal totally isotropic plane, and a vertical totally isotropic plane to a vertical
totally isotropic plane. Any element of O4 r SO4 exchanges the horizontal and the
vertical totally isotropic planes.
Proof. The set of totally isotropic planes of V∗ is parametrized by the disjoint union
of two copies of P1. The group SO4 being connected, it must preserve each P1. The
element τ of O4 r SO4 exchanges the horizontal totally isotropic plane Vect(x1, x2)
and the vertical totally isotropic plane Vect(x1, x3). The result follows. 
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Remark 1.18. Let ∆ := {(x, x), x ∈ P1} denote the diagonal of P1 × P1. Identify
the set of horizontal totally isotropic planes to P1. Remark that the map
SO4 → (P1 × P1) \ ∆
f =
( f1 f2
f3 f4
)
7→ (Vect( f1, f2),Vect( f3, f4))
is a fiber bundle, whose fiber is isomorphic to GL2. Indeed, by Lemma 1.11, any
element g =
( g1 g2
g3 g4
)
of SO4 satisfying Vect(g1, g2) = Vect( f1, f2) and Vect(g3, g4) =
Vect( f3, f4) is uniquely determined by the basis (g1, g2) of Vect( f1, f2).
In the same way, we obtain a fiber bundle
O4 r SO4 → (P1 × P1) \ ∆,( f1 f2
f3 f4
)
7→ (Vect( f1, f3),Vect( f2, f4)).
2. Square Complex
We now define a square complex C, which will be our main tool in the study of
Tame(SL2), and we state some of its basic properties.
2.1. Definitions. A function f1 ∈ C[SL2] = C[x1, x2, x3, x4]/(q − 1) is said to be
a component if it can be completed to an element f =
( f1 f2
f3 f4
)
of Tame(SL2). The
vertices of our 2-dimensional complex are defined in terms of orbits of tuples of
components, as we now explain. For any element f =
( f1 f2
f3 f4
)
of Tame(SL2), we
define the three vertices [ f1], [ f1, f2] and
[ f1 f2
f3 f4
]
as the following sets:
• [ f1] := C∗ · f1 = {a f1; a ∈ C∗};
• [ f1, f2] := GL2 ·( f1, f2) =
{
(a f1 + b f2, c f1 + d f2);
(
a b
c d
)
∈ GL2
}
;
•
[ f1 f2
f3 f4
]
= O4 · f .
Each bracket [ f1] (resp. [ f1, f2], resp.
[ f1 f2
f3 f4
]
) denotes an orbit under the left action
of the group C∗ (resp. GL2, resp. O4). Vertices of the form [ f1] (resp. [ f1, f2],
resp.
[ f1 f2
f3 f4
]
) are said to be of type 1 (resp. 2, resp. 3). Remark that our notation
distinguishes between:
•
( f1 f2
f3 f4
)
which denotes an element of Tame(SL2);
•
[ f1 f2
f3 f4
]
which denotes a vertex of type 3.
The set of the vertices of the complex C is the disjoint union of the three types of
vertices that we have just defined.
We now define the edges of C, which reflect the inclusion of a component inside
a row or column, or of a row or column inside an automorphism. Precisely the set
of the edges is the disjoint union of the following two types of edges:
• Edges that link a vertex [ f1] of type 1 with a vertex [ f1, f2] of type 2;
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• Edges that link a vertex [ f1, f2] of type 2 with a vertex
[ f1 f2
f3 f4
]
of type 3.
The set of the squares of C consists in filling the loop of four edges associated
with the classes [ f1], [ f1, f2], [ f1, f3] and
[ f1 f2
f3 f4
]
for any f =
( f1 f2
f3 f4
)
∈ Tame(SL2)
(see Figure 2). The square associated with the classes [x1], [x1, x2], [x1, x3] and[ x1 x2
x3 x4
]
will be called the standard square.
Observe that to an automorphism f =
( f1 f2
f3 f4
)
we can associate (by applying the
above definitions to σ ◦ f with σ in the Klein group V4):
• Four vertices of type 1: [ f1], [ f2], [ f3] and [ f4];
• Four vertices of type 2: [ f1, f2], [ f1, f3], [ f2, f4] and [ f3, f4];
• One vertex of type 3: [ f ].
• Twelve edges and four squares (see Figure 3).
We call such a figure the big square associated with f . For any integers m, n ≥ 1,
we call m × n grid any subcomplex of C isometric to a rectangle of R2 of size
m × n. So a big square is a particular type of 2 × 2 grid.
We adopt the following convention for the pictures (see for instance Figures 2,
3 and 4): Vertices of type 1 are depicted with a ◦, vertices of type 2 are depicted
with a •, vertices of type 3 are depicted with a .
◦ •
•
[ f1] [ f1 , f2]
[ f1 f2
f3 f4
][ f1, f3]
◦ •
•
[x1] [x1 ,x2]
[ x1 x2
x3 x4
][x1 ,x3]
Figure 2. Generic square & standard square.
◦ •
•
◦
•
◦•◦
[ f1] [ f1 , f2] [ f2]
[ f2 , f4]
[ f4][ f3 , f4][ f3]
[ f1 , f3]
[ f ]=
[ f1 f2
f3 f4
]
◦ •
•
◦
•
◦•◦
[x1] [x1 ,x2] [x2]
[x2 ,x4]
[x4][x3 ,x4][x3]
[x1 ,x3] [id]
Figure 3. Generic big square & standard big square.
The group Tame(SL2) acts naturally on the complex C. The action on the ver-
tices of type 1, of type 2 and of type 3 is given respectively by the following three
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◦ •
•
◦
•
◦•◦
◦ • ◦
◦ • ◦
◦
•
◦
◦
•
◦
[x1] [x1 ,x2] [x2]
[x2 ,x4]
[x4][x3 ,x4][x3]
[x1 ,x3]
[ x1 x2
x3 x4
]
[x1−x3] [x1−x3 ,x2−x4] [x2−x4]
[x1+x3] [x1+x3 ,x2+x4]
[x2+x4]
[x1−x2]
[x1−x2 ,x3−x4]
[x3−x4]
[x1+x2]
[x1+x2 ,x3+x4]
[x3+x4]
Figure 4. A few other squares...
formulas:
g · [ f1] := [ f1 ◦ g−1];
g · [ f1, f2] := [ f1 ◦ g−1, f2 ◦ g−1];
g · [ f ] := [ f ◦ g−1].
It is an action by isometries, where C is endowed with the natural metric obtained
by identifying each square to an euclidean square with edges of length 1.
2.2. Transitivity and stabilizers. We show that the action of Tame(SL2) is tran-
sitive on many natural subsets of C, and we also compute some related stabilizers.
Lemma 2.1. The action of Tame(SL2) is transitive on vertices of type 1, 2 and 3
respectively. The action of STame(SL2) is transitive on vertices of type 1 and 3
respectively, but admits two distinct orbits of vertices of type 2.
Proof. Let v1 (resp. v2, v3) be a vertex of type 1 (resp. 2, 3). There exists f =( f1 f2
f3 f4
)
∈ Tame(SL2) such that v1 = [ f1] (resp. v2 = [ f1, f2], v3 = [ f ]). Then
[x1] = [ f1 ◦ f −1] = f · [ f1] (resp. [x1, x2] = f · [ f1, f2], [id] = f · [ f ]). If f is not in
STame(SL2) then g = τ◦ f =
( f1 f3
f2 f4
)
is in STame(SL2). We also have [x1] = g · [ f1]
and [id] = [τ] = g · [ f ], but g · [ f1, f2] = [x1, x3].
It remains to prove that [x1, x3] and [x1, x2] are not in the same orbit under the
action of STame(SL2). Assume that g ∈ Tame(SL2) sends [x1, x3] on [x1, x2], and
let h ∈ O4 be the linear part of g. We still have h · [x1, x3] = [x1, x2], and by Lemma
1.17 we deduce that h ∈ O4 r SO4, hence g ∈ Tame(SL2) r STame(SL2). 
Definition 2.2. (1) We say that a vertex of type 2 is horizontal (resp. vertical) if
it lies in the same orbit as [x1, x2] (resp. [x1, x3]) under the action of STame(SL2).
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(2) We say that an edge is horizontal (resp. vertical) if it lies in the same orbit
as the edges between [x1] and [x1, x2] or between [x1, x3] and [id] (resp. between
[x1] and [x1, x3] or between [x1, x2] and [id]) under the action of STame(SL2).
We will study in §4.1 the structure of the stabilizer Stab([x1]). In particular we
will show that it admits a structure of amalgamated product.
Of course by definition the stabilizer of the vertex [id] of type 3 is the group O4.
Lemma 2.3. The stabilizer in Tame(SL2) of the vertex [x1, x3] of type 2 is the
semi-direct product Stab([x1, x3]) = E24 ⋊ GL2, where
GL2 =
{(
ax1 + bx3 a′x2 + b′x4
cx1 + dx3 c′x2 + d′x4
)
; a, b, c, d, a′, b′, c′, d′ ∈ C,(
d′ −b′
−c′ a′
) (
a b
c d
)
=
(
1 0
0 1
)}
.
Proof. Let g =
( g1 g2
g3 g4
)
∈ Stab([x1, x3]). We have [g1, g3] = g−1 · [x1, x3] =
[x1, x3]. Hence g1, g3 are linear polynomials in x1, x3 that define an automorphism
of Vect(x1, x3), in other words we can view g1, g3 as an element of GL2. By com-
posing g with a linear automorphism of the form(
ax1 + bx3 a′x2 + b′x4
cx1 + dx3 c′x2 + d′x4
)
,
we can assume g1 = x1, g3 = x3. Then, the result follows from Remark 1.6. 
We now turn to the action of Tame(SL2) and STame(SL2) on edges.
Lemma 2.4. The action of Tame(SL2) is transitive respectively on edges between
vertices of type 1 and 2, and on edges between vertices of type 2 and 3. The action
of STame(SL2) on edges admits four orbits, corresponding to the four edges of the
standard square.
Proof. If there is an edge between v1 a vertex of type 1 and v2 a vertex of type 2,
then there exists f =
( f1 f2
f3 f4
)
∈ Tame(SL2) such that v1 = [ f1] and v2 = [ f1, f2].
Then f · v1 = [x1] and f · v2 = [x1, x2].
Similarly if there is an edge between v3 a vertex of type 3 and v2 a vertex of type
2, then there exists f =
( f1 f2
f3 f4
)
∈ Tame(SL2) such that v3 = [ f ] and v2 = [ f1, f2].
Then f · v3 = [id] and f · v2 = [x1, x2].
In both cases, if f < STame(SL2), we change f by g = τ ◦ f and we obtain
g · v1 = [x1], g · v2 = [x1, x3], g · v3 = [id]. 
Lemma 2.5. (1) The stabilizer of the edge between [x1] and [x1, x3] is the semi-
direct product
E24 ⋊
{(
ax1 d−1 x2
dx3 + cx1 a−1x4 + ca−1d−1x2
)
; a, c, d ∈ C, ad , 0
}
.
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(2) The stabilizer of the edge between [x1, x2] and [id] is the following subgroup of
SO4: {
A ·
(
x1 x2
x3 x4
)
· Bt; A, B ∈ SL2, A is lower triangular
}
.
Proof. (1) This follows from Lemma 2.3.
(2) Recall that Stab([id]) = O4. By Lemma 2.1, we have Stab([x1, x2]) ⊆
STame(SL2). Therefore, the stabilizer of the edge between [x1, x2] and [id] is in-
cluded into SO4. By 1.2.1, any element of SO4 is of the form
f = A ·
(
x1 x2
x3 x4
)
· Bt, where A, B ∈ SL2 .
A direct computation shows that f belongs to Stab([x1, x2], [id]) if and only if A is
lower triangular. 
Lemma 2.6. Let v2 = [ f1, f2] be a vertex of type 2, and P be the path of length 2
through the vertices [ f1], [ f1, f2], [ f2]. Then :
(1) The pointwise stabilizer StabP is isomorphic to
E24 ⋊
{(
ax1 b−1x2
bx3 a−1x4
)
; a, b ∈ C∗
}
.
(2) The group StabP acts transitively on the set of vertices of type 3 at distance
1 from v2.
(3) If [ f ], [g] are two vertices of type 3 at distance 1 from v2, then there exists
a generalized elementary automorphism h such that [g] = [h ◦ f ].
Proof. Without loss in generality we can assume f1 = x1, f2 = x3. Then (1)
follows from Lemma 2.5. By definition of the complex, if v3 is at distance 1 from
v2 = [x1, x3], then v3 = [e] with e =
( x1 e2
x3 e4
) ∈ Tame(SL2). By Remark 1.6 we get
e ∈ E24 and (2) follows. Now if [ f ], [g] are two vertices of type 3 at distance 1 from
v2 = [x1, x3], we can assume [ f ] = [id] and [g] = [e] for some e ∈ E24. Thus there
exist a, b ∈ O4 such that g = ae and f = b. Then
[g] = [ae] = [be] = [beb−1 f ]
and h = beb−1 is a generalized elementary automorphism. 
Lemma 2.7. The group Tame(SL2) acts transitively on squares. The pointwise
stabilizer of the standard square is the following subgroup of SO4:
S =
{(
a 0
b a−1
)
·
(
x1 x2
x3 x4
)
·
(
a′ b′
0 a′−1
)
; a, a′ ∈ C∗, b, b′ ∈ C
}
=
{(
ax1 b(x2 + cx1)
b−1(x3 + dx1) . . .
)
; a, b, c, d ∈ C, ab , 0
}
.
Proof. By definition, a square corresponds to vertices v1 = [ f1], v2 = [ f1, f2],
v3 = [ f ] and v′2 = [ f1, f3] where f =
( f1 f2
f3 f4
)
∈ Tame(SL2). Then f · v1 = [x1],
f · v2 = [x1, x2], f · v3 = [id] and f · v′2 = [x1, x3]. The computation of the stabilizer
of the standard square is left to the reader. 
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Remark 2.8. The squares containing [id] are naturally parametrized by P1×P1, i.e.
by points of the quadric S in Remark 1.14: see Figure 5. In the same vein, one can
remark that the set of vertices of type 1 connected to an arbitrary vertex v2 = [ f1, f2]
of type 2 is parametrized by P1; explicitely they are of the form [a f1 + b f2].
•
• ◦
[id] [α x1 + β x2 , α x3 + β x4]
[αγ x1 + βγ x2 +αδ x3 + βδ x4][γ x1 + δ x3 , γ x2 + δ x4]
Figure 5. The square containing [id] corresponding to
((α : β), (γ : δ)) ∈ P1 × P1.
We have seen that any element f of Tame(SL2) defines a big square centered at
[ f ] (see Figure 3). We have the following converse result:
Lemma 2.9. Any 2 × 2 grid centered at a vertex of type 3 is the big square associ-
ated with some element of Tame(SL2).
Proof. By Lemma 2.7, we may reduce to the case where the 2 × 2 grid contains
the standard square. By Remark 2.8, there exist elements (a : b) and (a′ : b′) in P1
such that the grid is as depicted on Figure 6.
◦ •
•
◦
•
◦•◦
[x1] [x1 ,x2] [ax1+bx2]
[ax1+bx2 , ax3+bx4]
[u][a′x1+b′x3 , a′x2+b′x4][a′x1+b′x3]
[x1 ,x3] [id]
Figure 6. A 2 × 2 grid containing the standard square.
Note that u = a′(ax1 + bx2) + b′(ax3 + bx4) = a(a′x1 + b′x3) + b(a′x2 + b′x4).
Since the vertices [ax1 + bx2] and [a′x1 + b′x3] are distinct from [x1], we have
bb′ , 0. We may therefore assume that bb′ = 1. If we set f1 = x1, f2 = ax1 + bx2,
f3 = a′x1 + b′x3, f4 = u, we have f1 f4 − f2 f3 = bb′(x1x4 − x2x3) = x1x4 − x2x3,
so that f =
( f1 f2
f3 f4
)
∈ O4. Finally, our 2 × 2 grid is the big square associated with
f . 
Corollary 2.10. The action of Tame(SL2) on the set of 2 × 2 grids centered at a
vertex of type 3 is transitive.
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Proof. By Lemma 2.9, any 2 × 2 grid centered at a vertex of type 3 is associated
with an element f of Tame(SL2). Therefore, by applying f to this big square, we
obtain the standard big square. 
The following lemma is obvious.
Lemma 2.11. The (point by point) stabilizer of the standard big square is the group{(
ax1 bx2
b−1x3 a−1x4
)
; a, b ∈ C∗
}
.
2.3. Isometries. If f is an isometry of a CAT(0) space X, we define Min( f ) to be
the set of points realizing the infimum inf d(x, f (x)). The set Min( f ) is a closed
convex subset of X (see [BH99, p. 229]). If X is a CAT(0) cube complex of finite
dimension, then for any f ∈ Isom(X), the set Min( f ) is non empty ([BH99, II.6,
6.6.(2), p. 231]).
We say that f is elliptic if inf d(x, f (x)) = 0 (there exists a fixed point for f ),
and that f is hyperbolic otherwise. The number ℓ( f ) = inf d(x, f (x)) is called the
translation length of f . Note that in the elliptic case, Min( f ) is the fixed locus of
f .
In a CAT(0) space, an isometry is elliptic if and only if one of its orbits is
bounded, or equivalently if any of its orbits is bounded (see [BH99, Proposition
II.6.7]). Recall also that for any isometry f , ℓ( f k) = |k| × ℓ( f ) for each integer k.
For subgroups, we introduce a similar terminology. Let X be a CAT(0) cube
complex, and denote by X(∞) the natural boundary of X (see [BH99, Chapter
II.8]). Let Γ ⊆ Isom(X) be a subgroup of isometries acting without inversion on
edges.
• Γ is elliptic if there exists a vertex v ∈ X that is fixed by all elements in Γ;
• Γ is parabolic if all elements of Γ are elliptic, there is no global fixed vertex
in X and there is a fixed point in X(∞);
• Γ is loxodromic if Γ contains at least one hyperbolic isometry and there is
a fixed pair of points in X(∞).
We will also use the following less standard terminology: We say that an isometry
f is hyperelliptic if f is elliptic with Min( f ) unbounded. Here is a simple criterion
to produce hyperelliptic elements.
Lemma 2.12. Any elliptic isometry of a CAT(0) space commuting with a hyper-
bolic isometry is hyperelliptic.
Proof. Assume that f is such an elliptic isometry commuting with an hyperbolic
isometry g. By [BH99, II.6.2], the set Min( f ) is globally invariant by g. Since g is
hyperbolic, this set is unbounded. 
The following criterion is useful in identifying hyperbolic isometries.
Lemma 2.13. Let X be a CAT(0) space, x ∈ X a point, and g ∈ Isom(X). Then
x ∈ Min(g) if and only if g(x) is the middle point of x and g2(x).
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Proof. If x ∈ Min(g), it is clear that g(x) is the middle point of x and g2(x). Con-
versely, assume that g(x) is the middle point of x and g2(x). We may assume
furthermore that x is different from g(x). The orbit of the segment [x, g(x)] forms
a geodesic invariant under g, on which g acts by translation. Then, one can apply
[BH99, II.6.2(4)]. 
2.4. First properties. Section 1.2 on the orthogonal group yields some basic facts
on the square complex:
Lemma 2.14. Assume v and v′ are opposite vertices of a same square in C. Then
the square containing v and v′ is unique.
Proof. There are two cases to consider (up to exchanging v and v′):
(1) v is of type 1 and v′ is of type 3;
(2) v and v′ are both of type 2.
In Case (1), we can assume v′ = [ x1 x2x3 x4 ]. Then v = [ f1] with f1 ∈ V∗ an isotropic
vector, and by Witt’s Theorem we can assume f1 = x1. We conclude by Lemma
1.12 that the unique square containing v and v′ is the standard square.
In Case (2), let v′′ a vertex of type 3 that is at distance 1 from v and v′. We can
assume that v′′ =
[ x1 x2
x3 x4
]
. Then, there exist linear forms l1, l2, l′1, l
′
2 in V
∗ such that
v = [l1, l2] and v′ = [l′1, l′2]. In particular v′′ is the unique vertex of type 3 that is at
distance 1 from v and v′. Then v and v′ correspond to two totally isotropic planes
in V∗, with a 1-dimensional intersection. Let f1 ∈ V∗ be a generator for this line.
By Witt’s Theorem we can assume f1 = x1, and the standard square is the unique
square containing both v and v′. 
Corollary 2.15. The standard square (hence any square) is embedded in the com-
plex C, and the intersection of two distinct squares is either:
(1) empty;
(2) a single vertex;
(3) a single edge (with its two vertices).
Proof. The first assertion is just the obvious remark that [x1, x2] , [x1, x3], hence
the corresponding vertices are distinct in C.
Assume that two squares have an intersection different from the three stated
cases. Then the intersection contains two opposite vertices of a square, hence the
two squares are the same by Lemma 2.14. 
2.5. Tame(AnK) acting on a simplicial complex. Let K be a field. In this section
we construct a simplicial complex on which the group of tame automorphisms
of AnK acts. Our motivation here is twofold. On the one hand we shall need the
definition for n = 2, K = C(x) in the study of link of vertices of type 1 in C. On
the other hand the construction for n = 3, K = C is very similar in nature to the
construction of C, and gives rise to interesting questions about the tame group of
C3 (see Section 6.2.1).
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2.5.1. A general construction. For any 1 ≤ r ≤ n, we call r-tuple of components
a map
Kn → Kr
x = (x1, . . . , xn) 7→ ( f1(x), . . . , fr(x))
that can be extended as a tame automorphism f = ( f1, . . . , fn) of AnK . One defines
n distinct types of vertices, by considering r-tuple of components modulo compo-
sition by an affine automorphism on the range, r = 1, . . . , n:
[ f1, . . . , fr] := Ar( f1, . . . , fr) = {a ◦ ( f1, . . . , fr); a ∈ Ar}
where Ar = GLr(K) ⋉ Kr is the r-dimensional affine group.
Now for any tame automorphism ( f1, . . . , fn) we glue a (n − 1)-simplex on the
vertices [ f1], [ f1, f2], ..., [ f1, . . . , fn]. This definition is independent of a choice of
representatives and produces a (n − 1)-dimensional simplicial complex on which
the tame group acts by isometries.
2.5.2. Dimension 2. Let K be a field. The previous construction yields a graph
TK. In this section we show that TK is isomorphic to the classical Bass-Serre tree
of Aut(A2K). We use the affine groups:
A1 = {t 7→ at + b; a ∈ K∗, b ∈ K};
A2 =
{
(t1, t2) 7→ (at1 + bt2 + c, a′t1 + b′t2 + c′);
(
a b
a′ b′
)
∈ GL2, c, c′ ∈ K
}
.
The vertices of our graph TK are of two types: classes A1 f1 where f1 : K2 →
K is a component of an automorphism, and classes A2( f1, f2) where ( f1, f2) ∈
Aut(A2K). For each automorphism ( f1, f2) ∈ Aut(A2K), we attach an edge between
A1 f1 and A2( f1, f2). Note that A2( f1, f2) = A2( f2, f1), so there is also an edge
between the vertices A2( f1, f2) and A1 f2.
Recall that Aut(A2K) is the amalgamated product of A2 and E2 along their inter-
section, where E2 is the elementary group defined as:
E2 = {(x, y) 7→ (ax + P(y), by + c); a, b ∈ K∗, c ∈ K}.
The Bass-Serre tree associated with this structure consists in taking cosets A2( f1, f2),
E2( f1, f2) as vertices, and cosets (A2 ∩ E2)( f1, f2) as edges (we use right cosets for
consistency with the convention for TK, the classical construction with left cosets
is similar).
Proposition 2.16. The graph TK is isomorphic to the Bass-Serre tree associated
with the structure of amalgamated product of Aut(A2K).
Proof. We define a map ϕ from the set of vertices of the Bass-Serre tree to the
graph TK by taking
A2( f1, f2) 7→ A2( f1, f2),
E2( f1, f2) 7→ A1 f2.
Clearly ϕ is a local isometry. Moreover ϕ is bijective, since we can define ϕ−1(A1 f2)
to be E2( f1, f2) where ( f1, f2) is an automorphism. Indeed any other way to extend
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f2 is of the form (a f1 + P( f2), f2), and so the class E2( f1, f2) does not depend on
the extension we choose. 
Remark 2.17. If two vertices A1 f1 and A1 f2 are at distance 2 in TK , then ( f1, f2) ∈
Aut(A2K). Indeed, by transitivity of the action we may assume that the central vertex
is A2(x, y). Then for i = 1, 2 we can write fi = aix + biy + ci. Observe that ( f1, f2)
is invertible if and only if det
(
a1 b1
a2 b2
)
, 0. This is equivalent to A1 f1 , A1 f2.
3. Geometry of the complex
In this section we establish Theorem A, which says that the complex C is CAT(0)
and hyperbolic. First we study the local curvature of the complex by studying the
links of its vertices.
3.1. Links of vertices. Let v be a vertex (of any type) in C. The link around v is
denoted by L(v). By definition this is the graph whose vertices are the vertices in
C at distance exactly 1 from v, and endowed with the standard angular metric: v1
and v2 are joined by an edge of length π/2 if they are opposite vertices of a same
square, which necessarily has v as a vertex (see [BH99, §I.7.15, p. 103] for details).
A path P in L(v) is a simplicial map [0, nπ/2] → L(v) which is locally injective
(“no backtrack”). We call n the length of P, and we denote P = v0, . . . , vn where
vk is the vertex image of kπ/2. We say that P is a loop if v0 = vn. By a slight abuse
of notation we will often identify P with its image in L(v).
Remark 3.1. Note that any loop in L(v) has length at least 3. Indeed a loop
v0, v1, v0 of length 2 in L(v) should correspond to two distinct squares sharing
v, v0 and v1 as vertices. This would contradict Corollary 2.15. Similarly there is no
self-loop in L(v).
3.1.1. Vertex of type 1. We study the link of a vertex of type 1, and show that its
geometry is closely related to the geometry of a simplicial tree.
Recall that in §2.5.2 we constructed a tree TK on which Aut(A2K) acts. We use
this construction in the case K = C( f1), where f1 is a component. Without loss in
generality we can assume f1 = x1. We note L(x1) instead of L([x1]).
Lemma 3.2. The graph L(x1) is connected.
Proof. Any vertex of L(x1) is of the form v = [x1, f2], where f =
(
x1 f2
f3 f4
)
∈
Tame(SL2). Note that the vertices [x1, f2] and [x1, f3] are joined by one edge in
L(x1). By Corollary 1.5, f can be written as a composition of elements which are
either equal to the transpose τ or which are of the form(
x1 ax2 + x1P(x1, x3)
a−1x3 . . .
)
.
Since we have
τ
(
x1 ax2 + x1P(x1, x3)
a−1x3 . . .
)
τ =
(
x1 a
−1x2
ax3 + x1P(x1, x2) . . .
)
,
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it follows that f or τ f is a composition of automorphisms of the form(
x1 ax2 + x1P(x1, x3)
a−1x3 . . .
)
or
(
x1 a
−1x2
ax3 + x1P(x1, x2) . . .
)
.
This gives a path in L(x1) from v to either [x1, x2] or [x1, x3]. 
Recall that vertices of type 2 are called horizontal or vertical depending if they
lie in the orbit of [x1, x2] or [x1, x3] under the action of STame(SL2).
Lemma 3.3. Any loop in L(x1) has even length.
Proof. This follows from the simple remark that the vertices of the loop must be
alternatively horizontal and vertical. 
Let L(x1)′ be the first barycentric subdivision of L(x1), that is, the graph ob-
tained from L(x1) by subdividing each edge v, v′ in two edges v, v′′ and v′′, v′,
where v′′ is the middle point of v, v′. If
(
ax1 f2
f3 ...
)
∈ Tame(SL2), it is natural to iden-
tify
[
ax1 f2
f3 ...
]
with the vertex of L(x1)′ that is the middle point in L(x1) of the edge
between [x1, f2] and [x1, f3]. Indeed, recall from [BH99, §I.7.15, p. 103] that the
link L(x1) may be seen as the set of directions at x1.
Now we define a simplicial map
π : L(x1)′ → TC(x1).
First we send each vertex [x1, f2] ∈ L(x1)′ to the vertex A1 f2 ∈ TC(x1). This makes
sense because of Corollary 1.5: f2 is a component of a polynomial automorphism
in x2, x3 with coefficients in C(x1). Second we send each vertex
[
ax1 f2
f3 f4
]
∈ L(x1)′
to the vertex A2( f2, f3) ∈ TC(x1). Observe that since we start from the barycentric
subdivision L(x1)′ we obtain a map π which is simplicial: If
(
ax1 f2
f3 ...
)
∈ Stab([x1]),
then A1 f2 and A1 f3 are at distance 2 in the image of π.
Lemma 3.4. (1) The action of Stab([x1]) on L(x1)′ admits the edge between
[x1, x2] and [id] as a fundamental domain. In particular, the action is
transitive on vertices of type 2 of L(x1)′.
(2) Let v, v′ be two vertices of L(x1) and let h be an element of Stab([x1]).
Then, the equality π(v) = π(v′) implies the equality π(h(v)) = π(h(v′)).
Proof. (1) This is again a direct consequence of Corollary 1.5.
(2) We can assume v = [x1, x2], and so v′ = [x1, x2 + x1P(x1)] for some polyno-
mial P ∈ C[x1]. We can write
h−1 =
(
ax1 x2
x3 a
−1x4
) (
x1 f2
f3 f4
)
where ( f2, f3) ∈ Aut(A2C(x1)). Then h(v) = [ax1, f2] and h(v′) = [ax1, f2+ax1P(ax1)],
so
π(h(v)) = A1 f2 = A1( f2 + ax1P(ax1)) = π(h(v′)). 
Point (2) of the last lemma means that the natural action of Stab([x1]) on L(x1)
induces an action on π(L(x1)) such that π : L(x1) → π(L(x1)) is equivariant.
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Lemma 3.5. (1) The set π(L(x1)) is a subtree of TC(x1).
(2) Let w = A1 f2 and w′ = A1 f3 be two vertices at distance 2 in the image of
π. Then the preimage by π of the segment between w and w′ is a complete
bipartite graph between π−1(w) and π−1(w′).
Proof. (1) This follows from the fact that L(x1) is connected (see Lemma 3.2), and
the fact that π : L(x1)′ → TC(x1) is a simplicial map.
(2) By transitivity of the action of Tame(SL2) on squares we can assume f2 = x2
and f3 = x3. Then any vertex in π−1(w) has the form v = [x1, x2 + x1P(x1)].
Similarly any vertex in π−1(w′) has the form v′ = [x1, x3 + x1Q(x1)]. But then for
any choices of P, Q we remark that
g =
(
x1 x2 + x1P(x1)
x3 + x1Q(x1) x4 + x3P(x1) + x2Q(x1) + x1P(x1)Q(x1)
)
is a tame automorphism, hence v, v′ are linked by an edge in L(x1), with midpoint
[g]. 
3.1.2. Vertex of type 2 or 3. The link of a vertex of type 1 projects surjectively to an
unbounded tree (the fact that π(L(x1)) is unbounded follows from Proposition 4.1
below and its proof), in particular this is an unbounded graph. This is completely
different for the link of a vertex of type 2 or 3: We show that both are complete
bipartite graphs.
Proposition 3.6. Let v2 be a vertex of type 2. Then any vertex of type 1 in L(v2) is
linked to any vertex of type 3 in L(v2). In other words L(v2) is a complete bipartite
graph.
Proof. Let v1 (resp. v3) be a vertex of type 1 (resp. 3) in L(v2). By transitivity on
edges, we can assume that v2 = [x1, x2] and v3 =
[ x1 x2
x3 x4
]
. Then if v1 = [ f1], we
complete f1 in a basis ( f1, f2) of Vect(x1, x2). By Lemma 1.11, there exists a unique
basis ( f3, f4) of Vect(x3, x4) such that f =
( f1 f2
f3 f4
)
belongs to O4. It is then clear
that v1 and v3 are linked in L(v2): v1, v2, v3 belong to a same square, as illustrated
in Figure 7. 
◦ •
•
v1 = [ f1] v2 = [x1 ,x2]= [ f1 , f2]
v3 =
[ x1 x2
x3 x4
]
=
[ f1 f2
f3 f4
][ f1, f3]
Figure 7. The square containing v1, v2, v3.
Proposition 3.7. Let v3 be a vertex of type 3, and let v2, v′2 ∈ L(v3) be two distinct
vertices (necessarily of type 2). Then d(v2, v′2) = π/2 or π in L(v3), and precisely:
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• either v2, v′2 belong to a same square (which is unique);
• or for any v′′2 in L(v3) such that d(v2, v′′2 ) = π/2 in L(v3), then v2, v′′2 , v′2 is
a path in L(v3).
In particular L(v3) is a complete bipartite graph.
Proof. Without loss in generality we can assume v3 = [ x1 x2x3 x4 ]. Then v2 and v′2
correspond to totally isotropic planes W,W ′ in V∗, and by Remark 1.14 they corre-
spond to lines in a smooth quadric surface in P3.
There are two possibilities:
(i) The two lines intersect in one point, meaning that the corresponding totally
isotropic planes intersect along a one dimensional space Vect( f1), and then
by Lemma 1.12 we can write v2 = [ f1, f2], v′2 = [ f1, f3] with
( f1 f2
f3 ...
)
∈ O4.
(ii) The two lines belong to the same ruling, and taking a third line in the other
ruling, which corresponds to a vertex v′′2 ∈ L(x1), we can apply twice the
previous observation: first to v2, v′′2 , and then to v
′
2, v
′′
2 . 
In the second case of the proposition, the vertices v2, v′2, v3 are part of a unique
“big square” (see Figure 3): This follows from Lemma 1.11.
3.1.3. Negative curvature. As a consequence of our study of links we obtain:
Proposition 3.8. Let v ∈ C be a vertex. Then any (locally injective) loop in the
link L(v) has length at least 4. In particular the square complex C has non positive
local curvature.
Proof. By Remark 3.1 we know that any loop has length at least 3. So we only
have to exclude loops of length 3. Clearly such a loop cannot exist in the link of a
vertex of type 2 or 3, since by Propositions 3.6 and 3.7 these are complete bipartite
graphs: Any loop in L(v) has even length for such a vertex. This leaves the case of
a vertex of type 1, and this was covered by Lemma 3.3.
For the last assertion see [BH99, II.5.20 and II.5.24]. 
3.2. Simple connectedness.
Proposition 3.9. The complex C is simply connected.
Proof. Let γ be a loop in C. We want to show that it is homotopic to a trivial loop.
Without loss in generality, we can assume that the image of γ is contained in the
1-skeleton of the square complex, that γ is locally injective, and that γ(0) = [ x1 x2x3 x4 ]
is the vertex of type 3 associated with the identity.
A priori (the image of) γ is a sequence of arbitrary edges. By Lemma 3.2, we
can perform a homotopy to avoid each vertex of type 1. So now we assume that
vertices in γ are alternatively of type 2 and 3: Precisely for each i, γ(2i) has type 3
and γ(2i + 1) has type 2.
For each vertex v = [ f ] of type 3 of C, we define deg v := deg f . This definition
is not ambiguous, since by Lemma 1.2 we know that deg v does not depend on
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•
• ◦ •
•
γ(2i)= [ f ]=
[ f1 f2
f3 f4
]
[ f2, f4] γ(2i+2) = [e′◦ f ]
[ f3+ f4P( f2, f4), f4][ f3 , f4]
[ f4]
γ(2i−2) = [e◦ f ] [ f2+ f4Q( f3 , f4), f4]
Figure 8. Initial situation around the maximal vertex [ f ].
the choice of representative f . Let i be the greatest integer such that deg γ(2i) =
max j deg γ(2 j). In particular, we have
deg γ(2i + 2) < deg γ(2i) and deg γ(2i − 2) ≤ deg γ(2i).
Let f =
( f1 f2
f3 f4
)
be such that γ(2i) = [ f ].
By Lemma 2.6 there exist generalized elementary automorphisms e, e′ such that
γ(2i− 2) = [e ◦ f ] and γ(2i+ 2) = [e′ ◦ f ]. Observe that for any element a ∈ O4 we
have [ f ] = [a ◦ f ], [e ◦ f ] = [a ◦ e ◦ a−1 ◦ a ◦ f ] and [e′ ◦ f ] = [a ◦ e′ ◦ a−1 ◦ a ◦ f ].
In consequence, by Corollary 1.15 we can assume that
e′ =
(
x1 + x2P(x2, x4) x2
x3 + x4P(x2, x4) x4
)
and e is of one of the three forms given in the corollary.
Observe that
e =
(
x1 + x2Q(x2, x4) x2
x3 + x4Q(x2, x4) x4
)
would contradict that the loop is locally injective, since the vertex of type 2 just
after and just before [ f ] would be [ f2, f4]. The case
e =
(
x1 x2 + x1Q(x1, x3)
x3 x4 + x3Q(x1, x3)
)
is also impossible: Since P is not constant, by Lemma 1.4 we would get deg f1 >
deg f2, deg f3 > deg f4 and finally deg e◦ f > deg f , a contradiction. So we are left
with the third possibility
e =
(
x1 + x3Q(x3, x4) x2 + x4Q(x3, x4)
x3 x4
)
.
In particular the vertices of type 2 before and after γ(2i) belong to a same square,
as shown on Figure 8; and we are in the setting of Lemma 1.7.
In each one of the four cases of Lemma 1.7, we now explain how to perform a
local homotopy around [ f4] such that the path avoids the vertex of maximal degree
γ(2i).
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•
• ◦ •
•
[ f ]=
[ f1 f2
f3 f4
]
[ f2, f4] [e
′◦ f ]=
[ f1+ f2P( f2, f4) f2
f3+ f4P( f2, f4) f4
]
[ f3+ f4P( f2, f4), f4][ f3, f4]
[ f4]
[e◦ f ]=[ f1+ f3Q( f4) f2+ f4Q( f4)
f3 f4
]
[ f2+ f4Q( f4), f4] =
[
... f2+ f4Q( f4)
f3+ f4P( f2, f4) f4
][e◦e′◦ f ]= [e′′◦e◦ f ]
Figure 9. Local homotopy in Case (1): Q ∈ C[ f4].
•
• ◦ •
•
[ f ]=
[ f1 f2
f3 f4
]
[ f2 , f4] [e′◦ f ]
[ f3+ f4P( f4), f4][ f3 , f4]
[ f4]
[e◦ f ] [ f2+ f4Q( f3, f4), f4] [ ... f2+ f4Q( f3, f4)
f3+ f4P( f4) f4
]
Figure 10. Local homotopy in Case (2): P ∈ C[ f4].
•
• ◦ •
•
•
[ f ] [ f2 , f4] [e
′◦ f ]=
[ f1+ f2P( f2, f4) f2
f3+ f4P( f2, f4) f4
]
[ f3+ f4P( f2, f4), f4][ f3 , f4] [ f4]
[e◦ f ]=[ f1+ f3Q( f3, f4) f2+ f4Q( f3, f4)
f3 f4
]
[ f2+ f4Q( f3, f4), f4]
[e˜◦ f ]
[ f2+ f4R( f4), f4] [ ... f2+ f4R( f4)
f3+ f4P( f2, f4) f4
][e˜◦e′◦ f ]=
Figure 11. Local homotopy in Case (3).
Consider first Case (1), that is to say Q ∈ C[x4] (see Figure 9). Then
e ◦ e′ =
(
. . . x2 + x4Q(x4)
x3 + x4P(x2, x4) x4
)
.
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•
• ◦ •
•
•
[ f ] [ f2, f4] [e′◦ f ]
[ f3+ f4P( f2, f4), f4][ f3, f4]
[ f4]
[e◦ f ]
[ f2+ f4Q( f3, f4), f4]
[
... f2+ f4Q( f3, f4)
f3+ f4R( f4) f4
]
[ f3+ f4R( f4), f4]
[e′′◦ f ]
Figure 12. Local homotopy in Case (4).
Remark that e ◦ e′ = e′′ ◦ e, where
e′′ =
(
. . . x2
x3 + x4P(x2 − x4Q(x4), x4) x4
)
is elementary. Thus we can make a local homotopy in a 2× 2 grid around [ f4] such
that the new path goes through [e◦ e′ ◦ f ] instead of [ f ]. Since deg( f2 + f4Q( f4)) ≤
deg f2, we have deg e ◦ e′ ◦ f ≤ deg e′ ◦ f . Recall also that deg e′ ◦ f < deg f . So
we get
deg[e ◦ e′ ◦ f ] ≤ deg[e′ ◦ f ] < deg[ f ].
Case (2) is analogous to Case (1) (see Figure 10).
Consider Case (3): see Figure 11. There exists R(x4) ∈ C[x4] such that deg( f2 +
f4R( f4)) < deg f2. Set
e˜ =
(
x1 + x3R(x4) x2 + x4R(x4)
x3 x4
)
.
We have:
e˜ ◦ f =
( f1 + f3R( f4) f2 + f4R( f4)
f3 f4
)
.
By Lemma A.8, the inequality deg( f2 + f4R( f4)) < deg f2 is equivalent to any of
the following ones: deg( f1 + f3R( f4)) < deg f1 and deg e˜ ◦ f < deg f . So we get
deg[e˜ ◦ f ] < deg[ f ].
We conclude by applying Case (1) to the path from [e˜◦ f ] to [e′◦ f ] passing through
[ f ].
Case (4) is analogous to Case (3) (see Figure 12).
The result follows by double induction on the maximal degree and on the num-
ber of vertices realizing this maximal degree. 
We obtain the first part of Theorem A:
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Corollary 3.10. C is a CAT(0) square complex.
Proof. Using Propositions 3.8 and 3.9, this is a consequence of the Cartan-Hada-
mard Theorem: see [BH99, Theorem 5.4(4), p. 206]. 
As a side remark, we can now show that the action of Tame(SL2) on the square
complex C is faithful. In fact, we have the following more precise result:
Lemma 3.11. The action of Tame(SL2) on the set of vertices of type 1 (resp. 2,
resp. 3) of C is faithful.
Proof. If g ∈ Tame(SL2) acts trivially on vertices of type 3, then by unicity of the
middle point of a segment in a CAT(0) space, it also acts trivially on vertices of
type 2.
Similarly, if g ∈ Tame(SL2) acts trivially on vertices of type 2, then it also acts
trivially on vertices of type 1 (which are realized as middle point of vertices of type
2).
So it is sufficient to consider the case of g ∈ Tame(SL2) acting trivially on ver-
tices of type 1. Since [x1], [x2] and [x1 + x2] are such vertices, g must act by
homothety on the corresponding lines Vect(x1),Vect(x2) and Vect(x1 + x2). This
implies that g acts by homothety on the plane Vect(x1, x2). Similarly, g acts by
homothety on Vect(x2, x3) and Vect(x3, x4). Therefore, there exists a nonzero com-
plex number λ such that g = λ ( x1 x2x3 x4 ). Finally, since [x1 + x22] is a vertex of type 1,
g acts by homothety on the line Vect(x1 + x22). We get λ = 1 and g = id. 
3.3. Hyperbolicity. We investigate whether the complex C contains large n × n
grid, that is, large isometrically embedded euclidean squares. We start with the
following result, that shows that 4 × 4 grids do exist but are rather constrained.
Lemma 3.12. If N, S , E,W are polynomials in one variable, then we can construct
a 4×4 grid in C as depicted on Figure 13. Moreover, up to the action of Tame(SL2),
any 4 × 4 grid in C centered on a vertex of type 3 is of this form.
Proof. Consider a 4 × 4 grid centered on a vertex of type 3. By Corollary 2.10,
we may assume that the 2 × 2 subgrid with same center is the standard big square
(Figure 3). By Lemma 2.6 the upper central vertex of type 3 is of the form [ f ],
where
f =
(
x1 x2
x3 + x1N(x1, x2) x4 + x2N(x1, x2)
)
∈ E34
for some polynomial N - for North - in C[x1, x2]. Similarly there exist elementary
automorphisms of other types associated with polynomials S , E,W , which a priori
are polynomials in 2 variables, as depicted on Figure 13. But now the upper left
square in Figure 13 exists if and only if(
x1 x2 + x1W(x1, x3)
x3 + x1N(x1, x2) . . .
)
is an automorphism. In particular, the Jacobian determinant must be equal to 1, so
that ∂W
∂x3
∂N
∂x2
= 0, i.e. W or N is in C[x1]. Up to exchanging x2 and x3 (that is, up to
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◦ •
•
◦
•
◦•◦
• •
•
•
••
•
• [x1] [x1 ,x2]
[x2]
[x2 ,x4]
[x4]
[x3 ,x4]
[x3]
[x1 ,x3] [ x1 x2
x3 x4
]
[
x1 x2+x1W
x3+x1N x4+x2 N+x3W+x1NW
] [
x1 x2
x3+x1N(x2) x4+x2N(x2)
]
[
x1+x2E(x4) x2
x3+x4E(x4) x4
]
[
x1+x3S (x3) x2+x4S (x3)
x3 x4
]
[
x1 x2+x1W(x1)
x3 x4+x3W(x1)
]
=
[
x1 f2
x3 f4
]
=
[
x1 f2
x3+x1N f4+ f2N
]
Figure 13. 4 × 4 grid associated with polynomials N, S ,W and E.
conjugating by the transpose automorphism), we can assume W ∈ C[x1]. Then by
using the same argument in the three other corners we obtain S ∈ C[x3], E ∈ C[x4]
and N ∈ C[x2]. 
Now we show that arbitrary large grids do not exist. In particular flat disks
embedded in C are uniformly bounded.
Proposition 3.13. The complex C does not contain any 6 × 6 grid centered on a
vertex of type 1.
Proof. Suppose now that we have such a 6×6 grid. By Lemma 3.12 we can assume
that the lower right 4 × 4 subgrid has the form given on Figure 13. Then we would
have a lower left 4 × 4 subgrid centered on the vertex
[
x1 f2
x3 f4
]
, where we denote
f2 = x2+ x1W(x1) and f4 = x4+ x3W(x1). With the same notation, the center of the
upper left 4× 4 subgrid can be rewritten as
[
x1 f2
x3+x1N f4+ f2N
]
. Then again by Lemma
3.12 we should have N ∈ C[x1] or N ∈ C[ f2], in contradiction with N ∈ C[x2]. 
We obtain the last part of Theorem A:
Corollary 3.14. The complex C is hyperbolic.
Proof. Since the embedding of the 1-skeleton of C into C is a quasi-isometry,
it is sufficient to prove that the 1-skeleton is hyperbolic (see [BH99, Theorem
III.H.1.9]). Consider x, y two vertices, and define the interval ~x, y to be the union
of all edge-path geodesics from x to y. Then ~x, y embeds as a subcomplex of
Z2 ([AOS12, Theorem 3.5]). Since there is no large flat grid in the complex C, it
follows that the 1-skeleton of C satisfies the “thin bigon criterion” for hyperbolicity
of graphs (see [Wis12, page 111], [Pap95]). 
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4. Amalgamated product structures
There are several trees involved in the geometry of the complex C. We have
already encountered in §3.1.1 the tree associated with the link of a vertex of type 1.
We will see shortly in §4.2 that there are trees associated with hyperplanes in the
complex, and also with the connected components of the complements of two fam-
ilies of hyperplanes. At the algebraic level this translates into amalgamated product
structures for several subgroups of Tame(SL2): see Figure 14 for a diagrammatic
summary of the products studied in this section.
4.1. Stabilizer of [x1]. In this section we study in details the structure of Stab([x1]).
First we show that it admits a structure of amalgamated product. Then we describe
the two factors of the amalgam: the group H1 in Proposition 4.5 and H2 in Propo-
sition 4.9. We will show in Lemma 4.8 that H1 is itself the amalgamated product
of two of its subgroups K1 and K2 (see Definition 4.7) along their intersection. It
turns out that H1 ∩ H2 = K2. Therefore, the amalgamated structure of Stab([x1])
given in Proposition 4.1 can be “simplified by K2”. This is Lemma 4.11.
4.1.1. A first product. Recall from §3.1.1 that there is a map π from L(x1)′ to a
simplicial tree. In this context it is natural to introduce the following two subgroups
of Stab([x1]):
• The stabilizer H1 of the fiber of π containing [id].
• The stabilizer H2 of the fiber of π containing [x1, x3].
Proposition 4.1. The group Stab([x1]) is the amalgamated product of H1 and H2
along their intersection:
Stab([x1]) = H1 ∗H1∩H2 H2.
Proof. Consider the action of Stab([x1]) on the image of π, which is a connected
tree by Lemma 3.5. By Lemma 3.4, the fundamental domain is the edge A2(x2, x3),
A1x3. By a classical result (e.g. [Ser77a, I.4.1, Th. 6, p. 48]) Stab([x1]) is the amal-
gamated product of the stabilizers of these two vertices along their intersection:
This is precisely our definition of H1 and H2. 
4.1.2. Structure of H1. If R is a commutative ring, we put
B(R) =
(∗ ∗
0 ∗
)
∩GL2(R) =
{(
a b
0 d
)
; a, d ∈ R∗, b ∈ R
}
.
For example B(C[x1]) =
{(
a b
0 d
)
; a, d ∈ C∗, b ∈ C[x1]
}
.
We also introduce the following three subgroups of GL2(C[x1]):
• The group M1 of matrices
(
b 0
0 b−1
)
and
(
0 b
b−1 0
)
, b ∈ C∗;
• The group M2 of matrices
(
b x1P(x1)
0 b−1
)
, b ∈ C∗, P ∈ C[x1];
• The group M generated by M1 and M2.
The following result is classical (see [Ser77a, Theorem 6, p. 118]).
THE TAME AUTOMORPHISM GROUP OF AN AFFINE QUADRIC THREEFOLD 31
Theorem 4.2 (Nagao). The group GL2(C[x1]) is the amalgamated product of the
subgroups GL2(C) and B(C[x1]) along their intersection B(C):
GL2(C[x1]) = GL2(C) ∗B(C) B(C[x1]).
Since
Mi ∩ B(C) =
{(
b 0
0 b−1
)
; b ∈ C∗
}
is independent of i, the following result is a consequence of [Ser77a, Proposition
3, p. 14]:
Corollary 4.3. The group M is the amalgamated product of M1 and M2 along their
intersection:
M = M1 ∗M1∩M2 M2.
Remark 4.4. We did not find any simpler definition of M. Let ev: GL2(C[x1]) →
GL2(C) be the evaluation at the origin. One can check that M is strictly included
into ev−1(M1).
Proposition 4.5. The group H1 is the set of automorphisms f =
( f1 f2
f3 ...
)
such that
there exist a ∈ C∗, A ∈ M and P1, P2 ∈ C[x1] satisfying:
f1 = ax1,
( f2
f3
)
= A
(
x2
x3
)
+
(
x1P1(x1)
x1P2(x1)
)
.
In particular H1 is generated by the matrices(
ax1 bx2 + x1P(x1) x3 + x1Q(x1)
b−1x3 . . .
)
, a, b ∈ C∗, P, Q ∈ C[x1] and τ =
(
x1 x3
x2 x4
)
.
Proof. By definition, H1 is the set of elements f =
( f1 f2
f3 f4
)
of Stab([x1]) such that
( f2, f3) induces an affine automorphism of A2C(x1). By Corollary 1.5, ( f2, f3) defines
an automorphism of A2
C[x1]. The linear part of this automorphism corresponds to
the matrix A. The form of the translation part comes from the fact that any element
of Tame(SL2) is the restriction of an automorphism of C4 fixing the origin.
Conversely, we must check that any element f =
( f1 f2
f3 f4
)
of the given form
defines an element of Tame(SL2). This follows from the definition of M. 
The following lemma gives a condition under which the amalgamated structure
of a group G = G1 ∗A G2 is extendable to a semi-direct product G ⋊ϕ H.
Lemma 4.6. Let G = G1 ∗A G2 be an amalgamated product, where G1,G2 and
A are subgroups of G such that A = G1 ∩ G2. Assume that ϕ : H → Aut G is an
action of a group H on G, which globally preserves the subgroups G1,G2 and A,
then we have:
G ⋊ H = (G1 ⋊ H) ∗A⋊H (G2 ⋊ H).
Proof. We may assume that all the groups involved in the statement are subgroups
of the group K := G ⋊ H and that H acts on G by conjugation, i.e. ∀ h ∈ H, ∀ g ∈
G, ϕ(h)(g) = hgh−1. Set K1 = G1H, K2 = G2H and B = AH (since G1,G2 and A
are normalized by H, the sets K1, K2 and B are subgroups of K).
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We want to prove that K = K1 ∗B K2.
For this, we must first check that K is generated by K1 and K2. This is obvious.
Secondly, we must check that if w = u1u2 . . . ur is a word such that u1, . . . , ur
belong alternatively to K1 \ K2 and K2 \ K1, then w , 1.
Assume by contradiction that w = 1. Write ui = gihi, where gi belongs to
G1 ∪ G2 and hi belongs to H. Set g′1 = g1, g′i = (h1 . . . hi−1)gi(h1 . . . hi−1)−1 for
2 ≤ i ≤ r and h = h1 . . . hr, then we have
w = (g′1 . . . g′r) h.
Since g′1 . . . g
′
r = h−1 ∈ G ∩ H = {1}, we get g′1 . . . g′r = 1. We have obtained a
contradiction. Indeed w′ := g′1 . . . g
′
r is a reduced expression of G1 ∗A G2 (meaning
that the g′i alternatively belong to G1 \ G2 and G2 \ G1), so that we cannot have
w′ = 1. 
Definition 4.7. We introduce the following two subgroups of H1:
• The group K1 of automorphisms of the form(
ax1 bx2 + x1P(x1)
b−1x3 + x1Q(x1) . . .
)
or
(
ax1 bx3 + x1P(x1)
b−1x2 + x1Q(x1) . . .
)
where a, b ∈ C∗, P, Q ∈ C[x1];
• The group K2 of automorphisms of the form(
ax1 bx2 + x1P(x1)x3 + x1Q(x1)
b−1x3 + x1R(x1) . . .
)
where a, b ∈ C∗, P, Q,R ∈ C[x1].
The intersection K1 ∩ K2 is a subgroup of index 2 in K1, and precisely
K1 = (K1 ∩ K2) ∪ τ(K1 ∩ K2).
Lemma 4.8. The group H1 is the amalgamated product of K1 and K2 along their
intersection:
H1 = K1 ∗K1∩K2 K2.
Proof. Since H1 is the semi-direct product of
G :=
{
h =
(
h1 h2
h3 h4
)
∈ H1, h1 = x1
}
and H :=
{(
ax1 x2
x3 a
−1 x4
)
, a ∈ C∗
}
,
it is enough, by Lemma 4.6, to show that G is the amalgamated product of G1 :=
K1 ∩G and G2 := K2 ∩G along their intersection.
Now consider the normal subgroup of G, whose elements are the “translations”:
T :=
{(
x1 x2 + x1P(x1)
x3 + x1Q(x1) . . .
)
, P, Q ∈ C[x1]
}
.
Note that G1 and G2 both contain T . It is enough to show that G/T is the amalga-
mated product of G1/T and G2/T along their intersection.
This follows from Corollary 4.3. Indeed, the natural isomorphism from G/T to
M sends Gi/T to Mi. 
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4.1.3. Structure of H2.
Proposition 4.9. The group H2 is the set of automorphisms of the form(
ax1 bx2 + x1P(x1, x3)
b−1x3 + x1Q(x1) . . .
)
, a, b ∈ C∗, P ∈ C[x1, x3], Q ∈ C[x1].
Proof. The proof is analogous to the one of Proposition 4.5. The element f =( f1 f2
f3 f4
)
of Stab([x1]) belongs to H2 if and only if ( f2, f3) induces a triangular au-
tomorphism of A2
C(x1). This implies the existence of a ∈ C
∗
, α, γ, δ ∈ C[x1] and
β ∈ C[x1, x3] such that
f1 = ax1, f2 = αx2 + β, f3 = γx3 + δ.
Since ( f2, f3) defines an automorphism of A2C[x1], its Jacobian determinant αγ is a
nonzero complex number. This shows that α and γ are nonzero complex numbers.
Replacing x1 by 0 in the equation f1 f4 − f2 f3 = x1x4 − x2x3, we get:
(αx2 + β(0, x3))(γx3 + δ(0)) = x2x3.
Therefore, there exists b ∈ C∗ such that α = b, γ = b−1 and we have β(0, x3) =
δ(0) = 0. The result follows. 
As a direct corollary from Propositions 4.5 and 4.9 we get:
Corollary 4.10. The group K2 is equal to the intersection H1 ∩ H2. In particular
K1 ∩ K2 = K1 ∩ H2.
4.1.4. A simplified product. Finally we get the following alternative amalgamated
structure for Stab([x1]):
Proposition 4.11. The group Stab([x1]) is the amalgamated product of K1 and H2
along their intersection:
Stab([x1]) = K1 ∗K1∩H2 H2.
Proof. By Proposition 4.1, Lemma 4.8 and Corollary 4.10, the groups K1 and
H2 clearly generate Stab([x1]). To obtain the amalgamated product structure it
is enough (using conjugation) to show that any word
w = a1b1 . . . arbr, (1)
with ai ∈ K1rH2 and bi ∈ H2rK1 is not the identity. Set I := {i ∈ ~1, r; bi ∈ H1}.
Write I (which may be empty) as the disjoint union of intervals
I = ~i1, j1 ∪ . . . ∪ ~is, js,
where j1 + 2 ≤ i2, . . . , js−1 + 2 ≤ is. Then, for each interval ~ik, jk, set
a′k := aik bik . . . a jk b jk a jk+1, (2)
where we possibly take ar+1 = 1 in case ar+1 appears in the formula. Since the
elements bik , . . . , b jk belong to H1 ∩ H2 = K2, they also belong to K2 r K1. Since
the elements aik , . . . , a jk belong to K1 r H2 = K1 r K2 and a jk+1 ∈ K1, we get
a′k ∈ H1rK2 by Lemma 4.8. Since H1rK2 = H1rH2, it follows that a′k ∈ H1rH2.
For 1 ≤ k ≤ s, make the substitution given by (2) in (1). Then, observe that all
THE TAME AUTOMORPHISM GROUP OF AN AFFINE QUADRIC THREEFOLD 34
letters appearing in this new expression of w successively belong to H1 r H2 (the
letters ai or a′i) or to H2 rH1 (the letters bi, i < I). We obtain w , 1 by Proposition
4.1. 
Alternatively, Proposition 4.11 follows from the following remark. Let A, B1, B2
and C be four groups and assume that we are given three morphisms of groups:
C → A, C → B1 and B1 → B2. Then, we have a natural isomorphism
(A ∗C B1) ∗B1 B2 ≃ A ∗C B2.
This isomorphism is a direct consequence of the universal property of the amalga-
mated product (e.g. [Ser77a, I.1.1]).
4.2. Product of trees. Following [B´S99] we construct a product of trees in which
the complex C embeds.
Recall that a hyperplane in a CAT(0) cube complex is an equivalence class of
edges, for the equivalence relation generated by declaring two edges equivalent if
they are opposite edges of a same 2-dimensional cube. We identify a hyperplane
with its geometric realization as a convex subcomplex of the first barycentric sub-
division of the ambient complex: consider geodesic segments between the middle
points of any two edges in a given equivalence class. See [Wis12, §2.4] or [B´S99,
§3] (where hyperplanes are named hyperspaces) for alternative equivalent defini-
tions.
In the case of the complex C, hyperplanes are 1-dimensional CAT(0) cube com-
plexes, in other words they are trees. The action of STame(SL2) on the hyper-
planes of C has two orbits, whose representatives are the two hyperplanes through
the center of the standard square. We call them horizontal or vertical hyperplanes,
in accordance with our convention for edges (see Definition 2.2). We define the
vertical tree TV as follows. We call vertical region a connected component of
C minus all vertical hyperplanes. The vertices of TV correspond to such vertical
regions, and we put an edge when two regions admit a common hyperplane in their
closures. The classical fact that the complement of a hyperplane has exactly 2
connected components translates into the fact that the complement of each edge in
the graph TV is disconnected, so TV is indeed a tree. The horizontal tree TH is
defined similarly.
The product TV × TH has a structure of square complex, and we put a metric
on this complex by identifying each square with a Euclidean square with edges of
length one. Morever there is a natural embedding C ⊆ TV × TH , which is a quasi-
isometry on its image (see [B´S99, Proposition 3.4]). We denote by πV : C → TV
and πH : C → TH the two natural projections. Any element f ∈ STame(SL2)
induces an isometry on TV and on TH , which we denote respectively by πV ( f ) and
πH( f ).
Lemma 4.12. Let f be an element in STame(SL2). Then f is elliptic on C if and
only if f is elliptic on both factors TV and TH .
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Proof. If x ∈ C is fixed, then πV (x) and πH(x) are fixed points for the induced
isometries on trees.
Conversely, assume that xV ∈ TV and xH ∈ TH are fixed points for the action of
f . Then x = (xV , xH) ∈ TV × TH is a fixed point in the product of trees. Consider
d ≥ 0 the distance from x to C, and consider B ⊆ C the set of points realizing
this distance. This is a bounded set (because the embedding C ⊆ TV × TH is a
quasi-isometry), hence it admits a circumcenter which must be fixed by f . 
Lemma 4.13. Let f be an elliptic element in STame(SL2). Then f is hyperelliptic
on C if and only if f is hyperelliptic on at least one of the factors TV or TH.
Proof. Assume f hyperelliptic, and let (yi)i≥0 be a sequence of fixed points of f ,
such that limi→∞ d(y0, yi) = ∞. Then one of the sequences d(πV (y0), πV (yi)) or
d(πH(y0), πH(yi)) must also be unbounded.
Conversely, assume that f is hyperelliptic on one of the factors, say on TV . Let
(zi)i≥0 be an unbounded sequence of fixed points in TV . Then for each i, π−1V (zi)∩C
is a non-empty convex subset invariant under f . In particular it contains a fixed
point yi of the elliptic isometry f . The sequence (yi)i≥0 is unbounded, hence f is
hyperelliptic. 
Definition 4.14. The vertical elementary group EV is the stabilizer of the vertical
region containing [x1]. The vertical linear group LV is the stabilizer of the vertical
region containing [id]. We can similarly define horizontal groups EH and LH, by
considering the stabilizers of horizontal regions containing the same vertices.
Proposition 4.15. The group STame(SL2) is the amalgamated product of EV and
LV along their intersection EV ∩ LV . The same result holds for EH and LH:
STame(SL2) = EV ∗EV∩LV LV = EH ∗EH∩LH LH .
Proof. An edge in TV corresponds to a vertical hyperplane. Observe that vertical
regions are of two types, depending whether they contain vertices of type 1 and 2,
or of type 2 and 3. In particular two vertical regions of different type cannot be
in the same orbit under the action of STame(SL2). Since STame(SL2) acts transi-
tively on vertical hyperplanes, we obtain that STame(SL2) acts without inversion,
with fundamental domain an edge, on the tree TV . Hence STame(SL2) is the amal-
gamated product of the stabilizers of the vertices of an edge, which is exactly our
definition of EV and LV . 
We denote by SStab([x1]) the group Stab([x1]) ∩ STame(SL2). Remark that
Stab([x1, x2]) and Stab([x1, x3]) are already subgroups of STame(SL2).
Proposition 4.16. The group EV is the amalgamated product of SStab([x1]) and
Stab([x1, x3]) along their intersection Stab([x1], [x1, x3]).
The group LV is the amalgamated product of Stab([x1, x2]) and SO4 along their
intersection.
Similar structures hold for EH and LH.
Proof. Let R be the vertical region containing [x1]. To prove the assertion for
EV , it is sufficient to show that EV acts transitively on vertical edges contained
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in R (clearly it acts without inversion). But this is clear, since STame(SL2) acts
transitively on vertical edges between vertices of type 1 and 2.
The proofs of the other assertions are similar. 
In turn, the group EV ∩ LV admits a structure of amalgamated product.
Proposition 4.17. The group EV∩LV is the amalgamated product of the stabilizers
of edges Stab([x1], [x1, x2]) and Stab([x1, x3], [id]) along their intersection S .
Proof. The group EV ∩ LV acts on the vertical hyperplane through the standard
square, which is a tree. Since STame(SL2) acts transitively on squares, the funda-
mental domain of the action is the standard square, and EV∩LV is the amalgamated
product of the stabilizers of the horizontal edges. 
On Figure 14 we try to represent all the amalgamated product structures that we
found in this section. By a diagram of the form
G
A B
C
with the four edges of the same color we mean that G is the amalgamated product
of its subgroups A and B along their intersection C = A ∩ B.
For example, on the left hand side of Figure 14, we see that Stab([x1]) admits
two structures of amalgamated products: H1 ∗H1∩H2 H2 and K1 ∗K1∩H2 H2 (see
Propositions 4.1 and 4.11).
We are now in position to prove that the groups Tameq(C4) and Tame(SL2) are
isomorphic. We use the following general lemma.
Lemma 4.18. Let G = A ∗A∩B B be an amalgamated product and ϕ : G′ → G be a
morphism. Assume there exist subgroups A′, B′ in G′ such that G′ = 〈A′, B′〉 and
such that ϕ induces isomorphisms A′ ∼−→ A, B′ ∼−→ B and A′ ∩ B′ ∼−→ A ∩ B. Then
ϕ is an isomorphism.
Proof. By the universal property of the amalgamated product, the natural mor-
phisms ψA : A → G′ and ψB : B → G′ give us a morphism ψ : G → G′ such that
ϕ ◦ ψ = idG. It is clear that ψ is an isomorphism, so that ϕ also. 
Recall that we have a natural morphism of restriction ρ : Autq(C4) → Aut(SL2).
We denote by π the induced morphism on Tameq(C4).
Proposition 4.19. The map π : Tameq(C4) → Tame(SL2) is an isomorphism.
Proof. Clearly the group Tameq(C4) contains subgroups isomorphic (via the re-
striction map) to H2, K1, K2, E24 and O4. By Lemma 4.18 applied to the vari-
ous amalgamated products showed in Figure 14, we obtain the existence of sub-
groups in Tameq(C4) isomorphic to Stab([x1]), EV , LV and finally Tameq(C4) ≃
Tame(SL2). 
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groups references
EV , EH , LV , LH Definition 4.14
H1 §4.1.1 and §4.1.2
H2 §4.1.1 and §4.1.3
K1, K2 Definition 4.7
S Lemma 2.7
STame(SL2)
EV EH LV LH
SStab[x1] Stab[x1, x2]EV ∩ LV EH ∩ LHStab[x1, x3] SO4
Stab[x1], [x1, x2] Stab[x1], [x1, x3] Stab[x1, x3], [id] Stab[x1, x2], [id]
S
Stab[x1] ⊃
H1 H2
K1 K2 = H1 ∩ H2
K1 ∩ K2 = K1 ∩ H2
Figure 14. Russian nesting amalgamated products.
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Remark 4.20. By [LV13], any non-linear element of Tame(SL2) admits an ele-
mentary reduction (see Theorem 1.3). However, even if the groups Tame(SL2) and
Tameq(C4) are naturally isomorphic, we cannot deduce at once that an analogous
result holds for Tameq(C4). Such a result is the aim of the Annex (see Theorem
A.1).
We recall that an element f1 of C[SL2] is called a component if it can be com-
pleted to an element f =
( f1 f2
f3 f4
)
of Tame(SL2) (see §2.1). In the same way, an
element f1 of C[x1, x2, x3, x4] will be called a component if it can be completed
to an element of Tameq(C4). In the same spirit as Proposition 4.19, we show the
following stronger result.
Proposition 4.21. The canonical surjection
C[x1, x2, x3, x4] → C[SL2] = C[x1, x2, x3, x4]/(q − 1)
induces a bijection between the corresponding subsets of components.
Proof. We can associate a square complex ˜C to the group Tameq(C4) in exactly
the same way we associated a complex C to Tame(SL2) in §2.1. The canonical
surjection, alias the restriction map, defines a continuous map p : ˜C → C. One
would easily check that p is a covering (the verification is local), so that the simple
connectedness of C (Proposition 3.9) and the obvious connectedness of ˜C implies
that p is a homeomorphism. In particular, p induces a bijection between vertices
of type 1 of ˜C and C. Assume now that u, v ∈ C[x1, x2, x3, x4] are two components
such that u ≡ v mod (q−1). The vertices [u mod (q−1)] and [v mod (q−1)] of
C being equal, the vertices [u] and [v] of ˜C are also equal. This implies that v = λu
for some nonzero complex number λ. Since u and v induce the same (nonzero)
function on the quadric, we get λ = 1, i.e. u = v. 
5. Applications
In this section we apply the previous machinery to obtain two basic results about
the group Tame(SL2): the linearizability of finite subgroups and the Tits alternative.
5.1. Linearizability. This section is devoted to the proof of Theorem B from the
introduction, which states that any finite subgroup of Tame(SL2) is linearizable.
This is a first nice application of the action of Tame(SL2) on the CAT(0) square
complex C.
The following lemma will be used several times in the proof. The idea comes
from [Fur83, Proposition 4]. In the statement and in the proof, we use the natural
structure of vector space on the semi-group of self-maps of a vector space V , given
by (λ f + g)(v) = λ f (v) + g(v) for any f , g : V → V , λ ∈ C, v ∈ V .
Lemma 5.1. Let G be a group of transformations of a vector space V that admits
a semi-direct product structure G = M ⋊ L. Assume that M is stable by mean (i.e.
for any finite sequence m1, . . . ,mr in M, the mean 1r
∑r
1 mi is in M) and that L is
linear (i.e. L ⊆ GL(V)). Then any finite subgroup in G is conjugate by an element
of M to a subgroup of L.
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Proof. Consider the morphism of groups
ϕ : G = M ⋊ L → L
g = m ◦ ℓ 7→ ℓ
For any g ∈ G we have ϕ(g)−1 ◦ g ∈ M. Given a finite group Γ ⊆ G, define
m = 1|Γ|
∑
g∈Γ ϕ(g)−1 ◦ g. By the mean property, m ∈ M. Then, for each f ∈ Γ, we
compute:
m ◦ f = 1|Γ|
∑
g∈Γ
ϕ(g)−1 ◦ g ◦ f
=
1
|Γ|
∑
g∈Γ
ϕ( f ) ◦ [ϕ( f )−1 ◦ ϕ(g)−1] ◦ g ◦ f
= ϕ( f ) ◦ m.
Hence mΓm−1 is equal to ϕ(Γ), which is a subgroup of L. 
As a first application, we solve the problem of linearization for finite subgroups
in the triangular group of Aut(Cn). Recall that f = ( f1, . . . , fn) ∈ Aut(Cn) is
triangular if for each i, fi = aixi + Pi where Pi ∈ C[xi+1, . . . , xn].
Corollary 5.2. Let Γ ⊆ Aut(Cn) be a finite group. Assume that Γ lies in the trian-
gular group of Aut(Cn). Then Γ is diagonalizable inside the triangular group.
Proof. Apply Lemma 5.1 by taking G the triangular group, L the group of diagonal
matrices and M the group of unipotent triangular automorphisms, that is to say with
all ai = 1. 
Proof of Theorem B. Let Γ be a finite subgroup of Tame(SL2). The circumcenter
x of any orbit is a fixed point under the action of Γ. We claim that Γ also fixes a
vertex of C. Indeed, let S be the support of x, that is, the cell of minimal dimension
containing x. If S is a vertex, there is nothing to prove. If S is an edge, then since
its two vertices are not of the same type, S is fixed pointwise and its vertices also.
If S is a square, its two vertices of type 1 and 3 are necessarily fixed by Γ (but its
two vertices of type 2 may be interchanged).
Up to conjugation, we may assume that Γ fixes [id], [x1, x3] or [x1].
If Γ fixes [id], this means that Γ is included into O4: There is nothing more to
prove.
If Γ fixes [x1, x3], recall that Stab([x1, x3]) = E24 ⋊ GL2 (Lemma 2.3). We con-
clude by Lemma 5.1, using the natural embedding Stab([x1, x3]) → Aut(C4).
Finally, assume that Γ fixes [x1]. The group Stab([x1]) being the amalgamated
product of its two subgroups K1 and H2 along their intersection (see Lemma 4.11),
we may assume, up to conjugation in Stab([x1]), that Γ is included into K1 or H2
(e.g. [Ser77a, I.4.3, Th. 8, p. 53]).
By forgetting the fourth coordinate, the group K1 may be identified with the
subgroup ˜K1 of Aut(A3) whose elements are of the form
(ax1, bx2+ax1P(x1), b−1x3+ax1Q(x1)) or (ax1, b−1x3+ax1Q(x1), bx2+ax1P(x1)).
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Then we can apply Lemma 5.1, using the embedding ˜K1 → Aut(C3) and the semi-
direct product ˜K1 = M ⋊ L, where
M = {(x1, x2 + x1P(x1), x3 + x1Q(x1)) ; P, Q ∈ C[x1]} ;
L =
{(
ax1, bx2, b−1x3
)
or
(
ax1, b−1x3, bx2
)
; a, b ∈ C∗
}
.
Similarly, the group H2 may be identified with the subgroup of triangular auto-
morphisms of Aut(C3) whose elements are of the form
(x1, x3, x2) 7→
(
ax1, b−1x3 + x1Q(x1), bx2 + x1P(x1, x3)
)
.
Then we can apply Corollary 5.2. 
5.2. Tits alternative. A group satisfies the Tits alternative (resp. the weak Tits
alternative) if each of its subgroups (resp. finitely generated subgroups) H satisfies
the following alternative: Either H is virtually solvable (i.e. contains a solvable
subgroup of finite index), or H contains a free subgroup of rank 2.
It is known that Aut(C2) satisfies the Tits alternative ([Lam01]), and that Bir(P2)
satisfies the weak Tits alternative ([Can11]). One common ingredient to obtain the
Tits alternative for Tame(SL2) or for Bir(P2) is the following result (see [Din12,
Lemma 5.5]) asserting that groups satisfying the Tits alternative are stable by ex-
tension:
Lemma 5.3. Assume that we have a short exact sequence of groups:
1 → A → B → C → 1,
where A and C are virtually solvable (resp. satisfy the Tits alternative), then B is
also virtually solvable (resp. also satisfies the Tits alternative).
We shall also use the following elementary lemma about behavior of solvability
under taking Zariski closure.
Lemma 5.4. Let A ⊇ B be subgroups of SL2.
(1) We have [A : B] ≤ [A : B];
(2) We have D
(
A
)
⊆ D(A), where we denote D(G) the derived subgroup of the
group G;
(3) If A is solvable, then A is also;
(4) If A is virtually solvable, then A is also.
Proof. (1) If [A : B] = +∞, there is nothing to show. If [A : B] is an integer n,
there exist elements a1, . . . , an of A such that A =
⋃
i aiB. By taking the closure,
we obtain A = ⋃i aiB and the result follows.
(2) The preimage of the closed subset D(A) ⊆ SL2 under the commutator mor-
phism is closed in SL2 × SL2.
(3) There exists a sequence of subgroups of SL2 such that
A = A0 ⊇ A1 ⊇ · · · ⊇ An = {1} and D(Ai) ⊆ Ai+1 for each i.
By the last point, we immediately obtain
A = A0 ⊇ A1 ⊇ · · · ⊇ An = {1} and D
(
Ai
)
⊆ Ai+1 for each i.
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(4) This is a direct consequence of points (1) and (3). 
We now want to apply a general theorem by Ballmann and ´Swi
‘
atkowski. In or-
der to state their result we recall basic notions related to cubical complexes, which
are cell complexes in which every cell is combinatorially equivalent to a cube. We
say that X has dimension d if the maximal dimension of cells is d. A d-dimensional
cubical complex X is foldable if there exists a combinatorial map of X onto an d-
cube which is injective on each cell of X. We say that X is gallery connected if
any two top-dimensional d-cells are linked by a sequence of d-cells where any two
consecutive cells have a (d − 1)-cell in common.
Theorem 5.5 ([B´S99, Theorem 2]). Let X be a d-dimensional CAT(0), foldable,
gallery connected cubical complex and Γ ⊆ Aut(X) a subgroup. Suppose that Γ
does not contain a free nonabelian subgroup acting freely on X. Then up to passing
to a subgroup of finite index, there is a surjective homomorphism h : Γ → Zk for
some k ∈ {0, . . . , d} such that the kernel ∆ of h consists precisely of the elliptic
elements of Γ and, furthermore, precisely one of the following three possibilities
occurs:
(1) Γ fixes a point in X (then k = 0).
(2) k ≥ 1 and there is a Γ-invariant convex subset E ⊆ X isometric to k-
dimensional Euclidean space such that ∆ fixes E pointwise and such that
Γ/∆ acts on E as a cocompact lattice of translations. In particular, Γ fixes
each point of E(∞) ⊆ X(∞).
(3) Γ fixes a point of X(∞), but ∆ does not fix a point in X. There is a sequence
(xm) in X which converges to a fixed point of Γ in X(∞) and such that the
groups ∆n := ∆ ∩ Stab(xn) form a strictly increasing filtration of ∆, i.e.
∆n $ ∆n+1 and
⋃
∆n = ∆.
In our situation, the result translates as
Corollary 5.6. Let Γ ⊆ Tame(SL2) be a subgroup which does not contain a free
subgroup of rank 2, and consider the derived group D(Γ). Then one of the following
possibilities occurs:
(1) D(Γ) is elliptic.
(2) There is a morphism h : D(Γ) → Z such that the kernel of h is elliptic or
parabolic.
(3) D(Γ) is parabolic.
Proof. By Lemma 2.1 the complex C admits four orbits of vertices under the action
of STame(SL2), which are represented by the four vertices of the standard square.
This implies that C is foldable. Thus C satisfies the hypothesis of Theorem 5.5
with d = 2. Furthermore, since by Proposition 3.13 C does not contain a Euclidean
plane, we must have k = 1 in case (2). Now we review the proof of the theorem
in order to see where it was necessary to pass to a subgroup of finite index. The
argument is to project the action of D(Γ) on each factor, and to use the classical
fact that a group that does not contain a free group of rank 2 and that acts on a tree
is elliptic, parabolic or loxodromic [PV91]. In the loxodromic case, in order to be
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sure that the pair of ends is pointwise fixed, in general we need to take a subgroup
of order 2. But in our case D(Γ) is a derived subgroup hence this condition is
automatically satisfied. 
Now we are essentially reduced to the study of elliptic and parabolic subgroups
in Tame(SL2).
Proposition 5.7. Let ∆ ⊆ Tame(SL2) be an elliptic subgroup. Then ∆ satisfies the
Tits alternative.
Proof. If the globally fixed vertex v is of type 1, we may assume that v = [x1]. The
stabilizer Stab([x1]) of v is equal to the set of automorphisms f =
( f1 f2
f3 f4
)
such that
f1 = ax1 for some a ∈ C∗. The natural morphism of groups:
Stab([x1]) → C∗,
(
ax1 f2
f3 f4
)
7→ a
is surjective. By Corollary 1.5, its kernel is a subgroup of AutC(x1) C(x1)[x2, x3].
By [Lam01], AutC C[x2, x3] satisfies the Tits alternative, but the proof would be
analogous for AutK K[x2, x3] for any field K of characteristic zero. Therefore,
Lemma 5.3 shows us that Stab([x1]), hence also ∆, satisfies the Tits alternative.
If the vertex v is of type 2, we may assume that v = [x1, x3]. The stabilizer
Stab([x1, x3]) of v is equal to the set of automorphisms f =
( f1 f2
f3 f4
)
such that
Vect( f1, f3) = Vect(x1, x3). By Lemma 2.3, the natural morphism
Stab([x1, x3]) → Aut(Vect(x1, x3)) ≃ GL2,
( f1 f2
f3 f4
)
7→ ( f1, f3)
is surjective, and its kernel is the group E24. The group GL2 is linear, hence satisfies
the Tits alternative ([dlH83]) and the group E24 is abelian. Therefore, by Lemma
5.3 the group Stab([x1, x3]) satisfies the Tits alternative.
If the vertex v is of type 3, we may assume that v = [ x1 x2x3 x4 ]. The stabilizer of v
is the orthogonal group O4, which is linear hence satisfies the Tits alternative. 
Proposition 5.8. Let ∆ ⊆ Tame(SL2) be a parabolic subgroup. Then ∆ is virtually
solvable.
Proof. The case of a parabolic subgroup ∆ corresponds to Case (3) in Theorem 5.5,
from which we keep the notations. We may assume that all points xm are vertices
of C (replace xm by one of the vertices of the cell containing xm). For each m,
consider the geodesic segment S m joining xm to xm+1. Let Um be the union of the
cells of C intersecting S m. Take S ′m an edge-path geodesic segment of C joining
xm to xm+1 included into Um, such that S ′m ⊆ S ′m+1 for all m. By considering the
sequences of vertices on the successive S ′m, we obtain a sequence of vertices yi,
i ≥ 0 such that:
• The sequence xm is a subsequence of yi;
• For each i ≥ 0, d(yi, yi+1) = 1.
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For each m ≥ 0 we set
∆′m = ∆ ∩
⋂
i≥m
Stab(yi).
By construction the ∆′m form an increasing filtration of ∆. For 1 ≤ j ≤ 3, let X j
be the set of integers i such that yi is a vertex of type j. One of the three following
cases is satisfied:
a) X1 and X3 are infinite;
b) X1 is infinite and X3 is finite;
c) X1 is finite and X3 is infinite.
In case a), there exists an infinite subset A of N such that for all a ∈ A, the ver-
tices ya, ya+1, ya+2 are of type 1, 2, 3 respectively. Note that the group
⋂
a≤ i≤ a+2
Stab(yi)
is conjugate to the group
S = Stab([x1]) ∩ Stab([x1, x2]) ∩ Stab([id]),
which is the stabilizer of the standard square. Recall from Lemma 2.7 that
S =
{(
ax1 b(x2 + cx1)
b−1(x3 + dx1) . . .
)
, a, b, c, d ∈ C, ab , 0
}
and so the second derived subgroup of S is trivial: D2(S ) = {1}. Therefore,
D2(∆′a) = {1} for each a ∈ A and since ∆ =
⋃
a∈A
∆′a, we get D2(∆) = 1.
In case b), changing the first vertex we may assume that X3 = ∅, that the vertices
y2i of even indices are of type 2 and that the vertices y2i+1 of odd indices are of type
1. Note that the group
⋂
2a−1≤ i≤ 2a+1
Stab(yi) is conjugate to the group
E˜24 = Stab([x1]) ∩ Stab([x1, x3]) ∩ Stab([x3]).
By Lemma 2.6 we have
E˜24 =
{(
ax1 b−1x2 + ax1P(x1, x3)
bx3 a−1x4 + bx3P(x1, x3)
)
; a, b ∈ C∗, P ∈ C[x1, x3]
}
and thus D2
(
E˜24
)
= {1}. Therefore ∆′2a−1 = 1 and finally D2(∆) = 1.
In case c), we may assume that X1 = ∅, that the vertices y2i of even indices are
of type 2 and that the vertices y2i+1 of odd indices are of type 3. Note that the group⋂
2a≤ i≤ 2a+2
Stab(yi) is conjugate to the group
Stab([x1, x2]) ∩ Stab([id]) ∩ Stab([x3, x4]) ≃ GL2 .
Up to passing again to the derived subgroup, we can assume that all ∆n are con-
jugate to subgroups of SL2, where SL2 is identified to a subgroup of SO4 via the
natural injection
SL2 → SO4,
(
a b
c d
)
7→
(
a b
c d
)
·
(
x1 x2
x3 x4
)
.
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Since SL2 satisfies the Tits alternative, all ∆n, which by hypothesis do not contain
free subgroups of rank 2, are virtually solvable. By Lemma 5.4, the Zariski closure
∆n is again virtually solvable.
If ∆n is finite for all n, since there is only a finite list of finite subgroups of SL2
which are not cyclic or binary dihedral, we conclude that all ∆n are contained in
binary dihedral groups hence solvable of index at most 3.
Now if dim∆n ≥ 1 for n sufficiently large, then up to conjugacy the identity
component (∆n)◦ of ∆n is equal to one of the following three groups:
T =
{(
λ 0
0 λ−1
)
, λ ∈ C∗
}
, A =
{(
1 µ
0 1
)
, µ ∈ C
}
or B =
{(
λ µ
0 λ−1
)
, λ ∈ C∗, µ ∈ C
}
.
Therefore, ∆n is contained in the normalizer in SL2 of these groups. Since
NSL2(T ) =
{(
λ 0
0 λ−1
)
, λ ∈ C∗
}
∪
{(
0 λ−1
λ 0
)
, λ ∈ C∗
}
and NSL2 (A) = NSL2 (B) = B are solvable of index 2, we conclude that ∆n is solvable
of index at most 2.
Finally in all cases ∆ = ∪∆n is solvable of index at most 3. 
We are now ready to prove Theorem C from the introduction, that is, the Tits
alternative for Tame(SL2).
Proof of Theorem C. Let Γ be a subgroup of Tame(SL2), and assume that Γ does
not contain a free subgroup of rank 2. We want to prove that Γ is virtually solvable.
By Lemma 5.3, without loss in generality we can replace Γ by its derived subgroup.
By Corollary 5.6 we have a short exact sequence
1 → ∆→ Γ→ Zk → 1
with k = 0 or 1. By Lemma 5.3, it is enough to prove that ∆ is virtually solvable.
When ∆ is elliptic the result follows from Proposition 5.7, and when ∆ is parabolic
this is Proposition 5.8. 
6. Complements
In this section we first provide examples of hyperbolic or hyperelliptic elements
in Tame(SL2), and also an example of parabolic subgroup. Then we discuss sev-
eral questions about the usual tame group of the affine space, the relation between
Autq(C4) and Aut(SL2), and finally the property of infinite transitivity.
6.1. Examples.
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6.1.1. Hyperbolic elements. The following lemma allows us to produce some hy-
perbolic elements in Tame(SL2), which are very similar to generalized He´non map-
ping on C2 from an algebraic point of view.
Lemma 6.1. Let P1, . . . , Pr ∈ C[x2, x4] be polynomials of degree at least 2, and
a1, b1, . . . , ar, br ∈ C∗ be nonzero constants. Set
gi =
(
b−1i x2 aix1 + aix2Pi(x2, x4)
−a−1i x4 −bix3 − bix4Pi(x2, x4)
)
.
Then the composition gr ◦ · · · ◦ g1 is a hyperbolic element of Tame(SL2).
Proof. We have
gi =
(
b−1i x2 aix1 + aix2P(x2, x4)
−a−1i x4 −bix3 − bix4P(x2, x4)
)
=
(
b−1i x2 aix1
−a−1i x4 −bix3
)
◦
(
x1 + x2Pi(x2, x4) x2
x3 + x4Pi(x2, x4) x4
)
.
Since (
b−1i x2 aix1
−a−1i x4 −bix3
)
and
(
x1 + x2Pi(x2, x4) x2
x3 + x4Pi(x2, x4) x4
)
preserve respectively the edges between [x1, x2] and [id] and between [x2] and
[x2, x4], we get that gi preserves the hyperplane H associated with these two edges
(see Figure 15).
Recall that H is a one-dimensional convex subcomplex of (the first barycentric
subdivision of) C, in particular H is a tree. By [BH99, II.6.2(4)], since H is
invariant under gi, the translation length of gi on C is equal to the translation length
of its restriction gi|H , which is 2. Indeed Stab(H) is the amalgamated product of
the stabilizers of the edges between [x1, x2] and [id] and between [x2] and [x2, x4],
and gi is a word of length 2 in this product. Similarly, gr ◦ · · · ◦ g1 ∈ Stab(H) has
length 2r in the amalgamated product, hence is hyperbolic with translation length
equal to 2r. 
◦ • ◦ • ◦
• • •
[x1] [x1 ,x2] [x2] [x1+x2Pi,x2] [x1+x2Pi]
[x1 ,x3] [id] [x2 ,x4] [gi] [x1+x2Pi,x3+x4Pi]
Figure 15. Part of the hyperplane associated with the edge [x2], [x2, x4].
The previous examples induce hyperbolic isometries on the vertical tree TV , but
they project as elliptic isometries on the factor TH. Here is an example which is
hyperbolic on both factors:
Example 6.2. Consider the following automorphism g of Tame(SL2):
g =
(
x4 + x3x
2
1 + x2x
2
1 + x
5
1 x2 + x
3
1
x3 + x
3
1 x1
)
.
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•
• •
•
◦
◦
◦
◦◦
◦
◦
◦
◦
• •
•
•
••
•
• [id] [x2 ,x4]
[ f ]
[g−1][h]
[x3 ,x4] [x4]
[x1] [x2]
[x3−x34]
[x2−x34]
[x3]
Figure 16. Geodesic through [x1], g · [x1] = [x4] and g2 · [x1] = g · [x4].
Its inverse g−1 is:
g−1 =
(
x4 x2 − x34
x3 − x34 x1 − x54 − x24(x2 − x34) − (x3 − x34)x24
)
.
The automorphism g is hyperbolic, as a consequence of Lemma 2.13: If we com-
pute the geodesic through [x1], g ·[x1] and g2 ·[x1] we find the segment [x1], [x4], g ·
[x4] (see Figure 16) on which g acts as a translation of length 2
√
2.
6.1.2. Two classes of examples of hyperelliptic elements. Recall that an elliptic
element of Tame(SL2) is said to be hyperelliptic if Min( f ) is unbounded. In this
section we gives some examples of hyperelliptic elements.
Definition 6.3. We say that two numbers a, b ∈ C∗ are resonant if they satisfy a
relation apbq = 1 for some p, q ∈ Z r {0}. We say that a polynomial R ∈ C[x, y] is
resonant in a and b if R is not constant and abR(ax, by) = R(x, y).
Remark 6.4. (1) A polynomial R is resonant in a and b if and only if it is
resonant in a−1 and b−1. On the other hand, the condition R resonant in a
and b is not equivalent to R resonant in b and a.
(2) If R = ∑ ri, jxiy j, the condition abR(ax, by) = R(x, y) is equivalent to the
implication ri, j , 0 ⇒ ai+1b j+1 = 1.
(3) There exist some polynomials that are not resonant in a and b for any
(a, b) ∈ (C∗)2 r {(1, 1)}. For instance P(x, y) = x2 + x3 + y2 + y3 is such a
polynomial.
Lemma 6.5. If a, b ∈ C∗ are resonant, then f =
(
ax1 b−1x2
bx3 a−1x4
)
is hyperelliptic.
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Proof. By Lemma 2.12, to prove that f is hyperelliptic it is sufficient to show that f
commutes with some hyperbolic element. By assumption there exist p, q ∈ Zr {0}
such that apbq = 1. We can assume that p, q have the same sign, by considering
τ fτ instead of f if necessary, where τ is the transpose automorphism. Moreover,
up to replacing f by f −1, hence a and b by their inverses, we can assume p, q ≥ 1.
We set
g =
(−x2 −x1 − x2P(x2, x4)
x4 x3 + x4P(x2, x4)
)
,
where P ∈ C[x2, x4] is a polynomial of degree at least 2 that is resonant in b and a.
Denote
σ =
(−x3 x4
−x1 x2
)
, ˜f = σ f −1σ =
(
b−1x1 ax2
a−1x3 bx4
)
and g˜ = σgσ.
We compute
g ◦ f =
−b−1x2 −ax1 − b−1 x2P
(
b−1x2, a−1x4
)
a−1x4 bx3 + a−1x4P
(
b−1x2, a−1x4
) 
=
(−b−1x2 −ax1 − ax2P(x2, x4)
a−1x4 bx3 + bx4P(x2, x4)
)
= ˜f ◦ g.
Conjugating this equality by the involution σ we get g˜ ◦ ˜f −1 = f −1 ◦ g˜, hence
f ◦ g˜ = g˜ ◦ ˜f . Finally f commutes with g˜ ◦ g because
( f ◦ g˜) ◦ g = (g˜ ◦ ˜f ) ◦ g = g˜ ◦ ( ˜f ◦ g) = g˜ ◦ (g ◦ f ).
Then g˜ ◦ g is hyperbolic by Lemma 6.1 and therefore f is hyperelliptic. 
Lemma 6.6. If a, b are roots of unity of the same order, then for any P(x1, x3) ∈
C[x1, x3] the elementary automorphism
f =
(
a−1x1 bx2 + bx1P(x1, x3)
b−1x3 ax4 + ax3P(x1, x3)
)
is hyperelliptic.
Proof. There exist m, n ≥ 2 such that am = b and bn = a. We will use the observa-
tion that in Aut(A2
C
), with A2
C
= SpecC[x1, x3], the automorphisms (x3, x1 + xm3 ) ◦
(x3, x1 + xn3) and (a−1x1, b−1x3) commute.
By Lemma 6.1, the following automorphisms are hyperbolic, because their pro-
jections on TH are hyperbolic:
g1 =
(
x3 −x4
x1 + x
m
3 −x2 − x4xm−13
)
, g2 =
(
x3 −x4
x1 + x
n
3 −x2 − x4xn−13
)
and g = g1 ◦ g2.
The projection πH(g) is a hyperbolic isometry, πH( f ) is elliptic, and πH(g) and
πH( f ) commute. By Lemma 2.12, Min πH( f ) is unbounded. We conclude by
Lemma 4.13. 
Remark 6.7. We believe that any hyperelliptic automorphism in Tame(SL2) is
conjugate to an automorphism of the form given in Lemmas 6.5 or 6.6. However
we were not able to get an easy proof of that fact.
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6.1.3. An example of parabolic subgroup. We give an example of parabolic sub-
group in Tame(SL2), where most elements have infinite order. This is in contrast
with the situation of Aut(C2), where a parabolic subgroup is always a torsion group
(see [Lam01, Proposition 3.12]). Let
Hn =
{(
ax1 b−1x2
bx3 a−1x4
)
; a, b ∈ C∗, (ab)2n = 1
}
.
As in the proof of Lemma 6.5, we set
σ =
(−x3 x4
−x1 x2
)
, gn =
(−x2 −x1 − x2Pn(x2, x4)
x4 x3 + x4Pn(x2, x4)
)
,
and g˜n = σgnσ =
(−x2 −x1 + x2Pn(x4, x2)
x4 x3 − x4Pn(x4, x2)
)
where Pn(x, y) = (xy)2n−1. Then we observe that for j < k, any element h ∈ H j
commutes with g˜k ◦ gk. On the other hand for any k ≥ 1 and any h ∈
(⋃
n≥0 Hn
)
r
Hk−1, g˜−1k hg˜k is a non linear elementary automorphism. We set
ϕn = g˜n ◦ gn ◦ · · · ◦ g˜1 ◦ g1, ∆n = ϕ−1n Hnϕn and ∆ = ∪n≥0∆n.
Then ∆ is a parabolic subgroup of Tame(SL2). Indeed by Lemma 4.12 it is suffi-
cient to prove that the isometry group πV(∆) induced by ∆ on the vertical tree TV
is parabolic. This is the case, since for each n ≥ 1, ϕ−1n · πV[id] is a fixed vertex for
πV(∆n), but not for πV(∆n+1), and d(πV [id], ϕ−1n · πV[id]) = 4n goes to infinity with
n.
6.2. Further comments.
6.2.1. Tame group of the affine space. In Section 2.5.1 we defined a simplicial
complex associated with the tame group of Kn. We now make a few comments on
this construction. We make the convention to call standard simplex the simplex
associated with the vertices [x1], [x1, x2], . . . , [x1, . . . , xn].
First observe that we could make the same formal construction as in §2.5.1 us-
ing the whole group Aut(Kn). But then it is not clear anymore that we obtain a
connected complex. More precisely, recall that if X is a simplicial complex of di-
mension n, we say that X is gallery connected if given any simplexes S , S ′ of
maximal dimension in X, there exists a sequence of simplexes of maximal dimen-
sion S 1 = S , . . . , S n = S ′ such that for any i = 1, . . . , n−1, the intersection S i∩S i+1
is a face of dimension n − 1 (see [B´S99, p. 55]). Then the gallery connected com-
ponent of the standard simplex of the complex associated with Aut(Kn) is precisely
the complex associated to Tame(Kn). It is probable that the whole complex is not
connected, but it seems to be a difficult question.
We now focus on the case K = C, n = 3. In the same vein as the above discus-
sion, observe that the Nagata automorphism
N = (x1 + 2x2(x22 − x1x3) + x3(x22 − x1x3)2, x2 + x3(x22 − x1x3), x3)
defines a simplex that shares the vertex [x3] with the standard simplex, but since N
is not tame these two simplexes are not in the same gallery connected component.
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The question of the connectedness of the whole complex associated with Aut(C3)
is equivalent to the question whether Aut(C3) is generated by the affine group and
automorphisms preserving the variable x3.
We denote byC′ the 2-dimensional simplicial complex associated with Tame(C3).
The standard simplex has vertices [x1], [x1, x2] and [id], and the stabilizers of these
vertices are respectively (here we use the notation of §2.5.1):
Stab[x1] =
{(ax1 + b, f , g); ( f , g) ∈ TameC[x1](SpecC[x2, x3])}
Stab[x1, x2] =
{(ax1 + bx2 + c, a′x1 + b′x2 + c′, dx3 + P(x1, x2))}
Stab[x1, x2, x3] = A3.
By construction the group Tame(C3) acts on the complex C′ with fundamental
domain the standard simplex. To say that Tame(C3) is the amalgamated product
of the three stabilizers above along their pairwise intersection is equivalent to the
simple connectedness of the complex. This is precisely the content of the main
theorem of [Wri13], where the subgroups are denoted by ˜H1, H2 and H3. Observe
that the proof of Wright relies on the understanding of the relations in the tame
group and so ultimately on the Shestakov-Umirbaev theory: This is similar to our
proof of Proposition 3.9, which relies on an adaptation of the Shestakov-Umirbaev
theory to the case of a quadric 3-fold.
Note that the naive thought according to which Tame(SL2) would be the amal-
gamated product of the four types of elementary groups is false. Indeed, if P, Q are
non-constant polynomials of C[x1], the two following elements belong to different
factors and they commute (this is similar to a remark made by J. Alev a long time
ago about Tame(C3), see [Ale95]):(
x1 x2 + x1P(x1)
x3 x4 + x3P(x1)
)
,
(
x1 x2
x3 + x1Q(x1) x4 + x2Q(x1)
)
.
On the other hand, it follows from our study in Section 4 (see also Figure 14) that
STame(SL2) is the amalgamated product of the four stabilizers of each vertex of the
standard square along their pairwise intersections: In view of the result of Wright,
this is another evidence that the groups Tame(C3) and Tame(SL2) are qualitatively
quite similar.
As mentioned at the end of [Wri13], there are basic open questions about the
complex C′: The contractibility of C′ is not clear, or even whether it is unbounded
or not. In view of what we proved about the complex C associated with Tame(SL2),
a natural question would be to ask if C′ is CAT(0). We believe that this is not the
case (for any choice of local Euclidean structure on C′, that is, for any choice
of angles for the standard triangle), but this would have to be carefully checked by
computing the link structure for vertices of C′. On the other hand, it seems possible
that the complex C′ is hyperbolic. Of course this last question is relevant only if C′
is unbounded, but we believe this to be true.
6.2.2. The restriction morphism. Recall that we have natural morphisms of restric-
tion:
π : Tameq(C4) → Tame(SL2) and ρ : Autq(C4) → Aut(SL2).
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We have proved in Proposition 4.19 that π is an isomorphism. On the other hand,
we have
ρ
((
x1 x2 + x1(q − 1)
x3 x4 + x3(q − 1)
))
= idSL2 ,
so that ρ is not injective.
If follows from the next remark that the automorphism(
x1 x2 + x1(q − 1)
x3 x4 + x3(q − 1)
)
of Autq(C4) does not belong to Tameq(C4).
Remark 6.8. Any automorphism f =
(
x1 f2
x3 f4
)
of Tameq(C4) is of the form
f =
(
x1 x2 + x1P(x1, x3)
x3 x4 + x3P(x1, x3)
)
.
This follows from Theorem A.1, that is, from the existence of elementary reduc-
tion. Indeed, if a non linear automorphism f =
(
x1 f2
x3 f4
)
belongs to Tameq(C4), by
Lemma A.8 it necessarily admits an elementary reduction of the form(
x1 f2 + x1P1(x1, x3)
x3 f4 + x3P1(x1, x3)
)
,
which in turn admits an elementary reduction of the same form. We can continue
until we obtain a linear automorphism and this proves the result.
Note that any automorphism f =
( f1 f2
f3 f4
)
in Autq(C4) such that f1 = x1 and
f3 = x3 is necessarily of the form f =
(
x1 x2+x1P
x3 x4+x3P
)
, where P ∈ C[x1, x3, q]. Indeed,
since x1 f4 − x3 f2 = q, there exists some polynomial P in C[x1, x2, x3, x4] such that
f2 = x2+x1P and f4 = x4+x3P. The Jacobian condition det( ∂ fi∂x j )i, j = 1 is equivalent
to δP = 0, where δ is the locally nilpotent derivation of C[x1, x2, x3, x4] given by
δ = x1∂x2 + x3∂x4 . One could easily check that Ker δ = C[x1, x3, q]. Conversely,
for any element P of C[x1, x3, q], it is clear that f =
(
x1 x2+x1P
x3 x4+x3P
)
is an element of
Autq(C4) whose inverse is f −1 =
(
x1 x2−x1P
x3 x4−x3P
)
.
If we take P(x1, x3, q) = q, we obtain the famous Anick’s automorphism. Since
f3 actually depends on x4, Corollary 1.5 above directly implies that this automor-
phism does not belong to Tame(SL2). However in restriction to SL2 the Anick’s
automorphism coincides with the linear (hence tame) automorphism
(
x1 x2+x1
x3 x4+x3
)
.
On the other hand there exist automorphisms in Autq(C4) whose restriction to
the quadric q = 1 does not coincide with the restriction of any automorphism
in Tame(SL2): see [LV13, §5] where it is proved that the following automorphism
is a concrete example:(
x1 x2
x3 x4
)
7→
(
x1 − x2(x1 + x4) x2
x3 + (x1 − x4)(x1 + x4) − x2(x1 + x4)2 x4 + x2(x1 + x4)
)
.
Observe that for the Anick’s automorphism the degrees of the components are
not the same when considered as elements of C[x1, x2, x3, x4] or as elements of
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C[SL2]. On the other hand it seems possible that in the case of an automorphism
f =
( f1 f2
f3 f4
)
∈ Tame(SL2), equalities deg fi = degC4 fi always hold for each compo-
nent fi. This is an interesting question, that we have not been able to solve. Let us
formulate it precisely. For any element p ∈ O(SL2) := C[x1, x2, x3, x4]/〈q − 1〉, set
deg p = min{deg r, r ∈ p}.
Note that deg p = deg p if and only if p = 0 or q does not divide the leading part
pw of p (see [LV13, §2.5]).
Question 6.9. If p is the component of an element of Tameq(C4), do we have
deg p = deg p?
Note that a positive answer to Question 6.9 would immediately imply Propo-
sition 4.19. Indeed, if f =
( f1 f2
f3 f4
)
∈ Ker π, there exist polynomials gi such that
fi = xi + (q − 1)gi. But if deg fi = deg fi, we get gi = 0, so that fi = xi and f = id.
Another natural but probably difficult question about the morphism ρ is the fol-
lowing:
Question 6.10. Is the map ρ : Autq(C4) → Aut(SL2) surjective?
6.2.3. Infinite transitivity. As a final remark we check that STame(SL2) acts infin-
itely transitively on the quadric SL2, as a consequence of the results in [AFK+13].
Consider the locally nilpotent derivation ∂ = x1∂x2 + x3∂x4 of the coordinate ring
C[SL2] = C[x1, x2, x3, x4]/(q − 1). We have Ker ∂ = C[x1, x3] and for any element
P of C[x1, x3], we have
exp(P∂) =
(
x1 x2 + x1P
x3 x4 + x2P
)
∈ STame(SL2).
Therefore, the set N of locally nilpotent derivations on SL2 that are conjugate in
STame(SL2) to the above derivations is saturated in the sense of [AFK+13, Defi-
nition 2.1]. Furthermore, one could easily show that STame(SL2) is generated by
N . Indeed, it is clear that any elementary automorphism is the exponential of an
element of N . We leave as an exercise for the reader to check that SO4 is included
into the group generated by N . Finally, since STame(SL2) contains the group SL2,
it acts transitively on SL2, and we conclude by [AFK+13, Theorem 2.2].
Annex
In this annex we prove that on both groups Tame(SL2) and Tameq(C4) there
exists a good notion of elementary reduction, in the spirit of Shestakov-Umirbaev
and Kuroda theories. In the case of Tame(SL2) this was done in [LV13]. The
purpose of this annex is twofold: We propose a simplified version of the argument
in the case of Tame(SL2), and we establish a similar result for the group Tameq(C4).
A.1. Main result. In the sequel G denotes either the group Tameq(C4) or the
group Tame(SL2), since most of the statements hold without any change in both
settings.
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Recall that we define the degree of a monomial of C[x1, x2, x3, x4] by
deg xi1x
j
2x
k
3x
l
4 = (i, j, k, l)

2 1 1 0
1 2 0 1
1 0 2 1
0 1 1 2
 = (2i+ j+k, i+2 j+l, i+2k+l, j+k+2l) ∈ N4.
Then, by using the graded lexicographic order on N4, we define the degree of any
nonzero element of C[x1, x2, x3, x4]: We first compare the sums of the coefficients
and, in case of a tie, apply the lexicographic order. For example, we have
deg(x1 + x2 + x3 + x4) = (2, 1, 1, 0), deg(x1x2 + x23) = (3, 3, 1, 1),
deg x1x4 = deg x2x3 = deg q = (2, 2, 2, 2).
By convention, we set deg 0 = −∞, with −∞ smaller than any element of N4. The
leading part of a polynomial
p =
∑
i, j,k,l
pi, j,k,l xi1x
j
2x
k
3x
l
4 ∈ C[x1, x2, x3, x4]
is denoted pw. Hence, we have
pw =
∑
deg xi1 x
j
2 x
k
3 x
l
4 = deg p
pi, j,k,l xi1x
j
2x
k
3x
l
4.
Remark that pw is not in general a monomial. For instance, we have qw = q. We
define the degree of an automorphism f =
( f1 f2
f3 f4
)
to be
deg f = max
i
deg fi ∈ N4.
We have similar definitions in the case of Tame(SL2), where the degree on C[SL2],
also noted deg, is defined by considering minimum over all representatives.
An elementary automorphism is an element of G of the form
e = u
(
x1 x2 + x1P(x1, x3)
x3 x4 + x3P(x1, x3)
)
u−1
where u ∈ V4, P ∈ C[x1, x3]. We say that f ∈ G admits an elementary reduction
if there exists an elementary automorphism e such that deg e◦ f < deg f . We denote
by A the set of elements of G that admit a sequence of elementary reductions to an
element of O4. The main result of this annex is then:
Theorem A.1. Any non-linear element of G admits an elementary reduction, that
is, we have the equality G = A.
A.2. Lower bounds. The following result is a close analogue of [Kur10, Lemma
3.3(i)] and is taken from [LV13, §3].
Lower bound A.2. Let f1, f2 ∈ C[SL2] be algebraically independent and let
R( f1, f2) be an element of C[ f1, f2]. Assume that R( f1, f2) < C[ f2] and f1w <
C[ f2w]. Then
deg( f2R( f1, f2)) > deg f1.
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In this section we establish the following analogous lower bound in the context
of G = Tameq(C4).
Lower bound A.3. Let ( f1, f2) ∈ C[x1, x2, x3, x4]2 be part of an automorphism of
C4 and let R( f1, f2) be an element of C[ f1, f2]. Assume that R( f1, f2) < C[ f2] and
f1w < C[ f2w]. Then
deg( f2R( f1, f2)) > deg f1.
We say that ( f1, f2) ∈ C[x1, x2, x3, x4]2 is part of an automorphism of C4, if
there exists ( f3, f4) ∈ C[x1, x2, x3, x4]2 such that ( f1, f2, f3, f4) is an automorphism
of C4.
We follow the proof of Lower bound A.2 given in [LV13, §3]. The only non-
trivial modification lies in Lemma A.5 below, but for the convenience of the reader
we give the full detail of the arguments.
A.2.1. Generic degree. Given f1, f2 ∈ C[x1, x2, x3, x4] r {0}, consider
R =
∑
Ri, jXi1X
j
2 ∈ C[X1, X2]
a non-zero polynomial in two variables. Generically (on the coefficients Ri, j of R),
deg R( f1, f2) coincides with gdeg R where gdeg (standing for generic degree) is
the weighted degree on C[X1, X2] defined by
gdeg Xi = deg fi ∈ N4,
again with the graded lexicographic order. Namely we have
R( f1, f2) = Rgen( f1, f2) + LDT ( f1, f2)
where
Rgen( f1, f2) =
∑
gdeg Xi1X
j
2 = gdeg R
Ri, j f i1 f j2
is the leading part of R with respect to the generic degree and LDT represents the
Lower (generic) Degree Terms. One has
deg LDT ( f1, f2) < deg Rgen( f1, f2) = gdeg R = deg R( f1, f2)
unless Rgen( f1w, f2w) = 0, in which case the degree falls: deg R( f1, f2) < gdeg R.
Let us focus on the condition Rgen( f1w, f2w) = 0. Of course this can happen only
if f1w and f2w are algebraically dependent. Remark that the ideal
I = {S ∈ C[X1, X2]; S ( f1w, f2w) = 0}
must then be principal, prime and generated by a gdeg-homogeneous polynomial.
The only possibility is that I = (Xs11 − λXs22 ) where λ ∈ C∗, s1 deg f1 = s2 deg f2
and s1, s2 are coprime. To sum up, in the case where f1w and f2w are algebraically
dependent one has
deg R( f1, f2) < gdeg R ⇔ Rgen( f1w, f2w) = 0 ⇔ Rgen ∈ (H) (3)
where H = Xs11 − λXs22 .
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A.2.2. Pseudo-Jacobians. If f1, f2, f3, f4 are polynomials in C[x1, x2, x3, x4], we
denote by Jac( f1, f2, f3, f4) the Jacobian determinant, i.e. the determinant of the
Jacobian 4 × 4- matrix ( ∂ fi
∂x j ). Then we define the pseudo-Jacobian of f1, f2, f3 by
the formula
j( f1, f2, f3) := Jac(q, f1, f2, f3).
Lemma A.4. Assume f1, f2, f3 ∈ C[x1, x2, x3, x4]. Then
deg j( f1, f2, f3) ≤ deg f1 + deg f2 + deg f3 − (2, 2, 2, 2).
Proof. An easy computation shows the following inequality:
deg Jac( f1, f2, f3, f4) ≤
∑
i
deg fi −
∑
i
deg xi =
∑
i
deg fi − (4, 4, 4, 4).
Recalling the definitions of j and deg we obtain:
deg j( f1, f2, f3) = deg Jac(q, f1, f2, f3)
≤ deg q +
∑
i
deg fi − (4, 4, 4, 4) =
∑
i
deg fi − (2, 2, 2, 2). 
We shall essentially use those pseudo-Jacobians with f1 = x1, x2, x3 or x4.
Therefore we introduce the notation jk(·, ·) := j(xk, ·, ·) for all k = 1, 2, 3, 4. The
inequality from Lemma A.4 gives
deg jk( f1, f2) ≤ deg f1 + deg f2 + deg xk − (2, 2, 2, 2)
from which we deduce
deg jk( f1, f2) < deg f1 + deg f2, ∀ k = 1, 2, 3, 4. (4)
We shall also need the following observation.
Lemma A.5. If ( f1, f2) is part of an automorphism ofC4, then the elements jk( f1, f2),
k = 1, . . . , 4, are not simultaneously zero, i.e. maxk deg jk( f1, f2) , −∞ or, equiva-
lently,
max
k
deg jk( f1, f2) ∈ N4.
Proof. Assume that j(xk, f1, f2) = 0 for each k. This means that the elements
q, f1, f2 are algebraically dependent. But, since ( f1, f2) is part of an automorphism
of C4, the ring C[ f1, f2] is algebraically closed in C[x1, x2, x3, x4] (indeed, there ex-
ists an automorphism of the algebra C[x1, x2, x3, x4] sending C[ f1, f2] to C[x1, x2]).
Therefore, there exists a polynomial R such that q = R( f1, f2). We now prove that
this is impossible. Indeed, we may assume that f1 and f2 do not have constant
terms. Let l1 and l2 be their linear parts. Write R =
∑
i, j Ri, jXiY j. It is clear that
R0,0 = 0 (look at the constant term) and that R1,0 = R0,1 = 0 (look at the linear
part and use the fact that l1, l2 are linearly independent). Therefore, looking at the
quadratic part, we get
q = R2,0 l21 + R1,1 l1l2 + R0,2 l
2
2.
We get a contradiction since the rank of the quadratic form q is 4 and the rank of
the quadratic form on the right is at most 2. 
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A.2.3. The parachute. In this paragraph ( f1, f2) ∈ C[x1, x2, x3, x4]2 is part of an
automorphism of C4, and we set di := deg fi ∈ N4. We define the parachute of
f1, f2 to be
∇( f1, f2) = d1 + d2 − max
k
deg jk( f1, f2).
By Lemma A.5, we get ∇( f1, f2) ≤ d1 + d2.
Lemma A.6. Assume deg ∂nR
∂Xn2
( f1, f2) coincides with the generic degree gdeg ∂nR∂Xn2 .
Then
d2 · degX2 R − n∇( f1, f2) < deg R( f1, f2).
Proof. As already remarked Jac, j and now jk as well are C-derivations in each of
their entries. We may then apply the chain rule on jk( f1, ·) evaluated in R( f1, f2):
∂R
∂X2
( f1, f2) jk( f1, f2) = jk( f1,R( f1, f2)).
Now taking the degree and applying inequality (4) (with R( f1, f2) instead of f2),
we obtain
deg ∂R
∂X2
( f1, f2) + deg jk( f1, f2) < d1 + deg R( f1, f2).
We deduce
deg ∂R
∂X2
( f1, f2) + d2 − (d1 + d2 − max
k
deg jk( f1, f2)︸                             ︷︷                             ︸
=∇( f1 , f2)
) < deg R( f1, f2).
By induction, for any n ≥ 1 we have
deg ∂
nR
∂Xn2
( f1, f2) + nd2 − n∇( f1, f2) < deg R( f1, f2) .
Now if the integer n is as given in the statement one gets:
deg ∂
nR
∂Xn2
( f1, f2) = gdeg ∂
nR
∂Xn2
≥ d2 ·degX2
∂nR
∂Xn2
= d2 ·(degX2 R−n) = d2 ·degX2 R−d2n
which, together with the previous inequality, gives the result. 
Lemma A.7. Let H be the generating relation between f1w and f2w as in the
equivalence (3) and let n ∈ N be such that Rgen ∈ (Hn) \ (Hn+1). Then n fulfills the
assumption of Lemma A.6, i.e.
deg ∂
nR
∂Xn2
( f1, f2) = gdeg ∂
nR
∂Xn2
.
Proof. It suffices to remark that
(
∂R
∂X2
)
gen
=
∂Rgen
∂X2 and that Rgen ∈ (Hn) r (Hn+1)
implies ∂Rgen
∂X2 ∈ (Hn−1) r (Hn). One concludes by induction. 
Remark that, by definition of n in Lemma A.7 above, we have:
degX2 R ≥ degX2 Rgen ≥ ns2.
THE TAME AUTOMORPHISM GROUP OF AN AFFINE QUADRIC THREEFOLD 56
Together with Lemma A.6 and recalling that s1d1 = s2d2, this gives:
d1ns1 − n∇( f1, f2) < deg R( f1, f2). (5)
A.2.4. Proof of Lower bound A.3.
Let n be as in Lemma A.7. If n = 0, then deg R( f1, f2) = gdeg R ≥ deg f1 by the
assumption R( f1, f2) < C[ f2] and then deg( f2R( f1, f2)) ≥ deg f2 + deg f1 > deg f1
as wanted.
If n ≥ 1 then, by (5),
d1s1 − ∇( f1, f2) < deg R( f1, f2)
and, since ∇( f1, f2) ≤ d1 + d2,
d1s1 − d1 − d2 < deg R( f1, f2).
We obtain
d1(s1 − 1) < deg R( f1, f2) + d2 = deg( f2R( f1, f2)).
The assumption f1w < C[ f2w] forbids s1 to be equal to one, hence we get the
desired lower bound. 
A.3. Proof of the main result. In this section, we prove Theorem A.1. We need
the two following easy lemmas.
Lemma A.8. Let f =
( f1 f2
f3 f4
)
∈ G. If e ∈ E13 and e ◦ f =
( f ′1 f2
f ′3 f4
)
, then
deg e ◦ f∢ deg f ⇐⇒ deg f ′1∢ deg f1 ⇐⇒ deg f ′3∢ deg f3
for any relation ∢ among <, >, ≤, ≥ and =.
Proof. We have
e =
(
x1 + x2P(x2, x4) x2
x3 + x4P(x2, x4) x4
)
where P is non-constant. We first prove the equivalence for ∢ equal to <. One
has f1 f4 − f2 f3 = q and the polynomials fi are not linear hence the leading parts
must cancel one another: f1w f4w − f2w f3w = 0. It follows: deg f1 + deg f4 =
deg f2 + deg f3. Similarly deg f ′1 + deg f4 = deg f2 + deg f ′3 . So we obtain
deg f1 − deg f ′1 = deg f3 − deg f ′3 .
Assume deg e ◦ f < deg f . Thus deg f = max(deg f1, deg f3), hence
max(deg f ′1, deg f ′3) ≤ deg e ◦ f < deg f = max(deg f1, deg f3),
which implies deg f ′1 < deg f1 and deg f ′3 < deg f3.
Conversely if one of the inequalities deg f ′1 < deg f1 or deg f ′3 < deg f3 is satis-
fied then both are satisfied, and this implies deg f2 < deg f2P( f2, f4) = deg f1 and
similarly deg f4 < deg f3. Hence deg e ◦ f < deg f .
We have proved the equivalence for ∢ equal to <. Since f = e−1 ◦ (e◦ f ), we also
obtain the equivalence for ∢ equal to >. The equivalences for the three remaining
symbols =,≤,≥ follow. 
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Lemma A.9. Any element of G can be written under the form
f = eℓ ◦ eℓ−1 ◦ · · · ◦ e1 ◦ a,
where the elements ei are elementary and a belongs to O4.
Proof. Observe that any element of SO4 is a composition of (linear) elementary
automorphisms. Since both STame(SL2) and STameq(C4) are generated by SO4
and the elementary automorphisms, it follows that any element of these two groups
may be written as
f = eℓ ◦ eℓ−1 ◦ · · · ◦ e1,
where the automorphisms ei are elementary. The result follows. 
Since the set A obviously contains O4, the following proposition joined to
Lemma A.9 directly implies Theorem A.1.
Proposition A.10. If f ∈ A and e is an elementary automorphism, then e ◦ f ∈ A.
In the rest of this section we prove the proposition by induction on d := deg f ∈
N4.
If d = (2, 1, 1, 0), that is to say if f ∈ O4, then either deg e ◦ f = d and again
e ◦ f ∈ O4 ⊂ A, or deg e ◦ f > d and e ◦ f admits an obvious elementary reduction
to an element of O4, by composing by e−1.
Now we assume d > (2, 1, 1, 0), we set A< d := {g ∈ A; deg g < d} and we
assume the following:
Induction Hypothesis. If g ∈ A< d and if e is elementary, then e ◦ g ∈ A.
We pick f ∈ A such that deg f = d, an elementary automorphism e, and we
must prove that e ◦ f ∈ A.
If deg e ◦ f > deg f , this is clear, so we now assume that deg e ◦ f ≤ deg f .
Since f ∈ A, there exists an elementary automorphism e′ such that deg e′◦ f < d
and e′ ◦ f ∈ A, i.e. e′ ◦ f ∈ A< d.
List of Cases A.11. Up to conjugacy by an element of V4, we may assume that:
e′ =
(
x1 + x2P(x2, x4) x2
x3 + x4P(x2, x4) x4
)
and that one of the three following assertions is satisfied:
(1) e ∈ E13, i.e. e =
(
x1 + x2Q(x2, x4) x2
x3 + x4Q(x2, x4) x4
)
for some polynomial Q;
(2) e ∈ E24, i.e. e =
(
x1 x2 + x1Q(x1, x3)
x3 x4 + x3Q(x1, x3)
)
for some polynomial Q;
(3) e ∈ E12, i.e. e =
(
x1 + x3Q(x3, x4) x2 + x4Q(x3, x4)
x3 x4
)
for some polyno-
mial Q.
Indeed, the fourth case where e would belong to E34 is conjugate to the third one.
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The first two cases are easy to handle.
Case (1). e ∈ E13.
Since e′ ◦ f ∈ A< d and e ◦ e′−1 ∈ E13, the Induction Hypothesis directly shows
us that (e ◦ e′−1) ◦ (e′ ◦ f ) = e ◦ f belongs to A.
Case (2). e ∈ E24.
We have e′ ◦ f =
( f1 + f2P( f2, f4) f2
f3 + f4P( f2, f4) f4
)
and e ◦ f =
( f1 f2 + f1Q( f1, f3)
f3 f4 + f3Q( f1, f3)
)
.
By Lemma 1.2 (1), the polynomial P( f2, f4) is non-constant, since otherwise we
would get deg e′ ◦ f = deg f . By Lemma A.8, the inequality deg e′ ◦ f < deg f
is equivalent to deg( f1 + f2P( f2, f4)) < deg f1, so that deg f1 = deg( f2P( f2, f4)) >
deg f2. But then, deg( f2 + f1Q( f1, f3)) > deg f2, so that Lemma A.8 gives us
deg e ◦ f > deg f , a contradiction.
Case (3). e ∈ E12.
We are in the setting of the following lemma, where Lower bound A.2-A.3
makes reference either to Lower bound A.2 when G = Tame(SL2) or to Lower
bound A.3 when G = Tameq(C4).
Lemma A.12. Let f ∈ G, and assume that
e′◦ f =
( f1 + f2P( f2, f4) f2
f3 + f4P( f2, f4) f4
)
and e◦ f =
( f1 + f3Q( f3, f4) f2 + f4Q( f3, f4)
f3 f4
)
,
with deg e′ ◦ f < deg f and deg e ◦ f ≤ deg f . Then Lower bound A.2-A.3 does not
apply to either P( f2, f4) or Q( f3, f4).
Proof. If Lower bound A.2-A.3 applies to both P( f2, f4) and Q( f3, f4), we would
obtain the following contradictory sequence of inequalities:
deg f2 < deg( f4P( f2, f4)) (Lower bound A.2-A.3 applied to P);
deg( f4P( f2, f4)) = deg f3 (deg e′ ◦ f < deg f );
deg f3 < deg( f4Q( f3, f4)) (Lower bound A.2-A.3 applied to Q);
deg( f4Q( f3, f4)) ≤ deg f2 (deg e ◦ f ≤ deg f ). 
We conclude the proof of Proposition A.10 with the following lemma.
Lemma A.13. If Lower bound A.2-A.3 does not apply to either P( f2, f4) or Q( f3, f4),
i.e. if one of the four following assertions is satisfied
(i) Q( f3, f4) ∈ C[ f4]; (ii) f2w ∈ C[ f4w]; (iii) P( f2, f4) ∈ C[ f4]; (iv) f3w ∈ C[ f4w],
then e ◦ f ∈ A.
Proof. (i) Assume Q( f3, f4) = Q( f4) ∈ C[ f4].
Since e′ ◦ f ∈ A< d and e is elementary, the Induction Hypothesis gives us
e ◦ e′ ◦ f ∈ A.
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Note that e ◦ e′−1 ◦ e−1 belongs to E13. Therefore, it is enough to show that
e ◦ e′ ◦ f ∈ A< d. Indeed, a new implication of the induction hypothesis will then
prove that (e ◦ e′−1 ◦ e−1) ◦ (e ◦ e′ ◦ f ) = e ◦ f belongs to A.
However, we have deg e ◦ f ≤ deg f , so that by applying two times Lemma A.8,
we successively get deg( f2 + f4Q( f4)) ≤ deg f2 and then deg e ◦ e′ ◦ f ≤ deg e′ ◦ f .
Since deg e′ ◦ f < deg f , we are done.
(ii) Assume f2w ∈ C[ f4w].
Then there exists ˜Q( f4) ∈ C[ f4] such that deg( f2 + f4 ˜Q( f4)) < deg f2. We take
e˜ =
(
x1 + x3 ˜Q(x4) x2 + x4 ˜Q(x4)
x3 x4
)
,
and we have e˜ ◦ f ∈ A by case (i). Thus e˜ ◦ f ∈ A< d. Since e ◦ e˜−1 ∈ E12, the
Induction Hypothesis shows us that (e ◦ e˜−1) ◦ (e˜ ◦ f ) = e ◦ f belongs to A.
(iii) Assume P( f2, f4) = P( f4) ∈ C[ f4].
Note that e′ ◦ e ◦ e′−1 belongs to E12. By the Induction Hypothesis, we get
(e′ ◦ e ◦ e′−1) ◦ (e′ ◦ f ) = e′ ◦ e ◦ f ∈ A. If we can prove deg e′ ◦ e ◦ f < deg f then
we can use the Induction Hypothesis again to obtain that e′−1◦(e′◦e◦ f ) = e◦ f ∈ A.
We argue as in case (i). We have deg e′ ◦ f < deg f , so that by applying
two times Lemma A.8, we successively get deg( f3 + f4P( f4)) < deg f3 and then
deg e′ ◦ e ◦ f < deg e ◦ f . Since deg e ◦ f ≤ deg f , we are done.
(iv) Finally assume f3w ∈ C[ f4w].
There exists ˜P( f4) ∈ C[ f4] such that deg( f3 + f4 ˜P( f4)) < deg f3. We take
e˜ =
(
x1 + x2 ˜P(x4) x2
x3 + x4 ˜P(x4) x4
)
,
and we have e˜◦ f ∈ A by the easy first case of List of Cases A.11. Thus e˜◦ f ∈ A< d.
Therefore, we may replace e′ by e˜ and then we conclude by case (iii). 
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