A Conditional Test for a Non-negative Mean Vector Based on a Hotelling'sT2-Type Statistic  by Wang, Yining & McDermott, Michael P
File: DISTL2 173601 . By:CV . Date:24:06:98 . Time:10:02 LOP8M. V8.B. Page 01:01
Codes: 3746 Signs: 1931 . Length: 50 pic 3 pts, 212 mm
Journal of Multivariate Analysis  MV1736
Journal of Multivariate Analysis 66, 6470 (1998)
A Conditional Test for a Non-negative Mean Vector
Based on a Hotelling’s T 2-Type Statistic
Yining Wang* and Michael P. McDermott
University of Rochester
Received March 5, 1997; revised September 16, 1997
A conditional test based on a Hotelling’s T 2-type statistic is derived for significance
of a multivariate mean having non-negative components. This test is shown to be
uniformly more powerful than the unconditional test given by Silvapulle. The con-
sistency and invariance of the new test are also established.  1998 Academic Press
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1. INTRODUCTION
Let Ui=(X1i , ..., Xpi)$, i=1, ..., n, denote independent p-dimensional
random variables distributed as multivariate normal with common mean
vector + and covariance matrix 7. Also, let U =(X 1 , ..., X p)$ be the sample
mean vector. This article concerns the problem of testing the hypothesis
H0 : + i=0 versus Ha : +i0 (i=1, ..., p), (1.1)
with strict inequality for some i, assuming 7 unknown. This problem has
been studied by many authors; for example, see Shorack [9], Perlman [7],
Tang [11], Silvapulle [10], Follmann [3], and Wang and McDermott
[12]. Let S#ni=1 UiU$i&nU U $, and let +^#(+^1 , ..., +^p)$ denote the
restricted maximum likelihood estimate of the mean vector; that is, +^ is the
vector in the non-negative orthant which minimizes (U &+)$ S&1(U &+).
Recently, Silvapulle [10] proposed a test based on the Hotelling’s T 2-type
statistic
T 2#n+^$S &1+^. (1.2)
The critical value of Silvapulle’s test is obtained by solving the equation
sup
7>0
P0, 7 (T 2>c)=:, (1.3)
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where P+, 7 denotes the probability measure with the indicated parameters;
the notation P+ will be used when the probability does not depend on 7.
This test is asymptotically equivalent to the likelihood ratio test (LRT)
derived by Perlman [7]. Silvapulle [10] noted that his test, like the LRT,
is not similar.
Under the null hypothesis, V=ni=1 UiU$i is complete and sufficient for
the nuisance parameter 7. In this note, a test based on the conditional dis-
tribution of T 2 given V=v is derived. This test is shown to be uniformly
more powerful than Silvapulle’s test. The consistency and invariance of this
test are also established. Another class of tests uniformly more powerful
than Silvapulle’s test is given by mimicking the half-space test of Tang
[11].
Throughout this paper, it is assumed that n& p2. A chi-square variate
with m degrees of freedom is denoted by /2m ; whenever the quotient of two
chi-square variates appears, the numerator and denominator are inde-
pendent. For any vector +, +0 is interpreted coordinate-wise. For any
matrix A, the notation A>0 is taken to mean that A is a positive definite
matrix.
2. THE CONDITIONAL T 2 TEST
2.1. Formula for the Null Distribution Base on the Conditional Density
Let U and V be as defined in the previous section. According to Wang
and McDermott [12], the conditional distribution of U given V=v is
f (u | V=v)=k* |s| (n& p&2)2 ID(u ), (2.1)
where s=v&nu u $ is the observed value of S, D=[u =(x 1 , ..., x p) : s>0],
and k*=[ } } } D |s|
(n& p&2)2 dx 1 } } } dx p]&1 is a constant. The conditional
T 2 test rejects H0 if
1
n&1
+^$S&1+^>c:(v),
where the conditional critical value c:(v) can be found by solving the
following equation:
Q(c:(v))#P0(+^$S &1+^>(n&1) c:(v) | V=v)=:. (2.2)
Note that +^ can be determined by applying Lemma 7.1 in Perlman [7].
An algorithm for computing +^ is given by Wollan and Dykstra [13]. The
algorithm provided by Wang and McDermott [12] may be used to com-
pute the conditional p-value.
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2.2. Another Formula for the Null Distribution
Let S, V, and U be arbitrarily partitioned as
S=\S11S21
S12
S22+ , V=\
V11
V21
V12
V22+ , U =\
U 1
U 2+ , (2.3)
with S22 and V22 k_k square matrices, and partition 7 and +^ accordingly.
In view of Lemma 7.1 of Perlman [7], +^1=0 and +^2>0 if and only
if U 2&S21S &111 U 1>0 and S
&1
11 U 10. Define #=(U 2&S21S
&1
11 U 1)
(1+U $1S &111 U 1)
12, and S22.1=S22&S21S &111 S12 .
From Lemma 2 of Silvapulle [10], it follows that (#$S &122.1 #, U $1S
&1
11 U 1)$
and (I[#>0] , I[S11&1U 10])$ are independent random vectors. Since the dis-
tributions of #$S &122.1# and U $1S
&1
11 U 1 are independent of 7 when +=0, then
by Basu’s theorem (see, e.g., Lehmann [5]), they are independent of V.
Thus, #$S &122.1#(1+U $1S
&1
11 U 1) is independent of V and (I[#>0] , I[S11&1U 10])$.
Consequently,
P0(#$S &122.1#(1+U $1S
&1
11 U 1)c, #>0, S
&1
11 U 10 | V )
=P0(#$S &122.1#(1+U $1S
&1
11 U 1)c) P0(#>0, S
&1
11 U 10 | V )
=P0[/2k /
2
n& p(1+/
2
p&k /
2
n& p+k)c] P0(#>0, S
&1
11 U 10 | V ).
It follows from the proof of Theorem 1 in Silvapulle [10, p. 318], that
P0(T 2c | V )= :
p
k=1
P[(/2k /
2
n& p)(1+/
2
p&k /
2
n& p+k)c] P0(K=k | V ),
where K is the number of positive components of +^. The conditional critical
value c:(v) can be obtained by solving the following equation:
g(c: ; v)# :
p
k=1
P[/2k /
2
n& p(1+/
2
p&k /
2
n& p+k)c:(v)]
_P0(K=k | V=v)=: (2.4)
for every v>0, the observed value of V.
In order to use (2.4), it is necessary to compute the conditional level
probabilities P0(K=k | V=v). In what follows, it will be proven that
P0(K=k | V=v)=P0(K=k | 7=v), that is, the conditional level probabil-
ity in (2.4) equals the unconditional level probability based on U when the
covariance matrix is known to be v.
The proof of the following lemma can be found in Wang and
McDermott [12].
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Lemma 2.1. The following holds :
[(U , V ) : S &111 U 10, U 2&S21S
&1
11 U 1>0]
=[(U , V ) : V &111 U 10, U 2&V21V
&1
11 U 1>0].
Let +^ be partitioned as in (2.3), that is, +^=(+^$1 , +^$2)$. From Lemma 2.1
above and Lemma 7.1 of Perlman [7], it follows that the set
[(U , V ) : +^1=0, +^2>0] is the intersection of p half spaces when V is
given. Therefore, it is a cone (for a definition, see Perlman [7]) in the
p-dimensional Euclidean space R p.
Lemma 2.2. Let W be a positive definite matrix and let Z1 and Z2 be
two p-dimensional random vectors having elliptically contoured density func-
tions h1(z$1 W&1z1) and h2(z$2 W&1z2), respectively. If C is a cone in R p, then
P(Z1 # C)=P(Z2 # C).
Proof. For the linear transformation W&12, the image of C is denoted
by W&12(C). Let Yi=W&12Zi and let Yi*=Yi - Y$iYi for i=1, 2.
Clearly, Zi # C if and only if Yi* # W&12(C) for i=1, 2. The conclusion
follows from the fact that Y*1 and Y*2 are identically distributed on the unit
sphere (see Lemma 1 of Cambanis et al. [2]).
Remark 2.1. Lemma 2.2 also holds true if C is the union of finitely
many disjoint cones.
Proposition 2.1. P0(K=k | V=v)=P0(K=k | 7=v).
Proof. In view of Lemma 2.1 above and Lemma 7.1 in Perlman [7],
it is clear that the set [U : K=k | V=v] is the union of finitely many
disjoint cones. Next, by comparing (2.13) in Nu esch [6] with Lemma 7.1
of Perlman [7] and Lemma 2.1 above, it can be concluded that
[U : K=k | V=v] and [U : K=k | 7=v] are identical in R p.
The density function of U when 7=v is a multivariate normal density
function; thus it is a function of U $v&1U .
Now it will be shown that the conditional density (2.1) of U given V=v
is also a function of U $v&1U . Let Y=v&12U - n. The Jacobian of this
transformation is proportional to |v&12|. It is therefore only necessary to
show that the conditional density of Y given V=v is a function of Y$Y (see
Cambanis et al. [2]).
First note that |S|=|v&nU U $|=|v| (1&nU $v&1U )=|v| (1&Y$Y ) (see
page 97 of Searle [8]). Therefore |S| is a function of Y$Y. Next, since
S=v12(I&YY$) v12, then S>0 if and only if I&YY$>0, where I is the
identity matrix. Theorem A.3.5 of Anderson [1] shows that 1&Y$Y>0
implies I&YY$>0. Thus the indicator function in (2.1) depends only on
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Y$Y. Combining these two facts, it is clear that the density function of Y
given V=v is a function of Y$Y. Consequently, (2.1) is an elliptically con-
toured density function depending on U $v&1U .
The proposition then follows from Lemma 2.2 and Remark 2.1.
Remark 2.2. When p3, the conditional level probability P0(K=k |
V=v) can be easily obtained using Formulas (3.42) and (3.43) of Kudo^
[4]; one only needs to replace 7 with V. However, for p>3 there is no
simple formula.
Remark 2.3. From the proof of Proposition 2.1, it is clear that D=
[u : s>0] in (2.1) can be simplified to D=[u : |s|>0].
We note that for :<0.5, Eq. (2.4) has a unique solution. To see this,
note that for each v>0, the function g(c; v) defined in (2.4) is a continuous
and decreasing function with g(+; v)=0. Thus, it is only necessary
to prove that g(0; v)0.5. The conclusion holds since g(0; v)=
1&P0(K=0 | V=v)=P0(+^{0 | V=v)0.5; the last inequality follows
from Wang and McDermott [12].
Remark 2.4. Without the restriction that :<0.5, equation (2.4) may
not have a solution; see the following example.
Example 2.1. Suppose that p=2, n=10, v11=14, v12=v21=1, v22=8,
u 1=&1.1, and u 2=&0.15. Simple computation yields +^=0 and Q(0)=
P0(+^{0 | V=v)=0.765.
(i) If :=0.05, then we do not reject H0 .
(ii) If :>0.765, then the conditional critical value can not be found.
Note that the conditional p-value can not take on any value between 0.765
and 1 with the given v.
3. T 2 HALF-SPACE TESTS
Let 3 be the non-negative orthant and C be a closed and convex cone
that contains an open set in p-dimensional Euclidean space, and define
T 2(C)=nU $S &1U & inf
a # C
[n(U &a)$ S &1(U &a)]. (3.1)
Silvapulle [10, Theorem 1], shows that T 2(3)=T 2, where T 2 is defined in
(1.2). From (3.1), it is clear that T 2T 2(H), where H is a half space con-
taining 3.
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By mimicking Tang’s [11] half space test, it follows from Theorem 2 in
Silvapulle [10] that
sup
7>0
P0, 7[T 2>c]
=P[(/2p&1 /
2
n& p)[1+(/
2
1 /
2
n&1)]>c]2+P[/
2
p /
2
n& p>c]2
=P0, 7[T 2(H)>c] for any 7. (3.2)
From (3.2), T 2 half-space :-level tests can be defined as follows: Reject H0
if T 2(H)>c, where c is defined in (1.3). Clearly these T 2 half-space tests
are uniformly more powerful than Silvapulle’s test. Since projection onto a
half-space is easier to evaluate than projection onto a closed convex cone,
these tests are also simpler.
4. PROPERTIES
We first note that the new test is asymptotically equivalent to the condi-
tional LRT described in Wang and McDermott [12]. Some desired
properties of the new test are given in the following propositions.
Proposition 4.1. The conditional T 2 test is uniformly more powerful
than Silvapulle’s Test.
Proof. Note that the critical value of a T 2 half-space test (see Section 3)
does not depend on 7, and V is the complete and sufficient statistic for 7
under H0 . Therefore, it follows from Theorem 4.2 in Lehmann [5] that
any T 2 half-space test satisfies
P0[T 2(H)>c | V=v]=: (4.1)
for almost every v, where c is defined in (1.3). From the fact that
T 2(H)T 2, it follows that cc:(v) almost surely, where c:(v) is the criti-
cal value of the conditional T 2 test defined in (2.2). Recall that Silvapulle’s
test rejects H0 if T 2>c, where c satisfies (4.1). Consequently, the condi-
tional T 2 test is uniformly more powerful than Silvapulle’s test.
The proofs of the following propositions are almost identical to those of
the similar propositions in Wang and McDermott [12].
Proposition 4.2. The conditional T 2 test is consistent.
Proposition 4.3. The conditional T 2 test is a similar test.
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Proposition 4.4. Let G1 be the group of linear transformations consist-
ing of positive definite diagonal matrices, and G2 be the group consisting
of permutation matrices. The conditional T 2 test is invariant under both G1
and G2 .
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