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Abstract
Let D be an integral domain, and let A be a domain containing D with quotient field K . We will say that
the extension A of D is polynomially complete if D is a polynomially dense subset of A, that is, if for all
f ∈ K[X] with f (D) ⊆ A one has f (A) ⊆ A. We show that, for any set X, the ring Int(DX) of integer-
valued polynomials on DX is the free polynomially complete extension of D generated by X, provided
only that D is not a finite field. We prove that a divisorial extension of a Krull domain D is polynomially
complete if and only if it is unramified, and has trivial residue field extensions, at the height one primes
in D with finite residue field. We also examine, for any extension A of a domain D, the following three
conditions: (a) A is a polynomially complete extension of D; (b) Int(An) ⊇ Int(Dn) for every positive
integer n; and (c) Int(A) ⊇ Int(D). In general one has (a) ⇒ (b) ⇒ (c). It is known that (a) ⇔ (c) if D is a
Dedekind domain. We prove various generalizations of this result, such as: (a) ⇔ (c) if D is a Krull domain
and A is a divisorial extension of D. Generally one has (b) ⇔ (c) if the canonical D-algebra homomorphism
ϕn :
⊗n
i=1 Int(D) −→ Int(Dn) is surjective for all positive integers n, where the tensor product is over D.
Furthermore, ϕn is an isomorphism for all n if D is a Krull domain such that Int(D) is flat as a D-module,
or if D is a Prüfer domain such that Int(Dm) = Int(D)m for every maximal ideal m of D.
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1. Introduction
The ring of integer-valued polynomials on the set of integers provides the simplest exam-
ple of a non-Noetherian domain of finite Krull dimension. Pólya and Ostrowski, circa 1917,
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erally, one may study the ring of polynomials with coefficients in the quotient field of an integral
domain D that map D into itself, called the ring of integer-valued polynomials on D. Today
the subject of integer-valued polynomial rings has attained some prominence in the literature
of non-Noetherian commutative rings. One goal of this paper is to initiate a category-theoretic
approach to the subject. For example, we show that integer-valued polynomial rings can be char-
acterized by universal properties in much the same way that the ordinary polynomial ring A[X],
where A is a commutative ring and X is a set, can be characterized as the free commutative
A-algebra generated by X. Another goal of this paper is to generalize some well-known results
about integer-valued polynomial rings over Dedekind domains to Krull domains, Prüfer domains,
almost Dedekind domains, and “almost Newtonian” domains.
Let D be an integral domain with quotient field F . As in standard in the literature, we let
Int(D) denote the ring of integer-valued polynomials on D, that is, we let
Int(D) = {f (X) ∈ F [X] ∣∣ f (D) ⊆ D},
which is a subring of the polynomial ring F [X]. More generally, if X is a set and E is a subset
of FX , then we let Int(E,D) denote the ring of integer-valued polynomials on E, that is, we let
Int(E,D) = {f (X) ∈ F [X] ∣∣ f (E) ⊆ D},
which is a subring of the polynomial ring F [X]. We also set Int(DX) = Int(DX,D), and for any
positive integer n we set Int(Dn) = Int(D{X1,X2,...,Xn}). Note that Int(D) is not functorial in D,
but Int(E,D) is contravariantly functorial in E for any fixed domain D and set X.
We may characterize the rings Int(DX) via a universal property. One such property can be
described simply in terms of the notion of a polynomially dense subset. A subset E of D is
said to be a polynomially dense subset of D if for all f (X) ∈ F [X] with f (E) ⊆ D one has
f (D) ⊆ D [2, Definition IV.1.2]. By an extension of D we will always mean a domain containing
D together with its structure as a D-algebra. We will say that an extension A of D is polynomially
complete if D is a polynomially dense subset of A (or, in other words, if for all f (X) ∈ K[X]
with f (D) ⊆ A one has f (A) ⊆ A, where K is the quotient field of A).
Example 1.1. By Theorem IV.3.1 of [2], a domain A of characteristic zero is a polynomially
complete extension of Z if and only if a(a−1)(a−2)···(a−n+1)
n! lies in A for every a ∈ A and every
positive integer n, if and only if Int(A) ⊇ Int(Z). Such a domain A is said to be binomial [7,9].
By [5, Proposition 2.1], the integer-valued polynomial ring Int(ZX) is the free binomial domain
generated by X for any set X.
In Section 2, we prove that the domain Int(DX) is the free polynomially complete exten-
sion of D generated by the set X, provided only that D is not a finite field. In other words, if
D is infinite, then the association X −→ Int(DX) defines a (covariant) functor from the cate-
gory of sets to the category of polynomially complete extensions of D—with morphisms as the
D-algebra homomorphisms—that is a left adjoint for the forgetful functor. Thus, the concept
of polynomial completeness provides a universal property for the integer-valued polynomial
rings Int(DX). Conversely, integer-valued polynomial rings can be used to define polynomial
completeness. Indeed, an extension A of D is polynomially complete iff Int(D,A) ⊆ Int(A) iff
Int(D,A) = Int(A).
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IV.3.4, is a well-known result characterizing the polynomially complete extensions of a Dedekind
domain. It can be stated as follows.
Theorem 1.2. Let A be an extension of a Dedekind domain D. Then the domain Int(D,A) is
equal to the A-module generated by Int(D), and the following conditions are equivalent.
(1) A is a polynomially complete extension of D.
(2) Int(A) ⊇ Int(D).
(3) Int(A) is equal to the A-module generated by Int(D).
(4) For every prime ideal p of D with finite residue field and every prime ideal P of A lying over
p one has pAP = PAP and A/P = D/p.
We could rephrase condition (4) of Theorem 1.2, in terms borrowed from the case where
A is also a Dedekind domain, to say that the extension A of D is unramified, and has trivial
residue field extensions, at the primes in D with finite residue field. Thus, any finite residue field
of a Dedekind domain D provides a very strong local obstruction to an extension of D being
polynomially complete, whereas any infinite residue field of D provides no local obstruction at
all. In particular, over a Dedekind domain, polynomial completeness is a local condition.
Theorem 1.3 below extends Theorem 1.2 to Krull domains. As in [8, Section 1.3], for any
Krull domain D and any torsion-free D-module M , we let d(M) = dD(M) denote the D-module⋂
p Mp, where the intersection is over the set of prime ideals p in D of height one. If D is
a Dedekind domain, then d(M) = M for any torsion-free D-module M . More generally, by
[8, Corollary 1.3.10] (or by Lemma 3.11 in Section 3), one has d(M) = M for any flat module
M over a Krull domain D. Moreover, a nonzero fractional ideal I of D satisfies d(I) = I if and
only if I is divisorial, that is, (I−1)−1 = I [8, Corollary 1.3.7]. For this reason any torsion-free
D-module M for which d(M) = M is also said to be divisorial.
Theorem 1.3. Let A be a divisorial extension of a Krull domain D. Then one has Int(D,A) =
d(AInt(D)), where AInt(D) denotes the A-module generated by Int(D), and the following con-
ditions are equivalent.
(1) A is a polynomially complete extension of D.
(2) Int(A) ⊇ Int(D).
(3) Int(A) = d(AInt(D)).
(4) For every height one prime ideal of D with finite residue field and every prime ideal P of A
lying over p one has pAP = PAP and A/P = D/p.
Moreover, if A is flat over D, then AInt(D) is divisorial and therefore Int(D,A) is equal to the
A-module generated by Int(D).
Even more generally, we prove the following.
Theorem 1.4. Let A be an extension of an infinite domain D such that A =⋂p∈S Ap, where S is
a nonempty set of prime ideals of D such that every p ∈ S with finite residue field is locally prin-
cipal and satisfies Int(Dp) = Int(D)p. Then Int(D,A) =⋂p∈S(AInt(D))p, and the following
conditions are equivalent.
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(2) Int(A) ⊇ Int(D).
(3) Int(A) =⋂p∈S(AInt(D))p.
(4) For every p ∈ S with finite residue field and every prime ideal P of A lying over p one has
pAP = PAP and A/P = D/p.
Moreover, if D =⋂p∈S Dp, where every nonzero element of D lies in only finitely many p ∈ S ,
and if A is flat over D, then Int(D,A) is equal to the A-module generated by Int(D).
Theorems 1.3 and 1.4 are proved in Sections 3 and 4.
Section 5 examines integer-valued polynomial rings over Newtonian domains (as defined in
[4, Section 3.2]), “almost Newtonian” domains, and domains of “Krull–Newtonian type.”
In Sections 6 and 7, we study the following three conditions on an extension A of a domain D.
(a) A is a polynomially complete extension of D.
(b) Int(An) ⊇ Int(Dn) for every positive integer n.
(c) Int(A) ⊇ Int(D).
In general one has (a) ⇒ (b) ⇒ (c). The extension A = Z[T/2] of D = Z[T ] is an example
satisfying (b) but not (a). (See Example 7.3.) As yet we are unable to find an example satisfying
(c) but not (b).
One of our methods, developed in Section 6, for studying conditions (b) and (c) is to consider
the canonical homomorphisms ϕn :⊗ni=1 Int(D) −→ Int(Dn) for all positive integers n, where
the tensor product is over D. In particular, if ϕn is surjective for all n, then (b) ⇔ (c). (See
Proposition 7.9.) Moreover, ϕn is an isomorphism for all n if D is a Krull domain such that
Int(D) is flat as a D-module, or if D is a Prüfer domain such that Int(Dm) = Int(D)m for every
maximal ideal m of D. (See Proposition 7.10.) The homomorphisms ϕn provide a method for
studying the rings Int(Dn) alternative to the inductive method suggested in [2, Section XI.1]
based on the equality Int(Int(Dn)) = Int(Dn+1).
As noted earlier, the domain Int(DX) is the free polynomially complete extension of D gen-
erated by the set X, provided that D is infinite. We show in Section 7 that Int(DX) is also the free
extension of D satisfying (b) generated by the set X. Moreover, we show that the intersection of
all subrings of Int(DX) containing D[X] that are closed under pre-composition by the elements
of Int(D) is the free extension of D satisfying (c) generated by X.
For any extension A of a domain D, there exists a smallest polynomially complete extension
of D containing A, which we call the polynomial completion of A (with respect to D). Poly-
nomial completions are discussed in Section 8. As an illustrative example, the integer-valued
polynomial ring Int(DX) is the polynomial completion of the polynomial ring D[X] with re-
spect to D if D is infinite.
All rings and algebras in this paper are assumed commutative with identity.
2. A universal property
In this section we show that Int(DX) is the free polynomially complete extension of D gen-
erated by the set X, provided only that D is not a finite field.
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complete extension of D.
Proof. We must show that Int(D, Int(DX)) ⊆ Int(Int(DX)). For finite X this is proved in
[2, Proposition XI.1.1]. We adapt the proof to apply to arbitrary X. Let f (Y )∈ Int(D, Int(DX))⊆
F(X)[Y ]. Then f (D) ⊆ Int(DX), so by [2, Theorem I.2.1] we have f (F ) = f (S−1D) ⊆
S−1Int(DX) = F [X], where S = D − {0}. Thus f (Y ) ∈ Int(F,F [X]) = F [X][Y ] and f (Y )
is a polynomial f (X,Y ) in X and Y . One has f (X,b) ∈ Int(DX) for all b ∈ D. Therefore,
if g(X) ∈ Int(DX), then f (a, g(a)) ∈ D for all a ∈ DX , hence f (X,g(X)) ∈ Int(DX). Thus
f (X,Y ) ∈ Int(Int(DX)), and the containment is proved. 
Remark 2.2. The lemma does not hold for finite D. In that case A is a polynomially complete
extension of D if and only if A is a field containing D. Indeed, if A is a field, then any subset
of A is a polynomially dense subset of A, including D. Conversely, if A is not a field, then any
finite subset of A is polynomially closed [2, Example IV.1.3], hence D is not a polynomially
dense subset of A.
Lemma 2.3. Let D be an infinite domain. If E is a polynomially dense subset of D, then EX is
a polynomially dense subset of DX for any set X.
Proof. The identity
Int
(
EX,D
)= ⋃
Y⊆X
Y finite
Int
(
EY ,D
)
is clear, since any fixed polynomial contains only finitely many variables. By [2, Exercis-
es XI.3–4], the lemma holds for finite X, and the identity above then yields the lemma for
arbitrary X. 
Proposition 2.4. Let D be an infinite domain, and let X be a set. The domain Int(DX) is the free
polynomially complete extension of D generated by X. In other words, the association X −→
Int(DX) defines a functor from the category of sets to the category of polynomially complete
extensions of D (whose morphisms are the D-algebra homomorphisms) that is a left adjoint for
the forgetful functor, in the sense that the natural map Hom(Int(DX),A) −→ Hom(X,A) is a
bijection for any set X and any polynomially complete extension A of D.
Proof. By Lemma 2.1 the domain Int(DX) is a polynomially complete extension of D. Let A
be a domain with quotient field K , and let a be an element of AX = Hom(X,A). By definition
of Int(AX), the unique K-algebra homomorphism K[X] −→ K sending X to a restricts to an
A-algebra homomorphism Int(AX) −→ A. Suppose A is a polynomially complete extension
of D. By Lemma 2.3, one has Int(DX) ⊆ Int(DX,A) = Int(AX). Therefore there is a D-algebra
homomorphism Int(DX) ⊆ Int(AX) −→ A sending X to a. Since A is D-torsion-free, such a
D-algebra homomorphism is unique. Thus Int(DX) is the free polynomially complete extension
of D generated by X. 
Further universal properties of Int(DX) are studied in Sections 7 and 8.
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In this section we prove the equivalence of the first three of the four conditions of Theorem 1.4.
(Condition (4) will be handled in Section 4.) We also prove several generalizations of these three
equivalences based on local regularity conditions.
Let us say that an extension A of a domain D is polynomially regular if Int(D,A) is equal to
the A-module generated by Int(D). We start with the following basic result from [2].
Lemma 3.1. For any polynomially regular extension A of a domain D, the following conditions
are equivalent.
(1) A is a polynomially complete extension of D.
(2) Int(A) ⊇ Int(D).
(3) Int(A) is equal to the A-module generated by Int(D).
Proof. This follows from [2, Proposition IV.3.4], or it is easy to verify directly. 
Polynomial regularity is not a local condition, but it tends to be less restrictive for local rings.
Thus we will consider a local version of the condition. First, we have the following lemma.
Lemma 3.2. Let A be an extension of a domain D, and let {Ai}i∈I be a nonempty collection
of overrings of A. Then Int(D,A) ⊆⋂i∈I Int(D,Ai), and equality holds if and only if A =⋂
i∈I Ai .
Proof. Let K be the quotient field of A. The stated containment is clear. Suppose that
A =⋂i∈I Ai , and let f (X) ∈ K[X]. Then f (D) ⊆ A if and only if f (D) ⊆ Ai for all i ∈ I .
Since the quotient field of each Ai is K , the equality Int(D,A) =⋂i∈I Int(D,Ai) follows. Con-
versely, if that equality holds, then equating the constant polynomials in the two rings we see that
A =⋂i∈I Ai . This completes the proof. 
The following proposition is a useful generalization of Lemma 3.1.
Proposition 3.3. Let A be an extension of a domain D. Let {Ai}i∈I be a nonempty collec-
tion of overrings of A that are all polynomially regular extensions of D. Then Int(D,A) ⊆⋂
i∈I AiInt(D), and equality holds if and only if A =
⋂
i∈I Ai . Moreover, if equality holds, then
the following conditions are equivalent.
(1) A is a polynomially complete extension of D.
(2) Int(A) ⊇ Int(D).
(3) Int(A) =⋂i∈I AiInt(D).
Proof. The first conclusion of the proposition follows from Lemma 3.2. Suppose that
Int(D,A) =⋂i∈I AiInt(D). Since A is a polynomially complete extension of D if and only
if Int(D,A) = Int(A), condition (1) is clearly equivalent to condition (3). Since (1) implies (2),
we need only show that (2) implies (1). Suppose that (2) holds. Then we have
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⋂
i∈I
AiInt(D) ⊆
⋂
i∈I
AiInt(A) ⊆
⋂
i∈I
Int(A,Ai) = Int(A),
and therefore (1) holds. This completes the proof. 
Under stronger hypotheses, conditions (1) through (3) of the proposition above are each equiv-
alent to corresponding conditions on the Di and Ai .
Proposition 3.4. Let {Di}i∈I be a nonempty collection of polynomially complete and polynomi-
ally regular overrings of a domain D. Let A be an extension of D such that A =⋂i∈I Ai , where
Ai denotes the compositum of A and Di in the quotient field of A. Suppose that Ai is a poly-
nomially complete extension of A and a polynomially regular extension of D for all i ∈ I . Then
Int(D,Ai) = AiInt(D) = AiInt(Di) = Int(Di,Ai) for all i ∈ I , and the following conditions are
equivalent.
(a1) A is a polynomially complete extension of D.
(a2) Int(A) ⊇ Int(D).
(a3) Int(A) =⋂i∈I AiInt(D).
(a4) DiInt(A) = AiInt(D) for all i ∈ I .
(b1) Ai is a polynomially complete extension of Di for all i ∈ I .
(b2) Int(Ai) ⊇ Int(Di) for all i ∈ I .
(b3) Int(Ai) = AiInt(Di) for all i ∈ I .
Proof. By the hypotheses, we have
Int(D,Ai) = AiInt(D) ⊆ AiInt(D,Di) = AiInt(Di) ⊆ Int(Di,Ai) ⊆ Int(D,Ai)
and therefore equalities hold. Now, since the Ai are polynomially regular extensions of D, it
follows from Proposition 3.3 that conditions (a1), (a2), and (a3) are equivalent. Moreover, since
Int(Di,Ai) = AiInt(Di) for all i ∈ I , it follows from Lemma 3.1 that conditions (b1), (b2), and
(b3) are equivalent. We claim that (a2) is equivalent to (b2). If (a2) holds, then we have
Int(Di) ⊆ Int(D,Di) = DiInt(D) ⊆ DiInt(A) ⊆ Int(A,Ai) = Int(Ai)
for all i ∈ I . Therefore (a2) implies (b2). Conversely, if (b2) holds, then
Int(D) ⊆
⋂
i∈I
Int(D,Di) =
⋂
i∈I
Int(Di) ⊆
⋂
i∈I
Int(Ai) ⊆
⋂
i∈I
Int(A,Ai) = Int(A).
Thus (b2) implies (a2).
We are left only to prove the equivalence of (a4). Now, we have
DiInt(A) ⊆ Int(A,Ai) ⊆ Int(D,Ai) = AiInt(D),
and therefore DiInt(A) ⊆ AiInt(D), for all i. If (a2) holds, then DiInt(A) ⊇ AiInt(D), whence
(a4) holds. On the other hand, if (a4) holds, then
J. Elliott / Journal of Algebra 318 (2007) 68–92 75Int(Di) ⊆ AiInt(D) = DiInt(A) ⊆ Int(A,Ai) = Int(Ai)
for all i, whence (b2) holds. This completes the proof. 
If the Di are flat over D, as, for example, when the Di are localizations of D, then the hy-
potheses of the proposition above can be greatly simplified.
Lemma 3.5. Let D′ be a flat overring of a domain D, let A be an extension of D, and let A′
denote the compositum of A and D′ in the quotient field of A. Then D′ is a polynomially complete
extension of D and A′ is a polynomially complete extension of A, and one has Int(D,A′) =
Int(D′,A′). Moreover, if D′ is a polynomially regular extension of D, then A′ is a polynomially
regular extension of D if and only if A′ is a polynomially regular extension of D′.
Proof. By Proposition 5 of [3], any flat overring of a domain D is a polynomially complete ex-
tension of D. Thus D′ is a polynomially complete extension of D. Moreover, since the canonical
D-algebra homomorphism A ⊗D D′ −→ A′ is an isomorphism, it follows that A′ is a flat over-
ring of A, and so A′ is a polynomially complete extension of A. By Corollary 1 to Proposition 4
of [3], since D′ is a flat overring of D, we have Int(D,A′) = Int(D′,A′). If A′ is a polynomially
regular extension of D, then
Int(D′,A′) ⊆ Int(D,A′) = A′Int(D) ⊆ A′Int(D,D′) = A′Int(D′),
and therefore A′ is a polynomially regular extension of D′. Suppose now that D′ is a polynomi-
ally regular extension of D. If A′ is a polynomially regular extension of D′, then
Int(D,A′) = Int(D′,A′) = A′Int(D′) = A′Int(D,D′) = A′Int(D),
and thus A′ is a polynomially regular extension of D. This completes the proof. 
Combining Proposition 3.4 and Lemma 3.5, we obtain the following.
Proposition 3.6. Let {Di}i∈I be a nonempty collection of flat and polynomially regular overrings
of a domain D. Let A be an extension of D such that A = ⋂i∈I Ai , where Ai denotes the
compositum of A and Di in the quotient field of A. Suppose that Ai is a polynomially regular
extension of Di for all i ∈ I . Then Int(D,Ai) = AiInt(D) = AiInt(Di) = Int(Di,Ai) for all
i ∈ I , and the following conditions are equivalent.
(a1) A is a polynomially complete extension of D.
(a2) Int(A) ⊇ Int(D).
(a3) Int(A) =⋂i∈I AiInt(D).
(a4) DiInt(A) = AiInt(D) for all i ∈ I .
(b1) Ai is a polynomially complete extension of Di for all i ∈ I .
(b2) Int(Ai) ⊇ Int(Di) for all i ∈ I .
(b3) Int(Ai) = AiInt(Di) for all i ∈ I .
Note that the localization S−1D of D at a multiplicative subset S is a polynomially regular
extension of D if and only if Int(S−1D) = S−1Int(D). If D is Noetherian, then Int(S−1D) =
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of D is a flat and polynomially regular overring of D.
By the following lemma, we see that Proposition 3.6 yields the equivalence of the first three
conditions of Theorem 1.4.
Lemma 3.7. Let p be a prime ideal in a domain D. If D has an infinite residue field at p, then,
for any extension A of D, the domain Ap is a polynomially regular extension of Dp and Dp is
a polynomially regular extension of D, and one has Int(D,A)p = Int(D,Ap) = Int(Dp,Ap) =
Int(Ap) = Ap[X]. If, on the other hand, the ideal p is locally principal, then Ap is a polynomially
regular extension of Dp for any extension A of D.
Proof. Suppose first that D has an infinite residue field at p. Then we have Int(Dp,Ap) =
Int(Ap) = Ap[X] by Corollary IV.1.21 of [2]. Therefore
Int(D,A)p ⊆ Int(D,Ap) = Int(Dp,Ap) = Ap[X] ⊆ Int(D,A)p,
so equalities hold. In particular, we have Int(D)p = Int(Dp) = Dp[X]. It follows that Ap is a
polynomially regular extension of Dp and Dp is a polynomially regular extension of D. Suppose,
on the other hand, that the prime ideal p is locally principal with finite residue field. Then Ap is
a polynomially regular extension of Dp by [2, Exercise IV.18]. 
Applying Lemma 3.7 to the prime ideal 0 of D, we obtain the following.
Lemma 3.8. Let D be an infinite domain with quotient field F . For any extension A of D, we
have
F ⊗D Int(D,A) = Int(D,A⊗D F) = Int(A⊗D F) = (A⊗D F)[X],
and A⊗D F is a polynomially complete and polynomially regular extension of D.
From the lemma above, we obtain the following.
Proposition 3.9. Let A be an extension of a domain D. The kernel of the canonical D-algebra ho-
momorphism A⊗D Int(D) −→ Int(D,A) is equal to the D-torsion submodule of A⊗D Int(D).
Moreover, the image of the homomorphism is equal to the A-module generated by Int(D).
Proof. Tensoring the homomorphism with the quotient field F of D, we obtain the isomorphism
A⊗D (F [X]) −→ (A ⊗D F)[X], by Lemma 3.8. The proposition readily follows. 
An intersection D =⋂i∈I Di is said to be locally finite, or of finite character, if the Di are
overrings of D such that any element of the quotient field of D lies in all but finitely many of
the Di . A Krull domain is equivalently a locally finite intersection of discrete valuation domains.
Lemma 3.10. Suppose that D =⋂i∈I Di is a locally finite intersection of flat overrings. Let M
be a flat D-module and N a torsion-free D-module. Then
M ⊗D
⋂
i∈I
(Di ⊗D N) =
⋂
i∈I
(Di ⊗D M ⊗D N).
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0 −→
⋂
i∈I
(Di ⊗D N) −→ F ⊗D N −→
⊕
i∈I
(F ⊗D N)/(Di ⊗D N).
Tensoring with the flat module M , noting that tensor products commute with direct sums, we get
an exact sequence
0 −→ M ⊗D
⋂
i∈I
(Di ⊗D N) −→ F ⊗D M ⊗D N −→
⊕
i∈I
M ⊗D
(
(F ⊗D N)/(Di ⊗D N)
)
.
But since M is flat we have
M ⊗D
(
(F ⊗D N)/(Di ⊗D N)
)= (F ⊗D M ⊗D N)/(Di ⊗D M ⊗D N).
It follows that the kernel M ⊗D ⋂i∈I (Di ⊗D N) of the tensored exact sequence is equal
to
⋂
i∈I (Di ⊗D M ⊗D N). The lemma follows. 
Lemma 3.11. Suppose that D =⋂i∈I Di is a locally finite intersection of flat overrings. Then
for any flat D-module M , one has M =⋂i∈I (Di ⊗D M).
Proof. By Lemma 3.10 we have
M = M ⊗D
⋂
i∈I
(Di ⊗D D) =
⋂
i∈I
(Di ⊗D M ⊗D D) =
⋂
i∈I
(Di ⊗D M). 
If D is a locally finite intersection of the Di and A is a flat extension of D, then Proposition 3.6
simplifies to the following.
Theorem 3.12. Suppose that D =⋂i∈I Di is a locally finite intersection of flat and polynomially
regular overrings. Let A be a flat extension of D, and suppose that the compositum Ai of A and
Di in the quotient field of A is a polynomially regular extension of Di for all i ∈ I . Then A
is a polynomially regular extension of D. Moreover, the domain A is a polynomially complete
extension of D if and only if Ai is a polynomially complete extension of Di for all i ∈ I .
Proof. Since Di is flat over D we have Ai = Di ⊗D A for all i. Thus, since A is flat over D, we
have A =⋂i∈I (Di ⊗D A) =⋂i∈I Ai by Lemma 3.11. Moreover, each Ai is flat over D, so we
have AiInt(D) = Ai ⊗D Int(D). Thus, by Lemma 3.10, we have
⋂
i∈I
AiInt(D) =
⋂
i∈I
(
Di ⊗D A⊗D Int(D)
)= A⊗D
⋂
i∈I
(
Di ⊗D Int(D)
)
.
But Di ⊗D Int(D) = DiInt(D) = Int(D,Di) for all i, and therefore
⋂(
Di ⊗D Int(D)
)=⋂ Int(D,Di) = Int(D).i∈I i∈I
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⋂
i∈I
AiInt(D) = A⊗D Int(D) = AInt(D).
The theorem therefore follows from Proposition 3.6. 
Let us say that a domain D is absolutely polynomially regular if every extension of D is
polynomially regular. By Theorem 3 of [6], every Dedekind domain is absolutely polynomially
regular. Theorem 3.12 and its two corollaries below generalize this well-known fact.
Corollary 3.13. Suppose that D is a locally finite intersection of flat, polynomially regular, and
absolutely polynomially regular overrings. Then every flat extension of D is polynomially regular.
In particular, one has Int(Dp) = Int(D)p for every prime ideal p of D.
Corollary 3.14. Every flat extension of a Krull domain is polynomially regular. In particular, one
has Int(Dp) = Int(D)p for every prime ideal p of a Krull domain D.
Proof. By [2, Proposition I.2.8], for any Krull domain D, one has Int(Dp) = Int(D)p for every
prime ideal p in D of height one. Since D is a locally finite intersection of the flat, polyno-
mially regular, and absolutely polynomially regular overrings Dp, the corollary follows from
Corollary 3.13. 
Note that any polynomially complete extension of an absolutely polynomially regular domain
is absolutely polynomially regular. Note also that a domain D is absolutely polynomially regular
if and only if Dm is absolutely polynomially regular, and Int(Dm) = Int(D)m, for every maximal
ideal m of D. Likewise, every flat extension of D is polynomially regular if and only if every flat
extension of Dm is polynomially regular, and Int(Dm) = Int(D)m, for every maximal ideal m
of D.
4. Extensions of prime ideals
By Theorem 3 of [6], which is restated here as Theorem 1.2, an extension of a Dedekind
domain D is polynomially complete if and only if it is unramified, and has trivial residue field
extensions, at the primes ideals of D with finite residue field. In this section, we complete the
proofs of two generalizations of Theorem 3 of [6], Theorems 1.3 and 1.4.
Let R be a ring and let A be an R-algebra (both commutative with identity). We will say
that a maximal ideal m of R is totally decomposed in A if mA = M1M2 · · ·Mn, where the
Mi are distinct maximal ideals in A such that A/Mi = R/m. A maximal ideal m of R is totally
decomposed in A if and only if the R/m-algebra A⊗R (R/m) ∼= A/mA is isomorphic to (R/m)n
for some positive integer n. We will say that m is almost decomposed in A if for every maximal
ideal M of A lying over m one has mAM = MAM and A/M = R/m. Clearly if m is totally
decomposed in A, then m is almost decomposed in A. Note that m is almost decomposed in A if
and only if 0 ⊆ R/m is almost decomposed in A/mA.
The following alternative characterizations of almost decomposed maximal ideals will be
useful.
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and let k = R/m. Conditions (1) through (4) below are equivalent.
(1) m is almost decomposed in A.
(2) The localization of A/mA at any prime ideal is equal to k.
(3) A/mA is reduced and every residue field of A/mA is equal to k.
(4) For every prime ideal P of A lying over m, one has mAP = PAP and A/P = k.
If k is finite, say, of order q , then the above conditions are equivalent to the following.
(5) A/mA is isomorphic to a subring of FXq for some set X .
(6) The endomorphism a −→ aq of A/mA is the identity.
Proof. We may assume without loss of generality that m = 0 and R = k.
(1) ⇒ (2). Assuming (1) holds, then for any maximal ideal M in A, one has
AM = AM/MAM = (A/M)M = A/M = k.
If P is any prime ideal in A, then P is contained in some maximal ideal M, and therefore
AP = (AM)P = k. Hence the localization of A at any prime ideal is equal to k.
(2) ⇒ (3). Assume that the localization of A at any prime ideal is equal to k. Since the
localizations of A are reduced, it follows that A is reduced. Also, the residue field of A at a
prime ideal P is a quotient of the localization of A at P, which is equal to k. Therefore all
residue fields of A are equal to k.
(3) ⇒ (4). Assume that A is reduced and every residue field of A is equal to k. Let P be
a prime ideal in A. We have k ⊆ A/P ⊆ (A/P)P = k, and therefore A/P = k. It remains to
show that PAP = 0. Now, every prime ideal in A is maximal and therefore minimal as well.
Therefore, since P is minimal in A, by [1, Exercise 4.10] we have P = rad(SP(0)), where
SP(0) is the kernel of the homomorphism A −→ AP. But A/SP(0) is reduced, being a subring
of AP, and therefore rad(SP(0)) = SP(0). Thus we have P = SP(0), whence PAP = 0.
(4) ⇒ (1). This is clear.
Suppose now that k is of finite order q .
(3) ⇒ (5). For any prime ideal P in A, one has A/P ∼= Fq . Consider the natural ring ho-
momorphism A −→∏P(A/P), where the product is over P ∈ Spec(A). Since A is reduced,
the kernel is trivial, and therefore A is isomorphic to a subring of
∏
P(A/P)
∼= FXq , where
X = Spec(A).
(5) ⇒ (6). This is clear.
(6) ⇒ (1). Let M be a maximal ideal of A. For each a ∈ A, one has aq = a in A/M. Since
A/M is a field containing k ∼= Fq , we have A/M = k. Moreover, for each a ∈ M, the element
u = aq−1 −1 is invertible in AM, and therefore a = (aq −a)u−1 = 0 in AM. Hence MAM = 0.
Thus 0 is almost decomposed in A. 
Proposition 4.2. A maximal ideal m of R is totally decomposed in A if and only if m is almost
decomposed in A and A/mA is semi-local and not the zero ring. In particular, if A is Noetherian,
or more generally if A/mA is Noetherian, then m is totally decomposed in A if and only if m is
almost decomposed in A and mA = A.
Proof. This is clear. 
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as well, although we shall only be concerned with maximal ideals with finite residue field. We
say that a prime ideal p of R is totally decomposed in A if pA = P1P2 · · ·Pn, where the Pi are
distinct prime ideals, maximal among the prime ideals in A lying over p, and where the residue
field κ(Pi ) of A at Pi is equal to the residue field κ(p) of R at p. We say that p is almost decom-
posed in A if pA = pAp ∩A and for every prime ideal P in A lying over p one has pAP = PAP
and (A/P)p = κ(p). Equivalently, p is almost decomposed (respectively totally decomposed)
in A if and only if pA = pAp ∩ A and the maximal ideal pRp of Rp is almost decomposed (re-
spectively totally decomposed) in Ap in the sense defined earlier. If p is maximal in R, then these
definitions agree with our earlier definitions for maximal ideals. As in Proposition 4.2, a prime
ideal p of R is totally decomposed in A if and only if p is almost decomposed in A and the ring
(A/pA)p is semi-local and not the zero ring.
The following proposition allows us to complete the proof of Theorems 1.3 and 1.4.
Proposition 4.3. Let A be an extension of an infinite domain D, and let p be a locally principal
prime ideal in D with finite residue field. Then p is almost decomposed in A if and only if
Int(Ap) ⊇ Int(Dp).
Proof. Let q be the order of the residue field of D at p, and let π be a generator of pDp. Since
Dp/πDp = Dp/pDp ∼= Fq , we have
Xq −X
π
∈ Int(Dp).
Suppose that Int(Ap) ⊇ Int(Dp). Then we have Xq−Xπ ∈ Int(Ap), whence the endomorphism
a −→ aq is the identity on the ring
Ap/πAp = Ap/pAp = (A/pA)p = A/pA.
Thus p is almost decomposed in A by Proposition 4.1. Conversely, suppose that p is almost
decomposed in A. Then by Proposition 4.1 the endomorphism a −→ aq of the ring Ap/πAp =
A/pA is the identity. Thus Xq−X
π
lies in Int(Ap). Therefore by [6, Theorem 2] the domain Dp is
a polynomially dense subset of Ap and in particular we have Int(Ap) ⊇ Int(Dp). This completes
the proof. 
Proof of Theorem 1.4. The first three conditions of the theorem are equivalent by Proposi-
tion 3.6 and Lemma 3.7, and condition (4) is equivalent to condition (2) by Propositions 4.3
and 3.6. Moreover, the last statement of the theorem follows from Theorem 3.12. 
Proof of Theorem 1.3. By [2, Proposition I.2.8], one has Int(Dp) = Int(D)p for every prime
ideal p in D of height one. The theorem therefore follows at once from Theorem 1.4. 
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Following [4, Section 3.2], we will say that a domain D is Newtonian if there exists an infinite
sequence {an}∞n=0 of distinct elements of D such that the polynomials
fn(X) =
n−1∏
k=0
X − ak
an − ak
lie in Int(D) for all nonnegative integers n. Since fn(an) = 1 and fn(ak) = 0 for all k < n, it
follows easily that the fn(X) form a D-module basis for Int(D). In fact, one can show, following
the proof of [2, Proposition IV.3.3], that they form an A-module basis for Int(D,A) for any ex-
tension A of D. In particular, if D is Newtonian, then D is absolutely polynomially regular (that
is, every extension of D is polynomially regular). Moreover, it follows that every polynomially
complete extension of a Newtonian domain is Newtonian.
Like polynomial regularity, the Newtonian property is not a local property but is less restrictive
for local rings. For example, all discrete valuation domains are Newtonian, but Dedekind domains
tend not to be. Thus, we will consider the property locally. Let us say that a prime ideal p of a
domain D is Newtonian if Dp is Newtonian and Int(Dp) = Int(D)p. If p is a Newtonian prime
of D, then Ap is a polynomially regular extension of Dp and Dp is a polynomially regular
extension of D for any extension A of D. Therefore, by Proposition 3.6, we obtain the following
result.
Proposition 5.1. Let A be an extension of a domain D. Suppose that A =⋂p∈N Ap, where N
is a nonempty subset of the set of Newtonian primes of D. Then Int(D,A) =⋂p∈N (AInt(D))p,
and the following conditions are equivalent.
(a1) A is a polynomially complete extension of D.
(a2) Int(A) ⊇ Int(D).
(a3) Int(A) =⋂p∈N (AInt(D))p.
(a4) Int(A)p = (AInt(D))p for all p ∈N .
(b1) Ap is a polynomially complete extension of Dp for all p ∈N .
(b2) Int(Ap) ⊇ Int(Dp) for all p ∈N .
(b3) Int(Ap) = ApInt(Dp) for all p ∈N .
This proposition implies the equivalence of the first three conditions of Theorem 1.4, given
the following lemma.
Lemma 5.2. Let p be a prime ideal of a domain D. If D has an infinite residue field at p, or if p
is locally principal and satisfies Int(Dp) = Int(D)p, then p is a Newtonian prime of D.
Proof. If D has an infinite residue field at p, then Dp is Newtonian by [4, Section 3.2, Example 2]
and Int(Dp) = Dp[X] = Int(D)p by Lemma 3.7. If p is locally principal with finite residue field,
then Dp is Newtonian by [2, Exercise II.16]. The lemma follows. 
It is an open problem to determine which Dedekind domains are Newtonian [4, Section 3.2].
However, if D is a Dedekind domain, then it is clear that every prime ideal of D is Newtonian.
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equivalently, if every maximal ideal of D is Newtonian. Every Newtonian domain is almost
Newtonian, but the converse, as the case of Dedekind domains shows, is not true. However, the
almost Newtonian property is good enough for our purposes, since we have the following result.
Proposition 5.3. Let D be an infinite domain. Each of the following conditions implies the next.
(a) D is a Dedekind domain.
(b) D is an almost Dedekind domain such that Int(Dm) = Int(D)m for every maximal ideal m
of D.
(c) Every maximal ideal m of D with finite residue field is locally principal and satisfies
Int(Dm) = Int(D)m.
(d) D is almost Newtonian.
(e) D is absolutely polynomially regular.
(f) An extension A of D polynomially complete if and only if Int(A) ⊇ Int(D).
Proof. Condition (a) implies condition (b) by [2, Theorem I.2.3], and clearly (b) implies (c).
Also, (c) implies (d) by Lemma 5.2. Suppose that (d) holds, and let A be an extension of D.
Since the set N of Newtonian maximal ideals of D is the set of all maximal ideals of D, we
have A =⋂p∈N Ap, and therefore Int(D,A) =⋂p∈N (AInt(D))p = AInt(D) by Theorem 5.1.
Therefore (e) holds. Finally, we note that (e) implies (f) by Lemma 3.1. 
Note that every polynomially complete extension of an almost Newtonian domain is almost
Newtonian. Thus, the classes of Newtonian, almost Newtonian, and absolutely polynomially
regular domains are closed under polynomially complete extensions. In particular, these three
properties are preserved from D to Int(DX) for any set X. By contrast, the discrete valuation do-
main, Dedekind domain, almost Dedekind domain, Prüfer domain, and Krull domain properties
are not preserved so.
Finally, let us say that a domain D is of Krull–Newtonian type if D is a locally finite intersec-
tion of flat, polynomially regular, and Newtonian overrings of D. Clearly all Krull domains and
all Newtonian domains are of Krull–Newtonian type. By Corollary 3.13, we have the following
result.
Proposition 5.4. Any flat extension of a domain of Krull–Newtonian type is polynomially regular.
Note also that any flat overring of a domain of Krull–Newtonian type is again a domain of
Krull–Newtonian type.
6. Multivariable integer-valued polynomials
If A is a ring (commutative with identity), and if {Ai}i∈I is a family of A-algebras (com-
mutative with identity), then we let ⊗i∈I Ai denote the coproduct of the Ai in the category
of A-algebras. It can be constructed as the direct limit of the directed system of tensor products⊗
i∈J Ai , where J ranges over the finite subsets of I .
For any ring A and any set X, one has a natural isomorphism A[X] ∼=⊗X∈X A[X] of A-
algebras. In this section, we examine conditions under which a similar isomorphism holds for
integer-valued polynomial rings.
J. Elliott / Journal of Algebra 318 (2007) 68–92 83Proposition 6.1. Let D be a domain and X a set. Let ϕ denote the canonical D-algebra ho-
momorphism
⊗
X∈X Int(D) −→ Int(DX). The kernel of ϕ is equal to the D-torsion submodule
of⊗X∈X Int(D). The image of ϕ is equal to the D-submodule of Int(DX) spanned by the set of
all polynomials
∏
Y∈Y fY (Y ), where Y is a finite subset of X and fY (Y ) ∈ Int(D) for all Y ∈ Y .
Proof. Let F be the quotient field of D. The localization of ϕ at the multiplicative set D−{0} is
the natural isomorphism
⊗
X∈X F [X] −→ F [X]. The statement about the kernel of ϕ follows,
and the statement about the image of ϕ is easy to verify. 
Let D be a domain and M a D-module. Let us say that M is nearly flat if for every positive
integer n the n-fold tensor product M ⊗D M ⊗D · · · ⊗D M is D-torsion-free. Every flat D-
module is nearly flat. If A is a D-algebra, then A is nearly flat as a D-module iff
⊗
i∈I A is
D-torsion-free for every set I (finite or infinite), since torsion-freeness is preserved under direct
limits.
Corollary 6.2. The canonical D-algebra homomorphism
⊗
X∈X Int(D) −→ Int(DX) is injective
for every set X if and only if Int(D) is nearly flat as a D-module.
Proposition 6.3. Let D be an infinite domain. The following are equivalent.
(1) The canonical D-algebra homomorphism ⊗X∈X Int(D) −→ Int(DX) is surjective for any
set X.
(2) The canonical D-algebra homomorphism⊗ni=1 Int(D) −→ Int(Dn) is surjective for every
positive integer n.
(3) Int(Dn) is a polynomially regular extension of D for every positive integer n.
Proof. Clearly (1) implies (2), and (2) implies (1) by the exactness of direct limits. By Propo-
sition XI.1.1 of [2] we have Int(D, Int(Dn)) = Int(Int(Dn)) = Int(Dn+1). Let ϕ denote the
canonical D-algebra homomorphism
ϕ : Int(D)⊗D Int
(
Dn
)−→ Int(D, Int(Dn))= Int(Dn+1).
If (2) holds, then both Int(Dn+1) and Int(D)⊗D Int(Dn) are quotients of⊗n+1i=1 Int(D). It follows
that ϕ is surjective, and (3) follows. We prove that (3) implies (2) by induction on n. Suppose the
given homomorphism in (2) is surjective for some positive integer n. (The case n = 1 is trivial.)
Since Int(D, Int(Dn)) is generated as an Int(Dn)-module by Int(D), the homomorphism ϕ above
is surjective. Pre-composing ϕ with the homomorphism
n+1⊗
i=1
Int(D) −→ Int(D)⊗D Int
(
Dn
)
,
which is surjective by the inductive hypothesis (and the right exactness of tensor products), we
find that the homomorphism
⊗n+1
i=1 Int(D) −→ Int(Dn+1) is also surjective. Thus (3) implies
(2), and this completes the proof. 
The following result is a useful extension of Proposition 6.3.
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ical D-algebra homomorphism
⊗
X∈X Int(D) −→ Int(DX). Let A be a polynomially complete
and polynomially regular extension of a domain D such that Int(An) is a polynomially regular ex-
tension of A for every positive integer n. Then AInt(DX) = AInt⊗(DX) = Int⊗(AX) = Int(AX)
for any set X.
Proof. By Proposition 6.3, we have Int(AX) = Int⊗(AX) for any set X. Since A is a polynomi-
ally complete and polynomially regular extension of D, we have AInt(D) = Int(D,A) = Int(A).
It follows from Proposition 6.1 that AInt⊗(DX) = Int⊗(AX) for any set X. Thus by Lemma 2.3
we have
AInt
(
DX
)⊆ Int(DX,A)= Int(AX)= Int⊗(AX)= AInt⊗(DX)⊆ AInt(DX),
and therefore equalities hold. This completes the proof. 
Proposition 6.4 has the following corollaries.
Corollary 6.5. Suppose that D =⋂i∈I Di is an intersection of polynomially complete, polyno-
mially regular, and absolutely polynomially regular overrings. Then DiInt(DX) = DiInt⊗(DX)
for all i ∈ I , and Int(DX) =⋂i∈I DiInt⊗(DX), for any set X.
Corollary 6.6. Let X be a set. For any domain A, let ϕA denote the canonical A-algebra homo-
morphism ϕA :⊗X∈X Int(A) −→ Int(AX). Let D be a domain such that Int(Dm) = Int(D)m for
every maximal ideal m of D. Then ϕD is surjective (respectively injective) if ϕDm is surjective
(respectively injective) for every maximal ideal m of D.
Next we find some sufficient conditions for the canonical homomorphisms
⊗
X∈X Int(D) −→
Int(DX) to be isomorphisms for all sets X.
Lemma 6.7. Let D be a domain, and suppose that Int(D) is free as a D-module. Let {fi}i∈I be a
D-module basis of Int(D). Then for any set X, the domain Int(DX) is also free as a D-module,
having as a D-module basis the set of all polynomials∏Y∈Y fiY (Y ), where Y is any finite subset
of X, and where iY ∈ I for all Y ∈ Y .
Proof. For finite X, the lemma follows from the proof of [2, Proposition XI.1.13]. It follows for
arbitrary X since any fixed polynomial has only finitely many variables. 
Proposition 6.8. Let D be a domain. If any of the following conditions holds, then the canonical
D-algebra homomorphism
⊗
X∈X Int(D) −→ Int(DX) is an isomorphism for any set X.
(a) Int(D) is free as a D-module.
(b) Int(D) is flat as a D-module, and every flat extension of D is polynomially regular.
(c) Int(D) is nearly flat as a D-module, and every nearly flat extension of D is polynomially
regular.
Proof. If condition (a) holds, then ϕ is injective by Corollary 6.2 and surjective by Lemma 6.7. If
condition (b) (respectively (c)) holds, then D must be infinite, for if D = Fq then Int(D) = Fq [X]
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As in the proof of Proposition 6.3, it follows by induction on n that the homomorphism⊗n
i=1 Int(D) −→ Int(Dn) is an isomorphism and Int(Dn) is flat (respectively nearly flat) as
a D-module for all n. 
Corollary 6.9. Let D be a domain. Each of the following conditions implies the next.
(a) D is a Krull domain or a Newtonian domain.
(b) D is a domain of Krull–Newtonian type.
(c) D is a locally finite intersection of flat, polynomially regular, and absolutely polynomially
regular overrings.
(d) Every flat extension of D is polynomially regular.
(e) If Int(D) is flat as a D-module, then the canonical D-algebra homomorphism⊗
X∈X Int(D) −→ Int(DX) is an isomorphism for any set X.
Proof. This follows from Proposition 6.8 and Corollary 3.13. 
By the corollary above, if D is a Krull domain such that Int(D) is flat over D, then the canon-
ical D-algebra homomorphism
⊗
X∈X Int(D) −→ Int(DX) is an isomorphism for any set X.
We leave it as an open problem to determine those Krull domains D, or more generally those
domains D, for which Int(D) is flat as a D-module.
Combining Proposition 6.8 and Corollary 6.6, we may also address the cases where the do-
main D is Prüfer or almost Newtonian.
Proposition 6.10. Let D be a domain. Each of the following conditions implies the next.
(a) D is a Prüfer domain such that Int(Dm) = Int(D)m for every maximal ideal m of D.
(b) Every maximal ideal m of D such that Int(Dm) = Dm[X] is locally principal and satisfies
Int(Dm) = Int(D)m.
(c) Every maximal ideal m of D such that Int(Dm) = Dm[X] is Newtonian.
(d) Int(Dm) is free as a Dm-module, and Int(Dm) = Int(D)m, for every maximal ideal m of D.
(e) The canonical D-algebra homomorphism ⊗X∈X Int(D) −→ Int(DX) is an isomorphism
for any set X.
Proof. Suppose that (a) holds. If m is a maximal ideal of D such that Int(Dm) = Dm[X], then the
maximal ideal mDm of the valuation domain Dm must be principal by [2, Proposition I.3.16],
whence (b) holds. Thus (a) implies (b). Condition (b) implies (c) by Lemma 5.2. Suppose (c)
holds, and let m be a maximal ideal of D. If m is Newtonian, then Int(Dm) is Newtonian and
is therefore free as a Dm-module, and Int(Dm) = Int(D)m. On the other hand, if Int(Dm) =
Dm[X], then Int(Dm) is free as a Dm-module and
Dm[X] ⊆ Int(D)m ⊆ Int(Dm) = Dm[X]
and therefore Int(Dm) = Int(D)m. Thus (c) implies (d). Finally, we note that (d) implies (e) by
Proposition 6.8 and Corollary 6.6. This completes the proof. 
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algebra homomorphism
⊗
X∈X Int(D) −→ Int(DX) is an isomorphism.
Let us return to the case where D is a Krull domain. Recall from the introduction that a D-
module M is said to be divisorial if M is D-torsion-free and M =⋂p Mp, where the intersection
is over the set of primes in D of height one. By [8, Corollary 1.3.10] or Lemma 3.11, any flat
module over a Krull domain is divisorial. If M is a D-torsion-free module, then the D-module
d(M) = ⋂p Mp is called the divisorial closure of M . It is the smallest divisorial D-module
containing M . It is also the largest D-module N such that Np = Mp for all prime ideals p in D
of height one.
Now, let M and N be modules over a Krull domain D, and let F be the quotient field of D.
As in (1.4.2) of [8], we define the modified tensor product of M and N as
M ⊗̂D N = d(MN),
where MN is the canonical image of M ⊗D N in (M ⊗D N) ⊗D F . If {Ai}i∈I is a family
of D-algebras, then we let
⊗̂
i∈I
Ai = d(A),
where A is image of
⊗
i∈I Ai in (
⊗
i∈I Ai)⊗D F .
Proposition 6.12. Let A be an extension of a Krull domain D. Then the canonical D-module
homomorphism A ⊗̂D Int(D) −→ d(AInt(D)) is an isomorphism, and we have d(AInt(D)) =
d(Int(D,A)) = Int(D,d(A)).
Proof. The homomorphism exists and is an isomorphism by definition of the modified tensor
product. Since d(A) is divisorial, Theorem 1.3 implies that
Int
(
D,d(A)
)= d(d(A)Int(D))= d(AInt(D)).
Therefore
Int
(
D,d(A)
)= d(AInt(D))⊆ d(Int(D,A))⊆ Int(D,d(A)),
so equalities hold. This completes the proof. 
By Lemma 3.10, we have M ⊗̂D N = M ⊗D N if M is divisorial and N is flat. Therefore we
have the following.
Corollary 6.13. Let D be a Krull domain such that Int(D) is flat as a D-module. Then any
divisorial extension of D is polynomially regular.
Finally, we have the following.
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phism
⊗
X∈X Int(D) −→ Int(DX) induces an isomorphism
⊗̂
X∈XInt(D) −→ Int(DX) of D-
algebras.
Proof. The induced homomorphism exists because Int(DX) is divisorial. It is injective by
Proposition 6.1 and by definition of the modified tensor product, and it is surjective by Corol-
lary 6.5. 
7. More universal properties
In Section 3 we showed that under certain regularity conditions an extension A of a domain D
is polynomial complete if and only if the condition Int(A) ⊇ Int(D) holds. In general the latter
condition is much weaker than polynomial completeness. Nevertheless it is still a natural con-
dition to consider in its own right. In this section we study this condition and its relation to
polynomial completeness.
Thus, let us say that an extension A of a domain D is weakly polynomially complete if
Int(A) ⊇ Int(D). Let us also say that an extension A of D is almost polynomially complete if
Int(An) ⊇ Int(Dn) for every positive integer n, or, equivalently, if Int(AX) ⊇ Int(DX) for every
set X. Note that A is a weakly polynomially complete extension of D iff for all f (X) ∈ F [X]
with f (D) ⊆ D one has f (A) ⊆ A, where F is the quotient field of D. Likewise, A is an al-
most polynomially complete extension of D if for every set X and for all f (X) ∈ F [X] with
f (DX) ⊆ D one has f (AX) ⊆ A.
Lemma 7.1. Let D be a domain. The following conditions are equivalent.
(1) Int(D) = D[X].
(2) Int(DX) = D[X] for every set X.
(3) Every extension of D is almost polynomially complete.
(4) Every extension of D is weakly polynomially complete.
(5) D[T ] is a weakly polynomially complete extension of D.
Proof. The implication (1) ⇒ (2) follows from Lemma 6.7. The implications (2) ⇒ (3) ⇒
(4) ⇒ (5) are clear. Suppose that (5) holds, so that Int(D) ⊆ Int(D[T ]). Since there is a unique
D[T ]-algebra homomorphism Int(D[T ]) −→ D[T ] sending X to T , and Int(D) ⊆ Int(D[T ]),
we have a D-algebra homomorphism Int(D) −→ D[T ] sending X to T . Such a homomorphism
must be an isomorphism and (1) follows. Thus (5) implies (1). 
If every residue field of D is infinite, then every extension of D is polynomially complete
[2, Corollary IV.1.21]. We do not know if the converse holds.
Proposition 7.2. Every polynomially complete extension of a domain D is almost polynomially
complete.
Proof. If D is finite, then Int(D) = D[X], and the statement follows from Lemma 7.1. Suppose
D is infinite, let A be a polynomially complete extension of D, and let X be a set. Since D is
a polynomially dense subset of A, it follows from Lemma 2.3 that DX is a polynomially dense
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complete extension of D. 
The following example shows that the converse of Proposition 7.2 does not hold, even if D is
assumed infinite.
Example 7.3. The extension Z[T/2] of Z[T ] is almost polynomially complete but not poly-
nomially complete. Indeed, Int(Z[T ]) = Z[T ][X] by [2, Exercise I.19], hence every extension
of Z[T ] is almost polynomially complete by Lemma 7.1. However, Z[T/2] is not a polynomially
complete extension of Z[T ] since X2−X2 lies in Int(Z[T ],Z[T/2]) but not in Int(Z[T/2]).
Next, we show that almost and weak polynomial completeness are preserved under quotient
rings.
Proposition 7.4. Let D be a domain. If A is an almost polynomially complete extension of D,
then, for every prime ideal P in A lying over 0 in D, the domain A/P is an almost polynomi-
ally complete extension of D. The same statement holds if “almost polynomially complete” is
replaced by “weakly polynomially complete.”
Proof. Suppose that Int(AX) ⊇ Int(DX) for some set X. We claim that Int((A/P)X) ⊇ Int(DX).
Let f (X) ∈ Int(DX). Let (bX)X∈X be an element of (A/P)X . Then bX for each X is the re-
duction mod P of some element aX ∈ A. Since f (X) ∈ Int(AX), one has f ((aX)X∈X) ∈ A.
Reducing mod P, noting that the quotient field F of D is contained in the quotient fields of
both A and A/P, we get f ((bX)X∈X) ∈ A/P. Therefore f (X) ∈ Int((A/P)X). Thus we have
Int((A/P)X) ⊇ Int(DX), as claimed. The lemma follows. 
On the other hand, polynomial completeness is not necessarily preserved under quotient rings.
Example 7.5. Let D = Z[T ], let A = Z[T ,X], and let P = (2X − T )A. Then A = Int(D) is a
polynomially complete extension of D, while A/P ∼= Z[T/2] is not.
Note also that if a prime P in A lies over a nonzero prime ideal p in D, then the domain
A/P need not be a weakly polynomially complete extension of D/p, even if A is a polynomially
complete extension of D.
Example 7.6. Let D = Z[T ], let A = Z[T ,X], and let P = TA, so p = TD. Then A is a poly-
nomially complete extension of D, but A/P ∼= Z[X] is not a weakly polynomially complete
extension of D/p ∼= Z.
Even though polynomial completeness and almost polynomial completeness are not equiva-
lent in general, the domain Int(DX) is both the free polynomially complete extension and the
free almost polynomially complete extension of D generated by X for any set X.
Proposition 7.7. Let D be a domain ( finite or infinite), and let X be a set. The domain Int(DX)
is the free almost polynomially complete extension of D generated by X. In other words, the
functor X −→ Int(DX) from the category of sets to the category of almost polynomially com-
plete extensions of D (whose morphisms are the D-algebra homomorphisms) is a left adjoint for
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bijection for any set X and any almost polynomially complete extension A of D.
Proof. The proof is almost identical to the proof of Proposition 2.4, so we omit it. 
We can also construct the free weakly polynomially complete extension of D generated by X,
but we are unable to show that it equals Int(DX) or to find a counterexample.
Proposition 7.8. Let D be a domain. For any set X, let Intw(DX) denote the intersection of
every subring of Int(DX) containing D[X] that is closed under pre-composition by the elements
of Int(D). The domain Intw(DX) is the free weakly polynomially complete extension of D gener-
ated by X. In other words, the association X −→ Intw(DX) defines a functor from the category
of sets to the category of weakly polynomially complete extensions of D (whose morphisms are
the D-algebra homomorphisms) that is a left adjoint for the forgetful functor, in the sense that
the natural map Hom(Intw(DX),A) −→ Hom(X,A) is a bijection for any set X and any weakly
polynomially complete extension A of D.
Proof. Since Intw(DX) is closed under pre-composition by the elements of Int(D), we have
Int(D) ⊆ Int(Intw(DX)) and therefore Intw(DX) is a weakly polynomially complete extension
of D. Let A be any weakly polynomially complete extension of D. Since Int(D) ⊆ Int(A), we
clearly have Intw(DX) ⊆ Intw(AX) ⊆ Int(AX). In particular, for any a ∈ AX , the unique A-
algebra homomorphism Int(AX) −→ A sending X to a restricts to a D-algebra homomorphism
Intw(DX) −→ A sending X to a, and the latter homomorphism is unique. This completes the
proof. 
The following proposition gives two conditions, one sufficient and one both necessary and
sufficient, for every weakly polynomially complete extension of a domain D to be almost poly-
nomially complete.
Proposition 7.9. Let D be a domain. Every weakly polynomially complete extension of D is al-
most polynomially complete if and only if Int(DX) = Intw(DX) for every set X, where Intw(DX)
is defined as in Proposition 7.8. Moreover, for any fixed set X, we have Int(DX) = Intw(DX) if
the canonical D-algebra homomorphism
⊗
X∈X Int(D) −→ Int(DX) is surjective.
Proof. The “only if” direction is clear from Propositions 7.7 and 7.8. For the converse, sup-
pose that Int(DX) = Intw(DX) for every set X, and let A be a weakly polynomially complete
extension of D. Since Int(D) ⊆ Int(A), we have Int(DX) = Intw(DX) ⊆ Intw(AX) ⊆ Int(AX)
for any set X. Therefore A is an almost polynomially complete extension of D. Moreover, the
domain Intw(DX) contains the image of the given homomorphism by Proposition 6.1, so if the
homomorphism is surjective then Int(DX) = Intw(DX). 
Proposition 7.10. If D satisfies any of the following conditions, then the canonical D-algebra
homomorphism
⊗
X∈X Int(D) −→ Int(DX) is an isomorphism, and therefore every weakly poly-
nomially complete extension of D is almost polynomially complete.
(a) D is a Prüfer domain such that Int(Dm) = Int(D)m for every maximal ideal m of D.
(b) D is almost Newtonian.
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(d) D is a Krull domain and Int(D) is flat as a D-module.
(e) D is of Krull–Newtonian type and Int(D) is flat as a D-module.
(f) D is a locally finite intersection of flat, polynomially regular, and absolutely polynomially
regular overrings, and Int(D) is flat as a D-module.
Proof. This follows at once from Corollary 6.9 and Propositions 6.10 and 7.9. 
8. Polynomial completions
For any extension A of a domain D, one might ask if there is a smallest polynomially complete
extension of D containing A. It is easy to show that such “polynomial completions” do in fact
exist.
Lemma 8.1. Let {Ai}i∈I be a family of extensions of a domain D all contained in some domain B .
If the Ai are polynomially complete extensions of D, then so is
⋂
i∈I Ai .
Proof. Let A = ⋂i∈I Ai , and let L be the quotient field of B . By hypothesis we have
Int(D,Ai) = Int(Ai) ⊆ L[X] for all i. It follows that
Int(D,A) ⊆
⋂
i∈I
Int(D,Ai) =
⋂
i∈I
Int(Ai) ⊆
⋂
i∈I
Int(A,Ai).
Thus if f (X) ∈ Int(D,A), then f (A) ⊆ Ai for all i, whence f (A) ⊆ A. Therefore Int(D,A) ⊆
Int(A) and A is a polynomially complete extension of D. 
Proposition 8.2. Let D be an infinite domain with quotient field F . Any extension A of D is
contained in a smallest polynomially complete extension of D, denoted pD(A), equal to the inter-
section of all polynomially complete extensions of D containing A and contained in A⊗D F . The
association A −→ pD(A) defines a functor from the category of extensions of D to the category
of polynomially complete extensions of D—both categories with morphisms as inclusions—that
is a left adjoint for the inclusion functor.
Proof. The existence of pD(A) follows immediately from Lemmas 3.8 and 8.1. To prove functo-
riality, note that if A ⊆ B is an inclusion of extensions of D, then, since pD(B) is a polynomially
complete extension of D containing A, one has pD(A) ⊆ pD(B). To prove adjointness, note that
if A ⊆ B , where A is an extension of D and B is a polynomially complete extension of D, then
one has pD(A) ⊆ pD(B) = B . 
We will call the domain pD(A) the polynomial completion of A with respect to D.
Example 8.3.
(1) Let D be an infinite domain and let X be a set. Then Int(DX) is the polynomial completion
of D[X] with respect to D.
(2) Let A be a domain of characteristic zero. The polynomial completion pZ(A) of A with
respect to Z is the universal binomial ring lying over A [5, Theorem 7.1], which may also
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domain D contained in A.
Remark 8.4. If D is a domain of characteristic zero, then, by [5, Proposition 5.2], the do-
main pZ(D)Int(ZX) is a polynomially complete extension of Z containing D[X]. Therefore,
by Example 8.3, one has Int(DX) ⊆ pZ(D)Int(ZX).
Remark 8.5. Suppose D is a finite domain, and let A be an extension of D. By Remark 2.2, the
quotient field of A is the smallest domain containing A that is a polynomially complete extension
of D. Thus the polynomial completion of A with respect to D also exists in this case and is just
the quotient field of A.
Almost polynomial completions also exist. They are in a sense more natural than polynomial
completions and can be constructed explicitly from integer-valued polynomial rings.
Proposition 8.6. Let D be a domain with quotient field F . We have the following.
(1) Any extension A of D is contained in a smallest almost polynomially complete extension
of D, denoted aD(A), equal to the intersection of all almost polynomially complete exten-
sions of D containing A and contained in A⊗D F .
(2) aD(A) ⊆ pD(A) for all domains A containing D.
(3) aD(A) = pD(A) iff D is a polynomially dense subset of aD(A).
(4) Let p be a prime ideal in D[X] lying over the prime ideal 0 in D. Then aD(D[X]/p) =
Int(DX)/P, where P is the prime ideal pF [X] ∩ Int(DX) in Int(DX).
(5) The association A −→ aD(A) defines a functor from the category of extensions of D to the
category of almost polynomially complete extensions of D—both categories with morphisms
as D-algebra homomorphisms—that is a left adjoint for the inclusion functor.
Proof. (1) This follows as in the proof of Proposition 8.2.
(2) This follows from Proposition 7.2.
(3) This follows from (2).
(4) Let A = D[X]/p, let B = Int(DX)/P, and let C = aD(A). Both B and C are contained in
the domain A ⊗D F ∼= F [X]/pF [X]. We wish to show that B = C. Since C is an almost poly-
nomially complete extension of D, the canonical homomorphism F [X] −→ F [X]/pF [X] ∼=
A ⊗D F restricts to a homomorphism Int(DX) −→ C with kernel equal to P. Thus B ⊆ C.
Moreover, B is an almost polynomially complete extension of D containing A, by Proposi-
tion 7.4, and therefore C ⊆ B . Thus B = C.
(5) Let A be a domain. Let XA = {Xa: a ∈ A}, and let IA be the kernel of the unique D-
algebra homomorphism D[XA] −→ A sending Xa to a for all A. By (4), the domain aD(A)
is naturally isomorphic to Int(DXA)/(IAF [XA] ∩ Int(DXA)). Functoriality and the adjointness
property follow easily. 
Corollary 8.7. Let D be a domain, let X be a set, and let P be a prime ideal in Int(DX) lying
over the prime ideal 0 in D. Then Int(DX)/P is the smallest almost polynomially complete
extension of D containing D[X]/(P ∩D[X]).
92 J. Elliott / Journal of Algebra 318 (2007) 68–92Finally, we note that weak polynomial completions wD(A) also exist. If p is a prime ideal
in D[X] lying over 0 in D, then wD(D[X]/p) = Intw(DX)/P, where Intw(DX) is defined as in
Proposition 7.8, and where P is the prime ideal pF [X] ∩ Intw(DX) in Intw(DX). In particular,
one has Intw(DX) = wD(D[X]). One also has wD(A) ⊆ aD(A) for all domains A containing D,
with equality holding if and only if wD(A) is an almost polynomially complete extension of D.
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