DialPort: Connecting the Spoken Dialog Research Community to Real User
  Data by Zhao, Tiancheng et al.
DialPort: Connecting the Spoken Dialog Research Community to Real
User Data
Tiancheng Zhao∗1 Kyusong Lee∗1,2 Maxine Eskenazi1
1Language Technologies Institute, Carnegie Mellon University
2Pohang University of Science and Technology
1{tianchez,max+}@cs.cmu.edu, 2kyusonglee@postech.ac.kr
Abstract
This paper describes a new spoken dialog
portal that connects systems produced by
the spoken dialog academic research com-
munity and gives them access to real users.
We introduce a distributed, multi-modal,
multi-agent prototype dialog framework
that affords easy integration with vari-
ous remote resources, ranging from end-
to-end dialog systems to external knowl-
edge APIs. To date, the DialPort portal
has successfully connected to the multi-
domain spoken dialog system at Cam-
bridge University, the NOAA (National
Oceanic and Atmospheric Administration)
weather API and the Yelp API.
1 Introduction
The advent of Siri, Cortana and other agents
has generated interest in spoken dialog research.
These applications have sparked the imagination
of many and led them to believe that speaking to
intelligent agents is useful. The research commu-
nity needs to profit from this interest by creating
a service for the general public that can gather
real user data that can be used to make dialog sys-
tems more robust. It can also be used to carry out
experiments on comparative studies. Industry al-
ready has access to large data sets and sometimes
to pools of real users that are viewed as strategic
competitive resources and so not shared with the
research community. Yet much fundamental re-
search remains to be done, such as signal process-
ing in noisy conditions, recognition of groups of
difficult users (like the elderly and non-natives),
management of complex dialogs (such as multi
party meetings, negotiations, and multimodal in-
teraction), and the automatic use of meta linguis-
∗ Both authors equally contributed to this work
tic information such as prosody. The academic
community needs to unite through one common
portal to be able to gather enough real user data
to make significant impact. It is extremely diffi-
cult for any one group to devote time to collecting
a significant amount of real user data. The users
must be found and kept interested and the interface
must be created and maintained. One data gather-
ing portal that all dialog systems can be connected
to gives potential users a variety of interesting ap-
plications, much in the way that virtual assistants
do not only provide information about scheduling.
The DialPort portal was created for this purpose.
The Dialog Research Center at Carnegie Mel-
lon (DialRC) has given the community real user
data from the Lets Go System (Raux et al., 2005)
as well as access to the system to run studies. But
research is carried out in other areas, beyond sim-
ple form filling. Just as one research group can-
not attract a diverse pool of regular users, one
group cannot cover all of the possible applica-
tions, such as virtual humans and robots with mul-
timodal communication. Thus the goal of DialPort
is to attract and maintain a pool of real users to a
group of spoken dialog applications.
The first year goal is to create the portal and
link it to other systems. Once the working por-
tal can give a variety of useful information, a ser-
vice such as Prefinery1 will be used to attract the
real users. These services solicit potential users,
giving bonuses for signup and usage as well as for
getting friends to sign up. In this paper, we present
the DialPort portal that will link many different re-
search applications and will provide real user data.
Section 2 discusses related work; Section 3 de-
scribes the overall architecture; Section 4, 5 and 6
discuss the core modules; Section 7 explains the
integration protocol; Section 8 reviews the current
1https://www.prefinery.com/
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progress and Section 9 concludes.
2 Related Work
Several SDS-building industrial platforms have re-
cently become available to non-expert develop-
ers. Microsoft Research released Language Un-
derstanding Intelligent Service (LUIS) (Williams
et al., 2015) which helps software developers cre-
ate cloud-based, machine-learning powered, lan-
guage understanding models for specific applica-
tion domains. Facebook is building an AI plat-
form that helps developers create chat bots that can
converse in natural language2. The HALEF (Help
AssistantLanguage-Enabled and Free) framework
from ETS leverages different open-source compo-
nents to form an SDS framework that is modular
and industry-standard-compliant (Suendermann-
Oeft et al., 2015). Although these platforms have
helped researchers build robust SDSs more effi-
ciently, the data that they collected has not been
shared with the academic research community.
Most early SDS work focused on single-domain
SDSs, such as bus schedules, restaurant, or mu-
seum information, etc. A single-domain dialog
system has limited semantic coverage. Thus,
multi-domain dialog systems have appeared, en-
abling one system to handle several domains. Past
approaches usually followed a two-stage frame-
work (Komatani et al., 2009; Nakano et al., 2011),
in which the first stage classifies the domain and
the second stage forwards the user’s request to
the relevant single-domain dialog manager. This
method has shown promising results for scaling up
dialog systems to handle multiple domains. Di-
alPort differs from previous frameworks in this
area by proposing the concept of a multi-agent
dialog system. This system combines both goal-
driven and non-goal-driven dialog agents that have
been independently developed by different re-
search teams. The task of DialPort is to judi-
ciously assign the user’s utterance to the most rel-
evant dialog agent and to carry out complex nested
conversations with real users. The long term goal
is to enable any research group to connect their
SDS to DialPort using a lightweight integration
protocol. DialPort makes it easy for real users
to access many state-of-the-art dialog system ser-
vices all in one place through a universal web-
based entry point.
2https://wit.ai
3 Architecture
Figure 1 presents the system architecture, com-
prised of three sections: User Interface, DialPort
and Remote Agents.
3.1 User Interface
The user Interface is the publicly available front
end for real users3. It is in charge of both the
visual and audio agents representing each dialog
system. The visual representation uses WebGL
Unity 3D, which will be discussed in Section 4.
The audio side uses the Google Chrome Speech
ASR API to transform the user’s speech into text
and the Google Chrome TTS API to convert Dial-
Port’s text output into English speech.
3.2 DialPort
DialPort is scalable and distributed. Its cen-
tral message broker is ActiveMQ, a well-known
open source message broker. ActiveMQ allows
us to easily connect multiple components in or-
der to create a larger system. Building on Ac-
tiveMQ, DialPort has four main modules: the
HTTP API Server, the Natural Language Un-
derstanding (NLU), the ReinForest Dialog Man-
ager (DM) and the Natural Language Generation
(NLG). With the exception of the ReinForest DM,
the modules are RESTful (Representational state
transfer) web services: they do not consider any
state information when handling requests. All
contextual information about a dialog is main-
tained by the ReinForest DM. The HTTP API
Server is the front gate of DialPort. It converts the
incoming HTTP messages into proper ActiveMQ
messages and sends them to the NLU. The NLU
outputs a semantic frame that contains the origi-
nal utterance along with: entities, an intent and a
domain. Assuming the user utterance is: ”Rec-
ommend a restaurant in Pittsburgh”, an example
output from the NLU is given in Table 1. Given
the user input annotated by the NLU, ReinForest
updates its internal dialog state and generates the
next system response. The response is in the for-
mat of a list of dialog acts and content value tuples,
asys = [(DA0, v0), ...(DAk, vk)]. The NLG is re-
sponsible for transforming asys to the natural lan-
guage surface form. Given the utterance in the pre-
vious example, an example ReinForest response
is: asys = [(CONFIRM, value=Pittsburgh), (ASK,
value=food type)]. And the final system output is
3https://skylar.speech.cs.cmu.edu
Figure 1: The overall architecture of DialPort.
”I believe you said Pittsburgh. What kind of food
do you want?”
Domain {Restaurant: 0.95; Hotel: 0.05}
Intent {Request: 0.9; Inform: 0.1}
Entities {Type: Location; Value: Pittsburgh}
Table 1: Example Semantic Frame Output from
the NLU.
3.3 Remote Agents
Easy integration with remote Agents is a major
contribution of the proposed architecture. We de-
fine a remote agent as any external resource that
can be integrated into the DialPort ecosystem.
Generally there are three types of remote agents:
audio remote agent, text remote agent and knowl-
edge remote agent.
Audio Remote Agent: this is a self-sustaining
spoken dialog system that only has a public au-
dio API. Therefore, an audio remote agent expects
audio streaming input and returns an audio clip
that contains the system’s spoken response. Dial-
Port does not presently support this type of remote
agent due to the difficulty of dealing with real-time
audio streaming amongst remote servers. This will
be dealt with when connection to a system of this
type is proposed.
Text Remote Agent: this type of agent provides
text API, which inputs the latest ASR text output
and returns the next system response in text form.
It should be noted that even end-to-end spoken
dialog systems can belong to text remote agents.
They only need to provide a text-based API. The
Cambridge Multi-domain spoken dialog system in
Figure 1 (Gasic et al., 2015) is one example. It
has its own VoIP audio server and also provides
a text-based API. Therefore, when the Cambridge
system connects with DialPort, the latter sends the
transcribed speech to Cambridge’s text-based API
and bypasses its VoIP server.
Knowledge Remote Agent: the third type of
remote agent is an external knowledge base, rang-
ing from a web API (e.g. Yelp API) to an in-house
relational database (e.g Pittsburgh bus schedule).
DialPort is in charge of all of the dialog process-
ing and uses the knowledge remote agent as the
back-end.
4 Virtual Agent
This section introduces Skylar and Jasmin. Sky-
lar is the virtual agent for DialPort. Jasmin is the
Cambridge University dialog system agent. Both
agents interact with users via a web speech inter-
face and have 3D animated embodiments powered
by the Unity 3D Engine4.
The way in which non-verbal expression (agent
behavior) is handled is important. Users need to
be able to easily interpret what the agents’ cur-
rent and next status are. DialPort uses a variety
of character animations such as (a) standing, (b)
listening, (c) understanding, (d) thinking, and (e)
talking (Figure 2), so that users implicitly know
when they should talk or should wait for the ASR
results. Moreover, the non-verbal expressions of
a virtual agent indicate which agent the system
thinks the user is talking to. Generating natural
non-verbal expression is an open research prob-
lem. At present, non-verbal expressions are man-
ually encoded using the Mixamo engine5 as the
following:
• When nothing is happening, he/she is stand-
ing with his/her arms lowered to his/her sides.
(Figure 2-a).
• When a user starts to talk to Skylar, he puts
his hands/arms behind his back and inclines
4http://unity3d.com/
5https://www.mixamo.com
Figure 2: Non-verbal Generation of each agent - some positioning possibilities
his head slightly forward and down. Jasmin
puts a hand to her ear, indicating that she is
listening (Figure 2-b).
• When he/she has finished listening, he/she
quickly nods twice to indicate that he/she has
understood and is starting to process the turn
(Figure 2-c)
• After he/she nods, he/she brings his/her arms
back down to his/her sides and raises his/her
head, looking up at the ceiling - this indicates
that the agents is thinking of a response (Fig-
ure 2-d).
• when he/she is speaking, he/she lowers
his/her head and his/her gaze to look at the
user and uses various hand gestures. (Fig-
ure 2-e)
5 The ReinForest Dialog Manager
The challenges facing the DialPort dialog manager
are that it must 1) support easy extension to a large
variety of domains and 2) support mixed initia-
tive and mixed (non)-goal driven dialogs. Specif-
ically to deal with these two challenges, we have
developed a new dialog manager based on Raven-
Claw (Bohus and Rudnicky, 2003). The overview
of the ReinForest DM is shown in Figure3. The
core of ReinForest has two parts: the knowledge
ontology and the dialog engine. The knowledge
ontology is a domain-dependent knowledge graph
that developers can use to quickly encode domain
knowledge and relations between various con-
cepts. The dialog engine is a domain-independent
execution mechanism that generates the next sys-
tem response given the current dialog state. The
following sections formally define these two com-
ponents.
5.1 Knowledge Ontology
The Knowledge Ontology can be thought of as fuel
for ReinForest. The basic unit of the ontology
is a concept, which is an abstraction of knowl-
edge. For example, knowledge about the weather
is a concept. A concept can have a number of
dependent concepts that encode the causal rela-
tionship. In the weather domain for example, the
weather concepts depend on the location and date
time concepts. Therefore, in order to give weather
information, the system has to have already ac-
quired the values of date time and location. More
importantly, each remote agent is also represented
as a concept. For example, the Cambridge Multi-
Domain Dialog System is represented as a single
concept that contains information about all of the
domains that it covers.
Concept Pool: Given the definition of a con-
cept, ReinForest enables developers to construct
domain knowledge in the form of a directed
acyclic graph (DAG). ReinForest also introduces
the idea of a concept pool to create groups of con-
cepts. Figure 4 gives a simple example of a con-
cept pool for a slot-filling dialog manager. Essen-
tially a concept pool is a collection of concepts
that share some common properties. There are
three concept pools in ReinForest: the agent con-
cept pool, the user concept pool and the remote
concept pool. The agent concept pool consists of
concepts that are powered by knowledge remote
agents, such as the agent’s name and the weather
information. The user concept pool contains con-
cepts that only users know, such as the date that
the user is asking about, the user’s names etc. Fi-
nally the remote concept pool contains all the text
remote agents, where each is considered to be a
black box that can generate the next system re-
sponse given the context of certain domains.
5.2 Dialog Engine
As illustrated in Figure 3, the dialog engine of Re-
inForest is a domain-independent execution mech-
anism that consists of 4 modules: hierarchical pol-
Figure 3: Overview of Reinforest Dialog Manager.
Figure 4: Example concept pools.
icy execution, belief update, tree transformation
and error handling. Algorithm 1 shows the pseudo
code of the main execution loop inside ReinFor-
est. The dialog engine establishes its connection
to the knowledge ontology via the dialog state, s,
which captures all the information about the on-
going dialogs. Next we formally define these four
modules.
Algorithm 1 ReinForest Main Loop
while dialog.end() 6= True do
while dialog stack.top() ∈ O do
execute(dialog stack.pop())
end while
if user has input then
belief update()
tree transformation()
error handle()
end if
end while
5.3 Hierarchical Policy
Hierarchical policy has been studied extensively
in the literature of both hierarchical reinforcement
learning (HRL) (Dietterich, 2000; Parr and Rus-
sell, 1998; Sutton et al., 1999) and plan-based
dialog management (Bohus and Rudnicky, 2003;
Bohus and Rudnicky, 2009). The contribution of
ReinForest is that it formalizes plan-based dialog
management in the language of HRL, which opens
up the possibility of applying well-established
HRL algorithms to optimize the operations of the
plan-based dialog manager. We first introduce the
notations of HRL and then define the dialog task
tree using that language.
Hierarchical Reinforcement Learning: The
mathematical framework of HRL is the Markov
Decision Process (MDP). An MDP is a tuple
(S,A, P, γ,R), where S is a set of states; A is a
set of actions; P defines the transition probabil-
ity P (s′|s, a); R defines the expected immediate
reward R(s, a); and γ ∈ [0, 1) is the discounting
factor. Furthermore, an MDP M can be decom-
posed into a set of subtasks, O = {O1, O2, ..Ok},
where O0, by convention, is the root and solving
O0 solves M . A subtask is a Semi-Markov De-
cision Process (SMDP), which is characterized by
two additional variables compared to an MDP:
1. βi(s) is the termination predicate of subtask
Oi that partitions S into a set of active states,
Si and a set of terminal states Ti. If Oi enters
a state in Ti, Oi and its descendants exit im-
mediately, i.e. βi(s) = 1 if s ∈ Ti, otherwise
βi(s) = 0.
2. Ui is a nonempty set of actions that can be
performed by Oi. The actions can be either
primitive actions from A or other subtasks,
Oj , where i 6= j. We will refer to Ui as the
children of subtask Oi.
Eventually a hierarchical policy for M is pi and
this is simply a set of policies for each subtask, i.e.
pi = {pi0, pi1...pin}. It is evident that a valid hier-
archical policy forms a DAG, whose roots come
from O0 and whose terminal leaves are primitive
actions belonging to A.
ReinForest Dialog Policy: ReinForest Dialog
Policy forms a dialog task tree. Each node is a
Figure 5: Example dialog with Skylar and the corresponding dialog tree. S: Start, R: Root, DW: Domain
weather, RR: Request root, IR: Inform root, ME: Misunderstanding error, CAM: Cambridge Remote
Agent. The red text is from Skylar and the green text is from the Cambridge Remote Agent.
subtask belonging to one of three types: dialog
agency, dialog choice agency and dialog agent.
• Dialog Agency: a subtask Oi ∈ O with
a fixed policy that will execute its children
from left to right.
• Dialog Choice Agency: a subtask Oi ∈ O
with a learned policy that chooses the next
executed child based on the context.
• Dialog Agent: a primitive action a ∈ A that
actually delivers the action to users.
5.4 Belief Update
Belief update takes place when there is new input
from the user. This component will first update
the generic dialog states, such as incrementing the
dialog turn count. Then it loops through all the
concepts in the knowledge ontology and checks if
the annotations in the new input match with any
subscribed domain/intent/entities in each concept.
If a match is found, the new values are stored in
the concept’s attribute map.
5.5 Tree Transformation
Tree transformation is key in ReinForest in order
to support mixed-initiative and multi-domain di-
alogs. The transformation has two steps: candi-
date tree generation and candidate tree selection.
Candidate tree generation: scans through the
updates made by belief update and generates a list
of candidate trees that can be pushed to the dia-
log stack (the list can be ∅). Usually a candidate
is generated when the user explicitly requests the
type of information that is handled by a different
domain.
Candidate selection: the selected candidate
trees are appended under a dialog choice agency.
The dialog choice agency selects one of the trees
and pushes it to the dialog stack.
5.6 Error Handling
There are two types of error handling: misun-
derstand error handling and non-understand er-
ror handling (Bohus and Rudnicky, 2003). Mis-
understand handling is used to conduct explicit
or implicit confirms about concepts in the knowl-
edge ontology. Specifically, the dialog engine
will loop through all concepts in the user concept
pool and select concepts that are updated but not
yet grounded for misunderstanding error handling.
A misunderstanding subtask will then be pushed
to the stack. The misunderstanding subtask will
choose a built-in misunderstanding error handling
strategy to confirm each concept. The current im-
plementation supports two types of strategies: im-
plicit and explicit confirm.
On the other hand, non-understanding handling
is activated when there is user input, but no update
or tree-transformation is able to succeed. ReinFor-
est implements a wide range of non-understanding
handling strategies, ranging from the simple ”can
you repeat that?” to a response from an external
chat-bot.
5.7 Execution Demonstration
Figure 5 shows an example dialog with ReinFor-
est. The dialog engine first pushes the root on to
the stack and asks what the user needs. After rec-
ognizing that the user is looking for weather in-
formation, it pushes the weather domain tree on
Table 2: Characteristics of systems that handle non-goal driven utterances
Characteristics Main Technique Representative Systems
(a) Pattern Matching high precision, fast response
time, time consuming to make
patterns
Artificial Intelligence
Markup Language (Wal-
lace and others, 2005)
Alice (Wallace, 2009)
(b) Example-based high precision by threshold,
slow response time if the data
size is large
vector space model (Tur-
ney et al., 2010)
IRIS (Banchs and Li,
2012)
(c) Neural Chatbot open domain, sometimes in-
consistent and ungrammatical,
require large corpora
sequence-to-sequence
learning (Sutskever et al.,
2014)
CleverBot (Vinyals and
Le, 2015)
to the stack. After acquiring all of the depen-
dent concepts, Skylar informs the the user of the
weather information. The user then decides to re-
quest restaurant information which is covered by
the Cambridge Remote Agent so it is pushed to
the stack. At this time, ReinForest transfers the
control to Cambridge and simply calls next to the
remote agent in order to obtain the next response.
When the remote agent terminates it’s own ses-
sion, Skylar takes back control and continues the
conversation.
6 Non-goal-driven Dialog Manager
When a user’s input cannot be handled by Re-
inForest, such as out-of-domain utterances (e.g.,
”you are smart”), specific questions (e.g., who
founded Microsoft?, how much is an iPhone?),
the non-understanding error handling policy trig-
gers the non-goal driven DM to generate a sys-
tem response. Goal-driven dialog systems focus
on a set of predefined in-domain requests, non-
goal driven dialog systems must handle open do-
main utterances which have in principle unlimited
user intents. Most previous non-goal-driven ap-
proaches either used handcrafted pattern match-
ing rules or example-based approaches that used
a database manually designed by human experts.
Recently, recurrent neural network-based data-
driven approaches have been proposed that train
on large movie transcription corpora (Table 2).
Most of the past approaches focus on building chat
bots and do not provide a direct solution for Di-
alPort, because we use the non-goal driven dia-
log manager together with goal driven dialog pro-
cessing for both entertainment and error handling.
Pattern-based approaches are expensive and time
consuming (Table 2-a). Moreover, existing pub-
licly available patterns were designed to maintain
a conversation with a chat bot for entertainment
only. The Neural Network chat bots need a large
amount of data to achieve good performance and
their dialogs are biased towards the training data
(e.g movie scripts). (Table 2-c). Thus the learned
dialog strategy is different from the one we want,
which is used to recover non-understanding errors
and to encourage users to speak to remote agents
in other domains.
The initial prototype of DialPort uses an
example-based chat bot for the initial prototype,
because the precision of the response can be
controlled by a similarity threshold (Table 2-
b). We use the publicly available large knowl-
edge base, Freebase6 created by Google, to ex-
tend coverage. For example, if a user asks
about a person, a location or the definition of a
word, by using the Freebase ID extracted from
the DBpedia spotlight and the Freebase property
”common.topic.description”, the system can find
the requested information. Therefore, the non-
understanding error handling policy queries the
chat bot agent with the out-of-domain user input
and the example-based chat bot calculates the sim-
ilarity scores using sent2vec (Shen et al., 2014)
(rather than a traditional vector space model). If
the similarity score is over 80%, the system re-
sponse is selected from the chat bot agent. Other-
wise ReinForest follows a deterministic error han-
dling strategy which first asks users to ”rephrase
their request” and then provides more instructions
if the error cannot be recovered.
7 Integration Protocol
This section describes the integration protocol
given to participants who are joining DialPort.
This simple integration protocol concerns the text
remote agent and the knowledge remote agent.
Text Remote Agent: a text remote agent is a di-
6http://freebase.com
alog agency defined in Section 5 and it only needs
to implement two APIs:
• NewCall(id, s0): The input parameters in-
clude the user id and current dialog state s0.
The output is the first system response. The
initial state s0 enables the remote agent to
skip redundant questions that were already
asked in the previous conversation. DialPort
calls this function to initialize a new session
with the remote agent. Also, it is up to the
remote research group how they use s0, so
the remote agent can operate totally indepen-
dently. The exact format of s0 can be cus-
tomized if needed.
• Next(utt): The input is the users’ utterance
and the output is the system’s response and
an end-of-session flag. After NewCall, Di-
alPort continues to call Next to obtain the
next system response until the end-of-session
flag is true. Thus, the remote agent has com-
plete autonomy during its session. We also
note that the terminal flag is equivalent to the
termination predicate βi(s) in the definition
of an SMDP.
The purpose of DialPort is to collect and share real
user data. So when a text remote agent finishes its
session, it should be responsible for sending a dia-
log report along with the response to the lastNext
call. The report should contain all the essential in-
formation about the conversation, such as the ut-
terance at each turn. The final report format will
be found on the DialPort website. Speech data that
is collected will be made publicly available by the
group who collected the data.
Knowledge Remote Agent: a knowledge agent
is simply a function that outputs a list of matched
entities, given a list of input constraints. There-
fore, any common database format (e.g. SQL) or
service API (e.g. Yelp API) can be a knowledge
remote agent.
8 Current State of DialPort
The first academic system that was connected to
DialPort is from Cambridge University. In the
near future, any academic system that can be con-
nected will be welcome to join the portal. Fig-
ure 6 shows the two current agents: a butler named
Skylar from CMU and a librarian named Jasmin
from Cambridge. Their appearance may change at
a later time. DialPort will start to attract users to
these systems as soon as it passes a series of sta-
bility tests and when several other remote agents,
such as Yelp are added in order to broaden inter-
est. CMU’s Skylar will give information about the
weather and restaurants other than in Cambridge
and San Francisco. Its job is also to ”sell” the
other systems, getting the user to want to try them.
When the domain changes, a new avatar appears
and handles the conversation. When the dialog
on the connected systems topic is over, the user
is handed back to Skylar. The transition is seam-
less from the users point of view. Jasmin from
Cambridge gives information on hotels and restau-
rants in San Francisco. When the user is speaking
with her, the logo in the background changes to the
Cambridge log to indicate which system the user
is speaking to (Figure 6).
Figure 6: The present appearance of CMU-Skylar
and Cambridge-Jasmin.
9 Conclusions
We propose a novel shared platform, DialPort,
which can connect to many research systems en-
abling them to test new application ideas and
gather real user data. In this paper, we have de-
scribed the architecture of the user interface, Dial-
Port, the virtual agents, and the (non)goal driven
dialog managers and we have reported the cur-
rent progress of the DialPort project. An impor-
tant purpose of this paper is to encourage our col-
leagues to link their systems to DialPort so that we
can help them to collect real user data.
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