A generalization of the linear complementarity problem  by Cottle, Richard W. & Dantzig, George B.
JOURNAL OF COMBINATORIAL THEORY 8, 79-90  (1970) 
A Generalization of the Linear Complementarity Problem* 
RICHARD W. COTTLE* AND GEORGE B. DANTZIG* 
Department ofOperations Research, Stanford University, Stanford, California 94305 
Received November 22, 1968 
ABSTRACT 
The linear complementarity problem: find z ~ R p satisfying 
w=q+Mz 
w > O, z > 0 (LCP) 
zTw = 0 
is generalized to a problem in which the matrix M is not square. A solution technique 
similar to C. E. Lemke's (1965) method for solving (LCP) is given. The method is 
discussed from a graph-theoretic viewpoint and closely parallels a proof of Sperner's 
lemma by D. 1. A. Cohen (1967) and some work of H. Scarf (1967) on approximating 
fixed points of a continuous mapping of a simplex into itself. 
1. INTRODUCTION 
For  a given p-square  matr ix  M and a (column) p -vector  q, the linear 
complementarity problem is that o f  so lv ing the system 
w=q+Mz,  
(I) w >~ O, z >~ O, 
zTw ~- O. 
(1) 
(2) 
(3) 
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Under a rather wide range of assumptions regarding M (and q), it is known 
that the system (I) has a solution whenever the system (1), (2), has a solu- 
tion. Reference [2] summarizes the significance of  the linear complemen- 
tarity problem and a portion of  the related pivot theory. In this paper, we 
describe a particular generalization of (I). The new problem is formally 
stated in Section 2. The main results appear in Sections 3 and 4, where we 
give a graph-theoretic interpretation and slight extension of Lemke's 
ingenious iterative method [5] of  solving (I). Section 5 is devoted to 
further discussion of  a class of  matrices mentioned in Section 2. 
2. STATEMENT OF THE PROBLEM 
The name "linear complementarity problem" stems from the linearity 
o f  the mapping W(z) ---- q + Mz  and the complementarity 1 of the vectors 
w and z. We shall consider here a system w ---- q q- Nz where N is p • k 
matrix with k ~ p. In accordance with the number, k, of  columns in N, 
we partition the vector w into k subvectors, w j. We will generalize the 
notion of  complementarity b  seeking solutions w ~ 0, z ~ 0 such that 
at least one component of  w ~ or else zj is zero, ( j  = 1 ..... k). See the foot- 
note on page 103 of  reference [2]. 
By a vertical block matrix o f  type (Px ,..., Pk) we shall mean a matrix 
where the j-th block N j has order pj • k. Thus for 
k 
p= ~p~. 
j=l 
the matrix N is  of  orderp x k. We assume that the constantp-vector q and 
the variable p-vector w are decomposed in conformity with N: 
q= : , w= . 
qk k 
Therefore qJ = (qi j) and w j = (wi J) are p~-vectors. For a k-vector z ---- (z ~) 
the equation 
w=q+Nz 
x In a solution (~, ~) of (I), the indices corresponding to positive components of
and ~ form disjoint subsets of {1 ..... p} and, in the non-degenerate case, these subsets 
are complementary. 
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is equivalent to the system 
w j = q~ + NJz (j = 1,..., k). 
The generalized linear complementarity problem is to solve 
w=q+Nz,  
w>~O, z>~O, 
(U) 
~oj 
z~ I]  w, j -~ 0 ( j=  1 ..... k). 
i=1 
(4) 
(5) 
(6) 
This clearly agrees with (I) when pj = 1, p = k, and N j is the j-th row of M. 
We shall establish here our claim [2, p. 103n] that Lemke's computa- 
tional scheme [5] for solving (I) can be extended to (II) when N is a 
positive matrix. Naturally, one is prompted to ask about other types of 
matrices for which one can solve (II). To this end, we introduce a defini- 
tion that makes it possible to apply our knowledge of (I) to the new 
problem at hand. 
DEFINITION 1. Let N be a vertical block matrix of type (Px ,---, Pk)- A 
k-square submatrix M of N is called a "representative submatrix" if  its 
j-th row is drawn from the j-th block, N j, of N. 
k 
Obviously, a vertical block matrix of type (px ..... Pk) has 1--Ij=~Pj 
representative submatrices. 
In much of the sequel, the properties of N will be based upon properties 
of its representative submatrices. Having this concept, we can talk about 
principal submatrices of the rectangular matrix N. 
DEFINITION 2. Let N be a vertical block matrix of type (Pl ..... Pk). A 
"principal submatrix" of N is a principal submatrix of a representative 
submatrix of N. The determinant of such a matrix is a "'principal minor'" of N. 
It now makes sense to call a vertical block matrix with all positive 
principal minors--after Gale and Nikaid6 [4]--a "P-matrix." We shall 
show, via Lemke's method, that when N is a P-matrix the system (II) is 
always solvable. 
3. LEMKE'S METHOD 
In [5], Lemke has developed a method for solving the linear comple- 
mentarity problem (I). Based on an earlier procedure (see Lemke and 
Howson [6]) for constructively solving the bimatrix game problem, 
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Lemke's method involves the embedding of (I) into a problem (I') of the 
same form having one more z-variable, Zo, and one more w-variable, w0: 
--e~r][zo] 
(wo) = + M , ,z  ,, 
(w0) 0, (;0) 0, 
(~o) r (w0) = 0, (9) 
where q0 is a suitably large positive scalar and e~ = (1,..., 1) T has p com- 
ponents. Problem (I') always has a solution, and a solution of (I') in which 
zo = 0 is a solution of (I). For certain classes of matrices M, it can be 
shown that z 0 = 0 is the only possible outcome in a solution of (I'). For 
other classes of matrices, it can be shown that, if the final solution of (1') 
has z0 at a positive level, then (I) has no solution at all--indeed, (1) has no 
non-negative solution. 
The proof that (I') has a solution is geometric, if not graph-theoretic, n 
spirit. The underlying idea has been employed quite successfully by 
H. Scarf [8] and D. I. A. Cohen [1] in papers 2 dealing with Sperner's 
lemma, a result from combinatorial topology often used for proving the 
Brouwer Fixed Point Theorem. The basic notion is captured by the 
following theorem (for terminology the reader is referred to Ore [7]): 
THEOREM 1. Let fr = (V, E) be a finite graph with no loops or multiple 
edges. Suppose f~ has the following properties: 
(a) the vertex set V is the disjoint union of  three sets B, G, and R; 
(b) B is non-empty; 
(c) every vertex v in B has degree p(v) equal to 1; 
(d) every vertex in B is adjacent o a vertex in G; 
(e) every vertex in G has even degree, p(v). 
Then i f  Vo ~ B, there is a path in fr o f  the form Vo , vl ..... vt where 1 ~ 2, 
v ~ ~ B ~ R and v~ .... , v ~-1 ~ G. 
EXISTENCE PROOF: Clearly any path (v0, Vl ,..., V l) of maximal ength 
which begins at a vertex v0 ~ B and repeats no edge must have l ~> 2 and 
v z ~ B w R, for otherwise v, ~ G and has odd degree. 
2 See also the extension of Cohen's argument used by K. Fan [3]. 
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CONSTRUCTIVE PROOF: Choose an arbitrary vertex vo E B. Vo is adjacent 
to a unique vertex vl ~ G. Mark edge (vo, vl). By (e) there is an unmarked 
edge (v~, v~) incident to v~. (Note that v2 :~ vo by (c).) 
I f  v2 ~ B ~3 R, stop; vo, vl,  v2 is the desired path. I f  v2 E G, mark (Vx, v2). 
There remains an odd number of unmarked edges incident to v2. Let 
(v2, v3) be one of these. If  v3EB u R, stop. I f  v3~ G, mark (v2, v3). 
Notice that v3 cannot equal any of its predecessors. There is an odd number 
of unmarked edges incident to v3; let (v3, v,) be one of these. Again stop 
if v, ~ B u R. I f  v, ~ G, it might coincide with v~ but no other vertex on the 
path. In any event, there is an unmarked edge (v4, Vs) incident to v,.  In 
general, if v~ is the last vertex on the path developed so far there are two 
possibilities: either v~ ~B u R and the process terminates, or (v,_l, vi) 
gets marked and there exists an unmarked edge (v~, v,+l) incident to v~. 
By the finiteness of fr the desired path will always be found. 
We can state two immediate corollaries. 
COROLLARY 1. I f  p(V) = 2for every v ~ G, then any path of the theorem 
is simple. 
COROLLARY 2. I f  B consistes of one element then v~ ~ R. 
Only slightly more complicated is
COROLLARY 3. I f  p(v) = 1 for every v ~ R and B contains an odd 
number of elements then R contains an odd number of elements. 
PROOF: Suppose first p(v) = 2 for all v ~ G. An even number (possibly 
zero) of elements in B are connected to each other by paths having inter- 
mediate vertices in G. This leaves an odd number of elements of B which 
are connected by paths to elements of R. Since p(v) : 1 for all v ~ B u R 
and p(v) = 2 for all v ~ G all of these paths are vertex disjoint. Suppose 
there is a non-empty subset R C R consisting of elements which have not 
yet been connected by paths to elements of B. Let ~ be any such element. 
By hypothesis p(O) ---- 1 so ~ is adjacent to an element of G or R. If  ~ is ad- 
jacent to an element of G, there is a path from ~3 to an element ~ of _R. I f  
is adjacent to an element ~ of R, then ~ ~/~. In either case, the elements of 
_~ are paired by paths. Hence R contains an odd number of elements. 
Suppose more generally that p(v) is even for each v E G. By a slight 
modification of f#, a graph ~ '  satisfying the previous hypotheses can be 
constructed. Let f#' = (V', E')  where V' = B' u G' t.) R', E' = E B' = B, 
and R' ---- R. It remains to define G' and the incidence relations. For each 
v e G, we may pair off the p(v) edges adjacent o v and then replace v by 
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p(v)/2 vertices each one incident o both members of a pair of edges. G' is 
the set of all these new vertices each of which has degree 2. The proof given 
above applies to G' and shows that R' = R has an odd number of elements. 
DiscussioN. Corollaries 1 and 2 describe the situation at hand in 
Lemke's solution to the linear complementarity problem (I'). 
The solutions of (7) and (8) form a set Z'. The construction of fr begins 
with the almost-complementary extreme points of Z'. These points 
correspond to the elements of G. The complementary extreme points of 
Z' are the elements of R. For each almost-complementary extreme point 
which happens to be the end point of an almost-complementary ray,we 
formally introduce a "point at infinity" as the other end of the ray. These 
points at infinity form the vertex set B in fr and the almost-complementary 
rays to which they are incident become dges in ~. As it happens, Z' con- 
tains only one almost-complementary ra (the one corresponding to 
indefinite increase of z0) and hence B is a one-element set. This element is 
clearly of degree 1. In general, to guarantee that the elements of G be of 
degree 2 requires ome care. Under non-degeneracy, this is the case for 
the almost-complementary extreme points of Z'. The edges incident to 
these vertices are almost-complementary point sets generated by increasing 
one of the two non-basic variables having the same index (so-called 
complementary variables; see Section 4). A vertex in B, G, or R is the only 
possible end-point of such an edge. If  q ~ 0, the graph fr is well-defined 
and satisfies the conditions of the theorem and Corollaries 1 and 2. The 
essence of [5, Theorem 2] is captured in Corollary 3. 
4. SOLUTION OF PROBLEM (II) 
We shall now quickly review some terminology pertaining to the gener- 
alized linear complementarity problem, (II). Needless to say, the prob- 
lem has the obvious solution w=q,  z=0 when q~0 and so we 
assume that q ~ 0. 
In the initial form of equation (4), that is, 
w=qq-Nz ,  
we regard the variables wj as basic and the variables z~ as non-basic. For 
eachj  = 1 .... , k there is aj -th set of variables 
9 j 
Z j ,  WI~,..., W~oj 
which are termed related. A solution of (4) is said to be proper if it also 
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satisfies (6). Thus a solution of (II) is a non-negative proper solution of 
(6). A proper basis in [I, --N] contains exactly p~ columns corresponding 
to variables in the j-th related set (j----- 1 ..... k). A feasible proper basis 
yields a non-negative proper solution of (4), i.e., a solution of (II). 
On the other hand, a solution of (4) is almost-proper if it satisfies (6) for 
all but one value of j. An almost-proper basis contains all the columns 
corresponding to one related set of variables, all but two of the columns 
corresponding to another elated set, and otherwise precisely p~ columns 
corresponding to the j-th related set. As an alternative, we can characterize 
such a basis in terms of the non-basic olumns. The latter must include 
exactly two columns corresponding to one related set of variables, no 
columns corresponding to another elated set, and just one column for 
each of the remaining related sets. 
We shall say that a solution (~, 5) of (4) is non-degenerate if it contains 
at most k zero components. As usual, we make the non-degeneracy 
assumption for all solutions of (4). There is no loss of generality in so 
doing, and we thereby gain assurance of a one-to-one correspondence 
between basic feasible solutions of (4) and the extreme points of the set 
Z~ {z lq+ Nz ~O,z  ~0}.  
An extreme point of Z may be called proper or almost-proper according as 
the corresponding basic feasible solution is proper or almost-proper. 
For purposes of preliminary exposition, we embed problem (II) in a 
larger problem of the same general type, yet having two special properties. 
The technique is precisely analogous to Lemke's. 
Let ql ~ be a real number larger than the sum of the components of any 
extreme point of Z. (Such a number dearly exists, and fortunately one can 
ignore it in carrying out the computational scheme.) Let e~ denote a 
column vector of length p having all components equal to 1. (e~ denotes a
similar vector of length k.) Let z0 denote a variable and define the comple- 
ment of z0 by 
wfl = qfl + 0 9 Zo -- eJz. (8) 
We are taking P0 ~ 1. The new problem to be solved is 
0I') 
(wl ~ = (ql ~ 0 --eJ][Zo~ 
w/  ~q/  + (e~ N ! \ z ] '  (9) 
(;0) 0, (;0) 0, 
zjI-[  wf l=0,  j=0 ,  I .... ,k .  (11) 
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Putting 
ol 
we notice that Z' is non-empty and contains exactly one ray emanating 
from an almost-proper extreme point of Z'. Each such ray consists of 
points which correspond to almost-proper solutions of (9). 
Thinking of "the point at infinity" as one end-point of this unique ray, 
we may begin to establish a correspondence b tween Z' and the graph 
in Theorem 1. In particular, the set V of vertices in ~ will be composed of: 
B = the point at infinity; 
G = the set of almost-proper xtreme points of Z' ;  
R = the set of proper extreme points of Z'. 
By definition, ~ = (11, E) where V is the (obviously disjoint) union of 
B, G, and R; the edges in E consist of the "almost-proper point sets" in 
Z' which lead out of almost-proper xtreme points. Such point sets are 
line segments connecting almost-proper extreme points, line segments 
between almost-proper and proper extreme points, or-- in a more general 
situation--rays from almost-proper extreme points to "points at in- 
finity." As mentioned above, there is only one such ray in Z'. 
The hypotheses of Theorem 1 all hold. That the vertices in G are of 
degree 2 is seen by observing that there are just two almost-proper point 
sets out of an almost-proper xtreme point. These are the points generated 
by increasing one of the two nonbasic variables belonging to the same 
related set. 
Thus from Theorem 1 we conclude 
THEOREM 2. Problem (II') always has a solution. 
This conclusion is not a satisfactory solution of (II), for a solution of 
(II') solves (II) if and only if z 0 = 0. A solution of (II') in which z0:7 ~ 0 
implies the existence of an almost-proper point set in Z' which would 
have been a ray if it were not for the enforcement of wl ~ ~ 0. By dropping 
this constraint, we can initiate the algorithm in the same way and infer 
that the process will terminate ither after finitely many steps in a solution 
of (II) or in the generation of an almost-proper ray. 
It now seems necessary to resort to a more algebraic treatment of the 
consequences of termination in an almost-proper ray. Suppose the al- 
gorithm has reached an almost-proper basic feasible solution (z~, ~0, s of 
(9) from which an almost-proper ray is generated. It follows by a standard 
result of linear inequality theory that there exists a non-zero non-negative 
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solution (~, 50,5) of the corresponding homogeneous system of equations: 
= e~,5o + NL  0 ~ (~, 50 ,5)  ~> 0. 
For all ,~ ~ 0, we have 
and 
~b + A~ = q + e~(~, o + ASo) + N(s + A5) 
(12) 
~j 
(Zj ~- ~Sj) [ I  ( g~ij -~ ~WiJ) = 0 ( j  ---- 1,..., k).  (13) 
i=1 
I f  5 = 0, then 50 > 0 (otherwise 50 = 0 and ~ = 0, a contradiction) and 
then ~ > 0. But ~ > 0 implies s = 0, and this means that the ray is the 
initial one, which is impossible. Thus we conclude that 0 r 5 /> 0. 
Now fo r j  = 1,..., k, we have from (13) 
~j ~j 
SJ H (WiJ ~- ~WiJ) = 5j I-[ (72iJ -~- ~WiJ) = 0. (14) 
i=1 i=l 
In view of the non-negativity of all the variables, it even follows that for 
j= l  ..... k 
~gj ~oj ~oj ~gj 
Z' N ~ij = Z' H WiJ = Zj H f~ij ~- Z5 ~ Wi' = O. 
i=1 i=1 i=l i=l 
We utilize the last of these. Substituting for ~ j  f rom (12) we obtain for 
each j  = 1 ..... k 
~j 
5~ 1-I [50 -]- (NS)f] = 0. (15) 
i=1 
Hence, for every j  = 1 ..... k, there exists an ij such that 
5;[50 + - j (NS)~j] = 0. (16) 
Consequently, there is a representative submatrix M of N such that 
5j(MS)j ~<0 ( j=  1 .... ,k ) ,  
(17) 
o :/:5 j> o. 
Next we notice that (15) cannot hold if N > 0. More generally, if the 
representative submatrices of N are strictly copositive [2] then (16) cannot 
hold. I f  N is a P-matrix then (17) cannot hold. Thus for these cases ter- 
mination in an almost-complementary ra is ruled out. 
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I f  the process terminates in an almost-complementary ray and the 
representative submatrices of N are copositive-plus [2], then (4) has 
no non-negative solution. Indeed, it follows f rom (16) that there is a 
k-vector v =- (v~ , . . . ,  v!c) T such that 
/z 
vTM ~ O, s vjq~j < O, v >~ O. 
j=l 
But clearly we can extend v to a vector u such that 
urN ~ O, urq < O, u >~ O, (18) 
merely by defining u~, = vj,  ui j = 0 if i J= ir The existence of a solution 
to (18) precludes the existence of a non-negative solution of (4). 
In line with our terminology pertaining to P-matrices we shall speak 
of N belonging to a particular class of matrices if all its representative 
submatrices do. Accordingly, 
The extensions above can be summarized as follows: 
THEOREM 3. I f  the matrix N is either strictly copositive or a P-matrix, 
then (II) has a solution. I f  the matrix N is copositive plus and the procedure 
fails to produce a solution of (lI) then (4) has no non-negative solution, i.e., 
Z is empty. 
5. SOME PROPERTIES OF P-MATRICES 
In closing, we mention some properties of vertical block matrices N of 
type (Pl ,.-., Pk) having positive principal minors, that is, P-matrices. 
Given the positive integers Pl . . . . .  p~, let u ~ ..... u k be a collection of 
semipositive (i.e., non-zero non-negative) row vectors such that u j has pj 
k 
coordinates. If, as above, we let p = ~'~j=l PJ, then o) 
(19) 
is of  order k • p. The j-th row of the matrix 
M=UN 
is the uJ-weighted sum of the rows in N j. 
THEOREM 4. I f  N is a P-matrix and U is given by (19) with semipositive 
rows, then M =- UN is a P-matrix. 
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PROOF: Let (N0, denote the i-th row of block N ~. Then 
I-- ao~ 1 
i=1 
M=UN= 
i=1 B 
The determinant of a matrix is a multilinear function of its rows. Hence 
~ det (20) detM= ~ "" 2 I~ui j  
All the terms in (20) are non-negative and at least one is positive since for 
everyj  = 1 ..... k there exists an index ij such that u~j > 0. 
This theorem paves the way for an extension of the linear inequality 
theory related to ordinary P-matrices (see [4]). 
THEOREM 5. I f  N is a P-matrix, the system qfl inequalities 
Nz <~ O, z >~ O, (21) 
has only the trivial solution, z = O. 
PROOF: Suppose on the contrary that there exists a non-trivial solution 
to (21). Let 
U _ (i 
by any row-wise semipositive block diagonal matrix as in (19). Then 
M = UN is a P-matrix. Hence 
Mz~O,  z~0,  
has a non-trivial solution which is impossible [4]. 
THEOREM 6. 
has a solution. 
I f  N is a P-matrix, the system of  inequalities 
Nz >0,  z >0,  (22) 
90 
PROOF: 
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Suppose otherwise. Then the system 
uN <~ O, 0 :/= u ~ O, (23) 
has a solution for some row vector u. We may think of u as a direct sum 
of k subvectors, u s = (ul ~ ..... u~). We may even assume that each uJ is 
semipositive. (For otherwise we can delete the blocks and columns cor- 
responding to u~ j = 0; the result of this refinement is a P-matrix and a 
solution of a system like (23) with semipositive subvectors.) Forming the 
row-wise semipositive block diagonal matrix 
we may take a k-vector e J  = (1 ..... 1) and write 
ekr UN = uN <~ O. (24) 
Since UN is a k-square P-matrix, the inequalities (24) state a contradiction: 
(UN) r reverses the sign [4] of a non-zero vector. 
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