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Introduzione
In seguito al celebre lavoro di Black e Scholes sulla valutazione e la copertura
delle opzioni, negli ultimi anni, c’e` stato un sempre crescente interesse nello
studio di modelli finanziari attraverso concetti matematici, quali martingale
ed integrazione stocastica.
Le opzioni sono contratti derivati che danno al compratore (holder),
dietro il pagamento di un premio, il diritto, e non l’obbligo, di comprare
o vendere una certa quantita` di beni finanziari, ad una certa data e ad
un prezzo di esercizio prestabilito. Il venditore (writer) deve attenersi alla
decisione dell’holder. Il problema e` quello di valutare un’opzione ad ogni
istante, e di conseguenza trovare il premio, che renda equa l’operazione. Ci
occuperemo della valutazione e della copertura di opzioni Americane, che
possono essere esercitate in qualsiasi momento prima della scadenza. Questo
problema e` piu` complesso di quello relativo alle opzioni Europee, ed e` legato
alla teoria dei problemi d’arresto ottimale.
Il prezzo di un’opzione e` fornito dalla soluzione di un’equazione differen-
ziale alle derivate parziali, e per la sua determinazione generalmante si u-
sano metodi numerici analitici. Un’alternativa e` pero` fornita dall’utilizzo di
metodi MonteCarlo, che sono preferibili nel caso di dimensioni alte.
Grazie agli strumenti del calcolo di Malliavin otterremo formule di rap-
presentazione per la speranza condizionale, che utilizzeremo per descrivere
il metodo MonteCarlo. Attraverso il calcolo di Malliavin, troveremo altre
formule per la rappresentazione delle greche dell’opzione, ed in particolare
del Delta.
Ci concentreremo sul modello di Black e Scholes, ma nel caso di processi
di diffusione piu` generali valgono le stesse argomentazioni. Conseguente-
mente le stesse formule valide nel modello di Black e Scholes diventano piu`
complicate. Attraverso un semplice ragionamento geometrico, si estendono
tali risultati al caso multidimensionale.
Il lavoro e` organizzato come segue. I primi due capitoli sono dedicati
allo studio di modelli a tempi discreti, e descrivendo la teoria delle opzioni
Americane si introducono i concetti che saranno sviluppati nel caso continuo.
Il capitolo 3 e` un’introduzione ai risultati principali del calcolo stocastico,
quali integrale stocastico ed equazioni differenziali srocastiche. Nel capitolo
4 e` descritto il modello di Black e Scholes, e si fornisce la formula del prezzo
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di un’opzione Americana. Il capitolo 5 e` dedicato al calcolo di Malliavin e
si enunciano i risultati principali che verranno applicati nel capitolo succes-
sivo. In quest’ultimo, dopo una breve descrizione del concetto di copertura
tramite opzioni, si passa al calcolo delle formule di rappresentazione della
speranza condizionale e della sua derivata, prima nel caso unidimensionale e
poi in quello multidimensionale. Infine vengono stabiliti risultati numerici.
4
Capitolo 1
Modelli a tempi discreti
L’obiettivo di questo capitolo e` quello di presentare le idee principali della
teoria delle opzioni attraverso modelli a tempi discreti.
1.1 Formalismo e prime definizioni
Un modello finanziario a tempi discreti e` costruito su uno spazio di pro-
babilita` finito (Ω,F ,P) munito di una filtrazione, cioe` una successione cre-
scente di σ-algebre incluse in F : F0,F1, . . . ,FN . Fn puo` essere vista come
l’informazione che si ha al tempo n ed e` spesso chiamata la σ-algebra degli
eventi fino al tempo n. L’orizzonte N corrisponde alla maturita`, o scadenza,
dell’opzione. D’ora in poi assumeremo che F0 = {∅,Ω}, FN = F = P (Ω) e
∀ω ∈ Ω,P ({ω}) > 0.
Il mercato e` formato da (d+ 1) beni finanziari, i cui prezzi al tempo
n sono dati dalle variabili aleatorie S0n, S
1
n, . . . , S
d
n, misurabili rispetto ad
Fn(l’investitore conosce i prezzi passati e quelli presenti, ma non quelli
futuri). Il vettore Sn =
(
S0n, S
1
n, . . . , S
d
n
)
e` il vettore dei prezzi al tempo
n.
Il bene con indice 0 e` il bene privo di rischio. In tal caso S00 = 1. Se il
guadagno del bene privo di rischio dopo un periodo e` costante ed uguale a r
otterremo S0n = (1 + r)
n. Il coefficiente βn = 1/S
0
n e` il fattore di sconto (dal
tempo n al tempo 0) : se si investe la somma βn nell’assetto privo di rischio
al tempo 0, allora al tempo n si avra` a disposizione 1 unita`. Gli assetti con
indice i = 1, . . . , n sono chiamati beni rischiosi.
Una strategia di mercato e` definita come un processo stocastico H =((
H0n, H
1
n, . . . ,H
d
n
))
0≤n≤N a valori in R
d+1, dove H in rappresenta la quantita`
del bene i posseduto nel portafoglio al tempo n. Assumiamo che H sia
prevedibile, cioe`{
H i0 e` F0 −misurabile
H in e` Fn−1 −misurabile, per n ≥ 1 ∀i ∈ {0, 1, . . . , d}
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Questa assunzione comporta che le posizioni nel portafoglio al tempo n sono
decise in base all’informazione che si ha al tempo n−1 e rimangono le stesse
fino al tempo n quando si avranno nuove quotazioni.
Il valore del portafoglio all’istante n e` dato dal prodotto scalare
Vn (H) = Hn · Sn =
d∑
i=0
H inS
i
n.
Il suo valore scontato e`
V˜n (H) = βn (Hn · Sn) = Hn · S˜n,
dove S˜n =
(
1, βnS
1
n, . . . , βnS
d
n
)
e` il vettore dei prezzi scontati.
Una strategia H si dice autofinanziata se ∀n ∈ {0, 1, . . . , N − 1} e` sod-
disfatta la seguente equazione
Hn · Sn = Hn+1 · Sn.
Questo significa che, al tempo n, una volta quotati i nuovi prezzi S0n, . . . S
d
n,
l’investitore riaggiusta la sua posizione da Hn ad Hn+1 senza dover aggiun-
gere o consumare niente.
Osservazione 1.1.1. L’uguaglianza Hn · Sn = Hn+1 · Sn e` equivalente a
Hn+1 · (Sn+1 − Sn) = Hn+1 · Sn+1 −Hn · Sn,
oppure a
Vn+1 (H)− Vn (H) = Hn+1 · (Sn+1 − Sn) .
Al tempo n+ 1, il portafoglio vale Hn+1 · Sn+1, e Hn+1 · Sn+1 −Hn+1 ·
Sn e` il guadagno netto causato dal cambio dei prezzi tra il tempo n ed il
succesivo. Quindi il profitto o la perdita realizzati seguendo una strategia
autofinanziata dipendono solo dall’andamento dei prezzi.
Traduciamo il tutto in termini di prezzi scontati:
Proposizione 1.1.2. Sono fatti equivalenti:
(i) la strategia H e` autofinanziata;
(ii) ∀n ∈ {1, . . . , N}
Vn (H) = V0 (H) +
n∑
j=1
Hj ·∆Sj
dove ∆Sj e` il vettore Sj − Sj−1;
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(iii) ∀n ∈ {1, . . . , N}
V˜n (H) = V0 (H) +
n∑
j=1
Hj ·∆S˜j ,
dove ∆S˜j e` il vettore S˜j − S˜j−1 = βjSj − βj−1Sj−1.
Questa proposizione mostra che, se un investitore segue una strate-
gia autofinanziata, il valore scontato del suo portafoglio, e quindi il va-
lore stesso, e` completamente definito dal valore iniziale e dalla strategia(
H1n, . . . ,H
d
n
)
0≤n≤N (questo perche` ∆S˜
0
j = 0). Vale la seguente:
Proposizione 1.1.3. Per ogni processo prevedibile
((
H1n, . . . ,H
d
n
))
0≤n≤N
e per ogni variabile F0-misurabile V0, esiste un unico processo prevedibile(
H0n
)
0≤n≤N tale che la strategia H =
(
H0, H1, . . . ,Hd
)
sia autofinanziata
con valore iniziale V0.
Non abbiamo fatto nessuna assunzione sul segno delle quantita` H in. Se
H0n < 0, vuol dire che abbiamo preso in prestito la somma
∣∣H0n∣∣ nel bene
privo di rischio. Se H in < 0 per i ≥ 1, diciamo che abbiamo una posizione
short su una quantita`
∣∣H in∣∣ del bene i-esimo.
Quanto appena detto e` possibile, ma il valore del portafoglio deve essere
sempre positivo.
Definizione 1.1.4. Una strategia H e` ammissibile se e` autofinanziata e se
Vn (H) ≥ 0 per ogni n ∈ {0, 1, . . . , N}.
L’investitore deve essere in grado di pagare i suoi debiti in ogni momento.
Definizione 1.1.5. Una strategia di arbitraggio e` una strategia ammissibile
con valore iniziale nullo e valore finale diverso da zero.
La maggior parte dei modelli esclude la possibilita` di arbitraggi.
1.2 Martingale e opportunita` di arbitraggio
Consideriamo uno spazio di probabilita` finito (Ω,F ,P), con F = P (Ω) e
∀ω ∈ Ω,P ({ω}) > 0, munito di una filtrazione (Fn)0≤n≤N . Una succesione
di variabili aleatorie (Xn)0≤n≤N e` adattata alla filtrazione se per ogni n, Xn
e` Fn-misurabile.
Definizione 1.2.1. Una succesione adattata (Mn)0≤n≤N di variabili aleato-
rie reali e`:
• una martingala se E (Mn+1|Fn) = Mn ∀n ≤ N − 1;
• una supermartingala se E (Mn+1|Fn) ≤Mn ∀n ≤ N − 1;
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• una sottomartingala se E (Mn+1|Fn) ≥Mn ∀n ≤ N − 1.
Una successione (Mn)0≤n≤N di variabili aleatorie a valori in Rd e` una
martingala se ogni sua componente e` una martingala a valori reali.
Nel contesto finanziario, dire che il prezzo
(
Sin
)
0≤n≤N del bene i e` una
martingala implica che, ad ogni istante n, la migliore stima di Sin+1 e` data
da Sin.
Dalla precedente definizione si derivano facilmente le seguenti proprieta`:
1. (Mn)0≤n≤N e` una martingala se e solo se E (Mn+j |Fn) = Mn ∀j ≥ 0;
2. se (Mn)0≤n≤N e` una martingala, allora per ogni n, E (Mn) = E (M0);
3. la somma di due martingale e` una martingala;
4. simili proprieta` valgono anche per supermartingale e sottomartingale.
Definizione 1.2.2. Una successione adattata (Hn)0≤n≤N di variabili aleato-
rie e` prevedibile se Hn e` Fn−1-misurabile, per ogni n ≥ 1.
Proposizione 1.2.3. Siano (Mn)0≤n≤N una martingala e (Hn)0≤n≤N una
successione prevedibile rispetto alla filtrazione (Fn)0≤n≤N . Denotiamo ∆Mn =
Mn −Mn−1. La successione (Xn)0≤n≤N definita da
X0 = H0M0
Xn = H0M0 +H1∆M1 + · · ·+Hn∆Mn ∀n ≥ 1
e` una martingala rispetto a (Fn)0≤n≤N .
(Xn) e` spesso chiamata la trasformata martingala di (Mn) attraverso
(Hn). Una conseguenza di questa proposizione e della Proposizione 1.1.2 e`
che se i prezzi scontati dei beni sono martingale, allora la speranza del valore
generato seguendo una strategia autifinanziata e` uguale al valore iniziale.
Diamo ora una caratterizzazione delle martingale.
Proposizione 1.2.4. Una successione adattata di variabili aleatorie (Mn)
e` una martingala se e solo se per ogni successione prevedibile (Hn) si ha
E
(
N∑
n=1
Hn∆Mn
)
= 0.
Diamo qualche risultato rigurdante i modelli a tempi discreti introdotti
nella precedente sezione.
Definizione 1.2.5. Un mercato N.A. e` un mercato privo di arbitraggi.
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Lemma 1.2.6. Sia Γ il cono convesso delle variabili aleatorie strettamente
positive. Se il mercato e` N.A., ogni processo prevedibile
(
H1, . . . ,Hd
)
sod-
disfa
G˜N (H) /∈ Γ
con G˜n (H) =
∑n
j=1
(
H1j ∆S˜
1
j + . . .+H
d
j ∆S˜
d
j
)
.
Dimostrazione. Supponiamo che G˜N (H) ∈ Γ. Se G˜n (H) ≥ 0 per ogni
n ∈ {0, . . . , N} il mercato non e` N.A.. Se i G˜n (H) non sono tutti non
negativi, definiamo n = sup
{
k|P
(
G˜k (H) < 0
)
> 0
}
. Dalla definizione di
n segue che
n ≤ N − 1, P
(
G˜n (H) < 0
)
> 0 e ∀m > n G˜m (H) ≥ 0.
Introduciamo un nuovo processo T :
Tj (ω) =
{
0 se j ≤ n
1A (ω)Hj (ω) se j > n
dove A e` l’evento
{
G˜n (H) < 0
}
. Siccome H e` prevedibile e A e` Fn-
misurabile, anche T e` prevedibile. Inoltre
G˜j (T ) =
{
0 se j ≤ n
1A
(
G˜j (H)− G˜n (H)
)
se j > n
quindi, G˜j (T ) ≥ 0 per ogni j ∈ {0, . . . , N} e G˜N (T ) > 0 su A. Questo
contraddice l’ipotesi che il mercato e` N.A..
Teorema 1.2.7. Il mercato e` N.A. se e solo se esiste una misura di pro-
babilita` P∗ equivalente a P tale che i prezzi scontati dei beni sono P∗-
martingale. P∗ si dice probabilita` martingala equivalente.
Dimostrazione. Per prima cosa ricordiamo che due misure di probabilita` P1
e P2 sono equivelenti se e solo se per ogni evento A, P1 (A) = 0⇔ P2 (A) =
0. Nel nostro caso, P∗ equivalente a P significa che, ∀ω ∈ Ω, P∗ ({ω}) > 0.
Supponiamo che esista una probabilita` P∗ equivalente a P sotto la quale
i prezzi scontati sono martingale. Allora per ogni strategia autofinanziata
Hn si ha
V˜n (H) = V0 (H) +
n∑
j=1
Hj ·∆S˜j .
Quindi, per la Proposizione 1.2.3
(
V˜n (H)
)
e` una P∗-martingala. Percio`
E∗
(
V˜N (H)
)
= E∗
(
V˜0 (H)
)
.
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Se la strategia H e` ammissibile ed il suo valore iniziale V0 (H) = V˜0 (H) = 0,
allora E∗
(
V˜N (H)
)
= 0, con V˜N (H) > 0. E poiche` P
∗ ({ω}) > 0 per ogni
ω ∈ Ω, si ha che V˜N (H) = 0. Quindi il mercato e` N.A..
L’altra implicazione e` un po` piu` laboriosa da dimostrare. Sia Γ il cono
convesso delle variabili aleatorie strettamente positive. Allora il mercato e`
N.A. se e solo se per ogni strategia ammissibile H, V0 (H) = 0⇒
V˜N (H) /∈ Γ.
Ad ogni processo ammissibile
(
H1n, . . . ,H
d
n
)
associamo il processo G˜n (H)
definito nel Lemma 1.2.6. In accordo con la Proposizione 1.1.3 esiste un
unico processo
(
H0n
)
tale che la strategia
(
H0n, H
1
n, . . . ,H
d
n
)
sia autofinanziata
e con valore iniziale zero. G˜n (H) e` il valore scontato di questa strategia al
tempo n e siccome il mercato e` N.A. il fatto che G˜n (H) ≥ 0 per n =
1, . . . , N , implica che G˜N (H) = 0. Il Lemma 1.2.6 mostra che anche se non
assumamo che i G˜n (H) non sono negativi, si ha sempre che G˜N (H) /∈ Γ.
Sia V =
{
G˜N (H) |H e` un processo prevedibile a valori in Rd
}
.
L’insieme V e` un sottospazio vettoriale di RΩ (l’insieme delle variabili
aleatorie reali definite su Ω). Per il lemma precedente V ∩ Γ = ∅. Pertanto
V non interseca l’isieme convesso compatto K = {X ∈ Γ|∑ωX (ω) = 1}.
Per il teorema di separazione di insiemi convessi, esiste (λ (ω))ω∈Ω tale che :
1. ∀X ∈ K, ∑ω λ (ω)X (ω) > 0;
2. per ogni processo prevedibile H si ha
∑
ω λ (ω) G˜N (H) (ω) = 0.
Per la proprieta` 1, di deduce che λ (ω) > 0 ∀ω ∈ Ω, e quindi la misura di
probabilita` P∗ definita da
P∗ ({ω}) = λ (ω)∑
ω′∈Ω λ (ω
′)
e` equivalente a P.
Inoltre, per la proprieta` 2, per ogni processo prevedibile (Hn) a valori in
Rd si ha che
E∗
 N∑
j=1
Hj ·∆S˜j
 = 0.
Allora, per ogni i ∈ {1, . . . , d} e per ogni successione prevedibile (H in) a
valori in R, si ha
E∗
 N∑
j=1
H ij∆S˜
i
j
 = 0.
Percio`, in accordo con la Proposizione 1.2.4, possiamo concludere che i prezzi
scontati
(
S˜1n
)
, . . . ,
(
S˜dn
)
sono P∗-martingale.
10
1.3 Mercati completi e valutazione delle opzioni
Le opzioni sono contratti a termine che prevedono per una controparte (hol-
der), dietro il pagamento di una data somma (premio), la possibilita` di
effettuare o meno una futura transazione e per l’altra controparte (writer)
l’obbligo di adeguarsi alle decisioni della prima.
Considereremo le opzioni call e put di tipo europeo o americano.
Nell’opzione call europea (americana) si concorda la quantita`, la
qualita`, il prezzo, la localita` e la data alla (entro la) quale un dato bene
potra` essere acquistato dall’holder. Se l’holder decide di acquistare (e-
sercita l’opzione) il writer ha l’obbligo di vendere, se l’holder decide di non
acquistare (abbandona l’opzione) il writer resta sciolto da ogni impegno.
Nell’opzione put europea (americana) si concorda la quantita`, la
qualita`, il prezzo, la localita` e la data alla (entro la) quale un dato bene
potra` essere venduto dall’holder. Se l’holder decide di vendere (eserci-
ta l’opzione) il writer e` obbligato ad acquistare, se l’holder decide di non
vendere (abbandona l’opzione) il writer resta sciolto da ogni impegno.
Il bene oggetto dell’opzione si dice bene sottostante, il prezzo concorda-
to del bene a scadenza si dice prezzo di esercizio, la data T di scadenza
dell’opzione e` la scadenza (o maturita`).
Definiremo un’opzione europea di maturita` N attraverso la funzione
pagamento h ≥ 0, FN -misurabile. Ad esempio, una call sul bene sottostante
S1 con prezzo di esercizio K sara` definito da h =
(
S1N −K
)
+
. Una put sul-
lo stesso bene sottostante con stesso prezzo di esercizio sara` definito da
h =
(
K − S1N
)
+
.
Definizione 1.3.1. Un attivo aleatorio definito da h e` replicabile se esiste
una strategia ammissibile che vale h al tempo N .
Osservazione 1.3.2. In un mercato N.A., affinche´ h sia replicabile, e` suffi-
ciente trovare una strategia autofinanziata con valore finale h. Infatti, se H
e` una strategia autofinanziata e P∗ e` una misura di probabilita` equivalente a
P sotto la quale i prezzi scontati sono martingale, allora
(
V˜n (H)
)
e` una P∗-
martingala, essendo la trasformata martingala. Quindi, per n ∈ {0, . . . , N}
V˜n (H) = E
∗
(
V˜N (H) |Fn
)
. Chiaramente, se V˜N (H) ≥ 0, e in particolare
quando VN (H) = h, la strategia e` ammissibile.
Definizione 1.3.3. Un mercato e` completo se ogni attivo aleatorio e` repli-
cabile.
Teorema 1.3.4. Un mercato N.A. e` completo se e solo se esiste un’unica
misura di probabilita` equivalente P∗.
Dimostrazione. Supponiamo che il mercato sia N.A e completo. Allora,
ogni variabile aleatoria non negativa FN -misurabile h puo` essere scritta h =
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VN (H), dove H e` una strategia ammissibile che replica l’attivo aleatorio h.
Poiche` H e` autofinanziata, sappiamo che
h
S0N
= V˜N (H) = V0 (H) +
N∑
j=1
Hj ·∆S˜j .
Se P1 e P2 sono due probabilita` martingale equivalenti,
(
V˜n (H)
)
0≤n≤N
e`
una martingala sia sotto P1 che sotto P2. Quindi, per i = 1, 2 si ha
Ei
(
V˜N (H)
)
= Ei (V0 (H)) = V0 (H) ,
l’ultima uguaglianza perche` F0 = {∅,Ω}. Quindi
E1
(
h
S0N
)
= E2
(
h
S0N
)
e, poiche` h e` arbitraria, P1 = P2 sull’intera σ-algebra FN = F .
Viceversa, supponiamo che il mercato sia N.A. e incompleto. Allora
esiste una variabile aleatoria h ≥ 0 non replicabile. Definiamo
V˜ =
{
U0 +
N∑
n=1
Hn ·∆S˜n|U0 e` F0-misurabile e
((
H1n, . . . ,H
d
n
))
0≤n≤N
e` un processo prevedibile a valori in Rd
}
Allora, per la Proposizione 1.1.3 e l’Osservazione 1.3.2, h/S0N /∈ V˜. Quindi V˜
e` strettamente contenuto nell’insieme di tutte le variabili aleatorie su (Ω,F).
Sia P∗ la probabilita` martingala equivalente e definiamo il seguente prodotto
scalare sull’insieme delle variabili aleatorie
(X,Y ) 7−→ E∗ (XY ) ,
allora esiste una variabile aleatoria X 6= 0 ortogonale a V˜. Inoltre definiamo
P∗∗ ({ω}) =
(
1 +
X (ω)
2 ‖X‖∞
)
P∗ ({ω})
con ‖X‖∞ = supω∈Ω |X (ω)|. Siccome E∗ (X) = 0, P∗∗ e` una nuova pro-
babilita` martingala diversa da P∗. Inoltre, per ogni processo prevedibile((
H1n, . . . ,H
d
N
))
0≤n≤N
E∗∗
(
N∑
n=1
Hn ·∆S˜n
)
= 0.
Segue dalla Proposizione 1.2.4 che
(
S˜n
)
0≤n≤N
e` una P∗∗-martingala.
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Assumiamo che il mercato sia N.A e completo e sia P∗ l’unica probabilita`
martingala equivalente. Sia h una variabile aleatoria FN -misurabile non
negativa e H una strategia ammissibile che replica l’attivo aleatorio h, cioe`:
VN (H) = h.
La successione
(
V˜n (H)
)
0≤n≤N
e` una P∗-martingala, e conseguentemente
V0 (H) = E
∗
(
V˜N (H)
)
,
cioe` V0 (H) = E
∗
(
h
S0N
)
e piu` generalmente
Vn (H) = S
0
nE
∗
(
h
S0N
∣∣∣Fn) , n = 0, 1, . . . , N.
Quindi, ad ogni istante il valore di una strategia ammissibile e` completa-
mente determinato da h. E’ abbastanza naturale chiamare Vn (H) il prezzo
dell’opzione, cioe` il valore di cui si ha bisogno al tempo n per replicare h
al tempo N seguendo la strategia H. Se, al tempo 0, un investitore vende
l’opzione al prezzo E∗
(
h/S0N
)
, egli puo` seguire la strategia replicante H per
ottenere la somma h al tempo N. In altre parole, l’investitore e` perfettamente
coperto.
Osservazione 1.3.5. Notiamo che il calcolo del prezzo dell’opzione richiede
la conoscenza della sola probabilita` martingala equivalente P∗.
Le dimostrazione dei risultati esposti in questo capitolo si possono trovare
in Lamberton e Lapeyre [1].
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Capitolo 2
Problema d’arresto ottimale
e opzioni Americane
L’obiettivo di questo capitolo e` di descrivere il prezzo e la copertura per
opzioni Americane e di stabilire il legame tra questi e il problema d’arresto
ottimale.
2.1 Tempo d’arresto
Il compratore di un’opzione Americana puo` esercitare il suo diritto ad ogni
istante fino a maturita`. La decisione di esercitare o no al tempo n dipendera`
dalle informazioni possedute al tempo n. In un modello a tempi discreti su
uno spazio di probabilta` finito e filtrato
(
Ω,F , (Fn)0≤n≤N ,P
)
, la data di
esercizio e` descritta da una variabile aleatoria chiamata tempo d’arresto.
Definizione 2.1.1. Una variabile aleatoria ν a valori in {0, 1, . . . , N} e` un
tempo d’arresto se, per ogni n ∈ {0, 1, . . . , N},
{ν = n} ∈ Fn.
Osservazione 2.1.2. Assumiamo che F = P (Ω) e P ({ω}) > 0, ∀ω ∈ Ω.
Per ora non supponiamo che F0 = {∅,Ω} e che FN = F , ma queste ipotesi
saranno necessarie quando tratteremo le opzioni Americane.
Osservazione 2.1.3. Si verifica facilmente che ν e` un tempo d’arresto se
e solo se ∀n ∈ {0, 1, . . . , N}, {ν ≤ n} ∈ Fn.
Sia (Xn)0≤n≤N una successione adattata alla filtrazione (Fn)0≤n≤N e sia
ν un tempo d’arresto. La successione arrestata al tempo ν e` definita da
Xνn (ω) = Xν(ω)∧n (ω) ,
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cioe`, sull’insieme {ν = j} si ha
Xνn =
{
Xj se j ≤ n
Xn se j > n
Notiamo che XνN (ω) = Xν(ω) (ω).
Proposizione 2.1.4. Sia (Xn) una successione adattata e sia ν un tem-
po d’arresto. La successione arrestata (Xνn)0≤n≤N e` adattata. Inoltre, se
(Xn) e` una martingala (supermartingala), allora (X
ν
n) e` una martingala
(supermartingala).
2.2 Inviluppo di Snell
In questa sezione consideriamo una successione adattata (Zn)0≤n≤N , e defi-
niamo la successione (Un)0≤n≤N come segue{
UN = ZN
Un = max (Zn,E (Un+1|Fn)) ∀n ≤ N − 1.
Proposizione 2.2.1. La successione (Un)0≤n≤N e` una P-supermartingala
ed e` la piu` piccola supermartingala che domina (Zn)0≤n≤N .
Dimostrazione. Dall’uguaglianza
Un = max (Zn,E (Un+1|Fn)) ,
segue facilmente che (Un)0≤n≤N e` una supermartingala che domina (Zn)0≤n≤N .
Sia ora (Tn)0≤n≤N una supermartingala che domina (Zn)0≤n≤N . Allora
TN ≥ UN e se Tn ≥ Un si ha
Tn−1 ≥ E (Tn|Fn−1) ≥ E (Un|Fn−1) ,
quindi
Tn−1 ≥ max (Zn−1,E (Un|Fn−1)) = Un−1.
Attraverso un induzione all’indietro si prova facilmente che (Tn) domina
(Un).
Definizione 2.2.2. La successione (Un) definita sopra e` l’ inviluppo di Snell
della successione (Zn).
Per definizione, Un e` piu` grande di Zn (con uguaglianza per n = N) e
nel caso di disuguaglianza stretta, Un = E (Un+1|Fn). Questo ci suggerisce
che, arrestando adeguatamente la successione (Un), e` possibile ottenere una
martingala.
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Proposizione 2.2.3. La variabile aleatoria definita da
ν0 = inf {n ≥ 0|Un = Zn}
e` un tempo d’arresto e la successione arrestata (Uν0n )0≤n≤N e` una martin-
gala.
In seguito denoteremo con Tn,N l’insieme dei tempi d’arresto a valori
in {n, n+ 1, . . . , N}. Tn,N e` un insieme finito poiche´ abbiamo supposto Ω
finito.
Corollario 2.2.4. Il tempo d’arresto ν0 soddisfa
U0 = E (Zν0 |F0) = sup
ν∈T0,N
E (Zν |F0) .
Osservazione 2.2.5. Un’immediata generalizzazione del corollario prece-
dente ci da`
Un = sup
ν∈Tn,N
E (Zν |Fn) = E (Zνn |Fn)
con νn = inf {j ≥ n|Uj = Zj}.
Definizione 2.2.6. Un tempo d’arresto ν si dice ottimale per la successione
(Zn)0≤n≤N se
E (Zν |F0) = sup
µ∈T0,N
E (Zµ|F0) .
Allora si vede che ν0 e` ottimale, ed inoltre e` il piu` piccolo tempo d’arresto
ottimale. Infatti vale la seguente caratterizzazione
Teorema 2.2.7. Un tempo d’arresto ν e` ottimale se e solo se{
Zν = Uν
(Uν∧n)0≤n≤N e` una martingala.
2.3 Decomposizione di supermartingale
La seguente decomposizione (comunemente chiamata decomposizione di Doob)
e` usata nei modelli di mercati N.A. completi per associare ad ogni super-
martigala una strategia di mercato con consumo che definiremo piu` avanti.
Proposizione 2.3.1. Ogni supermartingala (Un)0≤n≤N ha un’unica decom-
posizione della forma
Un = Mn −An
dove (Mn) e` una martingala e (An) e` un processo prevedibile, non decre-
scente e nullo in 0.
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Supponiamo ora che (Un) sia l’inviluppo di Snell della successione adat-
tata (Zn), e sia Un = Mn − An la sua decomposizione di Doob. Vogliamo
dare una caratterizzazione del piu` grande tempo d’arresto ottimale per (Zn).
Proposizione 2.3.2. Il piu` grande tempo d’arresto ottimale per (Zn) e` dato
da
νmax =
{
N se AN = 0
inf {n|An+1 6= 0} se An 6= 0.
Dimostrazione. Per prima cosa, poiche´ (An) e` prevedibile, e` facile vedere che
νmax e` un tempo d’arresto. Inoltre Un = Mn − An, e Aj = 0 per j ≤ νmax,
quindi Uνmax = Mνmax e` una martingala. Per dimostrare l’ottimalita` di
νmax resta da provare che Uνmax = Zνmax . Possiamo scrivere
Uνmax =
N−1∑
j=0
1{νmax=j}Uj + 1{νmax=N}UN
=
N−1∑
j=0
1{νmax=j}max (Zj ,E (Uj+1|Fj)) + 1{νmax=N}ZN
Abbiamo che E (Uj+1|Fj) = Mj − Aj+1 e, sull’insieme {νmax = j}, Aj = 0
e Aj+1 > 0; quindi Uj = Mj e E (Uj+1|Fj) = Mj − Aj+1 < 0. Segue che
Uj = max (Zj ,E (Uj+1|Fj)) = Zj . Quindi
Uνmax = Zνmax .
Resta da dimostrare che νmax e` il piu` grande tra i tempi d’arresto ottimali.
Sia ν un tempo d’arresto tale che ν ≥ νmax e P (ν > νmax) > 0, allora
E (Uν) = E (Mν)−E (Aν) = E (U0)−E (Aν) < E (U0) .
Allora Uν non puo` essere una martingala, e quindi ν non e` ottimale.
2.4 Opzioni Americane
Un’opzione americana puo` essere esercitata ad ogni istante tra 0 e N , percio`
la definiremo come una successione (Zn) adattata ad (Fn), dove Zn e` l’im-
mediato profitto che si ottiene esercitando l’opzione al tempo n. Nel caso
di una call Americana sul bene sottostante S1 con prezzo di esercizio K,
Zn =
(
S1n −K
)
+
; mentre, nel caso di una put, Zn =
(
K − S1n
)
+
. Per sta-
bilire il prezzo dell’opzione associata a (Zn)0≤n≤N , dovremo pensare ad una
induzione all’indietro a partire dal tempo N . Il valore dell’opzione a matu-
rita` N sara` sicuramente uguale a UN = ZN . A quale prezzo dovrebbe essere
venduta l’opzione al tempo N − 1? Se l’holder esercita immediatamente
al tempo N − 1, egli vorra` guadagnare ZN−1, oppure potrebbe esercitare
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l’opzione al tempo N , nel qual caso il writer deve essere pronto a pagare la
somma ZN . Percio`, al tempo N − 1 il writer deve guadagnare il massimo
tra ZN−1 e la somma necessaria al tempo N − 1 per generare ZN al tempo
N . In altre parole il writer deve avere il massimo tra ZN−1 ed il valore al
tempo N − 1 di una strategia ammissibile che vale ZN al tempo N , cioe`
S0N−1E
∗
(
Z˜N |FN−1
)
, con Z˜N = ZN/S
0
N . Quindi ha senso definire il prezzo
dell’opzione al tempo N − 1 con
UN−1 = max
(
ZN−1, S0NE
∗
(
Z˜N |FN−1
))
.
Per induzione, definiamo il prezzo di un’opzione Americana per n = 1, . . . , N :
Un−1 = max
(
Zn−1, S0n−1E
∗
(
Un
S0n
∣∣∣Fn−1)) .
Se supponiamo che il tasso di interesse del bene privo di rischio su un periodo
e` costante di valore r, si ha
S0n = (1 + r)
n
e quindi
Un−1 = max
(
Zn−1,
1
1 + r
E∗ (Un|Fn−1)
)
.
Poniamo U˜n = Un/S
0
n, il prezzo scontato di un’opzione Americana. Allora
U˜n−1 = max
(
Z˜n−1,E∗
(
U˜n|Fn−1
))
.
Ne segue che
(
U˜n
)
o≤n≤N
e` l’inviluppo di Snell, sotto P∗, di
(
Z˜n
)
0≤n≤N
e,
al contrario di quanto accade per le opzioni Europee, in generale il prezzo
scontato di un’opzione Americana non e` una martingala sotto P∗.
Per quanto visto nella Sezione 2.2 deduciamo che
U˜n = sup
ν∈Tn,N
E∗
(
Z˜ν |Fn
)
e conseguentemente
Un = S
0
n sup
ν∈Tn,N
E∗
(
Zν
S0ν
∣∣∣Fn) .
Inoltre, per la decomposizione di Doob per supermartingale, possiamo scri-
vere
U˜n = M˜n − A˜n,
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dove
(
M˜n
)
e` una P∗-martingala e
(
A˜n
)
e` un processo prevedibile crescente,
nullo in 0. Siccome il mercato e` completo esiste una strategia autofinanziata
H tale che
VN (H) = S
0
NM˜N ,
cioe` V˜N (H) = M˜N . Il processo
(
V˜n (H)
)
e` una P∗-martingala e quindi
V˜n (H) = E
∗
(
V˜N (H) |Fn
)
= E∗
(
M˜N |Fn
)
= M˜n,
e pertanto
U˜n = V˜n (H)− A˜n.
Percio`
Un = Vn (H)−An,
con An = S
0
nA˜n. Dalla precedente uguaglianza si deduce che il writer di
un’opzione puo` coprirsi perfettamente: una volta ricevuto il premio U0 =
V0 (H), puo` generare un valore uguale a Vn (H), seguendo la strategia H, al
tempo n che e` piu` grande di Un e quindi di Zn.
Qual e`, per l’holder, la data di esercizio ottimale? Essa deve essere scelta
tra tutti i tempi d’arresto. L’holder non ha alcun interesse ad esercitare
l’opzione ad un istante n in cui Un > Zn, perche´ altrimenti scambierebbe
il valore dell’opzione Un con la somma Zn. Quindi una data ottimale per
l’esercizio e` un tempo τ in cui si ha Uτ = Zτ . D’altra parte non ha neanche
senso esercitare dopo il tempo νmax = inf {j|Aj+1 6= 0} = inf
{
j|A˜j+1 6= 0
}
,
perche´ a questo istante, la vendita dell’opzione fornirebbe all’holder un va-
lore Uνmax = Vνmax (H), e seguendo la strategia H da questo istante puo`
creare un portafoglio il cui valore e` strettamente maggiore del valore del-
l’opzione ai tempi νmax+1, νmax+2, . . . , N . Quindi una seconda condizione
per la data di esercizio ottimale e` τ ≤ νmax. Quindi possiamo dire che U˜ τ e`
una martingala. Come risultato si ha che le date di esercizio ottimali sono
tempi d’arresto ottimali per la successione Z˜n, sotto la probabilita` P
∗. Ana-
lizziamo questo dato dal punto di vista del writer: se egli si copre attraverso
la strategia H come definita sopra e se l’holder esercita ad un tempo τ che
non e` ottimale, allora Uτ > Zτ oppure Aτ > 0. In entrambi i casi il writer
ottiene un profitto Vτ (H)− Zτ = Uτ +Aτ − Zτ , che e` positivo.
2.5 Strategie con consumo
Le strategie autofinanziate definite nel Capitolo 1 escludono qualsiasi con-
sumo. Le strategie con consumo possono essere introdotte nella seguente
maniera: al tempo n, una volta quotati i nuovi prezzi S0n, . . . , S
d
n, l’investi-
tore riaggiusta la sua posizione da Hn a Hn+1 e sceglie un valore γn+1 da
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essere consumato al tempo n + 1. Escludendo ogni tipo di investimento ed
essendo state decise la nuove posizioni, si deduce
Hn+1 · Sn = Hn · Sn − γn+1.
Quindi una strategia con consumo sara` definita come una coppia (H, γ), dove
H e` un processo prevedibile a valori in Rd+1, che rappresenta le quantita`
dei beni posseduti nel portafoglio, e γ = (γn)1≤n≤N e` un processo preve-
dibile a valori in R+, che rappresenta il valore consumato ad ogni istante.
L’equazione scritta sopra ci fornisce la relazione tra H e γ e sostituisce la
relazione di autofinanziamento.
Proposizione 2.5.1. Sia H un processo prevedibile a valori in Rd+1 e sia
γ un processo prevedibile a valori in R+. Poniamo Vn (H) = Hn · Sn e
V˜n = Hn · S˜n. Sono fatti equivalenti:
(i) la coppia (H, γ) e` una strategia con consumo;
(ii) ∀n ∈ {1, . . . , N}
Vn (H) = V0 (H) +
n∑
j=1
Hj ·∆Sj −
n∑
j=1
γj ;
(iii) ∀n ∈ {1, . . . , N}
V˜n (H) = V0 (H) +
n∑
j=1
Hj ·∆S˜j −
n∑
j=1
γj
S0j−1
.
D’ora in poi supporremo che il mercato sia N.A. e completo e che P∗ sia
l’unica probabilita` martingala equivalente.
Proposizione 2.5.2. Se (H, γ) definisce una strategia con consumo, allora(
V˜n (H)
)
e` una supermartingala sotto P∗.
Osservazione 2.5.3. Sia (Un) una successione adattata tale che
(
U˜n
)
sia
una supermartingala sotto P∗. Usando la decomposizione di Doob per su-
permartingale si mostra che esiste una strategia con consumo (H, γ) tale che
Vn (H) = Un per ogni n ∈ {0, . . . , N}.
Definizione 2.5.4. Sia (Zn) una successione adattata. Diciamo che una
strategia con consumo (H, γ) copre l’opzione Americana definita da (Zn) se
Vn (H) ≥ Zn per ogni n ∈ {0, 1, . . . , N} .
Corollario 2.5.5. Esiste almeno una strategia con consumo che copre (Zn),
il cui valore e` proprio il valore (Un) dell’opzione Americana. Inoltre, ogni
altra strategia con consumo (H, γ) che copre (Zn) e` tale che Vn (H) ≥ Un,
per ogni n ∈ {0, . . . , N}.
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Definizione 2.5.6. Sia x ≥ 0 e sia γ = (γn)1≤n≤N un processo prevedibile
a valori in R+. Si dice che il processo di consumo (γn) e` ammissibile per
l’investimento iniziale x se esiste un processo prevedibile H a valori in Rd+1
tale che la coppia (H, γ) defisce una strategia con consumo che soddisfa:
V0 (H) = x e Vn (H) ≥ 0, per ogni n ∈ {0, . . . , N}.
Proposizione 2.5.7. Un processo prevedibile (γn) a valori in R+ e` ammis-
sibile per l’investimento iniziale x ≥ 0 se e solo se E∗
(∑N
j=1 γj/S
0
j−1
)
≤
x.
Per le dimostrazioni dei risultati di questo capitolo vedere Lamberton e
Lapeyre [1]
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Capitolo 3
Moto Browniano e calcolo di
Ito
Nei primi due capitoli abbiamo affrontato modelli a tempi discreti. Ora
tratteremo i concetti sviluppati precedentemente nel caso di tempi continui.
In particolare introdurremo i concetti matematici di cui avremo bisogno
per modellizzare i beni finanziari e per valutare le opzioni. In pratica, i
prezzi nel mercato cambiano cos`ı frequentemente che un modello discreto
non riesce a descriverne in pieno i movimenti. Inoltre, modelli a tempi
continui ci permettono di derivare esplicitamente delle formule, anche se a
livello pratico vengono poi richiesti metodi numerici. Daremo ora una serie
di definizioni e risultati che ci serviranno per descrivere i modelli a tempi
continui ed in particolare il modello di Black-Scholes.
3.1 Prime definizioni
Definizione 3.1.1. Un processo stocastico a tempi continui in uno spazio
misurabile (E, E) e` una famiglia (Xt)t∈R+ di variabili aleatorie definite su
uno spazio di probabilita` (Ω,A,P) con valori nello spazio misurabile (E, E).
Osservazione 3.1.2. 1. t sta per il tempo;
2. un processo puo` anche essere considerato come una mappa aleatoria:
ad ogni ω ∈ Ω associamo la mappa da R+ a E: t 7→ Xt (ω), detta
traiettoria del processo;
3. lavoreremo solo con processi che sono indiciati su un intervallo tem-
porale finito [0, T ].
Definizione 3.1.3. Sia (Ω,A,P) uno spazio di probabilita`. Una filtrazione
(Ft)t≥0 e` una famiglia crescente di σ-algebre incluse in A.
Un processo (Xt)t≥0 e` adattato a (Ft)t≥0 se, per ogni t, Xt e` Ft-misurabile.
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D’ora in poi lavoreremo con filtrazioni aventi la seguente peoprieta`:
se A ∈ A e P (A) = 0, allora per ogni t, A ∈ Ft.
In altre parole Ft contiene tutti gli insiemi di A di probabilita` nulla. L’im-
portanza di questa assunzione e` che se X = Y P-q.c. e Y e` Ft-misurabile,
allora anche X e` Ft-misurabile. Inoltre possiamo costruire una filtrazione ge-
nerata dal processo (Xt) e scriviamo Ft = σ (Xs, s ≤ t). Questa filtrazione,
in generale, non soddisfa la condizione precedente; percio` sostituiamo Ft
con la σ-algebra generata da Ft e N (la σ-algebra generata dagli insiemi di
A di probabilita` nulla). La chiameremo la filtrazione naturale del processo
(Xt)t≥0.
Definizione 3.1.4. τ e` un tempo d’arresto rispetto ad (Ft)t≥0 se τ e` una
variabile aleatoria a valori in R+ ∪ {+∞} tale che per ogni t
{τ ≤ t} ∈ Ft.
La σ-algebra associata a τ e` definita da
Fτ = {A ∈ A| ∀t ≥ 0 A ∩ {τ ≤ t} ∈ Ft} .
Essa rappresenta l’informazione disponibile fino al tempo τ .
Si mostra facilmente che
1. Se S e` un tempo d’arresto, allora S e` FS-misurabile;
2. se S e` un tempo d’arresto quasi certamente finito, e (Xt) e` un processo
continuo adattato, allora XS e` FS-misurabile;
3. se S e T sono due tempi d’arresto tali che S ≤ T P q.c., allora FS ⊂
FT ;
4. se S e T sono due tempi d’arresto, allora S ∧ T = inf (S, T ) e` un
tempo d’arresto. In particolare se S e` tempo d’arresto e t tempo
deterministico allora S ∧ t e` un tempo d’arresto.
Un esempio di processo stocastico particolarmente importante per la
maggior parte dei modelli finanziari e` il moto Browniano.
Definizione 3.1.5. Un moto Browniano e` un processo stocastico (Xt)t≥0
reale, continuo e con incrementi indipendenti e stazionari. In altre parole:
• P q.c. la mappa s 7−→ Xs (ω) e` continua;
• se s ≤ t, Xt −Xs e` indipendente da Fs = σ (Xu, u ≤ s);
• se s ≤ t, Xt −Xs e Xt−s −X0 hanno la stessa legge di probabilita`.
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Osservazione 3.1.6. Un moto Browniano e` standard se
X0 = 0 P q.c., E (Xt) = 0, E
(
X2t
)
= t.
D’ora in poi assumeremo sempre che un moto Browniano sia standard.
In questo caso la legge di Xt e` data da
1√
2pit
exp
(
−x
2
2t
)
dx,
dove dx e` la misura di Lebesgue su R.
Definizione 3.1.7. Un processo continuo a valori reali e` un moto Brownia-
no rispetto ad una data filtrazione (Ft)t≥0 se soddisfa:
• per ogni t ≥ 0, Xt e` Ft-misurabile;
• se s ≤ t, Xt −Xs e` indipendente da Fs;
• se s ≤ t, Xt −Xs e Xt−s −X0 hanno la stessa legge.
Ne segue facilmente che un moto Brawniano rispetto ad una filtrazione
(Ft)t≥0 lo e` anche rispetto alla sua filtrazione naturale.
Definizione 3.1.8. Sia (Ω,A,P) uno spazio di probabilita` e sia (Ft)t≥0 una
filtrazione su di esso. Una famiglia adattata (Mt)t≥0 di variabili aleatorie
integrabili, cioe` tali che E (|Mt|) < +∞ per ogni t, e`:
• una martingala se, per ogni s ≤ t, E (Mt|Fs) = Ms;
• una supermartingala se, per ogni s ≤ t, E (Mt|Fs) ≤Ms;
• una sottomartingala se, per ogni s ≤ t, E (Mt|Fs) ≥Ms.
Dalla definizione segue che, se (Mt)t≥0 e` una martingala, allora E (Mt) =
E (M0) per ogni t.
Diamo alcuni esempi di martingale che ci serviranno in seguito:
Proposizione 3.1.9. Se (Xt)t≥0 e` un moto Browniano standard rispetto
alla filtrazione (Ft)t≥0:
1. Xt e` una Ft-martingala;
2. X2t − t e` una Ft-martingala;
3. exp
(
σXt −
(
σ2/2
)
t
)
e` una Ft-martingala.
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Teorema 3.1.10 (teorema d’arresto opzionale). Se (Mt)t≥0 e` una mar-
tingala rispetto alla filtrazione (Ft)t≥0 e se τ1 e τ2 sono due tempi d’ar-
resto tali che τ1 ≤ τ2 ≤ K, dove K e` un numero reale finito, allora Mτ2 e`
integrabile e
E (Mτ2 |Fτ1) = Mτ1 P q.c.
Osservazione 3.1.11. • Dal precedente teorema si deduce che se τ e`
un tempo d’arresto limitato allora E (Mτ ) = E (M0).
• Se (Mt) e` una sottomartingala, lo stesso teorema e` vero se sostituiamo
l’uguaglianza con
E (Mτ2 |Fτ1) ≥Mτ1 P q.c.
Teorema 3.1.12 (disuguaglianza di Doob). Se (Mt)0≤t≤T e` una mar-
tingala continua, si ha
E
(
sup
o≤t≤T
|Mt|2
)
≤ 4E
(
|MT |2
)
.
3.2 Integrale stocastico e calcolo di Ito
Nel modello a tempi discreti, se seguiamo una strategia autofinanziata H =
(Hn)0≤n≤N , il valore scontato del portafoglio con valore iniziale V0, e`
V0 +
n∑
j=1
Hj
(
S˜j − S˜j−1
)
,
che e` una trasformata martingala sotto una certa misura di probabilita`. Nei
modelli a tempi continui la stessa idea verra` descritta da un integrale della
forma
∫
HsdS˜s.
Iniziamo con la costruzione dell’integrale stocastico.
Sia (Wt)t≥0 un moto Browniano standard rispetto ad (Ft)t≥0 definito su
uno spazio probabilizzato filtrato
(
Ω,A, (Ft)t≥0 ,P
)
.
Definizione 3.2.1. (H)0≤t≤T si dice processo semplice se puo` essere scritto
come
Ht (ω) =
p∑
i=1
φi (ω)1]ti−1,ti] (t)
dove 0 = t0 < t1 < . . . < tp = T e φi e` Fi−1-misurabile e limitata.
Per definizione l’integrale stocastico di un processo semplice H e` il pro-
cesso continuo (I (H)t)0≤t≤T definito per ogni t ∈]tk, tk+1] come
I (H)t =
∑
1≤i≤k
φi
(
Wti −Wti−1
)
+ φk+1 (Wt −Wtk) .
Scriveremo
∫ t
0 HsdWs in luogo di I (H)t.
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Proposizione 3.2.2. Supponiamo che (Ht)0≤t≤T sia un processo semplice.
Allora:
(i)
(∫ t
0 HsdWs
)
0≤t≤T
e` una Ft-martingala continua;
(ii) E
((∫ t
0 HsdWs
)2)
= E
(∫ t
0 H
2
sds
)
;
(iii) E
(
supt≤T
∣∣∣∫ t0 HsdWs∣∣∣2) ≤ 4E(∫ T0 H2sds).
Estendiamo il concetto di integrale stocastico ad una classe piu` larga di
processi adattati. Definiamo il seguente insieme
H =
{
(Ht)0≤t≤T | e` adattato rispetto a (Ft)0≤t≤T e E
(∫ T
0
H2sds
)
< +∞
}
.
Proposizione 3.2.3. Sia (Wt)t≥0 un moto Browniano rispetto a (Ft). E-
siste un’unica mappa lineare J da H nello spazio delle Ft-martingale con-
tinue definite su [0, T ], tale che:
1. se (Ht)0≤t≤T e` un processo semplice, per ogni 0 ≤ t ≤ T , J (H)t =
I (H)t P q.c.
2. se t ≤ T , E
(
J (H)2t
)
= E
(∫ t
0 H
2
sds
)
.
Questa mappa lineare e` unica nel senso che, se J1 e J2 soddisfano entrambe
le precedenti proprieta`, allora
∀0 ≤ t ≤ T , J1 (H)t = J2 (H)t P q.c.
Per H ∈ H denotiamo J (H)t =
∫ t
0 HsdWs.
Inoltre l’integrale stocastico soddisfa le seguenti proprieta`:
Proposizione 3.2.4. Se (Ht)0≤t≤T ∈ H allora
1. E
(
supt≤T
∣∣∣∫ t0 HsdWs∣∣∣2) ≤ 4E(∫ T0 H2sds);
2. se τ e` un tempo d’arresto rispetto a (Ft)0≤t≤T∫ τ
0
HsdWs =
∫ T
0
1{s≤τ}HsdWs.
Introduciamo il calcolo di Ito e la celebre formula di Ito.
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Definizione 3.2.5. Sia
(
Ω,F , (Ft)t≥0 ,P
)
uno spazio di probabilita` filtra-
to e sia (Wt)t≥0 un moto Browniano rispetto ad (Ft)t≥0. (Xt)o≤t≤T e` un
processo di Ito a valori in R se puo` essere scritto nella seguente forma:
∀ t ≤ T Xt = X0 +
∫ t
0
Ksds+
∫ t
0
HsdWs P q.c.
dove
• X0 e` F0-misurabile;
• (Kt)0≤t≤T e (Ht)0≤t≤T sono processi adattati a (Ft)0≤t≤T ;
• ∫ T0 |Ks| ds < +∞ P q.c.
• ∫ T0 |Hs|2 ds < +∞ P q.c.
Proposizione 3.2.6. Se (Mt)0≤t≤T e` una martingala continua tale che
Mt =
∫ t
0
Ksds, con
∫ T
0
|Ks| ds < +∞ P q.c.
allora
∀t ≤ T , Mt = 0 P q.c.
Questo implica che:
• la decomposizione di un processo di Ito e` unica;
• se (Xt)0≤t≤T e` una martingala della forma Xt = X0 +
∫ t
0 Ksds +∫ t
0 HsdWs, allora Kt = 0 dt× dP q.o.
Teorema 3.2.7 (formula di Ito). Sia (Xt)0≤t≤T un processo di Ito,
Xt = X0 +
∫ t
0
Ksds+
∫ t
0
HsdWs,
e sia f una funzione due volte differenziabile con derivate continue, allora
f (Xt) = f (X0) +
∫ t
0
f ′ (Xs) dXs +
1
2
∫ t
0
f ′′ (Xs) d 〈X,X〉s
dove, per definizione
d 〈X,X〉t =
∫ t
0
H2sds,
e ∫ t
0
f ′ (Xs) dXs =
∫ t
0
f ′ (Xs)Ksds+
∫ t
0
f ′ (Xs)HsdWs.
In maniera simile, se (t, x) 7→ f (t, x) e` una funzione di classe C1,2, la
formula di Ito diventa:
f (t,Xt) = f (0, X0)+
∫ t
0
f
′
s (s,Xs) ds+
∫ t
0
f
′
x (s,Xs) dXs+
1
2
∫ t
0
f
′′
xx (s,Xs) d 〈X,X〉s.
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Prima di enunciare la formula di Ito multidimensionale, diamo alcune
definizioni.
Definizione 3.2.8. Chiamiamo moto Browniano standard p-dimensionale
rispetto a (Ft)t≥0 un processo
(
Wt =
(
W 1t , . . . ,W
p
t
))
t≥0 adattato a (Ft) e a
valori in Rp, in cui tutti i
(
W it
)
t≥0 sono moti Browniani standard rispetto
ad (Ft) indipendenti.
Definizione 3.2.9. (Xt)0≤t≤T e` un processo di Ito se
Xt = X0 +
∫ t
0
Ksds+
p∑
i=1
∫ t
0
H isdW
i
s
dove
• Kt e tutti i processi
(
H it
)
sono adattati a (Ft);
• ∫ T0 |Ks| ds < +∞ P q.c.
• ∫ T0 (H is) ds < +∞ P q.c.
Enunciamo ora la formula di Ito multidimensionale.
Teorema 3.2.10. Siano
(
X1t , . . . , X
n
t
)
n processi di Ito,
Xit = X
i
0 +
∫ t
0
Kisds+
p∑
j=1
∫ t
0
H i,js dW
j
s .
Allora, se f e` una funzione due volte differenziabile rispetto a x =
(
x1, . . . , xn
)
ed una volta rispetto a t, con derivate parziali continue
f
(
t,X1t , . . . , X
n
t
)
= f
(
0, X10 , . . . , X
n
0
)
+
∫ t
0
∂f
∂s
(
s,X1s , . . . , X
n
s
)
ds+
n∑
i=1
∫ t
0
∂f
∂xi
(
s,X1s , . . . , X
n
s
)
dXis+
1
2
n∑
i,j=1
∫ t
0
∂2f
∂xixj
(
s,X1s , . . . , X
n
s
)
d
〈
Xi, Xj
〉
s
con
• dXis = Kis +
∑p
j=1H
i,j
s dW
j
s
• d 〈Xi, Xj〉
s
=
∑p
m=1H
i,m
s H
j,m
s ds.
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3.3 Equazioni differenziali stocastiche
Un’equazione differenziale stocastica e` un’equazione della forma
Xt = Z +
∫ t
0
b (s,Xs) ds+
∫ t
0
σ (s,Xs) dWs. (3.1)
Formalmente la (3.1) si scrive{
dXt = b (t,Xt) dt+ σ (t,Xt) dWt
X0 = Z
Definizione 3.3.1. Sia (Ω,A,P) uno spazio probabilizzato munito di una
filtrazione (Ft)t≥0. Consideriamo due funzioni b : R+ × R → R e σ :
R+ × R → R, una variabile aleatoria Z F0-misurabile e un moto Brow-
niano (Wt)t≥0 rispetto ad (Ft)t≥0. Una soluzione dell’equazione (3.1) e` un
processo stocastico (Xt)t≥0 adattato ad (Ft)t≥0 che soddisfa:
• per ogni t ≥ 0 gli integrali ∫ t0 b (s,Xs) ds e ∫ t0 σ (s,Xs) dWs esistono∫ t
0
|b (s,Xs)| ds < +∞ e
∫ t
0
|σ (s,Xs)|2 ds < +∞ P q.c.
• (Xt)t≥0 soddisfa (3.1), cioe`
∀t ≥ 0 Xt = Z +
∫ t
0
b (s,Xs) ds+
∫ t
0
σ (s,Xs) dWs P q.c.
Teorema 3.3.2. Se b e σ sono funzioni continue ed esiste una costante
K < +∞ tale che
1. |b (t, x)− b (t, y)|+ |σ (t, x)− σ (t, y)| ≤ K |x− y|
2. |b (t, x)|+ |σ (t, x)| ≤ K (1 + |x|)
3. E
(
Z2
)
< +∞
allora, per ogni T ≥ 0, (3.1) ammette un’unica soluzione nell’intervallo
[0, T ]. Inoltre questa soluzione (Xs)0≤s≤T soddisfa
E
(
sup
0≤s≤T
|Xs|2
)
< +∞.
La soluzione e` unica nel senso che se (Xt)0≤t≤T e (Yt)0≤t≤T sono due
soluzioni di (3.1), allora ∀0 ≤ t ≤ T , Xt = Yt P q.c.
L’analisi delle equazioni differenziali stocastiche puo` essere estesa al caso
multidimensionale. Consideriamo
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• W = (W 1, . . . ,W p) un Ft-moto Browniano a valori in Rp;
• b : R+ × Rn → Rn, b (s, x) = (b1 (s, x) , . . . , bn (s, x));
• σ : R+ × Rn → Rn×p, σ (s, x) = (σi,j (s, x))1≤i≤n,1≤j≤p;
• Z = (Z1, . . . , Zn) una variabile aleatoria F0-misurabile a valori in Rn.
Ci interessa la seguente equazione differenziale stocastica:
Xt = Z +
∫ t
0
b (s,Xs) ds+
∫ t
0
σ (s,Xs) dWs. (3.2)
In altre parole, cerchiamo un processo (Xt)0≤t≤T a valori in Rn, adattato
alla filtrazione (Ft)0≤t≤T e tale che P q.c., per ogni t e per ogni i ≤ n
Xit = Z
i +
∫ t
0
bi (s,Xs) ds+
p∑
j=1
∫ t
0
σi,j (s,Xs) dW
j
s .
Teorema 3.3.3. Se x ∈ Rn, denotiamo con |x| la norma euclidea di x e se
σ ∈ Rn×p, |σ|2 = ∑1≤i≤n,1≤j≤p σ2i,j. Supponiamo che
1. |b (t, x)− b (t, y)|+ |σ (t, x)− σ (t, y)| ≤ K |x− y|
2. |b (t, x)|+ |σ (t, x)| ≤ K (1 + |x|)
3. E
(
|Z|2
)
< +∞
allora esiste un’unica soluzione di (3.2). Inoltre questa soluzione soddisfa
per ogni T
E
(
sup
0≤s≤T
|Xs|2
)
< +∞.
Vediamo ora che la soluzione dell’equazione (3.1) e` un processo di Markov.
Definizione 3.3.4. Un processo (Xt)t≥0 adattato ad (Ft)t≥0 soddisfa la
proprieta` di Markov se, per ogni funzione f boreliana e limitata e per ogni
s e t tale che s ≤ t, si ha
E (f (Xt) |Fs) = E (f (Xt) |Xs) .
Il significato intuitivo di questa proprieta` e` che l’andamento futuro del
processo (Xt)t≥0 dopo il tempo t dipende solo dal valore Xt e non e` influen-
zato dalla storia del processo prima di t.
Denotiamo con
(
Xt,xs , s ≥ t
)
la soluzione dell’equazione (3.1) che parte
da x al tempo t e con Xx = X0,x la soluzione che parte da x al tempo 0.
Per s ≥ t, Xt,xs soddisfa
Xt,xs = x+
∫ s
t
b
(
u,Xt,xu
)
du+
∫ s
t
σ
(
u,Xt,xu
)
dWu.
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Lemma 3.3.5. Con le ipotesi del Teorema 3.3.2, se s ≥ t
X0,xs = X
t,Xxt
s P q.c.
Teorema 3.3.6. Sia (Xt)t≥0 soluzione dell’equazione (3.1). Allora essa e`
un processo di Markov rispetto alla filtrazione Browniana (Ft)t≥0. Inoltre,
per ogni funzione f boreliana e limitata si ha
E (f (Xt) |Fs) = φ (Xs) P q.c.,
con φ (x) = E (f (Xs,xt )).
La precedente uguaglianza e` spesso scritta come segue:
E (f (Xt) |Fs) = E (f (Xs,xt )) |x=Xs .
Teorema 3.3.7. Sia (Xt)t≥0 soluzione dell’equazione (3.1) e sia r (s, x) una
funzione misurabile non negativa. Per t > s
P q.c. E
(
e−
∫ t
s r(u,Xu)duf (Xt) |Fs
)
= φ (Xs)
con
φ (x) = E
(
e−
∫ t
s r(u,X
s,x
u )duf (Xs,xt )
)
.
Essa puo` anche essere scritta
E
(
e−
∫ t
s r(u,Xu)duf (Xt) |Fs
)
= E
(
e−
∫ t
s r(u,X
s,x
u )duf (Xs,xt )
)
|x=Xs .
3.4 Cambio di probabilita` e rappresentazione di
martingale
In questa sezione diamo dei risultati che ci saranno molto utili per la valu-
tazione delle opzioni nel modello di Black-Scholes.
Sia (Ω,A,P) uno spazio di probabilita`. Una misura di probabilita` Q su
(Ω,A) e` assolutamente continua rispetto a P se
∀A ∈ A P (A) = 0⇒ Q (A) = 0.
Teorema 3.4.1. Q e` assolutamente continua rispetto a P se e solo se esiste
una variabile aleatoria Z su (Ω,A) non negativa tale che
Q (A) =
∫
A
Z (ω) dP (ω) ∀A ∈ A.
Z e` chiamata la densita` di Q relativa a P.
Definizione 3.4.2. Le probabilita` Q e P sono equivalenti se ognuna di esse
e` assolutamente continua rispetto all’altra.
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Consideriamo ora uno spazio di probabilita`
(
Ω,F , (Ft)0≤t≤T ,P
)
munito
della filtrazione naturale del moto Browniano standard (Bt)0≤t≤T .
Teorema 3.4.3 (di Girsanov). Sia (θt)0≤t≤T un processo adattato tale che∫ T
0 θ
2
sds < +∞ q.c. e tale che il processo (Lt)0≤t≤T definito da
Lt = exp
(
−
∫ t
0
θsdBs − 1
2
∫ t
0
θ2sds
)
e` una martingala. Allora, sotto la probabilita` PL con densita` LT rispetto a
P, il processo (Wt)0≤t≤T definito da Wt = Bt+
∫ t
0 θsds e` un moto Browniano
standard.
Osservazione 3.4.4. Una condizione sufficiente affinche´ (Lt)0≤t≤T sia una
martingala e` la seguente:
E
(
exp
(
1
2
∫ T
0
θ2sds
))
< +∞.
Ricordiamo che, se (Ht)0≤t≤T e` un processo adattato tale che
E
(∫ T
0 H
2
t dt
)
< +∞, il processo
(∫ t
0 HsdBs
)
0≤t≤T
e` una martingala di
quadrato integrabile nulla in 0. Il seguente teorema mostra che ogni martin-
gala Browniana puo` essere rappresentata in termini di integrale stocastico.
Teorema 3.4.5 (di rappresentazione delle martingale). Sia (Mt)0≤t≤T
una martingala di quadrato integrabile, rispetto alla filtrazione (Ft)0≤t≤T .
Esiste un processo adattato (Ht)0≤t≤T tale che E
(∫ T
0 H
2
sds
)
< +∞ e
∀t ∈ [0, T ] Mt = M0 +
∫ t
0
HsdBs q.c.
Da questo teorema segue immediatamente che se U e` una variabile
aleatoria FT -misurabile, di quadrato integrabile, essa puo` essere scritta
U = E (U) +
∫ T
0
HsdBs q.c.
dove (Ht) e` un processo adattato tale che E
(∫ T
0 H
2
t ds
)
< +∞.
Per maggiori approfondimenti degli argomenti esposti in questo capitolo
si possono consultare [3] e [1].
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Capitolo 4
Il modello di Black-Scholes
4.1 Descrizione del modello
Il modello suggerito da Black-Scholes per descrivere l’andamento dei prezzi
e` un modello a tempi continui con un titolo rischioso (St) ed uno privo di
rischio (S0t ). Supponiamo che S
0
t soddisfi la seguente equazione differenziale
(ordinaria):
dS0t = rS
0
t dt,
dove r e` una costante non negativa. Notiamo che r e` il tasso di interesse
istantaneo da non confondere con il tasso uniperiodale presente nel modello
discreto. Poniamo S00 = 1, quindi S
0
t = e
rt per t ≥ 0.
Assumiamo che l’andamento del prezzo del bene rischioso sia determi-
nato dalla seguente equazione differenziale stocastica
dSt = St (µdt+ σdBt) , (4.1)
dove µ e σ sono due costanti e (Bt)0≤t≤T e` un moto Browniano standard. Il
modello e` valido sull’intervallo temporale [0, T ], dove T e` la data di scadenza
dell’opzione. Cerhiamo ora una soluzione dell’equazione differenziale (4.1).
Quindi vogliamo trovare un processo (St)t≥0 tale che
St = S0 +
∫ t
0
µSsds+
∫ t
0
σSsdWs.
Intanto notiamo che St e` un processo di Ito, con Ks = µSs e Hs = σSs.
Assumendo che St sia non negativo, applichiamo la formula di Ito ad f (x) =
ln (x), (almeno formalmente, perche´ f (x) non e` una funzione C2) e otte-
niamo:
ln (St) = ln (S0) +
∫ t
0
dSs
Ss
+
1
2
∫ t
0
(−1
S2s
)
σ2S2sds.
Usando (4.1) e ponendo Yt = ln (St), si ottiene
Yt = Y0 +
∫ t
0
(
µ− σ2/2) ds+ ∫ t
0
σdBs
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e quindi
Yt = ln (St) = ln (S0) +
(
µ− σ2/2) t+ σBt.
Quindi, ponendo S0 = x0, sembrerebbe che
St = x0 exp
((
µ− σ2/2) t+ σBt)
sia una soluzione di (4.1). Ora dobbiamo verificarlo rigorosamente. Consi-
deriamo St = f (t, Bt), con
f (t, x) = x0 exp
((
µ− σ2/2)+ σx) .
Applicando la formula di Ito si ottiene
St = f (t, Bt)
= f (0, B0) +
∫ t
0 f
′
s (s,Bs) ds
+
∫ t
0 f
′
x (s,Bs) dBs +
1
2
∫ t
0 f
′′
xx (s,Bs) d 〈B,B〉s
Inoltre, poiche´ 〈B,B〉t = t, possiamo scrivere
St = x0 +
∫ t
0
Ss
(
µ− σ2/2) ds+ ∫ t
0
SsσdBs +
1
2
∫ t
0
Ssσ
2ds.
In conclusione
St = x0 +
∫ t
0
Ssµds+
∫ t
0
SsσdBs.
In questa maniera abbiamo mostrato l’esistenza di una soluzione dell’e-
quazione (4.1). Ora vogliamo mostrare che e` unica.
Sia St = x0 exp
((
µ− σ2/2) t+ dBt) una soluzione di (4.1) e sia (Xt)t≥0
un’altra soluzione. Vogliamo calcolare il differenziale stocastico di XtS
−1
t .
Definiamo
Zt =
S0
St
= exp
((−µ+ σ2/2) t− σBt) ,
µ′ = −µ + σ2 e σ′ = −σ. Allora Zt = exp
((
µ′ − σ′2/2
)
+ σ′Bt
)
. Per
quanto visto in precedenza si ha
Zt = 1 +
∫ t
0
Zs
(
µ′ds+ σ′dBs
)
= 1 +
∫ t
0
Zs
((−µ+ σ2) ds− σdBs).
Attraverso la formula di Ito multidimensionale, applicata alla funzione
f (x, y) = xy,
possiamo calcolare il differenziale di XtZt:
d (XtZt) = XtdZt + ZtdXt + d 〈X,Z〉t .
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In questo caso
〈X,Z〉t =
〈∫ .
0
XsσdBs,−
∫ .
0
ZsσdBs
〉
t
= −
∫ t
0
σ2XsZsds.
Percio`
d (XtZt) = XtZt
((−µ+ σ2) dt− σdBt)+XtZt (µdt+ σdBt)−XtZtσ2dt = 0.
Quindi, XtZt e` uguale a X0Z0, il che implica
∀t ≥ 0, Xt = x0Z−1t = St P q.c.
In conclusione, la soluzione dell’equazione (4.1) e` data dal processo
St = S0 exp
((
µ− σ2/2) t+ σBt) .
Notiamo che la legge di St e` lognormale, cioe` il suo logaritmo segue
una legge normale. Possiamo dire di piu`: un processo (St)t≥0 e` soluzione
dell’equazione (4.1) se se solo se (ln (St))t≥0 e` un moto Browniano (non
necessariamente standard). Il processo (St)t≥0 ha le seguenti proprieta`:
• continuita` delle traiettorie;
• independenza degli incrementi relativi: se u ≤ t, St/Su, o equiva-
lentemente l’incremento relativo (St − Su) /Su, e` indipendente dalla
σ-algebra σ (Ss, s ≤ u);
• stazionareta` degli incrementi relativi: se u ≤ t, la legge di (St − Su) /Su
e` identica alla legge di (St−u − S0) /S0.
Queste tre proprieta` esprimono in termini concreti le ipotesi di Black-Scholes
sull’andamento del prezzo del bene rischioso.
Come nel modello a tempi discreti, definiamo il concetto di strategia che
e` data da un processo φ = (φt)0≤t≤T =
((
H0t , Ht
))
a valori in R2 adattato
alla filtrazione naturale del moto Browniano (Ft)0≤t≤T ; le componenti H0t
e Ht sono rispettivamente le quantita` del titolo senza rischio e del titolo
rischioso possedute nel portafoglio al tempo t. Il valore del portafoglio al
tempo t e` dato da:
Vt (φ) = H
0
t S
0
t +HtSt.
Nel modello a tempi discreti abbiamo caratterizzato le strategie autofi-
nanziate attraverso l’uguaglianza: Vn+1 (φ) − Vn (φ) = φn+1 · (Sn+1 − Sn).
Questa uguaglianza e` estesa per dare una condizione di autofinanziamento
nel caso di tempi continui:
dVt (φ) = H
0
t dS
0
t +HtdSt.
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Per dare un senso a questa uguaglianza, poniamo le condizioni:∫ T
0
∣∣H0t ∣∣ dt < +∞ q.c. e ∫ T
0
H2t dt < +∞ q.c.
Allora l’integrale ∫ T
0
H0t dS
0
t =
∫ T
0
H0t re
rtdt
e` ben definito, cos`ı come l’integrale stocastico∫ T
0
HtdSt =
∫ T
0
(HtStµ) dt+
∫ T
0
σHtStdBt,
poiche´ la mappa t 7→ St e` continua, e quindi limitata su [0, T ] quasi certa-
mente.
Definizione 4.1.1. Una strategia autofinanziata φ e` definita da una coppia
di processi adattati
(
H0t
)
0≤t≤T e (Ht)0≤t≤T che soddisfano:
1.
∫ T
0
∣∣H0t ∣∣ dt+ ∫ T0 H2t dt < +∞ q.c.
2. H0t S
0
t +HtSt = H
0
0S
0
0 +H0S0 +
∫ t
0 H
0
udS
0
u +
∫ t
0 HudSu q.c. ∀t ∈ [0, T ].
Denotiamo con S˜t = e
−rtSt il prezzo scontato del titolo rischioso.
Proposizione 4.1.2. Sia φ =
((
H0t , Ht
))
0≤t≤T un processo adattato a va-
lori in R2 tale che
∫ T
0
∣∣H0t ∣∣ dt + ∫ T0 H2t dt < +∞ q.c. Poniamo Vt (φ) =
H0t S
0
t + HtSt e V˜t (φ) = e
−rtVt (φ). Allora φ definisce una strategia autofi-
nanziata se e solo se
V˜t (φ) = V0 (φ) +
∫ t
0
HudS˜u q.c. (4.2)
per ogni t ∈ [0, T ].
Dimostrazione. Sia φ una strategia autofinanziata, allora
dV˜t (φ) = d
(
e−rtVt (φ)
)
= −rV˜t (φ) dt+ e−rtdVt (φ) .
Ne segue che
dV˜t (φ) = −re−rt
(
H0t e
rt +HtSt
)
dt+ e−rtH0t d
(
ert
)
+ e−rtHtdSt
= Ht
(−re−rtStdt+ e−rtdSt)
= HtdS˜t
che ci da` l’equazione (4.2). Il viceversa si mostra in maniera simile.
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4.2 Valutazione e copertura delle opzioni nel mo-
dello di Black-Scholes
In questa sezione proviamo che esiste una probabilita` equivalente a P sotto
la quale il prezzo scontato del titolo rischioso S˜t = e
−rtSt e` una martingala.
Dall’equazione (4.1) si ottiene
dS˜t = −re−rtStdt+ e−rtdSt = S˜t ((µ− r) dt+ σdBt) .
Se poniamo Wt = Bt + (µ− r) t/σ,
dS˜t = S˜tσdWt. (4.3)
Allora, per il teorema di Girsanov, con θt = (µ− r) /σ, esiste una misura di
probabilita` P∗ equivalente a P sotto la quale (Wt)0≤t≤T e` un moto Brow-
niano standard. Quindi, sotto la probabilita` P∗, si deduce da (4.3) che(
S˜t
)
0≤t≤T
e` una martingala e che
S˜t = S˜0 exp
(
σWt − σ2t/2
)
.
Ora focalizzeremo la nostra attenzione sulle opzioni Europee. Un’opzione
Europea sara` definita da una variabile aleatoria h non negativa e FT -misura-
bile.
Definizione 4.2.1. Una strategia φ =
(
H0t , Ht
)
0≤t≤T e` ammissibile se e`
autofinanziata e se il valore scontato V˜ (φ) = H0t +HtS˜t del corrispondente
portafoglio e`, per ogni t, non negativo e tale che supt∈[0,T ] V˜t e` di quadrato
integrabile sotto P∗.
Definizione 4.2.2. Un’opzione e` replicabile se il suo valore a maturita` e`
uguale al valore finale di una strategia ammissibile.
Affinche´ un’opzione definita da h sia replicabile, e` necessario che h sia di
quadrato integrabile sotto P∗. Nel caso di una call, h = (St −K)+, e quindi
questa proprieta` e` vera poiche´ E∗
(
S2T
)
< +∞. Notiamo che nel caso di una
put, h = (K − ST )+ e` sempre limitata.
Teorema 4.2.3. Nel modello di Black-Scholes ogni opzione definita da una
variabile aleatoria h FT -misurabile e non negativa, che e` di quadrato inte-
grabile sotto P∗, e` replicabile e il valore al tempo t del portafoglio replicante
e` dato da
Vt = E
∗
(
e−r(T−t)h|Ft
)
.
Dimostrazione. Supponiamo che esista una strategia ammissibile φ =
(
H0, H
)
,
che replica l’opzione. Il valore al tempo t del portafoglio e` dato da
Vt = H
0
t S
0
t +HtSt
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e per ipotesi abbiamo che VT = h. Sia V˜t = Vte
−rt il valore scontato
V˜t = H
0
t +HtS˜t.
Poiche´ la strategia e` autofonanziata, per la Proposizione 4.1.2 e l’equazione
(4.3) si ha
V˜t = V0 +
∫ t
0
HudS˜u = V0 +
∫ t
0
HuσS˜udWu.
Sotto la probabilita` P∗, supt∈[0,T ] V˜t e` di quadrato integrabile per definizione
di strategia ammissibile. Inoltre la precedente uguaglianza mostra che
(
V˜t
)
e`
un integrale stocastico rispetto a (Wt), pertanto
(
V˜t
)
0≤t≤T
e` una martingala
di quadrato integrabile sotto P∗. Quindi
V˜t = E
∗
(
V˜T |Ft
)
,
e conseguentemente
Vt = E
∗
(
e−r(T−t)h|Ft
)
.
Per completare la dimostrazione resta da mostrare che l’opzione e` repli-
cabile, cioe` dobbiamo trovare dei processi
(
H0t
)
0≤t≤T e (Ht)0≤t≤T che defini-
scono una strategia ammissibile e tale che
H0t S
0
t +HtSt = E
∗
(
e−r(T−t)h|Ft
)
.
Sotto la probabilita` P∗, il processo definito da Mt = E∗
(
e−rTh|Ft
)
e` una
martingala di quadrato integrabile. La filtrazione (Ft)0≤t≤T , che e` la fil-
trazione naturale di (Bt)0≤t≤T , e` anche la filtrazione naturale di (Wt)0≤t≤T
e, per il teorema di rappresentazione delle martingale Browniane, esiste un
processo adattato (Kt)0≤t≤T tale che E
∗
(∫ T
0 K
2
sds
)
< +∞ e
∀t ∈ [0, T ] Mt = M0 +
∫ t
0
KsdWs q.c.
Definiamo allora Ht = Kt/
(
σS˜t
)
e H0t = Mt −HtS˜t. Si verifica facilmente
che la strategia φ =
((
H0t , Ht
))
0≤t≤T e` autofinanziata e il suo valore al
tempo t e` dato da
Vt (φ) = e
rtMt = E
∗
(
e−r(T−t)h|Ft
)
.
Questa espressione mostra che Vt (φ) e` una variabile aleatoria non negativa,
con sup0≤t≤T Vt (φ) di quadrato integrabile sotto P
∗ e VT (φ) = h. Abbiamo
cos`ı trovato una strategia ammissibile che replica h.
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Quando la variabile aleatoria h puo` essere scritta come h = f (ST ),
possiamo esprimere il valore (Vt) dell’opzione al tempo t come funzione di t
e St. Infatti abbiamo
Vt = E
∗ (e−r(T−t)f (ST ) |Ft)
= E∗
(
e−r(T−t)f
(
Ste
r(T−t)eσ(WT−Wt)−(σ
2/2)(T−t)
)
|Ft
)
.
La variabile St e` Ft-misurabile e, sotto P∗, WT −Wt e` indipendente da Ft.
Pertanto si ottiene
Vt = F (t, St) ,
dove
F (t, x) = E∗
(
e−r(T−t)f
(
xer(T−t)eσ(WT−Wt)−(σ
2/2)(T−t)
))
.
Ad esempio, nel caso di una call europea, f (x) = (x−K)+. Con pochi
calcoli si arriva a trovare la forma esplicita
F (t, x) = xN (d1)−Ke−rθN (d2) ,
dove
N (d) =
1√
2pi
∫ d
−∞
e−x
2/2dx,
d1 =
ln (x/K) +
(
r + σ2/2
)
θ
σ
√
θ
, d2 = d1 − σ
√
θ
e
θ = T − t.
4.3 Opzioni Americane nel modello di Black-Scholes
Abbiamo gia` visto, nei modelli discreti, come la valutazione delle opzioni
Americane sia legata al problema di arresto ottimale. In tempi continui
la teoria dell’arresto ottimale e` basata sulle stesse idee, ma e` piu` difficile
da trattare. Inoltre, sempre nei modelli discreti, abbiamo visto come sia
possibile associare ad ogni opzione Americana uno schema di copertura con
consumo. E questo e` quello che faremo anche per tempi continui.
Definizione 4.3.1. Una strategia di mercato con consumo e` definita come
un processo adattato φ =
((
H0t , Ht
))
0≤t≤T , a valori in R
2 che soddisfi le
seguenti proprieta`:
1.
∫ T
0
∣∣H0t ∣∣ dt+ ∫ T0 H2t dt < +∞ q.c.
2. H0t S
0
t +HtSt = H
0
0S
0
0 +H0S0 +
∫ t
0 H
0
udS
0
u +
∫ t
0 HudSu−Ct ∀t ∈ [0, T ],
dove (Ct)0≤t≤T e` un processo adattato, continuo, non decrescente e
nullo in 0; Ct corrisponde al consumo accumulato fino al tempo t.
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Un’ opzione Americana e` definita da un processo adattato non negativo
(ht)0≤t≤T . Studieremo il caso in cui ht = ψ (St), dove ψ : R+ → R+ e` una
funzione continua tale che ψ (x) ≤ A + Bx, per ogni x ∈ R+, per qualche
costante A,B ≥ 0. Per una call abbiamo ψ (x) = (x−K)+, mentre per una
put ψ (x) = (K − x)+.
Definizione 4.3.2. Si dice che una strategia con consumo φ =
((
H0t , Ht
))
0≤t≤T
copre l’opzione americana definita da ht = ψ (St) se, ponendo Vt (φ) =
H0t S
0
t +HtSt, si ha
∀t ∈ [0, T ] Vt (φ) ≥ ψ (St) q.c.
Indichiamo con Uψ l’insieme delle strategie con consumo che coprono l’opzione
Americana definita da ht = ψ (St).
Se il writer dell’opzione segue una strategia φ ∈ Uψ, egli possiede ad
ogni istante t, un valore almeno uguale a ψ (St), che e` proprio il pagamento
dell’opzione se viene esercitata al tempo t.
Teorema 4.3.3. Consideriamo la funzione
u (t, St) = sup
τ∈Tt,T
E∗
(
e−r(τ−t)ψ (Sτ ) |Ft
)
dove Tt,T rappresente l’insieme dei tempi d’arresto a valori in [t, T ]. Allora
esiste una strategia φ¯ ∈ Uψ tale che Vt
(
φ¯
)
= u (t, St) per ogni t ∈ [0, T ].
Inoltre, per ogni strategia φ ∈ Uψ si ha Vt (φ) ≥ u (t, St)).
Dimostrazione. Per prima cosa notiamo che il valore scontato di una strate-
gia con consumo e` una supermartingala sotto P∗. Definiamo il processoQt =
e−rtψ (St). Allora il processo
(
e−rtu (t, St)
)
0≤t≤T e` l’inviluppo di Snell di
(Qt)0≤t≤T , cioe` e` la piu` piccola supermartingala che domina (Qt)0≤t≤T sotto
la probabilita` P∗. Chiamiamo tale supermaringala (Yt)0≤t≤T e consideriamo
il tempo d’arresto
ρt = inf {t ≤ s ≤ T : Ys = Qs} .
Bismut e Skalli [14] mostrano che Y e` regolare, cioe` che per ogni succes-
sione monotona (σn)n≥0 ⊆ T0,T convergente P∗ q.c. ad un tempo d’arresto
σ ∈ T0,T , si ha limn→∞E∗ (Yσn) = E∗ (Yσ).
Inoltre la supermartingala Y e` tale che la famiglia {Yτ}τ∈T0,T e` uniforme-
mente integrabile sotto P∗.
Pertanto e` possibile applicare la decomposizione di Doob per supermartin-
gale (Karatzas-Shreve [3]) per scrivere Y nella forma
Yt = Y0 +Mt −At, 0 ≤ t ≤ T,
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dove M e` una P∗-martingala e A e` un processo continuo non decrescente,
M0 = A0 = 0 e E
∗ (AT ) = Y0 −E∗ (QT ).
Per il teorema di rappresentazione di martingale Browniane, segue che
Mt =
∫ t
0
KsdWs
per qualche processo misurabile e adattato (Kt)0≤t≤T tale che
∫ T
0 K
2
sds <
+∞ P∗-q.c. In particolare possiamo supporre che M , e quindi anche Y ,
abbia traiettorie continue. Allora si ha che, per ogni t ∈ [0, T ], At = Aρt
P∗-q.c. Ora siamo in grado di trovare una strategia con consumo che abbia
valore u (t, St).
Introduciamo il processo adattato continuo
Nt = e
rtYt.
Esso e` tale che Nt ≥ ψ (St) ∀t ∈ [0, T ] e NT = ψ (ST ). Inoltre si puo` scrivere
e−rtNt +At = Y0 +
∫ t
0
KsdWs
Se poniamo
Ct = e
rtAt
e definiamo Ht = Kt/
(
σS˜t
)
e H0t = Y0 +Mt −HtS˜t − At, allora la strate-
gia φ¯ =
(
H0t , Ht
)
e` una strategia con consumo con valore Nt = u (t, St)
all’istante t.
Pertanto e` naturale cosiderare u (t, St) come il prezzo dell’opzione Ame-
ricana al tempo t. Infatti esso e` il minimo tra i valori delle strategie di
copertura dell’opzione.
Per una dimostrazione piu` dettagliata, valida anche per il caso multidi-
mensionale, del precedente teorema vedere [2].
4.4 Valutazione delle opzioni ed equazioni differen-
ziali alle derivate parziali
Consideriamo un processo di diffusione (Xt)t≥0 in R soluzione di
dXt = b (t,Xt) dt+ σ (t,Xt) dWt (4.4)
dove b e σ sono funzioni reali che soddisfano le ipotesi del Teorema 3.3.2 e
sia r (t, x) una funzione limitata che modellizzi il tasso di interesse privo di
rischio.
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Proposizione 4.4.1. Se u (t, x) e` una funzione C1,2 con derivate limitate
in x, r (t, x) e` una funzione continua e limitata definita su R+×R e se (Xt)
e soluzione di (4.4), allora il processo
Mt = e
− ∫ t0 r(s,Xs)dsu (t,Xt)−
∫ t
0
e−
∫ s
0 r(v,Xv)dv
(
∂u
∂t
+Asu− ru
)
(s,Xs) ds
e` una martingala. As e` l’operartore definito da
(Asu) (x) =
σ2 (s, x)
2
∂2u
∂x2
+ b (s, x)
∂u
∂x
.
L’opeartore At si chiama generatore infinitesimale del processo di diffu-
sione (Xt)
Dimostrazione. Diamo solo un la linea guida per la dimostrazione. Si applica
la formula di integrazione per parti per differenziare il prodotto
e−
∫ t
0 r(s,Xs)dsu (t,Xt)
e si applica la formula di Ito al processo u (t,Xt).
Consideriamo un modello multidimensionale
dX1t = b1 (t,Xt) dt+
∑p
j=1 σ1j (t,Xt) dW
j
t
...
dXnt = bn (t,Xt) dt+
∑p
j=1 σnj (t,Xt) dW
j
t
(4.5)
Supponiamo che valgano le ipotesi del Teorema 3.3.3. Ad ogni istante t
definiamo il seguente operatore differenziale At che manda una funzione C
2
definita da Rn in R in una funzione cos`ı caratterizzata
(Atf) (x) =
1
2
n∑
i,j=1
aij (t, x)
∂2f
∂xi∂xj
(x) +
n∑
j=1
bj (t, x)
∂f
∂xj
(x),
dove (aij (t, x)) e` la matrice definita da
a (t, x) = σ (t, x)σT (t, x) ,
e σT e` la trasposta di σ (t, x) = (σij (t, x)).
Proposizione 4.4.2. Sia (Xt) una soluzione di (4.5), sia u (t, x) : R+ ×
Rn → R una funzione di classe C1,2 con derivate limitate in x e sia r (t, x)
una funzione continua e limitata definita su R+ × Rn. Allora il processo
Mt = e
− ∫ t0 r(s,Xs)dsu (t,Xt)−
∫ t
0
e−
∫ s
0 r(v,Xv)dv
(
∂u
∂t
+Asu− ru
)
(s,Xs) ds
e` una martingala.
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La dimostrazione si basa sulla formula di Ito multidimensionale.
Ora mostriamo il legame esistente tra la valutazione di un’opzione Euro-
pea e la soluzione di un’equazione differenziale alle derivate parziali parabo-
lica. Sia (Xt) una soluzione di (4.5), sia f : Rn → R e r (t, x) una funzione
continua e limitata. Vogliamo calcolare la quantita`
Vt = E
(
e−
∫ T
t r(s,Xs)dsf (XT ) |Ft
)
.
Si prova che Vt puo` essere scritta
Vt = F (t,Xt) ,
dove
F (t, x) = E
(
e−
∫ T
t r(s,X
t,x
s )dsf
(
Xt,xT
))
e Xt,x e` l’unica soluzione di (4.5) che parte da x al tempo t.
Teorema 4.4.3. Sia u (t, x) una funzione C1,2 con derivate limitate in x
definita su [0, T ]× Rn. Se u (t, x) soddisfa
u (T, x) = f (x) ∀x ∈ Rn,
e (
∂u
∂t
+Atu− ru
)
(t, x) = 0 ∀ (t, x) ∈ [0, T ]× Rn,
allora
u (t, x) = F (t, x) = E
(
e−
∫ T
t r(s,X
t,x
s )dsf
(
Xt,xT
))
∀ (t, x) ∈ [0, T ]× Rn.
Il precedente teorema ci suggerisce un metodo per la valutazione del-
l’opzione: per calcolare
F (t, x) = E
(
e−
∫ T
t r(s,X
t,x
s )dsf
(
Xt,xT
))
per una data f , basta trovare una u (t, x) tale che{
∂u
∂t +Atu− ru = 0 in [0, T ]× Rn
u (T, x) = f (x) , ∀x ∈ Rn (4.6)
Il problema (4.6) e` un’equazione parabolica con condizione finale. Affinche´
possa essere risolto dovremo imporre delle condizione di regolarita` su b e σ
e l’operatore At dovra` essere ellittico, cioe`
∃C > 0, ∀ (t, x) ∈ [0, T ]× Rn, ∀ (ξ1, . . . , ξn) ∈ Rn∑
i,j
aij (t, x) ξiξj ≥ C
(
n∑
i=1
ξ2i
)
. (4.7)
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Applichiamo quanto detto finora al modello di Black-Scholes, lavorando
quindi sotto la probabilita` P∗. Il processo (Wt)t≥0 e` un moto Browniano
standard ed il prezzo del bene rischioso soddisfa
dSt = St (rdt+ σdWt) .
L’operatore At e` indipendente dal tempo ed e` uguale a
At = A
bs =
σ2
2
x2
∂2
∂x2
+ rx
∂
∂x
.
Notiamo che Abs non soddisfa la condizione di ellitticita` (4.7). Consideriamo
allora il processo di diffusione Xt = ln (St) che e` soluzione della seguente
dXt =
(
r − σ
2
2
)
dt+ σdWt.
Allora il suo generatore infinitesimale e`
A˜t =
σ2
2
∂2
∂x2
+
(
r − σ
2
2
)
∂
∂x
.
Esso e` chiaramente ellittico perche` σ2 > 0 e ha coefficienti costanti. Scri-
viamo
A˜bs =
σ2
2
∂2
∂x2
+
(
r − σ
2
2
)
∂
∂x
− r.
Allora, se vogliamo calcolare il prezzo F (t, x) al tempo t per un’opzione
con prezzo spot x e pagamento finale f (ST ), bisogna trovare una soluzione
v (t, x) di {
∂v
∂t (t, x) + A˜
bsv (t, x) = 0 in [0, T ]× R
v (T, x) = f (ex) , ∀x ∈ R (4.8)
In tal modo risulta F (t, x) = v (t, ln (x)).
Analogamente si trova il prezzo dell’opzione Americana. Ricordiamo che
per un’opzione Americana
Vt = Φ (t, St)
dove
Φ (t, x) = sup
τ∈Tt,T
E∗
(
e−r(τ−t)f (Sτ ) |Ft
)
.
Poniamo ϕ (x) = f (ex) e consideriamo la seguente disequazione varia-
zionale:
∂v
∂t (t, x) + A˜
bsv (t, x) ≤ 0 q.o. in [0, T ]× R
v (t, x) ≥ ϕ (x) q.o. in [0, T ]× R
(v (t, x)− ϕ (x))
(
∂v
∂t (t, x) + A˜
bsv (t, x)
)
= 0 q.o. in [0, T ]× R
v (T, x) = ϕ (x)
(4.9)
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Se v (t, x) e` una soluzione di (4.9), allora il prezzo al tempo t dell’opzione
Americana e` dato da
Φ (t, x) = v (t, ln (x)) .
Per una dimostrazione di questo risultato vedere [4].
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Capitolo 5
Calcolo di Malliavin
5.1 Integrazione per parti e regolarita` delle leggi
di probabilita`
Sia (Ω,F ,P) uno spazio probabilizzato.
Definizione 5.1.1. Siano F e G due variabili aleatorie di quadrato integra-
bile. Si dice che vale una formula di integrazione per parti, e la indichiamo
con IP (F,G), se esiste una variabile aleatoria di quadrato integrabile piF (G)
tale che
E
(
φ′ (F )G
)
= E (φ (F )piF (G)) , ∀φ ∈ C∞b (R)
dove con C∞b (R) indichiamo l’insieme delle funzioni reali limitate e infini-
tamente differenziabili.
Vale il seguente
Teorema 5.1.2. (i) Supponiamo che valga IP (F, 1). Allora la legge del-
la variabile aleatoria F ha una densita` di probabilita` definita da
p (α) = E (H (F − α)piF (1)) ,
dove H (ξ) = 1{ξ≥0}.
(ii) Supponiamo che valgano IP (F, 1) e IP (F,G). Allora
E (G|F = α) = E (H (F − α)piF (G))
E (H (F − α)piF (1)) ,
con la convenzione che la quantita` di sopra e` uguale a 0 se
E (H (F − α)piF (1)) = 0.
Dimostrazione. (i) Cosideriamo una funzione liscia, simmetrica e non ne-
gativa φ con supporto contenuto in [−1, 1] e tale che ∫R φ (t) dt = 1.
Definiamo φδ (x) = φ (x/δ) /δ e Φδ (x) =
∫ x
−∞ φδ (t) dt. Notiamo che
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Φ
′
δ = φδ e che limδ→0 Φδ (x) = 1˜[0,+∞) (x) = 1(0,+∞) (x) + δ0 (x) /2,
dove con δ0 indichiamo la misura di Dirac in 0. Sia ora Gδ una vari-
abile aleatoria, indipendente da F , la cui legge e` φδ (x) dx. Allora per
ogni funzione continua f , limδ→0 E (f (F −Gδ)) = E (f (F )). Allora
possiamo scrivere
E (f (F −Gδ)) =
∫
R
∫
R
f (u− v)φδ (v) dvdP ◦ F−1 (u)
=
∫
R
f (z)
∫
R
φδ (u− z) dP ◦ F−1 (u) dz =
∫
R
f (z) E (φδ (F − z)) dz.
Poiche´ vale IP (F, 1) si ha
E (φδ (F − z)) = E
(
Φ
′
δ (F − z)
)
= E (Φδ (F − z)piF (1)) ,
e, usando il teorema di Lebesgue,
lim
δ→0
E (f (F −Gδ)) =
∫
R
f (z) E
(
1˜[0,+∞) (F − z)piF (1)
)
dz.
Quindi per ogni funzione continua f vale
E (f (F )) =
∫
R
f (z) E
(
1˜[0,+∞) (F − z)piF (1)
)
dz.
Ne segue che la legge di F ha una densita` di probabilita` data da
p (z) = E
(
1˜[0,+∞) (F − z)piF (1)
)
= E
(
1[z,+∞) (F )piF (1)
)
= E (H (F − z)piF (1))
(osserviamo che possiamo sostituire 1˜[0,+∞) (F − z) con 1[z,+∞) (F − z)
perche´ gia` sappiamo che la legge di F e` diffusa).
(ii) Denotiamo con
θ (α) =
E (H (F − α)piF (G))
E (H (F − α)piF (1)) .
Dobbiamo solo verificare che per ogni funzione f continua e limitata si
ha che E (f (F )G) = E (f (F ) θ (F )). Usando ancora le funzioni rego-
larizzatrici introdotte in precedenza, la validita` di IP (F,G) e quanto
provato in (i), possiamo dire che
E (f (F )G) = E
(
G lim
δ→0
∫
R
f (z)φδ (F − z) dz
)
= lim
δ→0
∫
R
f (z) E (Gφδ (F − z)) dz = lim
δ→0
∫
R
f (z) E
(
GΦ
′
δ (F − z)
)
dz
47
= lim
δ→0
∫
R
f (z) E (Φδ (F − z)piF (G)) dz
=
∫
R
f (z) E
(
1[0,+∞) (F − z)piF (G)
)
dz
=
∫
R
f (z) θ (z) p (z) dz = E (f (F ) θ (F )) .
5.2 Spazi Gaussiani a dimensione finita
Sia γn la misura gaussiana standard su Rn, avente densita` 1
(2pi)n/2
e−
‖x‖2
2
rispetto alla misura di Lebesgue su Rn, ed indichiamo
L2 (γn) = L
2 (Rn,B (Rn) , γn) .
Prima di tutto notiamo che i polinomi appartengono ad Lp (γn) per ogni
1 ≤ p ≤ +∞. Anzi, possiamo dire di piu`
Proposizione 5.2.1. I polinomi sono densi in Lp (γn).
Indichiamo con P lo spazio delle funzioni f ∈ C∞ tali che ogni deriva-
ta sia a crescita al piu` polinomiale e definiamo l’operatore di derivata o
gradiente D : P ⊆ L2 (Rn, γn)→ Pn ⊆ L2 (Rn,Rn, γn) come segue
Df =
(
∂f
∂x1
, . . . ,
∂f
∂xn
)
.
L’operatore aggiunto D∗ : Pn → L2 (γn), detto divergenza, e`:
D∗ (g1, . . . , gn) = −
∑
i≤n
∂gi
∂xi
+
∑
i≤n
xigi = −∇g + x · g.
Definiamo, inoltre, l’operatore di Malliavin L : P → L2 (γn) con
L = D∗D. Si verifica che
Lf (x) = −
∑
i≤n
∂2f
∂x2i
(x) +
∑
i≤n
xi
∂f
∂xi
= −∆f (x) + x · ∇f (x) .
Sia a ∈ Rn, e definiamo Daf =
∑
i≤n aiDif . Allora vale la seguente
Proposizione 5.2.2 (formula di integrazione per parti). Vale la for-
mula ∫
Rn
(Daf) gdγn =
∫
Rn
[−fDag + fgx · a] dγn.
Valgono inoltre le seguenti proprieta`:
1. D∗ (fDg) = −〈Df,Dg〉+ fLg;
2. DD∗ = D∗D + I, da intendersi nella maniera seguente: sia g =
(g1, . . . , gn), allora Di (D
∗g) = gi +D∗ (Dig) .
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5.3 Calcolo di Malliavin sullo spazio di Wiener
In questa sezione con L2 (Ω) indicheremo lo spazio L2 (Ω,F ,P) dove Ω =
C0 (0, T ) e` lo spazio di Banach delle funzioni continue a valori reali, definite
su [0, T ] e nulle in 0, e P e` la misura di Wiener.
Indichiamo inoltre con (Ft)0≤t≤T la filtrazione generata dal processo di
Wiener canonico (Wt)0≤t≤T , modificata in modo da soddisfare le condizioni
abituali.
Chiamiamo funzionale un elemento di L2 (Ω) e diamo la seguente defini-
zione
Definizione 5.3.1. Si chiamano funzioni lisce i funzionali F : Ω→ R della
forma
F = ϕ (W (h1) , . . . ,W (hn)) ,
dove h1, . . . , hn sono elementi di L
2 (0, T ), W (h) =
∫ T
0 h (s) dWs e ϕ ∈
C∞ (Rn) e` tale che tutte le sue derivate sono a crescita al piu` esponenziale.
Indichiamo con L lo spazio delle funzioni lisce.
Notiamo che, poiche´ la legge di W (h1) , . . . ,W (hn) e` gaussiana n-dimen-
sionale, le funzioni lisce appartengono a L2 (Ω). Possiamo dire di piu`: le
funzioni lisce sono dense in L2 (Ω). Infatti, ad esempio, gli esponenziali
di Wiener ε (h) = exp
(
W (h)− ‖h‖22
)
e le loro combinazioni lineari, sono
funzioni lisce e formano un insieme totale in L2 (Ω).
Definizione 5.3.2. Definiamo l’operatore derivata di Malliavin D : L ⊂
L2 (Ω)→ L2 (Ω× [0, T ]) nel modo seguente: se F = ϕ (W (h1) , . . . ,W (hn))
si pone
DtF (ω) =
n∑
i=1
∂ϕ
∂xi
(W (h1) , . . . ,W (hn)) (ω)hi (t).
Se h ∈ L2 (0, T ),
DhF =
∫ T
0
DsFh (s) ds.
Proposizione 5.3.3 (formula di integrazione per parti di Gaveaux–
Trauber). Siano F,G ∈ L e sia h ∈ L2 (0, T ). Vale la seguente formula
E (DhFG) = E (−FDhG+ FGW (h)) .
Ricordiamo che un operatore lineare A : D (A) ⊂ X → Y e` detto chiuso
se il suo grafico e` chiuso, cioe` se vale:
xn ∈ D (A) , xn → x e yn = Axn → y ⇒ x ∈ D (A) e Ax = y.
Un operatore e` chiudibile se ammette un prolungamento chiuso, e si verifica
che un operatore e` chiudibile se vale la seguente proprieta`
xn ∈ D (A) , xn → 0 e yn = Axn → y ⇒ y = 0.
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Quando A e` chiudubile, chiameremo chiusura di A la minima estensione
chiusa.
Una conseguenza della precedente proposizione e`
Corollario 5.3.4. L’operatore D : L ⊂ L2 (Ω) → L2 (Ω× [0, T ]) e` chiudi-
bile.
D’ora in poi considereremo la chiusura dell’operatore D (e continuiamo
a indicarla D) e D1,2 il suo dominio, cioe` D1,2 e` la chiusura di L rispetto alla
norma
‖F‖1,2 =
(∫
Ω
F 2dP +
∫
Ω
dP
∫
[0,T ]
(DsF )
2 ds
)1/2
.
Proposizione 5.3.5 (Regola della catena). Siano F1, . . . , Fn elementi di
D1,2 e sia ϕ ∈ C1 (Rn) con derivate prime limitate. Allora ϕ (F1, . . . , Fn) ∈
D1,2 e si ha
Dsϕ (F1, . . . , Fn) =
n∑
i=1
∂ϕ
∂xi
(F1, . . . , Fn)DsFi.
Tornando agli esponenziali di Wiener, abbiamo detto che le loro combi-
nazioni linerari (dette polinomi esponenziali) sono dense in L2 (Ω), e quindi
in D1,2.
Proposizione 5.3.6. Supponiamo che F ∈ D1,2 e che sia Ft-misurabile.
Allora DsF e` Ft-misurabile e DsF = 0 per s > t.
5.4 Divergenza o integrale di Skorohod
Nel paragrafo precedente abbiamo definito l’operatore D : D1,2 ⊆ L2 (Ω)→
L2 (Ω× [0, T ]). Poiche´ il dominio di D e` denso, si definisce l’operatore
aggiunto D∗ : D (D∗) ⊆ L2 (Ω× [0, T ])→ L2 (Ω).
Quindi Z ∈ L2 (Ω× [0, T ]) appartiene al dominio di D∗ se l’applicazione
F 7→ E
(∫ T
0 DsFZsds
)
, definita su D1,2, e` tale che si abbia∣∣∣E(∫ T0 DsFZsds)∣∣∣ ≤ C ‖F‖L2(Ω). In tal caso D∗ (Z) e` l’unico elemento di
L2 (Ω) tale che, per ogni F ∈ D1,2
〈DF,Z〉L2(Ω×[0,T ]) = E
(∫ T
0
DsFZsds
)
= E (FD∗ (Z)) = 〈F,D∗ (Z)〉L2(Ω) .
Si verifica facilmente che D∗ e` un operatore chiuso. D∗ e` chiamato
divergenza o integrale di Skorohod e si indica anche con δ.
Indichiamo con M2 l’insieme dei processi progressivamente misurabili
(Ht)0≤t≤T , tali che E
(∫ T
0 H
2
t dt
)
< +∞. Allora si ha il seguente
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Teorema 5.4.1. Sia H ∈ M2. Allora H appartiene al dominio di D∗ e si
ha D∗ (H) =
∫ T
0 HsdWs.
Il precedente teorema ci dice che sui processi progressivamente misura-
bili, la divergenza coincide con l’integrale di Ito. Per la divergenza di Z, se e`
definita, vengono usate indifferentemente le notazioni D∗ (Z), δ (Z) e anche∫ T
0 ZsδWs.
Teorema 5.4.2. Siano dati F ∈ D1,2, Z appartenente al dominio di δ e
supponiamo che si abbia
E
(
F 2
(∫ T
0
ZsδWs
)2
+
(∫ T
0
DsFZsds
)2)
< +∞.
Allora (FZs) appartiene al dominio di δ e si ha∫ T
0
(FZs) δWs = F
∫ T
0
ZsδWs −
∫ T
0
DsFZsds.
In particolare, se H e` progressivamente misurabile, la formula scritta
sopra diventa∫ T
0
(FHs) δWs = F
∫ T
0
HsdWs −
∫ T
0
DsFHsds. (5.1)
Sappiamo che un elemento F ∈ L2 (Ω) si puo` rappresentare come inte-
grale di Ito, F = E (F )+
∫ T
0 HsdWs, con un opportuno H ∈M2. La formu-
la seguente ci permette di dare una rappresentazione esplicita del processo
(Ht)0≤t≤T nel caso in cui F sia derivabile secondo Malliavin.
Teorema 5.4.3 (Formula di Clark-Ocone-Karatzas). Sia F ∈ D1,2.
Allora si ha F = E (F ) +
∫ T
0 HsdWs, dove H e` la proiezione ortogonale di
DF sul sottospazio chiuso L2 (Ω× [0, T ] ,P,P⊗ dt) = M2. In particolare,
per quasi ogni s, si ha Hs = E (DsF |Fs) q.c.
Le dimostrazioni dei risultati esposti in questo capitolo si possono trovare
in [11], [10] e [12].
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Capitolo 6
Valutazione e copertura
attraverso un metodo
MonteCarlo
6.1 Copertura di un’opzione
Il termine copertura (hedging) evoca la nozione di copertura dal rischio
di un portafoglio. Un’attivita` di copertura si propone la ricerca di strategie
atte ad eliminare o almeno a limitare la vulnerabilita` di un portafoglio a
specifiche tipologie di rischio.
Nella gestione del rischio si fa ricorso principalmente all’utilizzo di stru-
menti derivati, quali future, opzioni, swap, etc... L’utilizzo di questi stru-
menti consiste nell’aggiungere al portafoglio originario (posizione a pron-
ti), un’opportuna posizione in derivati (posizione a termine o portafo-
glio di copertura o hedge portfolio) in modo da costituire un portafoglio
complessivo (portafoglio coperto) in cui le variazioni delle due posizioni
si compensano totalmente o parzialmente. Nel primo caso si ottiene un
portafoglio privo di rischio e quindi una copertura perfetta, nel secondo
una posizione complessiva il cui grado di rischio e` inferiore a quello della
posizione originaria (copertura imperfetta).
Nella modellistica finanziaria si distinguono modelli di copertura sta-
tica, che fanno riferimento ad un mercato uniperiodale in cui le posizioni
assunte vengono mantenute fino alla fine dell’orizzonte temporale prefis-
sato, e modelli di copertura dinamica, in cui le posizioni vengono pe-
riodicamente aggiornate sulla base delle nuove informazioni sopraggiunte.
Ci concentreremo su modelli di copertura dinamica tramite opzioni.
Le strategie di copertura dinamica tramite opzioni sono fondate sulla va-
lutazione dell’impatto che la variazione dei diversi fattori di rischio comporta
sul valore del portafoglio. Ricordiamo che il valore di un’opzione dipende,
oltre che dal prezzo di esercizio, anche dal prezzo del sottostante e dalla sua
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volatilita`, dal tempo residuo alla scadenza, e dal tasso privo di rischio. Al
fine di stabilire idonee strategie di risk management di un portafoglio con-
tenente opzioni e` pertanto necessario misurare, attraverso opportuni indici,
la sensibilita` del valore delle posizioni al variare dei suddetti fattori di ris-
chio. Tali indici sono note come greche delle opzioni. L’obiettivo del risk
manager e` quello di gestire il livello di rischio controllando il valore delle
greche del portafoglio. Diamo una breve descrizione delle greche.
L’indice piu` utilizzato nei problemi di risk management e` il ∆ (Delta),
che e` definito formalmente dalla derivata parziale prima del premio del-
l’opzione rispetto al prezzo del sottostante e misura, a parita` di altre con-
dizioni, il tasso istantaneo di variazione del prezzo dell’opzione dovuta ad
una variazione infinitesima del prezzo iniziale del sottostante S0. Se indi-
chiamo con c il premio di una opzione di tipo call e con p quello di una put,
si ha
∆c =
∂c
∂S0
∆p =
∂p
∂S0
.
Quindi mediante il ∆ si puo` ottenere un’approssimazione al primo ordine
della variazione di prezzo dell’opzione al variare di S0. Per migliorare questa
approssimazione bisogna introdurre termini del secondo ordine ed e` percio`
necessario il calcolo di un indice noto come Γ (Gamma) che si ottiene
derivando il ∆ rispetto al prezzo del sottostante:
Γ =
∂∆
∂S0
.
Il θ (Theta) di un’opzione indica, a parita` di altre condizioni, il tasso
di variazione del prezzo della medesima dovuto al diminuire del tempo a
scadenza. Formalmente si calcola coma la derivata parziale prima del prezzo
dell’opzione rispetto alla vita residua
Il V (Vega) e` calcolato come la derivata parziale prima del premio del-
l’opzione rispetto` alla volatilita` del sottostante, e misura, a parita` di altre
condizioni, la sensibilita` del premio rispetto alla variabilita` del prezzo del
sottostante.
Il ρ (Rho) misura, a parita` di altre condizioni, la sensitivita` del premio di
un’opzione alla variazione del tasso privo di rischio ed e` definito formalmente
come la derivata parziale prima del premio rispetto al tasso.
Sull’utilizzo delle greche si fondano le strategie di costruzione di portafogli
coperti da variazioni dei singoli fattori di rischio. La piu` diffusa tra tali
strategie e la ∆-hedge. Essa mira, attraverso la conoscenza del ∆ delle
opzioni, alla formazione di un portafoglio immunizzato da rischio di va-
riazione di prezzo del sottostante.
Consideriamo, ad esempio, un portafoglio composto in t0 dalla posizione
long a pronti su un sottostante pari al taglio dell’opzione (che poniamo pari
ad una unita`), al quale viene aggiunta una posizione short su 1∆c opzioni
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call. Il portafoglio vale
pi0 = −c 1
∆c
+ S0
ed essendo ∂S0/∂S0 = 1, una variazione infinitesima del prezzo del sot-
tostante produce una variazione di medesimo valore e segno opposto nel va-
lore della posizione in opzioni, lasciando inalterato il valore del portafoglio
complessivo. Il portafoglio risulta ∆-neutro.
Consideriamo un altro esempio: un portafoglio ottenuto acquisendo in t0
una posizione short (long) su una opzione call, ed una posizione long (short)
su ∆c unita` di bene sottostante. Il portafoglio ha valore
pi0 = −c+ ∆cS
e risulta ∆-neutro.
In definitiva il portafoglio ottenuto tramite una ∆-hedge risulta istanta-
neamente ∆-neutro in quanto la copertura da rischio di variazione di prezzo
vale solo su un intervallo temporale molto breve entro il quale il valore di ∆
rimane costante. Di fatto il mantenimento della ∆-neutralita` del portafoglio
coperto richiede la modifica periodica della sua composizione, adeguandola
ai nuovi valori di ∆, generando una strategia di copertura dinamica auto-
finanziata di acquisto o di vendita di determinate quantita` di sottostante:
∆-hedge dinamica.
L’efficienza di una ∆-hedge puo` essere migliorata costruendo un portafo-
glio ∆-neutro che richieda il minor numero possibile di aggiornamenti. A tal
fine si cerca un portafoglio ∆-neutro la cui posizione Γ sia pari a zero: si parla
allora di portafoglio coperto Γ-neutro. Poiche´ il Γ di una posizione a pronti
vale zero, un portafoglio ∆-neutro con Γ 6= 0 puo` essere reso Γ-neutro solo
aggiungendo ad esso un numero n0 di altre opzioni sul medesimo sottostante
in modo che risulti
Γ + n0Γ0 = 0,
dove Γ0 e` il Gamma della nuova opzione che si intende aggiungere al portafo-
glio.
Per ottenere un portafoglio ∆ e Γ neutro, si puo` procedere prima alla
determinazione di una posizione in opzioni che risulti Γ-neutra e succes-
sivamente aggiungere una opportuna posizione a pronti per rispettare la
∆-neutralita`. Anche la Gamma-neutralita` di un portafoglio vale solo per
periodi di tempo infinitesimi.
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6.2 Descrizione del problema
Abbiamo visto che il valore, o prezzo, di un’opzione americana al tempo t e`
data da Φ (t, St), dove Φ (t, x) = v (t, lnx) e v (t, x) e` soluzione della seguente
∂v
∂t (t, x) + A˜
bsv (t, x) ≤ 0 q.o. in [0, T ]× R
v (t, x) ≥ ϕ (x) q.o. in [0, T ]× R
(v (t, x)− ϕ (x))
(
∂v
∂t (t, x) + A˜
bsv (t, x)
)
= 0 q.o. in [0, T ]× R
v (T, x) = ϕ (x)
(6.1)
Tradizionalmente questo tipo di disequazioni variazionali si risolvono at-
traverso metodi numerici quali il metodo agli elementi finiti. Un altro modo
per risolvere questo tipo di problemi e` dato da metodi MonteCarlo, che
nel nostro caso si basa sull’utilizzo di strumenti del calcolo di Malliavin.
Descriviamo il problema da risolvere.
Consideriamo lo spazio di probabilita` filtrato (Ω,F ,P) su cui sono defini-
ti un moto Browniano d-dimensionale (Wt)0≤t≤T e la filtrazione
Ft = σ (Ws, s ≤ t). Notiamo che con P indichiamo la probabilita` martingala
equivalente, che in precedenza abbiamo indicato con P∗.
Abbiamo visto che il prezzo di un’opzione Americana al tempo t e` dato
da
P (t, St) = sup
τ∈Tt,T
E
(
e−r(τ−t)ψ (Sτ ) |Ft
)
Il nostro obiettivo e` quello di calcolare il prezzo dell’opzione P (0, x) al tempo
0.
Sia 0 = t0 < t1 < . . . < tn = T una discretizzazione dell’intervallo tem-
porale [0, T ], con passo costante ∆t = T/n, e sia
(
S¯k∆t
)
k=0,1,...,n
un’approssi-
mazione di (St)0≤t≤T , cioe` S¯k∆t ≈ Sk∆t. Il prezzo P
(
k∆t, S¯k∆t
)
puo` essere
approssimato per mezzo della quantita` P¯k∆t
(
S¯k∆t
)
definita come segue:
Teorema 6.2.1. Dato ∆t = T/n ∈ (0, 1), definiamo P¯n∆t = ψ
(
S¯n∆t
)
e per
ogni k = n− 1, n− 2, . . . , 0,
P¯k∆t
(
S¯k∆t
)
= max
(
ψ
(
S¯k∆t
)
, e−r∆tE
(
P¯(k+1)∆t
(
S¯(k+1)∆t
) |S¯k∆t)) .
Allora P¯k∆t
(
S¯k∆t
) ≈ P (k∆t, Sk∆t).
Una formulazione rigorosa, che precisi le ipotesi di regolarita` dei coeffi-
cienti di diffusione e` data da Bally e Page´s [6].
Come conseguenza si puo` calcolare il ∆ dell’opzione americana, cioe` la
derivata del valore rispetto al prezzo iniziale del bene sottostante: ad ogni
istante t, ∆ (t, x) = ∂xP (t, x). Come prima, considerando il ∆ al tempo
t = 0, si puo` ottenere un’approssimazione ∆¯0 (x) di ∆ (0, x) nella seguente
maniera:
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Proposizione 6.2.2. Per ogni ∆t = T/n ∈ (0, 1) poniamo
Γ∆t =
{
α ∈ Rd : P¯∆t (α) < ψ (α)
}
,
con P¯∆t (α) definito come nel Teorema 6.2.1, cioe`
P¯∆t (α) = max
(
ψ (α) , e−r∆tE
(
P¯2∆t
(
S¯2∆t
) |S¯∆t = α)) .
Allora, ponendo
∆¯ (α) = ∂αψ (α)1Γ∆t + e
−r∆t∂αE
(
P¯(k+1)∆t
(
S¯(k+1)∆t
) |S¯k∆t = α)1Γc∆t
∆0 (x) = E
(
∆¯
(
S¯∆t
) |S¯0 = x) ,
si ha ∆ (0, x) ≈ ∆¯0 (x), dove ∂α denota il gradiente.
Un enunciato piu` rigoroso della precedente proposizione, con relativa
dimostrazione si puo` trovare in Bally,Page´s e Printems [7].
Tali risultati ci dicono che per calcolare numericamente il prezzo P (0, x)
ed il suo Delta ∆ (0, x), e` sufficiente approssimare una famiglia di speranze
condizionali e le loro derivate, permettendoci quindi di costruire un metodo
MonteCarlo.
Il nostro prossimo obiettivo e` quello di trovare delle formule che ci
consentano di rappresentare la speranza condizionale E (F (St) |Ss = α) e
la sua derivata ∂αE (F (St) |Ss = α) come rapporti di certe speranze non
condizionate, cioe`
E (F (St) |Ss = α) = E(F (St)pi
α
s )
E(piαs )
∂αE (F (St) |Ss = α) = E(F (St)pi
1,α
s )E(piαs )−E(F (St)piαs )E(pi1,αs )
E(piαs )
2
(6.2)
dove piαs e pi
1,α
s sono pesi che calcoleremo con gli strumenti del calcolo del
Malliavin.
Con l’utilizzo di queste speranze, che calcoleremo mediante un metodo
MonteCarlo, con il Teorema 6.2.1 e la Proposizione 6.2.2 saremo in gra-
do di calcolare numericamente il prezzo P (0, x) dell’opzione Americana ed
il suo Delta ∆ (0, x). Troveremo tali risultati prima nel caso unidimen-
sionale e successivamente li estenderemo al caso multidimensionale, usando
argomentazioni geometriche.
In questo lavoro ci concentreremo sul calcolo del prezzo e del Delta, ma
vale la pena notare che con tali tecniche e` possibile calcolare anche le altre
Greche dell’opzione.
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6.3 Formule di rappresentazione per la speranza
condizionale ed il suo gradiente: il caso unidi-
mensionale
Ricordiamo che nel modello di Black-Scholes, il prezzo del bene sottostante,
che non produce dividendi nell’intervallo temporale [0, T ], soddisfa la seguente
equazione differenziale stocastica
dSt = rStdt+ σStdWt
S0 = x
dove x ∈ R+, r ∈ R e` il tasso di interesse istantaneo, σ > 0 e` la volatilita` e
W e` un moto Browniano 1-dimensionale. Quindi
St = x exp (ht+ σWt) ,
con h = r − 12σ2.
Il nostro obiettivo e` di studiare la speranza condizionale
E (ψ (St) |Ss = α) ,
dove 0 < s < t, α ∈ R+ e ψ e` una funzione con crescita polinomiale, cioe`
appartenente all’insieme
Eb (R) = {f : R→ R: esiste C > 0 e m ∈ N tale che f (y) ≤ C (1 + |y|m)} .
Teorema 6.3.1. (i) Per ogni 0 ≤ s < t, ψ ∈ Eb e α > 0, si ha
E (ψ (St) |Ss = α) = Ts,t [ψ] (α)Ts,t [1] (α) ,
dove
Ts,t [f ] (α) = E
(
f (St)
H (Ss − α)
σs (t− s)Ss∆Ws,t
)
, (6.3)
con H (ξ) = 1{ξ≥0}, ξ ∈ R, e
∆Ws,t = (t− s) (Ws + σs)− s (Wt −Ws) .
(ii) Per ogni 0 ≤ s < t, ψ ∈ Eb e α > 0, si ha
∂αE (ψ (St) |Ss = α) = Gs,t [ψ] (α)Ts,t [1] (α)− Ts,t [ψ] (α)Gs,t [1] (α)
Ts,t [1] (α)2
,
dove Ts,t [f ] (α) e` definita come sopra, e
Gs,t [f ] (α) = −E
(
f (St)
H (Ss − α)
σs (t− s)S2s
[
(∆Ws,t)
2
σs (t− s) + ∆Ws,t −
t
σ
])
.
(6.4)
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Osserviamo che per ogni funzione f fissata, l’operatore Gs,t [f ] (α) non e`
altro che la derivata di Ts,t [f ] (α) rispetto ad α.
Prima di dimostrare il teorema abbiamo bisogno di alcuni risultati pre-
liminari
Lemma 6.3.2. Sia Xt = xe
ut+σWt, con u un drift deterministico. Suppo-
niamo f, g : R→ R, dove f ∈ Eb (R) e g ha derivata continua, e ϕ : R3 → R
con derivate prime continue. Allora per ogni 0 < s < t si ha
E
(
f (Xt) g
′ (Xs)ϕ (Xs,Ws,Wt)
)
=
E
(
f (Xt) g (Xs)
[
ϕ (Xs,Ws,Wt)
∆Ws,t
σs (t− s)Xs − ϕx (Xs,Ws,Wt)−
ϕy (Xs,Ws,Wt)
σXs
])
,
dove ∆Ws,t = (t− s) (Ws + σs)− s (Wt −Ws) .
Come conseguenza, per ogni α ∈ R fissato, valgono le seguenti formule:
(i) E (f (Xt) g
′ (Xs − α)) = E
(
f (Xt)
g(Xs−α)
σs(t−s)Xs∆Ws,t
)
;
(ii) E
(
f (Xt)
g′(Xs−α)
σs(t−s)Xs∆Ws,t
)
= E
(
f (Xt)
g(Xs−α)
σs(t−s)X2s
[
(∆Ws,t)
2
σs(t−s) + ∆Ws,t − tσ
])
.
Dimostrazione. La dimostrazione consiste nell’applicare due volte la formula
di integrazione per parti secondo Malliavin, prima sull’intervallo [0, s] e poi
su [s, t].
1)Integrazione per parti su [0, s].
Per prima cosa abbiamo che Drg (Xs) = g
′ (Xs)σXs per ogni r < s. Percio`
possiamo scrivere g′ (Xs) =
∫ s
0 Drg (Xs) / (σsXs) dr e
E
(
f (Xt) g
′ (Xs)ϕ (Xs,Ws,Wt)
)
= E
(∫ s
0
Drg (Xs)
f (Xt)
σsXs
ϕ (Xs,Ws,Wt) dr
)
= E
(
g (Xs)
∫ s
0
f (Xt)
σsXs
ϕ (Xs,Ws,Wt) dWr
)
,
dove l’ultima uguaglianza deriva dalla formula di integrazione per parti
su [0, s] e l’integrale stocastico che compare e` un integrale di Skorohod.
Ricordando che per (5.1) vale
∫ s
0 GdWr = GWs −
∫ s
0 DrGdr, si ottiene∫ s
0
f (Xt)
σsXs
ϕ (Xs,Ws,Wt) dWr
=
f (Xt)
σsXs
ϕ (Xs,Ws,Wt)Ws −
∫ s
0
Dr
(
f (Xt)
σsXs
ϕ (Xs,Ws,Wt)
)
dr
=
f (Xt)
σsXs
ϕ (Xs,Ws,Wt)Ws −
∫ s
0
Dr
(
f (Xt)
σsXs
)
ϕ (Xs,Ws,Wt) dr
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−
∫ s
0
f (Xt)
σsXs
Dr (ϕ (Xs,Ws,Wt)) dr
= f (Xt)
[
ϕ (Xs,Ws,Wt)
Ws + σs
σsXs
− 1
σXs
(ϕx (Xs,Ws,Wt)σXs + ϕy (Xs,Ws,Wt) + ϕz (Xs,Ws,Wt))
]
−f ′ (Xt)ϕ (Xs,Ws,Wt) Xt
Xs
,
quindi
E
(
f (Xt) g
′ (Xs)ϕ (Xs,Ws,Wt)
)
=
E
(
f (Xt) g (Xs)
[
ϕ (Xs,Ws,Wt)
Ws + σs
σsXs
− 1
σXs
(ϕx (Xs,Ws,Wt)σXs + ϕy (Xs,Ws,Wt) + ϕz (Xs,Ws,Wt))
])
−E
(
f ′ (Xt) g (Xs)ϕ (Xs,Ws,Wt)
Xt
Xs
)
.
Abbiamo cos`ı ottenuto un’espressione nella quale e` presente la derivata di
f . Cerchiamo di eliminarla.
2)Integrazione per parti su [s, t].
Usando argomenti simili a quelli usati in precedenza, possiamo scrivere
E
(
f ′ (Xt) g (Xs)ϕ (Xs,Ws,Wt)
Xt
Xs
)
= E
(∫ t
s
g (Xs)ϕ (Xs,Ws,Wt)
σ (t− s)Xs Dr (f (Xt)) dr
)
= E
(
f (Xt)
∫ t
s
g (Xs)ϕ (Xs,Ws,Wt)
σ (t− s)Xs dWr
)
= E
(
f (Xt)
g (Xs)
σ (t− s)Xs
∫ t
s
ϕ (Xs,Ws,Wt) dWr
)
Abbiamo portato fuori all’integrale il termine g (Xs) / (σ (t− s)Xs) perche´
e` Fs-misurabile. Usando ancora la proprieta`
∫ s
0 GdWr = GWs −
∫ s
0 DrGdr,
si ottiene
E
(
f ′ (Xt) g (Xs)ϕ (Xs,Ws,Wt)
Xt
Xs
)
= E
(
f (Xt) g (Xs)
[
ϕ (Xs,Ws,Wt)
Wt −Ws
σ (t− s)Xs −
ϕz (Xs,Ws,Wt)
σXs
])
.
Inserendo questo termine si ottiene la tesi del Lemma.
Per dimostrare (i) basta prendere ϕ ≡ 1, e per ottenere (ii) si consideri
ϕ (Xs,Ws,Wt) = ∆Ws,t.
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Possiamo ora dimostrare il teorema.
Dimostrazione Teorema 6.3.1. (i) Segue direttamente dal Teorema 5.1.2 e
dal Lemma 6.3.2 (i).
(ii) Basta provare che
∂αTs,t [f ] (α) = Gs,t [f ] (α)
= −E
(
f (St)
H (Ss − α)
σs (t− s)S2s
[
(∆Ws,t)
2
σs (t− s) + ∆Ws,t −
t
σ
])
,
per ogni f ∈ Eb (R). Sia hδ una densita` di probabilita` C∞ che converge
debolmente alla delta di Dirac con massa in 0, per δ che tende a 0. Questo
significa che la funzione di distribuzione associata Hδ converge, per δ → 0,
ad H. Poniamo
Tδs,t [f ] (α) = −E
(
f (St)
Hδ (Ss − α)
σs (t− s)Ss∆Ws,t
)
.
Per δ → 0 si ha Tδs,t [f ] (α)→ Ts,t [f ] (α) e vale anche
lim
δ→0
∂αTδs,t [f ] (α) = ∂αTs,t [f ] (α) .
Lavoriamo quindi con ∂αTδs,t [f ] (α). Si ha
∂αTδs,t [f ] (α) = −E
(
f (St)hδ (Ss − α) ∆Ws,t
σs (t− s)Ss
)
.
Usando la parte (ii) del Lemma 6.3.2, si ha
∂αTδs,t [f ] (α) = −E
(
f (St)
Hδ (Ss − α)
σs (t− s)S2s
[
(∆Ws,t)
2
σs (t− s) + ∆Ws,t −
t
σ
])
e prendendo il limite per δ → 0 si ottiene la tesi.
6.4 Formule di rappresentazione per la speranza
condizionale ed il suo gradiente: il caso multi-
dimensionale
Sia S il processo che indica i prezzi dei beni sottostanti. Esso e` soluzione
della seguente equazione differenziale stocastica:
dSt = rˆStdt+ σStdWt
S0 = x
dove:
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• x ∈ Rd+;
• rˆ ∈ Rd, con rˆi = r per ogni i = 1, . . . , d;
• σ e` una matrice d× d che supponiamo non degenere;
• W e` un moto Browniano d-dimensionale correlato.
Senza perdita di generalita`, possiamo supporre che σ e` una matrice trian-
golare inferiore, cioe` σij = 0 per i < j, e che W sia un moto browniano
standard d-dimensionale. Allora possiamo scrivere ogni componente di S
come
Sit = xi exp
hit+ i∑
j=1
σijW
i
t
 i = 1, . . . , d, (6.5)
dove
hi = ri − 1
2
i∑
j=1
σ2ij i = 1, . . . , d.
Anche ora vogliamo studiare la speranza condizionale
E (ψ (St) |Ss = α) ,
dove 0 < s < t, α ∈ Rd+ e ψ ∈ Eb
(
Rd
)
, la classe delle funzioni misurabili
con crescita polinomiale. Per raggiungere questo scopo ci basta considerare
un processo ausiliario X, con componenti indipendenti, per il quale e` piu`
semplice calcolare la formula per la speranza condizionale. In un secondo
momento, tale formula puo` essere adattata al processo originale S per mezzo
di una funzione invertibile che ci permette di ottenre S da X.
Sia lt =
(
l1t , . . . , l
d
t
)
una funzione C1 fissata e poniamo
Xit = xi exp
(
hit+ l
i
t + σiiW
i
t
)
i = 1, . . . , d (6.6)
che soddisfa l’equazione differenziale stocastica
dXt =
(
rˆ + l
′
t
)
Xtdt+ σ¯dWt
X0 = x
dove σ¯ e` la matrice diagonale con elementi σii per i = 1, . . . , d. Per pri-
ma cosa studiamo una trasformazione che ci permette di ottenere il nuovo
processo X al posto del processo originario S.
Lemma 6.4.1. Per ogni t ≥ 0 esiste una funzione Ft (·) : Rd+ → Rd+ tale
che Ft e` invertibile e
St = Ft (Xt) , Xt = F
−1
t (St) .
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Dimostrazione. Siano t, l, x fissati. Da (6.6) abbiamo
W it =
1
σii
(
ln
Xit
xi
− hit− lit
)
.
Inserendo l’espressione precedente in (6.5), si ottiene
Sit = xi exp
hit− i∑
j=1
σij
σii
(
hjt+ l
j
t
) i∏
j=1
(
Xjt
xj
)σij/σjj
.
Allora, ponendo σ˜i,j =
σij
σjj
, per i, j = 1, . . . , d e usando la notazione ln ξ =
(ln ξ1, . . . , ln ξd), per ξ = (ξ1, . . . , ξd) ∈ Rd, si ottiene che Ft =
(
F 1t , . . . , F
d
t
)
soddisfa
lnFt (y) = −σ˜lt + σ˜ ln y + (I − σ˜) (lnx+ ht)
e, ponendo σˆ = σ˜−1, la sua funzione inversa e` data da
lnF−1t (z) = lt + σ¯ ln z + (I − σ¯) (lnx+ ht) .
Riassumiamo il precedente risultato. Abbiamo posto σ˜i,j =
σij
σjj
, per
i, j = 1, . . . , d e σ¯ = σ˜−1. Notiamo che, poiche´ σ˜ e` triangolare, lo e` anche
σ¯, ed inoltre σ¯ii = 1 per ogni i = 1, . . . , d. La funzione Ft e la sua inversa
Gt = F
−1
t , tali che
St = Ft (Xt) Xt = Gt (St)
sono date da
F it (y) = e
−∑ij=1 σ˜ij ljt yi
i−1∏
j=1
(
yj
xj
e−hjt
)σ˜ij
, i = 1, . . . , d, y ∈ Rd+ (6.7)
e
Git (z) = e
litzi
i−1∏
j=1
(
zj
xj
e−hjt
)σ¯ij
, i = 1, . . . , d, z ∈ Rd+ (6.8)
Usando il processo X, e soprattutto il fatto che le sue componenti sono
indipendenti, si puo` ottenere facilmente una formula per la speranza con-
dizionale servendoci della formula analoga valida per il caso unidimensionale.
Teorema 6.4.2. (i) Sia 0 ≤ s ≤ t fissato. Per ogni funzione ψ ∈ Eb
(
Rd
)
e α ∈ Rd+, si ha
E (ψ (St) |Ss = α) = Ts,t [ψ] (α)Ts,t [1] (α) ,
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dove
Ts,t [f ] (α) = E
(
f (St)
d∏
i=1
H
(
Xis − α˜i
)
σiis (t− s)Xis
∆W is,t
)
, (6.9)
Xs = Gs (Ss) , α˜ = Gs (α) , H (ξ) = 1{ξ≥0}
e
∆W is,t = (t− s)
(
W is + σiis
)− s (W it −W is) , i = 1, . . . , d.
(ii) Sia 0 ≤ s ≤ t fissato. Per ogni funzione ψ ∈ Eb
(
Rd
)
, si ha, per
j = 1, . . . , d,
∂αjE (ψ (St) |Ss = α)
=
j∑
k=1
σˆkj
α˜k
αj
× Gs,t;k [ψ] (α)Ts,t [1] (α)− Ts,t [ψ] (α)Gs,t;k [1] (α)
Ts,t [1] (α)2
,
dove Ts,t [f ] (α) e` definito come sopra e, per k = 1, . . . , d,
Gs,t;k [f ] (α) = −E
(
f (St)
H
(
Xks − α˜k
)
σkks (t− s) (Xks )2
[ (
∆W ks,t
)2
σkks (t− s) + ∆W
k
s,t −
t
σkk
]
×
×
d∏
i=1,16=k
H
(
Xis − α˜i
)
σiis (t− s)Xis
∆W is,t
 . (6.10)
Dimostrazione. (i) Poniamo ψ˜t (y) ≡ ψ˜ (y) = ψ ◦ Ft (y), y ∈ Rd+. Poiche´
St = Ft (X) per ogni t, si ha
E (ψ (St) |Ss = α) = E
(
ψ˜ (Xt) |Xs = Gs (α)
)
.
Allora, ponendo α˜s ≡ α˜ = Gs (α), e` sufficiente provare che
E
(
ψ˜ (Xt) |Xs = α˜
)
=
T˜s,t
[
ψ˜
]
(α˜)
T˜s,t [1] (α˜)
, (6.11)
dove
T˜s,t [f ] (α˜) =
d∏
i=1
1
σiis (t− s) ·E
(
f (Xt)
d∏
i=1
H
(
Xis − α˜i
)
Xis
∆W is,t
)
.
Supponiamo che ψ˜ (y) = ψ˜1 (y1) · · · ψ˜d (yd), cioe` che ψ˜ puo` essere separa-
ta nel prodotto di d funzioni ognuna delle quali e` dipendente da una sola
variabile e appartiene a Eb (R). In tal caso si ha
E
(
ψ˜ (Xt) |Xs = α˜
)
=
d∏
i=1
E
(
ψ˜i
(
Xit
) |Xis = α˜i).
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Per ognuna delle Xit puo` essere applicato il Teorema 6.3.1. Ricordando che
X ha componenti indipendenti, per il Teorema 6.3.1 si ha
E
(
ψ˜ (Xt) |Xs = α˜
)
=
d∏
i=1
Tis,t
[
ψ˜i
]
(α˜i)
Tis,t [1] (α˜i)
,
essendo
Tis,t [g] (α˜i) =
1
σiis (t− s) ·E
(
g
(
Xit
) H (Xis − α˜i)
Xis
∆W is,t
)
.
Usando ancora l’indipendenza delle componenti di X, segue che
T˜s,t
[
ψ˜
]
(α˜) =
d∏
i=1
Tis,t
[
ψ˜i
]
(α˜i)
e
T˜s,t [1] (α˜) =
d∏
i=1
Tis,t [1] (α˜i).
Cos`ı la (6.11) vale quando ψ˜ (y) = ψ˜1 (y1) · · · ψ˜d (yd).
Nel caso generale, la tesi si ottiene usando un argomento di densita`: per
ogni ψ˜ ∈ Eb
(
Rd
)
esiste una successione di funzioni
{
ψ˜n
}
n
⊂ Eb
(
Rd
)
tale
che ψ˜n (Xt) → ψ˜ (Xt) in L2 e tale che ogni ψ˜n e` una combinazione lineare
di funzioni che separano le variabili come sopra. Allora la rappresentazione
(6.11) vale per ogni ψ˜n, e passando al limite, vale anche per ψ˜.
(ii) Notiamo che per (6.8) si ha σˆkjα˜k/αj = ∂αjG
k
s (α) = ∂αj α˜k. Allora,
considerando Ts,t [f ] (α) come una funzione di α˜, cioe`
Ts,t [f ] (α) = T˜s,t [f ] (α˜) ,
basta mostrare che
Gs,t;k [f ] (α) = ∂α˜k T˜s,t [f ] (α˜)
= ∂α˜kE
(
f˜ (Xt)
d∏
i=1
H
(
Xis − α˜i
)
σiis (t− s)Xis
∆W is,t
)
,
con f˜ (Xt) = f ◦Ft (Xt). Condizionando rispetto a tutte le coordinate di Xt
eccetto che per la k-esima, e ricordando che X ha componenti indipendenti,
si ha
T˜s,t [f ] (α˜) = E
(
E
(
f˜−k
(
Xkt
) H (Xks − α˜k)
σkks (t− s)Xks
∆W ks,t
)∣∣∣
x˜j=X
j
t ,j 6=k
×
×
d∏
i=1,i 6=k
H
(
Xis − α˜i
)
σiis (t− s)Xis
∆W is,t
 ,
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dove f˜−k
(
Xkt
)
= f˜
(
x˜1, . . . , x˜k−1, Xkt , x˜k+1, . . . , x˜d
)
. Quindi
∂α˜k T˜s,t [f ] (α˜) = E
(
∂α˜kE
(
f˜−k
(
Xkt
) H (Xks − α˜k)
σkks (t− s)Xks
∆W ks,t
)∣∣∣
x˜j=X
j
t ,j 6=k
×
×
d∏
i=1,i 6=k
H
(
Xis − α˜i
)
σiis (t− s)Xis
∆W is,t
 .
Ora, usando il risultato ottenuto nel caso unidimensionale (Teorema 6.3.1
(ii)), si ha
∂α˜kE
(
f˜−k
(
Xkt
) H (Xks − α˜k)
σkks (t− s)Xks
∆W ks,t
)
= E
(
f˜−k
(
Xkt
) H (Xks − α˜k)
σkks (t− s) (Xks )2
[
∆W ks,t
σkks (t− s) + ∆W
k
s,t −
t
σ
])
.
Rimettendo tutto insieme si ottiene la tesi del teorema.
Osservazione 6.4.3. • Se d = 1, la scelta l = 0 ci riporta al caso
unidimensionale studiato nella precedente sezione.
• Se supponiamo che i beni non siano correlati, cioe` se la matrice σ
delle volatilita` e` diagonale, allora σˆ = Idd×d. Quindi, la somma che
appare per il calcolo di ∂αjE (F (St) |Ss = α) si riduce al solo termine
con k = j, con coefficiente α˜j/αj = e
ljs che e` uguale a 1 se l = 0.
Facciamo qualche osservazione sul significato del drift lt. Un modo di
scegliere l e` al fine di avere Gs (α) = α.
Proposizione 6.4.4. α e` un punto fisso per la trsformazione Gs se e solo
se l = l∗, dove l∗ e` tale che al tempo s vale
l∗is =
i−1∑
j=1
σˆij
(
hjs− ln αj
xj
)
, i = 1, . . . , d.
In particolare, se lt = ρt allora Gs (α) = α se e solo se ρ = ρ
∗, dove
ρ∗is =
i−1∑
j=1
σˆij
(
hj − 1
s
ln
αj
xj
)
, i = 1, . . . , d.
Dimostrazione. Dall’equazione (6.8) si puo` scrivere brevemente
lnGs (z) = ls + σˆ ln z + (I − σˆ) (lnx+ hs) ,
quindi α = Gs (α) se e solo se
ls = l
∗
s = (σˆ − I)
(
hs− ln α
x
)
,
dove ln (α/x) indica il vettore con componente i-esima ln (αi/xi) .
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Osservazione 6.4.5. Notiamo che se originariamente σ e` diagonale, allora
σ˜ = I, e quindi α = Gs (α) se e solo se l
∗
s = 0. In ogno caso, α = Gs (α)
comporta sempre l∗1s = 0, perche´ σ˜11 = 1. Inoltre la scelta lt = ρ∗t ci fornisce
una semplificazione per le funzioni Ft e Gt:
F it (y) = yi
i−1∏
j=1
(
yj
xj
(
xj
αj
)t/s)σ˜ij
Git (z) = zi
i−1∏
j=1
(
zj
xj
(
xj
αj
)t/s)σˆij
.
Un’altra scelta per l potrebbe essere fatta con l’obiettivo di minimiz-
zare la varianza della variabile aleatoria la cui speranza ci da` l’operatore
Ts,t [f ] (α) o Gs,t;k [f ] (α). Sfortunatamente questa procedura ci da` una
dipendenza da l in modo tale che il rapporto tra la media e la radice quadrata
della varianza e` indipendente da l. Per maggiori dettagli vedere [17].
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Capitolo 7
Algoritmo per la valutazione
e la copertura delle opzioni
Americane
7.1 Utilizzo delle formule in pratica
L’algoritmo e` finalizzato alla valutazione numerica del prezzo P (0, x) e del
Delta ∆ (0, x) dell’opzione Americana con payoff ψ e scadenza T , sul bene
sottostante il cui prezzo S evolve seguendo il modello di Black e Scholes
(6.5).
Sia 0 = t0 < t1 < . . . < tn = T una discretizzazione dell’intervallo temporale
[0, T ], con passo costante ε = T/n. Per il Teorema 6.2.1 e la Proposizione
6.2.2, il prezzo P (0, x) e` approssimato da P¯0 (x), dove P¯kε (Skε), per k =
0, 1, . . . , n, e` definito iterativamente da:
P¯nε (Snε) = ψ (Snε) ≡ ψ (ST ) e per k = n− 1, . . . , 1, 0
P¯kε (Skε) = max
{
ψ (Skε) , e
−rεE
(
P¯(k+1)ε
(
S(k+1)ε
) |Skε)} (7.1)
e il Delta ∆ (0, x) e` approssimato come segue. Poniamo
∆¯ (Sε) =
{
∂αψ (α) |α=Sε se P¯ε (Sε) < ψ (Sε)
e−rε∂αE
(
P¯2ε (S2ε) |Sε = α
) |α=Sε se P¯ε (Sε) > ψ (Sε)
(7.2)
allora ∆¯0 (x) = E
(
∆¯ (Sε) |S0 = x
)
.
La speranza condizionale E
(
P¯(k+1)ε
(
S(k+1)ε
) |Skε) e la derivata
∂αE
(
P¯2ε (S2ε) |Sε = α
) |α=Sε saranno calcolate attraverso le formule date
nel precedente capitolo, per mezzo di speranze non condizionate che a loro
volta saranno calcolate come media di N simulazioni.
Osservazione 7.1.1. Nel contesto di un moto Browniano geometrico, il
processo S puo` essere esattamente simulato ad ogni istante tk = kε. Per-
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tanto in questo caso particolare non abbiamo bisogno di un’approssimazione
S¯kε di Skε, e quindi scriviamo direttamente Skε.
Per k = n, n− 1, . . . , 0 abbiamo bisogno di trovare
Sikε = xie
(r− 12
∑i
j=1 σ
2
ij)kε+
∑i
j=1 σijW
j
kε , i = 1, . . . , d.
Per calcolare Skε abbiamo bisogno di Wkε. Poiche´ l’algoritmo e` all’indietro,
per la simulazione consideriamo la legge del Ponte Browniano: per 0 < s < t,
la legge di Ws data Wt = y e` gaussiana con media s/ty e varianza s (t− s) /t
(Karatzas, Shreve [3]). Percio`, al tempo T = nε, simuliamo Wnε ponendo:
Wnε =
√
nεUn, con Un =
(
U1n, . . . , U
d
n
)
, U in ∼ N (0, 1), i = 1, . . . , d, indipen-
denti.
Per simulare S(n−1)ε, abbiamo bisogno di W(n−1)ε, che a sua volta puo` essere
calcolata usando la legge del Ponte Browniano: poiche´ Wnε e` noto, W(n−1)ε
puo` essere simulata usando la legge condizionale di W(n−1)ε dato il valore di
Wnε. Per quanto detto in precedenza
W(n−1)ε =
n− 1
n
Wnε +
√
n− 1
n
εUn−1
con Un−1 =
(
U1n−1, . . . , Udn−1
)
, U in−1 ∼ N (0, 1), i = 1, . . . , d, indipendenti.
Si procede similmente per la simulazione di Wkε, per k = n− 2, . . . , 1:
Wkε =
k
k + 1
W(k+1)ε +
√
k
k + 1
εUk,
con Uk =
(
U1k , . . . , U
d
k
)
, U ik ∼ N (0, 1), i = 1, . . . , d, indipendenti. Quindi i
dati di base dell’algoritmo sono
U =
U i,qk : k = 1, . . . , n︸ ︷︷ ︸
tempo
, i = 1, . . . , d︸ ︷︷ ︸
dimensione
, q = 1, . . . , N︸ ︷︷ ︸
simulazioni
 .
Possiamo riassumere l’algoritmo per il calcolo delle simulazioni nella seguente
maniera:
1. Calcolo di
(
W i,qkε
)
i=1,...,d;k=1,...,n
, q = 1, . . . , N : per ogni simulazione
fissata q = 1, . . . , N , poniamo:
k = n : W i,qnε =
√
nεU i,qn , i = 1, . . . , d
k = n− 1, . . . , 1 : W i,qkε = kk+1W i,q(k+1)ε +
√
k
k+1εU
i,q
k , i = 1, . . . , d.
2. Calcolo di
(
Si,qkε
)
i=1,...,d;k=1,...,n
, q = 1, . . . , N . Fissato q = 1, . . . , N ,
per k = n, n− 1, . . . , 1:
Si,qkε = xie
(r− 12
∑i
j=1 σ
2
ij)kε+
∑i
j=1 σijW
j,q
kε , i = 1, . . . , d
e Si,q0 = xi, i = 1, . . . , d.
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3. Calcolo di
(
∆W i,qk
)
i=1,...,d;k=1,...,n−1
, q = 1, . . . , N .
Per k = n, n− 1, . . . , 1,
∆W i,qk := ∆W
i,q
tk,tk+1
= ε
(
W i,qkε + σiikε
)
− kε
(
W i,q(k+1)ε −W i,qkε
)
,
con i = 1, . . . , d.
4. Calcolo di
(
Xi,qkε
)
i=1,...,d;k=1,...,n−1
, q = 1, . . . , N . Per k = n, . . . , 1
Xi,qkε = xie
(r− 12
∑i
j=1 σ
2
ij)kε+l
i,q
k kε+σiiW
i,q
kε , i = 1, . . . , d
e Xi,q0 = xi, i = 1, . . . , d. Ovviamente, se d > 1 abbiamo bisogno di
introdurre il drift l, che puo` variare a seconda dell’intervallo temporale
[kε, (k + 1) ε]. Quindi Xi,qkε puo` essere simulato solo dopo che e` stato
scelto l’insieme:
L =
li,qk ; k = 1, . . . , n− 1︸ ︷︷ ︸
tempo
, i = 1, . . . , d︸ ︷︷ ︸
dimensione
, q = 1, . . . , N︸ ︷︷ ︸
simulazioni
 .
Ed ora descriviamo i passi dell’algoritmo per trovare il prezzo ed il Delta:
- Passo n: simulazione di W qnε e di S
q
nε come descritto in 1 e 2. Si
calcola allora P¯tn (S
q
nε):
P¯tn (S
q
nε) = ψ (S
q
nε) q = 1, . . . , N.
- Passo n− 1: simulazione di W q(n−1)ε, Sq(n−1)ε, ∆W qn−1 e Xq(n−1)ε come
descritto in 1, 2, 3 e 4. Allora si calcola P¯(n−1)ε
(
Sq(n−1)ε
)
:
P¯(n−1)ε
(
Sq(n−1)ε
)
= max
(
ψ
(
Sq(n−1)ε
)
, e−rεE
(
P¯nε (Snε) |S(n−1)ε = Sq(n−1)ε
))
per q = 1, . . . , N , dove la speranza condizionale e` calcolatta attraverso
le formule del precedente capitolo:
E
(
P¯nε (Snε) |S(n−1)ε = Sq(n−1)ε
)
=
Tn−1
[
P¯nε
] (
Sq(n−1)ε
)
Tn−1 [1]
(
Sq(n−1)ε
)
dove, per f = P¯nε, 1,
Tn−1 [f ]
(
Sq(n−1)ε
)
= E
f (Snε) d∏
i=1
H
(
Xi(n−1)ε − α˜i
)
Xi(n−1)ε
∆W i(n−1)ε,nε
∣∣∣
α˜=Sq
(n−1)ε
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Notiamo che Tn−1 [f ]
(
Sq(n−1)ε
)
e` la media di una variabile aleatoria
per la quale si hanno N simulazioni, percio` e calcolata numericamente
attraverso la legge dei grandi numeri:
Tn−1 [f ]
(
Sq(n−1)ε
)
=
1
N
N∑
q′=1
f
(
Sq
′
nε
) d∏
i=1
H
(
Xi,q
′
(n−1)ε −Xi,q(n−1)ε
)
Xi,q
′
(n−1)ε
∆W i,q
′
n−1.
- Passo k, k = n−2, . . . , 1: come al Passo n−1, con k al posto di n−1.
Al passo 1 si deve aggiungere il seguente calcolo per il Delta:
∆¯ (Sqε ) =
{
∂αψ (α) |α=Sqε se P¯ε (Sqε ) < ψ (Sqε )
e−rε∂αE
(
P¯2ε (S2ε) |Sε = α
) |α=Sqε se P¯ε (Sqε ) > ψ (Sqε )
dove ∂αE
(
P¯2ε (S2ε) |Sε = α
) |α=Sqε e` calcolata usando le formule del
capitolo precedente, per esempio:
∂αjE (F (S2ε) |Sε = α) |α=Sqε
j∑
m=1
σˆmj
Xm,qε
Sj,qε
×Gs,t;m [F ] (S
q
ε )Ts,t [1] (Sqε )− Ts,t [F ] (Sqε )Gs,t;m [1] (Sqε )
Ts,t [1] (Sqε )2
,
con s = ε e t = 2ε e dove Ts,t e Gs,t;m sono medie pesate di variabili
aleatorie per le quali si hanno N simulazioni.
- Passo 0: calcolo del prezzo e del Delta:
P¯0 (x) = max
ψ (x) , e−r∆t 1
N
N∑
q=1
P¯ε (S
q
ε )

e
∆¯0 (x) =
1
N
N∑
q=1
∆¯ (Sqε ).
Dobbiamo puntualizzare che, nella pratica, e` meglio usare delle fun-
zioni localizzanti al fine di ridurre la varianza delle variabili aleatorie che
compaiono nella definizione dell’operatore T. Inoltre per lo stesso scopo si
utilizzano anche delle variabili di controllo che, nel caso delle opzioni Ame-
ricane, sono date dalle opzioni Europee associate e per le quali si possono
calcolare esplicitamente il prezzo ed il Delta . Ma l’algoritmo descritto in
precedenza rimane quasi lo stesso. Per maggiori dettagli vedere [17] oppure
[16].
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7.2 Esperimenti numerici
Abbiamo provato a studiare numericamente il prezzo ed il Delta attraverso
l’utilizzo dell’algoritmo descritto precedentemente. Abbiamo preso in con-
siderazione una put americana nel caso unidimensionale, con funzione payoff
Φ(x) = (K − x)+. I parametri adottati sono
- valore iniziale x = 100;
- volatilta` σ = 0.2;
- prezzo di esercizio K = 100;
- maturita` T = 1 anno;
- tasso di interesse istantaneo r = ln(1.1).
Abbiamo preso in esame Nmc = 100, 200, 300, 400, 500, 1000, 1500 numero di
iterazioni MonteCarlo e n = 10, 20 suddivisioni temporali.
In ogni esperimento abbiamo utilizzato la funzione di localizzazione data
da ψ(x) = (λ/2)e−λ|x|, con λ = 1/
√
ε e ε = T/n. I risultati ottenuti sono
riassunti nella seguente tabella
Nmc Prezzo P¯ Delta ∆¯
100 5.1792 -0.3164
200 5.0744 -0.3582
300 5.2940 -0.3694
n = 10 400 5.2100 -0.3604
500 5.0328 -0.3848
1000 5.1831 -0.3187
1500 5.2221 -0.3071
100 5.3317 -0.2710
200 5.5353 -0.3142
300 5.4194 -0.3287
n = 20 400 5.5369 -0.3433
500 5.3194 -0.3420
1000 5.3861 -0.3123
1500 5.2962 -0.3160
Abbiamo ottenuto questi risultati attraverso una function in MATLAB.
Ci siamo limitati ad un numero di iterazioni MonteCarlo non superiore ad
Nmc = 1500 a causa della non suffficiente memoria presente nel comput-
er utilizzato. I risultati ottenuti presentano una buona stabilita`, anche se
potrebbe essere migliorata utilizzando un maggior numero di iterazioni e di
suddivisioni temporali.
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