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AN ADJACENT HINDMAN THEOREM FOR UNCOUNTABLE GROUPS
LORENZO CARLUCCI AND DAVID FERNA´NDEZ-BRETO´N
Abstract. Results of Hindman, Leader and Strauss and of the second author and Rinot showed that some
natural analogs of Hindman’s theorem fail for all uncountable cardinals. Results in the positive direction
were obtained by Komja´th, the first author, and the second author and Lee, who showed that there are
arbitrarily large abelian groups satisfying some Hindman-type property. Inspired by an analog result studied
by the first author in the countable setting, in this note we prove a new variant of Hindman’s theorem for
uncountable cardinals, called Adjacent Hindman Theorem: For every κ there is a λ such that whenever
a group G of cardinality λ is coloured in κ colours there exists a λ-sized injective sequence of elements
of G such that all the finite products of adjacent terms of the sequence have the same colour. We prove
optimal bounds on λ as a function of κ. This is the first example of a Hindman-type result for uncountable
cardinals that holds also in the non-abelian setting and, furthermore, it is also the first such example where
monochromatic products (or sums) of arbitrary length are guaranteed.
1. Introduction
Hindman’s famous Finite Sums Theorem [9] states that for any finite colouring of the positive integers,
there is an infinite set H such that all non-empty finite sums of distinct elements of H are coloured the same.
Hindman’s theorem can be generalized (via the use of ultrafilters, utilizing the Galvin–Glazer argument) to
arbitrary abelian groups.
The question whether analogs of Hindman’s theorem hold for uncountable cardinals received substantial
attention in recent years ([11, 13, 10, 7, 8, 12, 2, 6])1. The variants of interest range from the full analog of
Hindman’s theorem to restrictions thereof where one varies either the number of colours or the set of finite
sums that are required to be monochromatic.
A series of negative results showed that, in some sense, Hindman’s theorem is only a countable phenome-
non. Hindman, Leader and Strauss [10] exhibited a colouring of R in 2 colours such that no continuum-sized
set has monochromatic 2-terms sums. Komja´th [11] and, independently, Soukup and Weiss [13] improved
this by ruling out solutions of uncountable cardinality. The second author [7] showed that for any uncount-
able abelian group G there exists a colouring of G in 2 colours such that no uncountable subset of G has
all its finite sums of the same colour. Further negative results on colourings of uncountable abelian groups
were proved by the second author and Rinot in a follow-up paper [8], where, e.g., the following theorem is
established: Every uncountable abelian group can be coloured with countably many colours, in such a way
that every set of finite sums generated by uncountably many elements must be panchromatic (i.e., must
contain elements of all possible colours).
On the positive side, some natural variants of Hindman’s theorem have been proved to hold for uncountable
cardinals. Komja´th [12] gave the first such example, showing that there exist arbitrarily large cardinals
satisfying some form of Hindman-type theorem. In particular: For every finite n and infinite cardinal κ
there is an abelian group G such that for every colouring of G in κ colours there are n elements so that the
same colour class contains all subsums of them. Moreover: For every cardinal κ, for every n > 1, there exists
a sufficiently large abelian group G such that for every colouring of G in κ colours there are distinct elements
{ai,α : 1 ≤ i ≤ n, α < κ} such that all sums of the form ai1,α1+ · · ·+air ,αr (i1, i2, . . . , ir different) are distinct
and in the same colour class. Note that Komja´th’s results are existential and are witnessed by the Boolean
group of suitably large size. The second author and Lee [6] generalized this result to all sufficiently large
abelian groups in the case n = 2, and showed that no such generalization is possible for n ≥ 3. The first
author [2] showed that a wide family of reasonably natural restrictions of Hindman’s theorem are satisfied
by all sufficiently large uncountable abelian groups. These variants relax the monochromaticity condition
to those sums whose length belongs to some structured set of positive integers drawn from an uncountable
1For a related but different question, going back to to Erdo˝s [4], see [3].
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solution set. A typical member of the family is the following: For any infinite cardinal κ and positive integers
c and d, there exists λ such that for any abelian group G of size λ, for every colouring of G in c colours
there is a λ-sized X ⊆ G and positive integers a, b such that all sums of n-many distinct elements of X with
n ∈ {a, a+ b, a+ 2b, . . . , a+ db} have the same colour.
In this note we introduce a new natural restriction of Hindman’s theorem for uncountable groups. The
idea comes from [1], where the following so-called Adjacent Hindman Theorem is introduced in the countable
setting: Whenever the positive integers are finitely coloured there exists an infinite set such that all sums of
adjacent elements of that set have the same colour. By sums of adjacent elements of a setX = {x0, x1, x2, . . . }
enumerated in increasing order we mean all sums of the form xi + xi+1 + · · · + xi+ℓ for i, ℓ non-negative
integers. This restriction of Hindman’s theorem is interesting from the point of view of reverse mathematics,
because it has a significantly weaker strength than the full Hindman’s theorem, and in fact it follows from
Ramsey’s theorem over the axiom system RCA0 formalizing computable mathematics (the precise strength
of Hindman’s theorem is an important and longstanding open problem in reverse mathematics, see [1] for
details). We formulate and prove a suitable analogue for uncountable groups and give optimal bounds on
the size of the monochromatic set as a function of the number of colours.
This is the first positive example of an uncountable Hindman-type theorem that guarantees monochro-
matic sums (or products) of unbounded length. Furthermore, this is also the first case of an uncountable
Hindman-type theorem that holds not just of abelian groups, but of all groups.
2. Adjacent Finite Products
We introduce the needed terminology to state our uncountable Adjacent Hindman theorem and prove a
preliminary result to rule out trivial cases. We use multiplicative notation for groups since our groups are not
necessarily abelian. We first generalize the idea of adjacent finite products from countable to uncountable.
Definition 2.1. If G is a group, µ is an ordinal, and (gα
∣∣α < µ) is a µ-sequence of elements of G, we define
its set of adjacent finite products to be
AFP(gα
∣∣α < µ) = {gαgα+1 · · · gα+n∣∣α < µ and n < ω}.
(On occasion, if the group is abelian, we may write AFS instead and use additive notation.)
The products considered are only of finitely many adjacent indices. As a result of that, if we decompose
µ = ω · ν +m by the division algorithm, it is always the case that
AFP(gα
∣∣α < µ) =

⋃
ξ<ν
AFP(gω·ξ+n
∣∣n < ω)

 ∪ AFP(gω·ν+n∣∣n < m),
and if µ is limit (i.e., m = 0 in the above decomposition) then we can ignore the last term of the above
union. Thus the set of adjacent finite products of a transfinitely long sequence of elements is simply the
union of adjacent finite products sets of many ω-sequences. (Thus we could, conceivably, take an ω-sequence
and then just “repeat it many times”, to get arbitrarily long sequences with the same AFP-sets; to avoid
these trivialities, we will focus on injective sequences.)
Definition 2.2.
(1) If G is a group, µ is an ordinal number, and κ is a cardinal number, we say that G→ (µ)AFPκ if for
every colouring c : G −→ κ, there exists an injective µ-sequence (gα
∣∣α < µ) of elements of G such
that AFP(gα
∣∣α < µ) is monochromatic for c.
(2) The statement λ→ (µ)AFPκ means that for every group G with |G| = λ, the statement G→ (µ)
AFP
κ
holds.
If we insist that the number of colours matches the size of the group, we get a false principle as soon as
we ask for a monochromatic set of non-trivial size. Indeed, if |G| = λ, then G9 (2)AFPλ : simply colour each
element of G with a different colour. On the other hand, the observation above about decomposing sets of
adjacent finite products yields the following interesting result when we have less colours.
Lemma 2.3. Let G be an infinite group with |G| = λ, and let κ < λ be any cardinal. If H → (ω)AFPκ for
every subgroup H ≤ G with |H | = λ, then G→ (λ)AFPκ .
In particular, for every infinite cardinal λ and for every cardinal κ, if λ→ (ω)AFPκ then λ→ (λ)
AFP
κ .
3Proof. Let (gα
∣∣α < λ) be a sequence of elements of G satisfying gα /∈ 〈gξ∣∣ξ < α〉 for all α, where the angle
brackets denote the subgroup generated by what they enclose (such a sequence can be obtained as in [6,
Lemma 2], which is stated for abelian groups but works in general). Now given c : G −→ κ, we recursively
define ηα, iα and (x
α
n
∣∣n < ω); α < λ, by recursion. We let η0 = 0 and ηα = supξ<α ηξ whenever α is a limit
ordinal. Now if we know ηα, we let Hα = 〈gγ
∣∣γ > ηα〉 and use the assumption that Hα → (ω)AFPκ to find iα
and (xαn
∣∣n < ω) within Hα such that AFP(xαn∣∣n < ω) is monochromatic in colour iα. Then we define ηα+1
to be any ordinal large enough that {xαn
∣∣n < ω} ⊆ 〈gγ∣∣γ < ηα+1〉; this allows the inductive construction to
continue. Now we have an iα < κ for every α < λ; using the pigeonhole principle, we can find an increasing
sequence of ordinals αξ (ξ < λ) and a fixed i < κ such that iαξ = i. Define 〈yγ
∣∣γ < λ〉 by letting yγ = xαξn if
γ = ω · ξ + n when applying the division algorithm. Since
AFP(yγ
∣∣γ < λ) = ⋃
ξ<λ
AFP(yω·ξ+n
∣∣n < ω) = ⋃
ξ<λ
AFP(x
αξ
n
∣∣n < ω),
and each set AFP(x
αξ
n
∣∣n < ω) is monochromatic in colour iαξ = i, the conclusion is that AFP(yγ∣∣γ < λ) is
monochromatic in colour i. 
By the previous lemma, all statements of the form λ→ (µ)AFSκ , with κ and λ fixed, are equivalent to the
case µ = ω, which therefore becomes the only case of interest. We next see that for every κ there is a λ large
enough that this arrow relation holds.
3. Uncountable Adjacent Hindman Theorem
We prove our Adjacent Hindman Theorem and at the same time provide an upper bound. While in the
countable case the Adjacent Hindman theorem follows from Ramsey’s theorem (see [1], Proposition 1), in
the uncountable setting the proof hinges on the Erdo˝s–Rado theorem.
Theorem 3.1. Given any cardinal κ, there is a cardinal λ such that λ→ (λ)AFPκ . In fact, it suffices to take
λ = max{ω, (2κ)+}.
Proof. If κ is finite, we just need to invoke the usual Hindman’s theorem (or the adjacent finite sums version
from [1]), so suppose that κ is infinite and take λ = (2κ)+. Let G be a group of cardinality λ, and let
c : G −→ κ be any colouring. Let (gα
∣∣α < λ) be sequence of elements of G satisfying gα /∈ 〈gξ∣∣ξ < α〉 for
α < λ (cf. the proof of Lemma 2.3), and define a colouring d : [λ]2 −→ κ by d({α, β}) = c(g−1α gβ) whenever
α < β < λ. By the Erdo˝s–Rado theorem, there exists an increasing ω-sequence (αn
∣∣n < ω) (in fact, we
could even take a κ+-sequence, but there is no need by Lemma 2.3) and a colour i such that [{αn
∣∣n < ω}]2
is monochromatic in colour i. Define the sequence (xn
∣∣n < ω) of elements of G by letting xn = g−1αngαn+1 .
Notice that, for every n,m < ω we have that
c(xnxn+1 · · ·xn+m) = c
(
(g−1αn gαn+1)(g
−1
αn+1
gαn+2) · · · (g
−1
αn+m
gαn+m+1)
)
= c(g−1αn gαn+m+1)
= d({αn, αn+m+1})
= i,
which shows that AFP(xn
∣∣n < ω) is monochromatic in colour i, and so we have proved that λ → (ω)AFPκ .
The theorem now follows from Lemma 2.3. 
We next show that the upper bound above is optimal.
Theorem 3.2. For an infinite cardinal κ, we have 2κ 9 (ω)AFPκ . In fact we have: If G is an arbitrary
abelian group with |G| = 2κ, then there is a colouring c : G −→ κ such that for every nonzero x, y ∈ G,
c(x) = c(y) implies c(x) 6= c(x + y).
Proof. If G is an arbitrary abelian group of size 2κ, then it is well-known (see e.g. [5, p. 123]) that G can be
thought of as a subgroup of
⊕
f∈2κ Gf , where each Gf is equal to either Q or to the Pru¨fer group Z[p
∞], with
p a prime number. So assume without loss of generality that G =
⊕
f∈2κ Gf . Given an x ∈ G, we consider
its support supp(x) = {f ∈ 2κ
∣∣x(f) 6= 0}; given f, g ∈ 2κ we denote by ∆(f, g) = min{α < κ∣∣f(α) 6= g(α)}
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(with the convention that ∆(f, f) = κ), and recall also that 2κ comes with a natural linear order, the
lexicographic f < g iff f(∆(f, g)) < g(∆(f, g)). This allows us to define the colouring
c(x) =
{
x(f) if supp(x) = {f},
[∆(fi, fj)]i,j≤n if supp(x) = {f1, . . . , fn} with n ≥ 2 and f1 < · · · < fn.
Note that the codomain of c is a set of size κ. Suppose for contradiction that there are nonzero x, y ∈ G
such that c(x) = c(y) = c(x + y), and assume that we have taken such x and y with | supp(x)| as small as
possible. If supp(x) = {f} then we must have supp(y) = {f} (otherwise supp(x) and supp(y) are disjoint
and hence c(x) 6= c(x+y)) and so, letting c(x) = x(f) = t = y(f) = c(y), we see that c(x+y) = (x+y)(f) =
2t 6= t = c(x), a contradiction. Thus we may assume supp(x) = {f1, . . . , fn}, supp(y) = {g1, . . . , gn}, and
supp(x+ y) = {h1, . . . , hn}, for some n ≥ 2.
Let α be the least ordinal that occurs as an entry of the matrix [∆(fi, fj)]i,j≤n = [∆(gi, gj)]i,j≤n =
[∆(hi, hj)]i,j≤n; so there must be a single f ∈ 2
α with fi ↾ α = f for all i, and it must also be the case that
gi ↾ α = f for all i (else we would have supp(x) ∩ supp(y) = ∅ and so c(x) 6= c(x + y)) and consequently
also hi ↾ α = f for all i. Note that f1(α) = 0 and fn(α) = 1, so let l ≤ n be least such that fl(α) = 1.
Then ∆(f1, fi) = α if and only if i ≥ l; since c(x) = c(y) = c(x+ y) we may conclude that l is also the least
number such that gl(α) = 1 and it is also the least number such that hl(α) = 1. The conclusion is that,
if we define x′ so that it agrees with x on {f1, . . . , fl−1} and is zero everywhere else, and analogously, we
define y′ so that it agrees with y on {g1, . . . , gl−1} and is zero everywhere else, then x
′ + y′ will agree with
x + y on {h1, . . . , hl−1} and be zero everywhere else; consequently, we will have c(x
′) = c(y′) = c(x′ + y′),
contradicting the minimality of | supp(x)|.

The proof of the previous theorem generalizes [6, Theorem 10] from the Boolean group to all abelian
groups.
Interestingly, we are also able to witness the optimality of the above lower bound by a non-abelian group.
Theorem 3.3. There exists a non-abelian group G with |G| = 2κ and a colouring c : G −→ κ such that for
all non-identity elements x, y ∈ G, if c(x) = c(y) then c(x) 6= c(xy).
Proof. The relevant group will be G = Sκ, the group of all permutations on the cardinal κ. Given a
permutation σ ∈ Sκ we let ασ be the least ordinal moved by σ, and we define c(σ) = (ασ, σ(ασ)) (notice
that the codomain of this c is κ × κ, which has cardinality κ). Note that each permutation σ must move
the ordinal σ(ασ). Thus, if we have non-identity elements σ, π ∈ Sκ with c(σ) = c(π) = (α, β), then
c(σπ) = (α, σ(π(α))) = (α, σ(β)) 6= (α, β). 
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