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Abstract
Results of factorization type are proved that characterize pairs of functions whose Pick
matrices have not more than a prescribed number of negative eigenvalues. These results are
in turn used to describe functions having Carathéodory matrices with bounded number of
negative eigenvalues.
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1. Introduction and main result
A function (all functions are assumed complex valued if not explicitly stated
to the contrary) S is called a Schur function if S is defined on the open unit disk
D, is analytic, and satisfies |S(z)|  1 for every z ∈ D. Schur functions and their
generalizations have been extensively studied in the literature. They admit various
useful characterizations; one such well-known characterization is the following: A
function S defined on D is a Schur function if and only if the kernel KS(z,w) =
(1 − S(z)S(w)∗)(1 − zw∗)−1 is positive on D.
A function of two variables k(z,w), z, w ∈  ⊆ D, is called a kernel if k(z,w) =
k(w, z) for all z,w ∈ . Fix a nonnegative integer κ . A kernel k(z,w) is said to have
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κ negative squares on  ⊆ D, and shall write sq−k(z,w) = κ , if the Hermitian ma-
trix [k(zi, zj )]ri,j=1 has at most κ negative eigenvalues (counted with multiplicities)
for every choice of an integer r and of r points z1, . . . , zr ∈  and has exactly κ
negative eigenvalues for at least one such choice. The kernel k(z,w) is said to be
positive on  if sq−k(z,w) = 0.
In [8] we studied the class Sκ consisting of all functions f defined on D \ ,
where  = (f ) is a discrete set (i.e.,  is at most countable with accumulation
points, if any, on the boundary of D), and such that the kernel
Kf (z,w) = 1 − f (z)f (w)
∗
1 − zw∗ (1.1)
has κ negative squares on D \ . A function f ∈Sκ appears also as a contractive
κ-pseudomultiplier of the Hardy space H2 restricted to the domain of definition of
f . The pseudomultipliers, in particular, have been introduced and studied in [1].
Important examples of functions in the class Sκ are given by standard functions, a
concept introduced in [8]. They coincide with the class of pseudomultipliers of the
whole H2 (see [8] for a more detailed discussion).
We use Z(f ) to denote the zero set of the function f : Z(f ) = {z ∈ Dom (f ):
f (z) = 0}, where Dom (f ) stands for the domain of definition of f .
Definition 1.1. A function f is said to be a standard function if it admits the repre-
sentation
f (z) =

S(z)
B(z)
if z ∈W ∪Z,
γj if z = zj ∈Z,
(1.2)
for some complex numbers γ1, . . . , γ, where:
(1) Z = {z1, . . . , z} andW = {w1, . . . , wp} are finite disjoint sets of distinct points
in D;
(2) B(z) is a Blaschke product of degree q  0 and S(z) is a Schur function such
that
W ⊆ Z(B) ⊆W ∪Z and Z(B) ∩ Z(S) = ∅;
(3) if zj ∈Z \ Z(B), then S(zj )B(zj ) /= γj .
For the standard function f of the form (1.2), Dom (f ) = D \W. In reference to
the properties (1)–(3) in Definition 1.1 we will say that f (z) has q poles (the zeros
of B(z)), where each pole is counted according to its multiplicity as a zero of B(z),
and  jumps z1, . . . , z. Note that the poles and jumps need not be disjoint.
As it turns out (see [8] for proofs), the function f defined in Definition 1.1 belongs
to the class Sq+, and every function f in the class Sκ admits a unique extension
to a standard function f˜ ∈Sκ such that f˜ has  jumps and κ −  poles, for some
, 0    κ , and the jumps of f˜ are contained in Dom (f ). This extension result
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in a more general setting of pseudomultipliers of reproducing kernel Hilbert spaces
was proved in [1]. Here and elsewhere, we say that a function g is an extension of
a function h if Dom (g) ⊇ Dom (h) and g(z) = h(z) for every z ∈ Dom (h). Note
also that a function f ∈Sκ is maximal with respect to the extension relation in the
class Sκ if and only if f is standard. In the terminology of [1], this means that a
standard function is a pseudomultiplier of the whole of H2. However, we do not use
interpretation of Sκ functions as pseudomultipliers in this paper.
We study projective analogs of classes Sκ and their characterizations. These an-
alogs are defined in terms of the kernel
Kh,g(z, w) = h(z)h(w)
∗ − g(z)g(w)∗
1 − zw∗ (1.3)
for a given ordered pair of functions (h, g). Kernel (1.3) is a natural generalization
of kernel (1.1), and has been studied extensively in recent years (see [2;3, Sections
2.5,3.5;13, Section 2]). Clearly, if f is a function which is defined on the common
domain of definition of h and g and is nowhere zero, then Kh,g and Khf,gf have
the same number of negative squares. Thus, in the context of this paper, the pair of
functions (h, g) can be considered in the projective sense, i.e., up to multiplication
by a function which does not take the zero value.
In this paper we prove results of factorization type that characterize those pairs
(h, g) for which the kernel (1.3) has a prescribed number of negative squares. We do
not assume in advance that the functions h and g have any regularity properties, such
as meromorphic, measurable, etc. This leads to consideration of nonmeromorphic
functions with discontinuities, more specifically, functions in classes Sκ .
The following theorem is one of the main results of the paper. We denote by b(z)
the Blaschke product of degree m having (simple) zeros at an m-element set  ⊂ D,
and normalized so that b(1) = 1. If  = ∅, we let b∅(z) ≡ 1.
Theorem 1.2. Let h and g be two functions defined on a set  ⊆ D, and assume
that the kernel (1.3) has κ negative squares on . Assume in addition that the set
 \ Z(h) is open. Then:
1. The set  := Z(h) \ Z(g) = {z ∈  : g(z) /= h(z) = 0} is finite and consists of
m points, 0  m  κ.
2. There exists a standard function f ∈Sκ−m such that  \ Z(h) ⊆ Dom (f ), sat-
isfying the equality
b(z)g(z) = f (z)h(z) (z ∈  ∩ Dom(f )). (1.4)
Conversely, if the set  := Z(h) \ Z(g) consists of m points, and equality (1.4)
holds for some function f ∈Sκ−m such that  \ Z(h) ⊆ Dom (f ), then the kernel
(1.3) has κ negative squares on .
Theorem 1.2 is known if both h and g are assumed meromorphic, with some
additional properties (see [3, Theorem 2.5.14]).
To put Theorem 1.2 in perspective, consider the particular case when κ = 0.
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Theorem 1.3. Let h and g be two functions defined on a nonempty set  ⊆ D. Then
the kernel (1.3) is positive if and only if Z(h) ⊆ Z(g) and
g(z) = f (z)h(z), z ∈ ,
for some Schur function f.
Theorem 1.3, under the additional hypothesis that the set  \ Z(h) is open, fol-
lows immediately from Theorem 1.2. As we shall see in the next section, where a
generalization for operator valued functions is presented, Theorem 1.3 holds true
also without the additional hypothesis. In Section 2 we also provide a proof of a
far reaching generalization of Leech’s theorem (Theorem 2.2). This theorem plays a
pivotal role in the proofs of our main results.
In Section 4 we state and prove results in the spirit of Theorem 1.2 with relaxed
hypotheses concerning the kernel (1.3) having κ negative squares, namely, matrices[
h(zi)h(zj )
∗ − g(zi)g(zj )∗
1 − ziz∗j
]n
i,j=1
of certain finite size only are required to have no more than κ negative eigenvalues.
On the other hand, the requirements on the set are much more severe. Hindmarsh’s
theorem (see [9,10]) is a prototype of these results. In Section 6 we comment on
analogous results for pairs of functions with respect to the open upper half plane
rather than the unit disk.
We apply Theorem 1.2 in Section 5 to describe, for a fixed nonnegative integer
κ , functions c(z) defined on D (with possible exception of a discrete set) having the
property that the matrices[
c(zi)+ c(zj )∗
1 − ziz∗j
]n
i,j=1
, zj ∈ Dom (c)
have at most κ negative eigenvalues (counted with multiplicities), and at least one
such matrix has exactly κ negative eigenvalues.
The number of negative eigenvalues (counted with multiplicities) of a Hermitian
matrix P will be denoted by sq−P . The superscript ∗ stands for the conjugate of a
complex number, the conjugate transpose of a matrix, or the adjoint of a Hilbert space
operator. We denote by diag (X1, . . . , Xk) the block diagonal matrix with diagonal
blocks X1, . . . , Xk (in that order).
2. Factorization results for Schur functions
The starting point of this section is the following result due to Leech (see, e.g.,
[13, p. 107]).
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Theorem 2.1. Let h and g be analytic functions defined on D. Then the kernel
Kh,g(z, w) is positive on D if and only if g = Sh for some Schur function S.
We call Theorem 2.1 a factorization result because of the formula g = Sh which
can be thought as a factorization of a given pair (h, g) through a Schur function S.
This result (in a more general context of operator valued functions) was proved in
[13] by an elegant application of the commutant lifting theorem. Using this approach,
the analyticity hypothesis about h and g is essential. Nevertheless, this hypothesis
can be dropped; such more general version of Theorem 2.1 was proved by Yuditskii
(private communication) (see also [11, Theorem 3.4.7;12]). Since a complete proof
of the extended result did not appear in the literature yet, we use this opportunity to
present the proof. Also, since the proof applies with little additional complexity for
operator valued functions as well, we formulate the result and give the proof in the
context of operator valued functions. In the next theorem and elsewhere, we denote
by 〈·, ·〉G the inner product in a Hilbert space G.
Theorem 2.2. Let E,F,H be Hilbert spaces, let  be a nonempty subset of the
unit disk D, and let g and h be operator valued functions on :
g : →L(E,G), h : →L(F,G),
where L(E,G) (resp., L(F,G)) stands for the Banach space of linear bounded
operators from E to G (resp., from F to G). Assume that the kernel Kh,g given in
(1.3) is positive on , i.e.,
n∑
i,j=1
〈
h(zi)h(zj )
∗ − g(zi)g(zj )∗
1 − ziz∗j
yj , yi
〉
G
 0, (2.1)
for every positive integer n, every selection of points z1, . . . , zn ∈ , and every n-
tuple of vectors y1, . . . , yn ∈ G. Then there exists a Schur class L(E,F)-valued
function S(z), such that
g(z) = h(z)S(z) (z ∈ ). (2.2)
Conversely, if (2.2) holds true for some Schur function S(z), then the kernel Kh,g is
positive on .
Recall that an operator valued function S(z) defined on D is in the Schur class
if S(z) is analytic and ‖S(z)‖  1 for every z ∈ D. Since the converse statement of
Theorem 2.2 is clear, we focus on the proof of the direct statement.
Proof. Let B be a maximal by inclusion linearly independent subset of G. We con-
sider the complex linear spaceX spanned by formal symbols Gz,y , where z ∈ , y ∈
B. For y ∈ G, write a unique (finite) linear combination
y =
m∑
j=1
cj bj (cj ∈ C, bj ∈ B),
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and define
Gz,y =
m∑
j=1
cjGz,bj ∈ X.
Next, define a sesquilinear form K(·, ·) on X by
K(Gµ,y′ ,Gz,y) =
〈
h(z)h(µ)∗ − g(z)g(µ)∗
1 − zµ∗ y
′, y
〉
G
(z, µ ∈ ; y, y′ ∈ G), (2.3)
extended by sesquilinearity to all of X. The condition (2.1) guarantees that K(x,
x)  0 for every x ∈ X. Further, define linear mappings T : X→ X, andM1 : X→
E, and M2 : X→F by the rules
TGz,y = z∗Gz,y, M1Gz,y = g(z)∗y, (2.4)
M2Gz,y = h(z)∗y (z ∈ , y ∈ G),
again extended by linearity to the whole of X. The following equality is easily
verified:
K(T x, T x)−K(x, x) = ‖M1x‖2E − ‖M2x‖2F (x ∈ X). (2.5)
We define the Hilbert space H0 by taking the quotient
X/{x ∈ X :K(x, y) = 0 for every y ∈ X}
and completing the quotient linear space with the sesquilinear form induced by
K(·, ·) to a Hilbert spaceH0. Define the equivalence relation onX : x ∼ y if and only
ifK(x, z) =K(y, z) for all z ∈ X. Thus,H0 contains equivalence classes [x], x ∈
X, with the norm [x]2H0 =K(x, x). Then the equality (2.5) can be written as
‖[T x]‖2H0 + ‖M2x‖2F = ‖[x]‖2H0 + ‖M1x‖2E,
and implies that the linear map V defined by
V
([ [x]
M1x
])
=
[[T x]
M2x
]
(2.6)
is correctly defined and acts as an isometry from
D :=
{[ [x]
M1x
]
: x ∈ X
}
⊆
[
H0
E
]
onto
R :=
{[[T x]
M2x
]
: x ∈ X
}
⊆
[
H0
F
]
.
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We extend V by continuity to the isometric map (which again will be denoted by
V ) fromD ontoR. Then there exist a Hilbert spaceH ⊇H0, and a unitary operator
U =
[
A B
C D
]
:
[
H
E
]
−→
[
H
F
]
, (2.7)
such that
Ux = V x for every x ∈ D. (2.8)
Let S(z) be the characteristic function of U :
S(z) = D + zC(I − zA)−1B. (2.9)
Since U is unitary, it can be easily shown that
IF − S(z)S(z)∗ = (1 − |z|2)C(I − zA)−1(I − zA∗)−1C∗,
consequently, S(z) is a Schur class operator function.
The last step of the proof is checking that S(z) satisfies (2.2). We will use the
method of [6] to do that. Fix z ∈ , y ∈ G, and consider Gz,y ∈ X defined as in
(2.3). Then the vector[
Gz,y
M1Gz,y
]
=
[
Gz,y
g(z)∗y
]
belongs to D, and by (2.6) and (2.4),
V
[
Gz,y
g(z)∗y
]
=
[
z∗Gz,y
h(z)∗y
]
.
Since U extends V , the last equality implies that
U
[
Gz,y
g(z)∗y
]
=
[
z∗Gz,y
h(z)∗y
]
, or
[
Gz,y
g(z)∗y
]
= U∗
[
z∗Gz,y
h(z)∗y
]
.
The latter equality reads in terms of (2.7) as[
Gz,y
g(z)∗y
]
=
[
A∗ C∗
B∗ D∗
] [
z∗Gz,y
h(z)∗y
]
. (2.10)
Equality (2.10) can be in turn rewritten as
Gz,y = z∗A∗Gz,y + C∗h(z)∗y and g(z)∗y = D∗y + z∗B∗Gz,y. (2.11)
Then
Gz,y = (I − z∗A∗)−1C∗h(z)∗y,
which, being substituted into the second equality in (2.11), gives
g(z)∗y = (D∗ + z∗B∗(I − z∗A∗)−1C∗)h(z)∗y.
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Then by (2.9),
g(z)∗y = S(z)∗h(z)∗y, y ∈ G, or g(z) = h(z)S(z) (z ∈ ),
as required. 
3. Proof of Theorem 1.2
In this section we give the proof of Theorem 1.2. We start with some preliminar-
ies. The first result is standard and well-known.
Lemma 3.1. Let λ1, . . . , λm be distinct points in D, let E be a row vector in C1×m
with nonzero entries and let K be the unique solution of the Stein equation
K − A∗KA = E∗E, where A = diag (λ∗1, . . . , λ∗m). (3.1)
Then the Blaschke product b(z) of degree m with simple zeros at λ1, . . . , λm and
normalized so that b(1) = 1, is given by
b(z) = 1 + (z− 1)E(I − zA)−1K−1(I − A∗)−1E∗, (3.2)
and the following formula holds:
1 − b(z)b(w)∗ = (1 − zw∗)E(I − zA)−1
×K−1(I − w∗A∗)−1E∗ (z, w ∈ D). (3.3)
The next theorem is a weaker version of Theorem 1.2, since it contains an addi-
tional assumption (3.4) about h and g. We shall show later on that this condition can
be dropped.
Theorem 3.2. Let h and g be two functions defined on a nonempty set  ⊆ D,
subject to
Z(h) ⊆ Z(g), (3.4)
and such that the kernel Kh,g given in (1.3) has κ negative squares on . Assume in
addition that  \ Z(h) is an open set. Then there exists a standard function f ∈Sκ
such that  \ Z(h) ⊆ Dom (f ) and
g(z) = f (z)h(z) for every z ∈  ∩ Dom (f ). (3.5)
Proof. Without loss of generality we may assume that Z(h) = ∅ (otherwise, con-
sider h and g as defined on the set  \ Z(h)). In the sequel, it will be convenient to
use the following notation for the Pick matrices:
Pn(h, g; z1, . . . , zn) :=
[
h(zi)h(zj )
∗ − g(zi)g(zj )∗
1 − ziz∗j
]n
i,j=1
. (3.6)
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Pick an n-tuple Z = {z1, . . . , zn} of n points in  such that the matrix
P := Pn(h, g; z1, . . . , zn) (3.7)
has κ negative eigenvalues. We may assume that the points z1, . . . , zn are distinct and
that the matrix (3.7) is invertible. Otherwise, we consider an invertible m×m prin-
cipal submatrix of P instead of P , where m = rankP ; existence of such a submatrix
is guaranteed for a Hermitian matrix P .
The matrix P obviously satisfies the Stein equation
P − T PT ∗ = FJF ∗, (3.8)
where
T = diag (z1, . . . , zn), J =
[
1 0
0 −1
]
, F =
h(z1) g(z1)... ...
h(zn) g(zn)
 . (3.9)
Let  be the function defined via
(z) = I2 − (1 − z)F ∗(In − zT ∗)−1P−1(In − T )−1FJ. (3.10)
It follows from (3.8) by a straightforward standard calculation (see, e.g., [5, Sec-
tion 7.1]) that
J −(z)J(w)∗ = (1 − zw∗)F ∗(In − zT ∗)−1P−1(In − w∗T )−1F. (3.11)
Note that in view of (3.11)(z) is a rational function taking J–unitary values on
the unit circle T:(z)J(z)∗ = J for z ∈ T. Therefore, by the symmetry principle,
(z)−1 = J
(
1
z∗
)∗
J = I2 + (1 − z)F ∗(In − T ∗)−1P−1(zIn − T )−1FJ,
which implies, in particular, that(z) is invertible at each point z ∈Z. Define a pair
of functions (˜h, g˜) by
[˜h(z) −˜g(z)] = [h(z) −g(z)](z) (z ∈ ). (3.12)
Choose an arbitrary r-tuple of points ζ1, . . . , ζr ∈ . Since the kernel Kh,g has κ
negative squares on , we have
sq−Pn+r (h, g; z1, . . . , zn, ζ1, . . . , ζr ) = κ (3.13)
The matrix in (3.13) can be written in the block form as
Pn+r (h, g; z1, . . . , zn, ζ1, . . . , ζr ) =
[
P ∗
 Pr(h, g; ζ1, . . . , ζr )
]
, (3.14)
where
 =
1...
r

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and
i =
[
h(ζi)h(z1)∗ − g(ζi)g(z1)∗
1 − ζiz∗1
. . .
h(ζi)h(zn)
∗ − g(ζi)g(zn)∗
1 − ζiz∗n
]
(i = 1, . . . , r).
The latter formula for i can be written in terms of (3.9) as
i = [h(ζi) −g(ζi)]F ∗(In − ζiT ∗)−1 (i = 1, . . . , r). (3.15)
At this point we employ a Schur complement argument analogous to that used in
the proof of [8, Theorem 1.7]. Since
sq−P = sq−Pn+r (h, g; z1, . . . , zn, ζ1, . . . , ζr ) = κ,
it follows from (3.14) that Pr(h, g; ζ1, . . . , ζr )−P−1∗  0, or more explicitly,[
h(ζi)h(ζj )
∗ − g(ζi)g(ζj )∗
1 − ζiζ ∗j
−iP−1∗j
]r
i,j=1
 0. (3.16)
By (3.15) and (3.11),
h(ζi)h(ζj )
∗ − g(ζi)g(ζj )∗
1 − ζiζ ∗j
−iP−1∗j
= [h(ζi) −g(ζi)] { J1 − ζiζ ∗j − F ∗(In − ζiT ∗)−1P−1(In − ζ ∗j T )−1F
}
×
[
h(ζj )
∗
−g(ζj )∗
]
= [h(ζi) −g(ζi)] (ζi)J(ζj )∗1 − ζiζ ∗j
[
h(ζj )
∗
−g(ζj )∗
]
, (3.17)
which allows us to rewrite (3.16) as[[
h(ζi) −g(ζi)
] (ζi)J(ζj )∗
1 − ζiζ ∗j
[
h(ζj )
∗
−g(ζj )∗
]]r
i,j=1
 0.
Rewriting the last inequality in terms of h˜ and g˜ defined in (3.12), as[[˜
h(ζi) −g˜(ζi)
] J
1 − ζiζ ∗j
[
h˜(ζj )
∗
−g˜(ζj )∗
]]r
i,j=1
=
[
h˜(ζi )˜h(ζj )
∗ − g˜(ζi)g˜(ζj )∗
1 − ζiζ ∗j
]r
i,j=1
 0,
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we conclude, on account of arbitrariness of the points ζ1, . . . , ζr , that the kernel
Kh˜,˜g(z, w) =
h˜(z)˜h(w)∗ − g˜(z)g˜(w)∗
1 − zw∗
is positive on . Then, by Theorem 2.2, there exists a Schur function σ(z), such that
g˜(z) = σ(z)˜h(z) (z ∈ ).
Therefore, for every z ∈ ,
[h(z) −g(z)](z)
[
σ(z)
1
]
= [˜h(z) −g˜(z)]
[
σ(z)
1
]
= σ(z)˜h(z)− g˜(z) = 0,
which is equivalent, on account of the decomposition
 =
[
θ11 θ12
θ21 θ22
]
, (3.18)
to
h(z) (θ11(z)σ (z)+ θ12(z)) = g(z) (θ21(z)σ (z)+ θ22(z)) (z ∈ ). (3.19)
Note that equality θ21(ζ )σ (ζ )+ θ22(ζ ) = 0 for ζ ∈  implies, in view of (3.19)
and of h(ζ ) /= 0, that
θ11(ζ )σ (ζ )+ θ12(ζ ) = θ21(ζ )σ (ζ )+ θ22(ζ ) = 0,
which in turn implies det(ζ ) = 0. However, the latter equality is possible only if
ζ ∈Z. Thus,
θ21(ζ )σ (ζ )+ θ22(ζ ) = 0, ζ ∈  ⇒ ζ ∈Z. (3.20)
Since Z /= , the meromorphic function θ21(ζ )σ (ζ )+ θ22(ζ ) is not identically
zero, and hence Z(θ21σ + θ22) is a discrete set.
Define the function
f (z) =

θ11(z)σ (z)+ θ12(z)
θ21(z)σ (z)+ θ22(z) for z ∈ D \ (Z ∪ Z(θ21σ + θ22)) ,
g(zi)
h(zi)
for zi ∈Z,
and notice that
Dom (f ) =Z ∪ (D \ Z(θ21σ + θ22)) ⊇ ,
where the containment follows from (3.20). It follows from (3.19) that (3.5) holds.
Now we verify that f ∈Sκ . Note that f (z) = f˜ (z) for z ∈ D \ (Z ∪ Z(θ21σ +
θ22)), where f˜ is the meromorphic function
f˜ = θ11(z)σ (z)+ θ12(z)
θ21(z)σ (z)+ θ22(z) .
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Letting
d(z) = θ21(z)σ (z)+ θ22(z)
det(z)
,
we have
d(ζ )
[
1 −f˜ (ζ )](ζ ) = [1 −σ(ζ )] , ζ ∈ D \ {Z ∪ Z(θ21σ + θ22)}.
Together with (3.11), this implies for z,w ∈ D \ {Z ∪ Z(θ21σ + θ22)}:
d(z)(1 − f˜ (z)f˜ (w)∗) d(w)∗
= d(z) [1 −f˜ (z)] J [ 1−f˜ (w)∗
]
d(w)∗
= [1 −σ(z)](z)−1J ((w)∗)−1 [ 1−σ(w)∗
]
= [1 −σ(z)] J [ 1−σ(w)∗
]
+ [1 −σ(z)] ((z)−1J ((w)∗)−1 − J ) [ 1−σ(w)∗
]
= 1 − σ(z)σ (w)∗ + (1 − zw∗) [1 −σ(z)]
×F ∗(In − zT ∗)−1P−1(In − w∗T )−1F
[
1
−σ(w)∗
]
.
Dividing by (1 − zw∗) we get
d(z)Kf˜ (z, w)d(w)
∗ =Kσ (z,w)+
[
1 −σ(z)]
×F ∗(In − zT ∗)−1P−1(In − w∗T )−1F
[
1
−σ(w)∗
]
.
Since σ is a Schur function, the kernel Kσ (z,w) is positive, and since sq−P = κ ,
the kernel F ∗(In − zT ∗)−1P−1(In − w∗T )−1F has κ negative squares (see [4;5,
Section 7.2]). It follows that the kernel Kf˜ (z,w) has at most κ negative squares
on the set D \ {Z ∪ Z(θ21σ + θ22)}. Therefore, Kf (z,w) has at most κ negative
squares on the set D \ {Z ∪ Z(θ21σ + θ22)}. Thus,
sq−Pr(1, f ; ζ1, . . . , ζr )  κ, for ζ1, . . . , ζr ∈ D \ {Z ∪ Z(θ21σ + θ22)}.
Using the interlacing properties of eigenvalues of Hermitian matrices and Weyl
inequalities for eigenvalues of the sum of two Hermitian matrices (see, e.g., [7,
Section 7]), it is easy to see that
sq−Pr+n(1, f ; z1, . . . , zn, ζ1, . . . , ζr )  κ + n
for every r-tuple ζ1, . . . , ζr ∈ D \ {Z ∪ Z(θ21σ + θ22)}. As a result, f ∈Sκ ′ for
some κ ′  κ + n. On the other hand,
sq−Pn+r (1, f ; z1, . . . , zn, ζ1, . . . , ζr ) = κ (3.21)
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for every choice of ζ1, . . . , ζr ∈  \ (Z ∪ Z(θ21σ + θ22)). Indeed, we see from
(3.13), from the equality
diag (h(z1), . . . , h(zn), h(ζ1), . . . , h(ζr ))Pn+r (1, f ; z1, . . . , zn, ζ1, . . . , ζr )
× diag (h(z1)∗, . . . , h(zn)∗, h(ζ1)∗, . . . , h(ζr )∗)
= Pn+r (h, g; z1, . . . , zn, ζ1, . . . , ζr )
and from the relations h(zj ) /= 0 (j = 1, . . . , n), h(ζj ) /= 0 (j = 1, . . . , r), that
(3.21) holds. Thus, the kernel (1 − f (z)f (w)∗)/(1 − zw∗) has κ negative squares
on the open set
 ⊆Z ∪ (D \ Z(θ21σ + θ22)).
By a local result [8, Theorem 5.2] it follows that actually κ ′ = κ; here we need
the hypothesis that  is open. Finally, we replace f by its extension to a standard
function that belongs to the same Sκ . 
Proof of Theorem 1.2. Let λ1, . . . , λm be distinct points in  := Z(h) \ Z(g). Then
the Pick matrix
P := Pm(h, g; λ1, . . . , λm) =
[
h(λi)h(λj )
∗ − g(λi)g(λj )∗
1 − λiλ∗j
]m
i,j=1
= −diag (g(λ1), . . . , g(λm))
[
1
1 − λiλ∗j
]m
i,j=1
× diag (g(λ1)∗, . . . , g(λm)∗) (3.22)
is negative definite and has m negative eigenvalues. Thus, m  κ . Note also that the
matrix K = −P satisfies the Stein equation K − A∗KA = E∗E, with (3.1) with
E = [g(λ1)∗ · · · g(λm)∗], A = diag (λ∗1, . . . , λ∗m).
Therefore, by Lemma 3.1, the normalized Blaschke product b(z) is given by
b(z) = 1 − (z− 1)E (Im − zA)−1 P−1
(
Im − A∗
)−1
E∗
and satisfies
1 − b(z)b(w)∗
1 − zw∗ = −E (Im − zA)
−1 P−1
(
Im − w∗A∗
)−1
E∗. (3.23)
Now pick r arbitrary points ζ1, . . . , ζr ∈  \ , and consider the corresponding
Pick matrix
Pm+r (h, g; λ1, . . . , λm, ζ1, . . . , ζr ) =
[
P ∗
 Pr(h, g; ζ1, . . . , ζr )
]
, (3.24)
which has, by the assumption, at most κ negative eigenvalues, and has for some
choice of ζ1, . . . , ζr exactly κ negative eigenvalues. Since sq−P = m, it follows, by
a Schur complement argument, that the matrix
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S := Pr(h, g; ζ1, . . . , ζr )−P−1∗
has at most κ −m negative eigenvalues, and has for some choice of ζ1, . . . , ζr ex-
actly κ −m negative eigenvalues. Furthermore, since the ith row of  equals
[]i = −g(ζi)E(Im − ζiA)−1,
it follows that
S =
[
h(ζi)h(ζj )
∗ − g(ζi)g(ζj )∗
1 − ζiζ ∗j
−g(ζi)E(Im − ζiA)−1P−1
(
Im − ζ ∗j A∗
)−1
E∗g(ζj )∗
]r
i,j=1
,
which, on account of (3.23), can be written as
S =
[
h(ζi)h(ζj )
∗ − g(ζi)b(ζi)b(ζj )∗g(ζj )∗
1 − ζiζ ∗j
]r
i,j=1
. (3.25)
Since sq−S  κ −m and sq−S = κ −m for some choice of ζ1, . . . , ζr , and since
the points ζ1, . . . , ζr ∈  \  are arbitrary, we conclude that the kernel
h(z)h(w)∗ − g(z)b(z)b(w)∗g(w)∗
1 − zw∗
has κ −m negative squares on  \ . Since Z(b) =  = Z(h) \ Z(g), it follows
that Z(h) ⊆ Z(bg). Thus, the pair (h, bg) (defined on  \ ) satisfies conditions
of Theorem 3.2 and therefore, there exists a standard function f ∈Sκ−m such that
( \ ) \ Z(h) ⊆ Dom (f )
and
bg = f h on ( \ ) ∩ Dom (f ).
Clearly, ( \ ) \ Z(h) =  \ Z(h), and clearly bg = f h is satisfied also on
 ∩ Dom (f ). Thus, the function f satisfies all the required properties.
We now prove the converse statement. Let  = {λ1, . . . , λm}, and select ζ1, . . . ,
ζr ∈  \  so that ζ1, . . . , ζs ∈ Z(h) ∩ Z(g) and ζs+1, . . . , ζr ∈ Z(h). Note that ζj ∈
Dom (f ) for j = s + 1, . . . , r . Define the matrix S by (3.25). Then S has the form
S =
[
0 0
0 S0
]
,
where
S0 =
[
h(ζi)h(ζj )
∗ − g(ζi)b(ζi)b(ζj )∗g(ζj )∗
1 − ζiζ ∗j
]r
i,j=s+1
=
[
h(ζi)h(ζj )
∗ − h(ζi)f (ζi)f (ζj )∗h(ζj )∗
1 − ζiζ ∗j
]r
i,j=s+1
.
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Since h(ζj ) /= 0 for j = s + 1, . . . , r , it follows that
sq−S0 = sq−Pr−s(1, f ; ζs+1, . . . , ζr ).
By hypothesis, f ∈Sκ−m. Thus,
sq−Pr−s(1, f ; ζs+1, . . . , ζr )  κ −m. (3.26)
Moreover, the set  \ Z(h) is open and is contained in Dom (f ). Thus, by a local
result [8, Theorem 5.2], for some r − s and some selection of ζs+1, . . . , ζr the equal-
ity will prevail in (3.26). Now arguing backwards to the proof of the direct statement
of Theorem 1.2, we obtain that the matrix
Pm+r (h, g; λ1, . . . , λm, ζ1, . . . , ζr )
given by (3.24) has at most κ negative eigenvalues, and has for some choice of
ζ1, . . . , ζr exactly κ negative eigenvalues. 
4. Indefinite Hindmarsh type theorems for pairs of functions
Another direction in which Leech’s theorem can be generalized, is by relax-
ing the hypothesis that the kernel Kh,g is positive, in the sense that Pick matrices
Pn(h, f ; z1, . . . , zn) of certain finite size only are required to be positive semidefi-
nite. This leads to results in the spirit of Hindmarsh’s theorem, originally proved in
[10], and see also [8,9].
Theorem 4.1. Let h and g be defined on D \ , where  is a discrete set, and
assume that the set of common zeros of g and h is discrete in D \ . If
P3(h, g; z1, z2, z3)  0 for all z1, z2, z3 ∈ D \ , (4.1)
then there exists a Schur function S such that g(z) = S(z)h(z) for every z ∈ D \ .
Proof. It follows from (4.1) that h(z0) = 0 implies g(z0) = 0 and therefore Z(h)
is a discrete set in D \ . Then the function S(z) = g(z)/h(z) is defined in D \
( ∪ Z(h)). Moreover,
P3(h, g; z1, z2, z3) =RP3(1, S; z1, z2, z3)R∗, for zj ∈ D \ (Z(h) ∪ ),
(4.2)
where R = diag(h(z1), h(z2), h(z3)), and thus, it follows from (4.1) that
P3(1, S; z1, z2, z3)  0 for all zj ∈ D \ ( ∪ Z(h)) .
Then, by Hindmarsh’s theorem [9,10], S admits an extension to a Schur function,
and by construction, g = Sh on D \ (Z(h) ∪ ). The equality g = Sh obviously
holds on Z(h) as well. 
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As it follows from the proof of Theorem 4.1, the hypotheses that the set of com-
mon zeros of h and g is discrete in D \ , can be replaced by a weaker hypothesis
that every bounded analytic function on D \ ( ∪ {z ∈ D \  : h(z) = g(z) = 0})
admits an analytic continuation to a function on D.
Remark 4.2. The hypothesis on the common zeros of h and g in Theorem 4.1 can-
not be omitted. Indeed, fix a positive integer n, and let
fn(z) = z
n(2 − z)
2z− 1 =
S(z)
b(z)
,
where S(z) = zn is a Schur function, and b(z) = (z− 1/2)/(1 − z/2) is a
Blaschke factor. Then (see [8, Example 5.1] for details) there exists a δn > 0 such
that Pn(1, f ; z1, . . . , zn)  0 if |z1|, . . . , |zn| < δn. Let
hn(z) =
{
1, |z| < δn
0, δn  |z| < 1 and gn(z) =
{
fn(z), |z| < δn
0, δn  |z| < 1 .
Then Pn(h, g; z1, z2, . . . , zn)  0 for all z1, . . . , zn ∈ D, but gn = Shn for no Schur
function S.
Next, we obtain an indefinite generalization of Theorem 4.1. For functions h and
g, we let
κn(h, g) := max
z1,...,zn∈Dom (h)∩Dom (g)
sq−Pn(h, g; z1, . . . , zn); κ0(h, g) := 0,
where Pn(h, g; z1, . . . , zn) is given in (3.6). Introduce the following collections
of sets: 0 consists of only one set D; if p is already constructed, then p+1
is the collection of all sets of the form T \ , where T ∈ p and  is discrete
in T , i.e.,  ⊂ T is at most countable with accumulation points, if any, on the
boundary of T . Finally, let  = ∪∞p=0p. Clearly, all sets in  are open, and if
T ∈ , then every bounded analytic function on T admits an analytic continuation
to a function on D.
Theorem 4.3. Let h and g be functions defined on T ∈ , and assume that Z(h) ⊆
Z(g) and that Z(h) is discrete in T . If
κn(h, g) = κn+3(h, g) = κ (4.3)
for some nonnegative integer n, then there exists a standard function f ∈Sκ such
that T \ Z(h) ⊆ Dom (f ) and g(z) = f (z)h(z) for every z ∈ T ∩ Dom (f ).
Proof. We use similar arguments as in the proof of Theorem 3.2. More specifically,
we follow the proof of Theorem 3.2 with  replaced by T , using triples ζ1, ζ2, ζ3
rather than r-tuples ζ1, . . . , ζr , and using Theorem 4.1 (see also the remark after its
proof) instead of Theorem 2.2. The verification that f ∈Sκ is the same as in the
proof of Theorem 3.2. Further details are omitted. 
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One can also formulate and prove a more general result, in which the hypothesis
Z(h) ⊆ Z(g) is removed.
Theorem 4.4. Lethandg be functions defined onT ∈ ,and assume thatZ(h) is dis-
crete in T and that (4.3) holds. Then the statements 1 and 2 of Theorem 1.2 hold true.
We omit the proof of Theorem 4.4; it follows from Theorem 4.3 in exactly the
same way as Theorem 1.2 follows from Theorem 3.2.
5. Generalized Carathéodory functions
A class related toSκ is the generalized Carathéodory class Cκ which consists of
all functions c(z) defined on D \ , where  = (f ) is a discrete set, such that the
Carathéodory–Pick matrices
Cn(c; z1, . . . , zn) :=
[
c(zi)+ c(zj )∗
1 − ziz∗j
]n
i,j=1
, zj ∈ D \ ,
have at most κ negative eigenvalues (counted with multiplicities), and at least one
such Carathéodory–Pick matrix has exactly κ negative eigenvalues.
Fix a number α in the open left half plane: !α < 0. Note that c ∈ Cκ cannot take
value α at more than κ points. Indeed, assuming c(λ1) = · · · = c(λm) = α, where
the points λj ∈ D \  are distinct, we see that the matrix Cm(c; λ1, . . . , λm) is neg-
ative definite, and therefore m  κ.
Let c ∈ Cκ , and let
N = {λ1, . . . , λm} = {z ∈ D : c(z) = α}.
(We allow m = 0 in which case N = ∅.) Then the kernel
(c(z)− α)(c(w)∗ − α∗)− (c(z)+ α∗)bN(z)bN(w)∗(c(w)∗ + α)
1 − zw∗ (5.1)
has κ −m negative squares on D \ , where bN(z) is the Blaschke product of de-
gree m with zeros at N normalized so that bN(1) = 1. To show that, pick n points
ζ1, . . . , ζn ∈ D (the case when some of the points ζj belong to N is not excluded),
and consider the Carathéodory–Pick matrix
Cm+n(c; λ1, . . . , λm, ζ1, . . . , ζn) =
[
P ∗
 Cn(c; ζ1, . . . , ζn)
]
, (5.2)
where
P = Cm(c; λ1, . . . , λm) =
[
α + α∗
1 − λiλ∗j
]m
i,j=1
and  =
[
c(ζi)+ α∗
1 − ζiλ∗j
]n,m
i,j=1
.
Since sq−P = m, the Schur complement of P in (5.2) has at most κ −m nega-
tive eigenvalues and it has exactly κ −m negative eigenvalues for some choice of
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ζ1, . . . , ζn ∈ D \ . Noticing that the matrix K = (α + α∗)−1P satisfies the Stein
identity (3.1) with
E = [1 · · · 1]
and that the ith row of  equals i = (c(ζi)+ α∗)E(Im − ζiA)−1, we conclude
that the (i, j)th entry in the Schur complement is
c(ζi)+ c(ζj )∗
1 − ζiζ ∗j
− (c(ζi)+ α∗)E(Im − ζiA)−1
×P−1(Im − ζ ∗j A∗)−1E∗(c(ζj )∗ + α)
= c(ζi)+ c(ζj )
∗
1 − ζiζ ∗j
− (c(ζi)+ α∗)1 − bN(ζi)bN(ζj )
∗
(α + α∗)(1 − ζiζ ∗j )
(c(ζj )
∗ + α)
= − 1
α + α∗
× (c(ζi)− α)(c(ζj )
∗ − α∗)− (c(ζi)+ α∗)bN(ζi)bN(ζj )∗(c(ζj )∗ + α)
1 − ζiζ ∗j
.
Since !α < 0, it follows that the matrix with the (i, j)th entry
(c(ζi)− α)(c(ζj )∗ − α∗)− (c(ζi)+ α∗)bN(ζi)bN(ζj )∗(c(ζj )∗ + α)
1 − ζiζ ∗j
has at most κ −m negative eigenvalues for every choice of points ζ1, . . . , ζn ∈ D \
 and precisely κ −m negative eigenvalues for at least one such choice. Thus, the
kernel (5.1) has κ −m negative squares on D \ .
By Theorem 3.2, there exists a standard function F ∈Sκ−m such that (D \ ) \
N ⊆ Dom (F ) and
(c(z)+ α∗)bN(z) = (c(z)− α)F (z), z ∈ (D \ ) ∩ Dom (F ). (5.3)
Write
F(z) =
{
S(z)B(z)−1 if z /∈W ∪Z,
γj if z = zj ∈Z, (5.4)
as in the Definition 1.1 of the standard function. Now we express c in terms of S andB:
c(z) =

αF(z)+ α∗bN(z)
F (z)− bN(z) if z ∈ D \ (W ∪N)
α if z ∈N
=

αγj + α∗bN(zj )
γj − bN(zj ) if z ∈Z \N
αS(z)+ α∗B(z)bN(z)
S(z)− B(z)bN(z) if z ∈ D \ (W ∪N ∪Z)
α if z ∈N.
(5.5)
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Here the γj ’s are taken from (1.2). In fact, the right hand side of (5.5), being de-
fined on the set D \ (W \N) ⊇ D \ , is an extension of c(z). Note that for every
z ∈ Dom(F ) \N, it holds that F(z) /= bN(z) (otherwise we would have from (5.3)
that α = −α∗, which contradicts the assumption !α < 0). Note that in the formula
(5.5) we have
+ q +m = κ, (5.6)
where  is the number of elements in Z, q is the number of zeros (counted with
multiplicities) of B(z), and m is the number of points at which c(z) takes the value
α. Reversing the arguments leading to the proof of (5.5), we see that conversely,
every function of the form (5.5), where B(z), S(z), and γj ’s are as in Definition 1.1,
and assuming (5.6) holds, belongs to the class Cκ .
6. Pairs of functions defined in the upper halfplane
Results analogous to those obtained in Section 1–4 are valid also for pairs (h, g)
of functions defined on subsets  (under appropriate hypotheses) of the upper half
plane U, with respect to the kernel
K
(u)
h,g(z, w) =
i(h(z)h(w)∗ − g(z)g(w)∗)
z− w∗ (6.1)
and the corresponding matrices[
i(h(zj )h(zk)∗ − g(zj )g(zk)∗)
zj − z∗k
]n
j,k=1
, z1, . . . , zn ∈ , (6.2)
which play the role of the Pick matrices for the kernel (1.3). The passage from (6.2)
to the Pick matrices associated with (1.3) is immediate upon the change of variable
g(z) = z− i
z+ i , z ∈  ⊆ U.
Indeed, a computation shows that
i
zj − z∗k
= (1 − ζj )(1 − ζ
∗
k )
2(1 − ζj ζ ∗k )
,
where ζj = g(zj ), j = 1, . . . , n. We omit statements of these results.
Similarly, using the same change of variable, a formula analogous to (5.5) may be
obtained to characterize functions c(z) defined on U \ , where  is discrete in U,
with the property that the matrices[
i(c(zj )+ c(zk)∗)
zj − z∗k
]n
j,k=1
, zj ∈ U \ ,
have at most κ negative eigenvalues (counted with multiplicities), and at least one
such matrix has exactly κ negative eigenvalues. We omit further details.
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