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VARIATIONAL TIME DISCRETIZATION OF GEODESIC CALCULUS
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Abstract. We analyze a variational time discretization of geodesic calculus on finite- and certain classes of
infinite-dimensional Riemannian manifolds. We investigate the fundamental properties of discrete geodesics, the
associated discrete logarithm, discrete exponential maps, and discrete parallel transport, and we prove convergence
to their continuous counterparts. The presented analysis is based on the direct methods in the calculus of variation,
on Γ-convergence, and on weighted finite element error estimation. The convergence results of the discrete geodesic
calculus are experimentally confirmed for a basic model on a two-dimensional Riemannian manifold. This provides
a theoretical basis for the application to shape spaces in computer vision, for which we present one specific example.
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1. Introduction. Riemannian geometry is a powerful theory which allows to transfer
many important concepts (shortest connecting paths, the arithmetic mean, or the principal
component analysis, to name but a few examples) from linear vector spaces onto nonlinear,
curved spaces. It is based on the notion of a Riemannian metric, and it provides a set of
basic tools useful in applications, among which we shall concentrate on geodesics, geodesic
distance, exponential and logarithmic maps, and parallel transport. During the past decade,
Riemannian concepts have for instance increasingly been applied in computer vision for the
design and investigation of nonlinear and often infinite-dimensional shape spaces, where the
Riemannian metric encodes the preferred shape variability. Applications include shape mor-
phing and modeling [13], computational anatomy in which the morphing path establishes
correspondences between a patient and a template [2], as well as shape statistics [7].
Notwithstanding the conceptual power, operators such as the logarithm or the exponential
map involve the solution of time-dependent nonlinear ordinary or partial differential equa-
tions. In more complex spaces—as they appear for instance in vision applications—they
are typically difficult to compute unless the spaces possess very peculiar structures [25, 23].
Therefore, we here develop a discrete theory that can be seen as a natural time-discretization
of the above-mentioned Riemannian calculus and which is comparatively simple to state and
to implement. It is centered around the definition of a discrete geodesic as the minimizer of
a time-discrete path energy and naturally extends from there to discrete analogs of logarithm,
exponential map, and parallel transport.
Complementarily to earlier work [20, 11], which deals with two different specific shape
spaces and focuses on the experimental study of the resulting discrete calculus, we here pro-
vide the theoretical justification of the general approach in terms of a rigorous convergence
analysis for decreasing time step size under suitable assumptions on the manifold and the
functional involved in the approximation.
The main intended application is a Riemannian calculus in the context of shape spaces
in computer vision, which motivates our work. There is a rich diversity of Riemannian shape
spaces in the literature. While some of them are finite-dimensional and represent shapes as
polygonal curves or triangulated surfaces [13, 17], most deal with infinite-dimensional shapes
such as planar curves with curvature-based or Sobolev-type metrics [18, 22]. Dupuis et al.
employed a higher order quadratic form on Eulerian motion velocity g(v, v) =
∫
D
Lv ·v dx
on a computational domain D ⊂ Rd to define a suitable metric on the space of diffeomor-
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phisms on D [5]. An alternative approach uses the theory of optimal transport, where image
intensities are considered as probability densities [26] and the Monge–Kantorovich functional∫
D
|ψ(x)−x|2ρ0(x) dx is minimized over all mass preserving mappings ψ :D→D. Via a flow
reformulation due to Benamou and Brenier [4], this fits nicely into the Riemannian context.
There are only few nontrivial application-oriented Riemannian spaces in which geodesics can
be computed in closed form (e.g. [25, 23]), else the system of geodesic ODEs has to be solved
via time stepping (e.g. [14, 3]). Geodesics can also be obtained variationally by minimizing
the discretized path length [21] or energy [9, 24], an approach generalized and simplified in
this work.
The idea of variational time discretization, which underlies our discrete geodesic calcu-
lus, has proved very appropriate also in other fields, in particular in the discretization of gradi-
ent flows for an energy with respect to a particular (Riemannian) metric (e.g. mean curvature
flow [1]). For Hamiltonian mechanical systems, variational time discretization is by now a
classic field. The corresponding analog of our time-discrete path energy already occurred in
the 70’s as discrete action sum (cf . the brief historic account in [10]) and was analyzed as
an independent, time-discrete system, whose discrete symplectic time steps exhibit the same
structure as the discrete exponential proposed here. The consistency with the associated time-
continuous mechanical systems was much later exploited numerically [10] and analyzed for
particular systems from the Γ-convergence [19] and from the ODE-discretization perspective
[16] under the name of variational integrators.
Let us note that in contrast to the above works, we here lay emphasis on the Riemannian
tools, in particular on computing a discrete geodesic between two fixed given points, on
deriving a consistent discrete logarithm from this geodesic, and on using discrete exponential
and logarithmic map to compute a consistent discrete parallel transport. In Section 2 we
briefly set forth the different components of our discrete geodesic calculus. The existence
and convergence properties of the discrete geodesics and corresponding operators are proved
in Sections 4 and 5 after which we discuss how the theory applies to embedded manifolds and
to a specific example of an infinite-dimensional manifold of shapes in Section 6.
2. Discrete geodesic calculus on a Riemannian manifold. In this section we present
the concept of the discrete geodesic calculus, which comprises the notions of discrete geo-
desics, discrete logarithmic and exponential map, and discrete parallel transport. In prepara-
tion for this we briefly recall the corresponding continuous calculus. Precise assumptions on
the manifold and involved approximating functionals will be given in the subsequent sections.
Let (M, g) be a smooth, complete Riemannian manifold, where g denotes the metric,
given as a family of positive definite quadratic forms gy : TyM× TyM → R for y ∈ M,
where TyM denotes the tangent space in y. Given a smooth path (y(t))t∈[0,1] on M, the
length of this path is given by
L[(y(t))t∈[0,1]] =
∫ 1
0
√
gy(t)(y˙(t), y˙(t)) dt . (2.1)
Given two points yA and yB in M, the minimizer of L over all smooth paths (y(t))t∈[0,1]
with y(0) = yA and y(1) = yB is a geodesic. More generally, geodesics are defined as local
minimizers of the path length. Let us define the distance dist(yA, yB) between y(0) = yA
and y(1) = yB as the minimal path length. After reparameterization, a length-minimizing
geodesic is also a minimizer of the path energy
E [(y(t))t∈[0,1]] =
∫ 1
0
gy(t)(y˙(t), y˙(t)) dt (2.2)
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and satisfies the constant speed property gy(t)(y˙, y˙) = L2[(y(t))t∈[0,1]]. The logarithm of a
point yB with respect to a point yA is defined by logyA yB = y˙(0) if (y(t))t∈[0,1] is the unique
shortest path with constant speed connecting y(0) = yA and y(1) = yB . The exponential
map expyA maps every tangent vector v ∈ TyAM onto the endpoint of a geodesic starting at
yA with initial speed v, i.e. in the above notation, expyA y˙(0) = y(1) = yB . Furthermore, let
us recall the parallel transport on a Riemannian manifold. Using the Levi-Civita connection
∇ a tangential vector field v is parallel along a curve (y(t))t∈[0,1] onM if ∇y˙(t)v(t) = 0 . If
we sample a continuous path (y(t))t∈[0,1] at times tk = kτ for k = 0, . . . ,K and τ := 1K ,
denoting yk = y(tk), we obtain the following estimates for length and energy
L[(y(t))t∈[0,1]] ≥
K∑
k=1
dist(yk−1, yk) , E [(y(t))t∈[0,1]] ≥ 1
τ
K∑
k=1
dist2(yk−1, yk) , (2.3)
where equality holds for geodesic paths due to the constant speed property. Indeed, the first
estimate is straightforward, and application of Jensen’s inequality yields the second estimate,
K∑
k=1
dist2(yk−1, yk) ≤
K∑
k=1
τ
∫ kτ
(k−1)τ
gy(t)(y˙(t), y˙(t)) dt = τ E [(y(t))t∈[0,1]] .
Based on these preliminaries we are now in the position to introduce a discrete geodesic
calculus. The starting point is a local approximation of the squared Riemannian distance
dist2 by a functionalW . In detail, we suppose that a smooth functionalW :M×M→ R
is given such that
dist2(y, y˜) =W[y, y˜] +O(dist3(y, y˜)) (2.4)
for all y, y˜ ∈ M. We will see later that gy = 12W,22[y, y] implies (2.4) for smooth g andW . Together with (2.3) this motivates the following definition of a discrete path energy
and a discrete path length for discrete K-paths defined as (K + 1)-tuples (y0, . . . , yK) with
yk ∈M for k = 0, . . . ,K.
DEFINITION 2.1 (Discrete length and energy). For a discrete K-path (y0, . . . , yK) we
define the discrete length L and the discrete energy E by
L[(y0, . . . , yK)] =
K∑
k=1
√
W[yk−1, yk] , E[(y0, . . . , yK)] = K
K∑
k=1
W[yk−1, yk] .
Then a discrete geodesic (of order K) is defined as a minimizer of E[(y0, . . . , yK)] for fixed
end points y0, yK .
To proceed with the definition of discrete logarithm and discrete exponential map we
need to give a meaning to displacements y˜−y. Thus, in what follows let us assume thatM is a
subset of some Banach spaceY. This assumption is not restrictive because our constructions
are purely local and can thus always be applied to charts of a more general manifold. Given
a continuous constant speed geodesic (y(t))t∈[0,1] with y(0) = yA and y(1) = yB and a
discrete geodesic (y0, . . . , yK) with y0 = yA and yK = yB , we may view y1 − y0 as the
discrete counterpart of τ y˙(0) for τ = 1K . Motivated by the fact that
1
K logyA(yB) = τ y˙(0)
we hence give the following definition of a discrete logarithmic map.
DEFINITION 2.2 (Discrete logarithm). Suppose the discrete geodesic (y0, . . . , yK) is
the unique minimizer of the discrete energy (2.1) with y0 = yA and yK = yB , then we define
the discrete logarithm ( 1KLOG)yA(yB) = y1 − y0 . Note that
1
K is part of the symbol and
not a factor.
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In the special case K = 1 we obtain ( 1KLOG)yA(yB) = yB − yA. As in the continuous
case, the discrete logarithm can be considered as a linear representation (in the space Y of
displacements on yA) of the nonlinear variation yB of yA. As we will verify later under
suitable assumptions, for a sequence of successively refined discrete geodesics we obtain
K( 1KLOG)y(y˜)→ logy(y˜) for K →∞.
In the continuous setting, the exponential map of a tangent vector v ∈ TyAM is defined
via expyA v = yB , where yB = y(1) for the (unique) geodesic (y(t))t∈[0,1] with y(0) = yA
and y˙(0) = v. Obviously, expyA(
k
K v) = y(
k
K ) holds for k = 0, . . . ,K. We now aim
at approximating expyA(k·) via a discrete counterpart EXPkyA (the notation reflects the fact
that on Lie-groups expk(·) = exp(k·)). The definition should be consistent with the discrete
logarithm in the sense that EXPky0(ζ1) = yk for a discrete geodesic (y0, y1, . . . , yK) of order
K ≥ k with ζ1 = y1 − y0 = ( 1KLOG)y0(yK). Our definition will reflect the following
recursive properties of the continuous exponential map for v ∈ TyM sufficiently small,
expy(1v) =
(
1
1 logy
)−1
(v) , expy(2v) =
(
1
2 logy
)−1
(v) ,
expy(kv) = expexpy((k−2)v)(2vk−1) for vk−1 = logexpy((k−2)v) expy((k − 1)v) .
Replacing the tangent vector v by a displacement ζ, exp(k·) by (EXPk), and 1k log by
( 1kLOG) we obtain the following recursive definition of the discrete exponential map.
DEFINITION 2.3 (Discrete exponential map). For ζ ∈ Y sufficiently small with y + ζ ∈
M define
EXP1y(ζ) = (
1
1LOG)
−1
y
(ζ) , EXP2y(ζ) = (
1
2LOG)
−1
y
(ζ) ,
EXPky(ζ) = EXP
2
EXPk−2y (ζ)
(ζk−1) with ζk−1 = ( 11LOG)EXPk−2y (ζ)EXP
k−1
y (ζ) .
The smallness assumption on ζ ensures that ( 11LOG)y and (
1
2LOG)y are invertible. It
is straightforward to verify EXPKy = (
1
KLOG)
−1
y
on the image of ( 1KLOG)y . The central
ingredient of this definition, the operator EXP2y requires the solution of a problem with a
variational constraint. Indeed, to compute EXP2y(ζ), one considers all discrete geodesic paths
(y, y1, y2) of order 2, where for any chosen y2 the point y1 must by definition be the unique
minimizer of (2.1) so that we may write y1[y2]. Now, EXP2y(ζ) is that point y2 for which we
have y + ζ = y1[y2], which can be equivalently described via the equation
y + ζ = argminy1∈M (W[y, y1] +W[y1, y2]) . (2.5)
The corresponding Euler–Lagrange equation, as a nonlinear equation for EXP2y(ζ) = y2, is
given byW,2[y, y + ζ] +W,1[y + ζ, y2] = 0 .
REMARK 2.4 (Discrete geodesics versus discrete exponential shooting). The varia-
tional definition (2.5) of the operator EXP2 ensures that as long as a discrete geodesic
connecting two end points yA, yB is unique, the discrete exponential map EXPkyA applied
to ( 1KLOG)yA(yB) for k = 0, . . . ,K retrieves exactly the same discrete geodesic as the
minimization of the discrete energy E[yA, yˆ1, . . . , yˆK−1, yB ] over all yˆ1, . . . , yˆK−1, i.e. yk =
EXPky(
1
KLOG)yA(yB) , where (yA = x0, y1, . . . , yK−1, yB = yK) is the discrete geodesic.
Finally, we consider the discretization of parallel transport along a discrete (not neces-
sarily geodesic) curve (y0, . . . , yK). In the continuous setting, given a curve (y(t))t∈[0,1] and
a vector v0 at y(0), we define the parallel transport P(y(t))t∈[0,1]v0 of v0 along the curve as
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the vector v(1) resulting from the solution of the ∇y˙(t)v(t) = 0 for t ∈ [0, 1] and initial data
v(0) = v0, where ∇y˙ denotes the covariant derivative defined via the Levi-Civita connec-
tion ∇. There is a well-known first-order approximation of parallel transport called Schild’s
ladder [6, 12], which is based on the construction of a sequence of geodesic parallelograms.
Given a curve (y(t))t∈[0,1] and a tangent vector vk−1 ∈ Ty((k−1)τ)M, the approximation
vk ∈ Ty(kτ)M of the parallel transported vector via a geodesic parallelogram can be ex-
pressed as
ypk−1 = expy((k−1)τ)(vk−1) , y
c
k = expypk−1
(
1
2 logypk−1(y(kτ))
)
,
ypk = expy((k−1)τ)
(
2 logy((k−1)τ)(y
c
k)
)
, vk = logy(kτ)(y
p
k) .
Here, yck is the midpoint of the two diagonals of the geodesic parallogramm with vertices
y((k − 1)τ), ypk−1, ypk, and y(kτ). This scheme can be easily transferred to discrete curves
based on the discrete logarithm and the discrete exponential introduced before.
DEFINITION 2.5 (Discrete parallel transport). Let (y0, . . . , yK) be a discrete curve in
M with yk − yk−1 sufficiently small for k = 1, . . . ,K, then the discrete parallel transport of
a displacement ζ0 at y0 along (y0, . . . , yK) is defined for k = 1, . . . ,K via the iteration
ypk−1 = yk−1 + ζk−1 , y
c
k = y
p
k−1 +
(
( 12LOG)ypk−1
(yk)
)
,
ypk = EXP
2
yk−1 (y
c
k − yk−1) , ζk = ypk − yk ,
where ζk is the transported displacement at yk. We denote PyK ,...,y0ζ0 = ζK .
Above we have used ( 11LOG)y(y˜) = y˜ − y as well as EXP1y(ζ) = y + ζ. In the kth
step of the discrete parallel transport the Euler–Lagrange equations to determine yck and ζk
for given ζk−1 and discrete curve (y0, . . . , yK) are
W,2[yk−1 + ζk−1, yck] +W,1[yck, yk] = 0 , (2.6)
W,2[yk−1, yck] +W,1[yck, yk + ζk] = 0 . (2.7)
IfW is symmetric, these conditions are the same as the Euler–Lagrange equations for back-
wards parallel transport so that P−1yK ,...,y0 = Py0,...,yK , which however is generally not true
ifW is not symmetric. Note that for a continuous geodesic y(t) the velocity y˙(t) at a time t
equals the initial velocity y˙(0), parallel transported along the geodesic. In analogy, for a dis-
crete geodesic (y0, . . . , yK) we have yk+1 − yk = Pyk,...,y0(y1 − y0) for k = 0, . . . ,K − 1.
Given discrete parallel transport, the Levi-Civita connection ∇ξη for ξ ∈ TyM and a
vector field η in the tangent bundle TM can be also be approximated.
DEFINITION 2.6. For y ∈M, small enough ξ ∈ Y, and vectors η0 attached to y and η1
attached to y + ξ (representing a discrete vector field),∇ξ(η0, η1) = P−1y+ξ,yη1 − η0 defines
a discrete connection.
The inverse parallel transport satisfies the same Euler–Lagrange equations (2.6)-(2.7) as
above (only this time yck and ζk−1 are determined from ζk). In analogy to∇y˙(t)y˙(t) = 0 for a
continuous geodesic a discrete geodesic (y0, . . . , yK) satisfies∇∆yk(∆yk,∆yk+1) = 0 for
∆yk = yk+1 − yk, k = 0, . . . ,K − 2. IfW is symmetric, we can also express the discrete
connection as∇ξ(η0, η1) = Py,y+ξη1 − η0.
3. Discrete geodesic calculus on embedded finite-dimensional manifolds. As a sim-
ple example and to further motivate our approach let us briefly demonstrate the discrete
geodesic calculus for the simple case of an (m − 1)-dimensional manifold M embedded
in Rm. We consider the simple energyW[y, y˜] = |y˜ − y|2 which reflects the stored elastic
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energy in a spring spanned between points y and y˜ through the ambient space ofM in Rm.
Thus, the discrete path energy is given by
E[(y0, . . . , yK)] = K
∑K
k=1 |yk − yk−1|2 .
Now, we define the Lagrangian F (X,Λ) = E[(y0, . . . , yK)] − Λ · D(X) , where X =
(y1, . . . , yK−1) are the actual point positions, Λ = (λ1, . . . , λK−1) the Lagrange multi-
pliers, and D(X) = (dM(yk))k=1,...,k−1 with dM(·) the (local) signed distance function
of M. Hence gradXF (X,Λ) = 0, gradΛF (X,Λ) = 0 are the necessary conditions for
(y0, . . . , yK) to be a discrete geodesic with end points y0 = yA and yK = yB . The resulting
system of (m+1)(K−1) degrees of freedom can be solved for instance by Newton’s method.
In particular, (gradXF (X,Λ))k = 2K (2yk − yk−1 − yk+1) − λk∇dM(yk) = 0 results in
finding points yk (k = 1, . . . ,K − 1) onM such that
2yk − yk−1 − yk+1 ⊥ TykM , (3.1)
while gradΛF (X,Λ) = D(X) = 0 ensures that the points yk are located onM. Equation
(3.1) is a discrete counterpart of the continuous geodesic equation y¨(t) ⊥ Ty(t)M for an
arclength parametrized geodesic curve (y(t))t∈R with
2yk−yk−1−yk+1
τ2 ≈ −y¨(kτ).
From these considerations, we derive for the discrete logarithm that ζ = (12LOG)y y˜ is
described by the condition
ζ − y˜−y2 ⊥ Ty+ζM .
To achieve a simple geometric condition for the discrete exponential map EXP2yζ we consider
a discrete geodesic (y, y1, y2) with y1 = y+ ζ and y2 = y1 + η, where the displacement η is
the actual degree of freedom. The necessary condition for (y, y1, y2) to be a discrete geodesic
and thus for y2 = EXP2yζ is
ζ − η ⊥ Ty+ζM ,
which results in a one-dimensional search problem in the spaceM∩ (y + span{ζ, ny+ζ}),
where ny+ζ denotes a normal on Ty+ζM.
4. Properties of the discrete path energy. In the remainder of the paper we aim to
examine the convergence properties of the discrete geodesic calculus as the discrete time step
size τ = 1K tends to 0. Figure 4.1 shows experimental evidence for the convergence of the
discrete geodesic, exponential map, logarithmic map, and parallel transport. In this section
we study some properties of the discrete and the continuous path energy on a specific class
of manifolds, and we examine their relation via the concept of Γ-convergence. In particular
we will show that sequences of successively refined discrete geodesic paths converge to a
continuous geodesic path.
We consider the following functional analytic set up. LetY be a Banach space with norm
‖ · ‖Y on which a symmetric bilinear form (y, v, w) 7→ gy(v, w) for y, v, w ∈ Y induces a
Riemannian structure with g : Y×Y×Y → R∪ {∞}. Furthermore, letV be a compactly
embedded, separable, reflexive subspace of Y with norm ‖ · ‖V. We shall suppose that g is
uniformly bounded andV-coercive in the sense
c∗‖v‖2V ≤ gy(v, v) ≤ C∗‖v‖2V (4.1)
for constants c∗ > 0 and C∗ < ∞ independent of y. In particular, gy(v, v) = ∞ if v 6∈ V.
Also, g shall be continuous in y with
|gy(v, v)− gy˜(v, v)| ≤ β(‖y − y˜‖Y)‖v‖2V (4.2)
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‖y − yτ‖2 |K( 1KLOG)yA(yB)−logyA(yB)| |(EXPK)yA(
v
K
)− expyA(v)| |KPyτ wK − P(y(t))t∈[0,1]w|
FIG. 4.1. Top: Discrete geodesic path yτ = (y0, . . . , yK) with y0 = yA = ( 12 , 0) and y1 = yB = (− 12 , 2)
on the stereographic projection of the sphere, K( 1
K
LOG)
yA
(yB), (EXPK)yA (v/K) for v = logyA (yB), and
parallel transport of w = (− 2
5
, 0) from yA to yB at different temporal resolutions (K = 2k for k = 1, . . . , 10).
Bottom: The corresponding errors versus 1/K.
for a strictly increasing, continuous function β with β(0) = 0. Finally, given yA ∈ Y we
consider the manifoldM := yA +V, on which g·(·, ·) induces a Riemannian structure.
REMARK 4.1. To motivate this setup, we refer to the infinite-dimensional shape space of
rods discussed in detail later in Section 6.2 (the application to finite-dimensional manifolds
is explained in the next remark). Rods y are considered as differentiable curves in the space
Y = C1, and the associated metric gy(v, v) depends on first and second derivatives of the
motion field v and turns out to be finite on V = W 2,2. The rod manifoldM is thus locally
spanned by all those curves which can be reached from a particular yA ∈ Y via (short time)
integration of y˙(t) = v(t) with v(t) ∈ W 2,2, i.e. the space V encodes the regularity of
admissible variations.
REMARK 4.2. The assumptions particularly cover the local theory of smooth k-dimen-
sional manifolds (k < ∞), which by Nash’s theorem can be isometrically embedded in the
Euclidian space Rm for m sufficiently large. In this case one chooses Y = V = Rk
to represent a chart of the manifold and gy(v, v) = DX(y)v · DX(y)v, where X is the
associated parametrization and · is the scalar product in Rm.
For yA, yB ∈ M, the next theorem states the existence of a connecting path with least
energy. The key point is the weak lower semi-continuity of the continuous path energy (2.2)
using the compact embedding ofV intoY.
THEOREM 4.3 (Existence of continuous geodesics). Under the above assumptions there
exists a continuous geodesic path (y(t))t∈[0,1] defined as a minimizer of the path energy E
among all paths (y˜(t))t∈[0,1] with y˜(0) = yA and y˜(1) = yB .
Proof. Let (yj(t))t∈[0,1] be a minimizing sequence of paths. We can obviously assume
that the energy on this sequence is bounded by E¯ = ∫ 1
0
gyA+t(yB−yA)(yB−yA, yB−yA) dt.
Hence, ‖vj‖L2((0,1);V) is bounded for vj = y˙j . Because L2((0, 1);V) is separable and re-
flexive, there is a subsequence—with a slight misuse of notation indexed as before—which
converges weakly to some v ∈ L2((0, 1);V). Likewise, the curves yj(t) = ∫ t
0
vj(s) ds con-
verge weakly in W 1,2((0, 1); yA +V) to y(t) =
∫ t
0
v(s) ds. Due to the bounded embedding
of W 1,2((0, 1);V) into C0,
1
2 ([0, 1];V) and the compact embedding of C0,
1
2 ([0, 1];V) into
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C0([0, 1];Y) by Arzela`–Ascoli, upon selecting a further subsequence, yj converges strongly
in C0([0, 1];Y). Now choose j large enough that E [yj ] ≤ E + δ and supt∈[0,1] β(‖yj(t) −
y(t)‖Y) ≤ δ for a prescribed small δ > 0 and E = inf E . Following the usual paradigm
of the direct methods in the calculus of variations we can estimate the energy using Mazur’s
lemma, the convexity of v 7→ gy(v, v), the continuity and coercivity of g, and Fatou’s lemma,
E [(y(t))t∈[0,1]] =
∫ 1
0
gy(t)(v(t), v(t)) dt
≤
∫ 1
0
lim
j→∞
Nj∑
i=j
λjigy(t)(v
i(t), vi(t)) dt
≤
∫ 1
0
lim
j→∞
Nj∑
i=j
λjigyi(t)(v
i(t), vi(t))+λjiβ(‖yi(t)−y(t)‖Y)‖vi(t)‖2V dt
≤ lim
j→∞
Nj∑
i=j
λji
(
E [(yi(t))t∈[0,1]] + δ
∫ 1
0
‖vi(t)‖2V dt
)
≤ E
(
1 +
δ
c∗
)
.
Here, (Nj)j=1,...,∞ is a sequence inN and (λ
j
i )
j=1,...,∞
i=j,...,Nj
is a sequence of convex combination
coefficients with
∑Nj
i=j λ
j
i = 1, λ
j
i ≥ 0, and
∑Nj
i=j λ
j
iv
i → v strongly in L2((0, 1);V) for
j →∞. Because δ is arbitrary, we obtain E [(y(t))t∈[0,1]] ≤ E , which proves the claim.
For yA, yB ∈ Y, let us introduce the Riemannian distance
dist(yA, yB) =
√
min
y(0)=yA,y(1)=yB
E [(y(t))t∈[0,1]] . (4.3)
It is an easy exercise to verify the axioms of a metric and that the induced topology is equiva-
lent to theV-topology,
√
c∗‖yB−yA‖V ≤ dist(yA, yB) ≤
√
C∗‖yB−yA‖V. Furthermore,
a simple reparameterization argument shows gy(t)(y˙(t), y˙(t)) = const. along a geodesic.
For the discrete path energy, we would like to show an analogous existence result, as
well as properties related to (4.3) and the above-mentioned constant speed parameterization.
For this purpose we consider a lower semi-continuousW : Y ×Y → R ∪ {∞} satisfying
W[y, y˜] = dist2(y, y˜) +O(dist3(y, y˜)) (4.4)
with uniform constants, and we assume coercivity ofW in the sense
W[y, y˜] ≥ γ(dist(y, y˜)) (4.5)
for a strictly increasing, continuous function γ with γ(0) = 0.
THEOREM 4.4 (Existence of discrete geodesics). Given yA, yB ∈M, there is a discrete
geodesic path (y0, . . . , yK) which minimizes the discrete energy E over all discrete paths
(y˜0, . . . , y˜K) with y˜0 = yA and y˜K = yB .
Proof. Let ((yj0, . . . , y
j
K))j=1,...,∞ be a minimizing sequence. We can obviously as-
sume the yjk to lie on M = yA + V and that the energy on this sequence is bounded by
E¯ = KW[yA, yB ]+K(K−1)W[yB , yB ]. BecauseV compactly embeds inY, there is a sub-
sequence, still denoted (yj0, . . . , y
j
K), which converges in Y to a discrete path (y0, . . . , yK).
By the lower semi-continuity ofW in both arguments, we finally obtain E[(y0, . . . , yK)] ≤
inf(y˜0,...,y˜K) E[(y˜0, . . . , y˜K)].
THEOREM 4.5 (Bounds on discrete path energy). The discrete path energy satisfies
min
(y0,...,yK)
y0=yA,yK=yB
E[(y0, . . . , yK)] = dist
2(yA, yB)(1 +O(dist(yA, yB)/K))
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with uniform constants.
Proof. Denote the minimum energy value by E. Choosing points y1, . . . , yK−1 such that
dist(yk−1, yk) = dist(y0, yK)/K for k = 1, . . . ,K, we directly see
E ≤ K∑Kk=1W[yk−1, yk] = dist2(y0, yK)(1 +O(dist(y0, yK)/K)) .
On the other hand, letting ak = dist(yk−1, yk) for the minimizing (y0, . . . , yK), we have
E ≥ K∑Kk=1 a2k − Ca3k =: F (a1, . . . , aK) for some C > 0. From the coercivity ofW we
know E ≥ K∑Kk=1 γ(ak) and thus ak ≤ γ−1(dist2(y0, yK)( 1K+O(dist(y0,yK)K2 ))). Thus, for
K large enough, ak ≤ 1/3C for all k. Minimization of F under the constraints
∑K
k=1 ak ≥
dist(y0, yK) and ak ≤ 1/3C, k = 1, . . . ,K, yields a1 = . . . = aK = dist(y0, yK)/K and
thus E ≥ F (a1, . . . , aK) = dist2(y0, yK)(1− Cdist(y0, yK)/K).
THEOREM 4.6 (Equidistribution of points along discrete geodesics). Discrete geodesics
(minimizers from Theorem 4.4) satisfy dist(yk−1, yk) ≤ Cdist(yA, yB)/K for k = 1, . . . ,K .
Proof. For givenK, let jK ∈ {1, . . . ,K} be such that γK := dist(yjK−1, yjK ) is largest.
Furthermore abbreviate d := dist(y0, yK) and αK := dist(y0, yjK−1)/d. We have
d2(1+O(d/K)) = E[(y0, . . . , yK)]
≥ KjK−1E[(y0, . . . , yjK−1)] +Kγ2K(1−O(γK)) + KK−jK E[(yjK , . . . , yK)]
≥ Kγ2K(1−O(γK))+ KjK−1dist
2(y0, yjK−1)(1−O(γK))+ KK−jK dist
2(yjK , yK)(1−O(γK))
≥ (1−O(γK))(Kγ2K + d2[ KjK−1α2K + KK−jK (1− αK −
γK
d )
2]) .
This is minimized by αK =
(jK−1)(1− γKd )
K−1 and yields
d2(1 +O(d/K)) ≥ (1−O(γK))(Kγ2K + d2 KK−1 (1− γKd )2) .
For γK = ωKK with ωK →∞ forK →∞ and ωK ≤ C
√
K by the trivial estimate γK ≤ C√K
one obtains d2 + Cd
3
K ≥ (1 − C√K )(
ω2K
K + d
2 K
K−1 (1 − ωKdK )2) which yields a contradiction,
so dist(yjK−1, yjK ) ≤ Cd/K.
For the subsequent estimates it is convenient to relate the functionW to the metric g; we
use the following.
LEMMA 4.7 (Consistency conditions). If (w, v) 7→ W[y+w, y+v] is twice Gaˆteaux-dif-
ferentiable onV×V for y∈Y, thenW[y, y˜] = dist2(y, y˜) +O(dist3(y, y˜)) for y˜ close to y
implies
W[y, y] = 0 , W,2[y, y](v) = 0 , W,22[y, y](v, w) = 2gy(v, w)
for any v, w ∈ V. Furthermore,W,1[y, y](v) = 0 and
W,11[y, y](v, w) = −W,12[y, y](v, w) = −W,21[y, y](v, w) =W,22[y, y](v, w) .
If (w, v) 7→ W[y + w, y + v] is even three times Fre´chet-differentiable, the implication
becomes an equivalence.
Proof. It is readily shown that dist2(y, y˜) = gy(y˜−y, y˜−y)+O(β(‖y˜−y‖Y))‖y˜−y‖2V.
LetW[y, y˜] = dist2(y, y˜) +O(dist3(y, y˜)) for y˜ close to y, then obviouslyW[y, y] = 0
andW,2[y, y](v) = ddtW[y, y+ tv] = 0. Now assumeW,22[y, y](v, v) 6= 2gy(v, v) for some
v ∈ V (note that due to the bilinearity it is sufficient to show equality of the quadratic forms).
Without loss of generality, let W,22[y, y](v, v) > αgy(v, v) for some α > 2. This implies
W[y, y + tv] > 12
(
α
2 + 1
)
gy(tv, tv) for t small enough, which (using dist2(y, y + tv) =
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gy(tv, tv) + o(t
2)) is strictly greater than (α4 +
1
2 )dist
2(y, y + tv) + o(dist2(y, y + tv)) and
thus a contradiction.
The above applied to the first argument ofW instead of the second impliesW,1[y, y] = 0
and W,11[y, y](v, w) = 2gy(v, w). Finally, for any curve (y(t))t∈R in Y we can differen-
tiate 0 = W,1[y(t), y(t)] and 0 = W,2[y(t), y(t)] with respect to t, yielding W,12[y, y] =
−W,11[y, y] andW,21[y, y] = −W,22[y, y].
If v 7→ W[y, y+v] is three times Fre´chet-differentiable andW,22[y, y](v, w) = 2gy(v, w),
then by Taylor’s theorem for y˜ = y + tv, W[y, y˜] = gy(tv, tv) + O(t3) = dist2(y, y˜) +
O(dist3(y, y˜)).
THEOREM 4.8 (Uniqueness of discrete geodesics). If (w, v) 7→ W[y+w, y+v] is twice
Fre´chet-differentiable on V × V for y ∈ M and if ‖yB − yA‖V is sufficiently small there
exists a unique discrete geodesic (y0, . . . , yK) with y0 = yA and yK = yB .
Proof. Without any restriction we assume yA ∈ V. Otherwise, we have to work with
offsets yk−yA instead of points yk. ForX0,K := (y0, yK) andX1,...,K−1 := (y1, . . . , yK−1)
we define the function F : MK+1 → (V′)K−1; (X0,K , X1,...,K−1) 7→ (W,2[yk−1, yk] +
W,1[yk, yk+1])k=1,...,K−1 ,whereV′ denotes the dual space ofV. Then the block tridiagonal
operatorA = DX1,...,K−1F (X0,K , X1,...,K−1) is a (K−1)× (K−1) block operator given by
Akk =W,22[yk−1, yk] +W,11[yk, yk+1] ,
Ak(k−1) =W,21[yk−1, yk] , Ak(k+1) =W,12[yk, yk+1] .
Now, using Lemma 4.7 we obtain for the trivial geodesic (yA, . . . , yA) that
A = 2

2g −g
−g 2g −g
. . . . . . . . .
−g 2g −g
−g 2g
= 2 diag(g 12 )

21 −1
−1 21 −1
. . . . . . . . .
−1 21 −1
−1 21
diag(g 12 ) ,
where g = gyA . Hence, the inverse of A can be computed by Gaussian elimination, which
ensures that A = DX1,...,K−1F (yA, . . . , yA) is invertible with bounded inverse, and thus the
claim follows by the implicit function theorem.
In what follows, we aim to prove convergence of discrete geodesics against continu-
ous ones. To this end we identify any discrete path (y0, . . . , yK) on M with its piecewise
geodesic interpolation yˆK : [0, 1]→M, i.e. every segment yˆK |[kτ,(k+1)τ ] shall be the short-
est continuous connecting geodesic between yk and yk+1. Now, we define an energy EK
on continuous paths via EK [(y(t))t∈[0,1]] := E[(y0, . . . , yK)] if y(t) = yˆK(t) for some
y0, . . . , yK ∈ M with y0 = yA, yK = yB , and EK [(y(t))t∈[0,1]] = ∞ else. Based on these
notational preliminaries we obtain the following convergence result.
THEOREM 4.9 (Γ-convergence of the discrete energy). In the L2((0, 1);Y)-topology
the Γ-limit of EK for K →∞ is E .
Proof. To verify Γ-convergence we have to establish the two defining properties, the
limsup- and the liminf-inequality.
[limsup-inequality] For an arbitrary y : [0, 1]→M with y ∈ L2((0, 1);Y) we have to show
that there exists a sequence of curves yˆK : [0, 1] → M with yˆK → y in L2((0, 1);Y) and
lim supK→∞ E
K [(yˆK(t))t∈[0,1]] ≤ E [(y(t))t∈[0,1]] . Without any restriction we can assume
E [(y(t))t∈[0,1]] <∞. Applying the Cauchy–Schwarz inequality we get
dist(y(t), y(s)) =
∫ s
t
√
gy(r)(y˙(r), y˙(r)) dr ≤
√
|s− t| ∫ s
t
gy(r)(y˙(r), y˙(r)) dr , (4.6)
which immediately implies W 1,2((0, 1);M) ⊂ C0, 12 ([0, 1];M) and thus Ho¨lder continuity
of paths with finite path energy. Now, let yˆK denote the piecewise geodesic interpolation of
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(y( 0K ), . . . , y(
K
K )). For any K we have
E [(y(t))t∈[0,1]] ≥ K
∑K
k=1 dist
2(y(k−1K ), y(
k
K ))
≥ K∑Kk=1W[y(k−1K ), y( kK )]− C K ∑Kk=1 dist3(y(k−1K ), y( kK )))
≥ EK [(yˆK(t))t∈[0,1]]− C K
∑K
k=1K
− 32 E [(yˆK(t))t∈[ k−1K , kK ]]
3
2
≥ EK [(yˆK(t))t∈[0,1]]
(
1− C K− 12√E [(y(t))t∈[0,1]]) ,
where we have used (4.6). Letting K →∞ yields the desired limsup–inequality.
[liminf-inequality] We have to show that for any sequence of curves (yK)K≥1 with yK :
[0, 1] →M and yK → y in L2((0, 1);Y) the inequality lim infK→∞ EK [(yK(t))t∈[0,1]] ≥
E [(y(t))t∈[0,1]] holds. Without any restriction we assume that EK [(yK(t))t∈[0,1]] < E¯ <
∞ uniformly. Thus, W[yK(k−1K ), yK( kK )] → 0 uniformly as K → ∞ so that due to the
coercivity dist(yK(k−1K ), y
K( kK ))→ 0 uniformly as well. Next, we estimate
lim inf
K→∞
EK [(yK(t))t∈[0,1]] = lim inf
K→∞
K
∑K
k=1W[yK(k−1K ), yK( kK )]
≥ lim inf
K→∞
K
∑K
k=1dist
2(yK(k−1K ), y
K( kK ))
(
1− C dist(yK(k−1K ), yK( kK ))
)
= lim inf
K→∞
E [(yK(t))t∈[0,1]] ,
which also shows that yK is uniformly bounded in W 1,2((0, 1);M). Due to the reflexivity
ofV, a subsequence (for simplicity again denoted by (yK)K≥1) weakly converges against y
in W 1,2((0, 1);M). Due to the sequential weak lower semi-continuity of the energy E (cf .
Theorem 4.3) we finally obtain the requested estimate
lim inf
K→∞
EK [(yK(t))t∈[0,1]] ≥ lim inf
K→∞
E [(yK(t))t∈[0,1]] ≥ E [(y(t))t∈[0,1]] ,
which concludes the proof.
COROLLARY 4.10 (Convergence of discrete geodesics). Minimizers of the discrete path
energies EK converge against minimizers of the continuous path energy E in C0([0, 1];Y).
Proof. This is a simple implication of the Γ-convergence and the following equi-mild co-
ercivity of the discrete energies: Theorem 4.5 shows that the minima of the discrete energies
are uniformly bounded. However, EK is coercive with respect to yA + W 1,2((0, 1);V) so
that the minima for all K are achieved in some bounded ball of yA +W 1,2((0, 1);V), which
is compact in L2((0, 1);Y). Together with the Γ-convergence of EK , this implies that any
L2((0, 1);Y)-limit point of a sequence of minimizers yˆK for EK is a minimizer for E . Fur-
thermore, from the above, all converging subsequences are bounded in yA +W 1,2((0, 1);V)
and thus bounded in yA+C0,
1
2 ([0, 1];V) and by Arzela`–Ascoli precompact in C0([0, 1];Y)
so that the convergence is not only in L2((0, 1);Y), but even in C0([0, 1];Y).
The above convergence obviously does not only hold for the piecewise geodesic interpo-
lation yˆK of discrete geodesics (y0, . . . , yK), but also for the piecewise linear interpolation
which we shall call yτ (where τ = 1/K stands for the discrete time step).
For stronger convergence estimates and for the convergence of discrete logarithm, expo-
nential map, and parallel transport, we require the following smoothness hypotheses:
(H1) The metric g is C2(Y;V′ ⊗V′)-smooth.
(H2) The energyW is C4((yA +V)× (yA +V);R)-smooth with bounded derivatives.
The following theorem now states that the convergence in C0([0, 1];Y) ensured by the
above Γ-convergence result is actually much stronger with L2-converging velocities.
THEOREM 4.11 (Path convergence in W 1,2((0, 1);M)). Under the hypotheses (H1)
and (H2), if the interpolated geodesics yτ (·) converge for K →∞ to the continuous one y(·)
in L2((0, 1);Y), then this convergence is even in W 1,2((0, 1);M).
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Proof. Under the smoothness and coercivity assumptions on g, a continuous geodesic
path (y(t))t∈[0,1] in M as a minimizer of the continuous energy
∫ 1
0
gy(t)(y˙(t), y˙(t)) dt for
given fixed end points y(0) and y(1) is smooth and fulfills the Euler–Lagrange equation∫ 1
0
2gy(t)(y˙(t), ψ˙(t)) +
(
Dygy(t)(ψ(t))
)
(y˙(t), y˙(t)) dt = 0 (4.7)
for all ψ ∈W 1,20 ((0, 1);V) := {ψ ∈W 1,2((0, 1);V) |ψ(0) = ψ(1) = 0}. Furthermore, the
Euler–Lagrange equation for a discrete geodesic path is given by
K
∑K
k=1 (W,1[yk−1, yk](ψk−1) +W,2[yk−1, yk](ψk)) = 0 (4.8)
for all (ψk)k=0,...,K ⊂ V with ψ(0) = ψ(K) = 0. Applying the Taylor expansion
W[yk−1, yk] =W[yk−1, yk−1] +W,2[yk−1, yk−1](yk − yk−1)
+
∫ 1
0
(1− s)W,22[yk−1, yk−1 + s(yk − yk−1)](yk − yk−1, yk − yk−1) ds , (4.9)
whose first two terms on the right-hand side vanish, one can rewrite (4.8) as
0 =
1
τ
K∑
k=1
∫ 1
0
(1− s)
(
W,221[yk−1, yk−1+s(yk−yk−1)]((yk−yk−1), (yk−yk−1), ψk−1)
+W,222[yk−1, yk−1+s(yk−yk−1)]
((yk−yk−1), (yk−yk−1), ψk−1 + s(ψk−ψk−1))
+2W,22[yk−1, yk−1+s(yk−yk−1)]((yk−yk−1), (ψk−ψk−1))
)
ds
=
K∑
k=1
∫ τ
0
(1− t/τ)
(
W,221[yk−1, yk−1+tvk](vk, vk, ψk−1)
+W,222[yk−1, yk−1+tvk](vk, vk, ψk−1 + twk)
+2W,22[yk−1, yk−1+tvk](vk, wk)
)
dt
for vk =
yk−yk−1
τ and wk =
ψk−ψk−1
τ . Now, taking into account the smoothness of the
geodesic, the smoothness ofW , and gy(v, w) = 12W,22[y, y](v, w), which implies
2(Dygy(ψ))(v, w) = (W,221[y, y](v, w, ψ) +W,222[y, y](v, w, ψ)) , (4.10)
we finally achieve
0 =
1
2
K∑
k=1
τ
(
W,221[yk−1, yk−1](vk, vk, ψk−1) +W,222[yk−1, yk−1](vk, vk, ψk−1)
+2W,22[yk−1, yk−1](vk, wk)
)
+ Err
=
K∑
k=1
τ
(
2gyk−1(vk, wk) +
(
(Dygyk−1)(ψk−1)
)
(vk, vk)
)
+ Err (4.11)
for Err = O(τ2
∑
k ‖vk‖3V‖ψk−1‖V) + O(τ2
∑
k ‖vk‖2V‖wk‖V). From Theorem 4.6 we
obtain the following estimates for the error,
Err = O(τ2)
(∑K
k=1 ‖ψk−1‖V +
∑K
k=1 ‖wk‖V
)
, (4.12)
Err = O(τ)
(√
τ
∑K
k=1 ‖ψk−1‖2V +
√
τ
∑K
k=1 ‖wk‖2V
)
. (4.13)
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Based on these preliminaries we now combine the Euler–Lagrange equation (4.7) for the
continuous geodesic path and (4.11) (derived from the Euler–Lagrange equation (4.8) for
the discrete geodesic path) to obtain an equation for the discretization error. To this end,
we consider a piecewise polygonal function ψτ : [0, 1] → V with ψτ (kτ) = ψk ∈ V for
k = 0, . . . ,K and ψ0 = ψK = 0. Using this notation one easily verifies the identity
∫ 1
0
2gy(t)(y˙τ (t)−y˙(t), φ˙(t)) dt
=
∫ 1
0
2gy(t)(y˙τ (t)−y˙(t), φ˙(t)−ψ˙τ (t)) dt
−∫ 1
0
2gy(t)(y˙(t), ψ˙τ (t))+Dygy(t)(ψτ (t))(y˙(t), y˙(t)) dt
+
∑K
k=1 τ
(
2gyk−1(vk, wk)+Dygyk−1(ψk−1)(vk, vk)
)
+
∑K
k=1 2
(∫ kτ
(k−1)τ gyτ (t)(y˙τ (t), ψ˙τ (t)) dt−τgyk−1(vk, wk)
)
+2
∫ 1
0
gy(t)(y˙τ (t), ψ˙τ (t))−gyτ (t)(y˙τ (t), ψ˙τ (t)) dt
+
∑K
k=1
(∫ kτ
(k−1)τ Dygyτ (t)(ψk−1)(y˙τ (t), y˙τ (t)) dt−τDygyk−1(ψk−1)(vk, vk)
)
+
∑K
k=1
(∫ kτ
(k−1)τ Dygyτ (t)(ψτ (t))(vk, vk)−Dygyτ (t)(ψk−1)(y˙τ (t), y˙τ (t)) dt
)
+
∫ 1
0
(
Dygy(t)(ψτ (t))−Dygyτ (t)(ψτ (t))
)
(y˙τ (t), y˙τ (t)) dt
+
∫ 1
0
Dygy(t)(ψτ (t))(y˙τ (t), y˙(t)−y˙τ (t))+Dygy(t)(ψτ (t))(y˙(t)−y˙τ (t), y˙(t)) dt
=: I − II + III + IV + V + V I + V II + V III + IX (4.14)
with v(t) = y˙(t), w(t) = ψ˙τ (t). Now, we choose φ = yτ−y and ψτ = yτ−Iτy, where Iτ is
the piecewise affine Lagrangian interpolation in time with Iτψ(kτ) = ψ(kτ). Let us mention
here, that we will reuse (4.14) with different test functions later in the context of a pointwise
error estimate in the proof of Theorem 5.1. Due to the uniform coercivity of the metric g the
left-hand side can be estimated from below by 2c∗‖y˙ − y˙τ‖2L2((0,1);V). The different terms
on the right-hand side of (4.14) are estimated as follows:
(I) By the uniform boundedness of the metric, | I | can be estimated by
2C∗‖y˙ − y˙τ‖L2((0,1);V)‖y˙ − (Iτy)˙‖L2((0,1);V).
(II) Due to (4.7) the term II vanishes.
(III) Taking into account (4.11) and (4.13), | III | is bounded by Cτ‖ψτ‖W 1,2((0,1);V).
(IV) Due to the smoothness of the metric g and Theorem 4.6, the quadrature error in | IV |
is bounded by O(τ2
∑
k ‖vk‖2V‖ψ˙τ‖V) = O(τ‖ψ˙τ‖L2((0,1);V)) (compare (4.13)).
(V) By an analogous argument and the boundedness of yτ in L2((0, 1);Y) the term |V |
can be estimated byC‖y−yτ‖L2((0,1);Y)‖y˙τ‖L∞((0,1);V)‖ψ˙τ‖L2((0,1);V), where we
know from Theorem 4.6 that ‖y˙τ‖L∞((0,1);V) = O(1).
(VI) Now using the smoothness of Dyg we can bound |V I | by
Cτ2
∑K
k=1 ‖vk‖2V‖vk‖Y‖ψk−1‖Y = O(τ‖ψτ‖L2((0,1);Y)).
(VII) Term |V II | is bounded byCτ‖ψ˙τ‖L2((0,1);Y) due to the uniform bound for ‖y˙τ‖V.
(VIII) Now using the smoothness of Dyg and the boundedness of ‖y˙τ‖V we can bound
|V III | by C‖y − yτ‖L2((0,1);Y)‖ψτ‖L2((0,1);Y).
(IX) Finally, we obtain the estimate | IX | ≤ C‖ψτ‖L2((0,1);Y)‖y˙ − y˙τ‖L2((0,1);V).
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Altogether, for some constant C we obtain the following estimate for the error,
2c∗‖y˙ − y˙τ‖2L2((0,1);V) ≤ 2C∗‖y˙ − y˙τ‖L2((0,1);V)‖y˙ − (Iτy)˙‖L2((0,1);V)
+Cτ‖ψτ‖W 1,2((0,1);V)
+C‖y − yτ‖L2((0,1);Y)‖ψ˙τ‖L2((0,1);V)
+Cτ‖ψτ‖W 1,2((0,1);Y)
+C‖y − yτ‖L2((0,1);Y)‖ψτ‖L2((0,1);Y)
+C‖ψτ‖L2((0,1);Y)‖y˙ − y˙τ‖L2((0,1);V) .
Finally, using Poincare´’s inequality ‖y − yτ‖L2((0,1);V) ≤ ‖y˙ − y˙τ‖L2((0,1);V) as well as
Young’s inequality and the compact embeddingV ↪→ Y, we derive in a straightforward way
‖y˙ − y˙τ‖2L2((0,1);V) ≤ C
(
τ2 + ‖y − Iτy‖2W 1,2((0,1);V) + ‖y − yτ‖2L2((0,1);Y)
)
for some C > 0. Taking into account the classical interpolation estimate
‖y − Iτy‖L2((0,1);V) + τ‖y˙ − (Iτy)˙‖L2((0,1);V) ≤ Cτ2
as well as ‖y − yτ‖L2((0,1);Y) → 0, this concludes the proof.
REMARK 4.12. Note that in the continuous setting, geodesics can also be obtained
by minimizing the path length (2.1) for fixed end points y(0), y(1). However, discrete min-
imizers of the discrete path energy (2.1) are in general unrelated to continuous geodesics.
As an example, think of a smooth curved manifold embedded in Rm and let W[y, y˜] be the
squared Euclidean distance between y and y˜ in the embedding space. Then given y0, yK with
y0 + t(y1 − y0) 6∈ M for all t ∈ (0, 1), minimizers of L[·] for y0, yK fixed have the form
(y0, y0, . . . , y0, yK , . . . , yK) . Obviously, the claim of Theorem 4.6 no longer holds, and the
argument for Theorem 4.9 breaks down since minimizers of the discrete length L[·] are only
bounded in BV ((0, 1);M) instead of W 1,2((0, 1);M).
5. Convergence of discrete logarithm, exponential, and parallel transport. In this
section we discuss the limit behavior of the discrete operators. At first we investigate the
convergence of the discrete logarithm, which can be formulated as an L∞ derivative error
estimate for discrete variational solutions of an elliptic problem in W 1,2((0, 1);M). This
will become apparent in the proof of the following theorem.
THEOREM 5.1 (Convergence of discrete logarithm). Let y, y˜ ∈ M. Under the hy-
potheses (H1) and (H2), if the continuous and discrete geodesics between y, y˜ are unique,
K( 1KLOG)y y˜ → logy y˜ weakly inV (and thus strongly inY) as K →∞.
Proof. As usual, abbreviate τ = 1/K, and let y(t)t∈[0,1] and yτ (t)t∈[0,1] be the con-
tinuous and the interpolated discrete geodesic between y and y˜. Let us denote by Φ ∈
W 1,20 ((0, 1); Hom(V
′,V)) the weak solution of∫ 1
0
2gy(t)(z˙(t), Φ˙(t)v) dt =
(
v, z(τ)τ
)
V′,V
(5.1)
for all z ∈W 1,20 ((0, 1);V), v ∈ V′. Then we obtain(
v,K( 1KLOG)y y˜ − logy y˜
)
V′,V
=
(
v, yτ (τ)−y(0)τ − y˙(0)
)
V′,V
=
(
v, yτ (τ)−y(τ)τ +
(
y(τ)−y(0)
τ − y˙(0)
))
V′,V
=
∫ 1
0
2gy(t)(y˙τ (t)−y˙(t), Φ˙(t)v) dt+O(τ‖v‖V′) . (5.2)
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The solution of (5.1) for a given continuous geodesic path (y(t))t∈[0,1] can be computed
explicitly. Indeed, we deduce from (5.1) the following two conditions,
2
d
dt
(
Gy(t)(Φ˙(t)v)
)
= 0 on (0, τ) ∪ (τ, 1) , (5.3)
2Gy(τ)
(
Φ˙(τ + 0)v− Φ˙(τ − 0)v
)
= − 1τ v (5.4)
for any v ∈ V′, where we use the notation Gy : V→ V′ for the inverse Riesz isomorphism of
the Hilbert space (V, gy). Integration of (5.3) leads to Φ˙(t) = G−1y(t)Gy(0)Φ˙(0) on (0, τ) and
Φ˙(t) = G−1y(t)Gy(1)Φ˙(1) on (τ, 1). From this and (5.4) one obtains Gy(1)Φ˙(1)− Gy(0)Φ˙(0) =
− 12τ . Furthermore, due to the boundary conditions Φ(0) = Φ(1) = 0 we achieve
0 =
∫ τ
0
Φ˙(t) dt+
∫ 1
τ
Φ˙(t) dt =
(∫ τ
0
G−1y(t) dt
)
Gy(0)Φ˙(0)+
(∫ 1
τ
G−1y(t) dt
)
Gy(1)Φ˙(1) .(5.5)
Now, with the notation G− =
∫ τ
0
G−1y(t) dt, G
+ =
∫ 1
τ
G−1y(t) dt, A = Gy(0)Φ˙(0), and B =
Gy(1)Φ˙(1), (5.4) and (5.5) form the linear system of equations
A− B = 12τ
G−A+G+B = 0
which for 1 the identity has the unique solution
A =
1
2τ
(G−)−1G+(1+ (G−)−1G+)−1 , B = − 1
2τ
(1+ (G−)−1G+)−1 .
Finally, we can evaluate Φ(t) via integration of
Φ˙(t) =
1
2τ
G−1y(t)
(∫ τ
0
G−1y(s) ds
)−1∫ 1
τ
G−1y(s) ds
(
1+
(∫ τ
0
G−1y(s) ds
)−1∫ 1
τ
G−1y(s) ds
)−1
on (0, τ) ,
Φ˙(t) = − 1
2τ
G−1y(t)
(
1+
(∫ τ
0
G−1y(s) ds
)−1∫ 1
τ
G−1y(s) ds
)−1
on (τ, 1) .
Let us remark that in the trivial case of the constant metric gy(v, v) = (v, v)V on a Hilbert
space V (in which case geodesics are straight lines), Φ is a piecewise affine function with
Φ(0) = Φ(1) = 0 and Φ(τ) = 1−τ2 R for the Riesz isomorphismR : V
′ → V.
Next, we define Ψτ as the Lagrangian interpolation IτΦ of Φ with Ψτ (kτ) = Φ(kτ) for
k = 0, . . . ,K. To show the claim, it remains to show the convergence of the right-hand side
in (5.2). At first we proceed as in the proof of Theorem 4.11. In (4.14) we choose φ = Φv
and ψτ = Ψτv, which turns the left-hand side into the desired error representation. Hence, it
remains to verify that the terms I to IX on the right-hand side of (4.14) vanish for τ → 0.
Indeed, using the same notation as in Theorem 4.11 we obtain the following estimates:
(I) Due to the uniform boundedness of the metric, | I | can be bounded by 2C∗‖y˙ −
y˙τ‖L2((0,1);V)‖(Φ− IτΦ)˙v‖L2((0,1);V) , and for t ∈ ((k − 1)τ, kτ) one obtains
‖(Φ− IτΦ)˙(t)v‖V = ‖ 1τ
∫ kτ
(k−1)τ (Φ˙(t)− Φ˙(s))v ds‖V
≤ 1τ
∫ kτ
(k−1)τ ‖G−1y(t) − G−1y(s)‖ ds ‖Gy(tˆ)Φ˙(tˆ)v‖V = O(τ)‖Φ˙(tˆ)v‖V
with tˆ = 0 for k = 1 and tˆ = 1 else. Using Φ˙(0) = O(τ−1) and Φ˙(1) = O(1), we
obtain ‖(Φ− IτΦ)˙v‖L2((0,1);V) = O(τ‖v‖V′).
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(II) Due to (4.7) the term II vanishes as before.
(III) By (4.11) and this time (4.12) the term | III | can be estimated by
Cτ‖ψτ‖L∞((0,1);V) + Cτ2‖w1‖V + Cτ sup
k>1
‖wk‖V ,
where ‖w1‖V ≤ Cτ−1‖v‖V′ and supk>1 ‖wk‖V = O(‖v‖V′).
Using ‖ψτ‖L∞((0,1);V) = O(1), | III | is bounded by Cτ‖v‖V′ .
(IV) Due to the smoothness of the metric g, the quadrature error in IV is bounded by
O(τ2
∑
k
‖vk‖Y‖vk‖V‖ψ˙τ‖V) = O(τ2‖w1‖V + τ sup
k>1
‖wk‖V) = O(τ‖v‖V′) .
(V) Using Theorem 4.6, one obtains
|V | ≤ C ∫ 1
0
‖y − yτ‖Y‖ψ˙τ‖V‖y˙τ‖V dt
≤ C‖y − yτ‖L∞((0,1);Y)‖ψ˙τ‖L1((0,1);V)‖y˙τ‖L∞((0,1);V)
= O(‖y − yτ‖L∞((0,1);Y)‖v‖V′) .
(VI) By the smoothness of g we get |V I | ≤ Cτ2∑k ‖ψk−1‖Y‖vk‖2V‖vk‖Y = O(τ‖v‖V′) .
(VII) Again due to the smoothness of g we achieve
|V II | ≤ Cτ2‖w1‖Y‖v1‖2V + C
∑
k>1
τ2‖wk‖Y‖vk‖2V ≤ Cτ‖v‖V′ .
(VIII) For the term V III one obtains the estimate
|V III | ≤ C‖y − yτ‖L2((0,1);Y)‖ψτ‖L2((0,1);Y)‖y˙τ‖2L∞((0,1);V)
= O(‖y − yτ‖L2((0,1);Y)‖v‖V′) .
(IX) Finally, for the last term we get
| IX | ≤ C‖ψτ‖L2((0,1);Y)(‖y˙‖L∞((0,1);V) + ‖y˙τ‖L∞((0,1);V))‖y˙ − y˙τ‖L2((0,1);V)
= O(‖y˙ − y˙τ‖L2((0,1);V)‖v‖V′) .
Collecting all these estimates we obtain(
v,K( 1KLOG)y y˜ − logy y˜
)
V′,V
≤ C(τ+‖y˙−y˙τ‖L2((0,1);V)+‖y−yτ‖L∞((0,1);Y))‖v‖V′ .
Using Theorems 4.10 and 4.11 the right hand side of this estimate converges to 0 as K →∞
for all v ∈ V′, which proves the claim.
Next we consider the existence and convergence of the discrete exponential. This re-
quires several preparations.
LEMMA 5.2 (Local uniqueness of ( 12LOG)). Under the hypotheses (H1) and (H2), there
exists an  > 0 such that for any y0, y2 ∈ M with y2 ∈ B(y0) = {y | ‖y − y0‖V ≤ },
E[(y0, ·, y2)] : M → R is strictly convex with bounded coercive Hessian on B(y0), and
( 12LOG)y0(y2) is unique.
Proof. For given , consider y0, y2 ∈ M with ‖y2 − y0‖V < . The Hessian of
E[(y0, ·, y2)] at some y1 in the ballB(y0) is given by 2(W,22[y0, y1]+W,11[y1, y2]) = 8gy0+
O() with uniform constants, where we have used the smoothness ofW and Lemma 4.7. For
 small enough, this is bounded and coercive (independent of y0), and thus E[(y0, ·, y2)] is
strictly convex (cf. Theorem 4.8). This also implies uniqueness of ( 12LOG)y0(y2) (via The-
orem 4.5 it is easy to see that the optimal y1 cannot lie outside B(y0)).
REMARK 5.3. The above result can be generalized to K-geodesics inside an -ball. It is
a refinement of Theorem 4.8 in the sense that it provides a uniform uniqueness radius . Also,
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it implies the differentiability of ( 12LOG)y0(y2) with respect to y2 ∈ B(y0): The Hessian
D2E[(y0, ·, y2)] = 2(W,22[y0, ·] +W,11[·, y2]) is coercive so that by the implicit function
theorem,
D( 12LOG)y0(y2) = −
(W,22[y0, y1] +W,11[y1, y2])−1W,12[y1, y2]
= [4gy0 +O()]
−1(2gy0 +O()) =
1
21+O()
for y1 := y0 + ( 12LOG)y0(y2).
LEMMA 5.4. For y2∈B(y0) the estimate y0+( 12LOG)y0(y2)=
y0+y2
2 +O(
3/2) holds.
Proof. Indeed, usingW[y, y˜] = dist2(y, y˜)+O(dist3(y, y˜)) = gy0(y− y˜, y− y˜)+O(3)
for y, y˜ ∈ B(y0) and 2[W[y0, y1(y2)] +W[y1(y2), y2)]] = gy0(y2 − y0, y2 − y0) + O(3)
for y1(y2) = y0 + ( 12LOG)y0(y2) (by Theorem 4.5), we get
2gy0(
y0+y2
2 −y1(y2), y0+y22 −y1(y2))
= gy0(y0−y1(y2), y0−y1(y2)) + gy0(y2−y1(y2), y2−y1(y2))− 12gy0(y2−y0, y2−y0)
=W[y0, y1(y2)]+W[y1(y2), y2]− (W[y0, y1(y2)]+W[y1(y2), y2]) +O(3) = O(3) .
LEMMA 5.5 (Local existence of (EXP2)). Under the hypotheses (H1) and (H2), there
exists an  > 0 such that (EXP2)y0(v) exists for any y0 ∈M, v ∈ V, with ‖v‖V < .
Proof. Choose  to be one third the value from Lemma 5.2. For y0 ∈ M, v ∈ V with
‖v‖V < , define the operator Tv : B3(y0) → M by Tvy2 = y2 + v − ( 12LOG)y0(y2) .
Without loss of generality we may assume  to be small enough such that by Lemma 5.4,
Tv : B3(y0) → B3(y0). Its derivative is given by 1 − D( 12LOG)y0(y2) =
1
21 + O(),
hence Tv is a contraction, and by the Banach fixed point theorem has a unique fixed point
(EXP2)y0(v).
REMARK 5.6. By the inverse function theorem, (EXP2)y0 is differentiable at v with
‖v‖V < , and D(EXP2)y0(v) = [D( 12LOG)y0((EXP
2)y0(v))]
−1 = 21+O() .
LEMMA 5.7. For ‖v‖V ≤  the estimate (EXP2)y0(v) = (y0 + 2v) +O(3/2) holds.
Proof. Let us abbreviate y1 = y0+v and y2(y1) = (EXP2)y0(v). Then as in Lemma 5.4,
1
2gy0(y0 + 2v−y2(y1), y0 + 2v−y2(y1))
= gy0(y0−y1, y0−y1) + gy0(y2(y1)−y1, y2(y1)−y1)− 12gy0(y2(y1)−y0, y2(y1)−y0)
=W[y0, y1] +W[y1, y2(y1)]−(W[y0, y1] +W[y1, y2(y1)]) +O(3) = O(3) .
REMARK 5.8. Using the above boundedness, our previous estimates can be further
improved to ‖(EXP2)y0(v) − (y0 + 2v)‖V = O(‖v‖2V) and ‖( 12LOG)y0(y2) − (
y0+y2
2 −
y0)‖V = O(‖y2 − y0‖2V) for ‖v‖V and ‖y2 − y0‖V smaller than . Indeed, if (y0, y1, y2) is
a discrete geodesic with v1 = v = y1 − y0 and v2 = y2 − y1, and if ψ1 is a variation of y1,
then the optimality condition implies
0 =W,2[y0, y1](ψ1) +W,1[y1, y2](ψ1)
=W,2[y1, y1](ψ1)−W,21[y1, y1](ψ1, y1 − y0) +O(‖y1 − y0‖2V‖ψ1‖V)
+W,1[y1, y1](ψ1) +W,12[y1, y1](ψ1, y2 − y1) +O(‖y2 − y1‖2V‖ψ1‖V)
= 2gy1(ψ1, v1 − v2) +O((‖v1‖2V + ‖v2‖2V)‖ψ1‖V) ,
where we used Lemma 4.7. Using the coercivity of gy1 , the desired estimates can now easily
be derived.
THEOREM 5.9 (Existence and convergence of (EXPK)). Let y : [0, 1] → M be a
smooth geodesic. Under the hypotheses (H1) and (H2), (EXPK)y(0)(
y˙(0)
K ) exists forK large
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enough, and for τ = 1K one obtains
∥∥y(1)− (EXPK)y(0)( y˙(0)K )∥∥V = O(τ) .
Proof. To examine the convergence of the discrete exponential, we need to linearize
the optimality condition (4.8). Let (y0, . . . , yK) be some discrete path in M and let vk =
(yk − yk−1)/τ for τ = 1/K. As in the proof of Theorem 4.11, for ψk ∈ V we find
W,2[yk−1, yk](ψk)+W,1[yk, yk+1](ψk)
= τ
∫ τ
0
(1− tτ )
[
W,222[yk−1, yk−1+tvk](vk, vk, tτ ψk)+2W,22[yk−1, yk−1+tvk](vk, 1τ ψk)
+W,221[yk, yk+tvk+1](vk+1, vk+1, ψk)+W,222[yk, yk+tvk+1](vk+1, vk+1, ψk)
−W,222[yk, yk+tvk+1](vk+1, vk+1, tτ ψk)− 2W,22[yk, yk+tvk+1](vk+1, 1τ ψk)
]
dt
= τ
∫ τ
0
(1− tτ )
[
− 4τ (gyk(vk+1, ψk)− gyk−1(vk, ψk))+2Dygyk(ψk)(vk+1, vk+1)
+
∫ 1
0
(
2W,222[yk−1, yk−1+rtvk](vk, 1τ ψk, tvk)
−2W,222[yk, yk+rtvk+1](vk+1, 1τ ψk, tvk+1)
+W,2212[yk, yk+rtvk+1](vk+1, vk+1, ψk, tvk+1)
+W,2222[yk, yk+rtvk+1](vk+1, vk+1, ψk, tvk+1)
)
dr
+W,222[yk−1, yk−1+tvk](vk, vk, tτ ψk)−W,222[yk, yk+tvk+1](vk+1, vk+1, tτ ψk)
]
dt
=− τ2
[
2
gyk(vk+1, ψk)− gyk−1(vk, ψk)
τ
−Dygyk(ψk)(vk+1, vk+1)
]
+O
[
(τ(‖vk‖3V+‖vk+1‖3V)+(τ‖vk‖2V+‖vk+1−vk‖V)(‖vk+1‖V+‖vk‖V))τ2‖ψk‖V
]
(5.6)
assuming sufficient differentiability ofW and using the simple Taylor expansion formula
f [a2, b2](c2, c2, d)−f [a1, b1](c1, c1, d) = f [a1, b1](c2−c1, c2, d)+f [a1, b1](c1, c2−c1, d)
+ f,1[a, b](c2, c2, d, a2 − a1) + f,2[a, b](c2, c2, d, b2 − b1)
for a spatially dependent, differentiable trilinear form f and a = (1 − ξ)a1 + ξa2, b =
(1− ξ)b1 + ξb2 for some ξ ∈ [0, 1].
Next, let us abbreviate tk = kτ . The smooth geodesic y satisfies
0 = −2 ddtgy(t)(y˙(t), ψk)|t=tk +Dygy(tk)(ψk)(y˙(tk), y˙(tk))
= −2gy(tk)(uk+1, ψk)− gy(tk−1)(uk, ψk)
τ
+Dygy(tk)(ψk)(uk+1, uk+1) +O(τ‖ψk‖V)
for uk =
y(tk)−y(tk−1)
τ and |O(τ‖ψk‖V)| ≤ Cτ(‖
...
y‖V + ‖y¨‖V(‖y˙‖V + τ‖y¨‖V))‖ψk‖V.
Now assume yk+1 := (EXPk+1)y(0)(y˙(0)/K) exists for some k < K (and thus also
y0, . . . , yk), then the left-hand side of (5.6) is zero. Subtracting 1/τ2 times (5.6) from the
above equation yields
O
[
(τ + τ‖vk‖3V + τ‖vk+1‖3V + (τ‖vk‖2V + ‖vk+1 − vk‖V)(‖vk+1‖V + ‖vk‖V))‖ψk‖V
]
= 2
gyk(vk+1, ψk)− gyk−1(vk, ψk)
τ
− 2gy(tk)(uk+1, ψk)− gy(tk−1)(uk, ψk)
τ
−Dygyk(ψk)(vk+1, vk+1) +Dygy(tk)(ψk)(uk+1, uk+1) (5.7)
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Introducing ek = yk − y(tk) as well as evk = ek−ek−1τ , the first line on the right-hand side
can be rewritten as
2
gyk(vk+1 − vk, ψk)− gy(tk)(uk+1 − uk, ψk)
τ
+2Dygyk(vk)(vk, ψk)− 2Dygy(tk)(uk)(uk, ψk) +O(τ(‖vk‖3V + ‖uk‖3V)‖ψk‖V)
=2gyk
(evk+1 − evk
τ
, ψk
)
+O
[
(‖ek‖V‖uk+1−ukτ ‖V + ‖ek‖V‖uk‖2V
+‖evk‖V(‖uk‖V + ‖vk‖V) + τ(‖vk‖3V + ‖uk‖3V))‖ψk‖V
]
,
and the second line is bounded by O[(‖ek‖V‖uk+1‖2V + ‖evk+1‖V‖uk+1 + vk+1‖V)‖ψk‖V].
Thus, exploiting the boundedness of y and its derivatives as well as
uk = y˙(tk) + τO(y¨) , uk+1 − uk = τ y¨(tk) + τ2O(
...
y ) ,
‖vk‖V ≤ ‖uk‖V + ‖evk‖V , ‖vk+1 − vk‖V ≤ ‖uk+1 − uk‖V + ‖evk+1‖V + ‖evk‖V ,
(5.7) can be rewritten as( ek+1−ek
τ
evk+1−evk
τ
)
=
(
evk+1
O[τ + ‖ek‖V + (‖evk‖V + ‖evk+1‖V)(1 + ‖evk‖V + ‖evk+1‖V)2]
)
,
where we have also used the uniform coerciveness of g. If ‖evj‖V ≤ 1 for j = 0, . . . , k + 1,
then the above implies the existence of a constant C > 0 such that with U = C ( 1 11 1 ),
(1− τU)
(‖ej+1‖V
‖evj+1‖V
)
≤ (1+ τU)
(‖ej‖V
‖evj‖V
)
+ Cτ2 , j = 0, . . . , k,
which together with e0 = 0, ‖ev1‖V = O(τ) by classical arguments implies ‖ej‖V, ‖evj‖V ≤
κτ , j = 0, . . . , k + 1, for some κ > 0 which is independent of k and K.
Now choose 1τ = K large enough such that CK := κτ
2 + τ maxt∈[0,1] ‖y˙(t)‖V <
 for   1 from Lemma 5.5. Then by induction, (EXPk)(y˙(0)/K) = yk exists with
‖ek‖V, ‖evk‖V < κτ . Indeed, for k = 0 the situation is clear. Now if yj exists with
‖ej‖V, ‖evj‖V < κτ for all j < k, then ‖yk−1 − yk−2‖V ≤
(‖uk−1‖V + ‖evk−1‖V) τ ≤(
maxt∈[0,1] ‖y˙(t)‖V + κτ
)
τ ≤ CK <  so that yk = (EXP2)yk−2(yk−1 − yk−2) exists by
Lemma 5.5 with yk − yk−1 = yk−1 − yk−2 +O(3/2). Thus ‖ek‖V, ‖evk‖V < 1, which via
the above error estimates in turn implies ‖ek‖V, ‖evk‖V < κτ .
THEOREM 5.10 (Existence and convergence of PyK ,...,y0 ). Let y : [0, 1] → M be a
smooth path, and let ζ : [0, 1] → V be a parallel vector field along y. For K ∈ N and
τ = 1K , let yk = y(kτ), then under the hypotheses (H1) and (H2), the discrete parallel
transport fulfills ‖KPyK ,...,y0( ζ(0)K )− ζ(1)‖V = O(τ) .
Proof. At first, we examine the residual resulting from the evaluation of the discrete
counterpart of the parallel transport equation on the interpolated continuous vector field ζ. ζ
is defined to be parallel if Ddtζ = 0 holds for the covariant derivative
D
dt of ζ along the curve
x, which using the definition of the covariant derivative turns into
0 = gy(t)((
D
dtζ)(t), ψ) = gy(t)(ζ˙(t), ψ) + gy(t)(Γ(y˙(t), ζ(t)), ψ) (5.8)
for all test vectors ψ ∈ V and t ∈ [0, 1]. Here the Christoffel tensor Γ : V × V → V is
defined by gy(Γ(v, w), ψ) = 12 [(Dygy)(w)(ψ, v) + (Dygy)(v)(ψ,w)− (Dygy)(ψ)(v, w)]
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for all v, w, ψ ∈ V. Let us abbreviate tk = kτ , ζk = ζ(tk), and vk = yk−yk−1τ . Ap-
plying gy(v, w) = 12W,22[y, y](v, w) (Lemma 4.7) and (4.10) as well as the approximations
ζ˙(tk−1) =
ζk−ζk−1
τ +O(τ‖ζ¨‖V), y˙(tk−1) = vk +O(τ‖y¨‖V), (5.8) turns into
O
[
τ( sup
t∈[0,1]
‖ζ¨(t)‖V + sup
t∈[0,1]
‖y¨(t)‖V sup
t∈[0,1]
‖ζ(t)‖V)‖ψ‖V
]
=W,22[yk−1, yk−1]( ζk−ζk−1τ , ψ)
+ 12
(
W,221[yk−1, yk−1](ψ, vk, ζk−1) +W,222[yk−1, yk−1](ψ, vk, ζk−1)
+W,221[yk−1, yk−1](ψ, ζk−1, vk) +W,222[yk−1, yk−1](ψ, ζk−1, vk)
−W,221[yk−1, yk−1](vk, ζk−1, ψ)−W,222[yk−1, yk−1](vk, ζk−1, ψ)
)
=W,22[yk−1, yk−1]( ζk−ζk−1τ , ψ)
+ 12
(
−W,211[yk−1, yk−1](ψ, vk, ζk−1)−W,212[yk−1, yk−1](ψ, vk, ζk−1)
+W,221[yk−1, yk−1](ψ, ζk−1, vk)−W,221[yk−1, yk−1](vk, ζk−1, ψ)
)
=W,22[yk−1, yk−1]( ζk−ζk−1τ , ψ)
− 12
(
W,211[yk−1, yk−1](ψ, vk, ζk−1) +W,221[yk−1, yk−1](vk, ζk−1, ψ)
)
=W,22[yk−1, yk−1]( ζk−ζk−1τ , ψ)−
W,112[yk−1, yk−1] +W,221[yk−1, yk−1](ζk−1, vk, ψ)
2
,
where we have used Schwarz’s theorem and the identity
W,221[y, y] +W,222[y, y] =W,111[y, y] +W,112[y, y]
= −W,121[y, y]−W,122[y, y] = −W,211[y, y]−W,212[y, y] ,
which can be derived by differentiating the identityW,22[y, y] =W,11[y, y] = −W,12[y, y] =
−W,21[y, y] from Lemma 4.7 with respect to y. Due to the smoothness of ζ and y we achieve
the estimate
W,22[yk−1, yk−1]( ζk−ζk−1τ , ψ)
− 12
(
W,112[yk−1, yk−1] +W,221[yk−1, yk−1]
)
(ζk−1, vk, ψ) = O(τ‖ψ‖V) (5.9)
Next, we derive an estimate for the residual obtained when evaluating the discrete coun-
terpart of the parallel transport equation on the discrete solution. Thus, let us abbreviate
ξk = Pyk,...,y0(ζ(0)/K) and denote the center of the k
th parallelogram in Schild’s ladder by
yck. ξk and y
c
k satisfy for all ψ ∈ V the two nonlinear equations
W,2[yk−1 + ξk−1, yck](ψ) +W,1[yck, yk](ψ) = 0 , (5.10)
W,2[yk−1, yck](ψ) +W,1[yck, yk + ξk](ψ) = 0 , (5.11)
which for the moment we assume to be uniquely solvable. Upon Taylor expansion about
(yck, y
c
k) analogously to (4.9), one obtains
W[yk−1+ξk−1, yck] =
∫ 1
0
(1− s)W,11[yck+ s(yk−1+ξk−1−yck), yck]
(yk−1+ξk−1−yck, yk−1+ξk−1−yck) ds ,
W[yck, yk] =
∫ 1
0
(1− s)W,22[yck, yck+s(yk−yck)](yk−yck, yk−yck) ds .
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Differentiating these expressions, the first equation (5.10) defining the discrete parallel trans-
port turns into
0 =
∫ 1
0
(1− s)
[
− 2W,11[yck, yck](ψ, yk−1+ξk−1 − yck)
− 2
∫ 1
0
W,111[yck+rs(yk−1+ξk−1−yck), yck](ψ, yk−1+ξk−1−yck, s(yk−1+ξk−1−yck)) dr
+W,111[yck+s(yk−1+ξk−1−yck), yck](yk−1+ξk−1−yck, yk−1+ξk−1−yck, (1− s)ψ)
+W,112[yck+s(yk−1+ξk−1−yck), yck](yk−1+ξk−1−yck, yk−1+ξk−1−yck, ψ)
− 2W,22[yck, yck](ψ, yk − yck)
− 2
∫ 1
0
W,222[yck, yck+rs(yk − yck)](ψ, yk − yck, s(yk − yck)) dr
+W,221[yck, yck+s(yk − yck)](yk − yck, yk − yck, ψ)
+W,222[yck, yck+s(yk − yck)](yk − yck, yk − yck, (1− s)ψ)
]
ds
= −W,11[yck, yck](ψ, yk−1+ξk−1 − yck)−W,22[yck, yck](ψ, yk − yck)
+ 12W,112[yck, yck](yk−1+ξk−1 − yck, yk−1+ξk−1 − yck, ψ)
+ 12W,221[yck, yck](yk − yck, yk − yck, ψ)
+O
[
(‖yk−1+ξk−1 − yck‖3V+‖yk − yck‖3V)‖ψ‖V
]
.
Here we used that for a spatially differentiable trilinear form f the relation −2f [a, a +
rsv](sψ, v, v) + f [a, a + sv]((1 − s)ψ, v, v) = f [a, a]((1 − 3s)ψ, v, v) + O(‖v‖3‖ψ‖)
holds for 0 ≤ r, s ≤ 1, which after multiplication with (1− s) integrates up to O(‖v‖3‖ψ‖).
Likewise, the second equation (5.11) turns into
0 = −W,11[yck, yck](ψ, yk−1 − yck)−W,22[yck, yck](ψ, yk+ξk − yck)
+ 12W,112[yck, yck](yk−1−yck, yk−1−yck, ψ)
+ 12W,221[yck, yck](yk+ξk − yck, yk+ξk − yck, ψ)
+O
[
(‖yk−1 − yck‖3V+‖yk+ξk − yck‖3V)‖ψ‖V
]
Subtracting the second from the first equation, dividing by τ2, and usingW,11 = W,22, one
obtains
0 =W,22[yck, yck](
1
τ ξk− 1τ ξk−1
τ , ψ)
+ 12
[
W,112[yck, yck]( ξk−1τ , ξk−1+2(yk−1−y
c
k)
τ , ψ)−W,221[yck, yck]( ξkτ , ξk+2(yk−y
c
k)
τ , ψ)
]
+O
[
(‖yk−1 − yck‖3V+‖yk − yck‖3V+‖ξk−1‖3V+‖ξk‖3V)‖ψ‖V
]
. (5.12)
Finally, we derive an equation for the error propagation and subtract (5.9) from (5.12). Intro-
ducing the error ek = Kξk − ζk = ξkτ − ζk, we arrive at
W,22[yck, yck]( ek−ek−1τ , ψ) = 12
(W,112[yck, yck] +W,221[yck, yck])(ek−1, vk, ψ)
+O
[[
τ + ‖yk−1−yck‖3V + ‖yk−yck‖3V + ‖ξk−1‖3V + ‖ξk‖3V + ‖yck−yk−1‖V‖ ζk−ζk−1τ ‖V
+ ‖yck − yk−1‖V‖ζk−1‖V‖vk‖V + 1τ2 ‖ξk−1‖V‖ξk−1 − 2(yck − yk+yk−12 )‖V
+ 1τ ‖ξk − ξk−1‖V‖vk‖V + 1τ2 ‖ξk‖V‖ξk − 2(yck − yk+yk−12 )‖V
]‖ψ‖V] . (5.13)
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Applying the boundedness of vk, ζk, ζ˙, and the uniform estimates
‖ ξkτ − ξk−1τ ‖V ≤ ‖ζk − ζk−1‖V + ‖ek‖V + ‖ek−1‖V
= O(τ + ‖ek‖V + ‖ek−1‖V)
‖ ξkτ ‖V ≤ ‖ζk‖V + ‖ek‖V
‖yck − yk‖V = O(‖yk−1 + ξk−1 − yk‖V)
= τO(‖vk‖K + ‖ζk−1‖V + ‖ek−1‖V)
‖yck − yk−1‖V = O(‖yk + ξk − yk−1‖V)
= τO(‖vk‖V + ‖ζk‖V + ‖ek‖V)
‖ξk−1 − 2(yck − yk+yk−12 )‖V = O(‖yk−1 + ξk−1 − yk‖2V)
= τ2O((‖vk‖V + ‖ζk−1‖V + ‖ek−1‖V)2)
‖ξk − 2(yck − yk+yk−12 )‖V = O(‖yk−1 − yk − ξk‖2V)
= τ2O((‖vk‖K + ‖ζk‖V + ‖ek‖V)2)
(the last four follow from Remark 5.8, assuming ‖ξk−1‖V, ‖ξk‖V to be sufficiently small),
we find
ek−ek−1
τ = O[‖ek−1‖V + τ(1 + ‖ek−1‖V)3 + ‖ek‖V + τ(1 + ‖ek‖V)3] . (5.14)
As in the proof of Theorem 5.9, this implies the existence of a constant C > 0 (independent
of K) such that if ‖ej‖V ≤ 1 for j ≤ k ≤ K, then ‖ek‖V ≤ Cτ .
We now inductively show the existence of ξk with ‖ek‖V ≤ Cτ . Choose K large
enough such that C+supk=1,...,K ‖ζk−1‖V+‖vk‖V+‖ζk‖V < K for a given  1 from
Lemma 5.5. Clearly, ξ0 exists, and e0 = 0. Now assume the existence of ξj , j < k, with
‖ej‖V ≤ Cτ . In particular, this implies ‖ξk−1‖V + τ‖vk‖V <  and thus by Lemmata 5.2
and 5.5 the existence of yck and ξk. Furthermore, Remark 5.8 ensures ‖ek‖V ≤ 1 such that
the above estimates imply ‖ek‖V ≤ Cτ .
The parallel transport also converges if the interpolated smooth path (y0, . . . , yK) is
replaced by another approximating path, for instance a discrete geodesic.
COROLLARY 5.11. Let y : [0, 1] →M be a smooth path and ζ : [0, 1] → V a parallel
vector field along y. ForK ∈ N and τ = 1K , let yk satisfy ‖yk−y(kτ)‖V ≤ , k = 0, . . . ,K,
then under the hypotheses (H1) and (H2), ‖KPyK ,...,y0( ζ(0)K )− ζ(1)‖V = O(τ + ) .
Proof. Following the previous proof we arrive at a slightly altered version of (5.13),
W,22[yck, yck]( ek−ek−1τ , ψ) = 12
(W,112[yck, yck] +W,221[yck, yck])(ek−1, vk, ψ)
+O
[[
τ+‖yk−1−yck‖3V + ‖yk−yck‖3V+‖ξk−1‖3V + ‖ξk‖3V+‖yck−y(tk−1)‖V‖ ζk−ζk−1τ ‖V
+ ‖yck − y(tk−1)‖V‖ζk−1‖V‖vk‖V + 1τ2 ‖ξk−1‖V‖ξk−1 − 2(yck − yk+yk−12 )‖V
+ 1τ ‖ξk − ξk−1‖V‖vk‖V + 1τ2 ‖ξk‖V‖ξk − 2(yck − yk+yk−12 )‖V
]‖ψ‖V] ,
where tk = kτ and vk =
y(tk)−y(tk−1)
τ . Using ‖yck−y(tk−1)‖V ≤ ‖yck−yk−1‖V+ as well
as the estimates from the previous proof we obtain (5.14) with O() added to the right-hand
side, from which the claim follows by the same arguments.
COROLLARY 5.12. Let θ ∈ V and η : yA +V → V be a smooth vector field. Define
ητ = (η(y), η(y + τθ)), then under the hypotheses (H1) and (H2) we have ‖ 1τ2∇τθ(τητ )−∇θη‖V = O(τ) .
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Proof. Consider the continuous geodesic y(t) with y(0) = y and y˙(0) = θ. We have
‖y(τ) − (y + τθ)‖V = O(τ2). Now define ξ1 = τη(y + τθ) and ξ0 = P−1y+τθ,yξ1 as well
as ζ1 = η(y(τ)) and ζ0 as the vector ζ1 parallel transported from y(τ) to y(0). Furthermore
introduce the error ek = 1τ ξk − ζk, k = 0, 1. Since P−1y+τθ,y is defined via the same discrete
Euler–Lagrange equations ((2.6) and (2.7) for k = 0, y0 = y, and y1 = y + τθ) as Py+τθ,y ,
(5.14) holds also here, only withO(‖y(τ)−(y+τθ)‖V) = O(τ2) added to the right-hand side
(exactly as in the previous corollary). Using e1 = O(τ2), we immediately see e0 = O(τ2).
The relation∇θη = ζ0−η(y)τ +O(τ) together with ζ0 +O(τ2) = 1τ ξ0 = η(y) + 1τ∇τθ(τητ )
now implies the claim.
6. Applications. In this section we give two applications of the presented convergence
theory. In general, it can be utilized in a straightforward fashion for finite-dimensional man-
ifolds and for those infinite-dimensional manifolds where motion paths are compact in state
space and the metric can be rephrased properly on Lagrangian velocity fields. In what follows
we exemplify this in the case of the discrete geodesic calculus on embedded manifolds from
Section 3 and on a space of viscous rods.
6.1. Embedded finite-dimensional manifolds. The most basic example has been given
in Section 3 by a smooth, complete, (m−1)-dimensional manifoldM, embedded inRm. Due
to the assumptions onM, a continuous geodesic exists between any two points yA, yB ∈M.
Furthermore, we assume the embedding to be such that (4.5) holds for the functionW which
represents the squared extrinsic distance between two points onM.
Even though in this exampleM is not an affine space, the existence proof for discrete
geodesics (Theorem 4.4) still applies if in it we replace Y by M (note that due to the fi-
nite dimensions, the proof no longer has to rely on a compact embedding of M into some
larger space). All subsequent results either do not make use of the manifold structure or
are essentially local in the sense that their proofs only consider a neighborhood of a con-
tinuous geodesic. This characteristic enables us to transfer the results onto the example at
hand: Via a chart we locally identify the manifoldM with an open subset of Rm−1 and set
Y = V = Rm−1. In more detail, all convergence proofs involve a continuous geodesic or
smooth path (the limit object of convergence), around which a small compact tubular neigh-
borhood U can be identified with a compact subset φ(U) of Rm−1 (where φ : U → Rm−1 is
the parametrization). Considering φ(U) ⊂ Y instead ofMwe are in the setting of Sections 4
and 5, and all convergence results apply.
6.2. A space of viscous rods. Here we deal with two-dimensional shapes or closed
curves S ⊂ R2 which are interpreted as rods of some small thickness δ > 0. If (real
physical) rods are plastically deformed, physical energy is dissipated via internal material
friction. This viscous friction is predominantly caused by two mechanisms, namely friction
due to tangential (transversally uniform) in-plane deformation and friction due to (transver-
sally non-uniform) deformation caused by bending. The squared geodesic distance between
two rods S and S˜ can be defined as the minimum energy dissipated during a distortion of S
into S˜. Approximations of this dissipated energy due to tangential distortion and bending are
given by the following two functionals (cf . [15, 8]),
Wtgl[y, y˜] = δ
∫ 1
0
W
( |y˜,s|2
|y,s|2
)
|y,s|ds , Wbnd[y, y˜] = δ3
∫ 1
0
(κ[y˜]− κ[y])2|y,s|ds ,
where W (·) is a convex function acting on the pointwise tangential strain and attaining its
minimum at 1. Furthermore, κ[y] = 1|y,s|
(
y,s
|y,s|
)
,s
· D90y,s|y,s| is the curvature of a curve y,
subscript ,s denotes the derivative, and D90 counterclockwise rotation by pi2 , i.e. n[y] =
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D90y,s
|y,s| is the normal on the curve y. The underlying Riemannian metric gy on the space of
rods satisfies 12W,22[y, y] = gy withW =Wtgl +Wbnd and is given by
gy(v, v) =
∫ 1
0
2δ
1
|y,s|W
′′(1)|vtgl,s |2 + δ3 (∂yκ[y](v))2 |y,s|ds ,
where vtgl,s = v,s · y,s|y,s| denotes the tangential component of v,s and
∂yκ[y](v) = −κ[y]|y,s|v
tgl
,s +
1
|y,s|
(
1
|y,s|
(
1− y,s|y,s| ⊗
y,s
|y,s|
)
v,s
)
,s
· n[y] .
Linearization of the bending energy and the choiceW (A)= (1−A)
2
2 lead to a simplified model
Wˆ[y, y˜] =
∫ 1
0
δ
2
(
1− |y˜,s|
2
|y,s|2
)2
|y,s|+ δ3(y˜,ss − y,ss)2|y,s|ds , (6.1)
which corresponds via gˆy = 12Wˆ,22[y, y] to the simplified metric
gˆy(v, v) =
∫ 1
0
2δ
|vtgl,s |2
|y,s| + δ
3|v,ss|2|y,s|ds . (6.2)
We will now show that our convergence theory applies to such a shape manifold. To this
end, we consider for 0 ≤ α < 12 the space Y = {y ∈ C1,α(R;R2) | y(s + 1) = y(s)} of
C1,α-smooth rod curves represented by periodic parametrizations. Finally, let V = {v ∈
W 2,2loc (R;R
2) | v(s + 1) = v(s), ∫ 1
0
v(s) ds = 0 ,
∫ 1
0
v(s) ∧ yA(s) ds = 0} for some fixed
yA ∈ Y be the space of velocity fields with zero average speed and angular momentum.
Furthermore, we assume that |yA,s| ≥ c > 0. Then, we identify the manifold M of
rods locally with an open subset of yA + V. By Sobolev embedding results V is com-
pactly embedded in Y, and V is a reflexive, separable space. Given v ∈ L2((0, 1);V)
with
∫ 1
0
‖v(t, ·)‖2W2,2((0,1),R2) dt ≤ η for sufficiently small η we obtain from y(t, s) =
yA(s) +
∫ t
0
v(r, s) dr that c2 ≤ |y,s(t, s)| ≤ C for the path y ∈ L2((0, 1);M) with v = y˙.
Furthermore, for gy defined in (6.2) gy(v, v) = 0 implies v = 0. From this we deduce that
in a sufficiently small neighborhood of yA the metric g is uniformly bounded and uniformly
coercive on V in the sense of (4.1) and that y 7→ gy and W defined in (6.1) are smooth.
Furthermore, the coercivity assumption (4.5) for W is fulfilled. Hence, for yB − yA suffi-
ciently small the direct method in the calculus of variations used in the proofs of Theorem 4.3
and Theorem 4.4 can be applied to establish the existence of a continuous and a discrete K-
geodesic. Furthermore, Theorem 4.6 implies that any K-geodesic between yA and yB stays
inside the same bounded region in yA+V so that the convergence analysis of the subsequent
theorems can be restricted to such a neighborhood of yA.
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