Designing energy-efficient clusters has recently become an important concern to make these systems economically attractive for many applications. Since the links and switch buffers consume the major portion of the power budget of the cluster, the focus of this paper is to optimize the energy consumption in these two components. To minimize power in the links, we propose a novel dynamic link shutdown (DLS) technique. The DLS technique makes use of an appropriate adaptive routing algorithm to shutdown the links intelligently. We also present an optimized buffer design for reducing leakage energy. Our analysis on different networks using a complete system simulator reveals that the proposed DLS technique can provide optimized performance-energy behavior (up to 40% energy savings with less than 5% performance degradation in the best case) for the cluster interconnects.
INTRODUCTION
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Copyright 2003 ACM 1-581 13-682-X/03/0008 ... $5.00, emerged as a major concern since server power usage is becoming a significant fraction of the total ownership cost [lo] . The energy consumption is critical as it affects the cost of cooling and backup power generation. In fact, new data centers in New York area are forecast to increase the city's power demands by 25% [lo] . Recent technology trend in terms of power density limitations and design of compact and cheap cooling systems also motivate the need for energy efficient clusters in a single box or single board.
The interconnection fabric consumes a significant portion of the total cluster power. For example, the integrated switch in the Alpha 21364 is reported to consume 20% of the chip budget, while 33% of the router linecard power is consumed in the interconnect in the Avici switch [l] . Similarly, the routers and links in a Mellanox server blade, consume almost the same power as that of a processor (15W) and is about 37% of the total power budget. These numbers indicate that power dissipation in the interconnect is significant and needs careful investigation.
Only a handful of prior studies have focused on modeling, characterizing and optimizing the network energy consumption. The power consumption behavior and models of different switch fabrics have been explored in [14] . Techniques for optimizing power dissipation in high speed links have been proposed in [13] . Analytical power models for interconnection networks have been developed based on transistor counts [6] . Wang et al. have presented an analytical power model to explore different switch configurations [12] . Recently, Shang et al. extended the dynamic voltage scaling (DVS) technique to optimize link power in regular interconnection networks [8] . It was shown that link DVS can conserve significant link energy at the expense of network performance.
We present a new link energy optimization technique called dynamic link shutdown (DLS). The proposed DLS scheme is based on the premise that if we can identify a subset of highly used links that can provide connectivity in the network, we should be able to completely shutdown other links if their utilizations are below a certain threshold. In order to benefit from DLS, we present an adaptive routing strategy that intelligently uses a subset of links for communication, thereby facilitating dynamic link shutdowns for minimizing energy consumptions. In this paper, we compare our scheme to the existing DVS approach. Our evaluation shows that DVS incurs a high performance penalty in low to medium workloads, though it results in significant power savings. Specifically, the average network latency degradation varied from 500% to 10% as the network load changed from 20% to 60%. On the other hand, the proposed DLS technique can provide moderate energy saving with minimal degradation in average network latency. Further, we observe that advantage of DVS diminishes as leakage energy becomes more important with technology scaling to 70nm. The high network latency associated with DVS results in increased buffer utilization thereby increasing the overall leakage energy consumption. Finally, we show that integration of both DVS and DLS results in the best energy optimization.
The organization of the paper is as follows: in Section 2, the system architecture is discussed. The proposed link energy optimization technique is presented in Section 3. In Section 4, the experimental platform and the simulation results are discussed, followed by the concluding remarks in Section 5. 
SYSTEM ARCHITECTURE
We have developed a simulation testbed for the cluster interconnect that models switches, NICs and links conforming to the Infiniband (IBA) specification [3] . The simulation models the flow of the flits at the bit level across the different fabrics and tracks the activity of each of the components every cycle. In addition to the timing simulation, we incorporate energy numbers extracted from actual layouts of the switch components. Each of the major components of the switch were custom designed and simulated using HSPICE in 180nm technology using a supply voltage of 1.8V to extract the power consumption values. Then we redesigned the switch components and the link using 70nm technology. These energy numbers are used along with the activity monitored in the different components of the cluster interconnect to derive the energy consumption results. In this section, we describe the switch fabric, NIC, and link architectures that were designed.
Switch
Architecture: The n-port switch modeled adopts a fivestage pipelined packet-switched model, as shown in Figure 1 In the first stage, the incoming packets are assigned to one of the C VLs using the service level (SL) information in the packet header. The header of a packet from the VI, (a FIFO buffer) is sent to the forwarding To select one of the contending VLs for the same crossbar input port, we use WRR (Weighted Round Robin) scheduling.
In the last stage of the switch, the packets flowing out of the output ports of the crossbar are buffered in the output VLs. The packets from the output VLs are multiplexed onto a common output link using the IBA specified two-level VL arbitration. First, priorities between different Vlk are determined by the priorities of SLs assigned to these VLs. Then, a WRR scheduling is used to schedule packets having the same SL.
E n e r g y Modeling: The switch design involved design of four components: FIFO buffers, lookup tables, crossbar and output port arbiter. The lookup tables are used to model the forwarding, WRR (to implement VL arbitration) and VL-SL Table 1 : Buffer E n e r g y C o n s u m p t i o n at Varying Uti-
mapping tables. The main energy parameters obtained from the layouts are summarized in Table 3 . We also used 70nm design to capture the impact of leakage energy as technology scales. Hence, the buffer design used to obtain the energy consumption data is performed in a leakage energy conscious fashion. Specifically, we utilize the predictable access patterns of the FIFO buffers and the ground gating mechanism [7] to provide a leakage-energy optimized buffer design. In ground gating, an additional sleep transistor is placed between the memory cells of the buffer and the ground. When this transistor is turned on, the circuit operates normally. When it is off, the leakage current is significantly reduced and the data is lost. Our design breaks each buffer into a number of cells, where each cell has one sleep transistor. As the FIFO access pattern is deterministic, we power down cells after reading them since the data is not needed again. Also, we can predict, without error, the minimum amount of time that must pass before a cell in sleep mode might be written to. Note that we may still incur the energy penalty of earlier activation, but our goal is to avoid introducing any additional performance penalties. The cell size is chosen such that at maximum clock rate the time required to traverse a cell is larger than the time required to power up the next cell. We thus power up a given cell n whenever the cell ( n -1) is first written to. This deterministic behavior of the FIFO buffers allows the supply gating to be implemented with a zero performance penalty. Table 1 shows the energy consumption of a quad-packet buffer designed in 70nm technology with different utilizations. We can save up to 80% of energy in the best case (no utilization) with this design.
NIC
Architecture: Network interface cards (NICs), also known as Host Channel Adapters (HCAs) in the IBA terminology, are used for attaching processing nodes to a network. As shown in Figure 2 , a typical NIC consists of a processor to handle network traffic, a pair of DMA engines to handle data movement and a local memory (typically DRAM) for buffers and doorbells. The sendlrecv requests from the host are directly written on the memory mapped doorbell region. The NIC processor polls this region in a FIFO manner and programs the appropriate DMA engine(s) to process these requests. If data needs to be copied from(to) the host, Host DMA Engines are used, or if data needs be sent(received) to(from) the network, "Network DMA Engines" are used. E n e r g y Modeling: We modeled the main components of a typical NIC shown in Figure 2 , including a RISC processor, 8MB local memory, DMA controller, doorbell queue, and the VL arbiter. We use DRAM data sheets [ll] to obtain the energy numbers for the local memory and the doorbell queue. To evaluate the energy consumed by the RISC in the NIC, we use a StrongARM 1100 RISC core [9] based energy simulator and execute the kernel code. 
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Link Architecture
The links are capable of sending 2.5Gbps data over lengths reasonable for cluster interconnects. The link includes the transmitter, receiver, and clock recovery at the receiver as shown in Figure 3 . The link also supports multiple-frequency operation through the use of DVS. In DVS, the adaptive voltagelfrequency unit (AV/AF unit) provides the minimum voltage required to operate at a given frequency, while also providing the said frequency to the transmitter. The link also supports a shutdown mode, where the transmitter, receiver, and adaptive supply unit are powered down completely, reducing energy consumption to near zero. Only a small detector in the receiver must remain powered, in order to detect when the transmitter wishes to begin operation again. The optimization and modeling of the link are the focus of the next section. 
LINK ENERGY AND OPTIMIZATION
Our link is based on the multiplexed serial link design [5] . This link uses 5:l multiplexing and an adaptive voltage supply that minimizes the operating voltage at a given frequency to optimize the energy consumption.
Dynamic Voltage Scaling (DVS)
Although the link design we are using supports multiple data rates and voltages, experimental data for frequency change during operation was unavailable at the time of this writing. The frequency change at run-time is accomplished by changing the input clock to the transmitter. In this scenario, the adaptive power supply will attempt to track the new frequency, while the receiver will attempt to regain lock to again receive data. Therefore, the link does not support data transfer during periods of frequency change. During the transition period, we conservatively utilize the higher of the two energy values consumed in the two transition states.
The time required for this transition is determined by two components of the transceiver, the clock-matching PLL and the adaptive supplies. PLL lock times on such a link are on the order of 400ns [2] , while voltage lock times on the variable power supply can be much higher [5] . Using a power supply with a relatively fast tracking rate of O.lV/ps shows that frequency transition in the link is limited by the power supply adjustment time in almost all cases. Table 2 shows the energy consumption of the scaled link, per bit, at seven frequency settings.
Dynamic Link Shutdown (DLS) Algorithm
An alternative to save link energy is to add hardware such that a link can be powered down if it is not used heavily. Re-enabling the link would normally incur a significant delay penalty while the link is powered up and reconfigured into the network. We describe two mechanisms to minimize this penalty. The first approach is simply to reduce the overhead at the circuit level, and the second approach is to use alternative paths while a link is being powered up. The latter also helps in eliminating the overhead of global network reconfiguration by using the adaptivity information programmed in the local forwarding table.
The penalty on link powerup can be avoided through the use of a multiplexed power supply, as shown in Figure 3 . While the adaptive supply regains lock, the transmitter is powered from the 1V multiplexed supply line. Normally, the adaptive supply would only supply 1V when the link was operating in the vicinity of lGbps, however, to prevent process variations and other variances from possibly causing a malfunction, we over-design the supply. To powerup the link, the transmitter begins sending control signals to the receiver, where a small circuit that remains powered at all times detects the modulation on the transmission channel and activates the receiver, also on a 1V multiplexed supply. Once the receiver has locked to a frequency, a response signal is sent, allowing valid data transmission to occur much sooner than if the normal adaptive supply had been used. Once activated, the link must operate at the minimum frequency of 640Mbps until the adaptive supply stabilizes. This allows the link to begin operation at 640Mbps much sooner than it would otherwise. The wake-up time for this situation is dominated by the lock-time of the receiver, and is equal to 800ns. As the only circuit activated in the power-down state is the modulation detector on the receiver, we assume negligible energy consumption during the power-down state.
Even with the multiplexed power supply, we cannot avoid the delay incurred by reconfiguration overhead. Whenever the links are powered downlup, forwarding tables in all switches should be changed. For example, if we use the SPF (Shortest Path First) algorithm for the IBA-based SANS that has been proposed recently [4] , each shutdownlup event needs to re-execute the algorithm to construct the appropriate forwarding tables. The global communication for this reconfiguration can be avoided by using a distributed adaptive routing scheme, which can provides alternate paths for a shutdown link. In this paper, we use a modified SPF algorithm for irregular networks and the X-Y routing for the 2-D regular networks to provide alternate paths between a source and destination. This path is encoded in the forwarding table. We do not provide further details of the SPF algorithm. This table will not be changed due to link shutdowns and guarantees connectivity in the network as long as the shutdown links do not make the network disjoint. This is assured by the dynamic shutdown module (DSM) described next. Although IBA only permits the use of forwarding tables, it is possible to have several output ports for a destination by using multipath bits in the DLID as shown in Figure 4 . Forwarding Table   IDLD 
Figure 4: Dynamic Shutdown Mechanism
As shown in Figure 4 , we add two hardware modules for the proposed scheme: a dynamic shutdown decision module (DSM) and an outport selection module. These modules are placed between pipelines Stages 2 and 3 in Figure 1 . The shutdown decision module provides the link status to the selection module which finally selects one port out of the possible output ports encoded in the forwarding table. The link status is collected at a local node over a certain observation window ( W s ) . The selected port is sent to the arbitration logic. The DSM gets the usage information from Stage 5 of the switch and provides specific link control (shutdown/up) to the link control block shown in Figure 3 . This control signal is used to set the supply voltage of the link transmitter. The selection module uses LFU (Least Frequently Used) policy for selecting one of the possible output ports.
The link shutdown decision is based on the concept that if we find a minimal set of links providing connectivity with minimum performance degradation, then a subset of the rest of links can be powered down. For this, we use two threshold utilization values (Tmax, 7'1) to decide when we need to use all possible output ports for a destination, and when we can shutdown a link due to its low Utilization. Let D be the set of all destination nodes in the forwarding table of a node. For each destination node, we define its usage frequency as the sum of utilization of all possible links that can be used for reaching the node. Our algorithm selects the set of nodes whose usage frequency is greater than T,,,, which is denoted as D,. All nodes in D, may need to use all links, since they are heavily used. Given D,, the decision algorithm works ils follows. 
(b) Else repeat find a link (lmax) in Doff that provides maximum connectivity.
Until Doff = 0.
Shutdown Decision Algorithm
EXPERIMENTAL PLATFORM AND RESULTS
Our simulation model allows the user to specify the number of physical links, number of VLs per physical link, link bandwidth, packet size, and many other architectural and power parameters. Currently, the power numbers embed actual values from design and circuit simulation. Our simulator supports different network topologies. To illustrate this feature, we simulate a 15-node irregular network and an (8 x 8) 2-D mesh network designed using 5-port switches. For the 15-node irregular networks, we use the SPF routing while for the mesh network, we use the (X-Y) routing to support routing adaptivity. We simulated both packet switched and wormhole switched networks. 
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leakage energy in buffers becomes significant in designs using sub lOOnm technology, the increased time spent in the buffers can become an energy concern as will be shown later.
The DLS scheme provides a more moderate energy saving as compared to DVS (in Figure 5 (c) ) ils only a small percentage of links can be shutdown completely. However, when combined with DVS it can provide an additional 50% savings. This additional savings results from the fact that about half of the links that would have operated at the lowest frequency in DVS can be completely shutdown with support from adaptive routing. The distribution of frequencies (voltages) at which the links operate (shown in Figure 9 ) helps to identify the source for the additional savings. The percentage of links that can be shutdown decreases by 10% as the load increases from 20% to 60%. The additional savings provided by shutdown scheme decrease in a similar fashion as the load increases.
The arrival process was then changed to use an On/Off source to generate traffic burst and message destinations were generated using a hot spot model. This provides a better stress testing of the network compared to the general model used in Figure 5 . The impact of the different schemes are plotted in Figure 6 . With this workload, voltage transition happens more often in DVS and DLS, resulting in higher penalties in the average packet latency. However, we obtain significant energy savings with the optimized schemes ( Figure 6(b) ), and the relative contribution of DLS with respect to DVS is more pronounced (See Figure 5 (b) and Figure 6(b) ). We also experiment with these schemes in a large 2-D network. The first three upper lines on the left side represent the energy per packet, and the others represent the average packet latency for the base scheme without any optimization, DVS scheme, and DLS scheme, respectively. Strikingly, we find that the energy saving due to shutdown is 38% at low load, while the performance degradation is limited to 4%l. From these results, we can conclude that the energy saving increases, while the performance penalty remains almost constant as the network size increases.
As technology scaling results in increased leakage energy, we have simulated a 70nm design where leakage energy is significantly higher. The optimized buffer is used for the higher leakage results as an example of how to mitigate the effects of this leakage increase. We experiment with the impact of DVS and DLS using these different leakage parameters to see the effect of technology evolution on these schemes. The results indicate that DVS provides better energy optimization than the DLS scheme with current technology, but has the maximum latency. This high latency implies that the packets spend more time in the buffers and thus the buffer utilization increases. When the technology scales and leakage current becomes a dominant factor, DLS becomes better than DVS at high load due to the lower buffer space utilization in DLS. This allows more of the buffer to stay powered down, reducing the leakage penalty. This crossover occurs between 40% and 50% 'We observe that by tuning the parameters (T,,, and T I ) in DLS, we can control the energy and performance. However, we show only the results with the parameters that provide similar performance with the base scheme due to space limitations. In Figure 9 , we investigate the performance results of packetswitched and wormhole-switched (8 x 8) mesh networks in a single frequency 70nm design. As shown in Figure 9 (a), a wormhole network outperforms a packet-switched network even with smaller buffers in terms of average packet latency. A wormhole network with 4-packet length buffers shows better performance than packet-switched networks with 4-packet length buffers and 8-packet length buffers. Figure 9 (b) shows the two switching networks with the same buffer size (4-packet) with/without optimized buffer. While the packet-switched network suffers from higher latency, when combined with the optimized buffer it consumes the least energy/packet. The wormhole network with the optimized buffer dissipates almost the same energy up to a load of 40%, but the advantage of the optimization disappears as the load increases. and DRAM at 70nm design. For each injection rate, the four bars indicate the packet switch with the optimized buffers (case l), the packet switch with the unoptimized buffers (case 2), the wormhole switch with optimized buffers (case 3), and the wormhole switch with the unoptimized buffers (case 4). With unoptimized buffers (case 2 and case 4), the distribution of energy dissipation is roughly 50% for both links and the switches, while it was 80% for the links and 20% for the switches with 180nm technology, as shown in case 1 of Figure 5 (a). This is because as technology evolves, the memory elements dominate the energy consumption. With the buffer optimization scheme, which reduces the leakage energy, we can save more than 60% energy in buffers at low load.
CONCLUSIONS
In this work, we focused on the energy estimation and optimization of the cluster intereconnects. We can draw the following conclusions from this work: First, while DVS is a viable technique to reduce power consumption in the links, it degrades network latency significantly at low to medium load. Second, DVS and the buffer energy consumption need to be examined together, as buffer utilization increases due to DVS. This becomes especially critical at 70nm technology, where buffer leakage energy is a dominant factor. Our study reveals that energy saving with DVS suffers due to leakage current and becomes more prominent as the load increases beyond 40%. Third, the proposed DLS technique is an elegant and feasible approach to optimize both performance and power. It can provide up to 40% energy savings with less than 5% performance penalty. DLS can be nicely blended with a suitable adaptive routing algorithm for intelligent path selection so that under-utilized links can be powered down without incurring high performance penalty. Finally, integration of DVS and DLS provides the best energy optimization.
