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Abstract
We give a precise description of compact flat spacetimes and use this to draw conclusions about the existence of
closed timelike and null geodesics. Other related results and comments are also given.
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1. Introduction
Recall that a spacetime (M,g) is a time-oriented Lorentz manifold with signature −,+, . . . ,+.
A tangent vector X to M is said to be timelike, spacelike or null according to whether g(X,X) < 0,> 0
or = 0, respectively. Similarly, a smooth curve in M is said to be timelike, spacelike or null if its tangent
vector field is always timelike, spacelike or null, respectively. We are interested in compact flat spacetimes
which are, according to [5], quotients of the form Rn1/Γ , where Rn1 denotes the n-dimensional Minkowski
space and Γ is a discrete cocompact subgroup of isometries which, by [13], must be virtually polycyclic
(equivalently, it contains a solvable subgroup of finite index).
As mentioned in [16], it was our great wish to complete our line of investigation of compact flat
spacetimes by classifying them, but after having almost had finished the classification we read in [6] that
this had been done already in [14], where it was shown that a compact flat n-dimensional spacetime is,
up to a finite cover, either a k-step nilmanifold with k  3, or a solvmanifold T nA = R × T n−1/(t, z) ∼
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284 M. Guediri / Differential Geometry and its Applications 21 (2004) 283–295(t + 1,Az), where A ∈ SLn−1(Z) is a Lorentz matrix, that is, A is diagonalizable over C and its
eigenvalues are 1, λ, λ−1, a1, . . . , an−3, where λ is positive real and each ai satisfies |ai | = 1.
The aim of this paper is to give a precise classification of compact flat spacetimes using different
techniques, and then use this to study the existence of closed timelike and null geodesics. Our approach
is purely geometric, given that the methods we employed may be regarded as an adaptation to the n-
dimensional case of the ideas that had been used in [8] for the case n = 4. This relies on an exact
description by means of exponential coordinates of the Lie groups which may act isometrically and
simply transitively on Minkowski space, and on an extension of the classical Bieberbach’s theorem to
discrete subgroups of the affine group Aff(Rn) (cf. [6]). The paper is organized as follows. In Section 2,
we classify the unipotent Lie groups which can act isometrically and simply transitively on Minkowski
space. We show that they are very special k-step nilpotent Lie groups U(a,b) that we parametrize by pairs
(a, b). In this case we see that the nilpotency class k is  3, and that U(a,b) is Abelian (i.e., k = 1) if and
only if a = b = 0; it is 2-step nilpotent if and only if a = 0 and b = 0; and it is 3-step nilpotent otherwise
(i.e., a = 0). Since a geodesically complete and flat left invariant Lorentz metric on a simply connected
Lie group N is the same as an isometric simply transitive action of N on Minkowski space Rn1, we deduce
from this classification that a nilpotent Lie group can admit a flat left invariant Lorentz metric if and only
if it is isomorphic to some U(a,b).
In Section 3, we classify the nonunipotent Lie groups that can act isometrically and simply transitively
on Minkowski space. We show that they fall to two categories depending on whether the linear part of the
unipotent radical of the algebraic hull of the group contains a hyperbolic automorphism. The fundamental
result of this section is Theorem 3.2. It asserts that if G is a nonunipotent Lie group that arises as the
crystallographic hull of some discrete cocompact subgroup, then G is isomorphic to a 2-step sovable
Lie group which may be obtained by extending (in some precise sense) the three-dimensional 2-step
solvable Lie group G3 having X, Y , Z with [X,Y ] = Y , [X,Z] = −Z, [Y,Z] = 0 as a basis for its Lie
algebra. This result is obtained by using a result in [6] generalizing the first theorem of Bieberbach on
crystallographic groups to discrete subgroups of Aff(Rn). Theorem 3.2 will be afterwards a crucial tool
for the study of the existence of closed timelike and null geodesics in compact flat spacetimes.
In Section 4, we classify compact flat spacetimes in light of the results obtained in the previous
sections. We prove in Theorem 4.1 that, up to a finite cover, one such spacetime is either a k-step
nilmanifold with k  3, or a 2-step solvmanifold that is diffeomorphic to the product T m ×T 2k+3A , where
n = m+2k +3 and A is some Lorentz matrix in SL2k+3(Z). This contains the results of [2] for n = 3 and
results of [8] for n = 4 as special cases. We should also mention the paper [7] from that a more precise
classification for the case n = 3 might be deduced.
In Section 5 we prove, using Theorem 4.1, a special case of an old conjecture of Auslander [3] stating
that every nilpotent Lie group N which acts affinely and simply transitively on Rn has a nontrivial
central translation. Namely, we prove that if N acts affinely and simply transitively on Rn and the action
preserves a flat Lorentz metric on Rn, then N contains a nontrivial translation in its center. More precisely,
such a translation lies in the derived subgroup [N,N] of N .
In Section 6, we discuss the problem of existence of closed nonspacelike geodesics in compact flat
spacetimes. We prove that a compact flat spacetime contains no closed timelike geodesic if and only if
it is a nilmanifold U(a,b)/Γ with b = 0. We also prove that any compact flat spacetime contains a closed
null geodesic, and we deduce an alternate proof for a previous result [16] stating that a compact flat
spacetime M contains a closed timelike geodesic if and only if the fundamental group π1(M) contains a
nontrivial timelike translation.
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The following result classifies unipotent Lie groups which can act isometrically and simply transitively
on Minkowski space.
Theorem 2.1. Let U be a unipotent Lie group acting isometrically and simply transitively on Minkowski
space (Rn1, g). Then, with respect to suitable linear coordinates (x, y, z) on Rn ∼= R × Rn−2 × R with
y = (y1, . . . , yn−2), the metric g has the form 2dx dz + dy22 + · · · + dy2n−2 and U is conjugate to the
unipotent group U(a,b) which consists of all pairs1 −w − 12wwt0 Idn−2 wt
0 0 1
 ,
x − 12wyt − 16wwtyt + 12zwt
z
 ,
with w = (a2y2, b2z, a4y2, b4z, . . . , an−2yn−2, bn−2z) if n is even, and w = (b1z, a2y2, b3z, a4y4, . . . ,
an−3yn−3, bn−2z) if n is odd; here a = (a2, . . . , an−2), b = (b2, . . . , bn−2) if n is even, and a =
(a2, . . . , an−3), b = (b1, . . . , bn−2) if n is odd, and the conjugacy class of U(a,b) is uniquely determined by
(a, b) up to rescaling (a, b) → (λa,λ2b), with λ > 0.
Proof. Recall that Isom(Rn1) = O(n − 1,1)Rn, where the factor Rn acts on Rn1 by translations. Let
π : Isom(Rn1) → Rn be the natural projection which associates each element of Isom(Rn1) to its translation
part. Since U acts simply transitively, we see that π is bijective from U onto Rn. This allows us to define a
map φ :Rn → O(n− 1,1) so that U = Graphφ. In this respect, write (φ(v), v) for elements of U . Since
U is unipotent, it is algebraic and therefore coincides with its unipotent radical. Let L : Isom(Rn1) →
O(n − 1,1) denote the morphism which associates each element of Isom(Rn1) = O(n − 1,1)Rn to
its linear part. Since U is unipotent, L(U) is conjugate to a subgroup of the group U(n,R) of upper
triangular matrices with diagonal entries 1. On the other hand, we can easily see that L(U) preserves a
null vector (compare [8, p. 388]). So, we choose linear coordinates x1, . . . , xn in Rn so that L(U) fixes
the vector e1 = (1,0, . . . ,0)t , where t denotes the transpose. Denote by J the matrix of the metric g
relative to the pseudo-orthonormal basis {e1, . . . , en} associated to the above system of coordinates, with
g(e1, e1) = g(en, en) = 0 and g(e1, en) = 1. Since B = φ(v) satisfies BtJB = J and Be1 = e1 we get
Bt(J e1) = Je1, and since Je1 is null and Bt(en) = en we may assume that Je1 = en, that is, g has the
form 2dx1 dxn + dx22 + · · · + dx2n−1. Relative to the above basis, an element (A(v), v) of the Lie algebra
U of U takes the form
A(v) =
0 α(v) β(v)0 K(v) γ (v)
0 0 0
 ,
with α(v) = (α1(v), . . . , αn−2(v)), β(v) ∈ R, γ (v) = (γ1(v), . . . , γn−2(v))t and K(v) is a an upper
triangular (n − 1)-squared matrix with diagonal entries 0.
From the identity AtJ + JA = 0 it follows that Kt = −K , β = 0, and γ t = −α. That is,
K ≡ 0, β = 0, and γ2 = −α1, . . . , γn−1 = αn−1. Set v = (x, y, z)t with y = (y1, . . . , yn−2), and write
αi((x, y, z)
t ) = cix+∑n−2j=1 αi,j yj +biz. For v,w ∈ Rn, we have [(A(v), v), (A(w),w)] = (A(v)A(w)−
A(w)A(v),A(v)w − A(w)v).
We check easily that A(v)A(w)−A(w)A(v) = 0 and that (x˜, y˜, z˜)t = A(v)w−A(w)v = (−α(v)w2 +
α(w)v2, α
t(v)w3 − αt(w)v3,0)t , where here v = (v1, v2, v3)t and w = (w1,w2,w3)t . Since [(A(v), v),
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and w = (0, ki,0)t , with ki = (0, . . . ,0,1,0, . . . ,0) where the 1 is at the ith rank, we see that α(v) =
(c1, . . . , cn−2) and α(w) = (α1,i, . . . , αn−2,i). Thus (x˜, y˜, z˜)t = (−ci,0,0)t , and hence α((x˜, y˜, z˜)t ) =
−ci(c1, . . . , cn−2) = 0. Since i is arbitrary, this yields c1 = · · · = cn−2 = 0. On the other hand, for
v = (0,0,1)t and w = (0, ki,0)t we see that α(v) = (b1, . . . , bn−2)t and α(w) = (α1,i , . . . , αn−2,i). Thus
(x˜, y˜, z˜)t = (bi, (α1,i, . . . , αn−2,i),0)t , and hence
(2.1)α((x˜, y˜, z˜)t)= ( n−2∑
j=1
α1,jαj,i, . . . ,
n−2∑
j=1
αn−2,jαj,i
)t
= 0.
Setting [α] = (αi,j )1i,jn−2 it follows from (2.1) by letting i vary that [α]2 = 0.
We distinguish two cases. Assume first that n is even and remark that, in this case, there exists a basis
relative to which [α] is a product of Jordan blocks of the form(
0 a
0 0
)
, a ∈ R.
Notice that since [α] acts on a spacelike subspace, we may choose Euclidean orthonormal coordinates,
say y1, . . . , yn−2, relative to which [α] is a product of Jordan blocks of the above form. In that coordinates,
we see that the αi have the form α2k−1((x, y, z)t ) = a2ky2k + b2k−1z and α2k((x, y, z)t ) = b2kz, 1 k 
n−2
2 . Without loss of generality, by assuming bn−2 = 0 and a2k = 0, 1  k  n−22 , we may change the
coordinates y2, y4, . . . , yn−2 so that b2k−1 = 0 for 1  k  n−22 . In matricial words, we may suppose
that (α1, α3, . . . , αn−3)t = diag{a2, a4, . . . , an−2}(y2, y4, . . . , yn−2)t . This finally allows us to choose an
orthonormal basis relative to which we have
(
A(v), v
)=
0 −w 00 0 wt
0 0 0
 ,
 xyt
z
 ,
with w = (a2y2, b2z, a4y4, b4z, . . . , an−2yn−2, bn−2z) and y = (y1, . . . , yn−2).
By computing
exp
(
A(v) v
0 0
)
,
we see that this is precisely an element of the unipotent group U(a,b) described by Theorem 2.1 when
n is even. Now, the second case where n is odd can be handled similarly. This completes the proof of
Theorem 2.1. 
In light of Theorem 2.1, we easily see that the nilpotency class k of U(a,b) is  3. Precisely, U(a,b) is
Abelian (i.e., k = 1) if and only if a = b = 0; it is 2-step nilpotent if and only if a = 0 and b = 0; and it is
3-step nilpotent otherwise (i.e., a = 0). In the case U(a,b) is 2-step nilpotent, we see that U(a,b) is a trivial
central extension of the three-dimensional Heisenberg group H3. More generally, we proved in [17] that
a 2-step nilpotent Lie group N can admit a flat left invariant Lorentz metric if and only if N is a trivial
central extension of H3.
Theorem 2.2. A nilpotent Lie group N can admit a flat left invariant Lorentz metric if and only if it is
isomorphic to some unipotent group U(a,b). In particular, the nilpotency class of N is  3.
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Lie group N is the same as a simply transitive action by isometries of N on Minkowski space Rn1. On
the other hand, the following result is contained in [1]: a flat left invariant pseudo-Riemannian metric on
a Lie group G is geodesically complete if and only if G is unimodular (that is, the linear transformation
Adg has determinant ±1 for every g ∈ G). Since any nilpotent Lie group is unimodular, Theorem 2.2
follows now as a consequence of Theorem 2.1 and the result above. 
Corollary 2.3. A k-step nilpotent Lie group with k > 3 cannot admit a flat left invariant Lorentz metric.
3. Nonunipotent Lie groups acting isometrically and simply transitively on Rn1
Nonunipotent Lie groups which can act isometrically and simply transitively on Minkowski space are
classified by the following result.
Theorem 3.1. Let G be a nonunipotent Lie group that acts isometrically and simply transitively
on Minkowski space (Rn1, g), n  3. Then, with respect to suitable linear coordinates (x, y, z) on
R
n ∼= R × Rn−2 × R with y = (y1, . . . , yn−2), the metric g has the form 2dx dz + dy22 + · · · + dy2n−2
and, with the notation y = (y2k+1, . . . , yn−2) and n = m + 2(k + 1), the group G is conjugate to either
one of the following solvable Lie groups
(i) G1,n =


eµ(y) 0
eJ1(y)
. . .
eJk(y)
Idm
0 e−µ(y)

,

x
y1
...
y2k
y
z


,
where µ and the θi are linear functions depending only in y, and
eJi(y) =
(
cos θi(y) sin θi(y)
− sin θi(y) cos θi(y)
)
, 1 i  k.
(ii) G2,n =


1 0
eJ1(x,y,z)
. . .
eJk(x,y,z)
Idm
0 1

,

x
y1
...
y2k
y
z


,
where the θi are linear functions depending in x, y, z, and
eJi(x,y,z) =
(
cos θi(x, y, z) sin θi(x, y, z)
− sin θi(x, y, z) cos θi(x, y, z)
)
, 1 i  k.
288 M. Guediri / Differential Geometry and its Applications 21 (2004) 283–295Proof. By [13], G is solvable. Since G is nonunipotent, it follows (see [4]) that the algebraic hull
A(G) (that is, the Zariski closure) of G decomposes as a semidirect product T U , where U denotes
the unipotent radical of A(G) and T is a nontrivial reductive Abelian subgroup of O(n − 1,1).
Let L : Isom(Rn1) → O(n − 1,1) denote the morphism which associates each element of Isom(Rn1) =
O(n − 1,1)Rn to its linear part. Since U is unipotent, L(U) is conjugate to a subgroup of the group
U(n,R) of upper triangular matrices with diagonal entries 1. On the one hand, it is easy to see that
the normalizer N(U) of U in Isom(Rn1) decomposes as N(U) = RU , where R is a product of a
maximal torus of SO(n−1) with a reductive one-parameter subgroup of O(n−1,1) acting by hyperbolic
automorphisms. Notice that since U is normal in A(G), we have A(G) ⊆ N(U) by definition of N(U).
On the other hand, as we can check easily, L(U) preserves a null vector (compare [8, p. 388]). We choose
linear coordinates x1, . . . , xn in Rn so that L(U) fixes the vector e1 = (1,0, . . . ,0)t , where t denotes the
transpose. Denote by J the matrix of the metric g relative to the pseudo-orthonormal basis {e1, . . . , en}
associated to the above system of coordinates, with g(e1, e1) = g(en, en) = 0 and g(e1, en) = 1. Let
φ = (φ(v), v) be an element of G, and write as usual φ(v) = φu(v) . φs(v) = φs(v) . φu(v) for unique
semi-simple φs(v) and unipotent φu(v) (notice that (φu(v), v) ∈ U and φs(v) ∈ R). Since A = φu(v)
satisfies AtJA = J and Ae1 = e1, we get At(J e1) = Je1. Since Je1 is null and At(en) = en, we may
assume that Je1 = en, that is, g has the form 2dx1 dxn + dx22 + · · · + dx2n−1. Relative to the above basis,
φ takes the form
φ = (φ(v), v)=


eµ(v) a1,2 · · · a1,n
0 eJ1(v) a2,4 · · ·
. . .
. . .
...
...
. . . eJk(v)
. . .
Idm an−1,n
0 · · · 0 e−µ(v)

,

v1
...
...
v2k+1
...
vn


,
where µ, the θi, and the ai,j are functions in v, and
Ji(v) =
(
0 θi(v)
−θi(v) 0
)
, 1 i  k.
In this case, φs(v) = diag(eµ(v), eJ1(v), . . . , eJk(v),1, . . . ,1, e−µ(v)) and φu(v) equals the matrix
obtained by taking µ(v) = θ1(v) = · · · = θk(v) = 0 in the matrix representing φ(v). Since φu(v) .φs(v) =
φs(v) . φu(v) we see that a1,2 = · · · = a1,n = a2,n = · · · = an−1,n = 0. Moreover, we deduce from the
equation g = φ(v)∗g that all the remaining ai,j are identically equal to zero.
Now we turn to the Lie algebra G of G. Clearly, G consists of elements of the form (A(v), v) =
(diag(µ(v), J1(v), . . . , Jk(v),0, . . . ,0,−µ(v)), v). Note that µ and the θi are linear functions in
v1, . . . , vn. In order to simplify computations, change the notation v = (v1, . . . , vn) with v = (r, v1,
w1, . . . , vk,wk, u1, . . . , um, s), where n = 2(k + 1)+m. With this notation, we see that for two elements
v and v′ we get [(A(v), v), (A(v′), v′)] = (0, v′′), with v′′ having r ′′ = µ(v)r ′ − µ(v′)r , v′′i = θi(v)w′i −
θi(v
′)wi , w′′i = −θi(v)v′i + θi(v′)vi , and s′′ = −µ(v)s′ +µ(v′)s as components. Since G is a Lie algebra,
it follows that
(3.1)µ(v′′) = θ1(v′′) = · · · = θk(v′′) = 0.
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air + bis +∑kj=1(aij vj + bijwj ) +∑mj=1 δij uj . In this case, we have for v′′ that r ′′ = s′′ = u′′j = 0,
1 j m. Thus, the equation θi(v′′) = 0 reduces to
k∑
j=1
{
(aijw
′
j − bij v′j )θi(v)− (aijwj − bij vj )θi(v′)
}= 0.
Letting v and v′ such that r = r ′ = s = s′ = uj = u′j = 0, 1  j  m, we deduce from the above
equation that a2ii + b2ii = 0, that is, aii = bii = 0. Now, if there exists j0 such that aij0 = 0 or bij0 = 0,
letting v with vj = wj = ul = 0, 1 j  k, 1 l m, and v′ with r ′ = s′ = 0, we deduce that θj0 ≡ 0. It
follows that (A(v), v) = diag(0, J1(r, u, s), . . . , Jk(r, u, s),0, . . . ,0), where
Ji(r, u, s) =
(
0 θi(r, u, s)
−θi(r, u, s) 0
)
with θi ≡ 0, 1  i  k (the notation θi(r, u, s) means that θi depends only in r , u, s with u =
(u1, . . . , um)). This covers case (ii).
Assume now that µ ≡ 0. In this case, we deduce from Eq. (3.1) that µ does not depend in r , s
and that each θi depends only in u = (u1, . . . , um). Setting µ(v) =∑ki=1(αivi + βiwi) +∑mi=1 δiui and
θi(v) =∑mj=1 δij uj , we see that the equation µ(v′′) = 0 yields
k∑
i=1
{
(αiw
′
i − βiv′i )
m∑
j=1
δij uj + (βivi − αiwi)
m∑
j=1
δij u
′
j
}
= 0.
Note that we deduce nothing from the equations θ1(v′′) = · · · = θk(v′′) = 0, because u′′ = 0 and each θi
depends only in u.
If there exists i0 such that αi0 = 0 or βi0 = 0, say αi0 = 0, then by fixing j0 and letting
uj0 = 1, uj = 0 for any j = j0, and u′ = (u′1, . . . , u′m) = (0, . . . ,0), we see that
∑k
i=1(αiw
′
i −
βiv
′
i )δij0 . Letting in addition wi0 = 1, wi = 0 for i = i0, and v′ = (v′1, . . . , v′k) = (0, . . . ,0), we get
finally that αi0δi0j0 = 0, that is, δi0j0 = 0. This implies that θi0 ≡ 0, given that j0 has been chosen
arbitrarily. It follows that either (A(v), v) = (diag(µ(v,w,u),0, . . . ,0,−µ(v,w,u)), v) or (A(v), v) =
(diag(µ(u), J1(u), . . . , Jk(u),0, . . . ,0,−µ(u)), v), where
Ji(u) =
(
0 θi(u)
−θi(u) 0
)
with θi ≡ 0, 1 i  k (the notation µ(v,w,u) (respectively µ(u) and θi(u)) means that µ (respectively
µ and θi) depends in v1,w1, . . . , vk,wk, u1, . . . , um (respectively u = (u1, . . . , um))). This covers case (i),
and therefore achieves the proof of Theorem 3.1. 
We refine Theorem 3.1 in the case that G is a nonunipotent Lie group arising as the crystallographic
hull of some discrete cocompact subgroup.
Theorem 3.2. Let Γ be a nonunipotent group that acts discontinuously and isometrically on Minkowski
space (Rn1, g) with compact quotient Rn1/Γ , n  3. Then, with respect to suitable linear coordinates
(x, t, y, z) on Rn ∼= R × R × Rn−3 × R with y = (y1, . . . , yn−3), the metric g has the form 2dx dz +
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of the 2-step solvable Lie group
Gnc,k =


et 0
1
eJ1(t)
. . .
eJk(t)
Idm
0 e−t

,

x
t
y1
...
...
yn−3
z


,
with c = (c1, . . . , ck) ∈ Rk , k and m satisfying n = m + 2k + 3, and
eJi(t) =
(
cos(cit) sin(ci t)
− sin(cit) cos(ci t)
)
, 1 i  k.
Proof. By [13] Γ is virtually solvable, that is, it contains a solvable subgroup of finite index. Assume
without loss of generality that Γ is itself contained in a solvable Lie group G. Being nonunipotent, G is
conjugate in Isom(Rn1) to either G1,n or G2,n by Theorem 3.1. Let L be the morphism which associates
each element of Isom(Rn1) = O(n− 1,1)Rn to its linear part, and let L(Γ )0 be the identity component
of the topological closure of L(Γ ). Setting L(Γ )nd = L(Γ ) ∩ L(Γ )0 and Γnd = Γ ∩ L−1(L(Γ )nd), and
recalling that Γ is cocompact we deduce by Theorem 1.2.1 of [6] that Γnd is unipotent. This implies that
G is not conjugate to G2,n, and thus G is conjugate to G1,n. The same argument of Theorem 1.2.1 in [6]
applied to Γ considered as a subgroup of G1,n shows that if µ(y) = 0 then θi(y) = 0 for all i. In other
words, G is conjugate to G1,n with the additional condition that kerµ ⊆⋂ki=1 ker θi .
Let us now see to what extent can this last inclusion be simplified. First, with the notation of
Theorem 3.1, note that by setting µ(y) = ∑mj=1 δjy2k+j and θi(y) = ∑mj=1 αij y2k+j , where y =
(y2k+1, . . . , yn−2), it follows from the above inclusion that there exists some j0 such that δj0 = 0 and
αij0 = 0 for all i, 1 i  k. Thus the implication[
µ(y) = 0] ⇒ [θi(y) = 0 for all i]
yields the implication[
y2k+j0 = −
1
δj0
∑
j =j0
δj y2k+j
]
⇒
[∑
j =j0
(
αij − αij0
δj0
δj
)
y2k+j = 0 for all i
]
.
Since y is arbitrary in the vector space kerµ, we deduce that αij = αij0δj0 δj for all i, j . Thus, by
setting v′ = (x, y1, . . . , y2k, y′2k+1, . . . , y′n−2, z) with y′2k+j0 =
∑m
j=1 δjy2k+j and y′2k+j = y2k+j for j = j0,
1 j m, we see that µ(v′) = y′2k+j0 and θi(v′) =
αij0
δj0
y′2k+j0 for all i.
By setting ci = αij0δj0 , 1  i  k, and choosing the new linear coordinates x
′
1, . . . , x
′
n in Rn such that
x′l0 =
∑m
j=1 δjxj and x′l = xl for l = l0 where l0 = n− m + j0 − 1, we see that(
A(v), v
)= (diag(y2k+j0 , J1(y2k+j0), . . . , Jk(y2k+j0),0, . . . ,0,−y2k+j0), v),
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Ji(y2k+j0) =
(
0 ciy2k+j0
−ciy2k+j0 0
)
, 1 i  k.
The proof of Theorem 3.2 is complete. 
Remark 1. To see that Gnc,k is 2-step solvable, consider its Lie algebra Gnc,k . This consists of elements of
the form(
A(v), v
)= (diag(t,0, J1(t), . . . , Jk(t),0, . . . ,0,−t), v),
where v = (x, t, y1, . . . , yn−3, z) and
Ji(t) =
(
0 ci t
−ci t 0
)
, 1 i  k.
Let {e1, . . . , en} be the canonical basis of Rn, that is, ei is the vector having all components equal to 0
except the ith one which is equal to 1. Recalling that n = m + 2k + 3, and setting X = (A(e2), e2),
Y = (A(e1), e1), Z = (A(en), en), Vi = (A(e2(i+1)−1), e2(i+1)−1), Wi = (A(e2(i+1)), e2(i+1)) with 1 
i  k, and Uj = (A(e2(k+1)+j ), e2(k+1)+j ) with 1  j  m, we get a basis for Gnc,k with [X,Y ] = Y ,[X,Z] = −Z, [X,Vi] = −ciWi , [X,Wi] = ciVi , 1 i  k, and all the other brackets are zeros. It follows
that [[Gnc,k,Gnc,k], [Gnc,k,Gnc,k]] = 0, that is, Gnc,k is a 2-step solvable Lie algebra.
Remark 2. It should be noticed that the group Gnc,k is not algebraic and its unipotent radical U(Gnc,k)
equals the n-dimensional group Tn of translations of Rn1. To see this, set v = (0, t,0, . . . ,0)t and consider
the element(
φ(v), v
)= (diag(et ,1, eJ1(t), . . . , eJk(t),1, . . . ,1, e−t), v)
of Gnc,k . This splits as a product (φ(v), v) = gh = hg with g = (φu(v) = Id, v) and h = (φs(t),0),
where φs(t) = diag(et ,1, eJ1(t), . . . , eJk(t),1, . . . ,1, e−t ). Since U(Gnc,k) = {(φu(v), v): (φ(v), v) ∈ Gnc,k}
it follows that U(Gnc,k) = Tn. This agrees with Theorem III.1 in [3] that if a connected, simply connected
solvable Lie group G acts transitively by affine transformations on Rn, then the unipotent radical U of
the algebraic hull A(G) also acts simply transitively by affine transformations on Rn.
4. Classification of compact flat spacetimes
Compact flat spacetimes are classified by the following result.
Theorem 4.1. Let M be an n-dimensional compact flat spacetime, n 3. Then, up to a finite cover, M is
congruent to either
(i) a k-step nilmanifold Rn1/Γ with k  3, where Γ is a lattice in some unipotent Lie group U(a,b) that
is described by Theorem 2.1, or
(ii) a 2-step solvmanifold Rn1/Γ , where Γ is a lattice in some nonunipotent Lie group Gnc,k that is
described by Theorem 3.2.
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generality M ∼= Rn1/Γ where, by [13], Γ ∼= π1(M) is a lattice in a connected and simply connected
n-dimensional solvable Lie group G that acts isometrically and simply transitively on Rn1. If G is
unipotent, then it is isomorphic to some group U(a,b) that is described by Theorem 2.1. In this case,
since Γ ⊂ G is cocompact and G is nilpotent, it follows that G must be rational [20]. This covers
case (i). If G is nonunipotent, then by Theorem 3.2 G is conjugate to some 2-step solvable Lie group
Gnc,k . In this case, it is easy to see that Γ coincides with the subgroup of Gnc,k consisting of elements
(r, t, q, s) ∈ Zn ∼= Z × Z × Zn−3 × Z, with q = (q1, . . . , qn−3). This covers case (ii), and therefore
completes the proof of Theorem 4.1. 
We shall now describe and classify the lattices of the 2-step solvable Lie groups Gnc,k . Recall first that
a matrix A ∈ GLn(Z) is called of Lorentz type in [14] if it is diagonalizable over C and its eigenvalues
are 1, λ, λ−1, a1, . . . , an−3, where λ is positive real and each ai satisfies |ai| = 1. It is then clear that given
a Lorentz matrix A ∈ SLn−1(Z) there exist t ∈ R, an integer k  0, and c = (c1, . . . , ck) ∈ Rk such that A
is conjugate in SLn−1(R) to the matrix Atc,k = diag(et , eJ1(t), . . . , eJk(t),1, . . . ,1, e−t ), where Ji(t) stands
for the 2 × 2-matrix appearing in the notation of Theorem 3.2. This defines for A a mapping
R → SLn−1(R),
t → Atc,k.
Let GA be the Lie group diffeomorphic to Rn = R × Rn−1 with the group law
(t,w)(t ′,w′) = (t + t ′,Atc,kw + w′), t, t ′ ∈ R and w,w′ ∈ Rn−1.
Clearly GA is isomorphic to Gnc,k . Let ΓA ∼= ZZn−1 be the discrete subgroup of GA consisting of
elements with integral coordinates. It is then easy to see that ΓA is a lattice in GA ∼= Gnc,k .
With this notation, we deduce from Theorem 3.2 the following result which generalizes in higher
dimensions results in [7] and [8]. This also generalizes Proposition II.2.2 in [12].
Theorem 4.2. Every n-dimensional compact flat spacetime of type Gnc,k/ΓA is finitely covered by a T n−1-
bundle over the circle. More precisely, up to a finite cover, Gnc,k/ΓA is diffeomorphic to T m ×T 2k+3A with:
T 2k+3A = R × T 2(k+1)/(t,w) ∼
(
t + 1, A˜(w)),
where n = m + 2k + 3, and A˜ denotes the automorphism of the torus T 2(k+1) induced by A.
Remark 3. It is interesting to note that GA depends in general on the matrix A. However, if A is
conjugate to a matrix of type Atc,k with c = (c1, . . . , ck) = (0, . . . ,0), that is, A is now purely a hyperbolic
automorphism of the torus, then GA becomes isomorphic to the solvable group E(1,1) = O(1,1)R2
of rigid motions of Minkowski plane R21. In this particular case, if ΓA is a lattice in GA then the 2-step
solvmanifold M = Rn1/ΓA becomes congruent to a product of a Euclidean torus T n−3 with the three-
dimensional Lorentz 2-step solvmanifold R31/Γ , where Γ is a lattice in the 2-step solvable Lie group
G3 = RR2 with the factor R acting on R21 by hyperbolic automorphisms and the normal factor R2
consisting purely of translations. Notice that lattices in G3 exist (see [10, p. 511], or [12, pp. 291–292]).
In [12, Proposition II.2.3], it is shown that if Γ is a lattice in the 2-step solvable Lie group G3 described
in the remark above then there exists a matrix A in SL2(Z) with trace tr(A) > 2 such that Γ is conjugate in
M. Guediri / Differential Geometry and its Applications 21 (2004) 283–295 293G3 to ΓA. The following proposition which appears as a simple consequence of Theorem 3.2 generalizes
this result. This shows that the spacetimes Gnc,k/ΓA described above are the only ones to consider.
Proposition 4.3. Let Γ be a lattice in some 2-step solvable Lie group Gnc,k , n 3. Then, there exists a
Lorentz matrix A in SLn−1(Z) such that Γ is conjugate in Gnc,k to ΓA.
5. Around a conjecture of L. Auslander
In [3], Auslander had conjectured that every nilpotent Lie group N which acts affinely and simply
transitively on Rn has a nontrivial central translation. This is true if n  3 [7] or if N has a degree of
nilpotence k = 1, that is, N is Abelian [9]. This has also been proved in the case of filiform Lie groups
(i.e., the index of the Lie algebra is maximal) with odd dimension [19]. However, this conjecture does
not hold in general (see [9] for a counter-example in dimension 4 which is 3-step nilpotent). We believe
that Auslander’s conjecture holds for 2-step nilpotent Lie groups, and we are actively working toward
this result. In light of Theorem 2.1, we prove here that Auslander’s conjecture holds if N is a nilpotent
subgroup of the group E(1, n − 1) of affine Lorentz motions (see also [1] for an alternate proof of this
fact).
Theorem 5.1. Let N be a nilpotent Lie group acting affinely and simply transitively on Rn. If the action
preserves a flat Lorentz metric on Rn then N contains a nontrivial translation in its center. More precisely,
such a translation lies in the derived subgroup [N,N] of N .
Proof. Being a nilpotent group and acting simply transitively by affine transformations, N is unipotent
[21]. By Theorem 2.1, N is conjugate to U(a,b) for some pair (a, b). Now, the element τx of U(a,b) defined
by w = 0, y = 0, and z = 0 is clearly a nontrivial translation which lies in the derived subgroup of
U(a,b). 
6. Closed geodesics in compact flat spacetimes
Establishing the existence of closed timelike geodesics in compact spacetimes is one of the important
problems in Lorentzian geometry. Based on an old result in [22], it is natural to conjecture that any
compact spacetime which admits a globally hyperbolic regular covering contains a closed timelike
geodesic. In a recent work [15] we provided, among other results, examples of compact flat Lorentz
space forms without closed timelike geodesics. Since each of such spacetimes admits Minkowski space
as its universal covering, this provides a negative answer to the above conjecture. We proved, however,
that any compact flat spacetime contains a closed timelike or null geodesic. In a second paper [17],
we proved that if N is a simply connected 2-step nilpotent Lie group with a flat left invariant Lorentz
metric g, then for any lattice Γ in N the compact flat Lorentz 2-step nilmanifold (N/Γ,g) contains no
closed timelike geodesic. A natural question that arises in this context is: Does any compact flat Lorentz
nilmanifold contain a closed timelike geodesic?
The following result which characterizes completely closed timelike and null geodesics in compact
flat spacetimes also answers negatively the above question (see also [11,18] for related results).
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closed null geodesic, and it contains a closed timelike geodesic if and only if it is congruent to either:
(i) a nilmanifold Rn1/Γ , where Γ is a lattice in some U(a,b) with b = 0. More precisely, M is a torus if
a = 0, or a 3-step nilmanifold if a = 0;
(ii) a 2-step solvmanifold Rn1/Γ , where Γ is a lattice in some Gnc,k .
Proof. Recall that the universal covering of M is Minkowski space Rn1, and that the geodesics of M are
projections under the natural projection π :Rn1 → M of geodesics (i.e., straight lines) of Rn1. In light of
Theorem 4.1, we distinguish two cases.
Case 1. M is a nilmanifold Rn1/Γ , where Γ is a lattice in some U(a,b). In this case, Γ is precisely
the subgroup of U(a,b) consisting of elements with integral entries. Let c(t) = (αt + x0, β1t + y1,0,
. . . , βn−2t + yn−2,0, δt + z0) be a geodesic in Rn1 that is translated an amount ω by an element φ ∈ Γ , that
is, φ · c(t) = c(t +ω) for all t ∈ R. According to the form can φ take (Theorem 2.1), this is equivalent to
the following system of equations
(6.1)

−w(βt + y0) − 1/2wwt(δt + z0) + x − 1/2wyt − 1/6wwt = αω,
(δt + z0)wt + yt + 1/2zwt = ωβt ,
z = δω,
where β = (β1, . . . , βn−2)t , y0 = (y1,0, . . . , yn−2,0)t , and w is as in Theorem 2.1. Since t is arbitrary,
we necessarily get wβ + 1/2δwwt = 0 and δwt = 0. If b = 0, there is some bi0 = 0, and so it follows
from δwt = 0 that δz = 0. Substituting this into the third equation of (6.1), we deduce that δ = 0. Thus
g(c˙, c˙) = 2αδ + β2 = β2  0, and hence c cannot be timelike. This however shows that M contains
closed null geodesics, as it suffices to choose β = 0 in c(t).
If b = 0, letting φ(x, y, z) be an element of Γ with y = 0 we see that the geodesic c(t) = (αt +
x0,0, . . . ,0, δt + z0) in Rn1 with x = αω, and z = δω may be translated an amount ω by φ(x,0, z). Since
x, z in φ(x,0, z) may be chosen so that xz < 0 or = 0, we deduce that M contains both closed timelike
and null geodesics.
Case 2. M is a 2-step solvmanifold R31/Γ , where Γ is a lattice in some Gnc,k . Let c(t) = (αt + x0, ηt +
t0, β1t +y1,0, . . . , βn−3t +yn−3,0, δt+z0) be a geodesic in Rn1 that is translated an amount ω by an element
φ(x, s, y, z) ∈ Γ , where y = (y1, . . . , yn−3). In this case, with the notation of Theorem 3.2, the equation
φ · c(t) = c(t +ω) is equivalent to the following system of equations
es(αt + x0) + x = α(t +ω)+ x0,
s = ηω,
eJi (s)(βi t + yi,0) + yi = βi(t +ω)+ yi,0, 1 i  n − 3,
e−s(δt + z0)+ z = δ(t + ω)+ z0.
Since t is arbitrary, we get from the first and the last equations that s = 0 (that is, φ is a pure translation)
or α = δ = 0 (that is, c is spacelike). Now, by letting, for instance, φ(a,0,0, b) be an element of Γ with
either ab = −1, or else a = 0 and b = 0, we see that the geodesic c(t) = (at,0, . . . ,0, bt) of Rn1 is
translated an amount 1 by φ(a,0,0, b). This shows that M contains closed timelike and null geodesics.
The proof of Theorem 6.1 is complete. 
M. Guediri / Differential Geometry and its Applications 21 (2004) 283–295 295Theorem 6.1 and its proof can also provide an alternate proof to the following result established already
in [16].
Theorem 6.2. A compact flat spacetime M contains a closed timelike geodesic if and only if the
fundamental group π1(M) contains a nontrivial timelike translation.
References
[1] A. Aubert, Structures affines et pseudo-métriques invariantes à gauche sur des groupes de Lie, Thesis, Univ. of Montpellier
II, 1996.
[2] L. Auslander, L. Markus, Flat Lorentz 3-manifolds, Mem. Amer. Soc. Math. 30 (1959).
[3] L. Auslander, Simply transitive groups of affine motions, Amer. J. Math. 99 (1977) 809–821.
[4] A. Borel, Linear Algebraic Groups, Benjamin, New York, 1969.
[5] Y. Carrière, Autour de la conjecture de L. Marcus sur les variétés affines, Invent. Math. 95 (1989) 615–628.
[6] Y. Carrière, F. Dal’Bo, Généralisations du premier théorème de Bieberbach sur les groupes cristallographiques, Enseign.
Math. 35 (1989) 245–262.
[7] D. Fried, W.M. Goldman, Three-dimensional affine crystallographic groups, Adv. Math. 47 (1983) 1–49.
[8] D. Fried, Flat spacetimes, J. Differential Geom. 26 (1987) 385–396.
[9] D. Fried, Distality, completeness, and affine structures, J. Differential Geom. 24 (1986) 265–273.
[10] D. Fried, W.M. Goldman, M.W. Hirsch, Affine manifolds with nilpotent holonomy, Comment. Math. Helv. 56 (1981)
487–523.
[11] G.J. Galloway, Compact Lorentz manifolds without closed nonspacelike geodesics, Proc. Amer. Math. Soc. 98 (1986)
119–123.
[12] E. Ghys, Actions localement libres du groupe affine, Invent. Math. 82 (1985) 479–526.
[13] W.M. Goldman, Y. Kamishima, The fundamental group of a compact flat Lorentz space form is virtually polycyclic,
J. Differential Geom. 19 (1984) 233–240.
[14] F. Grunewald, G. Margulis, Transitive and quasitransitive actions of affine groups preserving a generalized Lorentz
structure, J. Geom. Phys. 5 (1988) 493–531.
[15] M. Guediri, On the existence of closed timelike geodesics in compact spacetimes, Math. Z. 239 (2002) 277–291.
[16] M. Guediri, On the existence of closed timelike geodesics in compact spacetimes. II, Math. Z. 244 (2003) 577–585.
[17] M. Guediri, On the nonexistence of closed timelike geodesics in flat Lorentz 2-step nilmanifolds, Trans. Amer. Math.
Soc. 355 (2003) 775–786.
[18] M. Guediri, Lorentz geometry of 2-step nilpotent Lie groups, Geom. Dedicata 100 (2003) 11–51.
[19] A. Medina, Y.U. Khakimdjanov, Groupes de Lie nilpotents à structure affine invariante à gauche, Trans. Groups 6 (2001)
165–174.
[20] M.S. Raghunathan, Discrete Subgroups of Lie Groups, Springer, New York, 1972.
[21] J. Scheuneman, Translations in certain groups of affine motions, Proc. Amer. Math. Soc. 47 (1975) 223–228.
[22] F.T. Tipler, Existence of closed timelike geodesics in Lorentz spaces, Proc. Amer. Math. Soc. 76 (1979) 145–147.
