In the task of hyperspectral image classification, band selection is often adopted to select a subset of informative bands to reduce the computation and storage cost. We propose a supervised band selection method which allows calculation of a discriminative weight for each band. Specifically, we consider discriminative bands as those that contribute more positive scores to a one-class classifier than those for other classes during the training stage. Based on this observation, we learn discriminative a band weight vector for each class, then bands with larger discriminative weights can be selected. Our method can be efficiently solved in one-class SVM framework. Experimental results demonstrate the effectiveness of our method.
INTRODUCTION
Hyperspectral imaging sensors collect optical information across the light spectrum and generates hundreds of contiguous and narrow spaced spectral bands. Due to the phenomenon that different materials have unique spectral signatures, hyperspectral imaging has great potential to perform a wide range of applications, such as mining, object detection and land cover classification [1, 2] .
One challenging problem in hyperspectral imaging classification is that it is time-consuming and also requires expensive storage to process all the bands. Furthermore, high correlation exists among spectral bands, which implies that redundant bands could be removed without significantly affecting classification performance. As a result, band dimensionality reduction methods are often used to address this problem as a preprocessing step for hyperspectral images. On this task, two types of techniques are often used. The first type is feature extraction, which transforms the original space of raw hyperspectral images to a feature space with lower dimensions. Algorithms such as PCA [3] and leA [4] are typical examples for this kind of method. The drawback of feature extraction is that the transformed feature space no longer contains spectral information and lose the interpretability of hyper spectral data. The second type is feature selection or band selection, which chooses "good" bands from the original ones. Here, "good" means the bands are not redundant for classification. Various band selection methods have been proposed and they can be further separated into supervised [5] , unsupervised [6, 7] and semi-supervised [8] approaches. In applications that require high classification accuracy, supervised methods are usually employed since they achieve better accuracy than unsupervised ones.
Existing methods have different criteria for selecting bands. However, to achieve the best accuracy, the classification performance of each band should be considered when designing the criteria, which inspired us to optimize band weighting connected with classification results. Moreover, fully considering the discrimination among classes should further boost the performance.
In this paper, we propose a supervised band selection method based on max-margin optimization. We explicitly define discriminative bands for a class as those that contribute more positive score to the corresponding one-class classifier than those for other classes during the training stage. These bands help make the correct prediction and thus greatly influence the classification performance. To implement this idea, we use a modified one-class SVM to satisfy our constraint and calculate the discriminative band weights for each class. Bands with large weights are then selected. Our contributions are two-fold: First, we develop a framework of one-class SVM classifier to formulate the discriminative bands. The resulting objective function could be efficiently solved by standard SVM optimization tools. Second, our method calculate the discriminative weight for each band, which gives guidance to band selection.
APPROACH
In this section, we first introduce one-class SVM model which is used to learn discriminative weights for all bands. Then we 978-1-5090-3332-4/16/$3l.00 ©2016 IEEEdescribe how to design the constraint to maintain the classification results while reducing the number of bands. Finally, we select bands with large discriminative weights and use them to train the final classifier.
One-class SVM
We adopt one-class SVM model to learn discriminative weights for hyperspectral bands. Binary SVM requires two class label y i E {-I, I}. One-class SVM, on the contrary, deals with anomaly detection problem, where only positive class training data are used. The objective function of oneclass SVM is written as:
where Wo is the classification weight vector and 0: is the regularization parameter. This model learns Wo for positive class to discriminate positive class from non-positive class.
Note that Equation (1) is different from the classical binary SVM as it ignores the class label yi in the formula, since there is only positive class in the one-class SVM model. In our method, we utilize this model to learn discriminative band weights by modifying the classification weights Woo
Discriminative Band Selection
Let (Xi, yi) be the ith sample in the training set, where Xi E JRN is the vector of the intensity value at all bands of the ith sample, and N is the total number of unselected bands. y i E {I, 2, ... , C} is the class label of the ith pixel and C is the number of classes. First, we train an initial classifier for each class using the training set. In this step, we choose SVM but note that other classifiers such as multi-class logistic regression could be used as well. After the initial training, we have classification weights Wc for class c.
To get the correct classification result, the training sample should get higher score in the classifier of the correct class than those of other classes. For example, to be correctly classified, the ith sample must satisfy: (2) This gives us the insight on how to select discriminative bands. Intuitively, a band b of a certain class is discriminative when the product of this band's intensity value and the classification weight of this class is higher than the product with any other classes, hence satisfying: where u~"c represents the difference value according to Equation (4)
We want to find discriminative bands which satisfy the constraint of Equation (4) (5), the first term is a hinge loss term which measures discriminative capability of weight vector Vc'. For example, when V c' gives big weights to the discriminative bands, the loss term will be low in Equation (5). The second term is a regularization term, which prevents the optimization from overfitting. Furthermore, we choose Ll norm for regularization so that sparsity is imposed on V c', which promotes the capability of band selection. Parameter >. controls the relative importance between the hinge loss term and the Ll regularization term. Note that Equation (5) is equivalent to one-class SVM and can be efficiently solved by standard SVM solver [9] .
After V c' is solved for each class, we select n bands with the largest weights. The selected bands contain the most discriminative information and are used for classification.
The above steps are summarized in Algorithm 1. 
Select bands according to V c'
Train classifier using selected bands end for
EXPERIMENTS AND ANALYSIS
We evaluated our method on two publicly available datasets, Pavia Centre ( Fig. 1 ) and Indian Pines (Fig. 3) . The experimental results of our method is reported and compared against several other approaches. In all experiments, we used linear SVM as both initial and final classifier. The regularization parameter in the SVM and>. were obtained by cross-validation.
Pavia Centre is a section of the scene of Pavia, northern Italy. The dataset was acquired by the ROSIS sensor during a flight campaign in 2002. It is an image with 1 096x 1096 pixels and each pixel has 102 spectral bands. In the experiments, we discard unlabelled pixels in the Pavia Centre dataset. We randomly chose 10 percent of the remaining samples for each class as training set and the rest as testing set. Details on the training and testing data are presented in Table 2 . The second dataset is Indian Pines image. Indian Pines is a section of the scene acquired by AVIRIS sensor in 1992 over the Indian Pines test site, North-western Indiana. It is a 145x145 pixels image and each pixel has 224 spectral bands covering wavelength ranging from 400nm to 2500nm. We removed water absorption bands: [104-108], [150] [151] [152] [153] [154] [155] [156] [157] [158] [159] [160] [161] [162] [163] , 220. Furthermore, we discarded seven classes since only few samples are available for them, leaving nine classes in the dataset. We randomly chose 10 percent of the samples for each class as training set and the rest as testing set. Details can be found in Table 3 .
We compared our method with two alternative band selection technics , AP [10] and MVPCA [11] . AP uses affinity propagation to calculate the similarity between bands and search for exemplars as selected bands. MVPCA selects bands by ranking them with the importance of each individual band and its correlation with others. Classification with full bands is reported as well. Fig. 2 and Fig. 4 show the results on these two datasets, respectively. When the number of selected bands increases, the classification accuracy also increases and gets close to the full bands after certain number been reached. It can be observed that our method outperforms the alternatives on both datasets, which demonstrates the advantage of our method in classification accuracy.
CONCLUSION
In this paper, we proposed a new method for hyperspectral band selection. The success of our method is due to the following reasons: 1) discriminative band is defined explicitly which fully takes the discrimination among classes into ac-... 
