In the present article, in-flight ice formation on finite wings and air intakes of low-speed airplanes are numerically studied. The approach to the problem involves calculation of the velocity field using a three-dimensional panel method. Using the calculated velocity field, the droplet trajectories and droplet impact locations are computed yielding the droplet collection efficiency distribution. In the next step, convective heat transfer coefficient distributions around the geometries are calculated using a two-dimensional Integral Boundary-Layer Method, which takes surface roughness due to ice accretion into account. A thermodynamic analysis employing the Extended Messinger Method yields the ice growth rates. Integration of these rates over time yields the ice shapes, hence the modified geometry. Predicted ice shapes are compared with experimental shapes reported in the literature and good agreement is observed. Ice shapes around vastly varying geometries including complex shapes are successfully computed. As such, the developed tool may be used for academical purposes or for airworthiness certification efforts.
Introduction
Ice formation on airframe components such as wings, tail surfaces, engine intakes and nacelles during flight is a very serious flight safety issue. Presence of ice on airframe components modifies the geometry in an adverse manner; lift force decreases and the drag force increases, degrading the aerodynamic performance of the airplane. Presence of ice on stabilizers and control surfaces result in severe and often unpredictable degradations in stability and control characteristics of airplanes. Accumulated ice may block pitot tubes or other sensors resulting in false readings of flight parameters to the human pilot and/or the flight computer. An iced air intake will result in reduced mass flow of air into the engine, further degrading airplane performance. Ice increases the weight of the airplane, which 2 increases the required thrust. Icing certification is one of the important issues in the whole certification process which is handled according to Federal Aviation Regulations, Part 25, §25.1419 (FAR 25) for transport category airplanes. Certification processes for other airplane types closely follow the guidelines of FAR 25. Certification process involves flight and laboratory tests supplemented by numerical simulations.
An extensive overview of the literature related two-dimensional ice accretion simulation is given by Özgen and Canıbek 1 . Therefore, available literature only pertaining to threedimensional simulations is presented here.
Myers 2 presents a one-dimensional mathematical model describing ice growth, which is an extension of the original Messinger model. It is shown that the model can also be extended to two and three-dimensions and it is the three-dimensional extension that is employed in the current study.
Potapczuk and Bidwell 3 report an effort to develop a three-dimensional ice accretion modelling. Three-dimensional flow field methods and particle trajectories are combined with two-dimensional ice accretion calculations.
Mingione, Brandi and Saporiti 4 discuss a three-dimensional ice accretion code. Ice accretion on the NASA MS-317 30 o swept wing and on the Agusta A109 air intake protection grid are evaluated.
Effect of ice formation on aircraft performance is studied by Cebeci and Besnard 5 . For specified flow conditions, the ice shapes on the leading edge of the lifting surfaces are computed by the LEWICE code developed by NASA.
In the experimental study of Papadakis et al 6 , extensive small and large droplet impingement tests were conducted at the NASA Glenn Icing Research Tunnel (IRT). Impingement data were obtained for four airfoil sections and two simulated ice shapes.
The present study is an effort to extend the previous work on two-dimensional analysis to three dimensions and to predict ice shapes on components of low-speed airplanes that are prone to in-flight icing. Therefore, the approach and the outline of the current study are very much similar to those of the two-dimensional approach reported by Özgen and Canıbek 1 . The major improvements realized when extending the two-dimensional numerical simulation to three dimensions can be summarized as follows:
 A three-dimensional panel method is used instead of a two-dimensional one for the flowfield solution. The components of the velocity vector at any point can be obtained with this approach, which are then used for determining the droplet trajectories.
 Droplet trajectories are computed by solving the dynamic equations for the droplets in three-dimensional form. In the two-dimensional simulation droplet impact on a surface is detected simply by detecting the intersection of a panel and a trajectory. However, in the three-dimensional simulation this method is not adequate and a impact detection method based on the area of a panel and a pyramid formed by the droplet and the panel is utilized as explained below.
 There is no difference between the two-dimensional and three-dimensional simulations in terms of the computation of the convective heat transfer coefficients. Both simulations use the two-dimensional Integral Boundary Layer equation. In the threedimensional simulation it is implicitly assumed that at the leading edge of the wing where icing is most likely to occur, the local boundary layer is still fairly two dimensional and there is no serious loss of accuracy due to this assumption.
 There is also no significant difference between the two-dimensional and threedimensional simulations in terms of the implementation of the Extended Messinger
Method. In the three-dimensional approach it is assumed that all runback water passes to the next downstream panel in the chordwise direction and there is no runback water effect in the spanwise direction. This assumption should not introduce significant inaccuracies for moderate and high aspect ratio wings with low and moderate sweep.
Using well-proven methods for velocity field, droplet trajectory, collection efficiency and ice accretion calculations, ice formation on five airfoil/wing geometries and three air intake geometries are studied. The developed computational tool allows simulations to be performed either in one-layer mode, where the ice shapes are predicted in one step for the entire exposure duration t exp, or in multi-layer mode where t exp is divided into segments (or layers). In the multi-layer mode, flowfield, droplet trajectory and icing calculations are repeated for each layer. This approach allows the effect of ice shapes on flowfield and droplet trajectories to be taken into account, thus reflecting the physics of the problem more realistically. Also cases involving varying ambient and icing conditions can be treated, like climbing or descending flights.
In the following, Section 2 describes the solution method, where flow field, droplet trajectory, droplet collection efficiency and convective heat transfer coefficient calculations, and the Extended Messinger Method are briefly introduced. Icing intensity definitions are also included this section. In Section 3, the results obtained for five airfoil/wing and three intake geometries are presented, which also include a validation check. The results are also interpreted in terms of icing intensity definitions. Important inferences of the study, recommendations for future work and concluding remarks constitute Section 5.
Problem Formulation and Solution Method
In this Section, the method developed for ice accretion calculations applicable to threedimensional geometries is summarized. A brief flowchart of the calculation procedure and the developed program is presented in Fig. 1 In order to compute the air flow velocity components so that the droplet trajectories can be calculated, a panel method is utilized 7 . In this method, the wing or intake geometry is divided into quadrilateral panels each associated with a singularity element. The strengths of the singularities are taken to be constants and are unknowns of the problem. The developed computer program uses N quadrilateral panels to solve for N singularity strengths using the flow tangency boundary condition at the collocation points of the panels. The collocation points are the centroids of each panel. Once the singularity strengths are calculated, one can construct a velocity potential and hence calculate the air flow velocity components at any location in the flow field. The velocity components at a given point are the x-, y-z-derivatives of the velocity potential constructed at that point. The results of the panel method also serve the boundary-layer calculations, for which the inviscid velocity distribution around the geometry is required. The boundary layer calculations are performed in order to calculate the convective heat transfer distribution around the geometry.
Although some authors have used higher-order flow solvers such as Navier-Stokes calculations in order to obtain the air flow velocity components, it is reported that no additional accuracy is obtained that would justify the vastly increased computational time 8, 9 .
Droplet Trajectories and the Collection Efficiencies
For small droplets i.e. d p ≤ 500 µm, the following assumptions are employed for droplet trajectory computations:
 Droplets are assumed to be spherical due to their small size,  The presence of the droplets do not affect the flow field,  Gravity and aerodynamic drag acting on the droplets are the only forces considered.
According to Jeck 10 , droplet sizes larger than 25 µm are rare (less than 4 % in all icing encounters); therefore the above assumptions are valid for the purposes of this study.
The equations that define the motion of the droplets are:
with , tan , tan , tan
In the above equations, V x , V y and V z are the components of the flow velocity at the droplet location, while 
The droplet impact distribution on the geometry determines the amount of water that impacts the surface and the probability of ice growth. The local collection efficiency is defined as the ratio of the area of impingement to the area through which droplets pass at some distance upstream of the geometry. The local collection efficiency can be expressed as:
where A o is the area constituted by four droplets in the release plane, while A is the area on the geometry constituted by the same four droplets after impact. In the developed computer program, the collection efficiencies are calculated for nodes where the ice growth rates are to be calculated, which happen to be the vertices of the panels. Figure 4 illustrates how the collection efficiencies are calculated and Fig. 5 shows a typical distribution. As can be seen, the droplet collection efficiency attains its maximum value around the stagnation line and decreases in the streamwise direction on both the upper and lower surfaces. The dependence of the droplet collection efficiency to geometry size, droplet size, velocity and angle of attack are discussed by Özgen and Canıbek 1 . In the developed computer program, droplet trajectory calculations consume more than 99% of all CPU time. In a multi-layer calculation, as the droplet calculations are repeated for each layer, total CPU time is roughly equal to the number of layers multiplied by the CPU time for a single layer calculation. Developing a parallel-computing technique in order to calculate the droplet trajectories would significantly reduce the CPU time. 
Calculation of Convective Heat Transfer Coefficients
When the collection efficiency distribution around the geometry is determined, the convective heat transfer coefficients need to be determined for the thermodynamical analysis. The geometry is divided into strips and boundary-layer calculations are performed for each of these strips by solving the two-dimensional Integral Boundary Layer equation. The boundarylayer calculations start at the stagnation point at the leading edge and proceed downstream using the marching technique for the upper and lower surfaces of the wing or duct. This method enables calculation of the details of the laminar and turbulent boundary layers fairly accurately. Since a two-dimensional approach is used, the same method used by Özgen and Canıbek 1 can be adopted for this problem. The following discussion is repeated from the aforementioned study.
Transition prediction is based on the roughness Reynolds number, Re k = ρU k k s /μ, where k s is the roughness height in mm and U k is the local flow velocity at the roughness height.
Transition from laminar to turbulent flow occurs at the streamwise location where Re k = 600, according to Von Doenhoff criterion. The flow velocity at the roughness height is calculated from Paraschiviou and Saeed 8 :
In the above expression, U e is the flow velocity outside the boundary-layer at the roughness location. Roughness height is calculated from 13 :
where σ w , ρ w and μ w denote the surface tension, density and viscosity of water, respectively.
Fraction of the wing or duct surface that is wetted by water droplets is expressed by F, while  denotes local surface shear stress. The laminar boundary layer thickness is given by 12 :
Laminar momentum thickness is computed using Thwaites' formula 12 : 
where k is the conductivity of air. The conductivity of air is temperature-dependent and is calculated by using viscosity computed from Sutherland's viscosity law with Prandtl number and specific heat assumed constant. Notice that expression (14) is independent of the roughness height.
For turbulent flow Re k > 600, the method of Kays & Crawford is employed 14 . The turbulent convective heat transfer coefficient is evaluated by using:
where C p is the specific heat of air.
The Stanton number can be calculated from:
where Pr t = 0.9 is the turbulent Prandtl number. The roughness Stanton number is given as:
where Pr = μC p /k = 0.72 is the laminar Prandtl number. The skin friction is calculated by using the Makkonen relation: 
where  tr is the laminar momentum thickness at the transition location.
Extended Messinger Model
The ice prediction approach employed in this study is essentially the same as the one used by Özgen and Canıbek 1 , extended to handle ice formation on three-dimensional geometries.
Therefore; the definitions below are mostly repeated from that study. The ice shape prediction is based on the standard method of phase change or the Stefan problem. The phase change problem is governed by four equations: energy equations in the ice and water layers, mass conservation equation and a phase change condition at the ice/water interface 2 :
, y
where  and T are the temperatures, k w and k i are the thermal conductivities, C pw and C pi are the specific heats and h and B are the thicknesses of water and ice layers, respectively. In 
The surface temperature is taken to be the recovery temperature 14 :
In the above expression, M is the flow Mach number given as
2. The temperature is continuous at the ice/water boundary and is equal to the freezing temperature:
3. At the air/water (glaze ice) or air/ice (rime ice) interface, heat flux is determined by convection (Q c ), radiation (Q r ), latent heat release (Q l ), cooling by incoming droplets
aerodynamic heating (Q a ) and kinetic energy of incoming droplets (Q k ):
Glaze ice:
Rime ice:
4. Wing or duct surface is initially clean:
In the current approach, each panel constituting the geometry is also a control volume. The above equations are written for each panel and ice is assumed to accumulate perpendicularly to a panel. This is an extension of the one-dimensional model described by Myers 2 to threedimensional, which is done by taking mass and energy terms due to runback water flow in the conservation equations into account, see equation (22).
Rime ice growth and temperature profile
Rime ice thickness can be obtained directly from the mass conservation equation (22) as water droplets freeze immediately on impact, i.e. h=0 2 :
It has been shown that, for ice thicknesses less than 2.4 cm (which the case for most applications), the temperature distribution is governed by 2 :
Integrating the above equation twice and applying the boundary and interface conditions given in equations (24) and (26) results in the temperature distribution in the rime ice layer: 
Glaze ice growth
It has been shown that, if ice and water layer thicknesses are less than 2.4 cm and 3 mm (which is the case for most applications), respectively, the temperature distributions in the ice and water layers are governed by the following equations 2 :
After integrating above equation twice and employing the conditions (24) and (26), the temperature distribution in the ice layer becomes:
The temperature distribution in the water layer is obtained by integrating equation (33) 
where B g is the rime ice thickness at which glaze ice first appears and t g is the time at which this happens. When equation (36) is substituted into the phase change condition in equation 
In order to calculate the glaze ice thickness as a function of time, equation (37) is integrated numerically, using a Runge-Kutta-Fehlberg method.
During transition from rime ice to glaze ice, ice growth rate must be continuous: o The denominator of equation (39) is less than zero meaning that there is insufficient energy to produce liquid water and pure rime ice is produced.
Energy terms
The energy terms appearing in the above equations need to be expressed in terms of the field variables. Although convective heat transfer (Q c ) and latent heat (Q l ) are the most prominent terms, all relevant energy terms are considered and used in the developed computer program.
In the following, T sur is the temperature at the ice (rime ice) or water surface (glaze ice).
 Convective heat transfer at the water surface (Q c ):
 Cooling by incoming droplets (Q d ): 
where ε is the surface emissivity and σ r is the Stefan-Boltzmann constant. 
where in m  is the mass flow rate of the incoming runback water.
With these definitions, it is possible to express equations (32), (35), (37) and (39) in terms of the surface temperature of the geometry (T s ) and ambient temperature (T a ) only.
Rime ice temperature distribution
Equation (32) can be written as:
where
(54)
Glaze ice temperature distribution and ice growth rate
Equation (35) can be written as:
Equation (37) can be written as:
Equation (39) can be written as:
Freezing fractions and runback water
Freezing fraction for a given control volume (or a panel in this case) is the ratio of the amount of water that solidifies to the amount of water that impinges on the control volume plus the water that enters the panel as runback water. 
Evaporating or sublimating mass
Evaporating mass is given as:
Likewise, sublimating mass is expressed as:
Icing Intensity Definitions
The definitions for icing intensity as proposed by Jeck 10 are employed in order to add another dimension to the interpretation of the results and to provide further insight. According to the definition, the accumulation time of a quarter inch of ice (roughly 6 mm) on the geometry determines the icing intensity. These definitions are summarized in Table 2 .
Table2. Icing intensity definitions as proposed by Jeck 10 . 
Icing intensity

Results for Airfoil and Wing Geometries, Code Validation
The developed tool is validated with ice shapes obtained from experimental and numerical studies available in the literature. Eight test cases are selected such that the effects of geometry, ambient and icing conditions on ice formation and the degree at which the code is able to predict these are assessed. Geometric and ambient conditions, as well as icing data for these cases are presented for two-dimensional and three-dimensional geometries in Tables 3   and 4 , respectively. Since experimental and numerical ice data for three-dimensional geometries are extremely scarce in the literature, airfoil data is used in Figures 6, 7, 8 and 9 .
Two-dimensional test cases are selected from the literature such that the resulting ice shapes are complex, i.e. displaying single or double horns and the effects of compressibility are prominent 13 . In the computations, the span of the wing is chosen to be ten times its chord in order to simulate the flow over an airfoil, and the ice data is taken from a spanwise section close to the symmetry plane of the wing in order to approach the airfoil flow conditions further. In each calculation, 149 chordwise and 8 spanwise panels are used. Different panel numbers are also tested but the chosen combination seems to be a good compromise between accuracy and computational time as no significant accuracy is gained by using 199 chordwise and 16 spanwise panels, for example. Also, the multi-layer approach is used, where the total exposure time is divided into 4 layers in all subsequent computations. Figure 6 illustrates the results of the analysis for a high temperature case, where the ice formation is mostly glaze with runback water effects. As can be seen, the extent of the ice both on the upper and lower surface is well predicted in the current study compared with the experimental ice shape. Also the prominent bump and its position on the upper surface are reproduced by the computations, although underestimated in size. Moreover, the second bump just downstream of the prominent bump has also been well captured. The size and distribution of the ice formation on the lower surface is reproduced with accuracy in the current study.
The maximum ice thickness is 1.1 cm suggesting that the icing conditions are moderate in terms of icing intensity when the exposure time is considered. Meanwhile, the overall ice In Fig. 7 , another glaze ice case is shown, this time with a lower temperature. The experimental ice shape displays two horns, with almost equal sizes. As can be seen, all the numerical computations including the current one slightly underestimate the iced region on the upper surface, while there is the current study provides a better agreement on the lower surface. The horns are predicted by the current study, also by the results of DRA and ONERA. Although the exact locations of the horns are almost perfectly predicted in the current study, their sizes are slightly overestimated. As a result, the total ice volume seems to be also slightly underestimated. For this case the maximum ice thickness is roughly 3 cm occurring at the upper horn, corresponding to an intense icing condition. Figure 8 illustrates the results of another glaze ice case with a slightly higher temperature than the case in Fig. 7 . Here, again two prominent horns are visible; however this time the horn on the upper surface is slightly longer in the experimental shape. All computational results including the current one slightly overestimate the iced region on the upper surface, while the match is also good on the lower surface. The big horn on the upper surface is well reproduced by the current study, with a slight mismatch in its exact location. The lower horn is also reproduced again with a small mismatch in its location. It can also be seen that the volume of ice is very well reproduced by the current study compared to the experimental shape. The thickness of ice remaining between the two horns is slightly underestimated by the current computations but the overall ice shape has been well captured. The maximum ice thickness is also about 3 cm in this case, occurring at the upper horn again suggesting intense icing. Figure 10 shows the ice formation on the leading edge of the NASA MS-317 30 o swept wing under the conditions given in the second column of Table 4 . For these calculations 99 chordwise and 10 spanwise panels are used. As can be seen, the ice shape is fairly uniform and has smooth contours, which is typical of rime ice. Figure 11 shows the ice thickness distribution. The maximum ice thickness is around 13.5 mm (intense icing) and occurs near the leading edge. The ice thickness decreases smoothly in the streamwise direction. Figure 12 shows the comparisons with numerical and experimental data for the same case,
where ice shapes at mid-span are shown. As can be seen, although the present code estimates the overall ice shape fairly accurately, the ice thickness and the iced region are slightly overestimated, while the data of Mingione et al 4 shows a marked underestimation.
Judging from the results presented so far and their agreement with experimental results available in the literature, it can be said that the outlined method performs well but is not perfect in terms of accuracy from the ice shapes and iced regions point of view. In order to improve the performance of the developed tool, one of the most obvious improvements would be to replace the semi-empirical approach employed for the calculation of the convective heat transfer coefficients with a higher order method, like a Navier-Stokes solver. This would actually serve two purposes since the results of the flow solver are also employed by the droplet trajectory calculations, although one expects a minor improvement in the latter.
Another improvement would be to treat the water flow on the surface as an additional problem with a higher order approach like the one studied by Myers, et al 15 . This would allow runback water effects to be simulated more faithfully, which are important for glaze ice 27 conditions yielding irregular ice shapes. Nevertheless, both this and the previously suggested improvements would increase the computational immensely, rendering the current approach a good compromise between accuracy and speed. 
Results for Other Geometries
Circular and elliptical air intakes
The developed computer program is also capable of handling geometries other than wings like intakes and ducts. In this section, a circular and an elliptical intake geometry is analyzed. Both of these geometries are generated for illustration purposes only and do not correspond to a real configuration although they closely resemble typical commercial transport airplane turbofan engine nacelles. Both geometries are created by wrapping a NACA 0006 airfoil to form a closed geometry. The duct lengths are 1 m for both geometries and the aspect ratio of the elliptical geometry is 2:1. In the computations, 149 chordwise and 16 circumferential panels are used both for the circular and elliptical intake geometries. 199 chordwise and 16 circumferential panels are also tested but no significant variation in the results are observed. Figure 13 shows the droplet trajectories around the circular geometry, while Fig. 14 illustrates the droplet collection efficiency distribution. As can be seen, the droplet collection efficiency distribution is fairly uniform and the highest droplet collection efficiency, which is around 0.26 occurs around the leading edge. This is smaller than the corresponding value for the wing geometry analyzed previously. This implies that the circular intake constitutes a larger obstacle compared to the wing, so that the droplets are diverted away from the body, although the cross-sectional properties of the two geometries are similar to each other.
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Figures 15a and 15b show the general and detailed layout of the ice shape that forms around the leading edge. The uniformity of the ice shape is immediately noticeable. However, the ice thickness is not maximum at the leading edge, suggesting that there is runback water effect, implying glaze ice formation. Finally, Fig. 16 shows the ice thickness distribution, which strengthens the above inferences. The maximum ice thickness is below 10 mm (moderate icing intensity), which is less than the value for the wing geometry analyzed previously. The collection efficiency distribution around the elliptical geometry is presented in Fig. 17 .
The distribution is not uniform, the highest values being attained towards the centreline of the intake. Compared to the circular intake, the collection efficiency values are comparable but they are still less than those for the wing geometry. Figure 18 shows the ice shapes that form at the leading edge. The shapes suggest that there is some runback water effect, implying glaze ice formation. These shapes are almost identical to 31 the ones obtained for the circular geometry, which is mostly due to identical flow and icing conditions. Ice thickness distribution is depicted in Fig. 19 , where the highest values are obtained towards the centreline. The highest ice thickness is around 10 mm, which is comparable to the value for the circular intake and again corresponding to moderate icing conditions when the exposure time is considered. 
A turboprop trainer air intake
This section illustrates the capability of the developed computer program to analyze the ice formation around highly irregular and complex geometries. The geometry that is analyzed is an air intake of a turboprop trainer aircraft. Figure 20 shows the droplet trajectories obtained for this geometry, where the complexity of the geometry and the trajectory pattern are visible. Figure 21 shows the corresponding droplet collection efficiency distribution pattern, which is highly irregular. Away from the centreline, the efficiency values fall almost to zero, while they attain values around 0.8 at the upper lip of the intake slightly outboard of the centreline. Figure 22 shows the general view of the ice formation around the leading edge of the intake, which is again highly irregular. Figures 23a and b illustrate the details of the ice shape at the upper and lower lips of the intake around the centreline. At the lower lip of the intake, the ice is considerably thick (around 5-6 mm as can be seen from Fig. 24 ) and occupies a large part of the lower part of the intake, mainly due to runback water. At the upper lip, the ice thickness is again around 6 mm close to the centreline but this reduces rapidly to almost zero exactly at the centreline. Ice occupies a much smaller area suggesting that runback water effect is less, meaning that the ice that forms is mainly rime ice. However, the exposure time and the thickness of ice that accumulates during exposure correspond to intense icing conditions. 33 
Conclusions
Ice shape and ice mass predictions are performed over various airfoil/wing and intake geometries using the Extended Messinger Model extended to three dimensions. The validation study indicates that the developed tool is capable of satisfactorily predicting ice shapes including glaze ice shapes with highly irregular contours with single or double horns.
The iced regions and ice volumes are also fairly well predicted by the developed tool.
Considering that most of the selected test cases correspond to intense icing conditions where the ice accumulation rate is extremely high, the success of the developed tool can be better appreciated.
An important inference of the study is that although the collection efficiency levels are less than those of wing geometries, intake or duct geometries experience important ice accumulation. When the sizes of these geometries are considered, it is obvious that intake geometries are as prone to icing as wing geometries. More severe icing conditions than the ones studied here could result in severe blockage of the intake, resulting in power fallbacks.
It is also shown that irregular geometries with largely varying thicknesses and contours are also within the capabilities of the developed tool. Irregular droplet impact patterns and resulting droplet collection efficiencies together with the ice shapes can be successfully computed.
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The developed tools could be easily modified and used for determining the capacities of a heated anti/de-icing leading edge device, and also for certification and design purposes.
For further studies, the droplet trajectories could be calculated using a parallel computing approach, which would significantly reduce the run time since almost 99% of all computational time is spent for the droplet trajectories alone.
Also, the icing module of the code can be coupled with different flow solvers allowing the investigation of not only airframe components alone but the entire flying vehicle.
