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Abstract
The linear discrepancy problem is to round a given [0; 1]-vector x to a binary vector y such
that the rounding error with respect to a linear form is small, i.e., such that ‖A(x − y)‖∞ is
small for some given matrix A. The combinatorial discrepancy problem is the special case of
x=(12 ; : : : ;
1
2 )
t . A famous result of Beck and Spencer [Math. Programming 30 (1984) 88] as well
as Lov:asz et al. [European J. Combin. 7 (1986) 151] shows that the linear discrepancy problem
is not much harder than this special case: Any linear discrepancy problem can be solved with
at most twice the maximum rounding error among the discrepancy problems of the submatrices
of A.
In this paper, we strengthen this result for the common situation that the discrepancy of
submatrices having n0 columns is bounded by Cn	0 for some C¿ 0, 	 ∈ ]0; 1]. In this case, we
improve the constant by which the general problem is harder than the discrepancy one from 2
down to 2( 23 )
	. We also And that a random vector has expected linear discrepancy 2( 12 )
	Cn	
only. Hence in the typical situation that the discrepancy is decreasing for smaller matrices, the
linear discrepancy problem is even less diCcult compared to the discrepancy one than assured
by previous results. We also obtain the bound lindisc(A; x)6 2(2	=(21−	−1))C‖x‖	1. Our proofs
use a reduction to Pusher–Chooser games.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
This paper addresses rounding problems, in particular the question how much easier
it is to round a vector with all entries 12 compared to the general case of arbitrary
[0; 1]-vectors. A famous result of Beck and Spencer [5] and Lov:asz et al. [11] shows
that the general problem can be reduced to the 12 -case. We reAne their result for the
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typical case that the rounding problem for smaller matrices can be solved better than
for larger ones.
1.1. Linear discrepancy
For a given matrix A∈Rm×n and a vector x∈Rn we are interested in Anding a
vector y∈Zn such that (1) ‖x − y‖∞61 and (2) the rounding error ‖A(x − y)‖∞ is
small. Such a y is sometimes called approximate integer solution for the linear system
Ay= b :=Ax.
It is easy to see from the problem statement that only the fractional part of x is
important. Therefore we usually assume x∈ [0; 1]n and y∈{0; 1}n. It is also clear that
rescaling A has little inIuence: if we replace A by A for some ¿0, then the set of
optimal solutions remains the same and their rounding error just changes by a factor
of . Thus we lose nothing by assuming A∈ [−1; 1]m×n. In discrepancy theory (cf. e.g.
[2,12]), this rounding problem is known under the term linear discrepancy problem
lindisc(A; x) = min
y∈{0;1}n
‖A(x − y)‖∞;
lindisc(A) = max
x∈[0;1]n
lindisc(A; x):
The special case that x= 121n is called combinatorial discrepancy problem. It can be
viewed as the problem to partition the columns of A into two groups such that the row
sums within each group are similar. We write 1
disc(A) := min
y∈{0;1}n
∣∣∣∣
∣∣∣∣A
(
1
2
1n − y
)∣∣∣∣
∣∣∣∣
∞
=
1
2
min
y∈{−1;1}n
‖Ay‖∞:
Note that already the combinatorial discrepancy problem is far from being easy: it is
NP-hard to decide whether a 0; 1 matrix has discrepancy zero or not. On the other
hand, a number of results and algorithms are known:
• If all column vectors have l1-norm at most t, then disc(A)6t [3].
• A y∈{−1; 1}n such that ‖Ay‖∞6
√
2n ln(2m) can be computed in time polynomial
in n and m. In particular, disc(A)6
√
1
2n ln(2m) [2].
• If m¿n, then disc(A)=O(√n ln(2m=n)) [17].
• If A is the incidence matrix of a hypergraph H having primal shatter function
H=O(nd), then disc(A)=O(n1=2−1=(2d)). Hence this bound in particular holds if
H has VC-dimension d [13].
• If the dual shatter function satisAes ∗H=O(nd), then the discrepancy is disc(A)=
O(n1=2−1=(2d)
√
log(n)) [14].
1 Some authors deAne the linear and combinatorial discrepancy to be twice our values. This is motivated
by the notion of hypergraph discrepancy: the discrepancy of a hypergraph is the least k ∈N 0 such that there
is a 2-coloring of the vertex set such in each hyperedge the number of vertices in one color deviates from that
in the other by at most k. If a hypergraph has discrepancy k, its incidence matrix has discrepancy 12 k (in our
notation), and vice versa. This motivates to deAne the discrepancy of a matrix A by miny∈{−1;1} ‖Ay‖∞.
On the other hand, from the viewpoint of rounding problems, our notation seems more appropriate.
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We refer to the chapter in Beck and S:os [4] and the books by MatouKsek [12] and
Chazelle [6] for further details. For our purposes, a result of Beck and Spencer [5] and
Lov:asz et al. [11] is crucial: it shows that the linear discrepancy problem is not much
harder than the combinatorial one.
Theorem 1 (Beck, Lov:asz, Spencer, Vesztergombi). For any matrix A∈ [−1; 1]m×n
and x∈ [0; 1]n, there is a y∈{0; 1}n such that 2
‖A(x − y)‖∞62 max
A06A
disc(A0):
A y∈{0; 1}n such that ‖A(x − y)‖∞62d + O(2−kn) can be computed by k times
solving a combinatorial discrepancy problem for a submatrix of A with error at
most d.
The constant of 2 in Theorem 1 cannot be improved in general: for arbitrary
n∈N, Lov:asz et al. [11] provide an example A∈{0; 1}(n+1)×n, x∈ [0; 1]n such that any
y∈{0; 1}n fulAlls
‖A(x − y)‖∞ = 2
(
1− 1
n+ 1
)
max
A06A
disc(A0):
On the other hand, Theorem 1 is known to be not sharp: the factor of 2 can be replaced
by 2(1−1=2m) as shown in [8]. In between these two results little seems to be known.
Spencer (private communication) conjectures that 2(1−1=(n+ 1)) is the right constant
in Theorem 1. This has been proven for totally unimodular matrices in [9].
Before explaining our results, we would like to point out that Theorem 1 requires
understanding not only the discrepancy problem for A, but also for all submatrices of
A. This is known under the term ‘hereditary discrepancy problem’, the corresponding
notion is the hereditary discrepancy of A
herdisc(A) := max
A06A
disc(A0):
It is not diCcult to construct examples where the discrepancy of a submatrix (and
thus the hereditary discrepancy) is much larger than the discrepancy of the matrix
itself (which might even be zero). However, all these examples have the Iavor of
being artiAcially designed for this purpose. The situation usually encountered (both
when looking at examples or results like the ones above) is that the discrepancy or
the upper bound given by a result does not deviate signiAcantly from the respective
maximum taken over all submatrices.
In many cases the discrepancy behavior is even more regular: smaller matrices tend
to have lower discrepancies. To formalize this we introduce the discrepancy function
of A: deAne hA(n0) to be the largest discrepancy among all submatrices of A having at
most n0 columns (to save some Ioors, we regard hA as a function on the non-negative
real numbers). Then most of the results above show hA(n0)6Cn	0 for some C¿0 and
	∈ ]0; 1].
2 We write A06A to denote that A0 is a submatrix of A.
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1.2. Our results
The main result of this paper is that this strong discrepancy assumption can be
exploited for the linear discrepancy problem. This reduces the constant of 2 in Theorem
1, the factor by which the general problem can be harder than the combinatorial one,
down to 2( 23 )
	 (e.g., 1:63 for hA=O(
√
n0)).
Theorem 2. If hA(n0)6Cn	0 for all n0 ∈{1; : : : ; n}, then
lindisc(A)62
(
2
3
)	
Cn	:
A more detailed analysis yields bounds for lindisc(A; x) that take into account the
vector x. We present a function w : [0; 1]→ [0; 23 ] such that
lindisc(A; x)62C
(
n∑
i=1
w(xi)
)	
holds for all x∈ [0; 1]n. We defer the details to Section 4 as the deAnition of w is too
technical to be presented in this introduction. The bound depending on w allows an
average case analysis.
Theorem 3. If hA(n0)6Cn	0 for all n0 ∈{1; : : : ; n}, then an x picked uniformly at
random from [0; 1]n has expected linear discrepancy
E(lindisc(A; x))62
(
1
2
)	
Cn	:
A similar analysis shows that ‘small’ x have lower linear discrepancies: we prove
Theorem 4. If hA(n0)6Cn	0 for all n0 ∈{1; : : : ; n} and x∈ [0; 1]n, then
lindisc(A; x)62
2	
21−	 − 1 C‖x‖
	
1:
This might seem natural at Arst, but recall that in the example (A; x) such that
lindisc(A; x)=2(1−1=(n+ 1)) herdisc(A) in [11], we have x=(1=(n+ 1); : : : ; 1=(n+ 1))t .
All our results are constructive in the following sense. Let A be given. Assume
that we can solve discrepancy problems for submatrices of A having n0 columns with
rounding error at most Cn	0. Then for any x∈ [0; 1]n we can compute a y∈{0; 1}n such
that ‖A(x−y)‖∞62C(
∑n
i=1 w(xi))
	+O(2−kn) by solving k discrepancy problems for
submatrices of A.
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2. Reduction to game theory
Our proofs are based on the proof of Theorem 1, which we state here in a language
suitable for our further work. Here and in the remainder we use the shorthand [n] to
denote the set {1; : : : ; n}.
Proof of Theorem 1. Let x∈ [0; 1]n. We construct a y∈{0; 1}n such that ‖A(x−y)‖∞
is small. As
x 	→ min
y∈{0;1}n
‖A(x − y)‖∞
is a continuous function and {∑ni=1 bi2−i | n∈N; b1; : : : ; bn ∈{0; 1}} is dense in [0; 1],
we may assume that x has Anite binary expansion of length k, i.e., there is a k ∈N
such that 2kx is integral.
Set a(0) := x. We deAne a series of intermediate ‘roundings’ a(l); l=1; : : : ; k having
binary length at most k − l. Suppose that for l∈{1; : : : ; k}, a(l−1) is already deAned
and satisAes a(l−1)2k−l+1 ∈Zn. Set
X (l) := {j ∈ [n] | a(l−1)j 2k−l+1odd};
the set of all j such that the binary expansion of a(l−1)j 2
k−l+1 ends in 1. By the
deAnition of combinatorial discrepancy, there is an (l) : X (l)→{−1;+1} such that
d(l)i :=
1
2
∑
j∈X (l)
aij(l)(j)
satisAes |d(l)i |6hA(|X (l)|) for all i∈ [m]. DeAne
a(l)j :=


a(l−1)j − 2−(k−l+1)(l)(j) if j ∈ X (l);
a(l−1)j otherwise:
Then a(l)2k−l ∈Zn and A(a(l−1) − a(l))= 2−(k−l)d(l). Having deAned a(l) for all
l∈{0; : : : ; k}, we put y= a(k) and compute
‖A(x − y)‖∞ =
∣∣∣∣
∣∣∣∣A
(
k∑
l=1
(a(l−1) − a(l))
)∣∣∣∣
∣∣∣∣
∞
=
∣∣∣∣
∣∣∣∣ k∑
l=1
2−(k−l)d(l)
∣∣∣∣
∣∣∣∣
∞
6
k∑
l=1
2−(k−l)hA(|X (l)|):
From hA(|X (l)|)6herdisc(A) for all l∈ [k] we get the original result ‖A(x − y)‖∞6
2 herdisc(A).
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There is one option we did not use in the above algorithm: at any time during the
above rounding process, we may replace (l) by −(l). This changes the resulting a(l),
but does not violate our discrepancy guarantee as we just replace d(l) by −d(l). By
choosing signs for the (l), l∈ [k] in a clever way, we try to keep the sets X (l); l∈ [k]
small and thus improve the discrepancy bound.
Note that if we change the sign of one (l), this does not only change the last digit
of the binary expansion of the a(l), but may also change any digit. Furthermore, it is
very diCcult to get suitable information about the (l) in the general case. We therefore
regard the sign-choosing problem as an on-line problem, i.e., we analyze what can be
achieved by choosing the sign of (l) without taking into account (l+1).
Worst-case analyses of on-line problems naturally lead to games. One player repre-
sents the on-line algorithm and the other one the data not known to the algorithm. Our
problem is modeled by the following two-player game, which belongs to a class of
games called ‘Pusher–Chooser games’ by Spencer [18]. They include balancing games
(e.g. [16]), liar games (cf. [15] for a survey) and guessing games resulting from internet
applications (e.g. [1,7]).
Let f be any real function with domain containing {0; : : : ; n}.
The Game G(a(0); f): The starting position of the game is a vector a(0) ∈ [0; 1]n
having a Anite binary expansion of length at most k, i.e., 2ka(0) is integral. The game
then consist of k rounds of the following structure:
Round l:
• Set X (l) := {j∈ [n] | 2k−l+1a(l−1)j odd}.
• Pusher selects a partition S(l)∪˙T (l) =X (l).
• Chooser chooses one partition class Y (l) ∈{S(l); T (l)}.
• The position is updated according to
a(l)j :=


a(l−1)j − 2−(k−l+1) if j ∈ X (l)\Y (l);
a(l−1)j + 2
−(k−l+1) if j ∈ Y (l);
a(l−1)j otherwise:
Objective of the game: We call the value
∑k
l=1 2
−k+lf(|X (l)|) the pay-oP (for Pusher).
As the name suggests, it is Pusher’s aim to maximize this value (and Chooser’s, to
keep it small). The maximum pay-oP Pusher can enforce in a game started in position
a(0) is the value v(a(0); f) of this game.
From the discussion above the following connection between the game G(x; f) and
our rounding problem is obvious:
Lemma 5. lindisc(A; x)6v(x; hA).
Note that Lemma 5 needs not to be sharp. We lose ground in several places. As
already mentioned, we treat the problem as on-line problem, which originally is not.
We estimate all discrepancies with the worst case given by hA. We use the triangle
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inequality in the proof of Theorem 1 and thus ignore the possibility that rounding
errors may cancel.
We complete the proof of our main results by estimating the values of the cor-
responding games. Note that we may always replace hA by a pointwise not smaller
function f: then v(x; hA)6v(x; f) implies lindisc(A; x)6v(x; f). We call such an f an
upper bound for hA. The results cited in the introduction also indicate that we lose little
by assuming f to be concave, non-decreasing and non-negative. Note that hA trivially
is non-decreasing and non-negative.
3. Worst-case analysis
In this section we prove an upper bound on the game values, which by Lemma 5
yields an upper bound on the linear discrepancy of A.
Lemma 6. Let f : [0; n]→R be concave and non-decreasing. Then v(a(0); f)62f( 23 n)
holds for all starting positions a(0).
Proof. To give an upper bound on v(a(0); f), we have to show that Chooser has
a strategy such that no matter what partitions Pusher selects, the pay-oP will never
exceed this bound. We analyze the following strategy:
Chooser’s strategy: Assume all notation given as in the deAnition of the game. We
may assume that k is even. In an even numbered round l, Chooser chooses the partition
class arbitrarily. If l is odd, this is in particular not the last round, Chooser proceeds
like this: he chooses that one of the two alternatives minimizes the size of X (l+1).
Analysis: Let l∈ [k] be odd. Let X (l) = S(l)∪˙T (l) be the partition given by Pusher.
Denote by X (l+1) ◦Y (l) the value of X (l+1) resulting from Chooser’s move Y (l). Now
we easily see that (X (l+1) ◦ S(l))∩X (l) and (X (l+1) ◦T (l))∩X (l) form a partition of X (l).
On the other hand, (X (l+1) ◦ S(l))\X (l) = (X (l+1) ◦T (l))\X (l), that is, the complement
of X (l) is not aPected by Chooser’s move. Hence Chooser has to choose Y (l) in such a
way that (X (l+1) ◦Y (l))∩X (l) is minimized. Then |(X (l+1) ◦Y (l))∩X (l)|6 12 |X (l)|, and
thus
|X (l+1) ◦ Y (l)| = |(X (l+1) ◦ Y (l))\X (l)|+ |(X (l+1) ◦ Y (l)) ∩ X (l)|
6 |[n]\X (l)|+ 1
2
|X (l)|
= n− 1
2
|X (l)|:
We conclude that if Chooser follows the strategy proposed above, we have |X (l+1)|6
n− 12 |X (l)| for all odd l∈ [k]. Let
Qf : [0; n]→ R; x 	→ 2f
(
n− 1
2
x
)
+ f(x):
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Since f is concave, we have Qf(x)= 3(23 f(n− 12 x)+ 13 f(x))63f( 23 n) for all x∈ [0; n].
By deAnition, Qf( 23 n)= 3f(
2
3 n). Hence
2
3 n is a global maximum of Qf. Using this we
bound the pay-oP
k∑
l=1
2−k+lf(|X (l)|) = ∑
l∈[k]
l odd
2−k+l(2f(|X (l+1)|) + f(|X (l)|))
6
∑
l∈[k]
l odd
2−k+l
(
2f
(
n− 1
2
|X (l)|
)
+ f(|X (l)|)
)
6
∑
l∈[k]
l odd
2−k+l
(
2f
(
n− 1
3
n
)
+ f
(
2
3
n
))
=
k∑
l=1
2−k+lf
(
2
3
n
)
62f
(
2
3
n
)
:
Lemmas 5 and 6 give the following theorem, a slight generalization of Theorem 2
in the introduction.
Theorem 7. If f is a concave and non-decreasing upper bound for hA, then
lindisc(A)62f
(
2
3
n
)
:
It may seem that our on-line strategy is very simple: every second decision is chosen
arbitrarily, the remaining ones only take into account the next move. Nevertheless, the
game-theoretic analysis is tight in the worst case.
Lemma 8. For any f and any k ∈N there is a starting position a(0) such that Pusher
can enforce a pay-o= of 2(1− 2−k)f( 23 n) in a k-round game of G(a(0); f).
Proof. Let n be a multiple of 3. Put xk :=
∑k=2	
i=1 2
−2i. If k is odd, let a(0) be such
that one-third of its components equal xk and two-thirds are xk + 2−k . If k is even,
two-thirds of the a(0)j ; j∈ [n] shall equal xk , and one-third of xk−2 + 2−(k+2).
If k is odd, X (1) := {j∈ [n] | 2ka(0)j odd} has cardinality 23 n by deAnition of a(0).
Let S(1)∪˙T (1) be any partition of X (1) such that |S(1)|= |T (1)|= 13 n. Regardless of
Chooser’s choice, half of the xk +2−k -values (and thus a total of 13 n) are rounded up
to xk−2 + 2−(k+2), the remaining ones are rounded down to xk . Hence we end up with
the starting position for the game lasting k − 1 rounds.
Similarly, if k is even, we have |X (1)|= 23 n, and partitioning X (1) into equal sized
classes proceeds the game to the starting position for the game lasting k − 1 rounds.
Hence by induction we conclude that this strategy ensures |X (l)|= 23 n for all l∈ [k],
and thus a pay-oP of 2(1− 2−k)hA( 23 n).
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The strategy described in the proof of Lemma 6 can also be applied to non-concave
functions f. The following corollary shows that an example A∈{0; 1}m×n, x∈ [0; 1]n
having lindisc(A; x)¿2(1−1=(n+ 1)) herdisc(A) (thus being stronger than the currently
best known ones of Lov:asz et al. [11]) must have constant discrepancy function on
[ 23 n; n]. Hence such examples—should they exist—do not display the regular discrep-
ancy behavior we investigated in this paper, and thus must have a rather particular
structure.
Corollary 9. If A∈{0; 1}m×n and hA( 23 n)¡herdisc(A), then
lindisc(A)62
(
1− 1
n+ 1
)
herdisc(A):
Proof. If Chooser follows the strategy proposed in the proof of Lemma 6, he ensures
that |X (l)|6 23 n or |X (l−1)|6 23 n holds for all l∈ [k]. Hence
lindisc(A)6
∞∑
l=0
2−2l
(
herdisc(A) +
1
2
hA
(
2
3
n
))
follows along the lines of the proof of Lemma 6. If hA( 23 n)¡herdisc(A), then hA(
2
3 n)
6herdisc(A)− 12 . This yields lindisc(A)62 herdisc(A)− 13 , proving the claim for the case
that herdisc(A)¡ 16 (n+1). The case herdisc(A)¿
1
6 (n+1) is trivial, since lindisc(A)6
1
4
(n+ 1) holds for any A∈{0; 1}m×n.
4. Improved strategies and average case
As Lemma 8 shows, the on-line sign-choosing algorithm presented in the proof of
Lemma 6 is optimal in the worst case (given by a particular starting position). In the
following we present a more complicated on-line strategy, that is optimal in the worst-
case as well, but yields tighter bounds for other starting positions. It is a potential
function strategy, that is, we deAne a potential function for all positions and Chooser’s
strategy is to minimize this potential.
For a Anite binary sequence b=(b1; : : : ; bk)∈{0; 1}k recursively deAne
w(b; k) := bk ;
w(b; i) :=


1
2
w(b; i + 1) if bi = bi+1;
1− 1
2
w(b; i + 1) otherwise:
Put w(b)=
∑k
i=1 2
−iw(b; i). For a number a∈ [0; 1[ having Anite binary expansion
a=
∑k
i=1 2
−ibi, we write w(a) :=w((b1; : : : ; bk)). Note that this deAnition is
independent of the length of the binary representation. Put w(1)= 0. We have
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Lemma 10. Let a∈ [0; 1] having >nite binary expansion a=∑ki=1 2−ibi such that
bk =1.
(i)
∑
b∈{0;1}k w(b)= 2
k−1 − 12 .
(ii) w(a)=w(1− a).
(iii) w(a)6 23 .
(iv) w(a)62a(− log2(a) + 1).
(v) w(a)= 2−k + 12(w(a+ 2
−k) + w(a− 2−k)).
Proof. (i) We use induction on k. For k =1 we compute
∑
b∈{0;1}k
w(b) = w((0)) + w((1)) = 0 +
1
2
:
Let k¿2. For b=(b1; : : : ; bk)∈{0; 1}k put Qb=(1 − b1; : : : ; bk). Then w(b; i)=w( Qb; i)
for i¿2 and w(b; 1)+w( Qb; 1)=1. Further, we have w(b)= 12 w(b; 1)+
1
2 w((b2; : : : ; bk)).
Thus
w(b) + w( Qb) = 12 (w(b; 1) + w( Qb; 1)) + w((b2; : : : ; bk)) =
1
2 + w((b2; : : : ; bk)):
Hence
∑
b∈{0;1}k
w(b) =
∑
b∈{0;1}k
b1=0
(w(b) + w( Qb))
=
∑
b∈{0;1}k
b1=0
(
1
2
+ w((b2; : : : ; bk))
)
= 2k−2 +
∑
b∈{0;1}k−1
w(b) = 2k−1 − 1
2
:
(ii) If a=0, then (ii) is satisAed by deAnition. Hence assume a = 0 and k¿1. Let
b=(b1; : : : ; bk). DeAne b˜∈{0; 1}k by b˜k =1 and b˜i =1− bi for i=1; : : : ; k − 1. Then
1− a= ∑ki=1 2−ib˜i. Now (ii) follows from w(b; i)=w(b˜; i) for i=1; : : : ; k.
(iii) By (ii), we may assume b1 = 0. If b2 = 0, then
w(b) =
1
4
w(b; 2) +
1
4
w(b; 2) +
1
4
w((b3; : : : ; bk))6
1
2
+
1
4
2
3
=
2
3
by induction on k. If b2 = 1, then
w(b) =
1
2
(
1− 1
2
w(b; 2)
)
+
1
4
w(b; 2) +
1
4
w((b3; : : : ; bk))6
1
2
+
1
4
2
3
=
2
3
again by induction.
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(iv) If 2−(‘+1)6a¡2−‘, then b1 = · · · = b‘ =0 and b‘+1 =1. Thus
w(a) = ‘2−‘w(b; ‘) + 2−‘w((b‘+1; : : : ; bk))6(‘ + 1)2−‘¡2a(− log2 a+ 1):
(v) Assume for simplicity that we do not have a+2−k =1 (this case is easily solved
separately). Let b+ ∈{0; 1}k−1 such that
a+ 2−k =
k−1∑
i=1
2−ib+i :
Note that a− 2−k =∑k−1i=1 2−ibi. Let ‘∈ [k − 1] be minimal subject to b‘+1 = · · · = bk
=1. Then b+i =0 for ‘ + 16i¡k, b
+
‘ =1 and b
+
i = bi for all i¡‘. Thus we have
w((b1; : : : ; bk−1); i)+w(b+; i)= 2−k+i +0=2w(b; i) for ‘+16i¡k. We also compute
w((b1; : : : ; bk−1); ‘) + w(b+; ‘)= 1 − 2−k+‘ + 1=2w(b; ‘). Since b+i = bi for all i¡‘,
an easy induction yields w((b1; : : : ; bk−1); i)+w(b+; i)= 2w(b; i) also for the remaining
i∈ [k − 1]. Now (v) follows from the deAnition of w.
A reader familiar with probabilistic game analysis (cf. [18]) might prefer this ran-
domized view: given a, we repeat rounding the last non-zero digit of its binary expan-
sion up or down with equal probabilities 12 . Then w(b; i) is the probability that bi =1
when all higher bits are already rounded. Thus w(xi) is the expected contribution of
a single entry of x to the pay-oP
∑k
l=1 2
−k+l|X (l)| of the game G(x; id), if Chooser
plays randomly.
By (v) of the above lemma, w is continuous on the set of numbers having Anite
binary expansion. Hence there is a unique continuation on [0; 1], which we denote by
w as well. Note that (ii)–(iv) of Lemma 10 now hold for arbitrary a∈ [0; 1]. Inequality
(iii) is sharp as shown by a= 13 and a=
2
3 .
For a game position x∈ [0; 1]n we put w(x)=∑ni=1 w(xi). Then
Lemma 11. Let f be a concave, non-decreasing and non-negative function. Let x∈
[0; 1]n be a starting position of a k-round game. If Chooser plays the strategy to
minimize w, then the pay-o= in the game G(x; f) is at most 2f(w(x)). Consequently,
if f is an upper bound on hA, then
lindisc(A; x)62f(w(x))
holds for all x∈ [0; 1]n.
Proof. Assume Arst that f= idR. We proceed by induction on the length k of the
binary expansion of a. If k =0, the game ends before it started, and the pay-oP is
0=w(a). Hence let k¿1. Let X = {j∈ [n] | 2kajodd}, and let S∪˙T =X denote Pusher’s
move. Let s; t denote the positions that arise if Chooser chooses S; T respectively. If
Chooser takes S, by induction the pay-oP is bounded by 2−k+1|X |+2w(s) (and an anal-
ogous statement holds for T ). Let y∈{s; t} be such that w(y)= min{w(s); w(t)}. Then
the pay-oP resulting from choosing y is bounded by 2−k+1|X | + 2w(y)62−k+1|X | +
w(s) + w(t)6w(a), where the latter inequality follows from Lemma 10.
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In the notation of the deAnition of the game, we just showed that Chooser’s strategy
yields
∑k
l=1 2
−k+l|X (l)|¡2w(a). Now let f be an arbitrary concave, non-decreasing
and non-negative function. Then the pay-oP of G(a; f) is bounded by
k∑
l=1
2−k+lf(|X (l)|)62f
(
k∑
l=1
2−k+l−1|X (l)|
)
62f(w(a)):
Lemma 11 allows the following average case analysis of the linear discrepancy
problem, which implies Theorem 3.
Theorem 12. Let f be a concave and non-decreasing upper bound for hA. For an x
chosen uniformly at random from [0; 1]n, the expected linear discrepancy satis>es
E(lindisc(A; x))62f
(
1
2
n
)
:
Proof. Let k ∈N and B= {∑kl=1 2−lbl | b1; : : : ; bk ∈{0; 1}}. For a number r ∈ [0; 1]
denote by r˜ the largest element of B not exceeding r. Put x˜=(x˜1; : : : ; x˜n). Then
E(lindisc(A; x))6 E(lindisc(A; x˜)) + n2−k
=
∑
x˜∈Bn
2−nk lindisc(A; x˜) + n2−k
6 2
∑
x˜∈Bn
2−nkf(w(x˜)) + n2−k
6 2f
(
2−nk
∑
x˜∈ Bn
w(x˜)
)
+ n2−k
6 2f
(
1
2
n
)
+ n2−k ;
where the latter inequality follows from
∑
x˜∈Bn
w(x˜) =
∑
x˜∈Bn
n∑
i=1
w(x˜i) =
n∑
i=1
∑
x˜∈Bn
w(x˜i)
=
n∑
i=1
2(n−1)k
∑
b∈B
w(b) = n2(n−1)k
∑
b∈B
w(b)
and Lemma 10.
Another consequence of Lemma 11 is that ‘small’ x has lower linear discrepancy:
Corollary 13. Let f be a concave and non-decreasing upper bound for hA. Let x∈
[0; 1]n and Qx := 1n
∑n
i=1 xi. Then
lindisc(A; x)62f(2‖x‖1(− log2( Qx) + 1)):
B. Doerr / Theoretical Computer Science 312 (2004) 463– 477 475
Proof. From Lemma 10 and the concavity of a 	→ 2a(− log2(a) + 1), we conclude
w(x)62‖x‖1(− log2( Qx) + 1). Thus Lemma 11 proves the claim.
Since a result in this direction can be very useful (cf. Lemma 3.13 and its use in the
proof of Theorem 3.11 in [10]), we analyze this aspect more closely. For a∈ [0; 1]n
having Anite binary expansion of length k, put wf(a)=
∑
‘∈[k] 2
−‘f(
∑
j∈[n] w(aj; ‘)).
Similarly as above, wf naturally extends to a continuous map on [0; 1]n.
Lemma 14. Let a∈ [0; 1]n have >nite binary expansion of length k. Let X = {j∈
[n] | aj2kodd}. Let S∪˙T =X a move for Pusher and s; t ∈ [0; 1]n the positions resulting
from choosing S; T respectively. If f is concave, then wf(a)¿2−kf(|X |)+ 12 wf(s)+
1
2 wf(t).
Proof. From the deAnition of the game we know that {sj; tj}= {aj−2−k ; aj+2−k} or
{sj; tj}= {aj} holds for all j∈ [n]. Thus from the proof of Lemma 10 (v) we conclude
that w(aj; ‘)= 12 w(sj; ‘) +
1
2 w(tj; ‘) for all ‘∈ [k − 1]. Hence
wf(a) =
∑
‘∈[k]
2−‘f
( ∑
j∈[n]
w(aj; ‘)
)
= 2−kf(|X |) + ∑
‘∈[k−1]
2−‘f
( ∑
j∈[n]
1
2
w(sj; ‘) +
1
2
w(tj; ‘)
)
¿ 2−kf(|X |) + 1
2
∑
‘∈[k−1]
2−‘f
( ∑
j∈[n]
w(sj; ‘)
)
+
1
2
∑
‘∈[k−1]
2−‘f
( ∑
j∈[n]
w(tj; ‘)
)
= 2−kf(|X |) + 1
2
wf(s) +
1
2
wf(t);
where the inequality follows from the fact that f is concave.
In complete analogy with Lemma 11, Lemma 14 yields
Lemma 15. Let f be concave. Let x∈ [0; 1]n be a starting position of a k-round
game. If Chooser plays the strategy to minimize wf, then the pay-o= in the game
G(x; f) is at most 2wf(x). Consequently, if f is an upper bound on hA, then
lindisc(A; x)62wf(x)
holds for all x∈ [0; 1]n.
As a corollary, we obtain Theorem 4.
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Proof of Theorem 4. Let f :R→R; z 	→Cz	. Let a∈ [0; 1]n have binary expansion of
length k. By Lemma 15, it suCces to bound wf(a). For an arbitrary number r ∈ ]0; 1[
having Anite binary expansion r=
∑
‘∈[k] r
(‘)2−‘ denote by i(r) the smallest ‘∈ [k]
such that r(‘) = 1. Then w(r; ‘)62−i(r)+‘+1 for all ‘∈ [k] by deAnition of w(·; ·). Thus
wf(a) =
∑
‘∈[k]
2−‘f
( ∑
j∈[n]
w(aj; ‘)
)
6
∑
‘∈[k]
2−‘f
( ∑
j∈[n];aj 
=0;1
2−i(aj)+‘+1
)
= C
( ∑
j∈[n];aj 
=0;1
2−i(aj)
)	
2	
∑
‘∈N
(2	−1)‘
6C
2	
21−	 − 1 ‖a‖
	
1:
The claim follows from Lemma 15 and the fact that wf(·) is continuous.
Theorem 4 to some extent generalizes a similar result in [10]. There the follow-
ing was shown: Let A be a 0; 1 matrix such that for all n0 ∈ [n], q∈ [ 12 n0] and any
submatrix A0 of A having n0 columns, there is a y∈{0; 1}n0 such that ‖y‖1 = q and
‖A0((q=n0)1n0 −y)‖∞6Cn	0. Then lindisc(A; r1n)6(2=(21−	 − 1))C(rn)	+1 holds for
all r ∈ [0; 1]. At the prize of being worse by a constant factor of 2	, Theorem 10
extends this result to arbitrary matrices (this would have been possible also with the
approach of [10]) and arbitrary vectors to be rounded (instead of only vectors of type
r1n, here it is not clear how to extend the recursive approach of [10]). We also have
a weaker assumption on the hereditary discrepancy behaviour of A.
Note that for an average case analysis as in Theorem 3, replacing Lemma 11 by
Lemma 15 does not give a signiAcant improvement (unlike the improvement from
Corollary 13 to Theorem 4). The reason is that 2−n
∑
x∈{0;1}n f(w(x)) is not signiA-
cantly smaller than f(2−n
∑
x∈{0;1}n w(x)) due to properties of f and the high concen-
tration of the binomial distribution around n=2.
5. Conclusion
In this paper we investigated the relation between the linear discrepancy problem
(rounding arbitrary vectors) and the combinatorial discrepancy problem (rounding vec-
tors with entries 12 only). We assumed that the discrepancy problem can be solved
better for submatrices having fewer columns. This assumption is justiAed by the fact
that many results are of this type. We showed that the classical results of Beck and
Spencer and Lov:asz, Spencer and Vesztergombi on the relation of both rounding prob-
lems can be strengthened in this situation. We analyzed both the worst and average
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case. Like in [10], our results indicate that the assumption of decreasing discrepancies
is both natural and powerful.
We have to leave it as an open problem how tight our bounds are. Another open
problem is for which vectors x the rounding problem is hardest. ‘Small’ vectors
cause lower errors, and as w(a)= 23 for some a∈ [0; 1] implies a∈{ 13 ; 23}, our bound
lindisc(A; x)62f( 23 n) can only be tight if xi ∈{ 13 ; 23} for all i∈ [n]. On the other hand,
most examples seem to indicate that x ≈ 12 1n is the most diCcult instance.
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