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Let V be a ﬁnite-dimensional vector space over a ﬁeld and f : V ×
V → K a regular ε, -¯hermitian form. A linear mapping π : V → V
with adjoint mapping π∗, i.e. f (vπ,w) = f (v,wπ∗) for all v,w ∈ V ,
is called supernormal or polynomially normal or simply s-normal if
s(π) = π∗ holds true for some polynomial s ∈ K[x]. If π is a unitary
transformation or ifπ is self-adjoint or ifπ is anti-self-adjoint then
π is s-normal. For s-normal mappings π a classiﬁcation of orthog-
onally indecomposable π-modules is obtained. The classiﬁcation
distinguishes four types and depends on the form f , the minimum
polynomial ofπ andwhetherπ∗ − π is nilpotent or not.We prove a
uniqueness statement for orthogonal decompositions (into orthog-
onally indecomposable modules) of similar s-normal mappings. As
an application we generalize the fact that in an orthogonal group
each element is a product of two involutions. In the generalized
setting both factors are self-adjoint or anti-self-adjoint and the ﬁrst
one is an involution. The last section establishes a decomposition
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π-module is also invariant under both given factors. Part 2 will be
devoted to isometric similarity of s-normal mappings.
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1. Basic assumptions and introduction
(A) Basic assumptions and notations. Let V be a ﬁnite-dimensional vector space over a ﬁeld K .
Let π : V → V be a linear mapping. A π-module is a subspace U of V such that Uπ ⊆ U.
Let mipπ denote the minimum polynomial and deﬁne
P(π) :={p ∈ K[x] |p is monic, irreducible and p |mipπ}.
Further, for q ∈ K[x] let
Vπ(q) :=
⋃
k∈N
kernelqk(π).
Ifq is prime tomipπ thenVπ(q) = 0. Ifq ∈ P(π)andqk |mipπandqk+1 mipπ thenVπ(q) = kernelqk(π).
Lemma 1.1 (primary decomposition). For a linear mappingπ : V → V the following decomposition into
non-zero π-modules is called the primary decomposition into π-modules.
V =
⊕
p∈P(π)
Vπ(p).
(B) Additional basic assumption. Let ¯ : K → K be an involutory automorphism of K (idK not
excluded) and ε ∈ K such that εε¯ = 1. Let f : V × V → K be an ε, -¯hermitian form (also called an ε,
-¯hermitian sesquilinear form).
This requires additivity in both components and f (b, a) = εf (a, b) and f (λa, b) = λ · f (a, b) for all
a, b ∈ V and λ ∈ K . It follows that f (a,λb) = λ¯ · f (a, b).
We will further assume that f is regular, i.e.
V⊥ :={v ∈ V | f (v,w) = 0 for all w ∈ V} = {0}.
Observation 1.2. Each linearmappingπ : V → V determines aunique linearmappingπ∗ : V → V such
that f (v,wπ) = f (vπ∗,w) for all v,w ∈ V , called the adjoint to π.
We collect some basic properties.
Lemma 1.3. (π∗)∗ = π; (πψ)∗ = ψ∗π∗; (π + ψ)∗ = π∗ + ψ∗;
q(π)∗ = q¯(π∗) for each q ∈ K[x]; in particular (λπ)∗ = λ¯π∗;
mip(π∗) = mip(π); in particular, P(π∗) = P(π).
Lemma 1.4. Let U be a subspace of V . Then U is a π-module if and only if U⊥ is a π∗-module.
A subspace U is called regular if the radical radU :=U ∩ U⊥ = {0}, i.e. f |U×U is regular.
Note that U is regular if and only if V = U ©⊥U⊥. The symbol ©⊥ stands for ⊕ and ⊥.
Lemma 1.5 (perpendicularlemma). Let p, q ∈ K[x] and p prime to q. Then Vπ(p) ⊥ Vπ∗ (q¯).
Proof. Letu ∈ Vπ(p)andv ∈ Vπ∗ (q¯). Thenupk(π) = 0 = vq¯l(π∗) for somek, l ∈ N. Theassumptionyields
r, t ∈ K[x] such that rpk + tql = 1. Hence u = ut(π)ql(π). Using Lemma 1.3 we conclude that f (u, v) =
f (ut(π)ql(π), v) = f (ut(π), vq¯l(π∗)) = 0. 
Proposition1.6 (compare [13]).Letπ,ϕ : V → V be linearmappings.The followingpropertiesareequivalent.
(i) πϕ = ϕπ and each π-module is a ϕ-module.
(ii) πϕ = ϕπ and if V = U ⊕ W where U,W are π-modules and U is π-cyclic then U is a ϕ-module.
(iii) If ψ : V → V is linear and πψ = ψπ then ϕψ = ψϕ.
(iv) ϕ = s(π) for some s ∈ K[x].
Proof. The statements (i) ⇒ (ii), and (iv) ⇒ (i), and (iv) ⇒ (iii) are obvious.
Proof of (ii) ⇒ (iv).
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Consider all decompositions V = U ⊕ W1 ⊕ · · · ⊕ Wk where U = 〈u〉π and each Wi are π-cyclic
modules. Take such a decomposition where dimU is maximal. Then mipπ = mipπ|U . Statement (ii)
yields that uϕ ∈ U. Hence some polynomial p satisﬁes up(π) = uϕ. If V = U this yields that ϕ = p(π)
and (iv) follows. Else putW :=W1 = 〈w〉π and Z :=〈u + w〉π. Statement (ii) provides pZ , pW ∈ K[x] such
that (u + w)pZ (π) = (u + w)ϕandwpW (π) = wϕ. ThenupZ (π) + wpZ (π) = (u + w)pZ (π) = (u + w)ϕ =
uϕ + wϕ = up(π) + wpW (π). AsU ∩ W = {0} this yields upZ (π) = up(π) andwpZ (π) = wpW (π). Hence
pZ (π) coincides on U with p(π) and on W with pW (π). Therefore, mipπ|U = mipπ divides p − pZ . As
mipπ|W divides mipπ we conclude that mipπ|W divides p − pZ . Hence wϕ = wpW (π) = wpZ (π) =
wp(π). So ϕ|W = p(π)|W . As this argument applies to eachWi we proved that ϕ = p(π).
Proof of (iii) ⇒ (ii).
Clearly, (iii) implies that πϕ = ϕπ.
Now let V = U ⊕ W where U,W are π-modules and U is π-cyclic. We must prove Uϕ ⊆ U. Let σ
denote the canonical projection to U (based on the decomposition V = U ⊕ W). Then πσ = σπ, hence
ϕσ = σϕ. Therefore, Uϕ = Uσϕ = Uϕσ ⊆ U. 
Corollary 1.7 (deﬁning properties of supernormal mappings). Let π : V → V be a linear mapping.
The following statements are equivalent.
(j) ππ∗ = π∗π and each π-module is a π∗-module.
(jj) If ψ : V → V is linear and πψ = ψπ then π∗ψ = ψπ∗.
(jjj) π∗ = s(π) for some s ∈ K[x].
Deﬁnition1.8 (s-normalmappings). A linearmappingπ : V → V is called s-normal if s ∈ K[x] satisﬁes
s(π) = π∗. We call π also supernormal or s-normal if π fulﬁlls one of the equivalent conditions in the
previous corollary.
If π is an s-normal mapping and r ∈ K[x] is congruent to smodulo mipπ then π is also r-normal.
Linear mappings that satisfy π∗π = ππ∗ are called normal mappings. Each s-normal mapping is a
normal mapping.
Examples of s-normal mappings are unitary transformations,1 self-adjoint (also called symmetric)
transformations (π∗ = π), anti-self-adjoint transformations (π∗ = −π).
For each kind of these transformations orthogonal decompositions into orthogonally indecom-
posable π-modules have been studied by G. Williamson, Zassenhaus, Springer and Steinberg, G. E.
Wall (see bibliography). A more recent treatment for orthogonal and symplectic mappings is given in
[10,11]. Huppert extended his studies to unitary transformations in [12]. For the reals and the complex
numbers s-normal mappings were treated in [16].
The present article studies orthogonal decompositions intoπ-modules for arbitrary s-normalmap-
pings over any ﬁeld (charK = 2 occasionally excluded), including the above-mentioned results in a
uniﬁed approach. In a second part we will discuss isometric similarity of s-normal mappings.
The ﬁrst author studied s-normal mappings in an unpublished manuscript [7].
Observation 1.9. For a linear mapping π : V → V let V = U1 ©⊥U2 be an orthogonal decomposition
into π-modules.
(a) If π is s-normal then the restrictions πi to Ui are s-normal.
(b) Suppose that the restrictions πi are si-normal. If mipπ2|s1 − s2 (in particular if s1 = s2) or if
mipπ1 is prime to mipπ2 then π is s-normal.
Proof of (b). If mipπ2|s1 − s2 put s :=s1. Else apply the chinese remainder theorem: we obtain a poly-
nomial s such that s ≡ s1 modmipπ1 and s ≡ s2 modmipπ2. Then uiπ∗ = uiπ∗i = uisi(πi) = uis(πi) for
each ui ∈ Ui. 
1 Observe thatπ−1 ∈ K[π] for eachπ ∈ GL(V).
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Observation 1.10 (matrix formulation). Take a basis e1, . . ., en for V .
The matrix F :=(f (ei, ej)) satisﬁes Ft = εF where Ft denotes the transpose. Then f (v,w) = vFw¯t
where we identify v = v1e1 + · · · + vnen ∈ V with its coordinate 1 × n-matrix (v1, . . ., vn).
For a linear mapping π : V → V let A denote the matrix given by eiπ =
∑
j aijej . The adjoint π
∗
corresponds to the matrix A∗ = FAtF−1.
As At is similar to Awe conclude:
The matrix A∗ of the adjoint π∗ is similar to A (where A is the matrix of π). In particular, if¯= idK then
ϕ∗ is similar to ϕ.
2. First results on supernormal mappings
Assumption. In the sequel let s ∈ K[x]. We will assume that π is an s-normal mapping.
Notations. For r, s ∈ K[x] let r ◦ s denote the polynomial obtained by replacing each x in r by s (corre-
sponding to the composition of mappings).
Put q∗ := q¯ ◦ s for each q ∈ K[x].
Observation 2.1. (a) (q(π))∗ = q¯(π∗) = q¯ ◦ s(π) = q∗(π) for all q ∈ K[x]. The mapping ∗ is a homomor-
phism of the ring K[x]. The restriction to K is the automorphism .¯
Further, Vπ∗ (q¯) = Vπ(q∗).
If p, q ∈ K[x] and p is prime to q then Vπ(p) ⊥ Vπ(q∗).
(b) The identity s¯(π∗) = π∗∗ = π (see Lemma 1.3) proves thatπ∗ is an s¯-normal mapping. In particular,
K[π] = K[π∗] and mipπ|s¯ ◦ s − x.
(c) The lattice L of π-modules coincides with the lattice of π∗-modules. If U ∈ L then U⊥ ∈ L.
Proof. The identity in (a) follows from Lemma 1.3 and it yields that Vπ∗ (q¯) = Vπ(q∗). This result and
Lemma 1.5 prove the last assertion in (a). The other facts are obvious from the deﬁnitions and Corollary
1.7. 
LetL denote the lattice of π-modules (which coincides with the lattice of π∗-modules). For U ∈ L
let L(U) denote the sub-lattice of submodules of U.
Deﬁnition 2.2. For p, s ∈ K[x]where p ismonic and p = (x − λ1) × · · · × (x − λn) in a splitting ﬁeld over
K deﬁne
ps :=(x − s(λ1))×· · ·×(x − s(λn)).
Let charψ denote the characteristic polynomial of a linear mapping ψ.
Lemma 2.3. (a) Let p, q, s, t ∈ K[x] such that p, q are monic. Then (p · q)s = ps · qs and (ps)t = pt◦s.
(b) Ifψ : V → V is linear and s ∈ K[x] and p :=charψ then ps = char(s(ψ)). In particular, ps ∈ K[x] for all
p, s ∈ K[x].
Proof of (b). Let A ∈ Kn×n be the matrix ofψ (in a basis for V) and let L be a splitting ﬁeld for p over K .
Then A is in Ln×n similar to an upper triangular matrix with entries λ1, . . .,λn in the diagonal. Hence
s(A) is similar to an upper triangular matrix with entries s(λ1), . . ., s(λn) in the diagonal. In particular,
char(s(A)) = ps. 
Observation 2.4. U ∈ L is an indecomposable π-module if and only ifL(U) is a chain. The atoms ofL
are precisely the cyclicπ-modules withminimum-polynomial in P(π) (and also the cyclicπ∗-modules
with minimum-polynomial in P(π∗)).
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Indeed, if U is indecomposable then U is a π-cyclic module and mipπ = pk for some p ∈ P(π) and
positive integer k, henceL(U) = {Up(π)i | i ∈ {0, . . ., k}}. Conversely, ifL(U) is a chain thenU is obviously
indecomposable.
Proposition 2.5 (and deﬁnition of the tilde involution).
(a) Let U ∈ L be an atom. Then p :=mip(π|U) ∈ P(π) and ps = mip(π∗|U) ∈ P(π∗), hence p˜ :=ps ∈
P(π).
(b) The tilde mapping˜ : P(π) → P(π), p → p˜ :=ps, is an involution.
(c) For each p ∈ P(π), p˜ is the only polynomial ∈ P(π) that divides p∗.
Proof of (a). An atom U ∈ L is a cyclic π-module such that mip(π|U) ∈ P(π). The analogue statement
holds true for π∗. Lemmas 1.3 and 2.3 yield the assertion.
Proof of (b). The tilde mapping is well-deﬁned, see (a). Let p ∈ P(π). Put q := p˜. In order to prove that
q˜ = p take U ∈ L as in (a). Then q¯ = mip(π∗|U), hence the minimum polynomial of s¯(π∗)|U = π|U is
q¯s¯ = qs, see Lemma 2.3. So p = qs = q˜. We proved that the tilde mapping is an involution.
Proof of (c). Take U as in (a) and (b). Then Up˜∗(π) = Up˜(π∗) = 0 (see (a)). Hence p | p˜∗.
Now assume that q | p˜∗ where p, q ∈ P(π). Take an atom W ∈ L such that Wq(π) = 0. Then (a)
yields Wq˜(π∗) = 0. From q | p˜∗ we obtain Wp˜∗(π) = 0, hence Wp˜(π∗) = 0. As p˜, q˜ ∈ P(π∗) it follows
that p = q. 
We give a visual interpretation of the tilde mapping. A π-coloring and a π∗-coloring is assigned to
the atoms ofL. The set of colors is P(π); theπ-color of the atom U is p = mip(π|U); theπ∗-color of the
atom U is p˜ = ps = mip(π∗|U).
Corollary 2.6. Vπ(p) = Vπ∗ (ps) = Vπ∗ (p˜) = Vπ(p˜∗) for each p ∈ P(π).
Lemma 2.7. If p, q ∈ P(π) and p = q then Vπ(p) ⊥ Vπ(q˜).
In particular, if p ∈ P(π) and p = p˜ then Vπ(p) is totally isotropic.
If p, q ∈ P(π) and {p, p˜} = {q, q˜} then Vπ(p) + Vπ(p˜) ⊥ Vπ(q) + Vπ(q˜).
Proof. The previous corollary yields that Vπ(q˜) = Vπ∗ (q¯) and Lemma 1.5 proves the ﬁrst assertion. The
second one follows immediately. 
Proposition 2.8 (primary orthogonal decomposition of s-normal mappings). Put  :={{p, p˜} |p ∈
P, p = p˜}. Then
V = [©⊥p∈P,p=p˜Vπ(p)] ©⊥
[
©⊥{p,p˜}∈Vπ(p) ⊕ Vπ(p˜)
]
.
If p ∈ P and p = p˜ then Vπ(p) is regular.
If p ∈ P and p = p˜ then Vπ(p) ⊕ Vπ(p˜) is a regular subspace; Vπ(p) and Vπ(p˜) are totally isotropic (in
particular dimVπ(p) = dimVπ(p˜)).
Proof. The primary decomposition Lemma 1.1 reads
V =
⊕
p∈P
Vπ(p) =
[⊕p∈P,p=p˜Vπ(p)]⊕
[
⊕{p,p˜}∈Vπ(p) ⊕ Vπ(p˜)
]
.
The last statement in the previous lemma provides the ⊥-terms.
In a direct orthogonal decomposition of a regular space (V , f ) all summands are regular.
The last assertion follows from the ﬁrst statement in Lemma 2.7. 
Proposition 2.9 (additional statements to previous result). Let p ∈ P(π).
If k, l ∈ N are the minimal numbers such that Vπ(p)p(π)k = 0 respectively Vπ(p˜)p˜(π)l = 0 then k = l.
If i, j ∈ N0 and i + j  k then Vπ(p)p(π)i ⊥ Vπ(p˜)p˜(π)j.
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Proof. Wemay assume that k  l and prove the second assertion. Let a ∈ Vπ(p) and b ∈ Vπ(p˜). Then (+)
f (ap(π)i, bp˜(π)j) = f (ap(π)ip˜∗(π)j , b) = 0 as i + j  k and p | p˜∗ (see Proposition 2.5) and
ap(π)k = 0.
The special case i = 0 and j = k states that Vπ(p) ⊥ Vπ(p˜)p˜(π)k . If p = p˜ then Vπ(p) is regular (see
Proposition 2.8) and it follows that Vπ(p˜)p˜(π)k = 0. Else Vπ(p) ⊕ Vπ(p˜) is regular and Vπ(p˜) is totally
isotropic. Again we conclude that Vπ(p˜)p˜(π)k = 0. Hence l  k and thus l = k. 
The previous proposition implies that the maximum length of chains inL(Vπ(p)) equals the maxi-
mum length of chains in L(Vπ(p˜)).
Corollary 2.10. Let p ∈ P(π), p = p˜ and t ∈ N such that Vπ(p)p(π)t = 0.
If i, j ∈ N0 satisfy i + j  t then Vπ(p)p(π)i ⊥ Vπ(p)p(π)j.
In particular, if i ∈ N such that i  t
2
then Vπ(p)p
i(π) is totally isotropic.
Corollary 2.11. Let p ∈ P(π), p = p˜ and t ∈ N the minimal number such that Vπ(p)p(π)t = 0. If t  2 then
Vπ(p) contains an isotropic vector = 0.
Example 2.12. Suppose thatπ∗ = π−1 (π is aunitary transformation)and r :=mipπ = xm + rm−1xm−1 +
· · · + r0. Then s := − r−10 (xm−1 + rm−1xm−2 + · · · + r1) = − 1x (r−10 · r − 1) fulﬁlls s(π) = π−1 = π∗.
Let q ∈ K[x] such that q | r in K[x]. Then q = (x − λ1) × · · · × (x − λk) (in an appropriate splitting
ﬁeld) and
qs = (x − λ1
−1
) × · · · × (x − λk
−1
) = q0−1 · xk · q¯
(
1
x
)
.
A polynomial q = xk + qk−1xk−1 + · · · + q0 with q0 = 0 is symmetric, i.e. qs = q, if and only if q =
q0
−1 · xk · q¯( 1x ). This means that q0qi = qk−i for i = 0, . . ., k (where qk = 1).
We obtained: If π∗ = π−1 then mipπ is a symmetric polynomial. Of course, this is obvious without
our formalism.
Suppose that π∗ = π−1 and additionally that the minimum polynomial is mipπ = pt where p is
irreducible. Suppose further that π∗ − π is nilpotent, i.e. p | s − x. This situation will play a role in the
coming section. Then p | xs − x2 and 0 = (xs − x2)t(π) = (1 − x2)t(π), hence p |1 − x2.We conclude that
p = x + 1 or p = x − 1.
Lemma 2.13. Let π be an s-normal mapping, p ∈ P(π) and p˜ = p.
(a) Let W be a π-module and t ∈ N such that Wp(π)t−1 = 0. Then Vp(π)t−1 ⊆ W⊥.
(b) Let Vp(π)t = 0. Let U be a π-module and maximal with the property that each elementary divisor
of the restriction πU is p
t . Then U is a regular subspace.
Proof of (a). Let v ∈ V and w ∈ W . Then f (vp(π)t−1,w) = f (v,wp∗(π)t−1) = 0.
Proof of (b). The π-module U is a direct sum of π-cyclic modules with minimum polynomials
pt . We ﬁnd a decomposition Vπ(p) = U ⊕ W such thatW is a π-module andWp(π)t−1 = 0. Statement
(a) yields that Up(π)t−1 ⊆ W⊥. If U is not regular then Up(π)t−1 = kernelp(π)|U contains some vector
r ∈ U⊥ \ {0} (each minimal π-module in U is contained in kernelp(π)|U). This yields
r ∈ V⊥ = 0. 
3. Orthogonally indecomposable modules
Deﬁnition 3.1. Let π : V → V be an s-normal mapping. A π-module U is called orthogonally inde-
composable if U is a regular subspace and if U = T ©⊥ Z for π-modules T and Z implies that T = 0 or
Z = 0.
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Each orthogonally indecomposable π-module is an orthogonally indecomposable π∗-module and
vice versa.
Remark 3.2. Let π : V → V be a linear mapping. A π-module U is called indecomposable if U = T ⊕ Z
implies that T = 0 or Z = 0 for all π-modules T and Z .
The following characterization is well-known: A π-module U is an indecomposable π-module if
and only if U is π-cyclic and mipπ|U = pk for an irreducible polynomial p and k ∈ N0.
One must carefully distinguish between indecomposable π-modules and orthogonally indecom-
posable π-modules. A regular indecomposable π-module is orthogonally indecomposable. However,
an orthogonally indecomposable π-module need not be an indecomposable π-module.
Observation 3.3. Let π : V → V be an s-normal mapping.
(a) V admits an orthogonal decomposition V = V1 ©⊥· · ·©⊥Vk into orthogonally indecomposable
π-modules.
(b) A regular π-module U is an orthogonally indecomposable π-module if and only if U does not
contain a regular π-moduleW = 0,U (otherwise U = W ©⊥ (U ∩ W⊥)).
(c) If V = {0} is an orthogonally indecomposable π-module then the primary orthogonal decom-
position Proposition 2.8 leaves only two possibilities, namely |P(π)| = 1 or |P(π)| = 2:
(I) P(π) = {p}, hence p = p˜ and V = Vπ(p), or
(II) P(π) = {p, p˜} and p = p˜, hence V = Vπ(p) ⊕ Vπ(p˜).
We want to describe all orthogonally indecomposable π-modules. Due to (a) such a description
provides a characterization of all s-normal mappings.
Part (c) of the observation limits the investigation to modules of type (I) or (II).
Lemma 3.4. Let U,W be cyclic π-modules and p ∈ P(π), t ∈ N such that mipπ|U = pt and mipπ|W = p˜t
(p = p˜ or p = p˜). Suppose that U and W are non-regular subspaces and Up(π)t−1 W⊥. Then U + W =
U ⊕ W and the π-module U ⊕ W is regular.
Proof. The only minimal π-module of U is Up(π)t−1; and Wp˜(π)t−1 is the only minimal π-module
of W . Therefore, if U ∩ W = 0 then Up(π)t−1 = Wp˜(π)t−1 and as Wp˜(π)t−1 ⊆ W⊥ (since W is not
regular) we arrive at the contradiction Up(π)t−1 ⊆ W⊥.
Now suppose that T :=U ⊕ W is not regular. Then T ∩ T⊥ contains a minimal π-module of T ,
hence 0 = a + b ∈ T ∩ T⊥ for some a ∈ Up(π)t−1 and b ∈ Wp˜(π)t−1 (each minimal π-module of T is
contained in Up(π)t−1 + Wp˜(π)t−1). If a = 0 then a ∈ Up(π)t−1 ∩ W⊥, hence Up(π)t−1 ⊆ W⊥. If b = 0
thenWp˜(π)t−1 ⊆ U⊥ and (as p˜|p∗) also Up(π)t−1 ⊆ W⊥. 
Corollary 3.5 (ﬁrst approach to type I modules). If V is an orthogonally indecomposable π-module
of type (I), i.e. V = Vπ(p) where p˜ = p, then V is an indecomposable π-module (in particular π-cyclic);
or V = U ⊕ W where U and W are indecomposable π-modules with the same minimum polynomials
pt .
Proof. Write V = V1 ⊕ · · · ⊕ Vr where Vi are cyclicπ-modules = 0. By Lemma 2.13 any twoπ-modules
Vi have the same minimum polynomial p
t . Put U :=V1. If r = 1 there is nothing to prove, so assume
r  2. As V is regular and U is not regular we can assume that Up(π)t−1W⊥ forW = V2. Lemma 3.4
asserts that U ⊕ W is regular, hence V = U ⊕ W . 
Corollary 3.6. (description of type II modules) If V is an orthogonally indecomposable π-module
of type (II), i.e. V = Vπ(p) ⊕ Vπ(p˜) where p˜ = p, then Vπ(p) is a totally isotropic cyclic π-module
with minimum polynomial pt; and Vπ(p˜) is a totally isotropic cyclic π-module with minimum
polynomial p˜t .
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Proof. The modules Vπ(p) and Vπ(p˜) are totally isotropic; see Lemma 2.7. Let p
t be the minimum
polynomial of Vπ(p) and select a π-cyclic submodule U such that pt is also the minimum polynomial
of U. Then Up(π)t−1 w⊥ for some w ∈ V . As Vπ(p) is not regular we can assume that w ∈ Vπ(p˜).
PutW :=〈w〉π. Then mipπW = p˜t (elseWp˜(π)t−1 = 0, hence Up(π)t−1 ⊆ W⊥). Lemma 3.4 yields that
U ⊕ W is regular, hence the assertion. 
Proposition 3.7 (converse to previous corollary). Let π : V → V be an s-normal mapping. Let V =
U ⊕ W where U and W are π-cyclic modules = 0 and mipπ|U = pr and mipπ|W = p˜t where p ∈ K[x]
is irreducible and p˜ = p. Then U and W are totally isotropic and V is an orthogonally indecomposable
π-module.
Proof. From Proposition 2.8 it follows that U = Vπ(p) andW = Vπ(p˜) are totally isotropic.
Suppose that Z = 0 is a regular π-module in V . Then V = Z ©⊥ T where T :=Z⊥.
We have mipπ = prp˜t , hence pr |mipπ|Z or pr |mipπ|T . Suppose the ﬁrst statement is valid (else
switchZwithT). TheprimarydecompositionofZ suppliesZ = U ′ ⊕ W ′ whereU ′ :=U ∩ Z andW ′ :=W ∩
Z . Clearly pr |mipπ|U ′ . Hence U ′ contains a π-cyclic subspace of dimension  degpr . Further, dimU =
degpr as U is π-cyclic. So U ′ = U. Since Z is regular and U ′,W ′ are totally isotropic we obtain dimW ′ =
dimU ′ = dimU = dimW . HenceW ′ = W and we proved that Z = V . 
The previous proposition is a ﬁrst approach to orthogonally indecomposableπ-modules of type (I).
When charK = 2 we will ﬁnd additional properties.
In the study of orthogonally indecomposable π-modules (where π is s-normal) the case that π∗ −
π is nilpotent plays a special role. When mipπ = pt for an irreducible polynomial p then π∗ − π is
nilpotent if and only if p | s − x. We will need a lemma on polynomials.
Lemma 3.8. Let s ∈ K[x] and t a positive integer. Suppose that p ∈ K[x] is irreducible and p | s − x.
If charK = 2 and pt | s ◦ s − x then p2  s − x or pt | s − x.
Proof. For each polynomial q = qnxn + · · · + q0 ∈ K[x] the following congruencemodulo (s − x)2 holds
true:
q ◦ s = qn · sn + qn−1 · sn−1 + · · · + q0
= qn((s − x) + x)n + qn−1((s − x) + x)n−1 + · · · + q0
≡ qn(n · (s − x)xn−1 + xn) + qn−1((n − 1)(s − x)xn−2 + xn−1) + · · · + q0
= q + q′ · (s − x).
In the special case q = s this ◦-rule yields
(1) (s − x)2 | (s ◦ s − s) − s′ · (s − x) = (s ◦ s − x) − (s − x)(s′ + 1).
We may assume s = x. Write s − x = pkr where r is prime to p.
Suppose thatpt  s − x. Hence1  k< t. Sopk+1|s ◦ s − x (aspt |s ◦ s − x) andpk+1 | (s − x)2. Statement
(1) implies that pk+1 | (s − x)(s′ + 1), hence (2) p | s′ + 1 due to the choice of k. We have (3) s′ + 1 =
kpk−1p′r + pkr′ + 2.
As charK = 2 statements (2) and (3) yield k = 1. 
Corollary 3.9. Letπ be an s-normal mapping andmipπ = pt for an irreducible polynomial p. If charK = 2
and π∗ − π is nilpotent (i.e. p | s − x ) then p2  s − x (and thus Vp(π)j = V(π∗ − π)j for all j ∈ N0 ) or
pt | s − x (and thus π∗ = π ).
Proof. Suppose that π∗ = π, i.e. pt  s − x. The previous lemma supplies r ∈ K[x] such that p · r = s − x
and r is prime to p. 
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Lemma 3.10. Suppose that ¯= idK and ε = −1 and π : V → V is linear. Let U be a cyclic π-module such
that (+) f (a, bπ∗) = f (a, bπ) for all a, b ∈ U (if charK = 2 suppose additionally that f (a, a) = 0 = f (a, aπ)
for all a ∈ U ). Then U is totally isotropic.
Observe that (+) holds true when π∗ = π.
Proof. When charK = 2 then f (a, a) = 0 = f (a, aπ) for all a ∈ V follows from the assumptions. We will
prove f (vπm, vπn) = 0 for allm,n ∈ {0, 1, . . .} and v ∈ V . Ifm = 2i and n = 2jwe calculate f (vπm, vπn) =
f (vπiπ∗j , vπjπ∗i) = f (vπi+j , vπi+j) = 0. If m = 2i + 1 and n = 2j + 1 we ﬁnd f (vπm, vπn) = f (vπi+j+1,
vπi+j+1) = 0. If m = 2i + 1 and n = 2j then f (vπm, vπn) = f (vπi+j+1, vπi+j) = f (aπ, a) = 0 for
a :=vπi+j . 
Proposition3.11 (type Imodules, cyclic case, f bilinear,π∗ − πnilpotent). Let charK = 2. Let V = 〈v〉π
be a cyclic π-module where π is s-normal and mipπ = pt for an irreducible p and t ∈ N (hence p˜ = p ).
Suppose that¯= idK and π∗ − π is nilpotent (so p | s − x ).
If p2 | s − x then π∗ = π.
(a) If π∗ = π then ε = 1.
(b) If ε = 1 and π∗ = π then t is odd. If ε = −1 then t is even.
Proof. The ﬁrst assertion repeats Corollary 3.9.
Proof of (a). If ε = −1 and π∗ = π then Lemma 3.10 yields that V is totally isotropic, in contrast to the
assumption that (V , f ) is regular.
Proof of (b). First consider the symplectic case ε = −1.
If 0< t  2 then t = 2 holds true (else π∗ = π in contrast to (a)). Now let t  3. The spaces Vp(π)
and Vp(π)t−1 are π-modules and π induces on Vp(π)/Vp(π)t−1 a cyclic mapping π′ with minimum
polynomial pt−2. Further, rad(Vp(π)) = Vp(π)t−1. So f induces on Vp(π)/Vp(π)t−1 a regular symplectic
form and π′ is an s-normal mapping on that space. So Vp(π)/Vp(π)t−1 and π′ meet the assumptions
that were supposed for V and π. By induction t − 2 is even. This ﬁnishes the symplectic case.
Now let ε = 1 and suppose that π∗ = π. The bilinear form h : V × V → K , h(u,w) := f (u(π∗ − π),w)
satisﬁes h(u,w) = −h(w,u) and rad(V ,h) = kernel(π∗ − π). From p | s − x but p2  s − x (see Corollary
3.9) we see that kernel(π∗ − π) = kernelp(π) = Vp(π)t−1. Hence V/rad(V ,h), endowed with the form
induced by h, is a regular symplectic space and π induces an s-normal mapping π′ on that space.
Further,π′ is a cyclic transformationwithminimumpolynomial pt−1. The assertion in the above yields
that t − 1 is even. 
Proposition 3.12. (type I modules, non-cyclic case, details) Let π : V → V be an s-normal mapping
such thatmipπ = pt for an irreducible polynomial p and t ∈ N. Let V be an orthogonally indecomposable
but not a cyclic π-module.
Then V = V1 ⊕ V2,where each Vi is aπ-cyclic module andmipπi = pt holds true for the restrictionsπi.
Further,
(a) ¯= idK
(b) p | s − x (i.e. π∗ − π is nilpotent).
If charK = 2 and p2 | s − x then π∗ = π.
If charK = 2 and t is odd then ε = −1 (so f is a symplectic form).
If charK = 2 and t is even and π∗ = π then ε = 1 (so f is an orthogonal form).
If charK = 2 and π∗ = π then ε = −1.
(c) If charK = 2 then one can achieve that V1,V2 are totally isotropic.
Proof. The ﬁrst assertion follows from Corollary 3.5.
As V is an orthogonally indecomposableπ-module but not cyclic 〈v〉π is a non-regular subspace for
each v ∈ V \ 0. Hence
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(∗) f (vp(π)t−1, vπj) = 0 for all v ∈ V and j ∈ N0.
Deﬁne h(v,w) := f (v,wp(π)t−1). Then h : V × V → K is additive in both arguments and h(λv,w) =
λh(v,w) and h(v,λw) = λh(v,w). Further, (∗) yields
(+) h(v, v) = 0 for all v ∈ V ; hence h(v,w) = −h(w, v). The deﬁnition of h entails immediately
(++) rad(V ,h) = kernelp(π)t−1.
Proof of (a). The above properties yield λh(v,w) = λ¯h(v,w) for all λ ∈ K and v,w ∈ V . As one can take
v,w ∈ V such that h(v,w) = 0 the assertion follows.
Proof of (b). Statement (∗) proves h(vπ, v) = 0, hence h(v,wπ) = h(vπ,w) for all v,w ∈ V . As s-
normalityofπyieldsh(v,wπ) = h(vs(π),w)weobtainh(v(s(π) − π),w) = 0 forallv,w ∈ V , i.e.V(s(π) −
π) ⊆ rad(V ,h). So (++) implies p | s − x.
Now let charK = 2.
Then Corollary 3.9 yields that π∗ = π or p2  s − x.
Suppose that t = 2r + 1 is odd. Then f (vp(π)r , vp(π)r) = f (v, vp(π)r · p∗(π)r) = 0 (due to p|p∗ and
(∗)). If ε = 1 then this implies that Vp(π)r is a totally isotropic subspace of V which is impossible (as
r< 1
2
t entails dimVp(π)r > 1
2
dimV). Hence ε = −1.
Now suppose that t = 2r is even and π∗ = π and ε = −1.
Put j(v,w) := f (v(π∗ − π),w). Then j : V × V → K is a symmetric bilinear form and R :=rad(V , j) =
kernel(π∗ − π) = kernelp(π) (see Corollary 3.9). As p | s − x, p∗ statement (∗) yields j(vpr−1(π),
vpr−1(π)) = f (v(π∗ − π)p(π)r−1p∗(π)r−1, v) = 0, hence Vp(π)r−1 is a totally isotropic subspace of (V , j).
But this does not comply with dimVp(π)r−1/R> 1
2
dimV/R.
For the last claim in (b) let π∗ = π. If ε = 1 then the symplectic form h (see beginning of the proof)
is also symmetric (as p∗(π) = p(π)). Hence V = rad(V ,h) = Vp(π) which is not true. 
Proof of assertion (c). We use a lemma that is based on the following theorem (see [20,8,26]).
W.E. Roth’s Theorem. Let A be an n × n-matrix, B an m × m-matrix, C an m × n-matrix over a ﬁeld K
(more generally: a commutative ring with 1). The following statements are equivalent.
(i) The matrices(
A 0
C B
)
and
(
A 0
0 B
)
are similar.
(ii) Somem × n-matrix X satisﬁes XA − BX = C.
Lemma 3.13. Let f : V × V → K bea regular symmetric bilinear formandπ ∈ GL(V)abicyclic2 self-adjoint
mapping. Let S be a cyclic totally isotropic π-module such that dimS = 1
2
dimV . Then V = S ⊕ X for some
totally isotropic cyclic π-module X.
Proof. Take a totally isotropic subspace Z such that V = S ⊕ Z . A basis for S and a suitable basis for Z
constitute a basis for V such that
F =
(
0 I
I 0
)
is the matrix of f (I denotes a unit-matrix). Then the matrix P of π has the form
P =
(
A 0
C B
)
,
where A is a cyclic matrix. As π = π∗ one has P = FPtF−1, hence B = At and C = Ct . By our assumption,
P is similar to a matrix of the form(
A 0
0 D
)
,
2 That is, V is a direct sum of two properπ-cyclic subspaces.
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where D is a cyclic matrix. Hence charD = charAt . Also At is cyclic. Thus D is similar to At and we can
assumeD = At . Roth’s Theorem (see above) provides amatrixX such thatXA − AtX = C. Put Y := 1
2
(Xt −
X) and
M =
(
I 0
Y I
)
.
ThenM is the matrix of an orthogonal mapping (asMFMt = F) and
MPM−1 =
(
A 0
0 At
)
is the matrix of a mappingμπμ−1 that leaves S and Z invariant. So π leaves the totally isotropic cyclic
π-modules Sμ−1 = S and Zμ−1 invariant and one has V = S ⊕ Zμ−1. 
Proof of assertion (c): ﬁnal arguments
First let us assume that f is symmetric.
We proceed by induction over t. Recall that t  2. Further, p2  s − x (last statement in (b) and
Corollary 3.9).
Let ′ : Vp(π) → (Vp(π))′ :=Vp(π)/Vp(π)t−1 denote the canonical homomorphism. As (Vp(π))⊥ =
Vp(π)t−1 the bilinear form f induces on (Vp(π))′ a regular symmetric bilinear form and π operates
as an s-normal mapping π′ on (Vp(π))′.
We have V = 〈u〉π ⊕ 〈w〉π where both cyclic π-modules have minimum polynomial pt . Hence
(Vp(π))′ = 〈(up(π))′〉π′ ⊕ 〈(wp(π))′〉π′ and pt−2 is the minimum polynomial on both π′-cyclic sub-
modules. Each cyclic π-module of V with minimum-polynomial pt is non-regular. Hence each cyclic
π′-module withminimum polynomial pt−2 is also non-regular. This implies that (Vp(π))′ is an orthog-
onally indecomposable π′-module. By induction we assume that both submodules 〈(up(π))′〉π′ and
〈(wp(π))′〉π′ are totally isotropic. Then Vp(π) = 〈up(π)〉π ⊕ 〈wp(π)〉π and both π-cyclic submodules
U :=〈up(π)〉π andW :=〈wp(π)〉π are totally isotropic. Put δ :=degp.
The form f induces on U⊥/U a regular symmetric form and π operates as an s-normal mapping π′′
onU⊥/U andπ′′∗ − π′′ is nilpotent as p|s − x. As dimU⊥/U = 2δ theminimumpolynomial ismipπ′′ = p
or mipπ
′′ = p2. But mipπ′′ = p2 would imply that U⊥/U is a π′′-cyclic module and this is impossible:
Proposition 3.11(b) and p2  s − x. Hence
(1) U⊥/U is the direct sum of two π′′-modules, each with minimum polynomial p, and π′′ is a
self-adjoint mapping.
Further,
(2) Theπ
′′
-module (U ⊕ Wp(π)t−2)/U is a totally isotropic submodule ofU⊥/U and it is cyclic with
minimum polynomial p.
Due to (1) and (2) U⊥/U = (U ⊕ Wp(π)t−2)/U ⊕ X/U for some π-module X such that X/U is a cyclic
π
′′
-module with minimum polynomial p.
We can assume that X/U is totally isotropic; see previous lemma. Then X is a totally isotropic cyclic
π-module such that Xp(π) = U and its minimum polynomial is pt .
Similarly we ﬁnd a totally isotropic cyclic π-module Z such that Zp(π) = W and its minimum
polynomial is pt .
If v ∈ X ∩ Z then vp(π) ∈ U ∩ W = {0}, hence v ∈ Xp(π)t−1 ∩ Zp(π)t−1 ⊆ U ∩ W = {0}. Hence X ∩
Z = {0} and V = X ⊕ Z .
This ﬁnishes the proof when f is symmetric.
Now let us assume that f is symplectic.
If π = π∗ then Lemma 3.10 yields that each cyclic π-module is totally isotropic.
Let π∗ = π. Put h : V × V → K , h(u,w) := f (u(π∗ − π),w). Then h is a symmetric bilinear form and
rad(V ,h) = Vpt−1 (second assertion in (b) of the proposition). Further,π induces an s-normal mapping
π′ onV/rad(V ,h) (we refer to the form inducedbyh) andV/rad(V ,h) is anorthogonally indecomposable
π′-module. The result for the symmetric caseprovidesV = U ⊕ W whereU andW are cyclicπ-modules
and h(U,U) = 0 = h(W ,W). Hence f (U(π∗ − π),U) = 0 = f (W(π∗ − π),W). Lemma 3.10 entails that
f (U,U) = 0 = f (W ,W).
The proof of assertion (c) is ﬁnished. 
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Observation 3.14 (special case). Let π∗ = απ−1 where α ∈ K (this includes the case that π is an
isometry, i.e. α = 1). Let mipπ = pt where p is irreducible and suppose that π∗ − π is nilpotent. If
α = β2 is a square in K then p = x − β or p = x + β; else p = x2 − α.
In the special caseα = 1 (i.e.π is a unitarymapping) it follows that p = x + 1 or p = x − 1 (compare
Example 2.12).
Proof. The linear mapping απ−1 − π = −π−1(π2 − α) is nilpotent, hence π2 − α is nilpotent. This
implies that p|x2 − α. 
Deﬁnition 3.15 (Types of orthogonally indecomposable π-modules). We give a classiﬁcation of
orthogonally indecomposable π-modules, with some exceptions when charK = 2.
Let π : V → V be an s-normal mapping and suppose that V = 0 is an orthogonally indecomposable
π-module.
Let p denote an arbitrary irreducible polynomial.
Type Iamipπ = pt and¯= idK andπ∗ − π is nilpotent and: [ε = 1 and t even andπ∗ = π] or [ε = −1
and t odd and π∗ = π] or [ε = −1 and π∗ = π].
Type Ibmipπ = pt and¯= idK andπ∗ − π is nilpotent and: [ε = 1 and t odd andπ∗ = π] or [ε = −1
and t even and π∗ = π] or [ε = 1 and π∗ = π].
Type Icmipπ = pt and [¯ = idK or π∗ − π is not nilpotent].
Type IImipπ = ptp˜t where p = p˜.
Proposition 3.16. Let V be an orthogonally indecomposable π-module. If charK = 2 assume that ¯ = idK
or that s − x is prime to the minimum polynomial of π.
Then the orthogonally indecomposable π-module V ﬁts into precisely one of the above four
types.
Proof. Clearly π cannot share the properties of two distinct types.
When charK = 2 then V is a type Ic or II module; see Proposition 3.12. Hence we may assume that
charK = 2.
We claim that π ﬁts into at least one of the types.
If P(π) = {p, p˜} where p = p˜ then mipπ = ptp˜t and type II is present; see Observation 3.3 (c) and
Corollary 3.7.
There remains the case mipπ = pt . If V is not an indecomposable π-module then Proposition 3.12
ensures that type I,a is appropriate.
If V is an indecomposable π-module and type I,c does not apply then Proposition 3.11 proves that
type I,b is present. 
We compile some of the previous results.
Remark 3.17. Let charK = 2. An orthogonally indecomposable π-module V of type Ia is a direct sum
V = V1 ⊕ V2 of two indecomposable π-modules such that mipπi = pt for the restrictions πi. In partic-
ular, V is not a cyclic π-module.
A type II π-module V is a direct sum V = V1 ⊕ V2 of two indecomposable π-modules such that
mipπ1 = pt and mipπ2 = p˜t (where p˜ = p) holds true for the restrictions πi; in particular, V is a cyclic
π-module.
A type Ib and a type Ic π-module V is an indecomposable π-module (in particular a cyclic module).
For further properties see Propositions 3.11 and 3.12.
Remark. Theabovedescriptionof orthogonally indecomposableπ-modules reveals coarse relations
between K , f and π. We give examples.
When f is an orthogonal or symplectic form ( ¯= idK and ε = 1 respectively ε = −1) and π∗ = π−1
then theassumptionp | s − x andp = p˜ (wherep ∈ K[x] is irreducible) implies thatp = x + 1orp = x − 1
(see Example 2.12).
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If f is orthogonal and anisotropic (i.e. f (v, v) = 0 holds only true for v = 0) and charK = 2 then each
orthogonally indecomposableπ-module V is a type I,bmodule or V is a type I,cmodulewithminimum
polynomial p (where p = p˜ is prime).
4. Uniqueness statements for orthogonal decompositions
Lemma 4.1. Let π : V → V be a linear mapping and V = U ⊕ W for totally isotropic π-modules U andW .
Also let π′ : V → V be a linear mapping and V = U ′ ⊕ W ′ for totally isotropic π′-modules U ′ and W ′. The
following statements are equivalent.
(i) Some isometry α : V → V satisﬁes π′ = α−1πα and Uα = U ′ and Wα = W ′.
(ii) There is a linearbijectionβ : U → U ′ such thatπ′U ′ = β−1πUβand (π′∗)U ′ = β−1(π∗)Uβ(subscripts
denote restrictions).
Under the additional assumption that π and π′ are s-normal mappings for the same s ∈ K[x] the
following statement is also equivalent:
(iii) Some linear bijection β : U → U ′ fulﬁlls π′U ′ = β−1πUβ.
Proof. (i) ⇒ (ii). Put β :=αU . Then π′U ′ = β−1πUβ. All u′ ∈ U ′ and w′ ∈ W ′ satisfy f (w′,u′π′∗) =
f (w′π′,u′) = f (w′α−1πα,u′) = f (w′,u′α−1π∗α). It follows that (π′∗)U ′ = (αU)−1(π∗)UαU = β−1(π∗)Uβ.
(ii)⇒ (i).Wewant to liftβ : U → U ′ to an isometryα : V → V such that (1)Wα = W ′ and (2)π′W ′ =
α−1W πWαW . This requires (3) f (uβ,wα) = f (u,w) for all u ∈ U andW ∈ W . As (V , f ) is regular there is a
unique linearmappingα : V → V satisfying (1) and (3). Then f (uα,wα) = f (u,w) and f (uα,u1α) = 0 =
f (u,u1)and f (wα,w1α) = 0 = f (w,w1) for allu,u1 ∈ U andw,w1 ∈ W . Henceα is an isometry.Weclaim
that (2) holds also true. Indeed, (2) is equivalent to the statement f (u′,w′π′W ′ ) = f (u′,w′α−1W πWαW )
for all u′ ∈ U ′ and w′ ∈ W ′, hence (as α is an isometry) to f (u′(π′∗)U ′ ,w′) = f (u′α−1U (π∗)UαU ,w′) =
f (u′β−1(π∗)Uβ,w′). This is equivalent to the second requirement in (ii).
The implication (ii) ⇒ (iii) is trivial. Suppose that π and π′ are s-normal and (iii) is valid. Then the
second identity in (ii) follows: (π′∗)U ′ = s(π′U ′ ) = s(β−1πUβ) = β−1s(πU)β = β−1(π∗)Uβ. 
Proposition 4.2. Let s ∈ K[x] and let π and π′ be s-normal mappings. If charK = 2 assume that¯ = idK or
that s − x is prime to theminimum polynomial ofπ. Let V = V1 ©⊥· · ·©⊥Vk be an orthogonal decomposition
into orthogonally indecomposable π-modules and V = V ′
1
©⊥· · ·©⊥V ′m an orthogonal decomposition into
orthogonally indecomposable π′-modules.
Suppose that π′ = α−1πα for some α ∈ GL(V) (i.e. π is similar to π′).
Then k = m. We ﬁnd a permutation σ on {1, . . ., k} with the following properties. For i = 1, . . ., k the
π-type (Ia or Ib or Ic or II; see Deﬁnition 3.15) of Vi equals the π′-type of V ′iσ; further, Vi and V ′iσ have the
same minimum polynomial. The mapping α can be chosen such that α(Vi) = V ′iσ for all i. Additionally, if Vi
has type Ia or II then one can achieve that the restriction αi to Vi is an isometry.
Proof. When charK = 2 type Ia and Ib π-modules Vi are excluded by our assumptions. First let us
assume that V1 is a type Ia π-module.
Then V1 = U ⊕ W where U and W are cyclic π-modules with minimum polynomials pt and p = p˜
is an irreducible polynomial. We decompose each of the π′-modules V ′
1
, . . .,V ′
k
into a direct sum of
indecomposable π′-modules. This supplies a decomposition of V into indecomposable π′-modules.
As π is similar to π′ the Krull-Remak-Schmidt-Theorem provides an indecomposable π′-module U ′ in
this decomposition such that pt is the minimum polynomial of the π′-module U ′. Then U ′ ⊆ V ′
1σ for
a suitable index 1σ. From p = p˜ it follows that V ′
1σ is not a type II π
′-module. As¯= idK and p|s − x the
type of V ′
1σ is not Ic. Also Ib is impossible (since [ε = 1 and t is even] or [ε = −1 and t is odd]). So V ′1σ
is a type Ia π′-module and its minimum polynomial is also pt .
A similar reasoning applies when V1 is a type Ib (a type Ic, a type II) π-module: we ﬁnd some V
′
1σ
that is also a type Ib (respectively type Ic, type II) π′-module and the minimum polynomials of both
modules coincide.
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Analoguearguments apply toV2, . . .,Vk . Thisprovides an injectivemappingσ : {1, . . ., k} → {1, . . .,m}
such that Vi and V
′
iσ are π-(respectively π
′-) modules of the same type and with the same mini-
mum polynomial for each i ∈ {1, . . ., k}. So k  m, and switching π with π′ yields m  k. Hence σ is a
permutation.
Now let us assume that V1 (hence also V
′
1σ) is a type Ia or type II π-(respectively π
′-) module. Then
V1 = U ©⊥W and V ′1σ = U ′ ⊕ W ′ where U and W (U ′ and W ′) are totally isotropic (π-respectively π′-)
modules (see Proposition 3.12, (c)); and the minimum polynomials are pt for U andW and also for U ′
and W ′. So some linear bijection β : U → U ′ satisﬁes π′U ′ = β−1πUβ (subscripts denote restrictions).
Statement (iii) ⇒ (i) in theprevious lemmasupplies an isometryα1 : V1 → V ′1σ such thatπ′1 = α−1π1α
(where π′
1
denotes the restriction of π′ to V1σ). 
5. Similarity of a transformation to its adjoint
In Observation 1.10 we observed that a linear mapping π is similar to its adjoint π∗ under the
assumption that¯= idK .
In an orthogonal group (so ¯= idK and ε = 1) each element π ∈ O(V , f ) admits an involution σ ∈
O(V , f ) such that πσ = π−1. This is equivalent to the statement that each π ∈ O(V , f ) is a product
π = σρ of two involutions σ,ρ ∈ O(V , f ). Wewill ﬁnd a theorem on s-normal mappings that subsumes
this fact as a special case.
Lemma 5.1. Let π : V → V be an s-normal cyclic mapping and¯= idK . Then πσ = π∗ for a linear mapping
σ such that σ∗ = εσ and σ2 = 1V .
Proof. Select a basis (v, vπ, . . ., vπn−1) for V and deﬁne the linear mapping σ : V → V such that
vπiσ :=v(π∗)i for i ∈ {0, 1, . . .,n − 1}. From π∗ = s(π) and s ◦ s(π) = π it follows that σ2 = 1V . Let q ∈
K[x]. Then q = r · mipπ + p for r, p ∈ K[x] such that degp  n − 1 or p = 0. As vp(π)σ = vp(π∗) by
the deﬁnition of σ and mipπ = mip(π∗) we conclude that vq(π)σ = vp(π)σ = vp(π∗) = vq(π∗), hence
πσ = π∗.
Letu = vq(π),w = vm(π) ∈ V . Then f (uσ,wσ) = f (vq(π∗), vm(π∗)) = f (vm(π), vq(π)) = εf (u,w). 
Lemma 5.2. Let π : V → V be an s-normal mapping and ¯= idK . Suppose that V is an orthogonally in-
decomposable non-cyclic π-module. Then πσ = π∗ for a linear mapping σ such that σ∗ = εσ and σ2 =
1V .
Proof. WriteV = U ⊕ W whereU andW areπ-cyclicmoduleswithminimumpolynomials pt (p ∈ K[x]
irreducible); seeCorollary 3.5. As in theproof of thepreceding lemmaweﬁndan involutionσU : U → U
such thatπσUU = s(πU) and f (uσU ,u′) = εf (u,u′σU) for allu,u′ ∈ U (πU :=π|U).Wewill deﬁneσW : W →
W such that σ :=σU ⊕ σW fulﬁlls (1) σ2 = 1V and (2) πσ = π∗ and (3) σ∗ = εσ. Clearly (3) requires
(∗) f (uσU ,w) = εf (u,wσW )
for allu ∈ U andw ∈ W . AsW ∩ U⊥ = {0} (elseWp(π)t−1 ⊆ rad(V , f )) the identity (∗)deﬁnesanunique
linear mapping σW : W → W . Nowwe prove that σ :=σU ⊕ σW satisﬁes the properties (1), (2) and (3).
The requirement (∗) and σ2U = 1U yield that f (u,wσ2W ) = f (u,w) for all u ∈ U and w ∈ W , hence
σ2W = 1W and thus σ2 = 1V .
The choice of σU implies thatπ
σU
U = s(πU). For all u ∈ U andw ∈ W the deﬁning identity (∗) implies
f (wσWπσW , u) = f (uσU , wσWπ) = f (uσUs(π), wσW ) = εf (uσUs(π)σU , w) = εf (uπ, w) = f (ws(π), u).
Hence πσWW = s(πW ). We proved (2).
Finally we prove (3). Take a basis forW and let P denote the matrix of πW ; F the matrix of f |W×W ;
S the matrix of σW . Then PF = F · s(P)t (as f (wπW ,w′) = f (w,w′s(πW )) for all w,w′ ∈ W) and SPS =
s(P) (as σWπWσW = s(πW )). This entails the identity (+) PC = CPt where C :=FSt . If (+) holds true
for quadratic matrices P,C and if P is a cyclic matrix then C = Ct (a theorem due to Frobenius [5],
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rediscovered e.g. in [24]). So FSt = SFt = εSF . This means that f (w,w′σW ) = εf (wσW ,w′) for allw,w′ ∈
W . So f (w,w′σW ) = εf (wσW ,w′) for all w,w′ ∈ W . We proved (3). 
Remark. The lemma does not require charK = 2. Under the assumption charK = 2 a shorter proof is
available since we can assume that U andW are totally isotropic subspaces (see Proposition 3.12(c)).
Proposition 5.3. Let π : V → V be an s-normal mapping and¯= idK . Then πσ = π∗ for a linear mapping
such that σ∗ = εσ and σ2 = 1V . Further, π = σρ where ρ∗ = ερ and ρ2 = ππ∗.
Proof. Consider a decomposition V = ©⊥Vi into orthogonally indecomposable π-modules Vi. It
sufﬁces to prove the assertion for the restrictions πi to Vi. If Vi is a πi-cyclic module then the as-
sertion follows from Lemma 5.1. Else apply the previous lemma. The assertions on ρ :=σπ follow
immediately. 
We give an application of our Proposition 5.3. Suppose that char K = 2 and f is symplectic (i.e.
¯= idK and ε = −1). Then sp(V , f ) = {α |α : V → V is linear and α∗ = −α} is the associated Lie algebra.
We claim
Corollary 5.4. Let charK = 2. Each element of the symplectic Lie algebra is a commutator (in elements of
the symplectic Lie algebra).
Proof. Let α ∈ sp(V , f ), hence α∗ = −α. Then α is an s-normal mapping. The previous proposition
provides σ ∈ GL(V) such that σ2 = 1 and σ∗ = −σ and ασ = α∗. So 2α = α − α∗ = α − ασ = σ(σα) −
(σα)σ is a commutator in elements of the Lie algebra. 
This improves a result by Hirschbühl [9] that each element of the symplectic Lie algebra is a sum
of at most two commutators.
6. Bi-invariant orthogonal decompositions
In this section we assume that the situation of the previous proposition is valid. Additionally we
need charK = 2.
Assumption. (C) Let charK = 2 and ¯= idK and π : V → V an s-normal mapping. Let σ be a linear
mapping such that π∗ = πσ and σ∗ = εσ and σ2 = 1V .
It follows immediately that π = σρ where ρ∗ = ερ.
We want to generalize a result in [14] (on orthogonal mappings) to s-normal mappings. The claim
is thatσ can be obtained from the construction underlying the proof of Proposition 5.3. Thismeans, we
ﬁnd an orthogonal decomposition of V into orthogonally indecomposable π-modules such that each
π-module is also a σ-module:
Proposition 6.1. Suppose that assumption (C) holds true. Then one ﬁnds an orthogonal decomposition
V = ©⊥Vi such that each Vi is an orthogonally indecomposable π-module and also a σ-module.
The proof requires the following lemma.
Lemma 6.2. Ifmipπ = ptp˜t where p is irreducible and prime to p˜ then one ﬁnds some v ∈ V such that
(1) the π-cyclic space 〈v〉π is regular,
(2) 〈v〉π is invariant under π and σ,
(3) 〈v〉π does not admit a proper orthogonal decomposition into π-modules.
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Proof. Put U :=Vπ(p) andW :=Vπ(p˜). Proposition 2.8 yields
(i) V = U ⊕ W and U andW are totally isotropic subspaces.
From p(π)σ = p(π∗) = p∗(π) and Corollary 2.6 we conclude
(ii) Uσ = W andWσ = U.
(iii) f (up(π)t−1,uσ) = 0 for some u ∈ U.
Proof of (iii). Suppose that (iii) fails. Then eachpairu, z ∈ U satisﬁes 0 = f ((u + z)p(π)t−1, (u + z)σ) =
f (up(π)t−1, zσ) + f (zp(π)t−1,uσ). Hence f (up(π)t−1, zσ) = −f (zp(π)t−1,uσ) = −f (z,uσp∗(π)t−1) =
−εf (zσ,uσp∗(π)t−1σ) = −εf (zσ,up(π)t−1) = −f (up(π)t−1, zσ). As charK = 2 we conclude that
f (up(π)t−1, zσ) = 0. Together with (ii) and (i) this implies that Up(π)t−1 ⊆ W⊥ ∩ U ⊆ radV , a con-
tradiction. We proved (iii).
Now select u ∈ U according to (iii). Put w :=uσ and v :=u + w. Then 〈v〉π is invariant under π and
σ. So (2) holds true. Property (ii) implies that the restriction of π to 〈u〉π has minimum polynomial
pt . Therefore, the restriction of π to 〈w〉π has minimum polynomial p˜t . As p is prime to p˜ it follows
that 〈v〉π = 〈u〉π ⊕ 〈w〉π. Property (iii) and Lemma 3.4 yield that 〈v〉π is a regular and orthogonally
indecomposable π-module. 
Proof of the proposition
by induction over dimV .
Let p ∈ P(π). Then p(π)σ = p(π∗), henceVπ(p)σ = Vπ(p˜) (see Corollary 2.6). So each summandVπ(p)
(where p ∈ P and p˜ = p) respectively Vπ(p) ⊕ Vπ(p˜) (where p ∈ P and p˜ = p) in the orthogonal primary
decomposition Proposition 2.8 is invariant under σ. Thus we can assume
(A) V = Vπ(p) where p ∈ P and p˜ = p, or
(B) V = Vπ(p) ⊕ Vπ(p˜) where p ∈ P and p˜ = p.
Additionally we can assume
(∗) IfM is a regular π-module which is invariant under σ thenM = 0 orM = V .
Indeed, if M is a non-trivial π- and σ-module then V = M ⊕ M⊥ and the induction hypothesis
(applied toM andM⊥) supplies the asserted decomposition.
In case (B) Lemma 6.2 yields the assertion. So assume that (A) is valid, mipπ = pt where p is an
irreduciblemonicpolynomialwith p˜ = p. PutF :=kernel(σ − 1V ) (theﬁxedspaceofσ) andN :=V(σ − 1)
(the negative space of the involution σ). As V = F ⊕ N we can pick u ∈ F ∪ N such that up(π)t−1 = 0.
As V is regular one ﬁndsw ∈ F ∪ N such that f (up(π)t−1,w) = 0. Both π-cyclic subspaces U :=〈u〉π and
W :=〈w〉π are invariant under π and σ. Further, mipπU = pt and mipπW = pt (use Proposition 2.9).
If U = V or W = V the assertion holds true. So let U,W = V . (∗) yields that U and W are non-regular
subspaces. From Lemma 3.4 it follows that U ⊕ W is a regular orthogonally indecomposable subspace,
hence V = U ⊕ W by (∗). 
References
[1] N. Burgoyne, R. Cushman, Conjugacy classes in linear groups, J. Algebra, 44 (1977) 339–362.
[2] L.E. Dickson, Canonical forms of quaternary abelian substitutions in an arbitrary Galois ﬁeld, Trans. Amer. Math. Soc. 2
(1901) 103–138.
[3] L.E. Dickson, Memoir on abelian transformations, Amer. J. Math. 26 (1904) 243–318.
[4] D.Z. Dokovic´, J. Patera, P. Winternitz, H. Zassenhaus, Normal forms of elements of classical real and complex Lie and Jordan
algebras, J. Math. Phys. 24 (1983) 1363–1373.
[5] G. Frobenius, Über die mit einer Matrix vertauschbaren Matrizen. Sitzungsberichte Preusss. Akad. Wiss. (1910) 3-15.
[6] I. Gohberg, B. Reichstein, On classiﬁcation of normal matrices in an indeﬁnite scalar product, Integral Equations Operator
Theory 13 (1990) 364–394.
[7] O.v. Grudzinski, Supernormal transformations, Unpublished manuscript.
[8] W.H. Gustafson, Roth’s Theorem over commutative Rings, Linear Algebra Appl. 23 (1979) 245–251.
[9] R. Hirschbühl, Commutators in classical Lie algebras, Linear Algebra Appl. 142 (1990) 91–111.
[10] B. Huppert, Isometrien von Vektorräumen I, Arch. Math. 35 (1980) 164–176.
[11] B. Huppert, Isometrien von Vektorräumen II, Math. Z. 175 (1980) 5–20.
[12] B. Huppert, Angewandte Lineare Algebra, de Gruyter, Berlin, Heidelberg, New York, 1990.
[13] N. Jacobson, Lectures in Abstract Algebra II, Van Norstrand, New York, 1951.
[14] F. Knüppel, K. Nielsen, On products of two involutions in the orthogonal group of a vector space, Linear Algebra Appl. 94
(1987) 209–216.
[15] W. Landherr, Äquivalenz Hermitescher Formen über einem beliebigen algebraischen Zahlkörper, Abh. Math. Sem. Univ.
Hamburg 11 (1935) 245–248.
O.v. Grudzinski et al. / Linear Algebra and its Applications 431 (2009) 39–55 55
[16] Ch. Mehl, Essential decomposition of polynomially normal matrices on real indeﬁnite inner product spaces, Electron. J.
Linear Algebra 15 (2006) 84–106.
[17] J. Milnor, In isometries of inner product spaces, Invent. Math. 8 (1969) 83–97.
[18] C. Riehm, The equivalence of bilinear forms, J. Algebra 31 (1974) 45–66.
[19] C. Riehm, M.A. Schrader-Frechette, The equivalence of sesquilinear forms, J. Algebra 42 (1976) 495–530.
[20] W.E. Roth, The equations XA − YB = C and AX − XB = C in matrices, Proc. Math. Soc. 3 (1952) 392–296.
[21] R. Scharlau, Zur Klassiﬁkation von Bilinearformen und von Isometrien über Körpern, Math. Z. 178 (1981) 359–373.
[22] T.A. Springer, Over symplectische transformaties, Proefschrift Leiden, 1951.
[23] T.A. Springer, R. Steinberg, Conjugacy classes, 1970 Seminar on Algebraic Groups and Related Finite Groups (The Institute
for Advanced Study, Princeton, N.J., 1968/69), Lecture Notes in Mathematics, vol. 131, Springer, Berlin, pp. 167–266.
[24] O. Taussky, H. Zassenhaus, On the similarity transformation between a matrix and its transpose, Paciﬁc J. Math. 9 (1959)
893–896.
[25] G.E. Wall, On the conjugacy classes in the unitary, symplectic and orthogonal groups, J. Aust. Math. Soc. III (1963) 1–62.
[26] A.J.B. Ward, A straightforward proof of Roth’s lemma in matrix equations, Internat. J. Math. Ed. Sci. Tech. 30 (1999) 33–38.
[27] J. Williamson, The equivalence of non-singular pencils of hermitian matrices in an arbitrary ﬁeld, Amer. J. Math. 57 (1935)
475–490.
[28] J.Williamson, On the algebraic problem concerning the normal forms of linear dynamical systems, Amer. J.Math. 58 (1936)
141–163.
[29] J. Williamson, On the normal forms of linear canonical transformations in dynamics, Amer. J. Math. 59 (1937) 599–617.
[30] J. Williamson Normal matrices over an arbitrary ﬁeld of characteristic zero, Amer. J. Math. 61 (1939) 335–356.
[31] J. Williamson, Note on the equivalence of nonsingular pencils of hermitian matrices, Bull. Amer. Math. Soc. 61 (1945)
894–897.
[32] M.J. Wonenburger, Transformations which are products of two involutions, J. Math. Mech. 16 (1966) 327–338.
[33] H. Zassenhaus, On a normal form of the orthogonal transformation I, II, III, Can. Math. Bull. 1 (1958) 31–39, 101–111,
183–191.
