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Abstract
Face localization is the ﬁrst step in several applications such as face tracking, person identiﬁcation, expression recog-
nition and eye tracking. Face localization can be performed by segmentation using the color of the skin. Color images
can be represented in several color models. This work presents a performance comparison between several color models
including RGB, HSI, CIELab and YCbCr. The best performance in terms of classiﬁcation error is achieved by the HSI
and YCbCr models. However, due to the fact that all images are capture in the RGB color model, a transformation be-
tween this model and the other models must be performed. The best performance in terms of execution time is achieved
by the YCbCr model. An important speed-up can be achieved by downscaling the original image. Results show that, in
the case of the HSI model, a downscale factor can speed up the process up to a 28% while a factor of 4 can speed up the
process as much as 68%.
c© 2013 Published by Elsevier Ltd.
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1. Introduction
Face localization is an important step on several applications such as person identiﬁcation, face tracking,
facial expression recognition, pose recognition and eye tracking between others. Face detection is a hard
detection problem due to the changes in scale, location, orientation and pose. Moreover, facial expression,
illumination variability and partial occlusion change the geometric characteristic of the face. Face localiza-
tion is a simpliﬁed face detection problem. In face localization, the assumption is that there is only one face
in the scene. Therefore, the method tries to localize a single face. This scenario is very common in several
applications such as eye tracking, face authentication, etc.
Face localization can be performed by several methods that can be classiﬁed in four categories: knowledge-
based, template-based, appearance-based, and feature invariant methods (Yang, 2002). The knowledge-
based category uses a set of rules that deﬁnes the typical face such as two eyes that are symmetrical around
nose and mouth. The principal problem with this approach is that if the rules are too general, the method
will provide several false localizations. Meanwhile if the rules are too strict, several faces can be out of the
rule deﬁnition. Therefore, the face will not be localized. The template-based method deﬁnes a standard face
compose by eyes, nose and mouth. Then by correlating the template with the image, the possible faces can
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be detected. This method is simple and can be easily implemented. However, this method cannot deal with
variations in scale, pose and shape. The appearance-based methods are based on statistical analysis meth-
ods. Then characteristics of faces and no-faces are determined by a training phase of these methods. Once
the characteristics have been determined, the method is put to the tests. The main problem with this method
is the training phase, if there are few faces examples then characteristics are poorly represented causing a
large false localization rate. If there are too many faces, then the method can be over-trained resulting in a
small true localization rate.
Finally, the feature-based method localizes faces by using several characteristics going from geometrical
disposition of the eyes in relation with the mouth. Also, texture and color skin has been used for face
localization. The advantage of these methods is their simplicity that makes them a good candidate for VLSI
implementation. Also, they are invariant to scale, pose and shape. However, their main disadvantage is that
they are highly aﬀected by the illumination variability.
The present work presents a comparison between color models for face segmentation. The color seg-
mentation is a simple process that can be implemented in VLSI and served as a ﬁrst approach to isolate the
possible localization of faces. The process of color segmentation involves the transformation of the image
into the desired color model and then a simple comparison must be performed. The operations involved in
such tasks are simple and easily mapped into a VLSI implementation.
A comparison between diﬀerent color segmentation is going to be presented. A brief description of the
color spaces is presented in section 2; color segmentation in a scale-down version of the image is presented
in section 3. Results of the diﬀerent segmentation and discussion of their implementation is presented in
section 4 and conclusions are drawn in section 5.
2. Color Models
Color images have been represented in several color models. Each color model is designed with orien-
tation to a speciﬁc application such as display, analysis or transmission of the image. The Red-Green-Blue
color model (RGB) is an additive color model in which the primary colors are mix together to reproduce
a broad array of colors. The purpose of RGB color model is sensing, representation and display of images
in electronic systems such as television, computers and photography. In RGB color model represents each
pixel of an image as a three components vector,
I(x, y) = (Rxy,GxyBxy) (1)
where x and y is the column and row of the image. Rxy, Gxy and Bxy are the red, green and blue component
of the image represented as a 8-bit integer value between 0 to 255.
While RGB model is appropriated for sensing and displaying, is not the best color model for segmen-
tation due to the fact that is redundant. The high correlation between the channels in the RGB color space
makes this scheme inappropriate for color segmentation.
Hue-Saturation-Intensity (HSI) color model has been used for image processing due to the fact that can
separate the chromaticity from the intensity of the image. The ﬁrst component, Hue, describes the main
color, while saturation indicates the tone or purity of the color. The ﬁnal component indicates the brightness
of the shade. The transformation between RGB to HSI is performed by the following equations:
Ixy = (Rxy +Gxy + Bxy)/3 (2)
S xy = 1 − min{Rxy,Gxy, Bxy} × 3Rxy +Gxy + Bxy (3)
θ =
(Rxy −Gxy) + (Rxy − Bxy)
2 × √(Rxy −Gxy)2 + (Gxy − Bxy)(Rxy − Bxy) ;Hxy =
{
θ if Gxy ≥ Bxy
360◦ − θ otherwise (4)
The International Commission on Illumination (CIE) proposed several color models based on the color-
opponent theory. This theory states that humans perceived color based on the diﬀerence between colors
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rather than the color itself. CIELab is color model that encodes lightness in the L component. This value
ranges from 0 to 100. Where the inferior extreme is black and the superior extreme represents white. The
components a∗ and b∗ represents the color. The coding of this component is based on the opponent color
theory that states that a color cannot be red and green at the same time and this is coded in a∗. Also, color
cannot be yellow and blue at the same time and this is code in b∗. Equations 5 to 7 presents the components
above mentioned.
L∗xy = 116 · h
(
Y
Yw
)
− 16 (5)
a∗xy = 500 ·
[
h
(
X
Xw
)
− h
(
Y
Yw
)]
(6)
b∗xy = 116 ·
[
h
(
Y
Yw
)
− h
(
Z
Zw
)]
; h(q) =
{
3
√
q if q > 0.008856
7.787q + 16/116 otherwise (7)
Fig. 1. Segmentation process with ﬁxed threshold
The X,Y, Z is the tristimulus and Xw, Yw and Zw is the white tristimulus. Finally, the last color model
used in this work was the YCbCr model. This model is used in video and digital photography systems.
The Y component encodes luminance that represents the light intensity, while the Cb and Cr components
represent the blue diﬀerence and red diﬀerence of the chromaticity components.
The transformation between RGB and YCbCr model is represented by the following equation.
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
Y
Cb
Cr
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.299 0.587 0.114
0.168 −0.331 0.500
0.500 −0.418 −0.081
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ·
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
R
G
B
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (8)
3. Color Segmentation Procedure in each Color Model
The process of segmentation initiate with the transformation of the image into the desired color model.
The sensing process provides the image in the RGB color model. Therefore, this color model does not
required of this step. HSI, CIELab y YCbCr model requires this previous step. The simplest transformation
is the YCbCr because only implies a matrix multiplication.
The simplest algorithm for color segmentation is done by selecting a threshold for each channel to
separates the skin color. The threshold is selected by obtaining several skin samples, and then obtaining the
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Table 1. Pre-established threshold for each color model
Color Model Threshold
RGB 100 < R < 160, 80 < G <, 50 < B < 120
HSI 0 < H < 25
CIELab 128 < a∗ < 143, 127 < b∗ < 158
YCbCr 104 < Cb < 139; 133 < Cr < 144
(a) original (b) RGB (c) CIELab
(d) HSI (e) YCbCr
Fig. 2. Segmentation Results
histogram of each channel of those samples. The selected thresholds for each color model are presented in
Table 1.
The segmentation is done by comparing each pixel with threshold. In a digital implementation this pro-
cess is done by subtracting the threshold from the pixel, if the result is negative, then the threshold is greater
than the pixel, otherwise the result must be positive. The sign in 2s complement number representation is
contained in the most signiﬁcant bit. Then the comparison is implemented using an adder and AND gate
between the most signiﬁcant bits as shown in Fig. 1. However, the disadvantage of this method is that is
diﬃcult to accommodate all types of skin within pre-established thresholds. Also, the illumination variation
can greatly aﬀect the outcome of the face segmentation method.
The implementation is very simple since only comparators are needed. Since several of the selected
color models separate color from brightness, lightness or intensity, only two or one component is used for
segmentation. RGB model requires two thresholds for each channel, resulting in six thresholds. While the
HSI uses only a couple of thresholds for the Hue component. CIELab and YCbCr require two channels to
achieve the reported segmentation. However, YCbCr component can be segmented with only Cr channel
giving good results. As the number of channels used for segmentation is reduced, also the amount of
operations is reduced accordingly. Moreover, in some cases the resulting threshold allows the reduction on
the number of bits needed for the comparison, speeding up the process. The results of segmentation using
this procedure are shown in Fig. 3.
An on-line selection of the threshold would be more robust against illumination variation. Then the
threshold can be adapted. The ﬁrst assumption is that there is only one face in the scene and also the rest
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(a) original (b) HSI Fixed Threshold
(c) HSI Adaptive Threshold
Fig. 3. Segmentation Results for HSI Color Model
of the scene is non-face color. Then, a ﬁrst segmentation is performed using as initial threshold the one
reported in Table 1. Then, there are two sets resulting in face and non-face groups. The histogram of each
group is obtained and the mean value of each set is calculated, μ f and μn f . Then the new threshold is
calculated as follows
th =
μ f + μn f
2
(9)
The process is repeated until the diﬀerence between thresholds is not larger than a predeﬁned parameter
T0. In order to have better results this process was done in small windows of 32 32 pixels. Fig. 4 shows the
segmentation process using adaptive threshold. The implementation requires to calculate the mean value of
the two resulting region. Then, these values must be added and divided by 2. The division is implemented
as a right shift by 1 bit. Then, the control unit must perform the diﬀerence between the current threshold
and the previous threshold. Then, if the diﬀerence is less than the predeﬁned parameter, the process ﬁnishes.
This process was done only for HSI and YCbCr models using only the H and Cr channel. Since the results
with a ﬁxed threshold are not promising with RGB, and CIELab, those models were not tested. Also, the
computational time of using the procedure with the three and two channels respectively was prohibited.
In order to further improve the computational time for face segmentation, a down scale factor was
applied. Since there is only one face on the scene, the image can be downscale without losing information.
The scale factor is going to be proportional to the speed up factor in the segmentation of the image. The
downscale is performed by only analyzing each nM column and row, where M is the downscale factor and
n = 0,1,..S. The addition of the downscale does not require more than a multiplexer that is controlled by a
frequency multiplier since only is going to pass every M column and row as shown in Fig. 5.
The resulting masks are shown in Fig. 3. Since there is only one face on the image, the downscale
factor does not aﬀect the outcome but the process is speed up due to the fact that less pixels are compared.
The mask can be improved by a simple algorithm for island elimination based on 8-connectivity. All
connected island that are less than 25 pixels in area are eliminated. Then a closure morphological method
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Fig. 4. Segmentation process with adaptive threshold
Fig. 5. Segmentation process with ﬁxed threshold and downscale image
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can be employed to eliminate small holes in the mask.
(a) RGB (b) CIELab (c) HSI (d) YCbCr
(e) RGB Downscaled (f) CIELab Downscaled (g) HSI Downscaled (h) YCbCr Downscaled
Fig. 6. Segmentation Results Images in Original Scale and Downscaled
4. Results
The described process was simulated in Matlab to model the proposed implementation. In order to
compare the outcome of the segmentation under each color model, 31 images containing only one face
where manually segmented. Then, the resulting mask of each image was compare with the ground truth.
Fig. 7 shows the error results in segmentation. The errors are divided into false positive, false negative. A
false positive is a pixel mark as skin but is no skin, while the false negative is a pixel mark as non-skin but
is skin.
Fig. 7. Number of Errors in the Segmentation Process for each Color Model
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Table 2. Processing time for each color model
Color Model Full Scale Segmentation (sec) Downscale Segmentation (sec)
RGB 0.0149 0.0086
HSI 0.3642 0.0286
CIELab 0.04457 0.0586
YCbCr 0.0134 0.0590
Fig. 7 also shows the correct segmentation divided into true negative and true positive. True positive
is a pixel mark as skin and it is, while a true negative is a pixel classiﬁed as non-skin and is its color is no
skin. As can be seen from the ﬁgure, the best performance is achieved by the YCbCr and HSI color models.
These results are reached using ﬁxed threshold. Table 2 shows the computation time measure in Matlab.
YCbCr takes less time due to the fact that conversion between RGB and YCbCr is less complex.
Downscaling the images with a factor of 4 achieved an improvement in the processing time of around
42% for RGB to 92% for HSI. The results for every color model are shown in Table 2. The adaptive
threshold segmentation was only tested in HSI color model resulting in a 5% improvement in classiﬁcation
error while incrementing the execution time in from 0.3642 to 3.373 seconds.
5. Conclusion
The presented work performances a comparison between segmentation using a ﬁxed threshold in RGB,
HSI, CIELAB and YCbCr color models. The results show that HSI and YCbCr models achieve good
classiﬁcation performance with the lowest error than the other two models. RGB is the worst color model
for segmentation. YCbCr model achieves the best execution time due to the low complexity associated to
the conversion between RGB and this model. The performance can be further improve by downscale the
image with no signiﬁcance increase in hardware.
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