Rings graded equivalent to the Weyl algebra by Sierra, Susan J.
ar
X
iv
:0
71
1.
14
94
v2
  [
ma
th.
RA
]  
16
 D
ec
 20
08
RINGS GRADED EQUIVALENT TO THE WEYL ALGEBRA
SUSAN J. SIERRA
Abstract. We consider the first Weyl algebra, A, in the Euler gradation, and
completely classify graded rings B that are graded equivalent to A: that is,
the categories gr-A and gr-B are equivalent. This includes some surprising
examples: in particular, we show that A is graded equivalent to an idealizer
in a localization of A.
We obtain this classification as an application of a general Morita-type char-
acterization of equivalences of graded module categories. Given a Z-graded ring
R, an autoequivalence F of gr-R, and a finitely generated graded projective
right R-module P , we show how to construct a twisted endomorphism ring
EndF
R
(P ) and prove:
Theorem. The Z-graded rings R and S are graded equivalent if and only if
there are an autoequivalence F of gr-R and a finitely generated graded pro-
jective right R-module P such that the modules {FnP} generate gr-R and
S ∼= EndFR(P ).
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1. Introduction
The first Weyl algebra A = k{x, y}/(xy − yx − 1), where k is an algebraically
closed field of characteristic 0, is in many ways the fundamental ring of noncom-
mutative algebra. Remarkably, although it has been studied since the 1930’s, it
continues to inspire new developments in the field.
One of the most fruitful areas of recent activity has come from considering rings
Morita equivalent to A. The starting point of these results was a theorem of Stafford
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[17, Corollary B]: up to isomorphism, the domains Morita equivalent to A are in
natural bijection with the orbits of Autk(A) on the set of (module) isomorphism
classes of right ideals of A. Using earlier work of Cannings and Holland [6], Berest
and Wilson [4] then exhibited a rich geometry related to Stafford’s result. They
showed [4, Theorem 1.1] that isomorphism classes of right ideals of A correspond
to points in the Calogero-Moser space C =
⋃
N≥0 CN , where each CN should be
thought of as a noncommutative deformation of the the Hilbert scheme of N points
in the affine 2-plane, and that Autk(A) also acts naturally on C. Further, they
proved [4, Theorem 1.2] that the orbits of Autk(A) on C are precisely the CN . (The
fact that the orbits of Autk(A) acting on the set of isomorphism classes of right
ideals are parameterized by the non-negative integers was independently proved by
Kouakou [9].) Thus we have:
Theorem 1.1 (Berest-Wilson, Kouakou, Stafford). The isomorphism classes of
domains Morita equivalent to A are in 1-1 correspondence with the non-negative
integers. 
In this paper, we solve the analogous problem for graded module categories. That
is, we grade A by giving x degree 1 and y degree -1. We ask: what are the Z-graded
rings B such that the category gr-A of graded right A-modules is equivalent to the
category gr-B of graded right B-modules? We will call such an equivalence a graded
equivalence and will say that A and B are graded equivalent, although we caution
that this terminology is not universally agreed upon in the literature.
Of course, any progenerator P for the full module category of A that happens to
be graded induces a graded equivalence between A and EndA(P ); we refer to such
an equivalence of categories as a graded Morita equivalence. Since we are interested
in non-trivial graded equivalences, we ask: what are the graded Morita equivalence
classes of Z-graded rings B such that A and B are graded equivalent?
The answer to this question is quite surprising. Given a positive integer n and
a set J ⊆ {0, . . . , n− 1}, define a ring S(J, n) as follows: first, let
f =
n−1∏
i=0
i6∈J
(z + i).
Let W =W (J) be the ring generated over k by X , Y , and z, with relations
Xz − zX = nX Y z − zY = −nY
XY = f Y X = f(z − n).
Define
S(J, n) = k[z] +
(∏
i∈J
(z + i)
)
W ⊆W.
Then we prove:
Theorem 1.2. (Theorem 6.3) Let S be a Z-graded ring. Then S is graded equiva-
lent to A if and only if S is graded Morita equivalent to some S(J, n).
Furthermore, we give a precise enumeration of the graded Morita equivalence
classes of rings graded equivalent to A:
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Theorem 1.3. (Corollary 6.4) The graded Morita equivalence classes of rings
graded equivalent to A are in 1-1 correspondence with pairs (J, n) where n is a
positive integer and J is a necklace of n black and white beads.
Theorem 1.2 says in particular that A ∼= S(∅, 1) is graded equivalent to B =
k + xA[y−1] ∼= S({0}, 1). The ring B is the idealizer in A[y−1] of the right ideal
xA[y−1]; that is, B = {θ ∈ A[y−1] | θx ∈ xA[y−1]} is the maximal subring of
A[y−1] in which xA[y−1] is a two-sided ideal. While it is known that simplicity is
not necessarily preserved under graded equivalence, it is still unexpected to find an
equivalence between A and an idealizer in a localization of A. For example, B has a
1-dimensional graded representation, while all A-modules are infinite-dimensional.
By construction, B has a nontrivial two-sided ideal, and is not a maximal order,
while A, as is well-known, is simple. In fact, B is a standard example of a ring
that fails the second layer condition governing relationships between prime ideals,
whereas A trivially satisfies the second layer condition. (See the discussion of
Example 6.15 for definitions.) Thus we obtain:
Corollary 1.4. The properties of having a finite dimensional graded representation,
being a maximal order, and satisfying the second layer condition are not invariant
under graded equivalence. 
Another ring occurring in Theorem 1.2 is the Veronese ring A(2) =
⊕
n∈ZA2n
∼=
S(∅, 2). By Theorem 1.2, A and A(2) are graded equivalent. Of course one expects
that ProjA (in the appropriate sense) and ProjA(2) will be equivalent, but, as far
as we are aware, this is the first nontrivial example of an equivalence between the
graded module categories of a ring and its Veronese.
Theorem 1.2 is an application of general results on equivalences of graded module
categories. Given a graded ring R, an autoequivalence F of gr-R, and a finitely gen-
erated graded right R-module P , we show that there is a natural way to construct
a twisted endomorphism ring EndFR(P ). We prove:
Theorem 1.5. (Theorem 2.12) Let R and S be Z-graded rings. Then R and S are
graded equivalent if and only if there are a finitely generated graded projective right
R-module P and an autoequivalence F of gr-R such that {FnP}n∈Z generates gr-R
and S ∼= EndFR(P ).
If F is the shift functor in gr-R, then EndFR(P ) is the classical endomorphism
ring of P ; thus Theorem 1.5 generalizes the Morita theorems.
If R is a Z-graded ring, we define (following [2]) the Picard group of gr-R to be
the group of autoequivalences of gr-R, modulo natural isomorphism. Theorem 1.5
illustrates the fundamental technique for all of our results: relate equivalences be-
tween graded module categories to the Picard groups of the categories. Given
Z-graded rings R and S, an equivalence of categories Φ : gr-R → gr-S induces an
isomorphism of Picard groups, which we write Φ∗ : Pic(gr-S)→ Pic(gr-R); we refer
to applying Φ∗ as pulling back along Φ. Let FΦ be the autoequivalence of gr-R
that comes from pulling back the shift functor in gr-S along Φ. It turns out that
properties of Φ and S can be deduced from the properties of FΦ; in particular, FΦ
is the autoequivalence F from Theorem 1.5.
This paper is a companion to the work in [14]. There, using results of A´hn-
Ma´rki [1], we gave a Morita-type characterization of graded equivalences in terms
of certain bigraded modules. This characterization tells us that the rings graded
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equivalent to A are endomorphism rings (in an appropriate sense) of these modules.
However, the modules are quite large and correspondingly difficult to work with.
One motivation for the current paper is to develop techniques to make the analysis
in [14] concrete in a specific case.
This paper has seven sections. In Sections 2 and 3 we prove Theorem 1.5 and
other results that hold for any Z-graded ring. In particular, we characterize graded
Morita equivalences and Zhang twists in terms of the Picard group. In Sections 4
and 5 we analyze the graded module category of the Weyl algebra and its Picard
group. The key result in these two sections is Corollary 5.11, describing the Picard
group of gr-A explicitly.
In Section 6 we use the results of the previous two sections to prove Theorem 1.2
and Theorem 1.3, and give several examples. In Section 7 we describe the graded
K-theory of A, and in particular show that, in contrast to the ungraded case, if
P ⊕ Q ∼= P ⊕ Q′ where P , Q, and Q′ are finitely generated graded projective
modules, then Q ∼= Q′.
In the remainder of the Introduction, we establish notation. We fix a commu-
tative ring k. (Beginning in Section 4, k will be an algebraically closed field of
characteristic 0.) For us, a graded ring means a Z-graded k-algebra, and all cat-
egories and category equivalences are assumed to be k-linear. If R is a graded
ring, the category gr-R consists of all Z-graded right R-modules, and mod-R is the
category of all right R-modules; similarly, we form the left module categories R-gr
and R-mod. Morphisms in gr-R and R-gr are homomorphisms that fix degree; if
M and N are graded R-modules, we write homR(M,N) to mean Homgr-R(M,N),
and write HomR(M,N) to denote Hommod-R(M,N). We similarly write Ext
i
R and
extiR for the derived functors of HomR and homR, respectively.
If R is a graded ring, then the shift functor on gr-R (or R-gr) sends a graded right
or left module M to the new module M〈1〉 =
⊕
j∈ZM〈1〉j, defined by M〈1〉j =
Mj−1. We will write this functor as:
SR :M 7→M〈1〉.
(We caution that this is the opposite of the standard convention.)
Since we will work primarily with right module categories, for the remainder of
the paper unless otherwise specified an R-module M is a right module.
The research for this paper was completed as part of the author’s Ph.D. studies
at the University of Michigan under the direction of J.T. Stafford. The author was
partially supported by NSF grants DMS-0502170 and DMS-0802935. In addition,
the author would like to thank Paul Smith for many stimulating discussions, and
the referee for careful reading, including pointing out an error in an earlier version,
and several helpful suggestions.
2. Graded equivalences and twisted endomorphism rings
Let R and S be graded equivalent graded rings; we write gr-R ≃ gr-S. Let
Φ : gr-R → gr-S be an equivalence of categories. In this section, we show that,
similarly to the classical Morita theorems, we may construct S and Φ as a “twisted
endomorphism ring” and “twisted Hom functor,” respectively.
Let Ψ : gr-S → gr-R be a quasi-inverse for Φ and let G be an autoequivalence of
gr-S. We define the pullback of G along Φ to be the autoequivalence
Φ∗G = ΨGΦ
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of gr-R ; likewise, we may push forward an autoequivalence F of gr-R to the au-
toequivalance Φ∗F = ΦFΨ of gr-S.
We will show that the ring S and the equivalence of categories Φ may be recon-
structed from Φ∗SS . To do this, let P = Ψ(S). Then we show that there is a natural
way to define a twisted Hom functor HomFR(P, ) and a twisted endomorphism ring
EndFR(P ) = Hom
F
R(P, P ) such that S
∼= EndFR(P ) and Φ is naturally isomorphic to
HomFR(P, ). We prove Theorem 1.5, which, by characterizing graded equivalences
in terms of twisted Hom functors, generalizes the Morita theorems. As a corollary,
we obtain a simple proof of a result of Gordon and Green characterizing graded
Morita equivalences. We also describe the twisted Hom functors that correspond
to Zhang twists.
This section is somewhat technical because of the need to be careful with sub-
tleties of notation; see Remark 2.14 for an indication of the potential pitfalls. One
helpful notational technique, borrowed from the author’s previous paper [14], is
to work with Z-algebras, which are more general than graded rings. Recall that a
Z-algebra is a ring R without 1, with a (Z×Z)-graded vector space decomposition
R =
⊕
i,j∈ZRij , such that for all i, j, l ∈ Z we have RijRjl ⊆ Ril, and if j 6= j
′,
then RijRj′l = 0. We require that the diagonal subrings Rii have units 1i that act
as a left identity on all Rij and a right identity on all Rji. If R is a Z-graded ring,
the Z-algebra associated to R is the ring
R =
⊕
i,j∈Z
Rij ,
where Rij = Rj−i. Let mod
u-R denote the category of unitary right R-modules;
that is, modules M such that MR =M . Then it is easy to see that the categories
gr-R and modu-R are isomorphic, and we will identify them throughout.
We recall some terminology and results from [14]. Recall that a Z-algebra E
is called principal if there is a k-algebra automorphism β of E that maps Eij →
Ei+1,j+1 for all i, j ∈ Z; β is called a principal automorphism of E. We recall:
Proposition 2.1. [14, Proposition 3.3] Let E be a Z-algebra. Then E is principal
if and only if there is a graded ring B such that E ∼= B via a degree-preserving
map. 
We review the constructions in Proposition 2.1. Suppose that E is principal,
and let γ be a principal automorphism of E. Then we may construct a ring Eγ ,
which we call the compression of E by γ. As a graded vector space, Eγ = E0∗ =⊕
i∈ZE0i. The multiplication ⋆ on E
γ is defined as follows: if a ∈ (Eγ)i = E0i and
b ∈ (Eγ)j = E0j , then
a ⋆ b = aγi(b) ∈ E0iEi,i+j ⊆ E0,i+j = (E
γ)i+j .
The proof of [14, Proposition 3.3] shows that Eγ ∼= E. Conversely, if S is a graded
ring, then S has a canonical principal automorphism α, given by the identifications
Sij = Sj−i = Si+1,j+1.
Suppose that M =
⊕
i,j∈ZMij is a bigraded right R-module — that is, each
Mi∗ =
⊕
j∈ZMij is a graded R-submodule of M and M
∼=
⊕
i∈ZMi∗. Assume for
simplicity that each Mi∗ is finitely generated. Then we define the endomorphism
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Z-algebra of M to be
HR(M,M) =
⊕
i,j∈Z
HR(M,M)ij ,
where each HR(M,M)ij = homR(Mj∗,Mi∗). Further, for any graded R-module
N =
⊕
i∈ZNi there is a graded object
HR(M,N) =
⊕
j∈Z
homR(Mj∗, N).
Let H = HR(M,M). Then HR(M,N) is naturally a right H-module, since M has
a left H-action. If there is a graded ring S with an isomorphism S ∼= H , then
HR(M, ) may be regarded as a functor from gr-R to gr-S.
We recall from [14] the following characterization of graded equivalences:
Proposition 2.2. [14, Proposition 2.1] Let R and S be graded rings. Then gr-R ≃
gr-S if and only if there is a bigraded right R-module MR =
⊕
i,j∈ZMij such that
(1) MR is a projective generator for gr-R with each Mi∗ =
⊕
j∈ZMij finitely
generated;
(2) the Z-algebras S and HR(M,M) are isomorphic via a degree-preserving map.
Further, if M is as above, then HR(M, ) : gr-R→ gr-S and ⊗SM : gr-S →
gr-R are quasi-inverse equivalences; and if Ψ : gr-S → gr-R is an equivalence of
categories, then M = Ψ(SS) satisfies (1) and (2), and Ψ ∼= ⊗S M . 
Let R, S, and M satisfy (1) and (2) of Proposition 2.2; let H = HR(M,M).
Then H ∼= S is principal, with a principal automorphism β induced from the
canonical principal automorphism of S. Thus Hβ ∼= S, and this isomorphism gives
the equivalence between gr-R and gr-S. That is, if N =
⊕
i∈ZNi is a graded
R-module, the S-action on HR(M,N) is given by
(2.3) fs = f ◦ βj(s)
for f ∈ HR(M,N)j = homR(Mj∗, N) and s ∈ Si
∼= (Hβ)i = H0i.
We now define twisted endomorphism rings. Let R be a graded ring, let F be
an autoequivalence of gr-R, and let P be a finitely generated graded projective
R-module. We say that F is P -generative if the modules {F iP}i∈Z generate gr-R;
more generallyF is generative if it is P -generative for some finitely generated graded
projective P . It is easy to see that if Φ : gr-R → gr-S is a category equivalence,
then the pullback Φ∗SS is generative in gr-R. The next proposition shows that
this process also works in reverse: there is a natural way to obtain a ring graded
equivalent to R from a generative autoequivalence of gr-R.
We pause to discuss a subtlety of notation. If F is an autoequivalence of gr-R
that is not an automorphism, we must be careful about defining the powers F i for
i < 0. Let F−1 be a quasi-inverse to F . If i < 0, we define F
i = (F−1)
−i; we define
F0 = Idgr-R.
In fact, we will work in even more generality. Let F• = {Fi}i∈Z be a sequence
of autoequivalences of gr-R. We will say that F• is a Z-sequence if:
(1) F0 = Idgr-R;
(2) There are natural compatibility isomorphisms ηij : Fi+j → FiFj for all
i, j ∈ Z that satisfy:
(2.4) For all j, the maps η0j , ηj0 : Fj → Fj are the identity.
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and
For all i, j, l ∈ Z, the following diagram commutes:
Fi+j+l
ηi,j+l //
ηi+j,l

FiFj+l
Fi(η
jl)

Fi+jFl
ηijFl
// FiFjFl.
(2.5)
For example, for any autoequivalence F , the sequence {F j}j∈Z is a Z-sequence.
For the compatibility isomorphisms ηij : F i+j → F iF j , let
η−1,1 : Idgr-R → F
−1 ◦ F
be any natural isomorphism. Then for any N ∈ gr-R, define
η1,−1N : N → FF
−1N
to be the element of homR(N,FF−1N) corresponding under F−1 to
η−1,1F−1N : F
−1N → F−1FF−1N.
Then (2.5) is satisfied for (i, j, l) = (±1,∓1,±1), and there is a unique way to define
ηij for arbitrary i, j so that (2.5) holds for all i, j, l.
Proposition 2.6. Let R be a graded ring and let F be an autoequivalence of gr-R.
Then F is generative if and only if there are a graded ring S and an equivalence of
categories Φ : gr-R→ gr-S such that F ∼= Φ∗SS.
Proof. Given an equivalence Φ : gr-R → gr-S with quasi-inverse Ψ, by Proposi-
tion 2.2 the R-module Ψ(SS) ∼=
⊕
i∈Z(Φ
∗SS)
i(ΨS) generates gr-R, so the autoe-
quivalence Φ∗SS is generative.
Conversely, suppose that F is a P -generative autoequivalence of gr-R and that
F• is a Z-sequence with compatibility isomorphisms ηij , such that F1 = F . Let
M =
⊕
i∈Z FiP , and let H = HR(M,M). The autoequivalence F and the maps η
ij
induce a principal automorphism β of H as follows: if s ∈ Hki = homR(FiP,FkP ),
define β(s) to be the composition
Fi+1P
η1i // FFiP
F(s) // FFkP
(η1k)−1// Fk+1P
as an element of Hk+1,i+1 = homR(Fi+1P,Fk+1P ). The compatibility condition
(2.5) ensures that we have
(2.7) βj(s) = (ηjk)−1 ◦ Fj(s) ◦ η
ji
for all j ∈ Z.
Let S be the compressed ring Hβ . Then by Propositions 2.1 and 2.2, the functor
HR(M, ) is an equivalence between gr-R and gr-S. We need to show that F is
isomorphic to the pullback of the the shift functor in gr-S, or, equivalently, that
SS ◦HR(M, )
∼= HR(M, ) ◦ F .
Let N ∈ gr-R. Define a map φN : SS(HR(M,N)) → HR(M,FN) as follows:
if n ∈ (SSHR(M,N))j = HR(M,N)j−1 = homR(Fj−1P,N), let φN (n) be the
composition
φN (n) : FjP
η1,j−1 // FFj−1P
F(n) // FN.
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Clearly φN is an isomorphism of graded k-vector spaces; we verify that it is an
S-module map.
Let s ∈ Si = homR(FiP, P ) and let n ∈ SS(HR(M,N))j = HR(M,N)j−1.
We need to prove that φN (ns) = φN (n)s. From (2.3) we have that the S-action
on HR(M,N) is defined by ns = n ◦ β
j−1(s). Therefore, φN (ns) is given by the
diagram
Fi+jP
η1,i+j−1 &&LL
LL
LL
LL
LL
FFj−1P
F(n) // FN.
FFi+j−1P
F(βj−1(s)) //
F(ηj−1,i)
// FFj−1FiP
FFj−1(s)
88pppppppppp
On the other hand, the S-action onHR(M,FN) is given by φN (n)s = φN (n)◦β
j(s),
which corresponds to the diagram
Fi+jP
ηji
//
βj(s)
((
FjFiP
Fj(s)
// FjP
η1,j−1
//
φN (n)
))
FFj−1P
F(n)
// FN.
So we need to prove the commutativity of
Fi+jP
ηji //
η1,i+j−1

FjFiP
Fj(s) // FjP
η1,j−1 // FFj−1P
F(n) // FN.
FFi+j−1P
F(ηj−1,i) // FFj−1FiP
FFj−1(s)
88pppppppppp
This follows from the compatibility condition (2.5) and the naturality of η1,j−1.
The naturality of φ is even easier. Let f : N → N ′ be a homomorphism of graded
R-modules and let n ∈ SS(HR(M,N))j as above. We leave it to the reader to verify
that the naturality of the isomorphism φ reduces to establishing the commutativity
of
FjP
η1,j−1 // FFj−1P
F(n) //
F(f◦n) %%K
KK
KK
KK
KK
FN
F(f)

FN ′.
This is immediate from functoriality of F . 
Definition 2.8. We call the ring S = Hβ =
⊕
n∈Z homR(FnP, P ) from the above
proof the F-twisted endomorphism ring of P , and we write it EndFR(P ). We call
the functor
HR(
⊕
n∈Z
FnP , ) : gr-R→ gr-End
F
R(P )
the F-twisted Hom functor of P , and we write it HomFR(P, ).
Thus we have proved:
Proposition 2.9. Let R be a graded ring. Let P be a finitely generated projective
graded R-module and let F be a P -generative autoequivalence of gr-R. Let S =
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EndFR(P ) and let Φ = Hom
F
R(P, ) : gr-R → gr-S. Then Φ is an equivalence of
categories, and F ∼= Φ∗SS. 
Remark 2.10. We comment that if P is a finitely generated graded projective right
R-module and F is a P -generative autoequivalence of gr-R, one may also use F , or
more properly the principal automorphism β used in the proof of Proposition 2.6,
to define a natural ring structure on⊕
n∈Z
homR(P,F
−nP ).
This ring is clearly isomorphic to EndFR(P ) as we have defined it above.
It is easy to see that the SR-twisted endomorphism ring End
SR
R (P ) is isomor-
phic to the ungraded endomorphism ring EndR(P ), and that Hom
SR
R (P, )
∼=
HomR(P, ). Thus twisted endomorphism rings generalize classical endomorphism
rings. We also note that EndFR(P ) and Hom
F
R(P, ) may be defined for any graded
R-module P , although by Proposition 2.2 they will not give an equivalence of cat-
egories unless P is finitely generated projective and F is P -generative.
A priori, the ring EndFR(P ) and the functor Hom
F
R(P, ) may depend on the full
Z-sequence F•. However, in fact they do not. To see this, let F• be a P -generative
Z-sequence with compatibility isomorphisms ηij . Let B ∼= F1, and let B
−1 = F−1.
Then B−1 is a quasi-inverse for B; let β−1,1 : Idgr-R → B−1B be induced from
η−1,1. Let {βij} be the (induced) compatibility isomorphisms on {Bn} satisfying
(2.5), as discussed before Proposition 2.6. Then for all j ∈ Z there are unique
induced natural isomorphisms ζj : Bj → Fj , such that the diagram
Bi+j
ζi+j //
βij

Fi+j
ηij

BiBj
ζiζj
// FiFj
commutes for all i, j ∈ Z. This commutativity implies that the twisted endomor-
phism rings EndF1R (P ) and End
B
R(P ) are isomorphic, and that Hom
F1
R (P, )
∼=
HomBR(P, ). We leave the tedious but routine verifications to the reader. Thus
we have:
Proposition 2.11. Let F be a P -generative autoequivalence of gr-R. Then the
F-twisted endomorphism ring and F-twisted Hom functor of P are well-defined,
and depend only on the equivalence class of F in Pic(gr-R). 
We are ready to reframe Proposition 2.2 in terms of autoequivalences of gr-R.
Theorem 2.12. Let R and S be graded rings. Then gr-R ≃ gr-S if and only if
there are
(1) a finitely generated graded projective module P and a P -generative autoequiv-
alence F of gr-R such that
(2) S ∼= EndFR(P ) via a degree-preserving map.
Further, if Φ : gr-R→ gr-S is an equivalence of categories with quasi-inverse Ψ,
then F = Φ∗SS and P = ΨS satisfy (1) and (2), and Φ ∼= Hom
F
R(P, ).
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Proof. One direction is Proposition 2.9. For the other, suppose that Φ : gr-R →
gr-S is an equivalence with quasi-inverse Ψ. Let F = Φ∗SS , and let P = ΨSS. By
Proposition 2.2, we have that Φ ∼= HR(M, ), where
M = Ψ(SS) ∼= Ψ(
⊕
n∈Z
SnS (ΦP )),
and S ∼= HR(M,M)
β , where β is the principal automorphism ofHR(M,M) induced
from the identifications
homR(ΨS
j
SΦP,ΨS
i
SΦP )
∼= Sj−i ∼= homR(ΨS
j+1
S ΦP,ΨS
i+1
S ΦP ).
That is, β is given by the autoequivalence F of gr-R and by the compatibility
isomorphisms on the Z-sequence F• = {ΨS
j
SΦ} = {Φ
∗SjS}. Since F1 = F , by
Proposition 2.11 we have that S ∼= EndFR(P ) and that Φ
∼= HomFR(P, ). 
We comment that although Proposition 2.2 and Theorem 2.12 are closely re-
lated, in many respects Theorem 2.12 is superior. Theorem 2.12 is a much more
functorial way of constructing equivalences, uses only one finitely generated graded
R-module, and more compactly and clearly generalizes the ungraded Morita theo-
rems. Theorem 1.2, which is the main application in this paper of Theorem 2.12,
gives one indication of the power of our approach.
In the remainder of this section and in Section 3, we give some general appli-
cations of Theorem 2.12. We first note that Theorem 2.12, when combined with
the seemingly purely formal Proposition 2.11, has surprising power. For example,
we immediately obtain the following result of Gordon and Green [7, Corollary 5.2,
Proposition 5.3]:
Corollary 2.13. Let R and S be graded rings, and let Φ : gr-R → gr-S be an
equivalence of categories. Then Φ is a graded Morita equivalence if and only if Φ
commutes with shifting in the sense that Φ∗SS ∼= SR.
Proof. If Φ is a graded Morita equivalence, then we have Φ ∼= HomR(P, ) =
HomSRR (P, ) for some graded module P that is a progenerator in mod-R, and
S ∼= EndR(P ) = End
SR
R (P ). By Proposition 2.9, SR
∼= Φ∗SS .
Conversely, suppose that Φ∗SS ∼= SR. Let Ψ be the quasi-inverse to Φ, let
P = Ψ(S), and let F = Φ∗SS . Since F ∼= SR, by Proposition 2.11 EndR(P ) =
EndSRR (P ) is isomorphic to End
F
R(P ), which by Theorem 2.12 is isomorphic to S.
Furthermore, applying the same results we see that
Φ ∼= HomFR(P, )
∼= HomSRR (P, ) = HomR(P, )
is a graded Morita equivalence. 
Remark 2.14. Versions of many the results of this section also hold for rings graded
by arbitrary groups. Suppose that G′ and G are groups, and that R is a G′-graded
ring. The idea is to work with G-sequences F• = {Fg}g∈G of autoequivalences
of gr-R, defined as sequences with appropriate compatibility isomorphisms ηf,g :
Ffg → FfFg. Given a G-sequence F• and a graded R-module P , we may construct
a G-graded ring EndF•R (P ) and a functor Hom
F•
R (P, ), and suitably modified
versions of Proposition 2.6 and Theorem 2.12 still hold. However, Proposition 2.11
does not hold for arbitrary grading groups: it is possible to have two G-sequences
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B• and C• such that for all g ∈ G we have Bg ∼= Cg, but the functors Hom
B•
R (P, )
and HomC•R (P, ) are not isomorphic.
This means that Corollary 2.13 does not hold for rings graded by arbitrary
groups. In [3, Example 4.8] the authors construct a ring R graded by the sym-
metric group Σ3 with the property that the set of autoequivalences Φ of gr-R such
that Φ∗SgR
∼= S
g
R for all g ∈ Σ3 is strictly larger than the set of graded Morita
equivalences from gr-R to gr-R. We note that part of the proof of this statement
is contained in [12].
For Z-graded rings, Corollary 2.13 is extremely powerful, since it provides an
easy way to check if two rings in the graded equivalence class of R are Morita
equivalent. The following application will be particularly helpful for us:
Proposition 2.15. Let R be a graded ring, let P and P ′ be finitely generated graded
projective R-modules, and suppose that F and F ′ are autoequivalences of gr-R such
that F is P -generative and F ′ is P ′-generative. Then EndFR(P ) and End
F ′
R (P
′) are
graded Morita equivalent if and only if F and F ′ are conjugate in Pic(gr-R).
Proof. Let T = EndFR(P ) and let T
′ = EndF
′
R (P
′). Let Φ = HomFR(P, ) : gr-R→
gr-T ; likewise let Φ′ = HomF
′
R (P
′, ) : gr-R→ gr-T ′. By Theorem 2.12, Φ and Φ′
are equivalences of categories; let Ψ and Ψ′ be their respective quasi-inverses.
First assume that F and F ′ are conjugate in Pic(gr-R), so there is an autoe-
quivalence ι of gr-R such that ιF ′ ∼= Fι. Let ι−1 be a quasi-inverse to ι. Define
Θ = ΦιΨ′ : gr-T ′ → gr-T ; note that Φ′ι−1Ψ is a quasi-inverse to Θ.
We apply Corollary 2.13 and compute Θ∗ST . We have:
Θ∗ST = Φ
′ι−1ΨSTΦιΨ
′ = (Φ′)∗(ι
−1Φ∗(ST )ι).
Since by Proposition 2.9 we have Φ∗ST ∼= F and (Φ′)∗F ′ ∼= (Φ′)∗(Φ′)∗ST ′ ∼= ST ′ ,
we see that
Θ∗ST = Φ
′
∗(ι
−1Φ∗(ST )ι) ∼= Φ
′
∗(ι
−1Fι) ∼= Φ′∗(F
′) ∼= ST ′ .
Thus by Corollary 2.13, Θ is a graded Morita equivalence.
Conversely, suppose that Θ : gr-T ′ → gr-T is a graded Morita equivalence. By
Corollary 2.13, we have ΘST ′ ∼= STΘ. Let ι = ΨΘΦ′ ∈ Pic(gr-R). Then we have
that
ιF ′ ∼= ιΨ′ST ′Φ
′ ∼= ΨΘΦ′Ψ′ST ′Φ
′ ∼= ΨΘST ′Φ
′ ∼= ΨSTΘΦ
′ ∼= ΨSTΦΨΘΦ
′ = Fι.
Thus F and F ′ are conjugate in Pic(gr-R). 
3. The Picard group of a graded module category
If S is an ungraded ring, there is a classical map from AutS → PicS. Beattie and
del Rı´o [2] have observed that this extends, using Z-algebras, to graded categories.
That is, given a graded ring R, there is a group homomorphism
π : AutR→ Pic(gr-R)
γ 7→ ( )γ .
(3.1)
We review the construction of the map (3.1). Let γ be an automorphism of the
Z-algebra R, and let M be an R-module. Then there is a twisted module Mγ that
equals M as a vector space, with multiplication ◦γ defined by
m ◦γ r = mγ−1(r).
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The functor ( )γ is isomorphic to ⊗R Rγ , and clearly if MR is unitary, so
is Mγ . Since unitary R-modules and graded R-modules are the same, we may
regard π(γ) = ( )γ as an element of Pic(gr-R); it is a quick computation that
π(αβ) = π(α) ◦ π(β).
As an example, let α be the canonical principal automorphism of R. Then
( )α ∼= SR: if M is a graded R-module, then (Mα)i = M ◦α 1i = M · α−1(1i) =
M · 1i−1 =Mi−1. This isomorphism is easily seen to be natural.
In this section, we explore applications of the map (3.1) to the study of equiv-
alences of graded module categories. We derive implications for the equivalences
known as Zhang twists, and also study the kernel of (3.1).
To begin, we move beyond graded Morita equivalences to investigate the other
well-known examples of graded equivalences: the equivalences induced by twisting
systems, as defined by Zhang [20]. We recall that a twisting system is a set τ = {τn}
of graded k-vector space automorphisms of R satisfying relations
τn(a)τn+m(b) = τn(aτm(b))
for all n,m, l ∈ Z, a ∈ Rm, and b ∈ Rl. Given a ring R and a twisting system τ on
R, we may form a twisted algebra Rτ , with multiplication ⋆ defined by a⋆b = aτm(b)
for a ∈ Rm and b ∈ Rl. These twisted algebras are often referred to as Zhang twists.
In [14, Corollary 4.4], the author characterized Zhang twists as follows:
Theorem 3.2. Let R and S be graded rings. Then the following are equivalent:
(1) S is isomorphic to a Zhang twist of R via a degree-preserving map.
(2) The Z-algebras R and S are isomorphic via a degree-preserving map.
(3) There is a principal automorphism β of R so that S ∼= R
β
via a degree-
preserving map.
(4) There is an equivalence Φ : gr-R→ gr-S such that for all n ∈ Z, Φ(R〈n〉) ∼=
S〈n〉. 
We call a functor Φ satisfying Theorem 3.2(4) a twist functor. We will prove a
result analogous to Corollary 2.13, characterizing twist functors Φ : gr-R → gr-S
in terms of the pullbacks Φ∗SS .
We first make a technical comment: all twist functors may all be written in
a standard form. Suppose that we are given a graded ring R and a principal
automorphism β of R. Let α be the canonical principal automorphism of R. Any
graded R-module is also an R-module and so an R
β
-module. Let ◦R denote the
R-action on M , and let ⋆ denote the R
β
-action. Then the R
β
-action on M is given
as follows: for any m ∈Mi and s ∈ R
β
j we have
(3.3) m ⋆ s = m ◦R α
−iβi(s)
(note that α−iβi(s) ∈ R0j = Rj). This gives an equivalence gr-R → gr-R
β
, which
we call a standard twist functor.
We leave to the reader the verification of the following:
Lemma 3.4. Let R and S be graded rings, and let Φ : gr-R → gr-S be a twist
functor. Let β be the principal automorphism of R induced by SS and Φ, and let
R′ = R
β
. Let Z : gr-R → gr-R′ be the standard twist functor. Let φ : S → R′ be
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the induced ring isomorphism. Then the diagram
gr-R
Z //
Φ ##G
G
G
G
G
G
G
G
gr-R′
gr-S
φ
OO
commutes. That is, without loss of generality any twist functor is standard. 
We now give the desired version of Corollary 2.13 for twist functors.
Proposition 3.5. Let R be a graded ring, and let F be an autoequivalence of gr-R.
Then HomFR(R, ) is a twist functor if and only if F ∼= ( )β for some principal
automorphism β of R.
Proof. Let α denote the canonical principal automorphism of R.
(⇒) Suppose that Φ = HomFR(R, ) : gr-R → gr-S is a twist functor. By
Proposition 2.9, F ∼= Φ∗SS . Let Ψ be a quasi-inverse for Φ. By Lemma 3.4, without
loss of generality we may assume that S = R
β
for some principal automorphism β
of R, and that Φ and Ψ are standard twist functors. We will denote multiplication
in gr-R by ◦R; similarly for ◦S, ◦R. If M is a graded R-module, then as a graded
vector space Φ(M) = M , with the S-module structure on Φ(M) given as follows:
if m ∈Mi and s ∈ Sj = R0j = Rj , then by (3.3)
(3.6) m ◦S s = m ◦R α
−iβi(s)
and likewise
(3.7) m ◦R s = m ◦S β
−iαi(s).
We claim that Φ∗SS ∼= ( )β . LetM be a graded R-module. Note that (FM)i =
(ΨSSΦM)i = Mi−1 = M ◦R β
−1(1i) = (Mβ)i. We verify that FM and Mβ are
isomorphic as R-modules. Let m ∈ (Mβ)i = (FM)i = Mi−1, and let r ∈ Rj . Let
◦1 denote the R-action on Mβ, and let ◦2 denote the R-action on FM . Then we
have that
m ◦1 r = m ◦R β
−1αi(r) = m ◦R α
−(i−1)β−1αi(r).
On the other hand, since m ∈ (FM)i = (ΨSSΦM)i, we have by (3.6) and (3.7)
that
m ◦2 r = m ◦S β
−iαi(r) = m ◦R α
−(i−1)βi−1β−iαi(r)
= m ◦R α
−(i−1)β−1αi(r) = m ◦1 r.
Thus FM ∼= Mβ; we leave to the reader the verification that this isomorphism is
natural in M .
(⇐). Suppose that F ∼= ( )β , where β is a principal automorphism of R. Let
S = R
β
. As mentioned in the discussion after Proposition 2.1, the proof of [14,
Proposition 3.3] shows that R ∼= S. By Theorem 3.2, there is an equivalence of
categories Φ : gr-R → gr-S, where Φ is a twist functor. Let G = Φ∗SS . Then by
Theorem 2.12, Φ ∼= HomGR(R, ). But by the discussion above, we see that G
∼=
( )β ∼= F ; and by Proposition 2.11, Hom
F
R(R, ) is isomorphic to Hom
G
R(R, )
and so is a twist functor. 
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Corollary 3.8. Let R and S be graded rings. An equivalence Φ : gr-R → gr-S is
a Zhang twist followed by a graded Morita equivalence if and only if Φ∗SS ∼= ( )γ
for some principal automorphism γ of R.
Proof. The proof is similar to the proof of Corollary 2.13; since we will not use the
result in the sequel, we omit the details. 
Let R be a graded ring, and let α be the canonical principal automorphism of R.
Since we have seen that ( )α ∼= SR, we immediately have the following corollary:
Corollary 3.9. Let R and S be graded equivalent graded rings, and let π be the
map defined in (3.1). If Φ : gr-R → gr-S is either a graded Morita equivalence or
a twist functor, then Φ∗SS ∈ Imπ. 
We now change focus from the image of (3.1) to its kernel. Beattie and del Rı´o’s
original interest in the map (3.1) was to extend the classical short exact sequence
for an ungraded ring S
0 // InnS // AutS // PicS,
to rings with local units, in particular to Z-algebras, and to characterize the kernel
of (3.1). Let R be a graded ring. We will say that an automorphism γ of R is inner
if γ lies in the kernel of (3.1). The following is a special case of one of the results
of [2]:
Theorem 3.10. [2, Theorem 1.4] Let R be a graded ring, and let γ be a graded
automorphism of R of degree 0. Then γ is inner if and only if for all m,n ∈ Z
there are fm ∈ Rmm = R0 and gn ∈ Rnn = R0 so that for all w ∈ Rmn, γ(w) =
fmwgn. 
The image of (3.1) is almost never trivial, since SR is not (usually) the identity
in gr-R. However, if all degree 0 automorphisms of gr-R are inner, then we expect
the image of (3.1) to be small. In this situation, there are strong consequences for
gr-R. We first see that that there are no nontrivial Zhang twists of R.
Corollary 3.11. Let R be a graded ring such that all automorphisms of R of degree
0 are inner. If Φ : gr-R → gr-S is a twist functor, then S ∼= R and Φ is naturally
isomorphic to Idgr-R.
Proof. Let Φ : gr-R → gr-S be a twist functor; let F = Φ∗SS . By Proposition 3.5,
we know that F ∼= ( )β , for some principal automorphism β of R. Let α be
the canonical principal automorphism of R; then α−1β has degree 0 and so by
assumption is inner. Thus F ∼= ( )β ∼= ( )α ∼= SR. By Theorem 2.12 S ∼=
EndSRR (R)
∼= R, and Φ ∼= HomSRR (R, )
∼= Idgr-R. 
As a second consequence, we show that all autoequivalences of gr-R are deter-
mined by their action on (isomorphism classes of) R-modules. Formally, let F
and F ′ be autoequivalences of the category gr-R. We will say that F and F ′ are
weakly isomorphic, written F ∼=w F ′, if for all finitely generated graded R-modules
M , we have F(M) ∼= F ′(M). There is no assumption on the naturality of this
isomorphism.
Corollary 3.12. Let R be a ring such that all automorphisms of R of degree 0 are
inner, and let F and F ′ be autoequivalences of gr-R. Then F ∼=w F ′ if and only if
F and F ′ are naturally isomorphic.
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Proof. Suppose that F ∼=w F ′. Let G = F(F ′)−1. Then G is weakly isomorphic to
Idgr-R, and so for all n, we have G(R〈n〉) ∼= R〈n〉. That is, G : gr-R → gr-R is a
twist functor. But now by Corollary 3.11, G ∼= Idgr-R and so F ∼= F ′. 
4. Graded modules over the Weyl algebra
From this point on, we will work with the Weyl algebra and its graded module
category. Let k be an algebraically closed field of characteristic 0, and let A =
k{x, y}/(xy − yx − 1) be the (first) Weyl algebra over k. We will grade A by the
Euler gradation, where we put deg x = 1 and deg y = −1.
The goal of the next two sections is to understand the graded Picard group of
A. In Section 6 we will use these results and the methods of Sections 2 and 3 to
prove Theorem 1.2.
We fix notation, which will remain in force for the remainder of the paper. We
will let z = xy, so that A0 = k[z]. Let σ be the automorphism of k[z] given by
σ(z) = z + 1. We will constantly use the fact that graded right A modules are
actually graded (k[z], A)-bimodules: since the grading on A is given by commuting
with z, we have that ρ ∈ k[z] acts on a right A-module M by
ρ ·m = mσ−i(ρ)
for any m ∈Mi.
Our first step in analyzing the category gr-A is to understand simple objects and
the extensions between them. There are very few of these: if M and M ′ are graded
simple modules, then ExtA(M,M
′) is either 0 or k. On the other hand, McConnell
and Robson [10] have shown that, while ExtA(M,N) is always finite-dimensional
for ungraded simple A-modulesM and N , there are simpleM and N with infinitely
many nonisomorphic extensions ofM by N . This is one indication, that, as we will
repeatedly see, the graded structure of A is much more rigid than the ungraded
structure.
Lemmas 4.1 and 4.3 are elementary and presumably known, but we have not
been able to find these specific results in the literature.
As A is hereditary, we will use the abbreviation ExtA for Ext
1
A, and extA for
ext1A.
Lemma 4.1. Up to isomorphism, the graded simple A-modules are precisely:
• X = A/xA and its shifts X〈n〉 for n ∈ Z;
• Y = A/yA〈1〉 and its shifts Y 〈n〉;
• Mλ = A/(z + λ)A for λ ∈ k r Z.
Proof. The graded A-modules are precisely those that decompose as a sum of
weighted subspaces over k[z]. By [5, Theorem 3.2], up to ungraded isomorphism
the simple k[z]-weighted A-modules are
• A/xA;
• A/yA;
• One module Mλ for each coset of (k r Z)/Z.
We observe that if λ ∈ krZ, then Mλ〈1〉 ∼=Mλ+1, and Mλ 6∼=Mµ in gr-A if λ 6= µ.
Thus the graded isomorphism classes of graded simples correspond to the shifts
X〈n〉 and Y 〈n〉, plus one module Mλ for each element of k r Z. 
Another indication of the comparative rigidity of gr-A is that there is only one
outer automorphism of A that preserves the graded structure. This is the map
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ω : A → A defined by ω(x) = y and ω(y) = −x. We will also denote the induced
autoequivalences of gr-A, mod-A, and A-mod by ω. We remark that the action
of ω on the simples X〈n〉, Y 〈n〉 is given by ω(X〈n〉) ∼= Y 〈−n− 1〉 and ω(Y 〈n〉) ∼=
X〈−n− 1〉.
For notational convenience, we will also define ω on graded k-vector spaces as
the functor that reverses grading: if V is a graded vector space, we write ωV for the
graded vector space given by (ωV )n = V−n. Then ω gives isomorphisms of graded
vector spaces
HomA(ωM,ωM
′) ∼= ωHomA(M,M
′)
ExtA(ωM,ωM
′) ∼= ωExtA(M,M
′).
(4.2)
for any M and M ′ in gr-A. If either M or M ′ is a graded A-bimodule, then it is
an easy computation that the maps in 4.2 are A-module maps.
We now compute extensions between simple objects in gr-A. We remind the
reader that homA and extA = ext
1
A refer to homomorphisms in the category gr-A,
and HomA and ExtA refer to mod-A.
Lemma 4.3. (1) ExtA(X,A) ∼= (A/Ax)〈−1〉, and ExtA(Y,A) ∼= A/Ay.
(2) As a graded vector space, ExtA(X,Y ) = ExtA(Y,X) = k, concentrated in
degree 0.
(3) ExtA(X,X) = ExtA(Y, Y ) = 0.
(4) If λ 6= µ, then extA(Mλ,Mµ) = 0, but extA(Mλ,Mλ) = k.
(5) Let λ ∈ k r Z and let S ∈ {X,Y }. Then ExtA(Mλ, S) = ExtA(S,Mλ) = 0.
Proof. (1) We apply HomA( , A) to the short exact sequence
(4.4) 0 // xA // A // X // 0
to obtain:
0 // A // Ax−1 // ExtA(X,A) // 0.
Thus we have computed that ExtA(X,A) ∼= Ax−1/A ∼= (A/Ax)〈−1〉. Applying
ω, we obtain from (4.2) that ExtA(Y 〈−1〉, A) ∼= (A/Ay)〈1〉, and so ExtA(Y,A) ∼=
ExtA(Y 〈−1〉, A)〈−1〉 ∼= A/Ay.
(2) Applying HomA(Y, ) to (4.4), we obtain
0→ ExtA(Y,A)〈1〉 → ExtA(Y,A)→ ExtA(Y,X)→ 0.
Since by (1) we know that ExtA(Y,A)j is 0 if j ≤ −1 and k if j ≥ 0, we see that
ExtA(Y,X) ∼= k. Applying ω, we obtain that
k ∼= ω(k) ∼= ExtA(ωY, ωX) = ExtA(X〈−1〉, Y 〈−1〉) ∼= ExtA(X,Y ).
(3) By applying HomA(X, ) to (4.4), we obtain a long exact sequence:
0→ HomA(X,X)→ ExtA(X,A)〈1〉 → ExtA(X,A)→ ExtA(X,X)→ 0
and a similar computation shows that ExtA(X,X) = 0. Applying ω again we see
that ExtA(Y, Y ) = 0.
(4) We apply homA( ,Mµ) to the exact sequence
0 // A
z+λ // A // Mλ // 0
to obtain
0 // homA(Mλ,Mµ) // k[z]/(z + µ)
z+λ // k[z]/(z + µ) // extA(Mλ,Mµ) // 0.
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It is immediate that extA(Mλ,Mµ) ∼= homA(Mλ,Mµ) and is 0 if λ 6= µ and k if
λ = µ.
(5) This proof is similar to the others, and we omit it. 
We note one consequence of Lemma 4.3: since the sequences
(4.5) 0 // Y // A/zA // X // 0
and
(4.6) 0 // X // (A/(z − 1)A)〈1〉 // Y // 0
do not split, they and their shifts are the only nonsplit extensions in either gr-A or
mod-A involving the shifts of X and Y . In fact, in general we have:
Lemma 4.7. Let Z be an indecomposable graded A-module of finite length. Then
Z is determined up to isomorphism by its Jordan-Ho¨lder quotients.
Proof. This follows by induction from Lemmas 4.1 and 4.3. 
The left k[z]-action on the modules (A/zA)〈n〉 and (A/(z − 1)A)〈n+1〉 is espe-
cially nice. We record this as:
Lemma 4.8. Let n ∈ Z. Then (z + n)(X〈n〉) = 0 = (z + n)(Y 〈n〉), and as graded
left k[z]-modules, we have
(A/zA)〈n〉 ∼= (A/(z − 1)A)〈n+ 1〉 ∼=
⊕
j∈Z
k[z]
(z + n)
.
Proof. This follows from the exact sequences (4.6) and (4.5) and the computation
(z + n)xn = xnz ∈ xn+1A in the quotient ring of A. 
Since Mλ ∼=
⊕
j∈Z k[z]/(z + λ) as a left k[z]-module, we see that any graded
A-module of finite length, when considered as a left k[z]-module, is supported at
finitely many k-points of Spec k[z].
Definition 4.9. If M is a graded right A-module of finite length, we define the
support of M , SuppM , to be the support of M as a left k[z]-module. We are
particularly interested in the cases when SuppM ⊂ Z (we say that M is integrally
supported) or when SuppM = {n} for some n ∈ Z (we say that M is simply
supported at n). Lemma 4.1 and Lemma 4.8 show that X〈n〉 and Y 〈n〉 are the
unique simples simply supported at −n.
We now turn to understanding graded projective A-modules. We will say that
an injection f : P →֒ Q of rank 1 graded projective modules is a maximal embedding
if there is no f ′ : P →֒ Q with Im(f ′) ) Im(f).
Lemma 4.10. Let P and Q be rank 1 graded projective A-modules, and let f : P →
Q be a maximal embedding. Then the module Q/f(P ) is semisimple and integrally
supported.
Proof. Let N = Q/f(P ). As QA is 1-critical, N has finite length. By Lemma 4.1
N has a finite composition series whose factors are isomorphic to X〈n〉, Y 〈n〉, or
Mλ, with λ 6∈ Z.
Suppose that someMλ is a subfactor of N . Then we have f(P ) ⊆ Q1 ⊆ Q2 ⊆ Q,
with Q2/Q1 ∼=Mλ, and so Q1 = (z+λ)Q2. But now (z+λ)−1f(P ) ⊆ (z+λ)−1Q1 =
Q2 ⊆ Q, contradicting the maximality of f .
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Thus N is integrally supported. If N is not semisimple, then by Lemma 4.3, N
has a subfactor isomorphic to either (A/zA)〈n〉 or (A/(z − 1)A)〈n + 1〉. In either
case, arguing as above we have (z + n)−1f(P ) ⊆ Q, contradicting the maximality
of f . 
We have the following easy consequence of Lemma 4.10:
Lemma 4.11. Let P be a rank 1 graded projective A-module. Then for all n≫ 0,
we have homA(P,X〈n〉) = homA(P, Y 〈−n〉) = k.
Proof. Let
0→ P → A→M → 0
be a maximal embedding. Then there are exact sequences
HomA(M,X)→ HomA(A,X)→ HomA(P,X)→ ExtA(M,X)
and
HomA(M,Y )→ HomA(A, Y )→ HomA(P, Y )→ ExtA(M,Y ).
By Lemma 4.10,M is semisimple and and integrally supported. By Lemma 4.3, the
vector spaces HomA(M,X), HomA(M,Y ), ExtA(M,X), and ExtA(M,Y ) are finite-
dimensional; so for n ≫ 0 we have homA(P,X〈n〉) = homA(A,X〈n〉) = X−n = k
and homA(P, Y 〈−n〉) = homA(A, Y 〈−n〉) = Yn = k. 
In fact, more is true: the simple factors of a module P partition the set of
integrally supported simples.
Proposition 4.12. Let P be a rank 1 graded projective A-module, and let n ∈ Z.
Then exactly one of the following is true:
(1) We have
extA(Y 〈n〉, P ) = homA(P,X〈n〉) = k
and
homA(P, Y 〈n〉) = extA(X〈n〉, P ) = 0; or
(2) we have
homA(P,X〈n〉) = extA(Y 〈n〉, P ) = 0
and
extA(X〈n〉, P ) = homA(P, Y 〈n〉) = k.
Proof. We first prove the result for n = 0. By Lemma 4.3, we have extA(X,A) =
0 = Y0 = homA(A, Y ) and extA(Y,A) = k = X0 = homA(A,X). Thus the claim
holds for A = P . For general P , let
(4.13) 0→ P → A→M → 0
be a maximal embedding of P in A. By Lemma 4.10,M is semisimple and integrally
supported. Since Y is not a factor of A, we know that Y is not a factor of M , and
so homA(M,Y ) = homA(Y,M) = extA(M,X) = extA(X,M) = 0. Further, by
Lemma 4.3, there are k-vector space isomorphisms
(4.14) homA(M,X) ∼= extA(M,Y ) ∼= extA(Y,M) ∼= homA(X,M).
Via the long exact Ext sequence, (4.13) induces a diagram with exact rows
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0 // homA(X,M)
∼=

// extA(X,P ) // extA(X,A) = 0
0 // homA(P, Y ) // extA(M,Y ) // 0
where the vertical isomorphism comes from (4.14). Thus extA(X,P ) ∼= homA(P, Y ).
Applying ω, we see that extA(Y, P
′) ∼= homA(P ′, X), where P ′ = (ωP )〈1〉. As P
ranges over all rank 1 graded projectives, so does P ′. This shows that for all P we
have extA(Y, P ) ∼= homA(P,X).
To see that exactly one of (1) and (2) holds, observe that (4.13) also induces a
diagram with exact rows
0 // extA(Y, P ) // extA(Y,A) // extA(Y,M) //
∼=

0
0 // homA(P, Y ) // extA(M,Y ) // 0,
where again the vertical map comes from (4.14). Thus we see that
k = extA(Y,A) ∼= extA(Y, P )⊕ homA(P, Y ).
The claim follows, and by shifting degrees we obtain the result for all n. 
Definition 4.15. For any integer j and rank 1 graded projective P , let Fj(P ) be
the unique graded simple factor of P supported at −j. We will say that two rank
1 projectives P and Q are j-congruent if Fj(P ) ∼= Fj(Q), and are j-opposite if they
are not j-congruent.
Note that Fj(P ) is well-defined by Proposition 4.12.
Lemma 4.16. If P and Q are rank 1 graded projective A-modules that are j-
congruent for all j ∈ Z, then P ∼= Q.
Proof. Let
0→ P → Q→M → 0
be a maximal embedding of P in Q. By Lemma 4.10,M is semisimple and integrally
supported. Let N be a simple summand of M . Consider the sequence
0→ homA(M,N)→ homA(Q,N)→ homA(P,N)→ extA(M,N).
Now, by Proposition 4.12, there is no j such that M contains both X〈j〉 and
Y 〈j〉 as composition factors, and dimk homA(Q,N) = 1. Then, by Lemma 4.3,
extA(M,N) = 0, and so homA(P,N) = 0. This implies that for any j ∈ SuppM ,
the modules P and Q are j-opposite. Since P and Q are always j-congruent, we
must have M = 0 and P ∼= Q. 
This lemma again shows the comparative rigidity of the graded category: it
is certainly not true that the (ungraded) simple factors of a projective module
determine it up to isomorphism, since every projective module is a generator for
mod-A.
We record for future reference the following routine consequence of the fact that
A is hereditary:
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Lemma 4.17. Let P be a finitely generated graded projective A-module. Then P
splits completely as a direct sum of rank 1 graded projective modules. 
5. The Picard group of gr-A
In this section we will calculate the Picard group of gr-A. Let D∞ denote the
infinite dihedral group, and let (Z/2Z)(Z) be the direct sum of countably many
copies of Z/2Z. We will show that there is an exact sequence of groups
1 // (Z/2Z)(Z) // Pic(gr-A) // D∞ // 1
and that in fact Pic(gr-A) is isomorphic to the restricted wreath product
(Z/2Z)wrZD∞ ∼= (Z/2Z)
(Z) ⋊D∞.
We first investigate the automorphism group of the Z-algebra A and the map
(3.1) for A. We establish notation: define mij ∈ Aij = Aj−i to be the canonical
k[z]-module generator of Aj−i; that is, mij is x
j−i if j ≥ i and yi−j if i > j.
Recall that an automorphism of A is inner if it is in the kernel of (3.1).
Lemma 5.1. Let γ be an automorphism of A of degree 0. Then γ is inner.
Proof. For all i, j ∈ Z there is a unit ζij ∈ k[z] such that γ(mij) = ζijmij . Thus
ζij ∈ k∗, and in particular ζij is central in A. Further, for all n ∈ Z we have
ζnn = 1. Applying γ to the identity
mn,n+1mn+1,n −mn,n−1mn−1,n = 1n,
we obtain that ζn,n−1ζn−1,n = 1 for all n, and so γ(z · 1n) = z · 1n. This implies
that for any f ∈ k[z] and i, j ∈ Z, we have
γ(f ·mij) = ζijf ·mij ,
and in particular that ζijζjℓ = ζiℓ for all i, j, ℓ ∈ Z. Thus if v ∈ Aij , we have
γ(v) = ζijv = ζi0ζ0jv = ζi0vζ0j , and so γ is inner by Theorem 3.10. 
Corollary 5.2. If Φ : gr-A→ gr-S is a twist functor, then S ∼= A and Φ ∼= Idgr-A.
Proof. This follows from Lemma 5.1 and Corollary 3.11. 
The next result is the most important application of the rigidity of the category
gr-A: the infinite dihedral group D∞ is a factor as well as a subgroup of Pic(gr-A).
This gives us two integer invariants associated to each element of Pic(gr-A).
Theorem 5.3. Let F be an autoequivalence of gr-A. Then there are unique integers
a = ±1 and b such that for all n ∈ Z, we have
{F(X〈n〉),F(Y 〈n〉)} ∼= {X〈an+ b〉, Y 〈an+ b〉}
and for all λ ∈ k r Z,
F(Mλ) ∼=Maλ+b.
Proof. If a and b exist, they are clearly unique.
We observe from Lemma 4.1 and Lemma 4.3 that F must map the simple mod-
ule Mλ to some other simple Mµ, since these are the only simples with nonsplit
self-extensions. Therefore, F must map integrally supported simples to integrally
supported simples. Further, by Lemma 4.3, for all n ∈ Z the pair {X〈n〉, Y 〈n〉}
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must map to some other pair {X〈n′〉, Y 〈n′〉}, as these pairs form the only non-
split extensions of two nonisomorphic simples. In other words, there is a bijection
g : k → k such that:
(1) If λ ∈ Z, then g(λ) ∈ Z and F({X〈λ〉, Y 〈λ〉}) ∼= {X〈g(λ)〉, Y 〈g(λ)〉}.
(2) If λ ∈ k r Z, then g(λ) 6∈ Z and F(Mλ) ∼=Mg(λ).
Now consider the functor F0 = F( ⊗k[z]A)0 : mod-k[z]→ mod-k[z]. We claim
that for all λ ∈ k, we have F0(k[z]/(z + λ)) ∼= k[z]/(z + g(λ)). This follows from
Lemma 4.8 if λ ∈ Z, and from the definition ofMλ andMg(λ) if λ 6∈ Z. In particular,
as g is a bijection, F0 is invertible and so an autoequivalence of mod-k[z]. But the
only such functors act via automorphisms of k[z], so there are constants a, b ∈ k
such that g(n) = an+ b for all n. As g maps Z bijectively to Z, a must be ±1 and
b must be an integer. 
Definition 5.4. If F is an autoequivalence of gr-A, the integer b above is the rank
of F , and the integer a is the sign of F . We say that F is odd if it has sign -1, and
is even if it has sign 1. We say that F is numerically trivial if it is even and has
rank 0.
For example, SnA is even of rank n, and ω is odd of rank -1.
Since the set of maps g : Z → Z of the form n 7→ ±n+ b is isomorphic to D∞,
and rank and sign clearly behave well with respect to composition of functors, from
Theorem 5.3 we immediately obtain:
Corollary 5.5. Let Pic0(gr-A) be the subgroup of Pic(gr-A) of numerically trivial
autoequivalences. Then Pic(gr-A) ∼= Pic0(gr-A)⋊D∞.
Proof. This follows from Theorem 5.3 and the fact that the subgroup
〈ω,SA〉 ⊆ Pic(gr-A)
is isomorphic to D∞. 
As a second corollary, we see that to check if two autoequivalences of gr-A are
isomorphic, it suffices to see if they agree on integrally supported simples.
Corollary 5.6. Let F and F ′ be autoequivalances of gr-A. Then F ∼= F ′ if and
only if F(S) ∼= F ′(S) for all integrally supported simples S.
Proof. Suppose that F(S) ∼= F ′(S) for all integrally supported simples S. Then
by Theorem 5.3, F and F ′ have the same rank and sign, and so F(S) ∼= F ′(S)
for any simple module S. Let N be a finitely generated graded A-module; we
write N = P ⊕ Z where P is torsion-free (and hence projective) and Z is torsion.
Let Z = Z1 ⊕ Z2 ⊕ · · · ⊕ Zn, where the Zi are indecomposable. By Lemma 4.7,
F(Zi) ∼= F ′(Zi) for all i, so F(Z) ∼= F ′(Z).
By Lemma 4.17, P splits completely as a direct sum of rank 1 graded projectives;
we write P ∼= P1 ⊕ · · · ⊕ Pn, where the Pi have rank 1. Since F and F ′ agree on
simples, for each i the modules FPi and F ′Pi have isomorphic simple factors and so
by Lemma 4.16, FPi ∼= F ′Pi for all i. Thus FP ∼= F ′P , and so FN ∼= FP ⊕FZ ∼=
F ′P ⊕ F ′Z ∼= F ′N . Thus F and F ′ are weakly isomorphic; by Lemma 5.1 and
Corollary 3.12, F ∼= F ′.
The other direction is trivial. 
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A priori, it is not clear that Pic0(gr-A) is nontrivial. It turns out, however, that
this group is quite large. We exhibit generators for it in the next proposition.
We recall the notation from Definition 4.15 that if P is a rank 1 graded projective
module, then Fj(P ) is the unique simple factor of P supported at −j.
Proposition 5.7. For any j ∈ Z there is a numerically trivial automorphism ιj of
gr-A such that ιj(X〈j〉) ∼= Y 〈j〉, ιj(Y 〈j〉) ∼= X〈j〉, and if j′ 6= j, then ιj(X〈j′〉) ∼=
X〈j′〉 and ιj(Y 〈j
′〉) ∼= Y 〈j′〉. Further, for any i, j ∈ Z,
(5.8) SiAιj
∼= ιi+jS
i
A,
and ι2j
∼= Idgr-A.
Proof. Suppose that ι0 exists as described. Then the automorphism ιj = S
j
Aι0S
−j
A
has the required properties, and (5.8) is satisfied by construction. Thus it suffices
to construct ι0.
We first define the action of ι0 on rank 1 graded projective modules. Let P be
such a module. By Proposition 4.12, we know that homA(P,X⊕Y ) = k; thus there
is a unique submodule N of P such that the sequence
0 // N // P // X ⊕ Y
is exact. Formally, N is the reject of X ⊕ Y in P ; we remark that N is 0-opposite
to P . Let ι0(P ) = N .
Suppose that Q is a rank 1 projective that is 0-opposite to P . Let f : Q→ P be
a nonzero map. We claim that f(Q) ⊆ N . To see this, let S = F0(P ). Since Q is
0-opposite to P , we have that homA(Q,S) = 0. Thus if we let M = Coker f , from
the exact sequence
0→ homA(M,S)→ homA(P, S)→ homA(Q,S) = 0
we see that homA(M,S) ∼= homA(P, S) = k. Thus there is some N ′ with f(Q) ⊆
N ′ ⊆ P and P/N ′ ∼= S; but now since S ∼= P/N and homA(P, S) ∼= k, we have
N ′ = N and so f(Q) ⊆ N , as claimed.
We next define the action of ι0 on morphisms between rank 1 projectives. Let
f : P → P ′, where P and P ′ are rank 1 graded projective modules. Define ι0(f) :
ι0(P ) → ι0(P ′) to be f |ι0(P ). We verify that this is well-defined — that is, that
f(ι0(P )) ⊆ ι0(P ′). If P ′ and P are 0-congruent, then ι0(P ) and P ′ are 0-opposite,
so by the claim above we have f(ι0(P )) ⊆ ι0(P ′). On the other hand, if P ′ and P
are 0-opposite, then f(P ) ⊆ ι0(P ′) so certainly f(ι0(P )) ⊆ ι0(P ′).
It is clear that ι0 behaves functorially on maps between rank 1 projectives; that
is, it sends identities to identities and preserves commuting triangles. By standard
arguments, ι0 extends uniquely to a functor defined on all modules and morphisms
in gr-A.
We show that ι0 has the properties claimed. Let P be a rank 1 graded projective
module. By Lemma 4.8 we have ι20P = zP . Without loss of generality, we may
regard P as a submodule of the graded quotient ring of A; thus if we define ι−10 (P ) =
z−1ι0(P ) and extend to all of gr-A it is clear that ι0ι
−1
0 = ι
−1
0 ι0 = Idgr-A. Thus ι0
is an automorphism of gr-A. We also note that if ι0 behaves as claimed on simple
modules, then for any integrally supported simple S, we have ι20(S)
∼= S, and so by
Corollary 5.6, ι20
∼= Idgr-A.
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Thus it remains to establish that ι0 acts as claimed on simples. First, since
ι0A = xA, by applying ι0 to the exact sequence
0→ xA→ A→ X → 0
we obtain
0→ zA→ xA→ ι0(X)→ 0
and so ι0(X) ∼= xA/zA ∼= Y .
By Theorem 5.3, we see that ι0 has rank 0 and sends Y to X . We show that ι0
is even by computing ι0(X〈1〉). Let P = (z + 1)A + x
2A. It is straightforward to
see that A/P ∼= X〈1〉, and that P/x2A ∼= X . Thus x2A = ι0(P ), and applying ι0
to the exact sequence
0→ P → A→ X〈1〉 → 0
gives
0→ x2A→ xA→ ι0(X〈1〉)→ 0.
Thus ι0(X〈1〉) ∼= xA/x2A ∼= X〈1〉. Therefore the image of ι0 in the factor group
D∞ of Pic(gr-A) acts on Z by sending 0 to 0 and 1 to 1, and so must be the identity.
The simple factors of ι0(A) ∼= A〈1〉 are {X〈j〉}j≥1 and {Y 〈j〉}j≤0. Thus for
all j 6= 0 we have Fj(A) ∼= Fj(ι0(A)), which is isomorphic to ι0(Fj(A)) since ι0
is numerically trivial. Theorem 5.3 shows that ι0 has the desired behavior on
integrally supported simples. 
It is clear that ιiιj = ιjιi and that the subgroup of Pic(gr-A) generated by the
{ιj} is isomorphic to the countable direct sum (Z/2Z)(Z). It is convenient to identify
this with the set of finite subsets of Z, which we denote Zfin. The group operation
on Zfin is exclusive or, which we write as ⊕; thus for K, J ∈ Zfin, we have
K ⊕ J = (K ∪ J)r (K ∩ J).
The identity element of Zfin is ∅.
There are multiplicative and additive actions of Z on Zfin, given by
nJ = {nj | j ∈ J}
and
J + n = {j + n | j ∈ J}
for any n ∈ Z and J ∈ Zfin. In particular, D∞ is naturally a subgroup of Aut(Zfin).
To each J ∈ Zfin, we may associate an automorphism of gr-A, which we write
either ιJ or ι[J ]. It is defined by
ι[J ] = ιJ =
∏
j∈J
ιj ,
with inverse
ι−1J =
(∏
j∈J
(z + j)−1
)
ιJ .
For completeness, we define ι∅ = Idgr-A. Because ι
2
J
∼= Idgr-A, we refer to the
functors ιJ as involutions. We note that if P is a rank 1 graded projective A-
module, then ιJP is the unique submodule of P that is maximal with respect to
the property that it is j-opposite to P for all j ∈ J . (In fact, it is possible to give
a categorical definition of the functors ιJ as the autoequivalences of gr-A that are
subfunctors of the identity on projectives and whose square is naturally isomorphic
to Idgr-A. We will not prove this assertion.)
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We now show that the subgroup of involutions of gr-A is in fact equal to
Pic0(gr-A).
Corollary 5.9. Define
Λ : Zfin → Pic0(gr-A)
J 7→ ιJ
Then Λ is a group isomorphism.
Proof. Since (ιj)
2 ∼= Idgr-A for all j, we have that ιK ιJ ∼= ι[K ⊕ J ]. Therefore Λ is
a group homomorphism, and it is clearly injective. We prove surjectivity.
Suppose that [F ] ∈ Pic0(gr-A), and let P = F(A). Since F is numerically trivial,
F(Fj(A)) ∼= Fj(P ) for all j; thus by Lemma 4.11, the set
J = {n | F(X〈n〉) ∼= Y 〈n〉}
is finite. Since for all integrally supported simples S we have ιJ (S) ∼= F(S), by
Corollary 5.6 it follows that F ∼= ιJ . 
Corollary 5.10. The automorphism group of A is generated by inner automor-
phisms, by the canonical principal automorphism α, and by the map ω : A → A
given by ω(mij) = m−i,−j if j ≥ i and ω(mij) = −m−i,−j if j < i. In particular,
if π is the map defined in (3.1), then
Im(π) = 〈ω,SA〉 ⊆ Pic(gr-A).
Proof. As ω is clearly induced from the ring automorphism ω : A → A, it is well-
defined and is an automorphism of A. We note that π(ω) ∼= ω and π(α) ∼= SA.
We consider the map (3.1). Let β ∈ Aut(A). By Theorem 5.3, there is some
γ ∈ 〈α, ω〉 so that π(βγ−1) is a numerically trivial autoequivalence of gr-A. Thus
without loss of generality we may suppose that π(β) ∈ Pic0(gr-A). We will show
that this implies that β is inner.
Note that if M is a cyclic graded right A-module, then Mβ is also cyclic as an
A-module and therefore as an A-module. Now, the rank 1 cyclic graded projective
rightA-modules are precisely the shifts A〈n〉; these are the rank 1 graded projectives
P so that
{i | Fi(P ) ∼= X〈i〉} = [n,∞)
for some n ∈ Z.
By Corollary 5.9, there is some J ∈ Zfin so that π(β) ∼= ιJ . Suppose that J 6= ∅,
and let
j = min J − 1.
Let P = ιJ (A〈j〉) ∼= (A〈j〉)β . Then
{i | Fi(P ) ∼= X〈i〉} = {j} ⊔
(
[j + 2,∞)r J
)
.
Therefore, P is not cyclic, a contradiction.
Thus J = ∅ and so π(β) ∼= Idgr-A; thus by definition β is inner. 
We note the contrast between the the graded and ungraded behavior of A. Let us
write the ungraded Picard group of A as Pic(mod-A). Then a theorem of Stafford
[17, Corollary 4.5(i)] says that the natural map from Aut(A) → Pic(mod-A) is
surjective. On the other hand, Corollary 5.10 shows that
Pic(gr-A) = Pic0(gr-A)⋊ Imπ,
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and we have seen that Pic0(gr-A) is large— in particular, it is not finitely generated.
Corollary 5.11. The group Pic(gr-A) is generated by SA, ω, and ι0, and is iso-
morphic to the restricted wreath product (Z/2Z)wrZD∞ ∼= Zfin ⋊D∞.
Proof. This follows from Corollary 5.5, Corollary 5.9, (5.8), and the computation
ωιjω = ι−1−j . 
Corollary 5.12. Let F be an autoequivalence of gr-A. Then there are a unique
integer b and a unique J ∈ Zfin such that if F is even, then F ∼= SbA ◦ ιJ , and if F
is odd, then F ∼= SbA ◦ ιJ ◦ ω. 
We end the section with several technical lemmas. First, it is useful to have
some explicit formulae for computing involutions.
Lemma 5.13. (1) For any J ∈ Zfin,
ιJA =
⋂
i∈J
ιiA.
(2) For any i ∈ Z, consider yiA ⊆ A[y−1]. Then for any j ∈ Z, we have
ιjy
iA = yiιj+iA.
(3) For any i ∈ Z,
ιiA =


(z + i)A+ xi+1A if i ≥ 1
xA if i = 0
yA if i = −1
(z + i)A+ y−iA if i ≤ −2
Proof. (1) We note that ιJA is i-opposite to A for all i ∈ J ; therefore, ιJA ⊆ ιiA
for any i ∈ J . For any i ∈ Z and rank 1 graded projective P , we know that ιiP is
a maximal submodule of P . Therefore, ιJA has height #J in A; as the length of
A/(
⋂
i∈J ιiA) is #J , we conclude that ιJA =
⋂
i∈J ιiA.
(2) As graded modules, ιjy
iA ∼= ιjS
−i
A A
∼= S−iA ιj+iA
∼= yiιj+iA. Furthermore,
both are maximal submodules of yiA. Therefore they must be equal.
We leave the computation of (3) to the reader. 
We also give two lemmas that we will use to understand when an autoequivalence
of gr-A is generative.
Lemma 5.14. If F is an autoequivalence of gr-A, then F is P -generative if and
only if the set {FnP} generates all integrally supported graded simple A-modules.
Proof. One direction is clear. For the other, suppose that {FnP} generates all
integrally supported graded simples. It suffices to prove that {FnP} generates all
rank 1 graded projectives. Let Q be an arbitrary rank 1 graded projective, and
let ψ : P →֒ Q be a maximal embedding. By Lemma 4.10, Q/ψ(P ) is semisimple
and integrally supported, and thus generated by {FnP}. Thus there is a surjection
φ :
⊕j
i=1 F
niP ։ Q/ψ(P ) that by projectivity of the FniP lifts to a map φ :⊕j
i=1 F
niP → Q. Since Imψ + Imφ = Q, therefore {FnP} generates Q. 
Lemma 5.15. If F is a generative autoequivalence of gr-A, then F is even and
has nonzero rank.
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Proof. We note that ωSA ∼= S
−1
A ω. Let F ∈ Pic(gr-R) be generative. Suppose that
F is odd, so by Corollary 5.12, F ∼= SnAιJω for some n ∈ Z and J ∈ Zfin. Then for
K = (J + n)⊕ (−J − 1), we have,
F2 ∼= SnAιJωS
n
AιJω
∼= SnAιJS
−n
A ι[−J − 1]
∼= ιK .
Thus, F4 ∼= Idgr-A, contradicting the generativeness of F .
Thus F is even; since the involutions ιJ are not generative, the rank of F must
be nonzero. 
6. Classifying rings graded equivalent to the Weyl algebra
We are now ready to classify rings graded equivalent to A and prove Theorem 1.2.
Theorem 2.12 and the analysis of Pic(gr-A) completed in the previous section are
our basic tools; using them, we are able to compute twisted endomorphism rings
extremely explicitly, and we obtain “canonical” representatives for each graded
Morita equivalence class.
As a first illustration of our approach, note that for any n ≥ 1, SnA isA-generative.
This can be seen either from Lemma 5.14, or directly: since xn−1A + yA = A,
thereforeA〈n−1〉 and A〈−1〉 generateA and (by induction) all A〈−1〉, · · · , A〈n−1〉.
It is straightforward to see that if F = SnA, then End
F
A(A)
∼= A(n) =
⊕
i∈ZAni,
the n’th Veronese of A. Thus by Proposition 2.9, A is graded equivalent to A(n),
which is of course the Z/nZ-invariant ring of A. This is in marked contrast to
most commutative graded rings, where if n ≥ 2, we expect that a ring and its n’th
Veronese will have the same Proj, but not the same graded module category. Note
that if we grade R = k[x, y] by deg x = 1 and deg y = −1, then SnR is generative
exactly when n = ±1; this tells us that no Veronese of R is graded equivalent to R.
Our goal is to compute (up to graded Morita equivalence) all rings that are
graded equivalent to gr-A. In general we will see a combination of idealizers, as in
the ring B from the Introduction, and Veronese rings, as discussed above. More
specifically, let f(z) be a monic polynomial in z, and let n be a positive integer.
We define the generalized Weyl algebra defined by f and n, denoted W(f, n), to be
the k-algebra generated by X , Y , and z subject to the relations:
Xz − zX = nX Y z − zY = −nY
XY = f Y X = f(z − n).
These rings were defined by Bavula [5], and have been extensively studied by him.
In particular, Bavula proves the following:
Theorem 6.1. ([5, Proposition 1.3, Corollary 3.2, Theorem 5]) If f does not have
multiple roots or two distinct roots differing by a multiple of n, then W(f, n) is a
simple hereditary Noetherian domain. 
We caution the reader that Bavula uses slightly different notation; in particular,
for Bavula the parameter n is always equal to 1. Since W (f, n) ∼= W (g, 1) for an
appropriate choice of g, this is purely notational.
For any J ∈ Zfin, define fJ =
∏
j∈J (z + j). Now let n be a positive integer, and
let J ⊆ {0, . . . , n− 1}. Define J = {0, . . . , n− 1}r J , and let W = W (fJ , n). We
define a ring S(J, n) by
S(J, n) = k[z] + fJW ⊆W.
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Note that S(J, n) = IW (fJW ), the idealizer of fJW in W . As a subring of W ,
S(J, n) is a domain; by [13, Theorem 4.3], it is hereditary and Noetherian.
Example 6.2. (1) Let n = 1. There are two subsets of {0}. If J = {0}, then
fJ = 1 and soW =W (1, 1)
∼= A[y−1]. Let T = A[y−1]. Then S({0}, 1) ∼= IT (zT ) =
IT (xT ). On the other hand, if J = ∅, then S(∅, 1) ∼= W(z, 1) ∼= A.
(2) Now let n > 1 and let J = ∅. Then fJ = 1, and S(∅, n) =W (
∏n−1
i=0 (z+i), n),
which is isomorphic to the n’th Veronese A(n) via
X 7→ xn
Y 7→ yn
z 7→ z.
We will see that the rings S(J, n) give all the graded Morita equivalence classes
of rings graded equivalent to A. However, they are not quite unique representatives
for these equivalence classes. We call a pair (J, n) ∈ Zfin × Z an admissible pair if
n ≥ 1 and J ⊆ {0, . . . , n − 1}. We will say that two admissible pairs (J, n) and
(J ′, n′) have the same necklace type if n = n′ and there is some integer j such that
J + j ≡ J ′ (mod n). The idea is that J and J ′ both encode a string of n beads,
some black and some white, and that two pairs have the same necklace type if the
strings make identical necklaces once we join the ends; we are allowed to rotate
necklaces but not to turn them over. These necklaces are well-known combinatorial
objects. The number of necklaces of n black and white beads is
1
n
∑
d|n
φ(d)2n/d,
where φ is the Euler totient function [18, Exercise 7.112].
We will prove:
Theorem 6.3. If S is a Z-graded ring, then gr-A ≃ gr-S if and only if there
is an admissible pair (J, n) such that S is graded Morita equivalent to S(J, n).
Furthermore, S(J, n) and S(L, r) are graded Morita equivalent if and only if (J, n)
and (L, r) have the same necklace type.
This proves Theorem 1.2 from the Introduction. We also obtain Theorem 1.3:
Corollary 6.4. The graded Morita equivalence classes of rings graded equivalent
to A are in 1-1 correspondence with pairs (J, n) where n is a positive integer and J
is a necklace of n black and white beads. 
Our program for proving Theorem 6.3 has two parts. First we will understand
conjugacy classes in Pic(gr-A) and thus graded Morita equivalence classes of rings
graded equivalent to A. Then we will compute representative rings for each equiv-
alence class.
For the first part, we will need several easy combinatorial lemmas. We begin by
establishing notation. For any positive integer n, define an operator ∂n on Zfin by
setting
∂nJ = J ⊕ (J − n).
Note that ∂n(I ⊕ J) = ∂nI ⊕ ∂nJ .
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Given i, n ∈ Z with 0 ≤ i ≤ n− 1 and J ∈ Zfin, define
Jni = {j ∈ Z | nj + i ∈ J}.
Lemma 6.5. For all n, the operator ∂n is a one-to-one map from Zfin onto
{J ∈ Zfin | #(J
n
i ) is even for 0 ≤ i ≤ n− 1}.
Proof. We first prove the lemma for n = 1. Let J ∈ Zfin with #J = 2m and write
J = {a1 < b1 < · · · < am < bm}. Let
K =
m⊔
i=1
{ai + 1, ai + 2, . . . , bi − 1, bi}.
ThenK∪(K−1) =
⊔m
i=1{ai, ai+1, . . . bi}, andK∩(K−1) =
⊔m
i=1{ai+1, . . . bi−1}.
We see that ∂1K = K ⊕ (K − 1) =
⊔m
i=1{ai, bi} = J . (Thus ∂1K is in some sense
the “boundary” of K.)
Now suppose that K 6= ∅. Let r be the maximal element of K. Then r 6∈ K − 1,
so r ∈ (K ∪ (K − 1))r (K ∩ (K − 1)) = ∂1K, and ∂1K 6= ∅.
Finally, given I ∈ Zfin, put I ′ = I ∩ (I − 1). Then we have
∂1I =
(
I r I ′
)
∪
(
(I − 1)r I ′)
)
.
This is a disjoint union, and as I and I − 1 have the same number of elements, we
have #∂1I = 2 ·#(I r I ′).
Now let n > 1, and let J ∈ Zfin. Then
∂nJ =
n−1⊔
i=0
n(∂1J
n
i ) + i.
Thus the result for general n follows from the result for n = 1. 
Lemma 6.6. (1) Let F be a generative autoequivalence of gr-A. Then F is conju-
gate in Pic(gr-A) to some SnAιJ , where (J, n) is an admissible pair.
(2) If (J, n) and (L,m) are admissible pairs, then SmA ιL and S
n
AιJ are conjugate
in Pic(gr-A) if and only if (J, n) and (L,m) have the same necklace type.
Proof. (1) By Lemma 5.15 F is even and has nonzero rank; thus by Corollary 5.12
F ∼= SnAιK for some n 6= 0 and some K ∈ Zfin. Since ωFω has rank −n, without
loss of generality we may assume that n > 0.
Define the set J ⊆ {0, . . . , n− 1} to be:
J = {i | #Kni is odd }.
Then for all 0 ≤ i ≤ n− 1 we have that #(J ⊕K)ni is even, so by Lemma 6.5 there
is some I ∈ Zfin such that ∂nI = J ⊕K. That is,
ιIS
n
AιK ιI
∼= SnAι[(I − n)⊕K ⊕ I] = S
n
Aι[∂nI ⊕K] = S
n
AιJ .
(2) Let (J, n) and (L,m) be admissible pairs. Note that conjugating by ω sends a
rank n autoequivalence to a rank −n autoequivalence, while conjugating by an even
autoequivalence preserves rank. Since m,n ≥ 1, if SmA ιL and S
n
AιJ are conjugate in
Pic(gr-A) then they are conjugate in the subgroup of even autoequivalences, and
we have m = n.
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Suppose that m = n. Then by the above and by Corollary 5.12, SnAιL and
SnιJ are conjugate if and only if there are some j ∈ Z and I ∈ Zfin such that
SjAιIS
nιJ ιIS
−j
A
∼= SnιL; this is equivalent to the existence of I and j such that
J = ∂nI ⊕ (L− j).
By Lemma 6.5, such an I exists if and only if (L− j)ni and J
n
i have the same parity
for all 0 ≤ i ≤ n− 1. But since J and L are both contained in {0, . . . , n− 1} this
is true if and only if (L − j) ≡ J (mod n). This is equivalent to (L, n) and (J, n)
having the same necklace type. 
Lemma 6.7. Let F = SnA ◦ ιI , where n > 0 and I ⊆ {0, . . . , n − 1}. Then F is
A-generative.
Proof. We introduce notation: for j 6= 0 define sets Γj and ∆j by
Γj =


(I + n)⊕ (I + 2n)⊕ · · · ⊕ (I + jn) if j > 0
I ⊕ (I − n)⊕ · · · ⊕ (I + (j + 1)n) if j < 0
∆j =


{0, . . . , nj − 1} if j > 0
{−1, . . . , nj} if j < 0.
(Thus ι[∆j ]A ∼= A〈nj〉.) Then we see that if j 6= 0,
F jA ∼= ι[Γj ]S
nj
A A
∼= ι[Γj ]ι[∆j ]A = ι[Γj ⊕∆j ]A.
Let Jj = Γj ⊕ ∆j for j 6= 0. By Lemma 5.14, {F jA} generates gr-A if and
only if {F jA} generates all integrally supported simple modules. Since A generates
X〈l〉l≥0 and Y 〈l〉l≤−1 we see that F is A-generative if and only if for all l ≥ 0, some
F jA generates Y 〈l〉, and for all l ≤ −1, some F jA generates X〈l〉. That is, F is
A-generative if and only if ⋃
j 6=0
Jj = Z.(6.8)
Now, if i 6∈ I, then Γj ∩ (nZ+ i) = ∅, and so if j > 0, then
Jj ∩ (nZ+ i) = ∆j ∩ (nZ+ i) = {i, n+ i, . . . , n(j − 1) + i}.
If j < 0, then Jj ∩ (nZ+ i) = {i− n, . . . , i+ nj}. Thus (nZ+ i) ⊆
⋃
j 6=0 Jj .
Now suppose that i ∈ I. Then if j > 0, then Γj∩(nZ+i) = {n+i, . . . , nj+i} and
if j < 0, then Γj ∩ (nZ+ i) = {i, i−n, . . . , i+n(j+1)}. We see that Jj ∩ (nZ+ i) =
(Γj ⊕∆j) ∩ (nZ + i) = {i, i+ nj}. Again we have that (nZ + i) ⊆
⋃
j 6=0 Jj . Thus
(6.8) is satisfied, and F is A-generative. 
We have gathered the ingredients for one-half of the proof of Theorem 6.3. The
other necessary piece is:
Proposition 6.9. Let F ∼= SnAιJ , with (J, n) an admissible pair. Then End
F
A(A)
is isomorphic to S(J, n).
Assuming this proposition for the moment, we may now prove Theorem 6.3.
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Proof of Theorem 6.3. Proposition 6.9 tells us that if (J, n) is an admissible pair,
then S(J, n) is isomorphic to EndFA(A) for F = S
n
AιJ . By Lemma 6.7, such an F is
A-generative; thus by Theorem 2.12, S(J, n) is graded equivalent to A.
Now let S be a graded ring and let Φ : gr-A → gr-S be a category equivalence,
with quasi-inverse Ψ. Let F = Φ∗SS , let m be the rank of F , and let P = ΨS.
By Theorem 2.12, F is P -generative. By Lemma 6.6(1), there is some F ′ in the
conjugacy class of F of the form F ′ ∼= SnAιJ with (J, n) an admissible pair. By
Lemma 6.7, F ′ is A-generative; thus by Proposition 2.15, S = EndFR(P ) is graded
Morita equivalent to EndF
′
A (A). By Proposition 6.9, End
F ′
A (A) is isomorphic to
S(J, n).
Now let (L, r) be another admissible pair, and let G = SrAιL. By Proposition 6.9
and Proposition 2.15, S(L, r) ∼= EndGA(A) and S(J, n) are graded Morita equivalent
if and only if G and F ′ are conjugate in Pic(gr-A); but by Lemma 6.6(2) this is
true if and only if (L, r) and (J, n) have the same necklace type. 
To complete the proof of Theorem 6.3, all that remains is to prove Proposi-
tion 6.9. Before doing this, we give a general lemma allowing us to calculate
twisted endomorphism rings explicitly. To carry out our computations, we will
work in two localizations of A. Let D be the graded quotient ring of A and let
T = A[y−1]. If σ is the automorphism of k[z] or k(z) that sends z 7→ z + 1, we
have that D ∼= k(z)[x, x−1;σ] = k(z)[y−1, y;σ] and that T ∼= k[z][y−1, y;σ], which
we write in this way to emphasize the grading.
Lemma 6.10. Let F be an A-generative (and therefore even) rank n autoequiv-
alence of gr-A, and let C be the F-twisted endomorphism ring EndFA(A). Write
F = SnA ◦ ιJ , and define A-submodules M(j) of D by:
M(j) =


(∏j
i=1 ι[J + ni]
−1
)
A if j ≥ 1
A if j = 0(∏−j−1
i=0 ι[J − ni]
)
A if j ≤ −1
and a graded vector subspace C′ =
⊕
j∈Z C
′
j of the Veronese ring D
(n) by
C′j =M(j)nj .
Then C′ is a subring of D(n) and C′ ∼= C.
Proof. Since ιJ(D) ⊆ D is the graded injective hull of ιJA, then ιJ (D) = D and
so for any j ∈ Z, we have F jD = SnjA D = D〈nj〉; further, if g : D → D is
a graded A-module map, then ιJ (g) = g and so F j(g) = S
nj
A (g) as maps from
D〈nj〉 → D〈nj〉.
Now, for each j ∈ Z there is a natural map ψj : F jA→ D〈nj〉 given by applying
F j to the inclusion ψ0 : A →֒ D. For j ≥ 1, ψj is the composition
F jA→ SnjA ι[J − n(j − 1)] ◦ · · · ◦ ιJA →֒ D〈nj〉,
and for j ≤ −1, ψj is the composition
F jA→ SnjA ι[J + n(−j)]
−1 ◦ · · · ◦ ι[J + n]−1A →֒ D〈nj〉.
Notice that the image of ψj is precisely S
nj
A M(−j). That is, for any j ∈ Z the
module M(j) may be identified with SnjA F
−jA.
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Let H be the Z-algebra H = HA(
⊕
j∈Z F
jA,
⊕
j∈Z F
jA); that is,
Hij = homA(F
jA,F iA).
Suppose that f : F jA → F iA is an element of Hij . Then by graded injectivity of
D〈ni〉, there is a unique map f˜ : D〈nj〉 → D〈ni〉 such that the diagram
F jA
f //
ψj

F iA
ψi

D〈nj〉
ef
// D〈ni〉
(6.11)
commutes. Let E = D(n) and define a map
φ : H → E = HA(
⊕
j∈Z
D〈nj〉,
⊕
i∈Z
D〈ni〉)
by defining φ(f) = f˜ .
We claim that φ is a homomorphism of principal Z-algebras; that is, φ is a
(graded) map of Z-algebras that commutes with the principal automorphisms of
H and E. Let β be the principal automorphism of H induced from F and let α
be the canonical principal automorphism of E, induced from SnA. Since F and SA
are automorphisms of gr-A, in this case the compatibility isomorphisms are trivial,
and we have β(f) = F(f) and α(φ(f)) = SnA(φ(f)).
Given f ∈ Hij and g ∈ Hjk, there is a commutative diagram
FkA
g //
ψk

F jA
f //
ψj

F iA
ψi

D〈nk〉
φ(g) //
φ(f◦g)
44D〈nj〉
φ(f) // D〈ni〉.
Uniqueness of the lifting φ(f ◦ g) gives us that φ(f ◦ g) = φ(f) ◦ φ(g), and so φ is a
homomorphism of Z-algebras.
We verify that φ is a morphism of principal Z-algebras. Fix f ∈ Hij . Then φ(f)
is given by the diagram (6.11), where φ(f) = f˜ . Applying F to (6.11), we obtain:
F j+1A
F(f)=β(f) //
F(ψj)

F i+1A
F(ψi)

D〈n(j + 1)〉
F(φ(f))=SnA(φ(f))=α(φ(f)) // D〈n(i + 1)〉.
(6.12)
But by construction, F(ψj) = ψj+1 and F(ψi) = ψi+1, so (6.12) is precisely the
diagram giving φ(β(f)). That is, φ(β(f)) = α(φ(f)), and φ is a map of principal
Z-algebras, as claimed.
In particular, the canonical principal map α on E restricts to a principal map on
the image of φ. We saw that α induces a natural ring structure on
⊕
j∈Z E0j that
makes it isomorphic to D(n). By Remark 2.10, it likewise induces a ring structure
isomorphic to D(n) on
⊕
j∈ZE−j,0. Thus we may restrict the identifications E0,j =
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Dnj = E−j,0 to the image of φ to obtain a subring of D
(n). That is, the natural
map
Cj ∼= homA(A,F
−jA)→ homA(A,S
−nj
A (M(j))) =M(j)nj
φ
→ E−j,0 = Dnj
gives a ring monomorphism
φ : C →֒ D(n).
Therefore, C′ = Imφ =
⊕
j∈ZM(j)nj is a subring of D
(n) and C ∼= C′, as claimed.

Proof of Proposition 6.9. The proof is by direct computation. Put S = EndFA(A).
By Lemma 6.10, we may compute S via:
S ∼=
⊕
j∈Z
M(j)nj ⊆ D
(n)
where
M(j) = SnjA F
−jA =


ι[(J + n)⊕ · · · ⊕ (J + jn)]−1A for j ≥ 1
A for j = 0
ι[J ⊕ (J − n)⊕ · · · ⊕ (J + (j + 1)n)]A for j ≤ −1.
Therefore, if j > 0 we have
Sj =M(j)nj = (ι[(J + n)⊕ · · · ⊕ (J + jn)]
−1A)nj
=
( j∏
l=1
fJ+nl
)−1
· (ι[(J + n)⊕ · · · ⊕ (J + jn)]A)nj ,
and if j < 0 we have
Sj = (ι[J ⊕ (J − n)⊕ · · · ⊕ (J + (j + 1)n)]A)nj .
If j = 0 then S0 = A0 = k[z].
We compute the terms Sj , using Lemma 5.13. We first let j < 0. We want the
y−nj term of
ι[J ⊕ (J − n)⊕ · · · ⊕ (J + (j + 1)n)]A = ι[J ∪ (J − n) ∪ · · · ∪ (J + (j + 1)n)]A.
Let L = (J − n) ∪ · · · ∪ (J + (j + 1)n). If i ∈ L, then since 0 > i > nj, by
Lemma 5.13(3) we have (ιiA)nj = y
−njk[z]. If i ∈ J , then (ιiA)nj = (z+i)y
−njk[z].
That is, if j < 0 we have by Lemma 5.13(1) that
(6.13) Sj =
⋂
i∈J∪L
ιiA =
(∏
i∈J
(z + i)
)
y−njk[z] ∩ y−njk[z] = fJy
−njk[z].
Now consider the terms for j > 0. Let
K = (J + n)⊕ · · · ⊕ (J + nj) = (J + n) ∪ · · · ∪ (J + nj).
Put K ′ = K ∩ Z≤nj−1 and K ′′ = K ∩ Z≥nj = J + nj. A similar computation
shows that (ιK′A)nj = x
njk[z], and (ιK′′A)nj = fK′′x
njk[z] = fJ+njx
njk[z]. Now,
K = K ′ ∪K ′′ and we see that
(ιKA)nj = (ιK′A)nj ∩ (ιK′′A)nj = fJ+njx
njk[z].
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Thus,
Sj =
( j∏
l=1
f−1J+nl
)
· (ιKA)nj =
( j∏
l=1
f−1J+nl
)
· fJ+njx
njk[z]
= fJ ·
(j−1∏
l=0
f−1J+nl
)
xnjk[z].
It is straightforward to verify that this is equal to
fJ · (f
−1
J x
n)jk[z].
Recall the notation that J = {0 . . . n − 1} r J . Since xn =
∏n−1
i=0 (z + i)y
−n =
fJ · fJy
−n, we see that for j > 0, we have
(6.14) Sj = fJ · (fJy
−n)jk[z].
Since S0 = k[z], combining (6.13) and (6.14) we have that S ∼= IW (fJW ), where
W = k〈fJy
−n, yn, z〉. But it is easy to see that W ∼= W(fJ , n) — that is, S is
precisely S(J, n). 
Example 6.15. Let F = SA ◦ ι0. By Theorem 6.3, A and B = End
F
A(A) are
graded equivalent; by Proposition 6.9, B is isomorphic to
S({0}, 1) = IT (zT ) =


zy−nk[z] if n ≥ 1
k[z] if n = 0
zy−nk[z] if n ≤ −1.
It is certainly surprising that these two rings are graded equivalent, since their
behavior is so different. It is well-known that A is simple, and is therefore a maximal
order: there is no ring S with A ( S ⊆ Q(A) such that aSb ⊆ A for some
nonzero a, b ∈ A. On the other hand, B is neither simple or a maximal order.
Further, B fails the second layer condition governing relationships among prime
ideals and enabling localization (see [8, Chapter 11]), while A (trivially) satisfies
the second layer condition. Also, while A has no finite-dimensional modules, B has
a 1-dimensional graded representation.
We explore the equivalence Υ = HomFA(A, ) between gr-A and gr-B. We first
describe how idealizing affects graded module categories. Let R be a graded ring
with a graded right ideal I that is maximal as a right ideal of R; let S = IR(I) be
the idealizer of I in R. By [13, Theorem 1.3], the ungraded category mod-S has
one more simple than the category mod-R: the simple R-module R/I becomes a
length 2 module over S. Thus in the graded category, idealizing corresponds to
replacing the simples (R/I)〈n〉 with pairs of simple modules.
Now consider the category gr-B. Since T is strongly graded, by [11, Theo-
rem I.3.4], the categories gr-T and mod-k[z] are equivalent, and the simples in gr-T
are naturally parameterized by the affine line. The discussion above shows that
gr-B may be represented by an affine line with double points at every integer:
:oo : : : // .
−1 0 1 2
We saw in Lemma 4.1 that this is also a representation of the simple objects in
gr-A.
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A quick computation shows that FnA ∼= ι0ιnA, and since Υ(FnA) ∼= B〈n〉,
we see that B is the unique shift of B that generates Υ(X). Thus Υ(X) is the
1-dimensional module k, and Υ maps the exact sequence
0 // xA // A // X // 0
to
0 // zT // B // k // 0.
Thus the right ideal xA maps to a two-sided ideal in B.
Since the existence of Υ is rather counterintuitive, it is not surprising that Υ is
quite different from the standard examples of graded Morita equivalences and Zhang
twists. This can also be seen in the Picard group of gr-A: the autoequivalence
SAι0 = Υ∗SB is not induced from an automorphism of A, by Corollary 5.10. On
the other hand, by Corollary 3.9, any autoequivalence of gr-A that corresponds to
a Zhang twist or a graded Morita equivalence would be in the image of (3.1).
The discussion in Example 6.15 proves Corollary 1.4.
Example 6.16. For another example, we note that A is graded equivalent to an
idealizer in A: put n = 2 and J = {0}. Then by Proposition 6.9 the corresponding
ring is C = S({0}, 2) = IW (zW ), where W =W (z + 1, 2) is isomorphic to A via
X 7→ x
Y 7→ 2y
z 7→ 2z − 1
Thus C is isomorphic to IA((z − 1/2)A).
This example is slightly less counterintuitive if we note that passing from gr-A
to gr-C corresponds to adding a simple module for each half-integer point; thus
pictorially the equivalence between gr-A and gr-C corresponds to scaling by a factor
of 1/2. It is still surprising that this can be made to work functorially.
Remark 6.17. Paul Smith has recently shown [15] that the category gr-A is also
equivalent to a graded module category over a commutative ring R. The ring R
is graded by Zfin, and gr-R naturally corresponds to the affine line with a stacky
Z/2Z-point at every integer. (See [15] for precise definitions.) This is plausible
from the pictorial representation of gr-A, but it is certainly quite counterintuitive
that any module category associated to the Weyl algebra is commutative in any
sense!
We remark that a similar classification to Theorem 6.3 can be carried out
for other generalized Weyl algebras, in particular for primitive factors of U =
U(sl2(C)). In terms of generators and relations, U is generated over C by E, F ,
and H , subject to the relations
[H,E] = 2E [H,F ] = −2F [E,F ] = H.
Let Ω ∈ U be the Casimir element 4EF + H2 − 2H . Then the primitive factors
of U are given by factoring out Ω + µ for some µ ∈ C; we write them as Uλ =
U/(Ω−λ2−2λ) for λ ∈ C. If we let e and f be the images of E and F , respectively,
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in Uλ, and let h be 1/2 times the image ofH , then Uλ is given in terms of generators
and relations by
[h, e] = e fe = −(h+
λ
2
+ 1)(h−
λ
2
)
[h, f ] = −f ef = −(h+
λ
2
)(h−
λ
2
− 1).
The Uλ are clearly (isomorphic to) generalized Weyl algebras.
Stafford [16] has shown that in this parameterization, Uλ is hereditary when
λ 6∈ Z; that is, when the roots of ef do not differ by an integer. If λ ∈ Z but
λ 6= −1, then Uλ has global dimension 2. If λ = −1, so the roots of ef coincide,
then Uλ has infinite global dimension. (See [5] for a generalization to arbitrary
generalized Weyl algebras.)
For all values of λ, there are involutions of the category gr-Uλ similar to the
involutions ιj on gr-A. We will not give the classification of rings graded equivalent
to Uλ, but we will note that if we let S = Uλ[f
−1] ∼= C[h][f−1, f ; τ ], where τ(h) =
h − 1, then similar calculations to Proposition 6.9 produce the following result,
which we give without proof:
Proposition 6.18. Let λ ∈ C, and let Uλ and S be the rings defined above. Then:
(1) If λ 6∈ Z, then Uλ is graded equivalent to IS((h+λ/2)(h−λ/2−1)S). Further,
Uλ is graded equivalent to IA((z + λ+ 1)A) and to IA((z − λ− 1)A).
(2) If λ = −1, then Uλ is graded equivalent to IS((h− 1/2)2S).
(3) If −1 6= λ ∈ Z, then Uλ is graded equivalent to IS((h + λ/2)(h − λ/2 −
1)2S). 
It is a curiosity that we obtain idealizers in S at a quadratic polynomial in the
first two cases and at a cubic polynomial in the third.
7. The graded K-theory of the Weyl algebra
In this section we complete the analysis of the category gr-A by computing
K0(gr-A). This is not needed to prove Theorem 1.2, but it does give further insight
into differences between gr-A and mod-A. We also show relationships between
K-theory and the decomposition of Pic(gr-A) given in Section 5.
The ungraded K-theory of A is trivial. Not only is any projective module stably
free, but by a result of Webber [19], if P is any rank 1 projective then P ⊕A ∼= A2.
Thus one expects that the graded K-theory of A will also be trivial; that is, that
K0(gr-A) is isomorphic to a countable direct sum Z
(Z), where the generators ej
correspond to the cyclic projectives A〈j〉. This is in fact true, but because the
isomorphisms P ⊕ A ∼= A2 are not graded, it does not follow directly from the
ungraded case. In fact, Webber’s result is false for gr-A: if P = x4A+(z+1)(z+3)A,
then there are no integers l,m, n such that P ⊕A〈l〉 ∼= A〈m〉⊕A〈n〉. However, it is
true that all graded projectives are stably free; in this particular example, we have
(7.1) P ⊕A〈3〉 ⊕A〈1〉 ∼= A〈4〉 ⊕A〈2〉 ⊕A.
Furthermore, we will see that in gr-A, if Q⊕Q′ ∼= Q⊕Q′′, then Q′ ∼= Q′′.
We begin with a preliminary lemma:
Lemma 7.2. Let J,K, J ′,K ′ ∈ Zfin. Then ιJA ⊕ ιKA ∼= ιJ′A ⊕ ιK′A if and only
if J ∩K = J ′ ∩K ′ and J ∪K = J ′ ∪K ′. In particular,
(7.3) ιJA⊕ ιKA ∼= ι[J ∪K]A⊕ ι[J ∩K]A.
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Proof. (⇐). It is enough to establish (7.3). By Proposition 4.12, A has a unique
semisimple factor that is supported on J rK. Call this module M ; then M is also
a factor of ι[J ∩K]A and ιKA. It is easy to see that there is a diagram with exact
rows:
0 // ι[J ∪K]A // ιKA // M // 0
0 // ιJA // ι[J ∩K]A // M // 0.
By Schanuel’s lemma we see that we have ιJA⊕ ιKA ∼= ι[J ∩K]A⊕ ι[J ∪K]A, as
claimed.
(⇒). By (7.3) we may without loss of generality assume that J ⊆ K and J ′ ⊆ K ′.
Now comparing simply supported factors of length 2, which must be isomorphic,
we see immediately that J = J ′ and K = K ′. 
Proposition 7.4. Let K0 = K0(gr-A). Then K0 ∼= Z(Z) is a direct sum of count-
ably many copies of Z, and is generated by the equivalence classes of the shifts
{A〈n〉}n∈Z. Further, if P and P ′ are finitely generated graded projective modules,
then [P ] = [P ′] in K0 if and only if P ∼= P ′.
Proof. We will prove the second statement first. Suppose that P ⊕ Q ∼= P ′ ⊕ Q,
where P , P ′, and Q are finitely generated graded projective modules. This implies
that P and P ′ have the same rank, say m. Further, if S is an integrally supported
simple module, then
dimk homA(P, S) = dimk homA(P ⊕Q,S)− dimk homA(Q,S)
= dimk homA(P
′, S).
Using Lemma 7.2, we may write
P ∼= ιJ1A⊕ · · · ⊕ ιJmA,
where J1 ⊆ · · · ⊆ Jm. Likewise we have
P ′ ∼= ιK1A⊕ · · · ⊕ ιKmA,
where K1 ⊆ · · · ⊆ Km. The sets Ji may be read off from the dimensions of the
vector spaces homA(P, S) as S varies over all integrally supported simples. Thus
Ki = Ji for all i, and P ∼= P
′.
In particular, the classes [A〈n〉] in K0 are all distinct. Let G be the subgroup
of K0 that they generate; we will show that G = K0. It suffices to show that
G contains all rank 1 graded projective modules; let P be such a module. By
Lemma 4.11, Fj(P ) = Y 〈j〉 for all j ≪ 0, and Fj(P ) = X〈j〉 for all j ≫ 0. Let
n = min{j ∈ Z | Fj(P ) = X〈j〉}.
It clearly suffices to prove that [P 〈−n〉] is in G; that is, without loss of generality
we may assume that P ∼= ιJA, with J ⊆ Z≥1.
We induct on #J . If J = ∅, then [P ] = [A] is in G. So assume that #J ≥ 1,
and that for all I with #I < #J and I ⊆ Z≥1, we have [ιIA] ∈ G. Let m = maxJ .
Then by Lemma 7.2, we have that
P ⊕A〈m〉 ∼= ι[J ∩ {0, . . . ,m− 1}]A⊕ ι{0,...,m}A
∼= ι[J ∩ {0, . . . ,m− 1}]A⊕A〈m+ 1〉.
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By induction, [ι[J ∩ {0, · · · ,m− 1}]A] ∈ G, and so [P ] ∈ G. 
We define the graded reduced Grothendieck group K˜0 = K˜0(gr-A) to be K0/([A]).
Then we have:
Corollary 7.5. There is a unique group homomorphism θ : K˜0 → Pic0(gr-A) such
that θ([ιJA]) = ιJ for all J . Further, θ induces an isomorphism
θ ⊗ 1 : K˜0 ⊗ Z/2Z→ Pic0(gr-A).
Proof. It is enough to prove that θ ⊗ 1 is well-defined and is an isomorphism. By
Proposition 7.4 and Lemma 7.2, the relations on K˜0 are generated by relations of
the form
[ιJA] + [ιKA] = [ι[J ∩K]A] + [ι[J ∪K]A] = 2[ι[J ∩K]A] + [ι[J ⊕K]A]
and if J ∩K = ∅, then
[ιJA] + [ιKA] = [ι[J ∪K]A].
Thus the relations on K˜0 ⊗ Z/2Z are of the form:
[ιJA]⊗ 1 + [ιKA]⊗ 1 = [ι[J ⊕K]A]⊗ 1
and clearly we have an isomorphism to Pic0(gr-A) as claimed. 
The relations given above show that K˜0 is isomorphic to the group generated
by the semigroup of finite multisets of integers under the operation of union; for
example, (7.1) may be written
ι{1,3}A⊕ ι{0,1,2}A⊕ ι0A ∼= ι{0,1,2,3}A⊕ ι{0,1}A⊕ ι∅A.
Note that the multisets {1, 3, 0, 1, 2, 0} and {0, 1, 2, 3, 0, 1} are equal.
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