There is a substantial literature concerning Liouville quantum gravity (LQG) with coupling constant γ ∈ (0, 2]. In this setting, the central charge of the corresponding matter field satisfies c = 25 − 6(2/γ + γ/2) 2 ∈ (−∞, 1]. Physics considerations suggest that LQG also makes sense for c > 1, but the behavior in this regime is rather mysterious in part because the corresponding value of γ is complex, so analytic continuations of various formulas give non-physical complex answers.
Introduction

Overview
Let D ⊂ C be an open domain and let h be a random distribution (generalized function) on D which is some variant of the Gaussian free field (GFF) on D. For γ ∈ (0, 2], the Liouville quantum gravity (LQG) surface corresponding to (D, h) with coupling constant γ is, heuristically speaking, the random two-dimensional Riemannian manifold with Riemannian metric tensor e γh (dx 2 + dy 2 ), where dx 2 + dy 2 is the Euclidean metric tensor on D. LQG surfaces were first introduced in the physics literature by Polyakov [Pol81a, Pol81b] in the context of string theory.
The above definition of an LQG surface does not make literal sense since h is only a generalized function, so it does not have well-defined pointwise values and cannot be exponentiated. Nevertheless, it is possible to make rigorous sense of LQG surfaces via various regularization procedures. For example, Duplantier and Sheffield [DS11] showed that one can construct for each γ ∈ (0, 2) a random measure µ γ h on D which is the limit of regularized versions of e γh(z) dx dy, where dx dy denotes Lebesgue measure (see [DRSV14a, DRSV14b] for the case γ = 2). The construction of this measure is a special case of a more general theory of regularized random measures called Gaussian multiplicative chaos, which was initiated by Kahane [Kah85] ; see [RV14, Ber17] for reviews of this theory. It is expected that an LQG surface also admits a random metric, but such a metric has so far only been constructed for γ = 8/3 [MS15a, MS16a, MS16b] , in which case the resulting metric space (for a certain a special choice of h) is isometric to the Brownian map [Le 13, Mie13] .
There is a substantial mathematical literature on LQG surfaces for γ ∈ (0, 2], concerning topics such as the connection between LQG surfaces and random planar maps [Le 13, Mie13, MS15a, MS16a, MS16b, DMS14] , the relationships between LQG surfaces and Schramm-Loewner evolutions [She16, DMS14] , and exact formulas for various quantities related to LQG surfaces [KRV17] . We will not attempt to survey this literature here.
In the physics literature, it is common to describe an LQG surface by the central charge 1 c or equivalently the background charge Q, which are related to γ by Q = 2 γ + γ 2 and c = 25 − 6Q 2 .
(1.1)
For the convenience of the reader, we include in Figure 1 a table of the relationships between c, Q, and γ. Note that γ ∈ (0, 2] corresponds to Q ∈ [2, ∞) and c ∈ (−∞, 1].
There is also substantial physical interest in LQG with c ∈ (1, 25), or equivalently Q ∈ (0, 2). In fact, this is the case which originally motivated the study of Liouville quantum gravity in [Pol81a, Pol81b] . By (1.1), c > 1 corresponds to a complex value of γ, with modulus 2. The probabilistic and geometric aspects of LQG in this phase are much less well-understood than in the case when c < 1, even from a physics perspective. Nevertheless, it is reasonable to believe that LQG with c ∈ (1, 25) can still be realized as some sort of random geometry connected to the Gaussian free field. Moreover, a number of works have successfully analyzed LQG with c > 1 (or even c ∈ C) from an algebraic perspective: see, e.g., [Dav97, BH92, FKV01, FK02, Tes04, Zam05, Rib14, RS15, IJS16, Rib18] .
In this paper, we will introduce and study a discrete geometric/probabilistic model of LQG in the phase when c ∈ (1, 25) (Q ∈ (0, 2)). A key idea behind our approach is the observation that the definition of an LQG surface as an equivalence class of surfaces transforming as dictated by the parameter Q (as in [DS11, She16, DMS14] ), extends immediately to the case where Q ∈ (0, 2); see Section 2.1. Our model takes the form of a one-parameter family of random planar maps, indexed by c ∈ (−∞, 25), which are defined as the adjacency graphs of a family of dyadic tilings of the plane constructed from the Gaussian free field. See Section 1.2 for a precise definition. When c ≤ 1, our dyadic tiling is closely related to LQG surfaces with central charge c studied elsewhere in the literature. When c ∈ (1, 25), we expect that the tiling should converge, in a certain sense, to a continuum model of LQG with c > 1.
One of the major difficulties in the study of LQG with c > 1 is that a number of formulas for quantities related to LQG surfaces -such as the KPZ formula [KPZ88, DS11] , the DOZZ formula [DO94, ZZ96, KRV17] , and predictions for the Hausdorff dimension of LQG [Wat93, DG18] -yield non-physical complex answers when c > 1. We will show that for our model for c ∈ (1, 25), several notions of "dimension" (such as the quantum dimension in the KPZ formula and the ball volume exponent for certain random planar maps) are given by analytic continuation of the formulas in the case when c ≤ 1, with the following caveat: whenever the formulas give a non-real answer, the corresponding dimension is infinite. This means that the phase transition at c = 1 is in some ways discontinuous, in the sense that the limit of certain dimensions as c → 1 − is finite, whereas the dimensions for c > 1 are infinite.
We refer to Section 2 for additional discussion about the motivation for our model and its connection to other results in the literature.
Definition of the model
Fix Q > 0 and let c = 25 − 6Q 2 ∈ (−∞, 25) be the corresponding central charge. We will define a dyadic tiling associated with a distribution h which differs from a Gaussian free field (GFF) by a continuous function, which we will think of as a graph approximation to an LQG surface with central charge c. Definition 1.1 (Notation for squares). For a square S ⊂ C, we write |S| for its side length and v S for its center. We also write S = [0, 1] 2 for the unit square. We say that a closed square with sides Table listing various features of the two phases of LQG relevant to this paper. The case when c ≤ 1 is the one considered in most previous mathematical works on LQG. The phase c ∈ (1, 25) is the main focus of the present paper. The last three columns correspond to Theorem 1.6, Proposition 1.8, and Theorem 1.5, respectively. parallel to the coordinate axes is dyadic if for some n ∈ Z, |S| = 2 −n and the corners of S lie in 2 −n Z 2 .
We will only ever consider closed squares with sides parallel to the coordinate axes, i.e., sets of the form [a, a + s] × [b, b + s] for a, b ∈ R and s > 0.
For a distribution h on a domain D ⊂ C which is locally absolutely continuous in law with respect to the GFF and a square S ⊂ U , we define
where here h r (z) for z ∈ C and r > 0 is the average of h over the circle ∂B r (z) (see [DS11, Section 3 .1] for basic properties of the circle average). In the case when Q = 2/γ + γ/2 > 2, the quantity (M h (S)) γ is a good approximation for the γ-LQG area of S (in a sense which is made precise in [DS11] ). In general, we think of M h (S) as representing the "LQG size" of S. We abbreviate S h (C) =: S h . See Figure 3 for an illustration. We view S h (U ) as a planar map with two squares in S h (U ) considered to be adjacent if they intersect along a non-trivial connected line segment (so intersections at a single corner do not count). Then S h for c ≤ 1 consists of dyadic squares with LQG mass approximately γ , so should (at least heuristically) behave like a planar map in the central charge-c LQG universality class. For z, w ∈ U , we let D h (z, w; U ) be the minimal S h (U )-graph distance from a square which contains z to a square which contains w (by convention, this infimum is ∞ if either z or w is not contained in a square of S h (U )). For A, B ⊂ U , we write (1.4)
In the case when D = U = C, we abbreviate D h (·, ·; C) =: D h (·, ·).
We make some trivial observations about the above definitions. If U ⊂ V , then for each z ∈ U the square of S h (U ) containing z is contained in the square of S h (V ) containing z, with equality if and for which M h (S) ≤ , i.e., places where we subdivide forever. Such points exist for c > 1 with probability converging to 1 as → 0 but not for c ≤ 1.
only if the latter square is contained in U . This implies in particular that D h (z, w; U ) ≥ D h (z, w; V ) for all z, w ∈ U . Furthermore, if ∈ (0, ), then each square in S h (U ) is contained in a square of S h (U ), so D h (z, w; U ) ≤ D h (z, w; U ) for all z, w ∈ U . The distance D h also satisfy a scaling property: if C > 0 is dyadic and f : U → R, then The key difference between the behavior of S h in the regime Q ≥ 2 and the regime Q ∈ (0, 2) is that it is locally finite in the former regime but not in the latter. Definition 1.2. We say that z ∈ U is a singularity of S h (U ) if z is not contained in any square of S h (U ).
We observe that if z ∈ U is fixed, then a.s. z is not a singularity of S h (U ). Indeed, if h is a whole-plane GFF normalized so that h 1 (0) = 0, then since each h |S|/2 (v S ) is Gaussian with variance log(2/|S|) + O(1), the desired statement is easily seen from the Gaussian tail bound and a union bound over the dyadic squares contained in U which contain z. The corresponding statement for other variants of the GFF follows by local absolute continuity. From this, it is easily seen that a.s. every singularity is an accumulation point of arbitrarily small squares of S h (U ).
Singularities are closely related to α-thick points of h for α > Q. It is shown in [HMP10] that a.s. the Hausdorff dimension of the set of α-thick points is 2 − α 2 /2 if α ∈ [−2, 2] and a.s. the set of thick points is empty if |α| > 2. Using this, it is easy to see that if Q < 2, then with probability tending to 1 as → 0 there are uncountably many singularities of S h (U ) and if Q ≥ 2, then a.s. there are no singularities. Roughly speaking, the reason for this is as follows (a much more general version of this statement is contained in Theorem 1.5 below). Near a typical α-thick point z, the field behaves like h α := h − α log | · −z|, where h is a GFF (see, e.g., [DS11, Section 3.3]). If we let {S n } n∈N be the sequence of dyadic squares of side length less than 1 containing z, enumerated so that |S n | = 2 −n , then h α |Sn|/2 (z) is Gaussian with variance of order log 2 n and mean of order α log 2 n . Hence log M h α (S n ) behaves like a re-parametrized random walk with drift (α − Q)t, so a.s. drifts to ∞ if α > Q and a.s. drifts to −∞ if α < Q. Hence, if Q < 2 then α-thick points for α ∈ (Q, 2) should give rise to singularities of S h (U ) for sufficiently small . A major motivation for considering S h is the following conjecture, which is motivated by the fact that S h behaves like a random planar map in the central charge-c universality class for c ≤ 1. See Section 2 for additional context and motivation. Conjecture 1.4 (Metric scaling limit). For c < 25, it holds as → 0 that the graphs S h , equipped with their graph distance, converge a.s. in the scaling limit to a non-trivial random metric space (X, d h ) with respect to the local Gromov-Hausdorff topology.
A proof of Conjecture 1.4 would allow us to define LQG with central charge c as a metric space. This is a major open problem even for c ∈ (−∞, 1] \ {0}. For c ∈ (1, 25), we expect that the limiting metric space has infinite diameter and infinitely many ends (corresponding to the singularities of S h ). The point-to-point distance in S h grows polynomially (Proposition 1.8) which suggests that the scaling factor for distances should be a power of , possibly with a slowly varying correction.
Main results
To be concrete, throughout this subsection, we assume that h is a whole-plane GFF normalized so that its circle average over ∂D is zero. That is, h is a centered Gaussian process with covariance
Our results can be transferred to other variants of the GFF using local absolute continuity considerations and (1.5) (to deal with distributions which differ from the GFF by a continuous function).
One of the most important features of Liouville quantum gravity is the KPZ formula [KPZ88] , which relates the Euclidean and "quantum" dimensions of a fractal X ⊂ C. The first rigorous version of this formula was proven by Duplantier and Sheffield [DS11] . Several other versions of the KPZ formula for LQG with central charge c ≤ 1 are obtained in [BS09, RV11, BJRV13, DRSV14b, Aru15, GHM15, BGRV16, GM17, DMS14]. Our first main result is an extension of the KPZ formula to the case when c ∈ (1, 25).
Theorem 1.5 (KPZ formula). Let Q > 0, equivalently c < 25. Let X ⊂ C be a deterministic or random set which is independent from h and which is a.s. contained in some deterministic compact subset of C. For ∈ (0, 1), let N h (X) be the number of squares of S h which intersect X.
• (Upper bound) Let N δ 0 (X) denote the number of dyadic squares of side length 2 − log 2 δ −1 which intersect X. If x < Q 2 /2 and
and if x > Q 2 /2, then a.s. for each sufficiently small > 0, X intersects infinitely many singularities of S h and N h (X) = ∞.
In particular, if the Minkowski dimension and the Hausdorff dimension of X are each a.s. equal to
Theorem 1.5 is proven in Section 3 via a short argument based on an analysis of the circle average process of h. The upper bound for N h (X) in Theorem 1.5 is in terms of the Minkowski expectation dimension of X, whereas the lower bound is in terms of the Hausdorff dimension of X. We note that if the Hausdorff dimension of X is a.s. at least x, then lim inf δ→0 log E[N δ 0 (X)]/ log δ −1 ≥ x. Theorem 1.5 is not true with the Hausdorff dimension of X used in the upper bound and/or the Minkowski expectation dimension of X used in the lower bound; see Remark 3.4. However, for many interesting fractals, including SLE curves [Bef08, LR15] , the Hausdorff and Minkowski dimensions are known to be equal.
Note that we do not treat the case when x = Q 2 /2. This case is more delicate and we expect that even if the Minkowski dimension and Hausdorff dimension of X are each equal to Q 2 /2, lim →0 N h (X)/ log −1 can be either finite or infinite depending on the rate of convergence in (1.8) and the minimal "gauge function" with respect to which X has finite Hausdorff content.
Let us now explain how Theorem 1.5 can be viewed as an extension of the KPZ formula for c < 1. Recall that for c = 25 − 6(2/γ + γ/2) 2 < 1 and a dyadic square S, the quantity (M h (S)) γ is a good approximation for the γ-LQG mass of S. In other words, squares of S h typically have γ-LQG mass approximately γ . Consequently, the KPZ formula (e.g., in the form of [DS11, Corollary 1.7]) shows that for Q > 2, a fractal X satisfying (1.8) should also satisfy
Note that our x corresponds to 2 − 2x in the notation of [DS11] . Expressing (1.11) in terms of Q gives (1.9) for Q > 2. On the other hand, for Q ∈ (0, 2) the quantity Q 2 − Q 2 − 2x is real if and only if x ≤ Q 2 /2. Hence Theorem 1.5 says that the "quantum dimension" of X is given by analytic continuation of the KPZ formula whenever this analytic continuation gives a real answer, and is infinite otherwise. In the case when c ≤ 1, one of the most important open problems in the theory of LQG is to construct a metric on LQG. So far, such a metric has only been constructed in the case of pure gravity (c = 0, γ = 8/3) [Le 13, Mie13, MS15a, MS16a, MS16b] . For other values of c ≤ 1, it is not known what the Hausdorff dimension of the conjectural LQG metric should be (for c = 0 the dimension is 4). However, there are several exponents defined in terms of various approximations of LQG which are expected to be equal to the LQG dimension, and in many cases such exponents are known to agree with one another [GHS17, DZZ18, DG18] .
For our purposes, the most relevant of these exponents is the ball volume exponent for a random planar map M in the central charge-c LQG universality class, i.e., the number d c > 0 such that the graph distance ball of radius r ∈ N centered at the root vertex of M typically contains order r dc 7 vertices. 2 The papers [GHS17, DZZ18, DG18] prove the existence of this exponent and establish upper and lower bounds for it in the case when c < 1. We will show that for our model, the ball growth exponent is infinite when c ∈ (1, 25), which suggests that the metric on LQG with central charge c in this regime (if it can be shown to exist) should have infinite Hausdorff dimension.
In the statement of the next theorem and in what follows, for r ∈ N we let B S 1 h r (0) be the graph-distance ball in the dyadic tiling S 1 h centered at 0, i.e., the set of all squares of S 1 h lying at D 1 h -distance at most r from an origin-containing square. We write #B S 1 h r (0) for the cardinality of this ball. Theorem 1.6 (Superpolynomial ball volume growth). Let c ∈ (1, 25), equivalently Q ∈ (0, 2). Almost surely,
(1.12)
The proof of Theorem 1.6, which is carried out in Section 5, is the most involved part of the paper. In order to establish the theorem, we will need to prove a number of estimates for distances in S h which are of independent interest. See the beginning of Section 5 for an outline of the proof and the estimates involved. Theorem 1.6 is consistent with the general principle that whenever we analytically continue a formula for c ≤ 1 and get a complex answer, the corresponding quantity for c ∈ (1, 25) should be degenerate. Indeed, even though we do not know the dimension d c for c < 1, there are several predictions which appear to have some degree of validity. For example, Watabiki [Wat93] predicted that for c ≤ 1,
This formula is known to be false when c is very negative [DG16] , but it appears to match up well with numerical simulations [AB14] . Alternatively, [DG18, Equation (1.16)] proposes an alternative formula for d c when c < 1, namely
which matches up well with numerical simulations and is consistent with all rigorously known bounds, but currently has no theoretical justification (even at a heuristic level). If we take c > 1 in either (1.13), (1.14), or in the upper or lower bounds from [DG18] , we get a complex value for d c , which is consistent with the infinite ball growth exponent in Theorem 1.6.
Remark 1.7. When c < 1, it is not hard to show, using similar arguments to those in [DZZ18, [DG18] ). We will not carry this out here since our main interest is in the case when c > 1.
In contrast to Theorem 1.6, the D h -distance between two typical points of C a.s. grows polynomially in .
2 One reason why we expect this exponent to be equal to the dimension of LQG is that the Minkowski dimension d of a metric space can be defined by the condition that the number of metric balls of radius δ > 0 needed to cover a metric ball of radius 1 is of order δ −d . For M , the number of graph distance balls of radius 1 (i.e., singleton sets of vertices) needed to cover the ball of radius r is its cardinality.
8 Proposition 1.8 (Point-to-point distances grow polynomially). Let c < 25, equivalently Q > 0.
There are finite positive numbers ξ, ξ > 0, depending on c, such that for each fixed distinct z, w ∈ C,
The lower bound in Proposition 1.8 (with ξ = 1/(2 + Q)) is essentially obvious -it follows since a basic Gaussian tail estimate shows that the maximal side length of the squares of S h which intersect any fixed compact set is at most 1/(2+Q)+o (1) . The upper bound in the case when c ≤ 13 (Q ≥ √ 2) with ξ = Q − Q 2 − 2 is an immediate consequence of Theorem 1.5 applied with X equal to a straight line from z to w. The upper bound in the case when c ∈ (13, 25) takes a little more thought. Indeed, in this case the number of squares of S h which intersect any deterministic continuous path is a.s. infinite for small enough , so we need to consider random paths. We will look at a path of squares which follows a "level line" of the GFF in the sense of [SS13] , which is an SLE 4 curve coupled with the field in such a way that the field values along the curve are of constant order. See Lemma 5.2. We do not emphasize the particular values of ξ and ξ in Proposition 1.8 since we expect that these bounds are far from optimal.
We expect that one can show that in fact there exists an exponent ξ > 0 such that for any fixed
, using similar techniques to those in [DZZ18] (which proves the existence of such an exponent for several similar models in the case when c < 1). We will not carry this out here, however.
We will now explain how Proposition 1.8 is related to analytic continuation. In the case when c < 1, it follows from results in [DZZ18, DG18] that for fixed distinct points z, w ∈ C, a.s.
where d c is the dimension exponent for LQG with central charge c as above and γ = γ(c) ∈ (0, 2) is the coupling constant. 3 If we plug in a reasonable guess for d c (e.g., (1.13) or (1.14)) then d c and γ are both complex for c > 1, but the ratio γ/d c is real. It is natural to guess that the (still unknown) formula for γ/d c analytically continues to the case when c > 1 and the relation (1.16) remains valid in this regime (but we would not go so far as to make this a conjecture). This is consistent with the polynomial growth of point-to-point distances observed in Proposition 1.8.
Basic notation
We write N = {1, 2, 3, . . .
bounded (resp. tends to zero) as → 0. We similarly define O(·) and o(·) errors as a parameter goes to infinity.
If f, g : (0, ∞) → [0, ∞), we say that f ( ) g( ) if there is a constant C > 0 (independent from and possibly from other parameters of interest) such that f ( ) ≤ Cg( ). We write f ( ) g( ) if f ( ) g( ) and g( ) f ( ).
Let {E } >0 be a one-parameter family of events. We say that E occurs with 3 To be more precise, [DZZ18, Section 5] shows that (1.16) holds for the variant of D h where we replace the circle average by the truncated white-noise decomposition of the field (here we note that χ = 2/dc in the notation of [DZZ18] , see [DG18] ; and that the parameter in [DZZ18] corresponds to 2/γ in our setting). One can compare this variant of D h to D h itself using Lemma 4.2 below.
• polynomially high probability as → 0 if there is a p > 0 (independent from and possibly from other parameters of interest) such that
• superpolynomially high probability
• exponentially high probability as → 0 if there exists λ > 0 (independent from and possibly from other parameters of interest)
We similarly define events which occur with polynomially, superpolynomially, and exponentially high probability as a parameter tends to ∞.
We will often specify any requirements on the dependencies on rates of convergence in O(·) and o(·) errors, implicit constants in , etc., in the statements of lemmas/propositions/theorems, in which case we implicitly require that errors, implicit constants, etc., appearing in the proof satisfy the same dependencies.
Liouville quantum gravity surfaces for c < 25
Since Q > 0 for c < 25, one may extend the formal definition of a Liouville quantum gravity surface for c ≤ 1 from [DS11, She16, DMS14] verbatim to the case when c < 25. 
We think of two equivalent pairs as being two different parametrizations of the same LQG surface. In the case when c ≤ 1, one of the major motivations for the above definition of LQG surfaces is that the γ-LQG area measure is preserved under coordinate changes, i.e., a.s. µ [DRSV14b, Theorem 13] for the case c = 1). One expects that the conjectural LQG metric should be conformally covariant in a similar sense, for all c ∈ (−∞, 25). This is known for c = 0, the only case in which the metric has been constructed.
Relationship to the square subdivision model
The discretization considered in Section 1.2 is not exactly preserved under coordinate changes of the form considered in Definition 2.1 (i.e., we do not have
it is approximately preserved in the following sense. With M h (S) as in (1.2) and C > 0, one has M h (S) = C Q M h(·/C) (CS). Therefore, if C is dyadic (so that CS is a dyadic square whenever S is a dyadic square), one has D h(·/C)+Q log(1/C) (Cz, Cw) = D h (z, w) for each z, w ∈ D and each > 0. It is also clear that D h is invariant with respect to rotation by integer multiples of π/2 (but not with respect to rotation by other angles). The quantity M h (S) depends locally on the field and conformal maps locally look like a composition of a rotation and a scaling. This suggests that subsequential limits of D h (if they can be shown to exist) should be conformally covariant. We note that the limit should be invariant with respect to rotation by any angle, not just by π/2, since we expect that geodesics should be fractal in the limit, so lattice effects should not matter. A similar phenomenon appears, e.g., for scaling limits of lattice models toward SLE.
LQG measures on lower-dimensional fractals
Our model suggests that for c > 1, there is not a natural locally finite measure on C corresponding to LQG with central charge c (see Section 6 for some related open problems). Indeed, this is because
for any fixed open set V ⊂ C, the set V will a.s. contain a singularity of S h -and hence will contain infinitely many squares of S h -for small enough > 0 since the set of α-thick points with α ∈ (Q, 2) is dense. However, one can define LQG measures on fractals of dimension less than 2 which are invariant under coordinate changes, as we now explain.
Let X ⊂ C and suppose that for some x ∈ (0, 2] the x-dimensional Minkowski content of X is well-defined and defines a locally finite and non-trivial measure m that has finite x -dimensional energy for any x ∈ (0, x), i.e.,
An example of a fractal satisfying this property is an SLE κ curve for κ ∈ (0, 8); see [LR15] . For any such fractal X and any γ < √ 2x one may define the Gaussian multiplicative chaos measure µ γ h,m = e γ h dm by a similar regularization procedure as for the area measure, see e.g. [RV14, Ber17] . The following proposition says that the resulting LQG measure is invariant under coordinate changes with Q = x/γ + γ /2. The proposition illustrates that our definition of an LQG surface for central charge c > 1 (Definition 2.1) is a natural extension of LQG for central charge c ≤ 1 since it can be equipped with natural coordinate-invariant measures. Note that given Q ∈ (0, ∞), there exists γ ∈ (0, √ 2x) satisfying (2.1) if and only if x ∈ (0, Q 2 /2) and x ≤ 2. See [DS11, Proposition 2.1] for a proof of the proposition in the case where m is Lebesgue area measure.
Proof of Proposition 2.2. We will prove the result for h an instance of the Gaussian free field in D since the result for other fields follow by local absolute continuity. For φ 1 , φ 2 , . . . a smooth orthonormal basis for the Dirichlet inner product, we can find a coupling of h and i.i.d. standard normal random variables α 1 , α 2 , . . . such that h = α 1 φ 1 + α 2 φ 2 + . . . . Define h n = α 1 φ 1 + · · · + α n φ n , and let F n be the σ-algebra generated by α 1 , . . . , α n . Recall that for z ∈ D, the conformal radius of 
In the proof of uniqueness of [Ber17, Theorem 1] it is proved that for any fixed A ⊂ D we have µ
Therefore, to conclude the proof of the proposition it is sufficient to show the following for any n ∈ N
This identity is immediate by using the definition of µ For c < 1 we get a good approximation to the LQG area measure of a set by counting the number of squares in the dyadic tiling S h which intersect the set, since each square in S h has LQG area approximately γ . We expect that we can use a similar method to approximate the LQG measure of other sets X ⊂ C. In this setting the LQG measure of X should be approximately given
where N h (X) is the number of squares of S h that intersect X and x is the Euclidean dimension of X. 4 We do not work this out carefully here, however. Note that the exponent Q − Q 2 − 2x comes from Theorem 1.5.
Liouville action
Recall that Q = (25 − c)/6. One has the following formula for the Liouville action, where D is a compact, boundaryless, surface, g is a Riemannian metric on D with associated curvature R g , gradient ∂ g , volume form dλ g , and µ ≥ 0:
The definition of the exponential term µe γϕ poses problem in the regime c ∈ (1, 25) since γ is complex (c.f. the discussion in the next section regarding the complex Gaussian multiplicative chaos). This problem is also related to the fact that the term µe γϕ should be seen in a certain sense as conditioning the volume to be finite, which we are not doing since the number of squares of S h which intersect a fixed bounded open set is a.s. infinite for small enough . Therefore constructing the Liouville field theory using S D (ϕ) as performed in [DKRV16] seems to require some novel ideas.
On the other hand, the heuristic argument appearing [DS11, Section 2] used to justify the coordinate change formula appearing in the Definition 2.1 for c ∈ (−∞, 25) still holds. The idea is the following. Let D, D ⊂ C be two domains and f : D → D a conformal map. Take on D the metric g defined as the push-forward of g by f . Let ϕ = ϕ • f + Q log |f |. Then in the special case when µ = 0 one can check by performing an integration by parts that
where c(D, g, f ) is an unimportant constant independent of ϕ. Heuristically, let h be the distribution on D sampled from e −S( h) d h, where d h is "uniform measure on the space of all functions", and similarly for h on D using e −S(h) dh; note that h and h can only be made sense of as GFF-like distributions rather than true functions. Also notice that the term c(D, g, f ) obtained above will disappear in the normalization of the law of our fields. Therefore requiring that e −S( h) d h and e −S(h) dh define the same field is equivalent to imposing the coordinate change formula h = h • f + Q log |f |.
We also recall that in the case when c < 1 the field obtained for µ > 0 behaves locally like the GFF [DMS14, DKRV16] . It is not clear whether this absolute continuity should extend to the c > 1 regime -we cannot know this for certain since we have no idea how to make sense of c-LQG for µ > 0 in this regime. If the local behavior were the same, then, for the purposes of the theorems proved in this paper -which require h to behave locally like a GFF but do not require any precise information about the global properties of h -it would not matter whether we work with µ = 0 or µ > 0. This would justify our approach also for the case µ > 0.
Laplacian determinant and branched polymers
It has been proven rigorously that a uniform random planar map or a uniform q-angulation (for q = 3 or q ≥ 4 even) with a fixed number of edges converges as a metric space (in the Gromov-Hausdorff sense, with the appropriate rescalings) to an LQG surface with central charge 0 as the number of edges tends to infinity [Le 13, Mie13, BJM14, MS15a, MS16a, MS16b]. 5 Moreover, it is conjectured that such random planar maps, sampled with probability proportional to the (−c/2)-th power of the Laplacian determinant (det ∆) −c/2 (or, equivalently when c is a positive integer, decorated by c independent discrete Gaussian free fields or "massless free bosons"), similarly converge to an LQG surface with central charge c. Though this convergence has not been proven rigorously in the Gromov-Hausdorff sense for c = 0, this discrete model appears in different forms throughout the physics literature as a heuristic approximation of central charge c-Liouville quantum gravity; see, e.g., [DJKP87, ADF86, BKKM86, BD86, ADJT93].
Often using this discrete model as a heuristic approximation of LQG in the c > 1 regime, many works [Cat88, Dav97, ADJT93, CKR92, BH92, DFJ84, BJ92, ADF86] have suggested that an LQG surface for c > 1 (or at least for c ≥ 12) should behave like a so-called branched polymer. Mathematically, this means that the macroscopic behavior of such a surface should be similar to that of the continuum random tree (CRT) [Ald91a, Ald91b, Ald93] . This prediction is supported by numerical simulations and heuristics (see the above references) which suggest that the scaling limit of random planar maps weighted by (det ∆) −c/2 should be the CRT. Thus, the heuristic of approximating central charge c-LQG by random planar maps weighted by (det ∆) −c/2 yields predictions for the behavior of LQG in the c > 1 regime that are very different from the behavior of our proposed discrete model S h .
Describing the behavior of LQG for c > 1 heuristically in terms of random planar maps weighted by (det ∆) −c/2 does not just conflict with the behavior of our model; it is also rather unsatisfying, since it would suggest that the large-scale geometry for LQG with c > 1 is tree-like and does not depend on c, and therefore apparently unrelated to conformal field theory models corresponding to c > 1 (since trees have no conformal structure). As a result, a number of works in the physics literature have looked for ways to associate a non-trivial geometry with LQG for c > 1 despite the apparent obstacles; see [Amb94] for a survey of some of these works.
In this subsection, we will discuss, on a heuristic level, the relationship in the c > 1 phase between random planar maps with a large number of vertices weighted by (det ∆) −c/2 and S h . We will argue heuristically that, the former model corresponds, in some sense, to conditioning the law of the latter model on the unlikely event that the number of squares is large but finite, in which case all of the nontrivial geometry that the latter model possesses "disappears". Thus, if the latter model that we have proposed indeed converges to a continuum LQG surface with c > 1, then random planar maps weighted by (det ∆) −c/2 should not be a good heuristic approximation for LQG in this phase.
Our explanation is partially based on forthcoming work by Ang, Park, Pfeffer, and Sheffield that establishes the first rigorous version of the heuristic relating LQG to weighting random planar maps by the power of a Laplacian determinant.
Before we explain the connection between their work and the c > 1 setting, let us first outline the result of Ang, Park, Pfeffer, and Sheffield in the case c ≤ 1. For each c ≤ 1, they define a random planar map, which we will denote here by R h,c , using a square subdivision procedure identical to the subdivision S h considered in this paper, except with circle averages replaced by averages of the field over dyadic squares. Like S h , the map R h,c should be a good discrete approximation of a c-LQG surface when #R h,c is sufficiently large. The map R h,c is constructed in such a way that it is naturally coupled to a smooth approximation of the LQG metric. What they are able to show is that, if we weight the law of R h,c conditioned on {#R h,c = n} by the (−c /2)-th power of the determinant of the Laplacian of the approximating metric, then the law of the resulting random planar map is that of R h,c+c conditioned on {#R h,c+c = n}. Thus, we have an explicit family of random planar map approximations of c-LQG surfaces for c ≤ 1 such that weighting one member of this family by the appropriate power of the determinant of the Laplacian (defined with respect to an appropriate approximating smooth metric) yields the law of another member of the family.
Like S h , the random planar map R h,c can be defined for c > 1 as well. In this case, the same result of Ang, Park, Pfeffer, and Sheffield still holds. It follows that the law of R h,c conditioned on {#R h,c = n} should be in the same universality class (for n sufficiently large) as that of random planar maps with n vertices weighted by (det(−∆)) −c/2 . And, just as numerical simulations and heuristics in the physics literature suggest that the latter model converges to a CRT, we expect the law of R h,c conditioned on {#R h,c = n} to converge to that of a CRT as well. (See Question 6.4 below, where this conjecture is formulated in terms of S h .) The key difference between the c > 1 and c ≤ 1 regimes is that, when c > 1, the law of R h,c conditioned on {#R h,c = n} has very different geometric properties from R h,c without this conditioning. When c > 1, the random planar map R h,c will be infinite with positive probability; indeed, when is small, {#R h,c = n} is a very unlikely event (i.e., R h,c typically have at least one singularity). Thus, if we believe that R h,c converges in a metric sense as → 0 to a continuum model of central charge c-LQG, then we would expect the geometry of this continuum LQG object to be very different from that of a CRT; e.g., we would expect the limiting metric space to have infinite diameter and infinitely many ends.
This situation is somewhat analogous to the situation for supercritical Galton-Watson trees. If we let T be such a tree, with a geometric offspring distribution, and we condition on {#T = n} then T is uniform over all trees with n vertices and hence behaves like a CRT when n is large. On the other hand, if we do not condition on {#T = n} then T typically looks very different from a CRT, e.g., in the sense that it has exponential ball volume growth and infinitely many ends with positive probability. The law of a random planar map weighted by det(−∆) −c/2 , with a fixed number of vertices, still depends on c, but it is expected that the macroscopic structure does not depend on c when c > 1).
Though it certainly is interesting to have a continuum theory of LQG for c > 1 that is nontrivial and depends on c, we would ideally also want such an object to arise as the limit of natural random planar map models (and not just the limit of discrete models like S h defined in terms of the continuum GFF). See Question 6.10.
Related (and not-so-related) models
General complex central charge. Physicists have also considered Liouville quantum gravity with all possible complex values of c (see, e.g., [Rib14] for a survey focused on algebraic techniques). Our techniques do not extend directly to any value of c / ∈ (−∞, 25]. In particular, for real values of c > 25 the corresponding background charge Q is purely imaginary, so the definition of S h does not make sense. We also emphasize that we have not established any rigorous relationship between our probabilistic approach to LQG for c ∈ (1, 25) and the algebraic approaches taken in the referenced works.
Complex Gaussian multiplicative chaos. A natural approach to constructing an "LQG measure" for c ∈ (1, 25) is to consider the corresponding value of γ, which is complex with |γ| = 2, and try to make sense of exp γh(z) − γ 2 Var h(z) dx dy using Gaussian multiplicative chaos (GMC) theory; 6 see Question 6.2. Complex GMC was first studied in the case where the real and imaginary parts of the field are independent in [LRV13] . The authors obtain a region of C where the standard renormalization procedure leads to a non-trivial limit. GMC with a purely imaginary value of γ was then further studied in [JSW18a] . Very recently in [JSW18b] , a novel decomposition of log-correlated fields allowed the authors to handle the case where real and imaginary parts come from the same field. Unfortunately we don't expect any of these works to be directly related to LQG with c ∈ (1, 25) because the case |γ| = 2 lies outside the feasible region described in [LRV13, JSW18b] . On the other hand in recent work on the sine-Gordon model [LRV19] , in the case of purely imaginary γ, a method of renormalization was developed to go beyond the previous region up to a threshold that seems to correspond to Q = 0 (c = 25). However, they do not treat the case of a general complex γ with |γ| = 2 and they only consider the one dimensional model so novel ideas are required to handle our case of c ∈ (1, 25) and two dimensions.
Complex weights. Huang [Hua18] studies the correlation functions of LQG with real coupling constant γ ∈ (0, 2) but with complex weights (equivalently, complex log singularities), building on [DKRV16, KRV15, KRV17] . This gives an analytic continuation of LQG in a different direction than the one considered here, but does not deal with the case when c > 1.
Atomic LQG measures. In addition to LQG with c > 1, there is another natural extension of LQG beyond the γ ∈ (0, 2] phase: the purely atomic γ-LQG measures for γ > 2 considered, e.g., in [Dup10, BJRV13, RV14, DMS14] . Such atomic measures are closely related to trees of LQG surfaces with the dual parameter γ = 4/γ ∈ (0, 2), where adjacent surfaces touch at a single point, as considered in [Kle95] . See [DMS14, Section 10] for further discussion of this point. The central charge corresponding to γ > 2 is the same as the central charge corresponding to the dual parameter γ = 4/γ. In particular, these atomic measures do not correspond to c > 1 and should not be confused with the extension of LQG beyond γ ∈ (0, 2] considered in this paper.
Liouville first passage percolation. Let h be a GFF-type distribution on C, let {h δ : z ∈ C, δ > 0} be its circle average process, and for ξ > 0, δ > 0, define a metric on C by
where the infimum is over all piecewise continuously differentable paths P from z to w. We call this the δ-Liouville first passage percolation (LFPP) metric with parameter ξ. For c < 1 and corresponding coupling constant γ ∈ (0, 2), if we set ξ = γ/d c (where d c is the c-LQG dimension exponent, as discussed above) then we expect that D ξ,δ h,LFPP converges as δ → 0 to a metric on LQG with central charge c. When ξ > 2/d c=1 , we expect that instead LFPP with parameter ξ is related to LQG with c ∈ (1, 25). See [DG18, Section 2.3] for some evidence of these two points.
In fact, we expect that LFPP with ξ > 2/d c=1 should be related to the square subdivision model of the present paper in a manner which is directly analogous to the relationship between LFPP for ξ ≤ 2/d c=1 and Liouville graph distance, as established in [DG18, Theorem 1.5]. In particular, if Q > 0 and ξ = ξ(Q) > 0 is chosen so that, in the notation of Section 1.2, typically D h (z, w) = −ξ+o (1) for any two fixed distinct points z, w ∈ C, then it should be the case that typically D ξ,δ h,LFPP (z, w) = δ 1−ξQ+o δ (1) for any two fixed distinct points z, w ∈ C. Note that we have not yet shown that such a ξ exists for Q ∈ (0, 2), but we expect that this can be done using similar techniques to those in [DZZ18] . Moreover, we conjecture that if ξ and Q are related in this manner, then LFPP with parameter ξ converges (under appropriate scaling) to the same limiting metric on LQG with c ∈ (1, 25) as the square subdivision distance D h (see Conjecture 1.4). We plan to investigate LFPP for ξ > 2/d c=1 further in future work, including [GP19] .
The KPZ formula
In this section we will prove Theorem 1.5. The proof differs from the proof of the KPZ formula in [DS11] since, in the case Q < 2, we have no Liouville measure e γh dx dy to work with. We first establish the upper bound in Theorem 1.5.
Proof of Theorem 1.5, upper bound. We fix a bounded open set U ⊂ C with X ⊂ U a.s. For n ∈ N, let D n (U ) be the set of dyadic squares with side length 2 −n which intersect U . The probability that U intersects a square of S h with side length larger than 1/2 tends to zero as → 0. Since the squares of S h intersect only along their boundaries, the number of such squares that U intersects is at most a constant depending only on U . In particular, the expected number of squares in S h of side length larger than 1/2 which intersect U tends to zero as → 0. Since X and h are independent, we therefore have
where the o (1) term comes from the squares in S h of side length larger than 1/2 which intersect U .
If S ∈ S h , then by the definition (1.3) of S h , the dyadic parent S of S with
To bound the probability that this is the case, let m = m( ) ∈ N be chosen so that 2 −m ≤ ≤ 2 −m+1 and let n be the smallest integer such that
is a centered Gaussian with variance log 2 n + O n (1) (with O n (1) depending only on U ), the Gaussian tail bound gives
For n ≤ n − 1, we use the trivial bound P[S ∈ S h ] ≤ 1. By plugging these estimates into (3.1), we
where the o m (1) tends to zero as m → ∞ (equivalently, as → 0), at a rate which does not depend on n. The first term on the right side of (3.4) is at most x/Q+o (1) by our choice of n . To bound the second term, we first note that it is a series whose summand, viewed as a function of n, extends to a function on the positive real line with a unique maximum and no minimum. This implies that 7
Moreover, the integrand 2
+tom (1) is the exponential of a continuously differentiable function with a unique maximum, where it equals (Qm − m Q 2 − 2x) log 2 + o m (m). Therefore, by Laplace's method,
Combining (3.5) and (3.6) and replacing m by , we get that the second term of (3.4) is at most
7 Here we are using the fact that, if f : R + → R is a continuous function that is increasing on (0, a) and decreasing on (a, ∞), then the sum ∞ n=1 f (n) is a lower Riemann sum for the integral of the function f * that equals f on (0, a), the constant f (a) on (a, a + 1), and f (x − 1) on (a + 1, ∞). Hence,
Since 2x < Q 2 implies that Q − Q 2 − 2x > x/Q, plugging in our bounds for the two terms on the right side of (3.4) shows that
. This gives expectation bound in (1.9). The a.s. bound then follows immediately from the Chebyshev inequality and the Borel-Cantelli lemma applied at dyadic values of (recall that N h (X) is increasing in ).
We now prove the lower bound in Theorem 1.5.
Proof of Theorem 1.5, lower bound. Intuitively, to obtain a lower bound, we want to consider a set of points of X where the field h is large, since squares in S h that intersect this set will necessarily have small Euclidean size, giving a lower bound for the number of such squares in terms of the dimension of the set. Thus, we want to consider points where the field h is thick. For α ∈ [−2, 2], we write T α for the set of α-thick points of h, as defined in Definition 1.3. The dimension of α-thick points in X is given by [GHM15, Theorem 4.1], which extends the main result of [HMP10] .
2 > x, then a.s. T α ∩ X = ∅. For our proof to work, we want to consider a set of points which are not just thick, but "uniformly thick". More precisely, for ζ > 0 arbitrarily small, we consider a subset of (α − ζ)-thick points for which (1.6) converges uniformly. The following lemma, which is [GHM15, Lemma 4.3], asserts that we can find such a set whose dimension differs from the dimension of α-thick points in X by at most ζ.
Lemma 3.2 ( [GHM15]
). Let α ∈ (0, 2] and ζ > 0. Almost surely, there exists a random δ > 0 depending on α and ζ such that the following is true. If we set
Together, Theorem 3.1 and Lemma 3.2 imply that, for a fixed α ∈ (0, 2] and ζ > 0,
To prove the lower bound, we consider the set of squares in S h that intersect X α,ζ for fixed α ∈ (0, 2] and ζ > 0. For this purpose we will need the following elementary continuity estimate for the circle average process, see, e.g., [GHM15, Lemma 3.15].
Lemma 3.3. For each fixed ζ ∈ (0, 1/2) and R > 0, it holds with probability tending to 1 as → 0 that
Since X is bounded, a.s. the maximum Euclidean size of the squares of S h which intersect X tends to zero as → 0. Hence, it is a.s. the case that for less than some random threshold, for each z ∈ X α,ζ and each S ∈ S h with z ∈ S, the Euclidean size of S is small enough that (a) the definition (3.8) gives
, and (b) we can then apply Lemma 3.3 to recenter the circle average h (|S|/2) 1−ζ (z) at the center v S of S and get
, where the o ζ (1) tends to zero as ζ → 0 at a rate depending only on α.
Thus, a.s. for small enough ,
for all S ∈ S h intersecting X α,ζ . We will now separately treat the case when x < Q 2 /2 and the case when x > Q 2 /2. If x < Q 2 /2, then X α,ζ has nonzero dimension only for α < Q. For such α, the inequality (3.11) gives (for ζ sufficiently small) an upper bound for the Euclidean size of a square in S h that intersect X α,ζ . Combining this bound with the lower bound (3.9) on the dimension of X α,ζ , we get a lower bound for the number of squares in S h that intersect X α,ζ ; namely, we get that a.s.
Sending ζ → 0, we deduce that, a.s.
The exponent on the right is minimized at α = Q − Q 2 − 2x, where it equals Q − Q 2 − 2x. Making this choice of α gives the desired lower bound for N h (X). If x > Q 2 /2, then by (3.9), the set X α,ζ has nonzero dimension for some α > Q and ζ sufficiently small. For these values of α and ζ, the exponent on the right side of (3.11) is negative. Therefore, (3.11) will always be false for sufficiently small, so a.s. for small enough none of the squares in S h intersects the set X α,ζ . In other words, every point of X α,ζ is a singularity for S h . Therefore, a.s. X intersects infinitely many singularities of S h for each small enough > 0.
We will now deduce from this that a.s. N h (X) = ∞ for small enough . Indeed, since X is independent from h and the probability that any fixed point of C is a singularity is zero, we infer that for any fixed w ∈ C and r > 0, P[X ∩ B r (w) = ∅ and every point of X ∩ B r (w) is a singularity] = 0.
(3.13)
Applying this for w ∈ Q 2 and r ∈ Q ∩ (0, ∞) shows that a.s. the following is true. For every singularity z of S h which intersects X and every r > 0, there is a point of X ∩ B r (z) which is not a singularity for S h . Hence each of the infinitely many singularities z ∈ X ∩ S h is the limit of a sequence of points of X which are not singularities for S h , and so are contained in squares of S h which intersect X. The maximal size of the squares of S h which intersect B r (z) tends to zero as r → 0 (otherwise z would be contained in a square of S h ). Hence a.s. each of the singularities of X ∩ S h is an accumulation point of arbitrarily small squares of S h which intersect X. Therefore, a.s. N h (X) = ∞ for each small enough > 0. 
In the case of the lower bound, consider X = {0} ∪ {1/n : n ∈ N}, viewed as a subset of C. Then the Minkowski dimension of X is 1/2, so if the lower bound in Theorem 1.5 were true with Minkowski dimension in place of Hausdorff dimension, we would have N h (X) = ∞ for small enough whenever Q 2 /2 < 1/2. We claim, however, that a.s. N h (X) ≤ −1/Q+o (1) . Indeed, it is easy to see using basic Gaussian estimates that a.s. |S| = 1/Q+o (1) for each of the (at most 4) squares of S h which contain zero. This means that X can be covered by one of these squares plus at most −1/Q+o (1) additional squares, one for each of the points 1/n ∈ X with 1/n ≥ 1/Q+o (1) . It may be possible to prove a variant of Theorem 1.5 where both the upper bound and the lower bound are in terms of Hausdorff dimension and we use a suitable notion of "quantum Hausdorff dimension" in place of the growth exponent for N h (X), but we do not carry this out here.
White noise approximations of the GFF
The rest of the paper is devoted to studying graph distances in S h , which will eventually lead to proofs of Theorem 1.6 and Proposition 1.8. Before proceeding with the core arguments in Section 5, in this brief section we make some preliminary definitions and record a few basic estimates.
White noise approximation
In this subsection we will introduce various white-noise approximations of the Gaussian free field which are often more convenient to work with than the GFF itself. These same approximations are also considered in [DG16, DZZ18, DG18]. Our exposition closely follows that of [DG18] .
Let W be a space-time white noise on
and Borel measurable sets A ⊂ C and I ⊂ [0, ∞), we slightly abuse notation by
Approximations of the GFF can be obtained by integrating the transition density of Brownian motion against W . For an open set U ⊂ C, let p U (s; z, w) be the transition density of Brownian motion stopped at the first time it exits U , so that for s ≥ 0, z ∈ C, and A ⊂ U , the probability that a standard planar Brownian motion B started from z satisfies B([0, s]) ⊂ U and B s ∈ A is A p U (s; z, w) dw. We abbreviate p(s; z, w) := p C (s; z, w) = 1 2πs exp − |z − w| 2 2s .
Following [DG16, DG18, GMS18b], we define the centered Gaussian process
(4.1)
We abbreviate h := h 0 . By [DG16, Lemma 3.1] and Kolmogorov's criterion, each h t for t > 0 admits a continuous modification. Henceforth whenever we work with h t we will assume that it is been replaced by such a modification (we will only ever need to consider at most countably many values of t at a time). The process h does not admit a continuous modification, but can be viewed as a random distribution. We note that
= log( t/t), ∀z ∈ C, ∀0 < t < t < 1.
(4.
2)
The process h t is a good approximation for the circle-average process of a GFF over circles of radius t [DG16, Proposition 3.2]. The former process is in some ways more convenient to work with than the GFF thanks to the following symmetries, which are immediate from the definition.
• Rotation/translation/reflection invariance. The law of { h t (z) : t ∈ [0, 1], z ∈ C} is invariant with respect to rotation, translation, and reflection of the plane.
•
• Independent increments. If 0 ≤ t 1 < t 2 ≤ t 3 < t 4 , then h t 2 − h t 1 and h t 4 − h t 3 are independent.
For Q > 0 and U ⊂ C, we define a collection of non-overlapping dyadic squares S h (U ) and a pseudometric D h on C in exactly the same manner as in (1.3) but with h |S|/2 used in place of h |S|/2 . That is, for a square S ⊂ C we set
and for U ⊂ C we define
We view S h (U ) as a graph with squares considered to be adjacent if their boundaries intersect and for z, w ∈ U we define D h (z, w; U ) to be the minimal graph distance in S h (U ) from a square containing z to a square containing w, or ∞ if either z or w is not contained in a square of S h (U ).
We drop the U from the notation when U = C and we define the D h -distance between sets as in (1.4). We note that the obvious analogue of (1.5) holds for D h . It is sometimes convenient to work with a truncated variant of h where we only integrate over a ball of finite radius. We define We define M h tr (S) for squares S ⊂ C as well as S h tr (U ) and D h tr (·, ·; U ) exactly as above but with h tr |S|/2 in place of h |S|/2 . The following lemma will allow us to use h tr or h in place of the GFF in many of our arguments. It can be proven using basic estimates for the Brownian transition density which allow one to check Kolmogorov's continuity criterion; see [DG18, Lemma 3.1].
Lemma 4.1. Suppose U ⊂ C is a bounded Jordan domain and let K be the set of points in U which lie at Euclidean distance at least 1/10 from ∂U . There is a coupling (h, h U , h, h tr ) of a whole-plane GFF normalized so that h 1 (0) = 0, a zero-boundary GFF on U , and the fields from (4.1) and (4.5) such that the following is true. For any h 1 , h 2 ∈ {h, h U , h, h tr }, the distribution (h 1 − h 2 )| K a.s. admits a continuous modification and there are constants c 0 , c 1 > 0 depending only on U such that for A > 1,
In fact, in this coupling one can arrange so that h and h tr are defined using the same white noise and h − h U is harmonic on U .
We will need the following variant of Lemma 4.1.
Lemma 4.2. Let U and K be as in Lemma 4.1. There is a coupling (h, h U , h, h tr ) such that for any h 1 , h 2 ∈ {h, h U , h, h tr } and each C > 2,
and
Proof. The lemma in the case when (h 1 , h 2 ) = (h, h U ) is immediate from Lemma 4.1 applied with A = (log C) 2 and (1.5). The case when (h 1 , h 2 ) = ( h, h tr ) follows since the same argument 8 used to prove [DZZ18, Lemma 2.7] shows that if h and h tr are defined using the same white noise, then for appropriate constants a 0 , a 1 > 0 as in the lemma statement,
Finally, in the case when (h 1 , h 2 ) = ( h, h U ), we obtain the needed comparison between h t and the circle-average process for h U from [DG16, Proposition 3.3] and a union bound over dyadic radii.
Estimates for various fields
Let us now record some basic estimates for the squares of S h . We first show that none of the squares of S h are macroscopic.
Lemma 4.3. Let h be any of the four fields from Lemma 4.2 with U = S(1) = (−1, 2) 2 . For each ζ ∈ (0, 1), it holds with polynomially high probability as → 0 that
Proof. By Lemma 4.2, it suffices to prove the lemma in the case when h = h. For n ∈ N, let D n be the set of dyadic squares S ⊂ S which have side length |S| = 2 −n . Recall that h 2 −n−1 (v S ) is centered Gaussian with variance log 2 n+1 for each S ∈ D n . By the Gaussian tail bound, if n ∈ N with 2 Qn < 1 and S ∈ D n ,
The truncated white noise decomposition is called η in [DZZ18] and has a slightly more complicated definition than h tr , but the same (in fact, a slightly easier) argument works in the case of h tr .
By a union bound over 2 2n elements of D n ,
We now conclude by summing this estimate over all n ∈ N with 2 −n ≥ 1/(2+Q)−ζ .
Lemma 4.4. Suppose that h is either a whole-plane GFF, the field h of (4.1), or the field h tr of (4.5). It holds with polynomially high probability as → 0 that each square of S h (S) is also a square of S h .
Proof. It suffices to show that with polynomially high probability as → 0, neither the square S nor any of its dyadic ancestors belongs to S h (S). Equivalently, if we let S = S 0 ⊂ S 1 ⊂ . . . be the sequence of dyadic ancestors of S, it suffices to show that with polynomially high probability as → 0, it holds that e h |S j |/2 (v S j ) |S j | Q > for each j ∈ N. This follows from the Gaussian tail bound and a union bound over all j ∈ N 0 since |S j | = 2 j and h |S j |/2 (v S j ) is Gaussian with variance log 2 j + O(1).
Ball volume growth is superpolynomial
In this section we prove Theorem 1.6. Along the way, we will also obtain Proposition 1.8 (see the beginning of Section 5.2). To prove Theorem 1.6, we will first prove a lower bound for the cardinality of the graph-distance ball centered at the origin-containing square in S h (S), then transfer to the statement of Theorem 1.6 using the scaling properties of the GFF. The proof of the estimate for balls in S h (S) consists of four main steps, which are carried out in Sections 5.1, 5.2, 5.3, and 5.4, respectively.
1. Distance between two sides of a rectangle. We show that the D h -distance between two opposite sides of a fixed rectangle in R 2 typically grows at most polynomially in .
2. Maximal distance between large squares. We show (Proposition 5.4) that for any fixed β > 0, it holds with high probability as → 0 that any two squares in S h (S) with side length at least β lie at S h (S)-graph distance at most −f (β)−o (1) from one another, for an exponent f (β) depending only on Q and β.
3. Distance from a small square to a large square. We show that when K > 1 is large, a typical "small" square of S h (S) with side length of order K is close to some "large" square of S h (S) with side length at least 1/Q+o (1) , in the sense that the distance between the two squares is at most s for an exponent s > 0 which can be taken to be independent of K if certain parameters are chosen appropriately.
4.
Lower bound for the number of small squares. We show that with high probability, the number of squares of S h (S) with side length at most K which satisfy the condition of step 3 grows at least as fast as some power of −K (the power depends only on Q).
Combining the last three statements shows that with high probability, the number of squares of side length smaller than K which belong to the graph distance ball of radius −(s∧f (1/Q)) in S h (S) centered at a fixed point is typically at least a Q-dependent power of −K . Given r ∈ N, we will then choose so that −(s∧f (1/Q)) = r, take K to be arbitrarily large, and use the scaling properties of the GFF to get Theorem 1.6.
Let us now give slightly more detail as to how each of the above steps is carried out.
Step 1 is essentially obvious for Q ∈ [ √ 2, 2), and for Q < √ 2 is obtained by considering a path of squares which follows an SLE 4 level line of the GFF between the two opposite sides of the rectangle.
For step 2, we will use step 1 and a percolation argument to build a "grid" consisting of a polynomial number of paths of squares in S h (S), each of which has at most polynomial length, which intersect every dyadic square in S with side length at least β . This leads to an upper bound on the maximal distance between two such squares.
To carry out step 3, we first need to specify what we mean by a "typical" small square of S h (S). Roughly speaking, the accumulation points of arbitrarily small squares in S h (S) correspond to the α-thick points of h for α ∈ (Q, 2) (Definition 1.3). The set of α-thick points is larger (e.g., in the sense of Hausdorff dimension [HMP10] ) for smaller values of α, so we expect that most small squares of S h (S) arise from α-thick points with α close to Q. This leads us to fix z ∈ S and α ∈ (Q, 2) and analyze the field h α := h − α log | · −z|, which essentially amounts to conditioning z to be a thick point of h. We will prove that for any large exponent K > 1, there is a square S of S h α (S) near z with side length at most K and a square S of S h α (S) with side length at least 1/Q+o (1) such that D h α (S, S ; S) grows at most polynomially in , at a rate which does not depend on K, provided we take α sufficiently close to Q, depending on K (α = Q + 1/K will suffice).
For step 4, we will use the fact that for α ∈ (Q, 2), a point sampled uniformly from the α-LQG measure µ α h is a.s. α-thick (see, e.g., [DS11, Section 3.3]). We will combine this fact with the analysis of h α described above and estimates for the α-LQG measure (which show that its mass is sufficiently "spread out" over S) to show that there are a large number of small squares in S h (S) which are close to large squares in the sense described above.
Throughout this section we will use the following notation. 
Distance between two sides of a rectangle grows at most polynomially
Let h be a whole-plane GFF normalized so that h 1 (0) = 0. In this subsection we will establish that the D h distance between two sides of a rectangle grows at most polynomially in .
Lemma 5.2. For each Q ∈ (0, 2) and with ξ = ξ(Q) := 3 2Q > 0 the following is true. For each ζ ∈ (0, 1) and each 2 × 1 or 1 × 2 rectangle R ⊂ C with sides parallel to the coordinate axes and corners in Z 2 , it holds that
The same is true with the field h of (4.1) in place of h.
The exponent ξ in Lemma 5.2 is far from optimal; the main point is just to get a polynomial upper bound. In the case when Q ∈ ( √ 2, 2), one can take ξ = Q − Q 2 − 2 instead by considering the set of squares of S h (R) which intersect a fixed line segment (Theorem 1.5). Lemma 5.2 will be a consequence of the following estimate, which gives a path between two sides of a rectangle on which the values of h are of approximately constant order.
Lemma 5.3. Let h be a whole-plane GFF and fix ζ ∈ (0, 1). For each fixed rectangle R ⊂ C with sides parallel to the coordinate axes and corners in Z 2 , it holds with probability tending to 1 as [SS13] , for a particular Dirichlet GFF h in R r the level line η has the law of an SLE 4 . Since h is smaller near η than at a "typical" interior point, with high probability we can find a path P in 2 −n Z 2 which connects ∂ L R and ∂ R R along which |h 2 −n−1 (z)| ∨ |h 2 −n (z)| is small. We need 2 n(3/2+on(1)) squares since the Minkowski dimension of η is 3/2. By coupling h and h so they are close in R we obtain the statement of the lemma.
n → ∞ that the following is true. There is a simple path P in (2 −n Z 2 ) ∩ R (equipped with its usual nearest-neighbor graph structure) from ∂ L R to ∂ R R such that
The same is also true if we instead consider paths in the dual lattice (2 −n (Z 2 + (1/2, 1/2))) ∩ R between the 2 −n−1 -neighborhoods of ∂ L R and ∂ R R.
To prove Lemma 5.2, we will apply Lemma 5.3 with 2 −n ≈ 1/Q . We remark that the main result of [DL18] shows that Lemma 5.3 is true with the circle average process replaced by a zero-boundary discrete GFF on 2 −n Z 2 , with the exponent 3/2 in (5.2) replaced by 1. Their proof, however, does not work with the circle average process in place of the discrete GFF.
Proof of Lemma 5.3. We will prove the statement for 2 −n Z 2 ; the proof for the dual lattice 2 −n (Z 2 + (1/2, 1/2)) follows from exactly the same argument. The basic idea of the proof is to consider a path which stays close to an SLE 4 level line of h, in the sense of [SS13] . Since [SS13] only considers level lines of a GFF on a proper simply connected domain with piecewise linear boundary data and since we want our level line to stay in R, we will need to consider such a GFF on a domain slightly larger than R.
For r ≥ 0, let R r be the rectangle with the same center as r and whose side lengths are 1 + r times the side lengths of r and let x r and y r , respectively, be the midpoints of ∂ L R r and ∂ R R r . Let λ be the constant from [SS13] (λ = π/2 with our choice of normalization). Let h be a GFF on R r such that h has boundary data λ (resp. −λ) on the counterclockwise (resp. clockwise) boundary arc from x r to y r , i.e., h is a zero-boundary GFF on R r plus the harmonic function on R r with this boundary data.
Fix s ∈ (0, 1). We will show that (5.2) holds with probability at least 1 − s if n is sufficiently small. Recall that h| Rr can be written in the form h| Rr = h Rr + h, where h Rr is a zero-boundary GFF in R r , h is a Gaussian harmonic function in R r , and h Rr and h are independent. Since h is continuous on R and since the boundary data for the field h above is bounded, we can find a constant C 0 > 0 (depending on r and s) and a coupling of h and h such that a.s. h − h is a continuous function and
By the main result of [SS13] we may define the level line η of h from x r to y r as a chordal SLE 4 curve from x r to y r in R r which is independent from h . See Figure 4 . We first claim that for small enough r > 0,
Indeed, this follows since η a.s. does not touch ∂R r except at x r and y r and since the law of η is the same for all r modulo scaling. Henceforth fix r so that (5.4) holds.
By the main result of [LR15] , η has finite 3/2-dimensional Minkowski content a.s. This implies that we can find a constant C 1 > 0 depending only on s and R such that
where B 2 −n+10 (η) denotes the Euclidean 2 −n+10 -neighborhood of η and area denotes Lebesgue measure.
Let D r ⊂ R r denote the simply connected domain whose boundary is the union of ∂ B R r , η, and the segments of ∂ L R r and ∂ R R r which lie below x r and y r , respectively. The curve η is a local set for h in the sense of [SS13, Lemma 3.9]. In particular, if we condition on η, then the field h | Dr has the law of a zero-boundary GFF on D r plus the constant function λ. For any z ∈ D r let CR(z, D r ) denote the conformal radius of z in D r . By [DS11, Proposition 3.2], under the conditional law given η, for each δ > 0 such that B δ (z) ⊂ D r , the random variable h δ (z) is Gaussian with mean λ and variance Var(h δ (z)|η) = − log δ + log CR(z, D r ). By the Koebe quarter theorem,
with a universal implicit constant. If (5.5) holds, then the number of points in (
is at most C 1 2 n(3+ζ)/2+2 . By the Gaussian tail bound and a union bound over all such points, we see that if n is sufficiently large, then whenever the event in (5.5) occurs, it a.s. holds with conditional probability at least 1 − s/10 given η that
Now assume that the events in (5.3), (5.4), (5.5), and (5.6) all occur, which happens with probability at least 1 − s. The event in (5.4) implies that if n is sufficiently small then η lies at Euclidean distance at least 2 −n+10 from ∂ B R, so there is a simple path P in 2 −n Z 2 ∩ (B 2 −n+10 (η) \ B 2 −n (η)) from ∂ L R to ∂ R R which is contained in R ∩ D r . By the occurrence of the event in (5.5), we have #P ≤ C 1 2 n(3+ζ)/2 . The occurrence of the events in (5.3) and (5.6) then show that (5.2) holds for large enough n.
Proof of Lemma 5.2. We will prove the statement for h; the statement for h is then immediate from Lemma 4.1. Given > 0, choose n ∈ N so that 2 −(Q−ζ)n ≤ ≤ 2 −(Q−ζ)n+1 . Lemma 5.3 shows that with probability tending to 1 as → 0, there is a path P of dyadic squares contained in R with side length 2 −n such that
where the o ζ (1) tends to 0 as ζ → 0 at a rate depending only on Q. For S ∈ P , the condition that |h 2 −n−1 (v S )| ≤ ζ log 2 n implies that
Hence, either S or one of its dyadic ancestors is contained in S h (R). This shows that (5.1) holds.
Maximal distance between large squares
Throughout the rest of this section, we let ξ = ξ(Q) > 0 be any exponent for which the conclusion of Lemma 5.2 is satisfied. Many of our estimates will depend on ξ.
Let h be a whole-plane GFF normalized so that its circle average over ∂D is zero. The goal of this subsection is to show that with high probability, the D h -distance between any two large squares (of at least polynomial size) in S h is at most a polynomial function of −1 . We will also show that each such square lies at at most polynomial distance from ∂S.
Proposition 5.4. Fix ζ ∈ (0, 1). For each β > 0, it holds with polynomially high probability as → 0 that
where
Moreover, the same is true with the white noise field h of (4.1) in place of h.
The particular value of f (β) in (5.9) is not important for our purposes. Before proceeding with the proof of Proposition 5.4, we note that it implies Proposition 1.8 (which asserts that the D h -distance between two points grows at most polynomially in ).
Proof of Proposition 1.8. By re-scaling space and using that h |z+w| ((z + w)/2), say, is Gaussian with variance depending only on |z + w|/2, we can assume without loss of generality that each of z and w is contained in the interior of S.
To prove the lower bound for D h (z, w) with ξ = 1/(2 + Q), we first use Lemma 4.3, a union bound over dyadic values of , and the Borel-Cantelli lemma to find that a.s. max{|S| : S ∈ S h (S)} ≤ 1/(2+Q)+o (1) . Since the sum of the side lengths of the squares along any path in S h from z to {w} ∪ ∂S must be at least the Euclidean distance from z to {w} ∪ ∂S, we get that a.s.
For the upper bound, let S be a dyadic square contained in S with side length in [ 1/Q+ζ , 2 1/Q+ζ ).
Then h |S|/2 (v S ) is Gaussian with variance log −1/Q−ζ + O (1), so by the Gaussian tail bound e h |S|/2 (v S ) |S| Q ≤ with polynomially high probability as → 0. By applying this to dyadic squares containing each of z and w, we find that with polynomially high probability as → 0, each of z and w is contained in a square of S h (S) with side length at least 1/Q+ζ . Combining this with Proposition 5.4 and possibly shrinking ζ shows that with polynomially high probability as → 0,
(5.10)
A union bound over dyadic values of now concludes the proof for h. The statement for h follows from Lemma 4.2.
For most of the proof of Proposition 5.4, we will work with h instead of h. We will transfer from this field to h at the very end of the proof using Lemma 4.2. As discussed in the outline above, we want to use Lemma 5.2 to build a "grid" of paths in S which hit every square of side length at least β . To do this, we will need to apply the lemma to a large number of different rectangles simultaneously, so we will need a quantitative bound for the probability that the distance between two sides of a rectangle is larger than expected. We will obtain such a concentration bound using a percolation-style argument. The statements and proofs of the next three lemmas are roughly similar to arguments appearing in [DG18, Section 3.2] but with some extra complications since a priori we only have an upper bound for the distance between two sides of the rectangle, not for the point-to-point distance.
We first prove a bound for the distance between the two sides of a large square which holds with superpolynomially high probability.
Lemma 5.5. For n ∈ N, let R n := [0, 2n]×[0, n]. For each fixed ζ ∈ (0, 1), there exists a 0 , a 1 , A > 0 (depending only on ζ and Q) such that for n ∈ N and > 0,
When we apply Lemma 5.5, we will typically take n to be of order (log −1 ) p for 1 < p < 2, so that e −a 1 n is smaller than any power of and n 2 and e n 1/2 are of order o (1) .
Lemma 5.5 will be proven using a percolation-style argument which requires exact independence for the values of the field in squares which lie at macroscopic distance from one another. So, we will need to work with the truncated white-noise field h tr instead of h itself. We will apply the following lemma to bound the length of a "hard direction" crossing for 2 × 1 or 1 × 2 rectangles contained in R n , then concatenate such crossings to prove Lemma 5.5.
Lemma 5.6. Let ξ = ξ(Q) be as in Lemma 5.2 and fix ζ ∈ (0, 1). For a 1 × 1 square S ⊂ C with corners in Z 2 and ∈ (0, 1), let E S be the event that the following is true: For each of the four 2 × 1 rectangles R with corners in Z 2 which contain S, one has
and the same holds for 1×2 rectangles with ∂ B R and
as → 0, uniformly over all such squares S.
Proof. In the case when S = S is the standard unit square, this follows from four applications of Lemma 5.2 combined with Lemma 4.2. For a general choice of S, the lemma follows from the case S = S and the fact that the law of h tr is invariant under spatial translations.
Proof of Lemma 5.5. We will show that there are constants a 0 , a 1 , A > 0 as in the statement of the lemma such that for n ∈ N and > 0,
Combining this with [DG18, Lemma 3.5] (applied with r = 4n and C = e cn 1/2 for an appropriate constant c > 0) will yield (5.11). We will prove (5.12) via a percolation argument. Let p ∈ (0, 1) be a small universal constant to be chosen later. We assume without loss of generality that n ≥ 3 and let S(R n ) be the set of unit side length squares 9 S ⊂ [1, 2n − 1] × [1, n − 1] with corners in Z 2 . We view S(R n ) as a graph with two squares considered to be adjacent if they share an edge. We define the left boundary of S(R n ) to be the set of squares in S(R n ) which intersect the left boundary of [−1, 2n + 1] × [0, n]. We similarly define the right, top, and bottom boundaries of S(R n ).
For each square S ∈ S(R n ) and ∈ (0, 1), let E S be the event of Lemma 5.6. By Lemma 5.6, we can find * = * (p, ζ, Q) > 0 such that
(5.13) 9 The reason for considering [1, 2n − 1] × [1, n − 1] instead of Rn is so that if S ∈ S(Rn), then each of the four 1 × 2 or 2 × 1 rectangles with corners in Z 2 which contain S are contained in Rn.
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We claim that if p is chosen sufficiently small, then for appropriate constants a 0 , a 1 > 0 as in the statement of the lemma, it holds for each ∈ (0, * ] and n ∈ N that with probability at least 1 − a 0 e −a 1 n , we can find a path P in S(R n ) from the left boundary of S(R n ) to the right boundary of S(R n ) consisting of squares for which E S occurs.
Assume the claim for the moment. On the event that a path P as in the claim exists, for each S ∈ P and each of the four 2 × 1 or 1 × 2 rectangles R ⊃ S from the definition of E S , one can find a path of squares P R in S h tr (R) between the two shorter sides of R with length at most −ξ−ζ . Since each such rectangle R is contained in R n , the set of squares P R ∈ S h (R n ) which contain the squares in P R contains a path of squares in S h (R n ) between the two shorter sides of R of length at most −ξ−ζ . Let P S be the union of the sets of squares P R for the four rectangles R which contain S. Then P S is connected.
If S, S ∈ S(R n ) are two squares which share a side, then topological considerations show that P S ∩ P S = ∅. Hence the union of the sets P S over all S ∈ P contains a path of squares in S h (R n ) between the left and right boundaries of R n of length at most a universal constant times n 2 −1−ξ (note that there are 2n 2 squares in S(R n )). Since this happens with probability at least 1 − a 0 e −a 1 n whenever ∈ (0, * ], we get that (5.12) holds for
increase when decreases, it follows that (5.12) is true for general > 0 with A −ξ−ζ * . It remains only to prove the above claim. Let S * (R n ) be the graph whose squares are the same as the squares of S(R n ), but with two squares considered to be adjacent if they share a corner or an edge, instead of only considering squares to be adjacent if they share an edge. By planar duality, it suffices to show that if p, a 0 , a 1 are chosen appropriately, then for ∈ (0, * ] it holds with probability at least 1 − a 0 e −a 1 n that there does not exist a simple path in S * (R n ) from the top boundary to the bottom boundary of S(R n ) consisting of squares for which E S does not occur. This will be proven by a standard argument for subcritical percolation.
By the definition (4.5) of h tr , the event E S is a.s. determined by the restriction of the white noise W to B 2 (S) × R (here B 2 (S) denotes the Euclidean neighborhood of radius 2). In particular, E S and E S are independent whenever B 2 (S) ∩ B 2 ( S) = ∅. For each fixed deterministic simple path P * in S * (R n ), we can find a set of at least |P * |/100 squares S hit by P * for which the neighborhoods B 2 (S) are disjoint. By (5.13), applied once to each of these |P * |/100 squares, if ∈ (0, * ] then the probability that E S fails to occur for every square in P * is at most p |P * |/100 .
We now take a union bound over all paths P * in S * (R n ) connecting the top and bottom boundaries. For k ∈ [n, 2n 2 ] Z , the number of such paths with |P * | = k is at most n8 k+1 since there are 2n possible initial squares adjacent in the top boundary of R n and 8 choices for each step of the path. Combining this with the estimate in the preceding paragraph, we find that for ∈ (0, * ] the probability of a top-bottom crossing of S * (R n ) consisting of squares for which E S does not occur is at most
which is bounded above by an exponential function of n provided we take p < 8 −100 .
Re-scaling space and applying Lemma 5.5 in several different rectangles contained in S leads to the following.
Lemma 5.7. For each ζ ∈ (0, 1), there exists λ = λ(ζ, Q) > 0 such that the following is true. For m ∈ N and > 0, it holds with probability 1 − O m (e −λm ) as m → ∞, at a rate which is uniform in , that for each
Proof. Fix ζ ∈ (0, 1) to be chosen later, in a manner depending only on ζ and Q. Also set n m := log 2 m 3/2 , ∀m ∈ N (in fact, n m = log 2 m p for any 1 < p < 2 would suffice). By [DG18, Lemmas 3.5 and 3.6] (the latter is applied with δ = 2 −m and A = 2 nm m 3/2 ), it holds with exponentially high probability as m → ∞ that 
(5.15) If R is a 2 −m+1 × 2 −m rectangle and u R denotes its bottom left corner, then 2 m+nm (R − u R ) is the rectangle R 2 nm of Lemma 5.5. Moreover, the field { h 2 −m−nm t,2 −m−nm (2 −m−nm · +u R )} t∈[0,1] agrees in law with { h t } t∈[0,1] and is independent from h 2 −m−nm , which means that the associated graph distance D 
If (5.15) holds, then
where the o ζ (1) and o m (1) are each deterministic and independent of and the o ζ (1) error is also independent of m. Note that in the first inequality in (5.16), we switched from the maximum of h 2 −m−nm (z) to the minimum of h 2 −m (z) (which gives a stronger estimate than the maximum) using the second inequality in (5.15). Also, in the second inequality in (5.16), we absorbed a small multiple of min z∈R h 2 −m (z) into the mo ζ (1) error inside the first exponential using the first inequality in (5.16). By Lemma 5.5 (applied with T R in place of and 2 nm in place of n) and a union bound over O m (2 2m ) rectangles R, we obtain the statement of the lemma upon choosing ζ sufficiently small, in a manner depending only on ζ and Q.
By replacing min z∈R h 2 −m (z) by the maximum possible value of h 2 −m (z) on R, we can eliminate the dependence on h 2 −m in Lemma 5.7.
Lemma 5.8. Fix ζ ∈ (0, 1). With polynomially high probability as → 0, the following is true. For each m ∈ N with 2 −m ≤ ζ and each 2 −m+1 × 2 −m rectangle R ⊂ S with corners in 2 −m Z 2 ,
Moreover, the same holds for 2 −m × 2 −m+1 rectangles with corners in 2 −m Z 2 , but with ∂ T R and it holds with polynomially high probability as → 0 that for each such m, max z∈S | h 2 −m (z)| ≤ (2 + ζ) log 2 m . By combining this with Lemma 5.7 and possibly shrinking ζ, we get that with polynomially high probability as → 0, it holds for each 2 −m ≤ ζ and each rectangle R as in the statement of the lemma that
Since 2 −m ≤ ζ , the second term in the maximum in (5.18) is larger than the first for a small enough choice of ζ ∈ (0, 1) and > 0. This gives (5.17). The statement for 2 −m × 2 −m+1 rectangles follows since the law of h is invariant under rotations by π/2.
Proof of Proposition 5.4. We will prove the proposition statement with h in place of h. The statement for h follows immediately from this and Lemma 4.2. See Figure 5 for an illustration of the proof. the Euclidean −β /20-neighborhood of L (see Figure 5, left) . Furthermore, the number of rectangles R involved in the above union is at most O ( −β ), so the length of this path is at most O ( −f (β)−ζ ). If S, S ∈ S h (S) are squares with side length at least β , then we can find a horizontal line segment L and a vertical line segment L as above whose union is connected and contains the centers of each of S and S. The union of the corresponding sets of squares P(L) and P(L ) as above is connected in S h (S) and passes through (and therefore contains) each of S and S. Thus (5.8) holds with h in place of h.
Distance from a small square to a large square
Fix α ∈ (Q, 2) and z ∈ S with dist(z, ∂S) ≥ 1/4. As in the discussion at the beginning of this section, we will eventually take α to be very close to Q. Let h be a whole-plane GFF normalized so that h 1 (0) = 0 and let h be the white-noise decomposition field as in (4.1). Define the fields
We note that the condition that α > Q ensures that S h α (S) has a singularity at z with high probability and the condition that α < 2 ensures that h possesses α-thick points a.s. (see [HMP10] and Section 5.4 below). The goal of this section is to prove the following statement, which gives an upper bound for the S h α (S)-graph distance from a large square to a neighborhood of the singularity z.
Proposition 5.9. Fix ζ ∈ (0, 1) and K > 1. With polynomially high probability as → 0, at a rate which is uniform in z, there exists a square S ∈ S h α (S) with |S| ≥ 1/(Q−ζ) and
The same is true with h α in place of h α .
We will eventually send K → ∞ and α → Q in order to get an arbitrarily large growth exponent for a graph-distance ball. The only important feature of the function g(α, K) of (5.21) for our argument is that when we set α = Q + 1/K, it holds that g(Q + 1/K, K) is bounded above by a constant which depends only on Q.
As in Section 5.2, for the proof of Proposition 5.9 we will mostly work with h α instead of h α .
To prove the proposition, we will first establish for each n ∈ N an upper bound for the minimum length of a path in S h α (S) between the inner and outer boundaries of a square annulus consisting of points which lie at Euclidean distance of order 2 −n from z; and an upper bound for the minimum length of a path in S h α (S) which disconnects the inner and outer boundaries of such an annulus. This is done in Lemma 5.11, with Lemma 5.10 as an intermediate step. We will then concatenate
A n−2,n−3
The annuli A n,n−1 defined in (5.22) and the paths of squares P ⊥ n and P • n of Lemma 5.11 for several values of n (individual squares along the paths are not shown). Note that the inner and outer boundaries of the annuli are not exactly concentric. The union of these paths over all n ∈ [log 2 − ζ/(2α) , log 2
−K ] Z contains a path in S h α from a nearly macroscopic annulus to B K (z).
paths of minimum length in a logarithmic number of such annuli to produce a path from a large square (contained in one of the outer annuli) to B K (z). See Figure 6 for an illustration. Before proceeding with the proof, we define the annuli we will consider. We want to study nested square annuli surrounding z with dyadic radii, but we want the corners of the squares involved to be dyadic since S h α is defined using dyadic squares. To this end, let {S n } n∈Z be the sequence of dyadic squares containing z, enumerated so that |S n | = 2 −n . Also let S n (2) be the dyadic square with the same center as S n and five times the side length as S n , equivalently S n (2) is the 2-neighborhood of S n with respect to the L ∞ metric on C. Note that S m (2) is contained in the interior of S n (2) whenever m ≥ n + 1. For n, m ∈ Z with m ≥ n, define the possibly non-concentric square annulus A m,n := S m (2) \ S n (2).
(5.22) Lemma 5.10. For each ζ ∈ (0, 1), it holds with exponentially high probability as n → ∞, at a rate which is uniform over all choices of z ∈ S with dist(z, ∂S) ≥ 1/4 and all choices of ∈ (0, 1), that for each 2 −n × 2 −n−1 rectangle R ⊂ A n,n−2 with corners in
Moreover, the same holds for 2 −n × 2 −n+1 rectangles with corners in 2 −n Z 2 , but with ∂ T R and ∂ B R in place of ∂ L R and ∂ R R.
Proof. Fix a 2 −n × 2 −n−1 rectangle R ⊂ A n,n−2 with corners in 2 −n−1 Z 2 . Since there are only a constant order number of such rectangles, it suffices to prove that (5.23) holds with exponentially high probability for this fixed choice of R (we can then take a union bound over all of the possibilities for R, and use the rotational symmetry of the law of h to get the analogous statement for 2 n × 2 −n+1 rectangles). We note that for t ∈ (0, 1) and w ∈ A n,n−2 , we have
The proof of the desired bound for R is similar to the proof of Lemma 5.7. Let s n := log 2 n so that 2 −sn ≤ n ≤ 2 −sn+1 .
Let u R be the bottom left corner of R, so that 2 n n(R − u R ) is the rectangle R n of Lemma 5.5. By (1.5) (with C = 2 n+sn and f = h 2 −n−sn ) and the scale invariance properties of h, applied exactly as in the proof of Lemma 5.7, together with (5.24), the conditional law of D h α (∂ L R, ∂ R R; R) given h 2 −n−sn is stochastically dominated by the law of
By [DG18, Lemma 3.6] and since h 2 −n (u R ) is centered Gaussian with variance log 2 n , it holds with exponentially high probability as n → ∞ that max z∈R | h 2 −n n −1 (z)| ≤ ζ log 2 n , in which case
After possibly shrinking ζ, we can now infer from Lemma 5.5 (applied with T R in place of and 2 sn in place of n) that with exponentially high probability as n → ∞,
where A is the constant from that lemma. Since α > Q, if we choose ζ sufficiently small and n sufficiently large such that 2 (α−Q+ζ)ξn ≥ A, then the second term inside the max in (5.25) is larger than the first. Absorbing the factor of n 2 into a factor of 2 ζn and again shrinking ζ now shows that (5.23) holds with exponentially high probability as n → ∞.
In the next lemma, we write ∂ in A and ∂ out A, respectively, for the inner and outer boundaries of a square annulus A.
Lemma 5.11. Fix ζ ∈ (0, 1). With exponentially high probability as n → ∞, at a rate which is uniform over all ∈ (0, 1), there exists a path of squares P ⊥ n in S h α (A n,n−2 ) from ∂ in A n,n−2 to ∂ out A n,n−2 and a path of squares P • n in S h α (A n,n−1 ) which separates ∂ in A n,n−1 from ∂ out A n,n−1 , each of which has length at most 2 (α−Q+ζ)ξn −ξ−ζ .
Proof. By Lemma 5.10, it holds with exponentially high probability as n → ∞, as a rate which is uniform over all ∈ (0, 1), that for each 2 −n × 2 −n−1 rectangle R ⊂ A n,n−2 with corners in 2 −n−1 Z 2 , there is a path of squares P R in S h α (R) from ∂ L R to ∂ R R with length at most 2 (α−Q+ζ)ξn −ξ−ζ , and the analogous statement holds for 2 −n−1 × 2 −n rectangles. Let P n be the union of the paths P R over all of the 2 −n × 2 −n−1 or 2 −n−1 × 2 −n rectangles R with corners in 2 −n−1 Z 2 which are contained in A n,n−2 . The number of such rectangles R is at most a universal constant c > 0 and each square of S h α (R) for each such rectangle R is contained in a square of S h α (A n,n−2 ). Consequently, P n is contained in the union of at most c2 (α−Q+ζ)ξn −ξ−ζ squares of S h α (A n,n−2 ). Furthermore, since the rectangles R above overlap, it is easily seen that this union contains paths P ⊥ n and P • n as in the statement of the lemma. This gives the statement of the lemma after slightly shrinking ζ to get rid of the factor of c.
Proof of Proposition 5.9. We will prove the statement of the proposition for h α . The statement for h α is immediate from this and Lemma 4.2. Fix ζ ∈ (0, ζ) to be chosen later, in a manner depending only on K, ζ, α, and Q, and for ∈ (0, 1) let n ∈ N be chosen so that
Step 1: Finding a path to a nearly macroscopic annulus. By Lemma 5.11 and a union bound over all n ≥ n , it holds with polynomially high probability as → 0 that for each n ≥ n , there is a path of squares P ⊥ n in S h α (A n,n−2 ) from ∂ in A n,n−2 to ∂ out A n,n−2 and a path of squares P • n in S h α (A n,n−1 ) which separates ∂ in A n,n−1 from ∂ out A n,n−1 , each of which has length at most 2 (α−Q+ ζ)ξn −ξ− ζ .
Henceforth assume that this is the case. Since dist(z, ∂S) ≥ 1/4, if is at most some constant depending only on ζ and α, then each of the annuli A n,n−2 for n ≥ n is contained in S. Therefore, each of the squares in each of the paths P ⊥ n and P • n for n ≥ n is contained in a square of S h α (S). Let P be the set of squares of S h α (S) which contain the squares in
Topological considerations show that P ⊥ n intersects P • n−1 and P • n for each n ∈ N, so P is a connected set of squares S with M h α (S) ≤ (see Figure 6 ). If is chosen sufficiently small so that 2 −n ≤ 1/100, then each of the annuli A n,n−2 for n ≥ n , and hence also each of the squares in P , is contained in S. Therefore, in this case P is a connected set of squares in S h α (S). Moreover, P includes a square which intersects B K (z) and P disconnects ∂ in A n ,n −1 from ∂ out A n ,n −1 . By summing the above bound for |P ⊥ n | and |P • n | over all n ∈ [n , log 2
−K ] Z , we find that
with the implicit constant independent of . We have therefore bounded the D h -distance from
Step 2: Finding a path to a large square. We will now find a square in S ∈ S h α (S) with side length at least 1/Q+ ζ which is contained in A n ,n −1 and which is not too far (in the sense of S h α -graph distance) from P .
Choose a deterministic dyadic square S ⊂ S ∩ A n +1,n with side length |S| ∈ [ 1/Q+ ζ , 2 1/Q+ ζ ].
Recalling that 2 −n ζ/(2α) , we find that h α |S|/2 (v S ) is Gaussian with mean at most α log(2 − ζ/(2α) ) and variance log −1/Q+ ζ + O(1). We compute 27) which decays polynomially in by the Gaussian tail bound. Consequently, with polynomially high probability either the square S or one of its dyadic ancestors belongs to S h α (S). The same argument used to conclude the proof of the bound D h α (S, ∂S; S) ≤ −f (β)−ζ in the proof of Proposition 5.4 applies with the field h α in place of h and A n ,n −1 in place of S to give that with polynomially high probability as → 0, we have D h α (S, ∂ out A n ,n −1 ; S) ≤ −f (1/Q− ζ)−100 ζ . Since P disconnects ∂ in A n ,n −1 , and hence also S, from ∂ out A n ,n −1 we get that with polynomially high probability as
where f (·) is as in (5.9). Combining this with (5.26) and choosing ζ sufficiently small (in a manner depending only on K, ζ, α, and Q) and using the triangle inequality shows that D h α (S, B K (z); S) ≤ −g(α,K)−ζ with polynomially high probability as → 0, as required.
Proposition 5.9 is not quite sufficient for our purposes since we will eventually want an upper bound for the distance from a large square to a small square, rather than a small ball. Such a bound follows from Proposition 5.9 together with the following lemma.
Lemma 5.12. Fix α ∈ (Q, 2), K > 1, and ζ ∈ (0, 1) and define h α and h α as in (5.19). With polynomially high probability as → 0, at a rate which is uniform in z, each square in S h α (S) which intersects B K (z) has side length at most K . The same is true with h α in place of h α .
Proof. By Lemma 4.2, it suffices to prove the statement of the lemma with h α in place of h α .
Let n ∈ N be chosen so that 2 −n −1 ≤ K ≤ 2 −n . Let D ,0 be the set of 9 dyadic squares with side length 2 −n which either contain z or which share a side or a corner with a square which contains z. Note that B K (z) ⊂ S∈D ,0 S. For j ∈ N, inductively let D ,j be the set of 9 dyadic squares of side length 2 −n +j which are the dyadic parents of the 9 squares in D ,j−1 . We will show that with polynomially high probability as → 0,
This shows that none of the squares in D ,j for j ∈ [0, n ] Z is contained in S h α (S), and hence that the squares of S h α (S) which intersect B K must have side length smaller than 2 −n .
For each j ∈ N and each S ∈ D ,j , the center v S of S lies at Euclidean distance at most 2 −n +j+2 from z. Therefore, h α |S|/2 (v S ) is Gaussian with mean at least α log 2 n −j−2 and variance log 2 n −j+1 . By the Gaussian tail bound,
We now conclude by means of a union bound over all S ∈ D ,j and all j ∈ [0, n ] Z .
Lower bound for the number of small squares
Throughout this subsection we let h be a whole-plane GFF normalized so that h 1 (0) = 0 (we no longer need to consider h).
Proposition 5.13. For each K ∈ N, ζ ∈ (0, 1), and α ∈ (Q, 2), it holds with polynomially high probability as → 0 that the following is true. There is a collection C ⊂ S h (S) of at least −(2−α) 2 K/2+3ζ distinct squares in S h (S) each of which has side length at most K , lies at Euclidean distance at least 1/8 from ∂S, and lies at S h (S)-graph distance at most −g(α,K)−ζ from some square S ∈ S h (S) with |S| ≥ 1/Q+ζ , where g(α, K) is as in (5.21).
The only important features of the exponents appearing in Proposition 5.13 for our purposes are that (2 − α) 2 K/2 tends to ∞ as K → ∞ provided α is bounded away from 2 and that g(Q + 1/K, K) is bounded above independently of K, as noted just after Proposition 5.9.
To prove Proposition 5.13, we will use Proposition 5.9 and Lemma 5.12 to show that a certain regularity event, defined just below, holds with high probability at a typical point sampled from the α-LQG measure associated with h (Lemma 5.14). We will then combine this with the fact that the mass of the α-LQG measure is not too "spread out" to deduce Proposition 5.13.
Fix K ∈ N, ζ ∈ (0, 1), and α ∈ (Q, 2) and for z ∈ S, let E (z) = E (z; K, ζ, α) be the event that the following is true.
1. There is a square S ∈ S h (S) with |S| ≥ 1/Q+ζ and D h (S, ∂B K (z); S) ≤ −g(α,K)−ζ .
2. Each square in S h (S) which intersects B K (z) has side length at most K .
Also let S ⊂ S be the closed square consisting of points lying at L ∞ distance at least 1/4 from ∂S and let h S be the zero-boundary part of h| S , so that h S is a zero-boundary GFF on S and (h − h S )| S is a random harmonic function independent from h S .
Lemma 5.14. Conditionally on h, let z be sampled uniformly from the α-LQG measure µ α h S , normalized to be a probability measure. Then E (z) occurs with polynomially high probability as → 0.
Proof. Let P be the law of (h, z) weighted by the total mass µ α h S (S ), so that under P, h is sampled from its marginal law weighted by µ α h S (S ) and conditionally on h, z is sampled from µ α h S , normalized to be a probability measure. By a well-known property of the γ-LQG measure (see, e.g., [DMS14, Lemma A.10]), a sample (h, z) from the law P can be equivalently produced by first sampling h from the unweighted marginal law of h, then independently sampling z uniformly from Lebesgue measure on S and setting h = h − α log | · −z| + g z , where g z : C → R is a continuous function whose absolute value is bounded on S by constants depending only on α.
By this, Proposition 5.9, and Lemma 5.12, we find that E (z) occurs with polynomially high P-probability as → 0. We now transfer from P to P. Since µ α h S (S ) has finite moments of all negative orders [RV14, Theorem 2.11], we can apply the Cauchy-Schwarz inequality to get that for some constants a, p > 0 depending only on α and Q,
Proof of Proposition 5.13. Define E (z), S , and h S as above. Conditionally on h, let z be sampled uniformly from the α-LQG measure µ α h S , normalized to be a probability measure. By Lemma 5.14,
h S (S ) and µ α h S (S ) ≥ ζ/2 with polynomially high probability as → 0 [DS11, Lemma 4.5], we infer that with polynomially high probability as
By standard estimates for the α-LQG measure (see, e.g., [DG18, Lemma 3.8]), it holds with polynomially high probability as → 0 that
We claim that if (5.31) and (5.32) both occur (which happens with polynomially high probability), then we can find a finite collection Z ⊂ S of at least −(2−α) 2 K/2+3ζ points such that E (z) occurs for each z ∈ Z and the balls B 3 K (z) for z ∈ Z are disjoint. To see this, we observe that the balls B 4 K for w ∈ −K Z 2 ∩ S cover S and each of these balls has µ α h S -mass at most (2−α) 2 K/2−ζ by (5.32). Since µ α h S (z ∈ S : E (z) occurs) ≥ ζ by (5.31), it follows that at least −(2−α) 2 K/2+2ζ of these balls must contain a point z for which E (z) occurs. Since each point in S is contained in at most a constant order number of the balls B 7 K (w) for w ∈ ( −K Z 2 ) ∩ S , our claim follows.
By the definition of E (z), if Z is as in the above claim then we can find for each z ∈ Z a dyadic square S (z) ∈ S h (S) which intersects B K (z), lies at S h (S)-graph distance at most −g(α,K)−ζ from some square S ∈ S h (S) with |S| ≥ 1/Q+ζ , and which has side length at most K . By our choice of Z , the squares Z (z) corresponding to different points z ∈ Z lie at positive distance from one another, so are distinct. Thus the proposition statement holds with C = {S (z) : z ∈ Z }.
Proof of Theorem 1.6
Throughout this section, we let h be a whole-plane GFF normalized so that h 1 (0) = 0 and we fix Q ∈ (0, 2). The following lemma collects the relevant information from the preceding subsections.
Lemma 5.15. For each K ∈ N, ζ ∈ (0, 1), and α ∈ (Q, 2), it holds with polynomially high probability as → 0 that the following is true. There are at least −(2−α) 2 K/2+3ζ distinct squares of S h (S) which each lie at S h (S)-graph distance at most −g(α,K)−ζ from a square of S h (S) containing the center point v S , where g(α, K) is the exponent from (5.21).
Proof. The Gaussian tail bound shows that with polynomially high probability as → 0, v S is contained in a square of S h (S) with side length at least 1/Q+ζ . By Proposition 5.4, it holds with polynomially high probability as → 0 that each square S ∈ S h (S) with |S| ≥ 1/Q+ζ lies at S h (S)-graph distance at most −f (1/Q+ζ)−ζ from a square of S h (S) containing v S . By combining this with Proposition 5.13 and the triangle inequality, we get the statement of the lemma (here we note that g(α, K) ≥ f (1/Q)).
To extract Theorem 1.6 from Lemma 5.15, we will use a scaling argument for the GFF h. The law of the GFF is only scale invariant modulo additive constant, i.e., for R > 0 we have
The following elementary lemma will be used to control how much effect subtracting h R (0) has on the objects we are interested in.
Lemma 5.16. Let h be a whole-plane GFF normalized so that h 1 (0) = 0 and fix ρ ∈ (0, 1). For δ ∈ (0, ρ) and a ∈ R, the conditional law of h| C\Bρ(0) given {h δ (0) = a} is absolutely continuous with respect to the marginal law of h| C\Bρ(0) . The Radon-Nikodym derivative of the former law with respect to the latter law is given by
Proof. By standard results for the GFF (see, e.g., [DMS14, Section 4.1.5], B t := h e −t (0) is a standard two-sided Brownian motion and h − h |·| (0) is independent from B. Hence we get the absolute continuity in the statement of the lemma, and the desired Radon-Nikodym derivative is the same as the Radon-Nikodym derivative of the conditional law of B| [0,log(1/ρ)] given {B log(1/δ) = a} with respect to the marginal law of B| [0,log(1/ρ)] . This Radon-Nikodym derivative can be computed using, e.g., Bayes' rule and is given by (5.33).
Proof of Theorem 1.6. Fix Q ∈ (0, 2) and p > 1. We will show that a.s. #B S 1 h r (0) ≥ r p for large enough r.
Step 1: Scaling argument. We will first use the scaling properties of the GFF to reduce our problem to proving an estimate for balls in S h for a small = r > 0 instead of for balls in S 1 h . Fix a small exponent θ ∈ (0, 1), to be chosen later in a manner depending only on p and Q. Given r ∈ N, let δ r be the smallest dyadic integer such that δ r ≤ r −θ and let h r := h(δ r ·) − h δr (0). Then h r d = h and for any dyadic square S ⊂ C, We note that r from (5.34) is random. However, h δr (0) is Gaussian with variance log(1/δ r ) and δ r r −θ , so for any ζ ∈ (0, 1),
Consequently, S
−θQ+ζ with polynomially high probability as r → ∞.
(5.36)
Step 2: Application of Lemma 5.15. It will be convenient to first work with S := [1/2, 1] 2 instead of with S since S lies at positive distance from 0, which will allow us to apply Lemma 5.16 when we condition on the value of r from (5.35). All of the arguments of this section work equally well with S in place of S, and in particular Lemma 5.15 is true with this replacement. By Lemma 5.15 with S in place of S, for any K > 1, ζ ∈ (0, 1), and α ∈ (Q, 2), it holds with polynomially high probability as → 0 that
We now want to transfer from a deterministic choice of to the random choice r . For this, we observe that {S h ( S)} >0 is a.s. determined by h| S , which in turn is a.s. determined by h| C\B 1/2 (0) . We may therefore apply Lemma 5.16 with ρ = 1/2 and δ = δ r to find that for a ∈ R, the Radon-Nikodym derivative of the conditional law of {S h ( S)} >0 given {h δr (0) = a}, or equivalently { r = e a δ Q r }, with respect to the marginal law of {S h ( S)} >0 is given by (5.33). This Radon-Nikodym derivative is bounded above and below by constants depending only on θ provided |h 1/2 (0)| ≤ √ log r and |h δr (0)| ≤ log r, which happens with polynomially high probability as r → ∞. Combining this with (5.36), we get that (5.37) holds with r in place of with polynomially high probability as r → ∞.
Step 3: Transferring from S r h ( S) to S r h . We will now argue that an analogue of (5.37) holds with high probability with r in place of , S r h in place of S h ( S), and 0 in place of v S . Here we will deal with the fact that r is random using (5.36) and the monotonicity of various quantities in . We could not do this above since the quantity #B S h (U ) r (z) for fixed U ⊂ C, z ∈ U , and r ∈ N does not depend monotonically on .
Fix a small exponent ζ ∈ (0, θQ). By Lemma 4.4, it holds with polynomially high probability as r → ∞ that each square of S r −θQ+ ζ h ( S) is also a square of S r −θQ+ ζ h (equivalently, S is not properly contained in a square of S r −θQ+ ζ h ). Together with (5.36) and the monotonicity of S h in , this shows that with polynomially high probability as r → ∞, each square of S r h ( S) is also a square of S r h . This implies that (5.37) holds with polynomially high probability as r → ∞ with r in place of and S r h in place of S h ( S). We now transfer from balls centered at v S to balls centered at 0. By Proposition 5.4 (applied as in the proof of Lemma 5.15), if we choose ζ sufficiently small (depending on Q, θ, and ζ) the with polynomially high probability as r → ∞, we have D r −θQ− ζ h (0, v S ) ≤ r θQf (1/Q)+ζ/2 , where f (·) is as in (5.9). Again using (5.36) and monotonicity in , we get that with polynomially high probability as r → ∞, D Step 4: Choosing the parameter values. For a given p > 1, we will now choose the parameters θ, K, α, and ζ above in a manner depending on p and Q in order to extract (5.35) from (5.38).
We first set α = Q + 1/K, so that by (5.21), q := g(Q + 1/K, K) depends only on Q. Then, we choose θ sufficiently small that 2qθQ < 1, so that by (5.36), it holds with polynomially high probability as r → ∞ that r ≥
−2q
r . Finally, we choose K sufficiently large such that 1 2 (2 − α) 2 K × θQ = 1 2 (2 − Q − 1/K) 2 K × θQ ≥ 2p and ζ sufficiently small such that 2p − 3ζ ≥ p and q + ζ ≤ 2q. Making this choice of parameters and applying (5.38) yields that (5.35) holds with polynomially high probability as r → ∞.
Conjectures and open questions
One of the most interesting problems to solve concerning the model of this paper would be to prove that S h converges to a metric space in the scaling limit (Conjecture 1.4). This would allow us to define LQG with central charge c as a metric space. It is not clear to us, even at a heuristic level, whether it is possible to define LQG for c ∈ (1, 25) as a metric measure space.
Question 6.1 (Measure scaling limit). For c ∈ (1, 25), do the graphs S h , equipped with their graph distance and the counting measure on squares, converge in law in the scaling limit as → 0 to a non-trivial random metric measure space (X, µ h , d h ) with respect to the local Gromov-HausdorffProkhorov topology [ADH13] ? Question 6.1 could possibly have an affirmative answer even though the total number of squares is infinite, since the number of squares contained in a graph metric ball is typically finite. On the other hand, we know from Theorem 1.6 that the number of such squares grows superpolynomially in the radius of the ball, so to get a non-trivial scaling limit one would need a superpolynomial scaling factor for the measure as compared to the metric.
Another potential way to construct a "measure" on LQG with central charge c > 1 is to directly extend the definition of Gaussian Multiplicative Chaos in the case when c ≤ 1 (see also Section 2.3).
Question 6.2 (Complex Gaussian Multiplicative Chaos). If c ∈ (1, 25), so that γ is complex with |γ| = 2, can one make sense of exp γh(z) − γ 2 Var h(z) dx dy (where dx dy is Lebesgue measure on C) as a complex measure, or at least as a complex distribution?
For γ ∈ (0, 2) and corresponding κ ∈ {γ 2 , 16/γ 2 }, there are a number of important theorems describing various properties of SLE κ curves on an independent γ-LQG surface: see, e.g., [She16, DMS14, MS15b] . The SLE parameter κ is related to the central charge by A potential discrete analog of SLE with c > 1 is the so-called λ-self avoiding walk with λ = −c/2, which was introduced by Kennedy and Lawler in [KL13] . This model is expected to converge to SLE κ for κ ∈ (0, 4] in the case when λ ≥ −1/2, equivalently, c ≤ 1, but also makes sense for c > 1.
Let us now discuss some further questions which we expect to be easier. Recall from Section 2.2 that random planar maps with a fixed number of vertices, weighted by the (−c/2)-power of the Laplacian determinant, are expected to behave like continuum random trees (CRTs) when c > 1. As explained in Section 2.2, we do not believe that these random planar maps describe the behavior of central charge c-LQG with c > 1. Rather, based on forthcoming work by Ang, Park, Pfeffer, and Sheffield, we believe their behavior corresponds to that of S h conditioned to be large but finite. Therefore, we expect an affirmative answer to the following question:
Question 6.4 (Relationship to the CRT). Let h be a GFF on a bounded domain U ⊂ C. Fix > 0. If we condition on {#S h = n} and send n → ∞, does S h converge in law (say, with respect to the Gromov-Hausdorff distance) to some version of the CRT?
Our results suggest that when we analytically continue a formula for a dimension associated with LQG from the case when c ≤ 1 to the case when c ∈ (1, 25) and get a complex answer, the corresponding dimension should be infinite.
Question 6.5 (Interpretation of complex dimensions). Does the particular value of the complex number appearing in analytic continuations of dimension formulas have an interpretation? For example, in the setting of Theorem 1.5, when the Euclidean dimension satisfies x > Q 2 /2 does the particular complex number Q − Q 2 − 2x tell us anything about the behavior of the set of squares which intersect the fractal X?
Another class of open problems concern the simple random walk on S h . Conjecture 6.6 (Transience of random walk). For c ∈ (1, 25), the simple random walk on S 1 h is a.s. transient.
Intuitively, the reason why we expect Conjecture 6.6 to be true is that the set of singularities of S 1 h is sufficiently "tree-like" that the random walk will typically get stuck in a small neighborhood of one of these singularities. Note that, in contrast to Conjecture 6.6, the simple random walk on many different random planar maps in the LQG universality class for c ≤ 1 is known to be recurrent [GGN13] .
When the simple random walk is approaching a singularity, it will be traversing arbitrarily small squares. It may therefore be possible to extend the definition of the walk so that it still converges to Brownian motion when parametrized by "Euclidean" speed rather than by its intrinsic speed.
Question 6.7 (Convergence of random walk to Brownian motion). For c ∈ (1, 25), is it possible to extend the definition of the re-parametrized simple random walk on S 1 h in such a way that it spends |S| 2 units of time in each square S ∈ S 1 h and is defined for all time? If so, does the extended, re-parametrized walk converge in law to Brownian motion?
We emphasize that the first part of Question 6.7 is non-trivial since we expect (due to Conjecture 6.6) that the walk parametrized by |S| 2 will traverse infinitely many squares in a finite amount of time, so one has to find a way to "reflect" the walk off of the singularities. For c < 1, we expect that one can show convergence of the random walk on S 1 h to Brownian motion using the results of [GMS18a] . See [GMS17] for a proof that the random walk on a similar discretization of LQG with c < 1 converges to Brownian motion.
Recall from the discussion just after Proposition 1.8 that D h (z, w) for fixed z, w ∈ C is typically bounded above and below by powers of , and that for c < 1 we have D h (z, w) ≈ −γ/dc+o (1) , where γ is as in (1.1) and d c is the "fractal dimension" of LQG with central charge c. If we plug in Watabiki's prediction (1.13) for d c , and then analytically continue to c > 1, we find that lim c→25 γ/d c = 1. If we instead plug in the alternative guess (1.14), we get lim c→25 γ/d c = √ 6. Note that the model of the present paper, as described in Section 1.2, makes sense for c = 25 (Q = 0) and it is easy to see using basic Gaussian estimates that in this case, each fixed point of C is a.s. contained in a square of S h (i.e., the set of singularities has zero Lebesgue measure). We have neglected this case throughout the present paper. The following is a natural first question for c = 25.
Question 6.9 (Behavior of point-to-point distance for c = 25). For c = 25, is S h a.s. connected, i.e., is it a.s. possible to get from any square to any other square via a finite path in S h ? If so, does the distance between two fixed points a.s. grow at most polynomially in ?
We expect that determining whether the distance in Question 6.9 has polynomial growth is closely related to determining whether the limit in Question 6.8 is finite.
Our last question concerns the relationship between the model considered in the present paper and certain natural random planar maps related to LQG with c > 1.
Question 6.10 (Random planar map connection). Is there a natural variant of random planar maps weighted by the (−c/2)-th power of the Laplacian determinant for c > 1 wherein the random planar maps are a.s. infinite, with infinitely many ends? If so, can one prove any rigorous relationship between such random planar maps and the maps S h considered in the present paper?
