Abstract. In paper, we study the representation theory of super W (2, 2) algebra L. We prove that L has no mixed irreducible modules and give the classification of irreducible modules of intermediate series. We determinate the conjugate-linear anti-involution of L and give the unitary modules of intermediate series.
Introduction
It is well known that the Virasoro algebra (named after the physicist Miguel Angel Virasoro) is a very important infinite dimensional Lie algebra and is widely used in conformal field theory and string theory. After that much attention has been paid to the Virasoro type Lie algebras and superalgebras (which contains the Virasoro algebra as their subalgebras), including their constructions, structures and representations. The W -algebra W (2, 2) is certainly a Virasoro type Lie algebra, which plays important rolls in many areas of mathematics and physics (It was introduced by Zhang and Dong in [13] for the study of classification of vertex operator algebras generated by vectors of weight 2). It possesses a basis {L m , I m |m ∈ Z} as a vector space over the complex field C, with the Lie brackets [L m , L n ] = (m − n)L m+n , [L m , I n ] = (m − n)I m+n , [I m , I n ] = 0. Structures and representations of W (2, 2) are extensively investigated in many references, such as [2] , [4] , [5] , [7] , [8] and [15] .
Some Lie superalgebras with W -algebra W (2, 2) as their even parts were constructed in [9] as an application of the classification of Balinsky-Novikov super-algebras with dimension 2|2.In this paper we consider the infinite dimensional Lie super W (2, 2)-algebra over the algebraic closed field C (for convenience, we denote it L), with the following non-vanishing brackets: (1)
Finally we would like to make some remarks. We observe that many papers are forced on the Virasoro type Lie superalgebras which contain the super Virasoro algebra as their subalgebra (e.g., Refs. [3, 12] ), especially the N = 2 super Virasoro algebras. It is easy to Proof. We prove it with reduction to absurdity. Without lose of generality, assume dimM λ+1 < ∞, dimM λ+j < ∞, in whick j ∈ Z, j ≥ 3. (If j = 2, we immediately get a contradiction from 2.4). It is a subspace of M λ . dimM λ = ∞, dimM λ+1 < ∞, together with dimM λ+j < ∞ imply dimV = ∞. Act both sides of (1) of V , we get L k V = 0 k = 1, j, j + 1, j + 2, · · · and
If there exists 0 = v ∈ V such that L 2 v = 0, Proposition 2.4 implies M is a Harish-Chandra module, contradicts with dimM λ = ∞ . Now we can assume for all 0 = v ∈ V , L 2 v = 0. this implies dimL 2 V = ∞.
From Proposition 2.4, we get that M is a Harish-Chandra module, contradicts with dim M λ = ∞. (2)Holds immediately from (1) and
Now we can assume for
Proof of theorem 2.1 Denote V = ∩ A∈{L,I,G,H} ker{A 1 :
implies M is a Harish-Chandra module, contradicts with the existence of a infinite weight space with M. Act both sides of
. Denote L the vector space generated by {L m | m ∈ Z} over C (Obviously L is a centerless Virasoro Lie algebra ). The above discussion implies M = U(L)w, which means M is a irreducible weight module of centerless Virasoro algebra. From the already known result: Virasoro owns no mixed weight weight module (to be concrete, one can see [11] ), We have M is a Harish-Chandra modules, contradicts with the assumption that M has infinite dimensional weight space. This complete the proof of our main theorem.
3 Intermediate series module of L
Preliminaries and main results
M λ is a weight space of weight λ.
if M is irreducible and dimM 
The main result of this section is the following theorem. 
satisfy:
Proof. We prove this lemma case by case.
Act both sides of
on u t , we have:
This implies:
In (7), take t = 0:
In (7), take m = n:
In (9), take t = 0:
In (9), take t = −m:
In (8), take m = −n:
Associate (11) with (12):
In (7), take t = m, n = 0:
In (8), take n = 0:
Associate (13) with (15):
From (14) and (16):
Take (13) together with (16), (8) becomes:
holds for all m, n ∈ Z. Act both sides of [I m , I n ] = 0 on u k , we have
From the above discussion we know for all m, n ∈ Z, f (m, n) = 0.
Under this assumption we know b = 0, −1 and there exists p ∈ Z * such that a = bp. Similar arguments as in case 1: f (m, n) = 0 ∀n = −p. together with (9):
In (7) take t = −p, m = 0, together with (19): f (n, −p) = 0 ∀n = 0. From the above discussion, we know: f (m, n) = 0 ∀m, n ∈ Z.
Case 3 a ∈ Z.
Since A a,b ∼ = A 0,b , without lose of generality, we assume a = 0.
Case 3.1 b = 0, −1. Similar arguments as in 1, we have: f (m, n) = 0 holds ∀m, n ∈ Z.
In this situation, (7) and (8) turn into the following formula:
In (20) take n = t = 0:
this implies:
In (20) take t = m, m = −n:
In (21) replace m with m − n:
Take together (21)- (24), we have:
In (25) take m = n = 0, we get f (0, 0) = 0. (25) becomes:
By induction:
Associative (25) with (21):
From (27) and (28):
Replaced in (20) we have c = 0, in other words:
In this situation (7) becomes:
In (30), take t = 0, m = −n:
In (30), take t = 0:
In (30), take t = −m, together with (32):
In (30), take t = 1:
In (34), take m = −1, associate with (31) we get:
By induction on (35), we have: Similarly, we have:
Lemma 3.3 and the Lie bracket [I m , G n ] = H m+n imply the following lemma.
Lemma 3.3 and the Lie bracket [G m , G n ] = I m+n imply the following lemma.
Proof. Suppose not, assume neither g(m, n) nor g(m, n) is 0.
Act both sides of [L 0 , G n ] = −nG n on u k , we know:
In (37), take i = 2j:
In (37) take i = −2j:
(39) times a − (k − j) + 2jb ′ , and replace the last item of (39) by (38):
In
Similarly: for (37), let j = −j, i = 2j, j = −j, i = −2j:
Together with (40) and (41):
From (42) we have:
(37) implies: there sxists k 0 ∈ Z such that g(1, k 0 ) = 0 (If not, (37) implies g(m, n) ≡ 0, contradicts with our assumption). Together with (43), we have:
In the following, we determine g(m, n), g(m, n) case by case.
.
Assume a − k + 2b = 0, ∀k ∈ Z. In (38), take j = 1:
In (37), take j = 1, i, k are even integers:
Associative (38) with
Obviously we have x 0 = x 1 . Similar arguments following (43), we have:
In which d 1 ∈ C * is a constant.
Now we assume a−k ′ +2b = 0, ∀k ′ ∈ Z. Together with (38) we know: (a−k+2b)g(1, k) = (a − k + 2b)g(1, k + 2). This implies:
Together with (37):
Select some k, j ∈ Z, satisfy a−k +2jb = 0, k k
of k, j is even and the other is odd. From (38) we know:
this implies: x 0 = y 0 , x 1 = y 1 . Similar arguments, we have:
).
In (37), take i = −2j:
The second equation on the right side of (54) follows from (53) with the replacement kj is replaced by k − 2. This implies: g(j, k) = g(−j, k) holds ∀ j, k ∈ Z. Together with (37):
In (53), take j = 1 and replace k by k + 2:
Similarly, we get an expression of g(1, k − 4) in form of (57). IN (56), take i = 4, together with (57):
From (53) , b ′ = 0 is just in case 1, we only need to
. In (38), take j = 1, we know (a − k)g(1, k) k is a constant ∀k. Assume:
In (56), take i = j = 1, we have x 0 = x 1 . In other words, (a − k)g(1, k) is a constant. If for k 1 ∈ Z, a − k 1 = 0 holds, then ∀k = k 1 :
This ensures g(m, n) ≡ 0, contradicts with our assumption. From the discussion above, we have (a − k)g(1, k) = d 2 , in which d 2 ∈ C * . In (37), take j = 1:
this implies g(i, k) = g(1, k) holds for all k ∈ Z, k = 3. In (37), take j = 2, i = 1:
. Similar arguments as in case 2, we have 2jg(j, k) = 2jg(j, k − 2j), together with:
This implies b = −
is just in case 1. So we only need to
, b ′ = 0. In (38), take j = 1:
Similar arguments as in case 2, we know: (a − k − 1)g(1, k) is a constant. If there exists k 1 ∈ Z such that a − K 1 − 1 = 0, then for all k = k 1 , we have:
this ensures g(m, n) ≡ 0, contradicts with our assumption. Therefor, g(1, k) =
* . In (37), take j = 1:
In (37), take i = 1, j = 2:
. Similar as in case 1, we have:
. Take together all the cases 1 − −4 and make the similar argument for g(m, n), we have:
In which i, j ∈ Z,
Obviously only the two cases are possible:
associate with (71) and lemma 3.5, we have: either g(m, n) ≡ 0 or g(m, n) ≡ 0, this contradicts with our assumption. This complete the proof of our lemma.
For M 0 , M 1 in forms of A α , B β , the conclusion of the relative coefficients are same as above via similar arguments. Without lose of generality, we can assume g(m, n) ≡ 0. From the above discussion we know, the coefficients defined is (5) satisfy: 
Conjugate linear anti-involution of L
Denote A = Span C {A k | k ∈ Z}, in which A ∈ {L, I, G, H}, A ∈ {L, I, G, H}. We have the following lemma.
Proof. From the Lie super bracket of L, by direct calculation we know:
(2) None of Lś ideal contain an nonzero element of L.
This complete the proof of this lemma. 
The already known results about the conjugate linear anti-involution of the Virasoro algebra is listed in the following: (one can see [1] ): (
, the set of all length 1 complex nunber . 
and the fact I + G + H is an ideal of L, we have:
is an ideal of L. once more, we get:
(If not, From the ideal θ(I + G + H) we get another maximal ideal of I + G + H, contradicts with the fact that I + G + H is the unique maximal ideal of L).
Since θ 2 = id, together with (73) and (74), we have:
(2) From C3 of the definition 4.2, we have:
This implies θ(L 0 ) acts diagonally on L. We get θ(L 0 ) ∈ h. Since θ is non-degenerate, together with dim(h) = 1, we know:
Suppose θ is an arbitrary conjugate linear anti-involution of L , assume:
Only finitely many summands on the right side of the above four equations are non zero, all the coefficients are lie in C.
Here the notation Vir means the centerless Virasoro algebra. From theorem 4.3 we know θ(L n ) must be one of the following two forms:
of all complex numbers of length 1.
We determinate θ case by case.
Case 1 θ(L n ) has the form (a) in 4.5.
together with (75), we have:
Compare the coefficients of the summands respectively in equation (77), we have:
Similar arguments as (76), for θ(A m ) we have:
In which A ∈ {I, G, M}. Since
together with (75), replace (79) in the above equation, compare the coefficients of each summands after the concrete calculation, we get:
In (82), take m = n = 0, we know c 
Now, (81) becomes:
By induction on (85):
(83) becomes:
By induction on (87):
From (84) (86) and (88), we get:
From the super Lie bracket in L, together with (1) in lemma 4.4 and (79), we can assume:
compare the coefficients of each summands respectively, we have:
compare the coefficients of each summands respectively, together together with (106), we have:
Associate (89), (95), (102), (105), (106), (97), we have:
From (108) Similar arguments as in case 1, we have the following results: (1) Given by (108) and (109).
(2) Given by (110) and (111).
Irreducible intermediate series unitary module of L
The unitary representation of the Virasoro algebra, owns the following already known results: (To be concrete, one can see [1] ). + iR.
