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Abstract. The e-mail is one of the most popular communication tool. Howe-
ver, it is not uncommon to find undesired messages in our electronic mail boxes.
These messages are known as spams. In a context where more and more mes-
sages are sent and received over the world, computational techniques to filter
spams have increasingly importance. This paper aims to present two classifi-
ers to filter e-mail messages, which is to identify whether a particular email is
spam or not. It was used two machine learning techniques: Support Vector Ma-
chine (SVM) and Artificial Neural Network (ANN). For the ANN classifier, we
used five different ANNs with Resilient Propagation (Rprop) learning algorithm
(Backpropagation variation) and distinct architectures (layers) and settings (le-
arning rate and number of iterations), forming a committee of networks. The
two classifiers showed average rates of accuracy of 91.3% and 93.6% respec-
tively. The SVM showed superior results compared to a single specific ANN
(depending on architecture), but it was lower in the performance of a committee
of ANNs. Furthermore, SVM is faster in training than the committee of ANN.
Resumo. O e-mail e´ uma das mais populares formas de comunicac¸a˜o. Pore´m,
na˜o e´ raro encontrar mensagens indesejadas nas caixas de entrada do correio
eletroˆnico. Estas mensagens sa˜o conhecidas como spams. Em um contexto
onde uma quantidade cada vez maior de mensagens sa˜o enviadas e recebidas
por todo mundo, te´cnicas para filtrar automaticamente estas mensagens con-
sideradas como spams sa˜o de grande importaˆncia. O objetivo deste artigo e´
apresentar dois classificadores para filtrar mensagens de e-mail indesejadas,
isto e´, identificar se determinado e-mail e´ ou na˜o e´ um spam. Foram utiliza-
das duas te´cnicas de aprendizado de ma´quina: Ma´quina de Vetor de Suporte
(SVM, do ingleˆs Support Vector Machine) e Rede Neural Artificial (RNA). Para
o segundo classificador, utilizou-se 5 (cinco) RNAs do tipo Multilayer Percep-
tron (MLP) com o algoritmo de aprendizagem Resilient Propagation - Rprop
(variac¸a˜o do Backpropagation), com arquiteturas (camadas) e configurac¸o˜es
(taxa de aprendizado e nu´mero de e´pocas) distintas, formando um comiteˆ de
redes. Os dois classificadores apresentaram taxas me´dias de acerto de 91,3% e
93,6%, respectivamente. Percebeu-se que a te´cnica de aprendizado SVM apre-
sentou resultados superiores quando comparada a uma u´nica RNA especı´fica
(dependendo da arquitetura), pore´m mostrou-se inferior quanto ao desempenho
de um comiteˆ de RNA. Ale´m disso, SVM se mostrou mais ra´pida na realizac¸a˜o
do treinamento do que as RNAs.
1. Introduc¸a˜o
Segundo [Baranauskas and Monard 2000], o objetivo do aprendizado de ma´quina e´ o de-
senvolvimento de te´cnicas computacionais sobre a aprendizagem bem como a construc¸a˜o
de sistemas capazes de adquirir conhecimento de forma automa´tica. O aprendizado
de ma´quina consiste, principalmente, na agregac¸a˜o do conhecimento baseado em ex-
perieˆncias anteriores.
Existem inu´meras te´cnicas de aprendizado de ma´quina. As te´cnicas mais conhe-
cidas sa˜o: Redes Neurais Artificiais (RNAs), Algoritmos Gene´ticos, Regra dos Vizinhos
Mais Pro´ximos (K-Nearest Neighbor), A´rvores de Decisa˜o, Ma´quina de Vetor de Suporte
(SVM, do ingleˆs Support Vector Machine), Sistemas Fuzzy, etc.
Conforme [Bishop 1995], reconhecimento de padro˜es abrange uma ampla gama
de problemas que tem grande significado pra´tico, como reconhecimento de voz,
classificac¸a˜o de caracteres escritos a` ma˜o, detecc¸a˜o de erros em diagno´sticos me´dicos,
dentre outros.
Um problema que tambe´m pode ser resolvido por meio do uso de te´cnicas
de reconhecimento de padro˜es e´ a classificac¸a˜o de mensagens de e-mail entre men-
sagens indesejadas (spams) e mensagens desejadas (na˜o-spams). De acordo com
[Kaur and Sharma 2016], cerca de 70% dos e-mails recebidos no ambiente empresarial
sa˜o spams. Este tipo de mensagem indesejada prejudica a efetividade da comunicac¸a˜o,
causando diversos problemas, como estouro da capacidade de armazenamento da caixa
de entrada, armazenamento de dados desnecessa´rios, sobrecarga da rede, ale´m do tempo
e energia gasto removendo e identificando este tipo de mensagem.
O alvo de estudo deste artigo e´, atrave´s de reconhecimento de padro˜es, apresentar
dois classificadores que sejam capazes de filtrar mensagens de e-mail, ou seja, identi-
ficar se determinado e-mail e´ ou na˜o spam. Para construir estes classificadores, foram
utilizadas duas te´cnicas de aprendizado de ma´quina: SVM e RNAs.
O restante deste artigo esta´ organizado da seguinte maneira: na Sec¸a˜o 2, e´ apre-
sentado o referencial teo´rico a respeito das te´cnicas de aprendizado SVM e RNAs; as
estrate´gias adotadas para se alcanc¸ar os objetivos deste trabalho e os experimentos efetu-
ados sa˜o descritos na Sec¸a˜o 3; na Sec¸a˜o 4, sa˜o relatados os resultados e o desempenho
obtido pelos dois classificadores utilizados e; por fim, na Sec¸a˜o 5, sa˜o apresentadas as
concluso˜es do presente trabalho.
2. Referencial Teo´rico
Conforme [Lorena and Carvalho 2007], a teoria da aprendizagem estatı´stica estabelece
uma se´rie de princı´pios que devem ser seguidos na obtenc¸a˜o de classificadores com boa
generalizac¸a˜o, definida como a sua capacidade de prever corretamente a classe de novos
dados do mesmo domı´nio em que o aprendizado ocorreu.
SVMs foram propostas no inı´cio da de´cada de 90 como um me´todo
para a classificac¸a˜o de padro˜es e de regressa˜o na˜o-linear [Cortes and Vapnik 1995,
Amorim 2007]. Sa˜o fortemente baseadas na teoria de aprendizagem estatı´stica, criada
por [Vapnik 1995], de forma que uma SVM consiste em uma implementac¸a˜o aproximada
do me´todo de minimizac¸a˜o do risco estrutural.
Para exemplificar Ma´quina de Vetor de Suporte, considere o problema da
classificac¸a˜o bina´ria. Para duas classes de dados bem separadas, a tarefa de aprendi-
zado consiste em encontrar um hiperplano direcionado, ou seja, um hiperplano orien-
tado que separe essas duas classes. Assim, instaˆncias da classe 1 estariam de um lado
deste hiperplano e instaˆncias da classe 2 estariam do outro lado (ambas as classes com
ro´tulos distintos), como pode ser visualizado na Figura 1. O hiperplano direcionado en-
contrado pela Ma´quina de Vetor de Suporte se encontra, enta˜o, entre as duas classes de
dados, separando-as. Os pontos mais pro´ximos em ambos os lados deste hiperplano de
separac¸a˜o teˆm mais influeˆncia sobre a sua posic¸a˜o, por isso, sa˜o chamados vetores de
suporte [Campbell and Ying 2011]. Estes pontos esta˜o destacados (+ve e -ve) na Figura
1.
Figura 1. Classificac¸a˜o bina´ria e hiperplano de separac¸a˜o
[Campbell and Ying 2011].
A SVM normalmente obte´m boa capacidade de generalizac¸a˜o em problemas de
classificac¸a˜o, se comparada com outras te´cnicas de aprendizado [?, Amorim 2007]. De
acordo com [Bellman 1961], Ma´quina de Vetor de Suporte na˜o sofre com o problema da
maldic¸a˜o da dimensionalidade, ou seja, seus resultados podem ser melhores que te´cnicas
de aprendizado que sofrem com esse problema, como e´ o caso de RNAs do tipo Multilayer
Perceptron (MLP).
As RNAs sa˜o te´cnicas computacionais que teˆm inspirac¸a˜o nos neuroˆnios
biolo´gicos e nos sistemas nervosos e que adquirem conhecimento atrave´s da experieˆncia
[Barreto 1997].
O primeiro modelo de neuroˆnio foi proposto por [McCulloch and Pitts 1943].
No final da de´cada de 1950, Rosenblatt deu prosseguimento a`s ideias de
[McCulloch and Pitts 1943]. Ele criou uma genuı´na rede de mu´ltiplos neuroˆnios do tipo
discriminadores lineares denominada Perceptron [Kovacs 1997]. Um dos modelos de
RNAs mais utilizados e´ o MLP [Reed and Marks 1999], por ser um modelo que realiza
aproximac¸o˜es de forma universal, ale´m de ser capaz de representar qualquer func¸a˜o linear
ou na˜o linear.
O neuroˆnio artificial de [McCulloch and Pitts 1943], mostrado na Figura 2, recebe
impulsos de entrada onde estes sa˜o representados pelo vetor de entradaX = [x1,x2,...,xn].
As conexo˜es sina´pticas esta˜o representadas pelo vetor W = [w1,w2,...,wn]. A saı´da u da
junc¸a˜o somadora e´ o somato´rio de cada componente xi do vetor de entrada X multipli-
cado pelo seu respectivo peso wi ∈ W , incluindo, tambe´m, o valor do bias. Enta˜o, a saı´da
u e´ fornecida a uma func¸a˜o de ativac¸a˜o que retorna o resultado de saı´da do neuroˆnio. A
saı´da do neuroˆnio e´ representada por y.
Figura 2. Representac¸a˜o do neuroˆnio artificial de McCulloch e Pitts
[Karrer et al. 2005].
E´ importante salientar que atrave´s da func¸a˜o de ativac¸a˜o que e´ determinado o
comportamento, ou seja, a saı´da de um determinado neuroˆnio artificial. Existem va´rios
modelos de func¸o˜es de ativac¸a˜o como, por exemplo: Func¸a˜o Linear, Func¸a˜o Gaussiana,
Func¸a˜o Logarı´tmica, Func¸a˜o Degrau, Func¸a˜o Sinal, Func¸a˜o Tangente Hiperbo´lica e
Func¸a˜o Sigmoidal.
Segundo [Gomes and Ludermir 2009], as func¸o˜es de ativac¸a˜o mais utilizadas
na pra´tica sa˜o a Func¸a˜o Sigmoidal e a Func¸a˜o Tangente Hiperbo´lica. Optou-se
por utilizar neste trabalho a Func¸a˜o Sigmoidal (Sigmoid Function) pois, conforme
[Yegnanarayana 2004], ela apresenta vantagens sobre a Func¸a˜o Tangente Hiperbo´lica.
Uma das vantagens, destacada por [Hsiao et al. 1998], e´ a capacidade de normalizac¸a˜o,
atuando como um escalonador para adaptar diferenc¸as individuais nos padro˜es de entrada.





Geralmente, uma RNA e´ organizada em treˆs grupos: Camada de Entrada, Ca-
madas Ocultas e Camada de Saı´da. A Camada de Entrada e´ onde sa˜o apresentados os
exemplos (ou padro˜es) necessa´rios para que a RNA adquira conhecimento. Nas Cama-
das Ocultas (ou escondidas) e´ realizado todo processamento e extrac¸a˜o de caracterı´sticas
dos exemplos (ou padro˜es) apresentados, por meio das conexo˜es sina´pticas. E, por fim,
na Camada de Saı´da, a saı´da final da RNA e´ apresentada e, posteriormente, comparada
com a desejada. Como exemplo, uma representac¸a˜o gene´rica de uma rede neural artificial
pode ser visualizada na Figura 4.
Descrito por [Haykin 1998], a utilizac¸a˜o de RNAs oferece va´rias propriedades
u´teis e capacidades, sendo que algumas delas devem ser mencionadas como:
• Na˜o-linearidade: um neuroˆnio artificial pode ser linear ou na˜o;
• Mapeamento de Entrada-Saı´da: partindo do aprendizado supervisionado, envolve
a modificac¸a˜o dos pesos sina´pticos de uma RNA pela aplicac¸a˜o de um conjunto
de amostras de treinamento rotulados (padro˜es ou exemplos);
Figura 3. Gra´fico da func¸a˜o sigmoidal.
Figura 4. Arquitetura gene´rica de uma rede neural.
• Adaptabilidade: as RNAs teˆm uma capacidade inata de adaptar seus pesos
sina´pticos a modificac¸o˜es do meio ambiente.
Neste artigo, utilizou-se o algoritmo de aprendizagem Resilient Propagation
(Rprop) que e´ uma variac¸a˜o do Backpropagation. No algoritmo Backpropagation, a tarefa
de encontrar a melhor configurac¸a˜o para a taxa de momentum (ale´m da taxa de aprendi-
zado) pode ser difı´cil. Essa tarefa na˜o e´ necessa´ria quando se utiliza o algoritmo Rprop,
sendo, assim, um dos motivos para sua utilizac¸a˜o.
De acordo com [Medeiros Jr. et al. 2007], o algoritmo Rprop possui um me-
lhor desempenho quando comparado ao tradicional Backpropagation. Ainda, segundo
[Riedmiller and Braun 1993], o algoritmo Rprop apresenta resultados de convergeˆncia
superiores e mais ra´pidos que o algoritmo Backpropagation.
3. Metodologia
Para a construc¸a˜o de ambos os classificadores - SVM e comiteˆ de RNAs - foi utilizada a
linguagem de programac¸a˜o Java (software JDK1 versa˜o 1.6.0).
No desenvolvimento do classificador baseado em SVM, utilizou-se a biblioteca
LIBSVM2 (Versa˜o 3.12). Na implementac¸a˜o do comiteˆ de RNAs, optou-se pelo uso do
framework NEUROPH3 (Versa˜o 2.6) por apresentar uma biblioteca bastante robusta e
com diversos recursos relevantes para o presente trabalho.
A implementac¸a˜o dos classificadores e a execuc¸a˜o dos treinamentos e testes foram
realizadas em um computador com processador Pentium Dual-Core 2.00 GHz (1 MB de
Cache), 2 GB de memo´ria RAM e 160 GB de HD. O sistema operacional utilizado foi o
Windows 7 (versa˜o 64 bits).
A base de dados utilizada neste trabalho e´ do UCI (University of California -
Irvine) Machine Learning Repository [Frank and Asuncion 2010, Hopkins et al. 1999].
Esta base de dados e´ composta por 4601 instaˆncias, sendo 1813 spams (39,4%) e 2788
na˜o-spams (60,6%).
Cada instaˆncia dessa base de dados possui 58 caracterı´sticas, sendo 57 valores
contı´nuos e 1 nominal. Este atributo nominal (atributo de nu´mero 58) esta´ localizado
na u´ltima coluna da base de dados e ele indica se o e-mail foi considerado spam (1) ou
na˜o (0). A maioria dos outros atributos indicam se uma determinada palavra ou caractere
ocorre frequentemente no e-mail, conforme detalhado a seguir:
• Os atributos no intervalo de 1 a 48 possuem valores contı´nuos. Cada atributo pre-
sente neste intervalo representa a porcentagem da ocorreˆncia de uma determinada
palavra em um email;
• Os atributos no intervalo de 49 a 54 tambe´m possuem valores contı´nuos. Cada
atributo que esta´ contido neste intervalo indica a porcentagem da ocorreˆncia de
um determinado caractere em um email;
1Oracle Technology Network for Java Developers, disponı´vel em http://www.oracle.com/
technetwork/java
2LIBSVM - A Library for Support Vector Machines (Chih-Chung Chang and Chih-Jen Lin), disponı´vel
em http://www.csie.ntu.edu.tw/˜cjlin/libsvm/
3Java Neural Network Framework Neuroph, disponı´vel em http://neuroph.sourceforge.
net/
• Os atributos 55, 56 e 57 medem o comprimento de sequeˆncias de letras maiu´sculas
consecutivas (valores contı´nuos).
Logo, pode-se perceber que os 57 valores contı´nuos sa˜o atributos de entrada de
uma ma´quina de aprendizado e o u´nico valor nominal e´ o atributo de saı´da, que indica a`
ma´quina de aprendizado qual a saı´da desejada do classificador.
Para ambos os classificadores, realizou-se a normalizac¸a˜o de todas as carac-
terı´sticas, exceto a nominal, onde o valor de cada caracterı´stica dentre todas as instaˆncias
variam entre -1 e +1. A principal vantagem da normalizac¸a˜o dos dados e´ evitar que atribu-
tos em intervalos nume´ricos maiores dominem aqueles que esta˜o em intervalos nume´ricos
menores, influenciando na capacidade de generalizac¸a˜o dos classificadores descritos.
3.1. Ma´quina de Vetor de Suporte
Para configurac¸a˜o da Ma´quina de Vetor de Suporte, optou-se pela metodologia proposta
por [Hsu et al. 2010]. A func¸a˜o kernel utilizada foi a RBF (Radial Basis Function), que
possui dois paraˆmetros empı´ricos a serem definidos por um professor (aprendizado super-
visionado), custo (C) e gama (γ). Segue abaixo a func¸a˜o matema´tica da RBF (sendo x o
Vetor de Caracterı´sticas - padro˜es e exemplos de entrada - e y a Saı´da Desejada):
K(x, y) = e−γ‖x−y‖
2
Utilizou-se o recurso de validac¸a˜o cruzada (cross-validation). A tarefa principal
desta te´cnica consiste em identificar os melhores valores de C e γ para que o classificador
possa predizer os dados com melhores taxas de acerto e adquirir melhor capacidade de
generalizac¸a˜o. Uma importante caracterı´stica da validac¸a˜o cruzada e´ que ela tem a ca-
pacidade de prevenir o problema de overfitting, ou seja, previne que a SVM tenha uma
capacidade reduzida de generalizac¸a˜o, na˜o classificando adequadamente dados desconhe-
cidos (dados de teste).
O tipo de validac¸a˜o cruzada escolhido foi o k-Fold Cross-Validation. Neste tipo
de validac¸a˜o cruzada, o conjunto de dados de treinamento e´ dividido em k subconjuntos,
e o me´todo de validac¸a˜o e´ repetido k vezes. Em cada iterac¸a˜o, um dos k subconjuntos e´
usado como teste e os outros k − 1 subconjuntos sa˜o unidos para formar um conjunto de
treinamento [Polat et al. 2006]. Neste trabalho, o paraˆmetro k foi configurado com valor
4 (4-Fold Cross-Validation).
Apo´s a execuc¸a˜o das k (k = 4) iterac¸o˜es, foram identificados os melhores
paraˆmetros para C e γ. Enta˜o, C foi configurado com o valor 217 e γ foi configurado
com o valor 2−9. Depois disto, foi realizado o treinamento e, posteriormente, o teste.
3.2. Comiteˆ de Redes Neurais Artificiais
Proposto por [Haykin 1998, Oliveira et al. 2010], para o segundo classificador, foi im-
plementado um comiteˆ composto por 5 (cinco) RNAs do tipo MLP. Cada uma delas foi
treinada com o algoritmo de aprendizagem Rprop. A func¸a˜o de ativac¸a˜o utilizada em
cada neuroˆnio do comiteˆ foi a func¸a˜o sigmoidal.
A arquitetura de cada RNA presente no comiteˆ foi configurada da seguinte ma-
neira: uma camada de entrada com 57 neuroˆnios correspondente a cada atributo dos da-
dos; uma camada escondida, onde a quantidade de neuroˆnios nessa camada e´ distinta
entre as 5 (cinco) redes presentes; e uma camada de saı´da com um neuroˆnio, pois cada
rede ira´ classificar dois estados possı´veis, se determinado e-mail e´ (1) ou na˜o (0) spam.
Quanto a` taxa de aprendizado e nu´mero de e´pocas, foram definidos, tambe´m,
valores distintos para cada RNA presente no comiteˆ. Na Tabela 1, sa˜o exibidas essas
informac¸o˜es e, tambe´m, o nu´mero de neuroˆnios presentes na camada oculta de cada rede.
Tabela 1. Paraˆmetros de treinamento de cada RNA presente no comiteˆ.
RNAs Neuroˆnios na Camada Oculta No. de E´pocas Taxa de Aprendizado
RNA I 30 1000 0,75
RNA II 40 2000 0,28
RNA III 38 3500 0,001
RNA IV 45 3000 0,09
RNA V 50 5000 0,79
3.3. Divisa˜o dos dados
A base de dados utilizada neste trabalho apresenta uma significativa discrepaˆncia entre a
quantidade de spam e na˜o-spam, sendo 1813 (39,4%) e 2788 (60,6%), respectivamente,
de um total de 4601 instaˆncias.
Para verificar se a saı´da de cada classificador e´ coerente, o nu´mero de amostras
no conjunto de treinamento foi definido de forma dependente ao conjunto de teste, ou
seja, foi escolhido o mesmo nu´mero de spams e na˜o-spams para o conjunto de teste e
o restante das instaˆncias integraram o conjunto de treinamento. Enta˜o, para verificar a
capacidade de generalizac¸a˜o de cada classificador, foram criados 5 (cinco) grupos, cada
grupo formado pelos conjuntos de treinamento e teste. O gra´fico da divisa˜o dos dados
pode ser visualizado na Figura 5.
Figura 5. Gra´fico da divisa˜o dos dados.
Com essa forma de divisa˜o dos dados foi possı´vel verificar se o classificador e´
imparcial ou na˜o quanto a` classificac¸a˜o dos dados pois, pelo motivo de existir mais na˜o-
spams do que spams, o classificador poderia vir a classificar corretamente somente e-mails
na˜o-spams e, consequentemente, na˜o sendo capaz de reconhecer e-mails rotulados como
spam.
Os dados dos conjuntos de treinamento foram embaralhados para impedir que
instaˆncias de mesmo ro´tulo fossem apresentas em grandes sequeˆncias aos algoritmos de
aprendizado de ma´quina, reduzindo, assim, as possibilidades de ocorreˆncia de overfitting.
4. Resultados
Nesta sec¸a˜o, sa˜o apresentados os resultados obtidos por meio do uso de SVM e, posteri-
ormente, os resultados com RNA sa˜o descritos. Por fim, sa˜o feitas algumas considerac¸o˜es
importantes a respeito do tempo gasto no treinamento considerando as duas te´cnicas uti-
lizadas neste trabalho.
4.1. Resultados obtidos com a te´cnica SVM
Utilizando a estrate´gia proposta na sec¸a˜o 3.3, dentre os 5 (cinco) grupos, o que obteve o
melhor resultado foi o grupo 4 com 92,125% de acerto, classificando 737 das 800 amos-
tras presentes no conjunto de teste deste grupo. O que obteve o pior resultado foi o grupo
2 com 90,5% de acerto, classificando 543 das 600 amostras presentes no conjunto de teste
do referido grupo. Esses resultados e dos demais grupos podem ser observados na Tabela
2 e, tambe´m, na Figura 6.
Tabela 2. Resultado de desempenho da SVM.
Grupos Acura´cia Classificac¸a˜o
Grupo 1 91% 455/500
Grupo 2 90,5% 543/600
Grupo 3 91,43% 640/700
Grupo 4 92,125% 737/800
Grupo 5 91,44% 823/900
A partir das taxas de acura´cia de cada grupo foram calculados a me´dia aritme´tica,
desvio padra˜o e coeficiente de variac¸a˜o chegando aos resultados de: aproximadamente
91,3%, 0,6 e 0,0066 (ou 0,66%), respectivamente. Logo, atrave´s do coeficiente de
variac¸a˜o percebe-se que as taxas de acura´cia variaram pouco entre um grupo e outro.
4.2. Resultados obtidos com o comiteˆ de RNAs
Quanto ao comiteˆ de RNAs, notou-se que cada rede presente no comiteˆ demorou con-
sideravelmente para concluir seu treinamento e teste e, consequentemente, despendendo
tempo para ponderar a saı´da de cada uma dessas redes para a saı´da final do comiteˆ.
Analogamente a` SVM, tambe´m se utilizou a estrate´gia proposta na subsec¸a˜o 3.3.
Enta˜o, dentre os 5 (cinco) grupos, o que obteve o melhor resultado foi o grupo 1 com 95%
de acerto, classificando 475 das 500 amostras presentes no conjunto de teste deste grupo.
O que obteve o pior resultado foi o grupo 5 com 92% de acerto, classificando 828 das 900
amostras presentes no conjunto de teste do referido grupo. Estes resultados e dos demais
grupos podem ser observados na Tabela 3 e, tambe´m, na Figura 6.
A partir das taxas de acura´cia de cada grupo foram calculados me´dia aritme´tica,
desvio padra˜o e coeficiente de variac¸a˜o chegando aos resultados: aproximadamente
Figura 6. Acura´cia das te´cnicas de aprendizado.
Tabela 3. Resultado de desempenho do comiteˆ de RNAs.
Grupos Acura´cia Classificac¸a˜o
Grupo I 95% 475/500
Grupo II 93,5% 561/600
Grupo III 94,5% 661/700
Grupo IV 93% 744/800
Grupo V 92% 828/900
93,6%, 1,194 e 0,0127 (ou 1,27%), respectivamente. Logo, atrave´s do coeficiente de
variac¸a˜o percebe-se que as taxas de acura´cia do segundo classificador (Comiteˆ de Redes
Neurais Artificiais) tambe´m variaram pouco entre um grupo e outro. Pore´m, nota-se que
a taxa de variac¸a˜o desse classificador (1,27%) variou mais do que a taxa de variac¸a˜o do
primeiro classificador (0,66%) (Ma´quina de Vetor de Suporte).
Conforme pode ser observado tambe´m na Figura 6, o comiteˆ de Redes Neurais
Artificiais apresentou taxas de acerto superiores a`s taxas da Ma´quina de Vetor de Suporte
em todos os grupos considerados.
4.3. Tempo gasto no treinamento
Uma das grandes vantagens da SVM e´ a sua ra´pida convergeˆncia no treinamento, sendo
mais ra´pida do que uma RNA [Ding and Dubchak 2001] e, consequentemente, um comiteˆ
de RNAs. Neste trabalho, a SVM se mostrou 2,5 vezes mais ra´pida do que uma u´nica RNA
e 12 vezes mais ra´pida do que um comiteˆ de RNAs.
O tempo me´dio gasto, o desvio-padra˜o e o coeficiente de variac¸a˜o resultantes do
treinamento da SVM foram, aproximadamente, 43,8 segundos; 2,05; e 0,05 (ou 5%),
respectivamente.
Para o comiteˆ de RNAs, o tempo me´dio gasto no treinamento foi de 9 minutos e 7
segundos, o desvio-padra˜o e o coeficiente de variac¸a˜o resultantes foram de 76,07 e 0,13
(ou 13%), respectivamente.
Percebe-se atrave´s do coeficiente de variac¸a˜o que o comiteˆ de RNAs tem uma
variac¸a˜o bem maior que a SVM em relac¸a˜o ao tempo gasto no treinamento. Esta variac¸a˜o
pode ser visualizada na Figura 7. O tempo despendido pelos dois classificadores no trei-
namento de cada grupo e o tempo total esta´ representado na Tabela 4 e Tabela 5.
Figura 7. Gra´fico do tempo despendido no treinamento.
5. Concluso˜es
A partir da ana´lise dos resultados, percebe-se que o segundo classificador, implementado
com um comiteˆ de Redes Neurais Artificiais do tipo Multilayer Perceptron possui um de-
sempenho superior ao classificador implementado com a te´cnica de aprendizado Ma´quina
Tabela 4. Tempo gasto no treinamento da SVM.
Grupos Tempo gasto
Grupo I 0 min 47 s
Grupo II 0 min 44 s
Grupo III 0 min 42 s
Grupo IV 0 min 44 s
Grupo V 0 min 42 s
Total 3 min 39 s
Tabela 5. Tempo gasto no treinamento do comiteˆ de RNAs.
Grupos Tempo gasto
Grupo I 8 min 24 s
Grupo II 7 min 46 s
Grupo III 10 min 54 s
Grupo IV 8 min 42 s
Grupo V 9 min 01 s
Total 44 min 47 s
de Vetor de Suporte. No trabalho de [Assis 2006], sa˜o descritos casos em que ocorreram
100% de classificac¸a˜o correta de e-mails spams e na˜o-spams. Assim, e´ possı´vel deduzir
que os resultados obtidos neste trabalho tanto por meio do primeiro classificador quanto
por meio do segundo classificador na˜o sa˜o tendenciosos (me´dias de 91,3% para o primeiro
classificador e 93,6% para o segundo classificador).
Semelhante aos resultados do trabalho de [Drucker et al. 1999], a te´cnica SVM
apresentou resultados excelentes. Ale´m disso, essa te´cnica mostrou desempenho superior
quando comparada a uma u´nica RNA, dependendo da arquitetura e configurac¸a˜o desta
u´ltima. Esta e´ a grande desvantagem em se utilizar RNAs, uma vez que e´ necessa´rio
definir valores de muitos paraˆmetros de forma empı´rica para garantir a convergeˆncia e ca-
pacidade de generalizac¸a˜o. Ou seja, para se chegar ao melhor resultado e´ necessa´rio testar
diversas arquiteturas diferentes (variac¸a˜o do nu´mero de neuroˆnios na camada oculta), re-
alizar variac¸o˜es nas taxas de aprendizado, momentum e nu´mero de e´pocas de treinamento
(iterac¸o˜es).
Ainda, neste trabalho, percebeu-se uma grande vantagem da SVM, que e´ sua velo-
cidade na execuc¸a˜o do treinamento quando comparada a uma RNA e, consequentemente,
a um comiteˆ de RNAs. E´ possı´vel concluir, portanto, que a escolha entre o uso de SVM
ou RNAs para a classificac¸a˜o de mensagens de e-mail entre spams e na˜o-spams dependera´
se o mais importante e´ obter um menor tempo de treinamento (neste caso, SVM foi mais
adequada) ou se e´ mais importante obter maior taxa de acerto (neste caso, o comiteˆ de
RNAs apresentou resultados mais adequados).
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