We investigate coupled flow and geomechanics in gas production from extremely low permeability reservoirs such as tight and shale gas reservoirs, using dynamic porosity and permeability during numerical simulation. In particular, we take the intrinsic permeability as a step function of the status of material failure, and the permeability is updated every time step. We consider gas reservoirs with the vertical and horizontal primary fractures, employing the single and dynamic double porosity (dual continuum) models. We modify the multiple porosity constitutive relations for modeling the double porous continua for flow and geomechanics. The numerical results indicate that production of gas causes redistribution of the effective stress fields, increasing the effective shear stress and resulting in plasticity. Shear failure occurs not only near the fracture tips but also away from the primary fractures, which indicates generation of secondary fractures. These secondary fractures increase the permeability significantly, and change the flow pattern, which in turn causes a change in distribution of geomechanical variables. From various numerical tests, we find that shear failure is enhanced by a large pressure drop at the production well, high Biot's coefficient, low frictional and dilation angles. Smaller spacing between the horizontal wells also contributes to faster secondary fracturing. When the dynamic double porosity model is used, we observe a faster evolution of the enhanced permeability areas than that obtained from the single porosity model, mainly due to a higher permeability of the fractures in the double porosity model. These complicated physics for stress sensitive reservoirs cannot properly be captured by the uncoupled or flow-only simulation, and thus tightly coupled flow and geomechanical models are highly recommended to accurately describe the reservoir behavior during gas production in tight and shale gas reservoirs and to smartly design production scenarios.
Introduction
Unconventional natural gas such as tight and shale gas has become an increasingly important source of natural gas in the United States over the past decade and the estimates of the natural gas resource potential for shale gas range from 14.16×10 12 m 3 to 28.3×10 12 m 3 (500~1000 Tcf) (Arthur et al. 2008; Jenkins and Boyer 2008) . Geological formations of tight and shale gas reservoirs exhibit extremely low permeability within which gas is trapped (Hill and Nelson 2000) , and accordingly hydraulic fracturing is performed in order to enhance permeability and increase production rate (Dean and Schmidt 2008; Ji et al. 2009; Nassir et al. 2012) . The success of gas production from the Barnett Shale is based on horizontal wells and hydraulic fracturing techniques and has led to gas production of other shale reservoirs such as the Marcellus Shale, one of the largest natural gas resources in the United States (Arthur et al. 2008; Cipolla et al. 2010 ).
Several studies have been made on production of gas from tight and shale gas reservoirs as well as hydraulic fracturing. Freeman et al. (2011) investigated non-Darcy flow without geomechanics, examining the effects of Knudsen diffusion on gas composition, because flow mechanism of shale gas is significantly different from that of conventional oil and gas reservoirs due to extremely low permeability and small pore throat. Vermylen and Zoback (2011) studied different scenarios for hydraulic fracturing along horizontal wells, and found significant differences in stimulation robustness for different fracturing procedures, for example, between alternatively fractured (zipperfrac) and simultaneously fractured (simulfrac) wells. Ji et al. (2009) developed a numerical model for hydraulic fracturing, accounting for coupled flow and geomechanics, and Nassir et al. (2012) partially incorporated shear failure within a primary fracture obtained from tensile fracturing. Dean and Schmidt (2008) employed the same fracturing idea as Ji et al. (2009) , using different criteria of fracture propagation. Fisher and Warpinski (2012) analyzed the fracture growth induced by hydraulic fracturing with real data, and concluded that the fracture propagation was limited in the vertical direction, compared with the horizontal direction. Yet, coupled flow and geomechanics that can consider dynamic interrelations among pore volume, permeability, and material failure during production are little investigated. Geomechanics with material failure may change permeability and porosity followed by flow patterns significantly, and, in turn, redistribution of pore-pressure can affect geomechanics (e.g., Armero (1999) and Rutqvist and Stephansson (2003) ). Thus, rigorous modeling for coupled flow and geomechanics is necessary for gas production in shale and tight gas reservoirs.
In this study, we perform numerical simulations of coupled flow and geomechanics in shale and tight gas reservoirs, focusing on geological failure and secondary fracturing of intact rock, which can increase permeability. To this end, we consider variations in not only permeability but also pore volume, which lead to dynamic permeability and porosity of the reservoirs, respectively. In particular, compaction in undrained condition such as low permeability induces the increase of pore-pressure, which can change effective stress fields significantly and may result in geological failure (Kim et al., 2012a) . Compaction-induced shear failure by fluid production was also studied by Dusseault et al. (2001) and Bagheri and Settari (2008) .
For secondary fracturing, we employ the Mohr-Coulomb failure model for elastoplasticity, which is widely used to model failure in cohesive frictional materials, shear failure. We also use dynamic permeability, which is a function of the failure status. Single-porosity and (dynamic) double-porosity models are both investigated. One may introduce double porosity and permeability in flow for better accurate modeling of flow because fractures occupy a much smaller fraction of bulk volume of a gridblock than rock matrix (Barenblatt et al.1960; Pruess and Narasimhan 1985; Bagheri and Settari 2008) . On the other hand, it is required to use a slightly different geomechanics, because return mapping for elastoplasticity that models rock failure is performed at the gridblock level, not subelements of the gridblock. Note that the geomechanics still accounts for both geomechanical moduli of the fracture and intact rock. Then, in the case of the double porosity model in flow and geomechanics, we modify the constitutive relations proposed by Kim et al. (2012b) , which generalized the constitutive model by Berryman (2002) to non-isothermal multiple porosity coupled flow and geomechanics systems.
For numerical simulation, we use a sequential implicit method, employing the fixed-stress split, which can provide unconditional stability and high accuracy, considering two-way coupling between flow and geomechanics (Settari and Mourits 1998; Kim et al. 2011a, b) . Specifically, flow is solved first, fixing the total stress fields and calculating the contribution of geomechanics to flow explicitly, and then geomechanics is solved from the solutions obtained at the previous flow step. We employ finite volume and finite element methods for flow and geomechanics in space discretization, respectively, and the backward Euler method in time discretization.
We will perform numerical simulations for given horizontal and vertical primary single fractures, under horizontal well production scenarios. From the simulation, we will find that shear failure occurs not only near the tips of the primary fractures but also away from the fractures during production, generating secondary fractures, because production of gas causes redistribution of the effective stress fields over the domain instantaneously, increasing the effective shear stress and resulting in failure. From numerical tests, we will also find that shear failure is enhanced by a low bottom hole pressure, high Biot's coefficient, low frictional and dilation angles, and small spacing between the horizontal wells. Secondary fractures increase permeability dramatically, which is a welcome development as it enhances gas production. The risk of potential detrimental environmental effects (e.g., through creation of a conduit to overlying aquifers) appears low because of the limited extent of the secondary fractures, but a definitive answer will require more focused study of this problem. This physics cannot be captured accurately by uncoupled or flow-only simulation, and thus tightly coupled flow and geomechanics are highly recommended for gas production in shale gas reservoirs.
Mathematical formulation
We describe the governing equations for fluid and heat flow, as explained in Pruess et al. (1999) . The governing equation for multiphase and multi-component flow comes from mass balance as
where the superscript k indicates the fluid component. 
where k is the absolute (intrinsic) permeability tensor. J  , rJ k , J p are the viscosity, relative permeability, and pressure of the fluid phase J, respectively. g is the gravity vector, and Grad is the gradient operator. For the gaseous phase, J=G,
where K k is the Klinkenberg factor.
The diffusive flow can be written as
where R  , R C , T , and 0
T are the density and heat capacity of the porous medium, temperature and reference temperature.
The heat flux is written as
The governing equations for geomechanics is based on the quasi-static assumption (Coussy 1995) , written as
where Div is the divergence operator, σ is the total stress tensor, and b  is the bulk density. Tensile stress is positive in this study. The infinitesimal transformation is used to allow the strain tensor, ε , to be the symmetric gradient of the displacement vector, u ,
Then, considering mass, energy, linear momentum balances, we focus on non-isothermal single phase flow (i.e., gas flow) with elastoplastic geomechanics in this study, using the following constitutive relations of thermo-poro-mechanics.
Constitutive relations
We use the constitutive relations for coupled multiphase non-isothermal flow and elastoplastic geomechanics, described in Coussy (1995) . For elastoplastic mechanics and nonisothermal single phase flow, the constitutive relations are written as , 3
where the subscripts e and f indicate elasticity and fluid, respectively. ' σ , dr K , e C are the effective stress tensor, drained bulk modulus, and drained isothermal elasticity tensor, respectively. 1 is the second order identity tensor. 
where  is the Lode angle, written as 
where tr is the trace of a second order tensor. Fig. 1 shows the comparison between the Drucker-Prager and Mohr-Coulomb models. Note that the coefficients of Drucker-Prager model used in this study (i.e., Eqs. (20) and (21)) are adjusted to the MohrCoulomb model, and the two models have the same yield and potential functions. In this study, when modeling the MohrCoulomb model, we make use of an algorithm of the Drucker-Prager model, a 1
J plasticity model, treating the coefficients of the Drucker-Prager model explicitly but dynamically (i.e., the coefficients associated with 3 J ).
When material failure occurs, micro-fractures are created and connected, making macroscopic fractures. As a result, permeability can increase dramatically and discontinuously in time. We then consider the change in permeability, using a permeability (or transmissibility) multiplier p
by which the intrinsic permeability, 0 k , is expressed as
, where m k is the intact rock permeability. Thus, the permeability is a step function for a failure status. In this study, we simply use One may use other complicated models for p  for the further accuracy of certain specific reservoirs.
Numerical implementation
We use the finite volume and finite element methods for flow and geomechanics in space discretization, respectively, which are widely used in reservoir and geotechnical engineering, respectively (Aziz and Settari 1979; Lewis and Schrefler 1998; Hughes 2000) . This mixed-space discretization can provide advantages such as local mass conservation and better numerical stability in space, compared with the finite element method for both flow and geomechanics (Jha and Juanes 2007; Kim et al. 2011a,b) .
For time discretization, we use the backward Euler method, which is typically used in reservoir simulation. We use TOUGH+RealGasH2O as a fluid and heat flow simulator and ROCMECH for a geomechanics simulator, namely T+M, recently developed in the Lawrence Berkeley National Laboratory (Kim and Moridis, 2013) .
When we solve coupled problems numerically, there are two approaches; fully coupled (monolithic) and sequential methods. The fully coupled methods solve the coupled problems simultaneously, using the Newton-Raphson method (Lewis and Sukirman, 1993a,b; Sukirman and Lewis, 1993; Pao et al., 2001; Gutierrez and Lewis, 2002; Pao and Lewis, 2002; Lewis et al., 2003; White and Borja, 2008) . This approach typically provides unconditional stability, but requires a unified flow and geomechanics, which results in the enormous software development and huge computational cost. On the other hand, the sequential methods can offer the use of existing robust flow and geomechanics simulators only by constructing an interface between them (Armero and Simo, 1992, 1993; Settari and Mourits, 1998; Armero 1999 ). This provides wide flexibility and high efficiency for code management, but may be limited by numerical stability and accuracy, which are the main issues in using the sequential methods. According to Kim et al. (2011b) , among several sequential methods, the fixed stress sequential method can provide unconditional stability and high accuracy, comparable to the fully coupled methods. The fixed-stress method solves the flow problem, fixing the total stress field, where the strain and displacement fields can be changed, and calculating the contribution of geomechanics to flow explicitly. Then, it solves geomechanics, based on the solutions obtained at the previous flow problem. This sequential method can easily be implemented by the Lagrange porosity function  and its correction  (Settari and Mourits, 1998; Kim et al., 2012a) , written as a form of the staggered approach as,
where p c is the pore compressibility in conventional reservoir simulation (Aziz and Settari, 1979) , and v  is the total volumetric mean stress.  is defined as the ratio of the pore volume in the deformed configuration to the bulk volume in the reference (initial) configuration. The porosity correction term,  , is calculated from geomechanics, which corrects the porosity estimated from the pore compressibility. The fixed-stress sequential method solves two-way coupling between flow and geomechanics, so it captures the Mandel-Cryer effects, solving Mandel's problem correctly, which cannot be simulated by the uncoupled simulation (Kim and Moridis, 2013) . For further verification, Fig. 2 shows that T+M matches the analytical solution of McNamee and Gibson (1960a,b) , where the pressure rise-up at early times can only be matched by the two-way coupled approach. The right of Fig. 2 shows number of iteration when the fixed-stress method takes full iteration, where the porosity correction is applied to iteration level, instead of time level. This full iteration provides the same solution as the monolithic (fully coupled) method. During simulation, only 3 iterations for convergence were taken almost all every time steps, except at early times. This fast convergence was originally investigated by Kim et al. (2011b) with a priori mathematical analysis and numerical simulation. In this study, we use the staggered approach of the fixed stress method, because it provides accurate solutions with efficiency, comparable to the fully coupled method. When implementing the Mohr-Coulomb model, we reference the algorithms proposed by Wang et al. (2004) . For the Mohr-Coulomb model, we may face numerical instability at the discontinuous corners (Borja et al., 2003; Wang et al., 2004) . 
Numerical examples
We perform two test cases for 2D gas flow simulation coupled to plane strain geomechanics, which are aimed at gas production from tight gas or shale gas reservoirs with several uniform long horizontal wells. These production scenarios can reduce a 3D system to 2D because of symmetry (e.g., a half domain between the wells (or primary fractures)) and the plane strain condition, as shown in Fig. 3 . Cases 1 and 2 contain vertical and horizontal fractures, respectively. There are six monitoring points: P1 (x=23.77m, z=-58.5m) and P2 (x=33.77m, z=-58.5m) for Case 1, and P3 (x=29.5m, z=-74.03m), P4 (x=47.5m, z=-74.03m), P5 (x=29.5m, z=-61.265m), and P6 (x=49.5m, z=-61.265m) for Case 2, respectively. The monitoring points are chosen to show flow and geomechanics responses of the areas away from the primary fractures. th to the last horizontal layers. The length of the horizontal fracture, where the production well is located at (x=0.5m, z=-61.265m), is 10m.
For both cases we have the same initial and boundary conditions for flow and geomechanics. Table 1 summarizes the main initial input data of flow and geomechanical properties of the rock matrix. We use generalized reservoir models, rather than selecting geomechanical properties for a certain specific reservoir. The geomechanical properties used in this study are within a range of the properties of shale gas reservoirs (Eseme et al., 2007; Sondergeld et al., 2010) . We take relatively low Young's modulus of intact rock, compared with typical shale gas reservoirs, assuming that high temperature lowers Young's modulus of shales (Eseme et al., 2007) . We also use low Young's modulus for the primary fracture because the fracture is typically much deformable than intact rock (e.g., Nguyen and Abousleiman (2010) ). We will investigate flow and geomechanical responses for the above reference cases as well as test cases where different values of Biot's coefficient, bottom hole pressure, friction and dilation angles, horizontal well spacing, and initial conditions are used. . Fig. 4 shows distributions of  for Cases 1 and 2, using elasticity, after 75 days. The effective shear stresses are concentrated at the right boundaries because of the horizontally constrained boundary condition, especially around the top and center of the right side boundary, resulting in high values of  . This implies that gas production can cause failure away from the production well. This failure may be beneficial to increase permeability in tight gas or shale gas reservoirs, but it could be problematic if surface facilities exist, or weak geological sealing occurs, in the vicinity of the failure area. In this study, we focus on productivity of the gas reservoirs, investigating changes in permeability, failure, and flow and geomechanical variables.
Plasticity
We perform failure analyses for Cases 1 and 2, using the Mohr-Coulomb model. For Case 1, Fig. 5 shows propagation of the region where permeability increases due to shear failure. The areas that have non-zero in the figure experienced plasticity during simulation. Specifically, the value indicates the number of Gauss points within a gridblock which faced plasticity. The region initially propagates from the fracture tips at top and bottom. As gas production goes on, failure also occurs around the center of the domain, independent from the fracture propagation near the fracture tips. Then failure propagates from the center of the domain to the middle of the right boundary. In Fig. 6(a) , the effective stresses at P1 and P2 propagate straight toward the yield function at early times. Then, the effective stresses at P1 and P2 enter plasticity and then return to elasticity. This behavior mainly results from failure and enhancement of permeability in other areas, followed by redistribution in fluid pressure and effective stress. In Fig. 6(b) , we compare gas production rates between elasticity and plasticity, which shows that gas production with plasticity yields higher production rate than that with elasticity, because the failure creates high permeability areas. In Fig. 6(c) , we observe non-smooth evolution in pressure at P1 and P2. In particular, when failure occurs at P2, pressure at P1 suddenly increases, being connected to the enhanced permeability region where pressure is higher, including P2. After the sudden pressure peak at P1, the pressure decreases again because of fast pressure diffusion due to high permeability. In Fig. 6(d) , we find that the time of the permeability increase at P2 is almost identical to the time of the peak pressure at P1. The pressure increase at P2 is found after 60 day, because other areas experienced failure, affecting pressure at P2, just like P1. For Case 2, failure occurs near the fracture tip, as shown in Fig. 7 . At early times, the fracture propagates, creating two (upper and lower) branches. Then, the failed areas spread widely at both upper and lower parts, enhancing permeability. Fig.  8(a) shows that the effective stresses at P3 and P4 propagate toward the yield function, entering plasticity and then returning to elasticity, similar to those for Case 1. In Fig. 8(b) , the production rate with plasticity is higher than that with elasticity. From  Fig. 8(d) , we observe that failure at P3 occurs earlier than at P4. As a result, as shown in Fig. 8(c) , the pressure peak at P3 around 35day is found because of the sudden increase of permeability.
From the results of Figs. 5-8, we find significant nonlinearity and complexity, when using stress dependent permeability in conjunction with plasticity, which considerably changes permeability fields dynamically. This behavior cannot properly be simulated by the conventional flow-only or uncoupled simulation. We use Figs 5-8 as the references cases, which will be compared with the tests cases in which we take different flow and geomechanical properties and production scenarios as follows. 5 . Evolution of areas of the enhanced permeability by shear failure for Case 1. During gas production, the enhanced permeability areas increase due to the failure. Some areas returned to elasticity, after experiencing plasticity because of redistribution of fluid pressure, but they have the permanent enhanced permeability. 
Effect of Biot's coefficient
We reduce Biot's coefficient from 1.0 to 0.8, because some reservoirs have lower Biot's coefficients than 1.0 (Zoback, 2007) . The lower Biot's coefficient, the less contribution of fluid pressure to effective stress in geomechanics. In Fig. 9 , we find much smaller failure areas for both Cases 1 and 2, compared to the reference cases. When Biot's coefficient is low, the poromechanical effects become low, from which the pressure change causes less perturbation in the geomechanical system.
Effect of the bottom hole pressure
We increase the bottom hole pressure from 20MPa to 30MPa, where Biot's coefficient is 1.0. This fundamentally decreases the geomechanical loading to the reservoirs. As a result, we obtain much smaller areas of enhanced permeability, as shown in Fig. 10 . In this figure, we only observe small fracture propagation near the primary fracture tips. Thus, sufficient perturbation in the geomechanics system through the pressure change is required in order to create sufficient areas of enhanced permeability. Hydraulic fracturing is also based on the same idea that the increase of fluid pressure can create a fracture, inducing tensile failure and opening the fracture. Difference between hydraulic fracturing processes and failure during gas production lies in ways of geomechanical perturbation (i.e., the increase and decrease of fluid pressure, respectively). Fig. 10 . We also observe that failure occurs not only at the fracture tips but also parallel with the primary fracture. Then more enhanced reservoir yields almost the same production rate as the reference case, as shown in Fig. 11(c) . In Fig. 11(d) , we find the sudden jump of pressure at P1 around 60 day, because of failure. As failure proceeds during simulation, the permeability field changes discontinuously because permeability is a discontinuous function of the failure status. From this discontinuity, the responses in pressure are not smooth. For Case 2, we obtain similar results. Compared with Fig. 10, Figs. 12(a) and 12(b) show much larger failure areas, enhancing the reservoir permeability. The fracture propagates with two branches toward the right boundary, mainly from the upper branch. Due to large failure, the production rate is comparable to that of the reference case, shown in Fig. 12(c) , and pressure decreases noticeably within the reservoir (Fig. 12(d) ).
Effect of properties of the plastic model

Effect of spacing between the horizontal wells
We reduce the horizontal domains from 70.27m to 58.27m for Case 1, and from 72m to 60m for Case 2, shortening 12m for both cases. This implies that two horizontal wells are closer, compared with the reference cases. We keep 30MPa of the bottom hole pressure, higher than that of the reference cases. In Fig. 13 , we find that secondary fracturing occurs faster for both cases, making larger areas of enhanced permeability, when compared with Fig.  10 . Faster fracturing is mainly due to the heaving effects and well interference, which are realized as the boundary effects in numerical simulation.
Effect of different initial total stress and pressure distributions
We change the initial conditions of the reference cases, having two sets of different initial total principal stresses and 53.95MPa of initial reservoir pressure. We also take 3.0MPa and 5.0MPa of cohesions for the primary fractures and rock matrix, respectively. Other conditions are the same as those of the reference cases. We apply -55.16MPa, -62.06MPa, -68.95MPa of initial total stresses in the x, y, z directions, respectively to Figs. 14(a) and 14(b), and -68.95MPa, -62.06MPa, -55.16MPa to Figs. 14(c) and 14(d) . Those different total stresses yield non-zero effective stresses at initial time. In Figs. 14(a) and 14(b) , shear failure propagates horizontally for Cases 1 and 2, when overburden is higher than side burden. On the other hand, Figs. 14(c) and 14(d), shear failure propagates vertically, when overburden is lower than side burden. Then shear failure induced by fluid production shows different directions of fracture propagation from tensile failure of hydraulic fracturing induced by fluid injection. In addition, when Figs. 14(a) and 14(b) are rotated by 90 degree, their directions of fracture propagation are almost the same as those of Figs. 14(c) and 14(d), because initial total stresses conditions of Figs. 14(a) and 14(b) after the rotation are the same as those of Figs. 14(c) and 14(d). Fig. 15 shows propagation of secondary fractures without consideration of the porosity change (i.e., constant porosity). When comparing Fig. 15 with Figs. 5 and 7, we find differences between with and without the porosity change, especially for Case 2, even though the directions of the fracture propagation between the two are similar. In Fig. 7 , both upper and lower branches were developed, while the upper branch was mainly developed, shown in the left of Fig.  15 . Thus, the two-way coupled poromechanics needs to be considered for better accuracy. 
Effect of the porosity change
Dynamic double porosity model
Failure implies creation of fractures, which take small volume when compared with intact rock, and the theory of single porosity has significant limitation not only in coupled flow and geomechanics also in flow-only simulations because the single porosity might not properly represent two distinct materials such as the fracture and intact rock (Bai 1999; Barenblatt et. al. 1960; Pruess and Narasimhan 1985) . To solve this issue, the double porosity (or more generally multiple porosity model) has been introduced for more realistic simulation, representing local heterogeneity (Barenblatt et al.1960; Pruess and Narasimhan 1985; Berryman 2002; Bagheri and Settari 2008) . The fracture-rock matrix systems based on the double porosity model are representative of any composite systems that consist of a high permeable material transporting fluid over the domain and the other materials storing fluid and conveying it to the high permeable material. In this sense, the double porosity model can be well suited for flow for fractured reservoirs. We modify the constitutive relations for the multiple porosity model in thermoporomechanics proposed by Kim et al. (2012b) , extended from the relations by Berryman (2002) . We do not use the Einstein notation in this section for clarity. Then, the constitutive relations for the double porosity model such as a fracture-rock matrix system are written as 8. Take the next time step. Fig. 16(a) shows the enhanced permeability area at 29.4day for Case 1, when we employ the dynamic double porosity (dual continuum) model. Compared with the static single porosity (continuum) model (Fig. 4) , the dynamic double porosity model yields faster failure, followed by the larger enhanced permeability areas, mainly because the permeability at the secondary fractures is higher than that of the single porosity model. Due to the fast failure, we obtain a higher rate of gas production than that of the reference case, shown in Fig, 16(b) . Figs. 16(c) and 16(d) show evolution of pressure and permeability at P1 and P2, respectively. P1 faces failure at early times, having the increased permeability, earlier than P2. After both P1 and P2 faced failure, the pressures of P1 and P2 behave almost identically, because the two points are connected with high permeability. We also observe sudden pressure buildup at P1 when the area including P2 faces failure. This results from the flux increase induced by the enhanced permeability.
For Case 2, we find similar results to Case 1. We find significant failure areas that occur at early times, compared with the static single porosity model, as shown in Fig. 17(a) . Faster failure inside the reservoir also enhances productivity because of high permeability (Fig. 17 (b) ). In Figs. 17(c) and 17(d), we identify the increase of permeability at P5 and P6 induced by failure, followed by the non-smooth pressure evolution at P5 and P6 around 20day, at the time when failure occurs.
It should be noted that the proposed dynamic double porosity model is not always better than the single porosity model. The double porosity approach is fundamentally an approximation of the fine-scale single porosity model. In addition, we assume the volume fraction of the fracture medium to be given, not determined from the solution. When the stimulated volume of a failed gridblock is large, the failed gridblock can still be represented as a single continuum and the single porosity model can be used. 
Summary and Conclusions
We investigated coupled flow and geomechanics in gas production from the extremely low permeability reservoirs such as tight and shale gas reservoirs, accounting for dynamic changes in pore volume and permeability. In particular, during simulation, permeability is updated every time step, which is based on the status of material failure.
We performed numerical tests for two cases: the horizontal and vertical primary fractures, considering the static single and dynamic double porosity models. The Mohr-Coulomb model was employed for modeling shear failure. For the single porosity model, we found that pressure drop at the production well caused failure not only near the fracture tips but also away from the well, increasing shear stresses significantly. Changes in permeability from material failure were significant, altering flow regimes dynamically. The changes in flow in turn affected geomechanics, causing further failure, followed by the propagation of the enhanced permeability areas. From various numerical tests, a large pressure drop at the production well induced more shear failure. High Biot's coefficient, low angles of friction and dilation, and smaller spacing between the horizontal wells also contributed to faster secondary fracturing. We introduced the dynamic double porosity model for secondary fracturing. From numerical simulation, we obtained different results from the single porosity model, because the fracture permeability of the double porosity model is higher than the permeability of the single porosity model. The different areas of the enhanced permeability were found, and the faster propagation of the areas was also observed. It is worth nothing that the fractures shown in this paper propagated stably for long time, and can be controlled by the bottom hole pressure and/or production time.
In conclusion, the physics in highly stress-sensitive or geomechanically weak reservoirs may not be captured accurately by flow only simulation or uncoupled simulation, and thus tightly coupled flow and geomechanics to model porosity and permeability are strongly recommended to predict potential secondary fracturing accurately. Then, we can design the production wells and/or production scenarios smartly, reducing cost of re-hydraulic fracturing and increasing productivity. 
