We present preliminary findings from a threeyear research project comprised of longitudinal qualitative case studies of data practices in four large, distributed, highly multidisciplinary scientific collaborations. This project follows a 2 × 2 research design: two of the collaborations are big science while two are little science, two have completed data collection activities while two are ramping up data collection. This paper is centered on one of these collaborations, a project bringing together scientists to study subseafloor microbial life. This collaboration is little science, characterized by small teams, using small amounts of data, to address specific questions. Our case study employs participant observation in a laboratory, interviews (n = 49 to date) with scientists in the collaboration, and document analysis. We present a data workflow that is typical for many of the scientists working in the observed laboratory. In particular, we show that, although this workflow results in datasets apparently similar in form, nevertheless a large degree of heterogeneity exists across scientists in this laboratory in terms of the methods they employ to produce these datasets-even between scientists working on adjacent benches. To date, most studies of data in little science focus on heterogeneity in terms of the types of data produced: this paper adds another dimension of heterogeneity to existing knowledge about data in little science. This additional dimension makes more complex the task of management and curation of data for subsequent reuse. Furthermore, the nature of the factors that contribute to heterogeneity of methods suggest that this dimension of 
Introduction
Long predicted by the science community [30] , both Nature and Science have now heralded the opportunities and challenges presented by the scientific data deluge [19, 20] . Universities themselves are assessing their rights, roles, and responsibilities for managing and for exploiting data from their researchers [4] .
In addition to the sheer size of data generated, the heterogeneity of datasets is also increasing, even within individual domains. Scientific collaboration is becoming a more multidisciplinary, distributed endeavor [15] . As a result, approaches from multiple epistemological or social perspectives may be combined in the production of a dataset, and conversely a single dataset may be used in multiple contexts, crossing epistemological, cultural and social boundaries.
Contemporary digital scholarship is thus a rapidly changing and expanding undertaking. However, today's scientific methods and organization of collaborative work often do not scale well to today's volumes or diversity of data generated; qualitatively different approaches to scientific inquiry are required. As data are combined from multiple sources and are mined for new interpretations, the challenges of data management and curation multiply. Modern sensor networks, satellites, telescopes, and laboratory instruments can collect vastly more data, at far faster rates and far greater variety, than ever before. Scientists rely on their instruments, algorithms, and collaborators to clean, verify, visualize, and inter-pret their data. Much can go wrong in the many steps involved in the design and deployment of instruments, collection and cleaning of data, and in the analysis and reporting of results. Data and responsibility pass through many hands, often over the course of many years, in the life cycles of collaborative data-driven science.
Scientific data management requires deep expertise in scientific theory, method, instrumentation, and interpretation. Skill sets are complex and are divided differently in each field and specialty. Each step in data handling requires knowledge and judgment of the steps that went before. Necessary details of data provenance often go undocumented, leaving researchers in the position of making multiparty inferences with insufficient information [42] . Minute differences in calibration, miniscule artifacts in a data stream, and other perturbations may be spotted by those closest to the research design-but these factors decrease in visibility the farther the interpreter lies from the source of the data.
The pressure from funding agencies such as the National Science Foundation (NSF) and the National Institute of Health (NIH) to share research data highlights the complexity of data-driven science. "Data" is a contested notion. Furthermore, competing views exist of research, innovation, and scholarship, disparate incentives for collecting and releasing data, the economics and intellectual property of research products, and public policy-and the requisite technical and human infrastructure. However, relatively few studies document consistent data release. Sharing research data is thus a conundrum-"an intricate and difficult problem" [11] .
Research in both data-intensive big science, where data products are large in volume but typically homogeneous, such as astronomy projects centered on the building and operation of massive-scale instruments, and in little science, where data products are small in size but large in number, such as sensor network applications in ecology, marine biology, environmental engineering, and seismology, reveals a critical lack of infrastructure to support these new forms of scholarship. The promise of technology-enabled, datadriven digital scholarship in science is predicated upon available systems, services, tools, content, policies, practices, and human resources to discover, mine, and use research products, as well as to create those products in forms that are useful to others. Not only is this infrastructure not yet in place, it
is not yet clear what should be built or how to build it [10, 25] .
However, this problem is becoming better recognized, as is the fact that sociotechnical research approaches can produce critical insights that inform the design, policy, and human resource requirements for scientific information infrastructure [25] . This paper presents preliminary findings from a three-year study of such infrastructures. The Transformation of Knowledge, Culture, and Practice in Data-Driven Science: A Knowledge Infrastructures Perspective (henceforth known as the Knowledge Infrastructures project) involves longitudinal qualitative case studies of four large, distributed, multidisciplinary scientific collaborations. Two of these collaborations could be considered as big science, whereas the other two involve multiple research teams performing little science. Furthermore, two of these collaborations have been in the process of ramping down data collection and active research, while the two others are ramping up their activities. Beyond the preliminary results in this paper, the Knowledge Infrastructures project will continue to analyze these four distinct collaborations.
Here, we present an agenda for researching knowledge infrastructures, defined as "robust networks of people, artifacts, and institutions that generate, share, and maintain specific knowledge about the human and natural worlds" [23, p. 17] , through motivating and presenting the research questions that guide our Knowledge Infrastructures project team. Then, we present the methodologies of the Knowledge Infrastructures project, introduce the four case studies, and explain how our approach to research will make significant contributions in pursuing the research agenda. To demonstrate these contributions, we present preliminary findings from one of the case studies, a multidisciplinary, multi-institutional collaboration that involves studying microbial life beneath the seafloor. In particular, we explore and account for the diversity of practices in producing datasets that we observed across scientists, even in the same laboratory. To date, research on data practices has focused on heterogeneity of data types produced in a research setting; by contrast, here we demonstrate that for a single data type, there can be significant heterogeneity in how such datasets are produced even in the same research setting. This heterogeneity can multiply significantly the challenges involved in data management and curation.
A project for researching sociotechnical knowledge infrastructures
Our Knowledge Infrastructures project responds both to the needs of scientists in developing practices and infrastructures to manage the increasing volume and diversity of data in their work, and to substantial gaps in the existing social scientific literature that addresses scientists' data practices. In this section, we motivate the Knowledge Infrastructures project, introduce its features, and discuss how it will contribute to improved understandings of how scientists produce and manage their data.
Motivation for the Knowledge Infrastructures project
Research into knowledge infrastructures is a developing field. Current discourse around research data highlights the lack of institutional infrastructure comparable to the roles that libraries and publishers serve in access to scholarly publica-tions. Infrastructure for research data is much more than disseminating resources; it must support data collection, analysis, use, and reuse for new scientific methods, and should democratize access in the process. The design of knowledge infrastructures rests on the ability to explicate the sociotechnical structures that are embodied in the data, in data practices, in technical arrangements, and in policies. These interdependencies are known to present significant risks to adoption and implementation of effective infrastructure [1, 5] . The role of data as a scholarly research product is a growing concern, both practically and politically [4, 44] . Our research recognizes the significant technical challenges that arise in managing research data, such as data granularity, data provenance, data structures, definitions of data, dataset identity, identifiers, and functions of data [2, 6, 29] . Some researchers have studied how authors of scientific journal articles cite reused datasets originally generated by other researchers, or develop more systematic ways and standards for citing these datasets [18, 51] . However, reuse analysis covers only one part of the multistage data life cycle [53] .
While countless policy reports call for the building of infrastructure and capacity for research data, only a handful of researchers consider how knowledge of data practices might inform design and policy processes [3, 23, 26, 46, 47, 53] . Studies of data practices draw upon a larger body of work than can be enumerated here. Leigh Star and Karen Ruhleder were the first to assess infrastructure from a sociotechnical perspective [49] , opening up a rich area to be mined by many others [9, 24] . Included in studies of knowledge infrastructures are research on work practices, collaborations, virtual organizations, computer-supported collaborative work, project life cycles, and project time [15, 34, 37, 39, 45, 50 It also allows us to compare projects that are in the earlier stages of their life cycles (LSST and C-DEBI) and are ramping up data production, and projects at later stages of their life cycles (SDSS and CENS) that have ramped down data production Comparisons of these sites enable us to assess the knowledge infrastructure requirements for a broad spectrum of scientific research and practice. These sites also allow us to understand processes of knowledge transfer, such as that between scientists, between scientists and information professionals, between research projects, and between science projects and the public. We are able to identify infrastructure practices that contribute to better strategies for data management and to make recommendations for policy and practice.
Research on the two ramping down projects, CENS and SDSS, began prior to the Knowledge Infrastructures project. Research on C-DEBI began in 2012, and on LSST in 2014. The CENS project involved the development of sensing technology in collaboration with teams from a variety of sciences, most notably ecology, marine biology, and seismology. CENS embodied little science, and the data tended to be heterogeneous and complex. CENS focused much less explicitly on transferring its data as part of its legacy. Some members of the Knowledge Infrastructures team were embedded in CENS for a decade both as observers and participants in the development of knowledge infrastructure. This infrastructure included: the CENS Deployment Center, to plan data collection campaigns and serve as reference metadata after the fact; the CENS publication repository; and the CENS data registry as part of an annual reporting system. Developing these systems also enabled us to identify good practice associated with multidisciplinary data management.
SDSS was a highly visible project in the domain of astronomy, embodying big science. Much is being learned about its practices, policies, successes and failures, and transfer of expertise to other sciences and projects. SDSS, on the surface, may appear to have exemplified a solved data curation environment. However, our closer inspection of SDSS is revealing social and technical architectures contingent upon changing technologies.
As with CENS, C-DEBI also embodies little science. C-DEBI studies microbial subseafloor life. It was launched in late 2010, and affords opportunities to observe how the work of negotiating, challenging, building, and maintaining data management practices unfolds in a new collaborative setting.
We are learning what partners in information handling they seek, at what stages, and how they compare to the lessons of CENS.
LSST, like SDSS, is in the field of astronomy and will produce data that are largely homogeneous and very large in scale. Although the telescope is not due to launch operations until 2022, the collaborative team involved is being assembled, and is already making critical design decisions about both the technology for data collection and the infrastructure for data management. LSST team members are building on the experiences of those involved in the SDSS and other large-scale astronomy projects.
A theoretical framework for analyzing knowledge infrastructures
Our study examines how scientists and engineers use both social and technical resources to accomplish their goals, taking into account individuals, groups, collaborations, organizations, ideas, techniques, and technologies. A large body of scholarship investigates relationships between the technical and the social. Many studies of technological and social change have accounted for the latter in terms of the former, seeing technological change as the driving force behind reconfigurations of social relations; this argument has been labeled technological determinism [32] . Scholars of technology became dissatisfied with the technological determinism approach because it does not explain why some technologies achieve wide acceptance, while other similar technologies fail to do so [21] . Some scholars have developed a social construction of technology (SCOT) approach that explored how the development and uses of technologies were shaped by social process, including how actors use and shape technologies in pursuit of specific social interests [7] .
A subsequent development of SCOT was actor-network theory (ANT), which focused on goals, agency, and interaction in knowledge making [16, 38] . The underlying idea of ANT is that all actors, human and nonhuman, pursue interests or are goal-directed, and thus build networks of social and material resources to pursue these goals. ANT has been widely and successfully used in analyses of science, technology, and society.
In our analyses, scientists and engineers in a laboratory draw on their current networks of resources (social and material) to accomplish each step of the workflow they have established. They regard each step as necessary for answering their own research questions and those of the larger collaboration, leading to the accumulation of more resources: recognition and credit for the lab and its members in the form of publications, funding, and promotions. Furthermore, their networks of resources enable them to reevaluate and improve these processes [39] .
These research networks include the expertise acquired during the members' education and experience at previous sites. They also include the multiple techniques and technologies (sample and data collection strategies, research equipment, protocols, handbooks, journal articles, funding) accessible from both within and beyond the laboratory. It is only when the scientists and engineers become aware of, and competent in, engaging with certain techniques and technologies and their affordances that they become part of the laboratory's network. Similarly, those technologies and techniques might be part of one network, but unknown in another. These networks are dynamic and might even change rapidly, as equipment, techniques, knowledge, personnel, and funding are introduced to, or removed from, the laboratory. The knowledge of how and when to access these network resources is also in flux.
Applying this theoretical framework to the research carried out in these laboratories not only helps us to perceive the heterogeneity of data practices observed across these sites in answering the similar research questions and producing datasets of similar form, but also to account for why this heterogeneity-even between researchers working on adjacent benches-occurs.
The Center for Dark Energy Biosphere Investigations
The Center for Dark Energy Biosphere Investigations (C-DEBI) is an NSF Science and Technology Center (STC) launched in September 2010. C-DEBI brings together scientists from the biological, chemical, and physical sciences to study subseafloor microbial life, in particular to study interactions between the composition of microbial communities and the physical environment they inhabit [22] .
C-DEBI serves as an important case study for studying contemporary developments in digital scholarship. The project is massively distributed across institutions in the USA and Europe, and very highly multidisciplinary. As such, it is an exemplar of the complexity of data-driven science. It is also a complement to CENS, as is explicated in Subsect. 2.5.
Organization and work of C-DEBI
Scientists involved with C-DEBI work toward the project's scientific goals through the collection and analysis of physical samples, such as rocks from the seafloor (known as cores). Fundamental to scientists' work is the production, analysis and correlation of data about the cores' microbial communities with the physical properties (such as geochemical or hydrological) of these samples.
The data life cycle may start in a number of contexts. One particularly important context is scientific ocean drilling cruises. During our period of observation, these were often conducted by the Integrated Ocean Drilling Program (IODP) which ran from 2003-2013 (it should be noted that the IODP was replaced with a new drilling program in 2013, namely the International Ocean Discovery Program, also known as IODP. For the purposes of this paper, the acronym "IODP" will be used to refer to the Integrated Ocean Drilling Program throughout). IODP organized regular research cruises bringing together scientists from a broad range of disciplines and institutions to visit a specific site to collect cores, which are subsequently analyzed both onboard the ship and in scientists' laboratories at their home research institutions. C-DEBI also supports scientists who participate in research cruises organized by organizations other than the IODP.
As well as providing some funding and equipment support for cruises, C-DEBI also distributes funding directly to scientists. This funding is generally characterized by being short term (typically one to three years in length), to individuals and small teams (usually of two or three) and across a very broad range of institutions. The main opportunity for funding is through the Small Grants program, through which grants are awarded to proposed projects that use existing datasets and samples (e.g., from cruises). Other grants are directed toward early career researchers, such as doctoral students and postdoctoral researchers. These grants are awarded on a regular basis following competitive calls for proposals. To date, these grants have supported approximately 90 scientists in more than 30 laboratories across the USA, Europe and East Asia [17] 
C-DEBI infrastructure
C-DEBI has also implemented other measures to support the community of researchers, fostering connections and exchanges of knowledge. One important component of bringing the community together is the project website, which contains a wide range of C-DEBI-related information, including key project personnel, descriptions of the main scientific foci of the project, information about the various grants and fellowships, a list of C-DEBI-contributed scientific publications, and C-DEBI official documents such as the Proposal and Annual Reports. The project also communicates with community members, and any others who are interested, via a twice-monthly newsletter. Finally, the project also provides opportunities for affiliated scientists to come together, such as an annual project meeting.
C-DEBI and CENS
We are comparing data management, curation, and sharing practices across the four case studies in our 2 × 2 research design. The richest source of comparisons and contrasts for C-DEBI is with CENS. There are many similarities and differences between C-DEBI and CENS, which will extend and add to the extensive body of work we have already produced about our studies of CENS.
As with C-DEBI, CENS was an NSF STC. It was launched in 2002, and ceased operation in 2012. CENS was a distributed, multidisciplinary collaboration involving five research universities across California. Its focus was to bring technologists and domain scientists (terrestrial ecology, marine biology, environmental engineering, seismology, plus applications in urban settings and arts) together so that the technologists could develop networked sensing tools that would allow domain scientists to collect data at higher spatial and temporal resolution. Like C-DEBI, CENS was a federation of a number of small teams of technologists and scientists working together on such projects, funded by a mixture of internal and external grants.
In common with C-DEBI, CENS was little science, in the sense that it involved the generation of a large number of heterogeneous, small-scale datasets meant for consumption by those that generated these data [13] . However, C-DEBI differs from CENS in important ways. One is that CENS focused on developing emergent technologies to support scientific work, whereas C-DEBI foregrounds studying emergent scientific problems. Another is that C-DEBI involves the integration of samples and data produced in a domain (IODP cruises) that shares many features with big science with work of small, multidisciplinary teams in individual laboratories. How the similarities and differences between C-DEBI and CENS will augment our findings from CENS is explicated below.
Lack of shared interests across a project team
One key finding from our studies of CENS is the lack of shared interests that existed within individual project teams. Technologists were interested mainly in accomplishing the task of building networks of sensors that were technologically novel. Thus, technologists were primarily interested in data about how the technology operated. They were much less interested in the scientific data per se, regarding it as background context. The converse was true in the case of the domain scientists [14] .
One implication of this finding is that the technologists would take data about how the sensors operated with them to their laboratories and manage them according to their own particular practices and standards, while the domain scientists would do the same with scientific data, sometimes dis-carding data that were no longer in use. The separation of the data sources made it difficult to reproduce results. Although the technologists and the scientists were interdependent, the data practices did not support this interdependence.
Similar challenges are appearing in C-DEBI. C-DEBI produces both biological and physical data. However, where different types of data are produced by different scientists and managed in different contexts, there can be significant implications for the interoperability of these data. Furthermore, subsequent storage and curation can diverge due to cultural practices or formal requirements in different disciplines. These choices can have implications for subsequent reproduction and verification of scientific analyses.
Trust in data
Trust in data is essential for their use and reuse in the scientific endeavor. Our research on CENS found that scientists' ability to assess the integrity of data was essential for reuse. This ability depended on the knowledge the scientist possess of stages of the data life cycle-from research design to data storage and curation [54] . The life cycle of CENS data involved many steps, each dependent on preceding steps: the effect of decisions made at each step was cumulative throughout the life cycle [53] .
Furthermore, a great deal of confusion and disagreement occurred amongst domain scientists and technologists about who was responsible for different types of data, and for different stages of the data life cycle for each type of data. Questions of who owned different types of data were frequently unresolved because some types of data or metadata did not implicate the interests of either the scientists or the technologists, and were thus frequently neglected by both [52] .
Issues about who is responsible for certain types of data also arise in C-DEBI. For instance, the interests of very few scientists involved in C-DEBI projects seem to be implicated in the tools that support C-DEBI-related work. Information about these tools is important for the subsequent interpretation and reuse of C-DEBI-generated scientific data but it is difficult to see whose interests are served by collection, storage and curation of such information.
Successful data sharing
Enabling the widespread sharing of data promises many benefits for science [11] . The first step in facilitating data sharing is to ensure effective data management practices at every stage of the data life cycle. However, our research on CENS also exposes a number of other issues that complicate the sharing of data. CENS researchers were generally willing to share data, subject to a number of conditions: they were more willing to share data that they have already published, and are also more likely to be willing to share data that involved less effort to collect [12] . Other conditions included ensuring that the producer of the data received proper attribution, and that the amount of effort to share data was not burdensome. Given these conditions, and that few repositories for CENS data actually existed, data sharing was very rare across CENS [55] .
The C-DEBI case study provides an ideal opportunity for us to extend these findings because the observation of many different types of interactions enables a better understanding of the particular contexts in which data sharing is more and less likely to take place. We are conducting analyses of the interplay of various technological, infrastructural, social and normative factors that facilitate data sharing.
Big science meets little science
Another point of comparison between C-DEBI and CENS is that while all the data produced and used by CENS researchers were characteristic of little science, C-DEBI also involves data that are produced in a context, namely the IODP, that shares many features with big science. The data generated on IODP expeditions about the physical properties of cores are highly structured, professionally curated according to stringent standards, and are archived in publicly accessible databases in the long term.
The case study of C-DEBI offers the possibility to see the interactions between the IODP standards and the dayto-day data practices of researchers. The addition of IODP to the data life cycle can complicate many of the factors outlined above. For instance, the involvement of an additional organization can introduce additional divergent interests to C-DEBI scientists. Adding more steps to the data life cycle can impact subsequent stages of the life cycle, contributing to the complexity of the tasks facing scientists as they judge the integrity of datasets and attempt to interpret them.
C-DEBI case study
Above, we presented C-DEBI as a research site, explaining how it is an important exemplar of contemporary developments in scientific digital scholarship and thus provides an excellent case study for understanding data practices in a little science project both in its own right and in comparison with the other case studies that comprise our Knowledge Infrastructures project. Here, we present findings from the first year of our case study.
Methods
We are conducting a longitudinal ethnographic case study of C-DEBI. An ethnographic study involves a range of qualitative research methods to provide a thorough account of the organization under study [28] . Our methods include interviews, participant observation, online ethnography, and document analysis. Drawing on data from a range of sources allows for triangulation [43] . The content of texts (including interview transcripts, reports, and ethnographic notes) is highly contingent, rather than simply reflecting an underlying reality. Triangulation involves the crosschecking of data from different sources produced in different contexts, which helps to ensure that conclusions drawn from the data are not biased by the context in which the data are produced.
Participant observation
A key feature of this case study is long-term participant observation of C-DEBI. Our observations include being embedded for eight months in a laboratory headed by a leading figure in C-DEBI at a large US research university, observing scientists at work and in meetings. We also attend scientific meetings (conferences, workshops, seminars, and colloquia) of both C-DEBI and the broader scientific communities in which it is embedded. Participant observation has been successfully applied to the study of scientists and their practices since the 1970s [36, 39, 41, 50] , and has latterly been used in studies of geographically distributed, multidisciplinary collaborations [31] . Participant observation is particularly suitable for this case study as it affords a detailed understanding of the local, disciplinary, and institutional contexts in which scientists are working as well as relationships and networks amongst scientists. We have been able to observe how ideas, practices, and methods are communicated between collaborators.
Interviews
Our current interview sample comprises 49 people, including C-DEBI-affiliated scientists and scientists, curators, and managerial staff involved in related activities such as the scientific ocean research cruises (IODP). Our sample is detailed in Table 2 , which distinguishes between respondents involved in C-DEBI and those working for IODP. The C-DEBI sample is broken down further by geographic location (USA or not), and career stage. The column "Involved with IODP" indicates which interviewees are involved in policy-or decision-making in the IODP. The IODP interviewees are further split into two groups: those in cruise operations, and those with the Consortium for Ocean Leadership, which was responsible for administering US involvement in the IODP.
C-DEBI-affiliated scientists are based in research institutions and laboratories across the USA, at a wide range of career stages, from a variety of disciplinary backgrounds, and are working on a range of projects. Potential interviewees were identified based on whether they had been observed at work in the laboratory, and their involvement in C-DEBIfunded projects or IODP operations. Recommendations were also sought from interviewees. Interviews ranged in length from 35 min to two hours and 30 min, with the majority being between one and two hours long. The scientists interviewed were questioned not only about their data practices and day-to-day scientific work but also about their academic and professional backgrounds, enabling us to understand how the scientists' multidisciplinary backgrounds impact observed data practices. The nonscientists interviewed were asked about their work within the C-DEBI project, including the building, implementation, and maintenance of C-DEBI infrastructure and policies.
Document analysis
We assembled a corpus of of documents for analysis. Some documents help to explain the work conducted by C-DEBIaffiliated scientists in their laboratories, for example scientific journal articles, instruction manuals for laboratory equipment, and published protocols for techniques observed in the laboratory. Other documents help us to interpret social contexts in which C-DEBI scientists operate. These include official C-DEBI documents such as the initial proposal, Annual Reports to the NSF, operating documents (e.g., the Strategic Implementation Plan), and calls for funding. Finally, we collected other documents to understand better the broader contexts in which the C-DEBI project is operating, including NSF and IODP.
Data analysis
We analyzed data using a grounded theory approach [27] . We read interview transcripts and other documents closely, and a number of themes emerged. We then coded the documents according to these themes. Adopting a grounded theory approach meant that the findings in this paper are data-driven, in the sense that they emerge from the empirical research rather than being imposed upon the data in a top-down fashion.
Introducing the Jones laboratory
The majority of the participant observation has so far taken place in a single laboratory, the Jones laboratory, at a large research university in the USA (n.b. the name "Jones" and the names of the individual scientists are pseudonyms). The head of the laboratory is a senior figure in the leadership of C-DEBI, and the focus of the laboratory's work is on interactions between microbial life and physical processes in the deep subseafloor. Work in the laboratory is funded largely by the NSF, both directly and through IODP and C-DEBI.
The overall composition of the research group in this laboratory often changes, due to new PhD students and postdoctoral researchers joining the group, and others completing their doctorates or postdoctoral research projects and moving on to other laboratories or industry. During the period of observation, the laboratory personnel has comprised a tenured Professor who was the laboratory's leader, four postdoctoral researchers with between zero and five years' experience in the laboratory, six PhD students ranging from first year to fifth year, one visiting PhD student from another laboratory in the USA, one undergraduate student, and two shortterm international research visitors.
A typical workflow in the laboratory
Here, we present a standard workflow within the laboratory. This workflow is a composite of many observed workflows. In particular, although the form of the resultant datasets appears similar across scientists in this laboratory, a high degree of heterogeneity nevertheless exists across the laboratory regarding the tools and methods used to produce these datasets. We account for this heterogeneity, discussing how different scientists-even those working on adjacent benches-have access to different and constantly changing configurations of social, material, and scientific resources to help them accomplish the different steps of the workflow.
We first set the scene by presenting the basic steps of this workflow (3.3.1). Then, in each of Sects. 3.3.2, 3.3.3 and 3.3.4, a single step in the workflow is examined in more depth. In particular, for each step, we compare the differing methods employed by two scientists and examine why these methods are used.
A biological workflow in the Jones laboratory
The workflow is outlined in Fig. 1 . The central goal of a project incorporating this workflow is to understand the Fig. 1 A typical data workflow observed in the Jones laboratory mutual shaping of the microbial community that exists under the seafloor at a particular site, and the physical composition of the surrounding seafloor.
The starting point for this data cycle is the collection of cores for analysis during scientific cruises. Some cores may be subject to onboard analyses, producing data about the cores' physical characteristics. When the cruise ends, some cores from IODP cruises are sent to one of the IODP core repositories, while other cores are distributed to various laboratories for biological and physical science analyses.
Within the laboratory, scientists typically specialize in one type of analysis or the other. Most of the members of the observed laboratory perform biological analyses, and then correlate with physical science data that are generated either onboard a cruise or by other scientists. For the sake of tractability, here we focus on biological analyses only.
The main focus of biological research in the laboratory is characterizing the ecology and function of microbes in cores. Biomass (matter from living, or recently living, microbes) is quantified, and microbes are classified into operational taxonomic units (OTUs), namely groups of microbes with similar DNA sequences. These classifications are used to identify community members against previously characterized microbes found elsewhere, to see how different community members are related to each other, and to produce measures of community diversity. Scientists may also compare communities across sample sites.
Here, we focus on quantification of biomass, and classifying bacteria into OTUs, as these are common foci of projects in the observed laboratory. The first step in these analyses is the extraction of genetic material (DNA or RNA) from cores. One particularly common challenge is the relatively low biomass often found in deep-sea environments compared with biomass in other domains, due to the relatively low level of available nutrients. This challenge is critical because without an adequate biomass yield, the scientists cannot proceed with their analysis.
Following extraction, the scientist has DNA or RNA. In the case of RNA extraction, the the RNA sequence must then be transformed into its analog DNA sequence. The next step, known as amplification, involves the production of multiple copies of the DNA sequences of interest. When trying to characterize microbial communities, the standard portion of DNA sequenced is known as 16S. Primers, short sequences of nucleotide bases usually synthesized in the laboratory, are used to facilitate amplification.
The making of multiple copies of the target sequence is achieved through polymerase chain reaction (PCR). Standard PCR results simply in multiple copies being made of the target sequence, while quantitative PCR (qPCR) also allows for the quantification of the levels of archaea, bacteria, and fungi (and their subtypes) in a sample. Following amplification and PCR (or qPCR), the next step is to generate a product that allows for sequencing, namely the process of determining what nucleotides are contained in each DNA sequence.
Sequencing can happen either within the laboratory or, more usually, is conducted by an external sequencing facility. The machine to carry out sequencing within the laboratory has only been recently acquired and so during the period of our fieldwork, external sequencing has been the predominant method used. These facilities produce DNA sequences that show the nucleotide bases of the 16S sequences that have been extracted from the cores.
Once sequences are acquired, there are multiple steps carried out in the laboratory to clean and process these sequences for analysis. Scientists receive two sequences corresponding to the same DNA sequence, namely a forward and backward sequence, and a scientist's first task is to marry these sequences together by matching nucleotides. Another important step is identifying and removing the part of the sequence that corresponds to the primers. A third stage of cleaning sequences involves checking that the correct nucleotide has been identified at each point along the sequence (or, nucleotide-checking), using data provided by the sequencing facility that shows the confidence with which each nucleotide has been identified.
Subsequently, sequences are aligned to allow for comparison (this is known as sequence alignment). Once aligned, sequences are then clustered into OTUs. OTUs in the sample are identified and classified by being compared with online databases of sequences of previously characterized bacteria.
Finally, the scientist seeks to produce representations of the microbial ecology they have found in their sample(s), and how this ecology compares to the microbial ecology found at other depths below the seafloor at the same site, or at other sites. One form of representation of the ecology in a single sample is pie charts, which show the relative proportions of archaea, bacteria, and fungi, and of their subtypes, in a sample. Another form of representation is phylogenetic trees. A phylogenetic tree shows how the OTUs in the sample may be related to each other. Finally, the scientist typically calculates numerical measures of the sample diversity.
The scientist may also compare the site analyzed with other sites. Making comparisons can involve producing cladograms, which are tree diagrams showing the relationships of different sites to each other. They may also produce Venn diagrams to illustrate overlaps between sites. Once these final steps are completed, the scientist may publish results in a journal or present at a conference. The biological data may then also be correlated with physical science data to understand how the physical environment shapes the microbial community, and vice versa.
Although resulting from a single workflow, there is nevertheless a great deal of heterogeneity of methods employed in producing this biological sequence data. It is toward this het-erogeneity that we now turn. In particular, we focus on three steps: increasing the yield of nucleic acid; choosing how to sequence DNA; and the cleaning of 16S sequences.
Addressing the challenge of increasing nucleic acid yield
A critical challenge for scientists is to find methods that can increase biomass yield from cores. Different scientists improvise using different techniques, introducing an important level of heterogeneity across scientists in their methods for producing the final datasets and research outputs characterizing the communities of microbes that are found in the deep subsurface. We have observed at least four methods in this single laboratory. In this subsection, we focus on two in particular.
Adrian Adrian is a second-year PhD student, whose background was in microbiology domains other than the deep subseafloor. He encountered the problem of low biomass during the early days of his doctorate. In the laboratory at the time was a new postdoctoral researcher, George. Prior to joining the Jones laboratory, George had completed a PhD in which he investigated the microbial ecology of another environment in which there is very low biomass, and for which he learned a particular technique, called multiple displacement algorithm (MDA) , to increase the DNA yield. The various chemicals required to perform MDA are commercially available in a single kit.
Adrian, who had developed a strong rapport with George, turned to George for assistance. As a result, Adrian has become very conversant with the method of MDA. In addition to using George's expertise as a resource, Adrian is also able to secure financial resources to purchase the kit because the Jones laboratory is relatively well funded.
However, MDA is not a perfect solution, in the sense that it does not amplify all sequences with equal probability, which can foreclose the possibility of some of the subsequent steps of the analysis being performed, in particular quantitative measurements of different types of bacteria, archaea, and fungi. However, both Adrian and George agree that this trade-off is worthwhile because they only have access to limited quantities of physical samples for analysis. Given that they have found a technique that works for them, they are reluctant to waste scarce physical samples by attempting to use other methods with which they may be unfamiliar.
Jenny Jenny is a postdoctoral researcher who joined the Jones laboratory following completion of a PhD studying microbial ecology in another low biomass environment. Jenny also has an academic background in chemistry and soil science. Jenny does not use MDA to increase nucleic acid yield. Instead, she prefers a method that she developed in conjunction with her doctoral supervisor, as part of her doctoral research. When she encountered the challenge of how to increase nucleic acid yield during her doctoral research, Jenny was able to draw on her expertise in soil science to adapt existing techniques from studying soil microbiology to studying seafloor sediments.
Jenny was able to develop this method by drawing on a number of resources available to her at that time. Her Masters degree in soil science meant that she was conversant with much of the soil science literature, and was thus able to discover the existence of the paper presenting this method. With the assistance of her supervisor's expertise, Jenny was able to grasp the potential application of this method to seafloor sediments, and was given the encouragement to do so. Finally, Jenny's educational background in chemistry gave her expertise to draw on when developing and refining this method.
Jenny continues to use this method, because she does not like using commercially available kits. This dislike is not simply personal taste: Jenny finds that companies usually do not give sufficiently detailed information about the individual components of kits, limiting her ability to modify these kits. Instead, she is able to adapt the methods she has developed to different contexts of use. Her ability to do so is a direct result of her expertise gained through her academic background.
Making decisions about sequencing
Once nucleic acid yield has been increased, the scientists then undertake steps of PCR and cloning so that they can then subsequently sequence the DNA in the sample. A number of different options are available for outsourcing the production of sequence data, including private companies and other research institutions such as university laboratories or hospitals. The choice of which sequencing facility to use is generally up to the individual. An individual's choice is influenced by the interplay of a number of technical, scientific, economic, and social factors.
Two graduate students Diane and Mike are both PhD students in the Jones laboratory, and frequently use the same company to sequence their samples. Neither had a background in biological sciences prior to embarking on their PhDs.
Upon joining the Jones laboratory, Diane chose to use the same company that most other laboratory members were using, primarily because the laboratory already had an account set up with them and because, as a new member of the laboratory, she was reluctant to create additional administrative work for the laboratory manager. The laboratory manager orders chemicals and equipment on behalf of the scientists, and Diane's choice of sequencing facility can be thus be seen as motivated by helping to ensure the laboratory manager would be willing to assist Diane as she moved forwards with her doctoral work. In other words, the way Diane uses resources available in her network not only help her to accomplish the immediate task of sequencing, but also help her to configure the network of resources available to her in anticipation of accomplishing future tasks.
Mike, too, used this same company when he first joined the laboratory on the advice of Richard, a postdoctoral researcher in the laboratory. As his background was in chemical engineering, he was keen to follow the expertise of others in the laboratory. When Mike first joined the laboratory, he approached the laboratory leader for assistance with many different technical issues, and the laboratory leader advised Mike that Richard would be able to help him. Mike was able to access the laboratory leader's social expertise regarding who in the laboratory possessed sufficient expertise to help Mike. In turn, Richard effectively became part of Mike's network, meaning Mike was then able to access Richard's expertise.
Jenny Jenny uses a different sequencing facility than the company used by Mike and Diane. Her chosen facility is one that she started to use while a PhD student. Jenny looked to the expertise of others when making her initial decision to use this facility. However, during our interview with Jenny, she also discusses the details of some different types of sequencing, and their scientific implications. Jenny uses her personal scientific knowledge and expertise to evaluate her current choice of sequencing facility and the particular services that she requires of the facility. Furthermore, Jenny's decisions about sequencing are also influenced by what is considered credible by the broader scientific community, i.e., the length of sequence that meets the standards of evidence required by this community. As with Mike and Diane (above), when Jenny was completing her doctorate, she drew on the advice of other scientists in her network. However, now that she has acquired more experience and knowledge, she is confident to make her own evaluations of the various types of sequences and sequencing facilities.
Of particular note here is that Jenny is drawing not only on her own scientific expertise to evaluate different options but also her social expertise regarding what the broader scientific community regards as credible. It is those in this broader community who are reviewers of the journal articles that Jenny writes, authors who may choose to cite Jenny's work in their own papers, possible future collaborators, potential future employers, or gatekeepers to future funding opportunities. In other words, Jenny is showing her awareness of the importance of building and sustaining networks in this broader community that may provide access to future resources, in turn influencing her choice of sequencing services.
Cleaning sequences
Once sequencing has been completed, the scientist receives the sequences in a file from the sequencing facility. However, before they are able to perform analyses on these sequences, the scientist needs to perform a number of steps to clean and prepare the sequences. We observed a number of differing configurations of computational tools that were employed in the laboratory to perform these steps. Two of these tools are presented here.
One tool is a piece of software called Geneious [35] . Geneious has a graphical user interface that allows the user to inspect and manage sequences. For each sequence, it displays the confidence with which the sequencing facility was able to identify each nucleotide. The user can manually delete or change individual nucleotides, or they can automate Geneious to remove all nucleotides or sequences falling below a certain confidence level. Acquiring a license for Geneious is expensive. The laboratory owns a license, and scientists usually access Geneious using the laboratory computer on which it is hosted, or by logging in remotely. Geneious works on the Apple interface only.
A second tool is mothur [48] , which is available freely and uses a command-line interface. mothur automates all stages of sequence management, from cleaning through to analysis and production of graphical and pictorial representations of results. mothur can handle very large numbers (tens of thousands or even higher) of sequences.
Diane Diane, the graduate student encountered above in Sect. 3.3.4, does not use Geneious or mothur to clean sequences. She has spent a great deal of time living remotely from the laboratory where she is not able to access the computer in the Jones laboratory to use Geneious. Furthermore, Diane is not able to access this computer remotely as she owns a PC with Windows interface, which is not compatible with Geneious. The functionality of mothur for cleaning sequences was only added once Diane had completed a substantial portion of cleaning her sequences and Diane judges that the acquisition of expertise in using mothur would take more effort than it would save in terms of cleaning sequences.
Instead, Diane has embarked on some of the tasks involved in cleaning sequences by hand. However, because Diane performs these tasks at home, her husband has been able to see how time consuming some of these tasks are. Her husband has a background in computer science and suggested he write a program to automate the removal of primers, which he subsequently has done.
The network of resources Diane was able to access when she started processing sequences has determined the methods Diane employs to accomplish the task of cleaning sequences. Neither Geneious nor mothur formed part of this network at that time. Instead, Diane's only available resource was her ability to complete the tasks by hand, becoming her approach by default. Initially Diane was not aware that her husband was in a position to help. She only became aware that he would be able to after he suggested to her that he write a program: it was only at this point that her husband's expertise has become part of the network of resources accessible to her.
The network of resources available to Diane has been dynamic over time as she becomes aware of her ability to access new resources. Further, we can see that it is Diane's perception of her husband's ability to help that has determined whether and when he is in her network of resources: he has possessed the technical ability all along to write a program, but it was not until he made Diane aware of this ability that he has become part of her network.
George George, the postdoctoral researcher who is presented in Sect. 3.3.3, performs most of the cleaning of sequences using Geneious. However, he does not like to use the features of Geneious that would allow him to automate all stages of the sequence-cleaning process, preferring instead to perform steps such as nucleotide-checking manually. In particular, George regards his approach as resulting in better quality sequences that may enable him to better identify species in the data, even though it is more time consuming.
George is able to access Geneious through the Apple computer in the laboratory and has an Apple laptop computer that means he is able to access the laboratory's copy of Geneious when he is working from home. He prefers to perform tasks, such as nucleotide-checking, manually to improve the quality of sequences, and is able to accomplish these tasks manually due to the affordances of Geneious.
Working manually, in turn, better enables him to identify species within these sequences, which promises to secure him greater scientific credibility and recognition in the eyes of the broader scientific community, and thus promises to increase his ability to build the network of resources available to him in the future.
However, George has started to perform a type of sequencing known as tag sequencing, which has much higher throughput and results in datasets comprising tens of thousands (rather than hundreds) of sequences. To check each sequence manually would be intractable. Instead, George has begun to use mothur. mothur was recommended to him by Lee, a new doctoral student in the laboratory who organizes mothur tutorials at the university and is a source of advice on how to use mothur within the laboratory.
Changes in the scale of datasets force George both to reconsider how he uses the resources he is able to access through his network and how to reconfigure his network to access other resources to complete the task of sequence cleaning. In particular, George was able to access Lee's expertise to learn how to use mothur, so mothur is now part of his network of resources.
Discussion
In Subsect. 3.3, we present examples of heterogeneity observed in data production practices in our case study of C-DEBI, with scientists in the same laboratory and even working on adjacent benches using a diversity of approaches to accomplish similar tasks and produce datasets similar in form and intent. Indeed, the heterogeneity presented above is only a fraction of the total heterogeneity that we have observed. For example, scientists perform analysis of sequences using a disparate range of tools and software including commercially available and open-source software, and sequence databases.
Heterogeneity of data practices has long been regarded as a hallmark of little science [46] . To date, this heterogeneity has been understood in terms of the types of dataset produced [13, 46] . The analysis presented in Subsect. 3.3 introduces heterogeneity along another dimension, namely scientists using a diversity of practices to produce datasets similar in purpose and form.
As discussed above, our CENS research demonstrates that decisions made at each stage of the data life cycle have a cumulative effect on data [53] . In the case of the subseafloor biosphere, decisions regarding the choice of methods can have a significant impact on the results of scientific analyses, with important implications for the reuse of datasets. For example, the quantification of global subseafloor biomass is foundational to the study of the subseafloor biosphere, and attempts to quantify this biomass involve aggregating datasets from a wide range of studies [33] . However, a recent meta-analysis of studies of subseafloor life found that the method employed to quantify biomass can have a major impact on the results [40] , with significant implications for the quantification of global biomass.
Furthermore, the ability of a scientist to assess the integrity and trustworthiness of a dataset tends to be enhanced when the scientist has greater knowledge about the factors-both social and technical-involved in the different stages of the dataset's production and curation [54] . Our CENS findings show that the production and use of multiple types of datasets significantly complicate these issues. Different people from different disciplinary backgrounds are involved in the production of different datasets, using different methods for producing these data. The task of tracking, documenting, and maintaining access to all of the datasets in a single workflow becomes extremely complicated. Adding another dimension of heterogeneity as described in Subsect. 3.3 can only complicate this task further.
Why does heterogeneity come about?
By focusing on individual scientists as the unit of analysis, we can understand how different scientists accomplish the same tasks in different ways. By viewing the process of accom-plishing each task as a case of the scientist drawing on the sociotechnical networks of resources available to them at the time of carrying out the tasks, we are better able to account for this heterogeneity. Some of the factors that shape these networks are discussed here.
Disciplinary background
We find that differences in disciplinary background promote heterogeneity of data practices along two dimensions in particular. The first is that some scientists may be aware of the existence of a particular tool or method due to their background whereas other scientists may not. For example, both George and Jenny employ techniques for increasing nucleic acid yield that they had learned or developed during their doctorates prior to joining the Jones Laboratory.
The second dimension is that different scientists may be aware of the same tool or method, but each evaluates its usefulness differently according to their particular knowledge and experience. For instance, when choosing sequencing facilities, Jenny considers some of their scientific advantages and disadvantages. Mike, on the other hand, had little prior experience of biological research and so trusts the judgment of others.
Career stage We also find that differences in career stages, in particular issues of social status related to career stage, can drive differences in how scientists make choices about which methods to pursue. For instance, we see that Diane's choice of sequencing facility as a newly arrived PhD student in the laboratory was influenced by her reluctance to cause additional burden for the laboratory manager. Instead, Diane's priority was ensuring a good working environment in which to pursue her PhD.
In the cases of both Jenny and George-both more senior scientists pursuing postdoctoral positions-we see that a concern with producing scientific work that is recognized as credible and significant by the broader scientific community is critical in shaping their choices of certain methods. In the case of Jenny, this concern impacted her decisions regarding sequencing. George chooses to eschew Geneious's ability to automate certain tasks involved in cleaning sequences to increase his chance of identifying novel species.
Social networks within and without the laboratory
Another factor contributing to heterogeneity of methods is that different scientists have access to different social networks inside of the laboratory and outside. For instance, Adrian's use of MDA for increasing nucleotide yield was learned from George. Mike has been able to learn about which sequencing facility to use first by accessing the expertise of Professor Jones about who might have the expertise to help (i.e., Richard) and then approaching Richard. However, we also saw that Diane has been able to access the expertise of her husband-outside of the laboratory and of her scientific domain-to write a program to assist her with sequence cleaning.
Physical access to tools Although all members of the laboratory were in theory able to access all tools available at the time, circumstances mean that Diane is not able to access the computer in the lab, and thereby Geneious. Furthermore, her possession of a Windows laptop rather than an Apple Macintosh laptop means she is unable to access Geneious remotely. As a result, her sequence cleaning, unusually, does not involve Geneious.
Shifting networks of resources Another feature of the networks of resources to which people have access is that these networks are not static, but dynamic. Over time, scientists may change the way in which they accomplish certain tasks, or different scientists may perform the same task differently if they joined the laboratory at different points in time.
New tools or people being introduced to the laboratory can drive this dynamism. For instance, mothur has become available to George once the functionality of sequencing cleaning was added, and once Lee joined the laboratory. However, the network of resources available to a particular scientist also depends on the scientist's awareness of what resources exist. For instance, as Mike was made aware of Richard's expertise on various scientific matters, Mike then approached Richard for advice on sequencing facilities. Similarly, Diane's access of her husband's expertise has only occurred after her husband told her he would be able to help her.
Heterogeneity as a permanent feature
The above discussion shows that the heterogeneity observed is not just happenstance but is instead a consequence of the interplay of multiple social, cultural, technical, and scientific factors. The dynamic nature of these factors suggests that the heterogeneity-and the challenges for data management that result-will be a persistent feature of this laboratory.
For example, new personnel will continue to enter the laboratory from a variety of disciplinary backgrounds with new expertise or approaches that others in the laboratory may learn from. Social networks-both within and without the laboratory-will continue to change, which will impact how knowledge about methods and tools will spread. The laboratory will acquire new tools and technologies that scientists may incorporate into their own workflows. Scientists will also move through career stages-from being a new doctoral student anxious not to cause disruption in their new laboratory through to a more senior doctoral student or postdoctoral scholar taking into account how the work they conduct will impact on their reputation in the broader academic community. In short, challenges for successful data management and curation that result from heterogeneity of practices are likely to remain during the course of C-DEBI and beyond.
Implications of heterogeneity for assessing data integrity
A scientist's understanding and knowledge of what was involved in producing a dataset can have a major impact on the extent to which they are able to assess the dataset's integrity and trustworthiness. One example of where such knowledge can be useful is that the choice of technique for increasing nucleic acid yield can bias results (for example, the use of MDA), thus impacting on subsequent stages of the data life cycle, for instance by foreclosing subsequent analyses. Scientists who reuse such a dataset in their own work need to know not only the methods involved in producing the dataset but also that these methods render the dataset unsuitable for certain tasks. Not knowing one or the other of these could have major scientific implications. Working out how to supply this knowledge is a complicated process: what granularity of details needs to be recorded? For instance, MDA is a kit and the protocols for its use are available on the company's website which make them easily accessible, whereas Jenny's method is contained within her publications and thus may be more difficult to locate. On the other hand, as discussed by Jenny, commercially available kits are often opaque about their precise components whereas she knows the types and quantities of chemicals she used and is willing and able to supply these details when asked.
The heterogeneity of methods significantly complicates the task of effective data management and curation for multiple purposes, such as checking and verifying scientific analyses and potential future reuse of datasets. At the same time, however, the heterogeneity observed in the laboratory underlines, and indeed makes more critical, the importance of curating not just datasets themselves but also information about their provenance (e.g., methods used in producing these, how these methods have been derived and adapted, and implications of the particular methods used for possible future uses of the datasets).
Conclusions
Scientists across a wide range of scientific disciplines are being confronted by the challenges of managing volumes of data increasing in both scale and diversity. To exploit the potential of digital scholarship to its fullest, it is vital to study existing data practices to inform the development of research infrastructures.
The Knowledge Infrastructures project presented in this paper has already made significant progress toward understanding data practices, and will continue to fill existing gaps in the literature. To date, studies have focused on heterogeneity in terms of the types of datasets being produced. In this paper, however, we find that even within a single workflow in a single laboratory, the practices, methods, and techniques used in the production of datasets can be highly heterogeneous, with many implications for data storage, curation, integration with other sources of data, and potential data sharing and reuse.
Future work in the knowledge infrastructures project
The empirical research presented in this paper provides a starting point for other themes that we are investigating. The heterogeneity of methods discussed above simultaneously makes more critical and more difficult different components of data management practice. Here, we briefly outline findings that will be covered in greater depth in future publications.
Recordkeeping in the laboratory
The first stage in effective data management is to ensure that records are kept about the production of data. Records kept at the sites of data production by those who produced the data can play an important role in generating effective metadata and in establishing provenance. In the case of the data workflow presented above, it is important to capture the heterogeneity of methods. Scientists record details of their methods in laboratory notebooks. We have found that the notebook practices of scientists within the laboratory vary substantially in terms of the granularity of detail and the types of detail recorded. This variety is related to a number of sociotechnical factors, including scientists' disciplinary backgrounds and training received during undergraduate degrees, career stage, and personal preferences regarding detail. In other words, while the heterogeneity of methods makes effective recordkeeping more important, the very factors that drive this heterogeneity also contribute to the heterogeneity of practices in recordkeeping.
Storage and curation of laboratory-generated data
We are also finding that there are many differences across scientists in terms of the fate of laboratory-generated datasets, with many different points of data loss. There are multiple sociotechnical factors involved. For instance, the journals in which C-DEBI-funded scientists publish mandate that bio-logical datasets supporting the arguments of articles must be deposited to external databases; conversely, there currently is no such requirement for physical science data. Thus, the data currently deposited in online repositories represents only a fraction of all data generated in the laboratory.
Furthermore, data may be lost when scientists leave the laboratory, when they take their own computers, hard drives, memory stick and other backup media with them. If they move into another domain of microbiology, or even leave the field or academia altogether, it becomes even more difficult for others to track and discover the scientists' data. The shortterm nature of much of C-DEBI's funding contributes to this occurrence.
Where does data get shared?
Apart from the data that are deposited in databases, there appears to be little data shared within the collaboration. However, there are two particular circumstances in which data sharing has been observed within C-DEBI. The first is where a scientist discovers the existence of another's dataset through reading this latter scientist's paper. We are currently charting the processes by which this dataset might be eventually shared, from the initial steps of discovery, through negotiation (for instance, regarding crediting the dataset's originator), and eventual integration with other datasets. We are identifying many sources of friction-social, technical, and scientific-in these processes.
The other instances of data sharing observed in this paper are the result of serendipitous encounters between scientists from different institutions. These instances are infrequent. In particular, the sharing of data between researchers in different institutions or disciplines is a rare and fragile accomplishment that involves the alignment of multiple factors, including high levels of trust between researchers, alignment of researchers' interests, and opportunism in exploiting possibilities afforded by infrastructures.
Why is sharing data important?
Through our studies of C-DEBI, we are also developing a richer understanding of why data sharing can be important and beneficial to science, which will extend existing rationales for data sharing [8] . The data generated in the Jones laboratory, and the C-DEBI collaboration more generally, are often expensive and difficult to obtain. Furthermore, they are also made scarcer due to the relative novelty of the domain of study. Thus, sharing data promises many economic benefits for this domain.
Furthermore, the loss of datasets, and of information about workflows, can have significant implications on the ability to reproduce and validate the analyses of others. The ability to validate and reproduce such analyses is valuable in the context of C-DEBI: as outlined above, scientists bring many different approaches to such an analysis. It could be very useful for others to reproduce analyses that are based on unfamiliar or new methods and tools to test reliability of novel methods.
Big science meets little science: IODP cruises and laboratory practices
Case studies of the challenges and efforts in building knowledge infrastructures to support scientific work tend to follow the big/little science dichotomy, generally characterizing data life cycles as unfolding entirely in one context or the other. At first sight, C-DEBI seems to exemplify little science. However, the C-DEBI data life cycle unfolds across both big and little science contexts. For example, the life cycle starts with the collection of physical samples on board scientific ocean drilling cruises, typically large-scale collaborations with expensive infrastructure and a large budget. Cruise samples and data are collected, managed, and made publicly accessible according to established standards. C-DEBI is an excellent opportunity to study how big and little science contexts shape each other, via the flow of individuals, physical samples, data, and data practices.
