In this paper, we have derived Bayesian estimation for the parameters and reliability function of Perks distribution based on two different loss functions, Lindley's approximation has been used to obtain those values. It is assumed that the parameter behaves as a random variable have a Gumbell Type  prior with noninformative is used. And after the derivation of mathematical formulas of those estimations, the simulation method was used for comparison depending on mean square error (MSE) values and integrated mean absolute percentage error (IMAPE) values respectively. Among of conclusion that have been reached, it is observed that, the LE-NR estimate introduced the best perform for estimating the parameter λ.
Introduction
Perks distribution (PD) has been introduced by perks [1] . The PD plays an important role in actuarial Science include: models for pensioner mortality data [2] , parametric mortality projection models [3] .
The moments for this distribution do not appear to be available in closed form [4] . The PD has its probability density function as
where is the shap parameter and is the scale parameter.
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The corresponding cumulative distribution function of the PD is given by ( )
The reliability function at time t is ( ) ( ) ( ) ( ) and the hazard rate function at time t is ( )
Illustration by drawing, see [5] 2. Maximum Likelihood Estimators Let ( ) be a random sample of size n from PD. The complete -data likelihood function is :
) Therefore, to obtain the maximum likelihood estimates of and , we find
mmmmmWe propose here to use Multivariate Newton Raphson (MNR) algorithm to determine the maximum Likelihood estimates of the parameters. Multivariate Newton-Raphson (MNR) Algorithm In this algorithm, the solution of the likelihood equation is obtained through an iterative procedure as follows: [6] let (
,
) denote the starting values of at the (k+1) th step
where and denote the first order derivatives of the natural log-likelihood with respect to the parameter  and  respectively and denote the second -order derivatives of the natural log-likelihood with respect to the parameters are obtained as follows.
The iteration process then continues until | 
Bayes Estimations
Consider the prior distributions of  and  of PD are taken to be in dependent Gumbel type II ( ) and Gumbel type ( ) With pdfs. The joint posterior density function of  and  is,
The squared error loss function (SElF) was proposed by Legendre (1805) and Gauss (1810) in order to develop least square theory. The formula of this loss function for is , [7] 
we can approximate these Bayes estimators by using the Lindley's approximation form to obtain Bayes estimators of the parameters and the reliability function of PD. Lindley's Approximation Now, (24) can be written as, (see [9] )
Where  and  are the MLE's of  and  respectively. 
3.1Approximate Bayes Estimate of   ( ) based on SELF
Assume that ( )  in equation (26) 
) where ̂ ( ) denote the Bayes estimate of ( ) based on SELF according to Lindley's approximation.
3.2Approximation Bayes Estimate of ,  and R(t) based on ELF
Assume that ( ) in equation (26) and then, , .
̂ [ ( )]
where ̂ denote the Bayes estimate of  based on ELF according to Lindley's approximation. Now, assume that ( ) in equation (26) and then, , .
̂ ( ) [ ( )]
where ̂ denote the Bayes estimate of  based on ELF according to Lindley's approximation.
and, assume that ( ) ( ) ( )in equation (26)and then,
where ̂ ( )denote the Bayes estimate of ( ) based on ELF according to Lindley's approximation.
Simulation Study and Results
A Monte Carlo simulation study has been considered to assess the behavior of the obtained estimators for the unknown parameters along with the reliability function of PD. The simulation program has been written by using MATLAB (R2010 b) program. The general description of the basic four stage of simulation study as follow: Stage (1) 
 is the estimate of   respectively at the j th run.
: is the number of sample replicated. is the number of times chosen to be (4). jî R (t ) : is the estimates of ( ) of the j th run and i th time.
The computational results have been summarized in Tables-(1, 3 ).
Conclusions and Recommendations
From 
