In this work, Restricted Boltzmann Machines (RBMs) trained with different numbers of iterations were used to provide a large diverse set of energy functions each containing many local valleys (LVs) with different energies, widths, escape barrier heights, etc. They were used to verify the previously reported possibility of using the D-Wave quantum annealer (QA) to find potentially important LVs in the energy functions of Ising spin glasses, Markov Random Fields and related problems that may be missed by classical searches. Instead of the technique of the previous work, similar to the one used in training graphical models with Contrastive Divergence (i.e., initiating the Markov chain from each of the training patterns in the dataset), which is useful for time-efficient sampling in machine learning, this work utilized extensive simulated annealing (SA) with an increasing duration in an attempt to find classically as many LVs as possible regardless of the computational cost. SA was conducted long enough to ensure that the number of SA-found LVs approaches that and eventually significantly exceeds the number of the LVs found by a single call submitted to the D-Wave. Even after a prohibitively long SA search, as many as 30-50% of the D-Wave-found LVs remained not found by the SA. In order to establish if those LVs that are found only by the D-Wave represent potentially important regions of the configuration space, they were compared to those that were found by both techniques with respect to different properties of the corresponding LVs. While the LVs found by the D-Wave but missed by SA predominantly had higher energies and lower escape barriers, there was a significant fraction having intermediate values of the energy and barrier height, even after the longest classical search attempted in this work. With respect to most other important LV parameters, the LVs found only by the D-Wave were distributed in a wide range of the parameters' values. Finally, in an attempt to explain which LVs could not be found easily by the SA, it was established that for large or small, shallow or deep, wide or narrow LVs, the LVs found only by the D-Wave are distinguished by a few-times smaller size of the LV basin of attraction (BoA), which was estimated as the number of higher-energy states sampled above the height of the smallest escape barrier. Apparently, the size of the BoA is not or at least is less important for QA search compared to the classical search, allowing QA to easily find many potentially important (e.g., wide and deep) LVs missed by even prohibitively lengthy classical searches.
I. INTRODUCTION
Thanks to the introduction of the first commercial quantum annealing computer by the D-Wave Systems, Inc [1] , adiabatic quantum annealers (QAs) are aggressively investigated for a vast variety of discrete optimization tasks. For example, the D-Wave was used to classify Higgs-boson-decay signals [2] , graph partitioning using D-Wave was investigated and was shown to be comparable to other state-of-the-art methods [3] , the D-Wave was used for classification of DNA sequences according to their binding affinities [4] , for matrix factorization [5] , and for many other applications.
There is a strong interest in adiabatic QA for machine learning (ML). For example, the quantum hardware was used for training deep neural networks (DNNs) [6] - [10] . Besides the traditional ML tasks facilitated by QA, there are promising results in using neural networks for solving the quantum manybody problems [11] . The use of a QA could further enhance the potential of the neural-network-based approach to solving quantum many-body problems.
In our previous work [12] a comparison between the D-Wave and a classical Markov Chain Monte Carlo (MCMC) was conducted to evaluate how well the samples obtained by both techniques represent the probability distribution of a Markov Random Field, and Restricted Boltzmann Machines (RBMs) in particular. Specifically, the QA and the classical samples were compared in terms of the local valleys (LVs) to which the states sampled by the two techniques belonged, which means, how many and what LVs are represented or not represented by the particular sample, and how important potentially the found and the missed LVs are for ML. For this purpose, the classical determination of the LVs was done by initiating Gibbs chains from each of the training patterns (similar to how it is done in ML during the RBM training by contrastive divergence), followed by relaxation to the bottom of the corresponding LVs to find the local minimum (LM) and thereby determine what LV this state belongs to. This kind of search is good for finding those LVs that are known to be present and the most important in trained neural networks, i.e., the LVs that form in the vicinity of the training patterns to increase the likelihood for the training data.
In Ref. [12] , the classical search missed many LVs found by the D-Wave, many of which could be expected to be potentially important for ML applications. However, it could not be ruled out that many LVs missed by the classical technique would be found by a more rigorous classical search, which would eliminate or reduce the comparative advantages of the D-Wave for this task.
Proving that there is a significant number of the LVs that can be found only by the D-Wave even when using a much more rigorous than in Ref. [12] classical search would be very interesting for many applications concerned with LVs. Of course, many of those LVs can be expected to be potentially of modest-to-low importance, depending on the application (i.e., lower probability of the corresponding states due to a not low enough energy of the LM, lower stability of the corresponding states (e.g., metastable states) due to a low escape barrier from the LV, smaller number/variety of different high-probability states in the LV because of a small width of the LV and low density of states (DOS) at the bottom, etc. However, if, in fact, it turns out that the D-Wave can find a meaningful number of low-energy, large, deep and/or wide LVs missed by very rigorous classical sampling or classical LV search, this could create a unique niche for the QA in many applications in ML, physics, engineering, materials science and other disciplines dealing with a search for local extrema.
In this work, an RBM was trained with different numbers of training epochs to produce a variety of energy landscapes with very different numbers of LVs and high variety of LV energy, depth, width and DOS. Here, the term "epoch" is used to define one full cycle of training iterations, with each training pattern participating in the given training cycle only once. Multiple prolonged cycles of simulated annealing (SA) at different temperature regimes, totaling weeks of continuous processing, were conducted to find as many LVs as possible. The number and the properties of the classically found LVs were statistically compared with those found by the D-Wave on the embeddings of the same RBMs into the Chimera lattice following the approach of Refs. [13] [14] . An explanation is suggested and justified for why many potentially important LVs found by the single D-Wave call could not be found by the classical search (even after a prohibitively long classical search, which finds a much higher total number of the LVs than the D-Wave).
II. SIMULATED AND QUANTUM ANNEALING A. Classical searches for the global and local minima Searching across a wide range of states is important in many fields, for example in computational chemistry (e.g., search of a chemical composition), materials discovery, etc. The list of the most popular local search algorithms includes threshold accepting methods, Noising method, genetic algorithms and the classical SA. Threshold accepting algorithm [15] is a method that relies upon a non-increasing deterministic step function during the search. Noising method [16] is a simple descent algorithm in which the solution space is perturbed by adding random noise to the problem's objective function. Tabu search [17] utilizes a memory and a dynamic list of forbidden moves. Genetic algorithms [18] utilize a set of genetically inspired stochastic transition operators to transform candidate solutions into a descendent population.
SA is a local search algorithm [19] that allows escaping from LMs by utilizing hill-climbing. It is used most often for discrete, and less often for continuous, optimization problems. The algorithm employs a temperature parameter, which is gradually decreased to zero. If the algorithm is convergent, the temperature parameter reduction leads to the probability of the obtained states being concentrated on the set of globally optimal solutions. Otherwise the algorithm converges to a local optimum.
While ensuring that SA can converge to the global extrema is the usual goal of optimizing in the SA algorithms, the present work concerned with the natural property of the SA to end up in a variety of the LMs.
B. Adiabatic Quantum Annealing
Adiabatic QA is used to find the global minimum of the energy function of a spin glass by employing not only thermal jumps from one LM to another over the LM separating barriers (as in the classical SA algorithm), but also quantum mechanical tunneling through the barriers [20] . The D-Wave machine was the first commercial QA [1] . It implements an Ising spin-glass model [21] , which makes it suitable for a wide range of Markov Random Fields and related problems. The optimization variables s j are represented by the qubits. Depending on the hardware architecture, couplings are provided between specific qubits. In addition, each qubit has an associated bias fields h j . The weights of the couplings J ij and the bias fields h j are assigned values to represent a particular spin glass problem described by Eq. (1).
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The ground state (GS) of the Ising spin glass is described by the states of all s i that correspond to the minimum of the energy function of Eq. (1) [22] . The physics of the GS determination by the D-Wave QA has been extensively investigated [23] - [25] .
The Hamiltonian for an adiabatic QA can be represented as:
where ℋ and ℋ are the driver and the problem Hamiltonians respectively, s is the anneal fraction and A(s) and B(s) are the anneal functions. Initially, at s = 0, A(s) >> B(s), and there is only ℋ term. The n qubits are placed into the quantum state that is an equal superposition of all 2 n possible states. In reality, thanks to the unavoidable deviations from the adiabatic evolution, different solutions may come from multiple repetitions of the QA run, including not only the GS but also a multitude of the excited states, possibly belonging to a multitude of different LVs.
Up to 10,000 repetitions of the quantum annealing done almost instantaneously (1000 results within tens of milliseconds) provide us with what could be considered a big "sample" from the model probability distribution. Naturally, this sample does not follow the Boltzmann distribution, or at least not the Boltzmann distribution at a temperature desirable for many applications in physics and ML. However, investigations of the ways to convert the distribution obtained from the D-Wave into the desirable form of the distribution have been reported [8] . In our previous work [12] - [13] , the motivation was to investigate if a "sample" from the D-Wave is likely to reflect most of the important LVs that should be present in a sample that follows the Boltzmann distribution. In the present work, however, the main focus is specifically on those states (and LVs) that have been shown in our previous work to be consistently missed by the classical search but found by the QA.
III. METHODS

A. RBM training and embedding within the D-Wave lattice
In this work, the D-Wave was not used for RBM training. Instead, the training of an RBM having 64 visible and 64 hidden units was conducted on a classical computer using the standard contrastive divergence (CD) [26] . After that, the trained RBM was embedded within the D-Wave lattice, and QA was used to obtain samples from the model distribution. The details of the CD training and embedding of the problem Hamiltonian in the quantum hardware can be found in Ref. [12] [13] . The embedded spin glass problem corresponds to the ℋ Hamiltonian in Eq.(2) and, also, is described by the Eq.(1) for the spin glass energy when N qubits are used.
B. Investigation of the LVs in the energy function
In Ref. [12] , we introduced a conservative approach to assess if adiabatic QA has a potential to offer important advantages to the task of finding LVs in the energy function of an Ising spin glass, Markov Random Fields and related problems. In particular, the RBM model probability distribution was selected as a versatile example for investigation in the previous and this work. The approach is based on comparing the D-Wave and the classical Monte Carlo (MC) samples, looking specifically at what LVs the states in each of the samples belong to. This approach allows investigating the relative importance of the LVs revealed by the D-Wave and by the classical samples by comparing properties of the found LVs. Those properties (parameters) include the RBM energies of the corresponding LMs, the depth of the most critical (for most applications) lower part of the LVs (i.e., the height of the escape barrier) ΔE act , a relative size of the LVs, which is expressed as the number of states N LV belonging to this LV that can be sampled during multiple cycles of a simulated warming (SW), a relative size N low of the main (the lower) part of the LVs below the lowest escape barrier, and a width-related parameter W of the main lower part of the LVs. Parameters for the lower part of the LV is of particular interest because this is the region of the configuration space where the system spends most of the time at temperatures relevant for many applications and where higher-probability states of probabilistic graphical models are located. Fig. 1 shows a schematic diagram of a cross-section of a LV, which is used to illustrate the parameters of LVs used in this work. For ML, the existence of LVs with associated basins of attraction (BoA) for each valley (e.g., as illustrated in Fig. 1 ) is a useful but rough model for what occurs in the high dimensional parameter space explored by MC methods. Such a mathematical model is also correct, with some reasonable approximations, for zero temperature MC where the algorithm runs downhill only until it is caught in a local minimum. At reasonably low temperatures, the model is still useful, and one can then consider the paths from one LV to another and the merging of BoAs as the temperature gets larger. Novotny and collaborators have performed work on the algorithms associated with such transitions [27] - [29] . Computational methods for classical MC systems to understand the highdimensional transitions between LVs include Transition Path Theory (TST) [30] , the string or elastic band method for calculating the most probable paths at low temperatures between LVs [31] [32] for continuum systems and MC with Absorbing Markov Chains (MCAMC) [27] for discrete models.
The methods used in this work for evaluating parameters of Fig.1 for a large number of LV and with reasonable computational costs are described in Section C. It should be noted that in this work, we distinguish the entire LV with its BoA, which could be characterized, e.g., by N LV and by the highest energy barrier for escaping from the LV ΔE max , from the main (the lower) part of the LV below ΔE act , which includes states N low . Normally, when speaking about the stability of the metastable states inside the given LV or about the number of the highest-probability states in the LV, the important parameters are ΔE act , W and their DOS characterizing this lower most important portion of the LV (see Fig.1 ). On the other hand, considering the BoA may be important when analyzing how a local search algorithm finds or misses particular LVs.
The classical approach to finding the LVs of the RBM model distribution utilized SA. It was performed on the original RBM graph, i.e., the graph that was free from the representation of the RBM units by combining qubits in the D-Wave embedding. Markov chains were initiated at very high temperature to ensure nearly random initial states when the annealing starts. A series of multiple cycles having various temperature regimes, from a very fast to a very slow cooling, were conducted, with T gradually reduced to zero. The selected series of those multiple cycles having different temperature regimes was then continuously repeated over a duration of multiple weeks of computer time, until the time to find any new LVs became too large, making continuation of this search procedure impractical.
In every single D-Wave call, 10,000 quantum annealing sequences were conducted in search of the lowest-energy solutions for the Hamiltonian corresponding to the embedding of the trained RBM (described in Section III.A). As a result, 10,000 solution attempts were obtained, some of which represented the same solution. This is why the number of distinct sampled states from the given D-Wave call typically was less than 10,000.
Next, the D-Wave sample was analyzed to establish to what LVs the states found by the 10,000 D-Wave anneals belonged. The vector of the visible RBM units for each distinct D-Wave solution was used as an initial state, and a SA was conducted at T=0 for each of those states to evolve the system downhill until the bottom of the given LV is reached.
C. Simulated Warming and estimation of the LV parameters
Simulated warming (SW) was used to investigate the properties of the large number of LVs found by the SA and the QA. MCMC was conducted with the temperature gradually increasing from its initial value of T=0. The samples were collected and evaluated after each MCMC jump.
To identify those sampled states after SW that belong to the same LV from which the SW was initiated, a downhill evolution from each of the sampled states was conducted, until the corresponding LM was reached. This was done to establish if the sampled state indeed corresponds to the initial LV of the state found by the D-Wave, or if the system escaped into another LV. The number of the sampled states that remain in the same LV after the SW was used as a comparative estimate of the size of the LVs and, indirectly, the DOS.
The escape frequency for a given LV was estimated by counting and taking an inverse of the average number of the SA jumps before a state outside of the initial LV is obtained. SW was conducted at different temperatures to determine the activation energy of the escape frequency ΔE act , which served as a measure of the energy barrier related to the thermal stability of the high-probability states at the bottom of the LV.
A relative size of the LVs (including the BoA) was evaluated as the number of states N LV belonging to this LV that can be sampled at the same conditions during multiple cycles of SW, while increasing T until all Markov chains start to "escape" a given LV without finding any new states belonging to the LV. Of course, far from all (or even a significant fraction of the total number of) the states belonging to a LV could be sampled. However, for the purpose of comparing different LVs, it is reasonable to assume that the average number of the sampled states is proportional to the actual total number of the states and therefore serves as a sufficiently reliable qualitative comparative estimate. N low is a relative size of the most critical lower part of the LVs, where the system spends most of the time at temperatures relevant for most applications and where higher-probability states of the probabilistic graphical models are located. In this work, N low was somewhat arbitrary represented by those sampled states from the total N LV that had energy below ΔE act .
The width-related parameter W was estimated using an approximation of a LV with a square well, and W was calculated by dividing N low of this LV by the depth of the well ΔE act . Another approach relied upon determining the intercept of the Arrhenius plot with the vertical axis, which provided qualitatively similar results for the W estimate.
An estimate of the density of states DOS at the bottom of LVs was used to compare the LVs with respect to the number of the available highest-probability states. The DOS was calculated by dividing the number of the bottom states dN with energies in a narrow range dE by the value of dE.
The highest temperatures used in this work were significantly higher than those used by us in Ref. [12] . At these highest temperatures, most of the Markov chains escape the LV before a state gets sampled, resulting in very infrequent finding of a new state belonging to the LV. This allowed us to probe the most remote regions of the BoA of the LV up to the highest energy for escaping from the LV ΔE max , and find the number of the BoA states (upper states) N up , defined as the sampled states outside of the lower (the main) portion of the LV, which (somewhat arbitrary) were selected as having the energy higher than ΔE act . The values of N up were compared for LVs found only by the D-Wave and LVs found by both techniques, with the goal of determining the relative importance of the effect of the LV's BoA on finding or missing a given LV by each of the techniques.
IV. RESULTS AND DISCUSSION
Classification of the handwritten digit patterns by the RBM, reconstruction of partial patterns and pattern generation approach reported in Ref. [12] was also employed in this work to verify that the RBM embedding into the D-Wave can be used to correctly determine the lowest energy state of a complex probability distribution under a variety of constrains (e.g., clamped visible units, clamped labels, etc). Having obtained this reassurance, we then searched for LVs and compared LVs found by the QA and SA for different energy functions corresponding to different numbers of RBM training iterations.
A. The variety of the investigated energy functions
First, we look at how different the energy functions produced by different training iterations are from each other with respect to a few main parameters of the LVs. Fig. 2 shows histograms of the RBM energies of the LMs found in four out of many energy functions used in this work: RBMs trained with 1, 5, 18 and 1400 epochs. In each case, the LMs here were found after the 5 th (the last) cycle of many SA runs. The figure demonstrates that the different energy functions provide significant variety of the LM energies for investigating which LVs can be found by the D-Wave (and also, can be found only by the D-Wave), when QA and SA are applied to those energy functions. Fig. 3 shows overlapping histograms of the barrier heights (the escape barriers E act ) of the LVs for three (out of four shown in Fig.2 ) energy functions: RBMs trained with 1, 5 and 1400 epochs. The figure demonstrates that the energy functions produced by training the RBM with a small number of iterations have a small number of very deep and a large number of shallow LVs. The energy functions corresponding to a more prolonged training become rather different; they have somewhat more homogeneous distribution of LVs, with a higher number of medium-size barriers. It was also established that the energy functions of the RBM after different training iterations possess a different number of LVs (or at least those LVs that get found). This number increases almost an order of magnitude when going from a single training epoch to approximately 100 training epochs and beyond ( Fig.4) .
It follows that different energy functions used in this work give a good variety for investigating which LVs (low or high energy, shallow or deep, etc.) get more easily found by the D-Wave (and also, found only by the D-Wave), when it is applied to energy functions having a very different number (from a few to many) of very diverse LVs.
B. The number and the uniqueness of the LVs found by the two techniques.
Next, for all the available training epochs and corresponding very different energy functions, we investigate how many LVs can be found by a single D-Wave call, and by SA with increasing number of annealing cycles up to a few weeks of continuous SA runs. Also, the main interest of this work was on what unique results not easily available from the classical searches come from the D-Wave. Therefore, we look specifically at the D-Wave found LVs, and compare the numbers of those that are found only by the D-Wave (i.e., missed by SA) and those found by both techniques.
In Fig.4 , the number of LVs found by the D-Wave (labeled as (DW)) is shown as a function of the number of the training epochs and is compared to the number of LVs found by the classical simulated annealing (SA). The three curves are for three cases of increasingly higher number of MC cycles: (SA2) had ~1x10 5 cycles, (SA3) had ~1x10 6 cycles, and (SA5) had ~1x10 7 cycles. The number of LV is normalized to the number of the patterns in the training dataset. The local minima in Fig.4 curve (DW) have been found by relaxation at T=0 from each solution found by the single D-Wave call. The local minima in (SA2,3 and 5) have been found by an increasingly larger number of classical SA runs.
More than a week of continued SA runs (SA3) was required for SA to find approximately as many LV as found by the D-Wave. The longest SA (SA5) attempted in this work took multiple weeks of computer time, which allowed it find 4-5 times more LVs than the D-Wave.
The percentage of the LVs found by the D-Wave that were missed by the classical SA is plotted in Fig.5 as a function of the training epoch. Again, the three curves shown are for the three cases of increasingly more MC cycles (as in Fig.4 ). For SA3, when SA finds nearly as many LV as D-Wave (see Fig.4 ), >50-80% (depending on the epoch) QA-found LVs were not found by the classical SA.
For SA5, when SA finds 4-5 times more LV than D-Wave (see Fig.4 ), the expectation had been that the classical search should be able to find all the LVs found by the D-Wave. Instead, more than 30-50% of the QA-found LVs remained not found by SA even for this longest classical search, at least for the relatively small RBM graph that can be embedded in the current version of the QA hardware.
C. Comparison of the LVs found by the D-Wave and SA
The next question was about a relative importance of those LVs that are found by the D-Wave but missed by the classical search. A pessimistic expectation (with respect to the unique abilities of QAs) could be that the LVs found only by the D- Wave would all turn out to have high energy (i.e., low probability of the corresponding states), low thermal activation energy, low width of the main (the lower) portion of the LV, which is where the system spends most of the time at temperatures having practical importance for different applications. The reality turned out to be much more promising. Analyzing the results in Fig.6 from (a) to (c) for both energy functions (top and bottom), it follows that, for both of those very different energy functions, more persistent classical searches result in SA eventually finding all the LM having the lowest energies (dark/gray bars). The QA-found LM that remain not found by SA (light bars) even after multiple weeks of the classical search are predominantly at higher, but also at intermediate, energy.
From the point of view of this criterion alone (the energy of LMs), the LVs found only by the D-Wave could be expected to be less important compared to those found by both techniques, at least when the classical technique takes very large computational resources and time. However, when the classical search is reasonably long but not prohibitively long for many applications (days rather than weeks, Fig.6(a) ), LVs found only by the D-Wave include also those at the lowest part of the energy histogram (i.e., the more stable states in the probability distribution).
Further, for many applications, it is not as much the energy of the LM as the height of the escape barrier that is important (e.g., for the comparative stability of the corresponding states). The barrier height as well as some other LV properties are investigated next.
Histograms of various properties of LVs present in the D-Wave sample are shown Fig.7 . The LV properties are as defined in Section III.A, from the top to bottom: the barrier height (E act ), the DOS near the bottom of the LV, the width-related parameter of the LV (W), and the number of the sampled states inside LV (N LV , comprising both N low and N up ). The three columns in Fig.7 represent three different energy functions: RBMs trained with 1, 5 and 1400 epochs. Again, each figure includes those QAfound LVs that coincide with the LVs found by the classical SA (dark/gray bars) as well as those that were not found SA (light/yellow bars). The results of the classical LV search in each figure are for SA3, which is when SA found nearly as many LV as D-Wave (see Fig.4 ). Jumping forward, it should be noted that (not shown) similar histograms plotted for SA5 (the longest classical search used in this work) communicated the same trend and conclusions.
For all the three energy functions, the histograms of E act (the first row in Fig.7) do not exactly support the expectation of high importance of the LVs that are found only by the D-Wave. All the LVs having the highest E act (the most stable states in the configuration space) are found by both techniques (the dark bars). The LVs found only by the D-Wave have medium to low values of E act (the light/yellow bars). A positive observation with respect to the E act criterion is that the number of those states in the high E act region without any light/yellow bars is relatively small -less than 20 in the examples of Fig.7 . In contrast, there are many more light/yellow bars with lower E act that may be still high enough to make those LVs potentially important for many applications.
For the next two important criteria of potential LV importance -the DOS at the bottom of the LV and the width-related parameter W of the main (lower) portion of the LV (the second and the third rows of Fig.7 ) -the results are more favorable for the D-Wave. LVs found only by the D-Wave (the light/yellow bars) are distributed across the entire range of the values of DOS and W, which means that those LVs include the potentially important kind, having large DOS and W. Actually, it may be observed that the widest LVs and those with the largest DOS are dominated by those that were found only by the D-Wave, with smaller number of those found by both techniques. In other words, it is the widest LVs that are for some reason get missed by the classical search but found by the D-Wave. However, we do not have enough reasons to claim a universal nature of this (relatively moderate) trend or speculate about its mechanism.
Finally, we look at the "size" of the entire LV (the last row of Fig.7) , which is expressed as the number of states N LV that can be sampled up to the the most remote states of the LV having energies close to E max from the bottom of the LV (see Fig.1 ).
It follows from the last row of Fig.7 that it is mostly smallerto-medium LVs that are found by only the D-Wave, while the largest LVs are only those that were found by both techniques. The size of the LV here refers to the N LV (the number of states in the entire LV), not just the most important states N low in the most important lower portion of the LV.
It should be noted that most of the higher energy part of the LV's BoA represent states that probably are never visited by the system when it operates close to the equilibrium for most of the applications. Further, when considering reactions involving thermal jumps between LVs, it is ΔE act rather than E max and N low rather than N LV or N up that are relevant. However, the BoA and its relative size must be important for the local search by SA to converge to the bottom of the corresponding LV. This possibility is verified next.
D. Possible reasons for the D-Wave and the SA finding different LVs often having similar properties.
As reported in the previous section, many wide LVs and, actually, the widest LVs for some reason get missed by the classical search but found by the D-Wave. The trend for the N LV (the size estimate of the entire LV) in Fig.7 hints at a straightforward explanation of why certain LVs found by the D-Wave are missed by the classical search, even if those LVs have other parameters similar to some LVs found by both techniques. Large N LV could primarily reflect large BoA of the LVs, regardless of the size of the main lower portion of the LV (N low and W).
To verify this, we look at the ratio of the upper states N up.Coinc and N up.Not Coinc . Here, N up.Coinc is the number of the upper states (with energy above E act ) in those QA-found LV that coincide with SA-found LVs. N up.Not Coinc is the number of the higherenergy states in those QA-found LV that do not coincide with SA-found LV.
For four energy functions corresponding to 1, 5, 18 and 1400 training epochs, this ratio was found to be 4.6, 6.2, 3.5 and 2.7 respectively. This means that for all the energy functions investigated in this experiment, the size of the BoA is a few times larger in those QA-found LVs that could be also found by the classical search than in those LVs that were found only by the D-Wave. This can be considered as an expected result due to the fact that, when using a Monte Carlo based SA, with the MC chain initiated from random initial states in the configuration space, the finding of a particular LV is facilitated by the existence of a large number of BoA states providing a negative slope of the energy function towards the bottom of the given LV.
Epoch=1
Epoch=5 Epoch=1400 , which is when SA found nearly as many LV as D-Wave (see Fig.4 ). The final question was if this N up.Coinc / N up.Not coinc criterion is equally relevant in a wide range of important LV properties. Fig.8 (a) shows N up.Coinc and N up.Not coinc , plotted for different values of the "size" of the LV below E act . Again, the "size" of the LV was estimated as N low -the number of states below E act sampled from each LV. The results in Fig.8 are for the 1400 training epochs and for the longest classical SA search SA5. Fig.8 , that property of LVs (the size of the BoA) is not relevant or is at least less relevant for the QA search, allowing QA to easily find some potentially important (wide and deep) LVs missed by even prohibitively lengthy classical searches.
Not
V. CONCLUSION
As was reported earlier [12] [13], a single call to the D-Wave normally misses many LVs that can be found by prolonged SA. However, since we already know how to find those LVs classically, an important focus of this work was on those LVs that could not be found classically when using a reasonable amount of computational resources and time but are found by the D-Wave relatively easily.
At least for the energy functions investigated in this work, which have a large number of "findable" LVs, it takes the classical search unproportionably more time to find the same number of LVs as that found by the D-Wave in a fraction of a second (1000 results within tens of milliseconds). Naturally, an infinitely long classical search could eventually find all the existing LVs. In practice, the efforts invested in the prohibitively long (for most applications) search attempted in this work allowed us to find 4-5 times more LVs than a single D-Wave call. And yet, even this most extensive classical search failed to find 30-50% of the QA-found LVs, depending on the energy function investigated.
A proof was obtained for the fact that at least some of the LVs found by the D-Wave but missed by the classical search satisfy a number of criteria that are likely to make them important for scientific and engineering applications. Those criteria used when comparing LVs found by the D-Wave only and found by both techniques were selected (1) from the point of view of potential relevance for typical applications in ML, physics, chemistry, materials science and engineering that benefit from finding difficult to find LVs and (2) from the point of view of providing computational feasibility of extracting relevant properties of many LVs in a realistic time. Also, comparison of those LV properties for different number of graphical model training iterations provided reassurance that the conclusions of this work should apply also to energy functions that are very different with respect to the number of LVs, their energies, etc.
Somewhat disappointingly, the D-Wave showed no "hero results" with respect to finding LVs missed by the classical search that are specifically at the highest end of the energy of the LM and the activation energy for escaping form the LV. The likely ground state (GS), a few states with energies close to the GS, as well as (or simultaneously) the most thermally stable states are normally found by both techniques if the classical search is long enough. However, excluding this relatively small number of the lowest-energy and/or the deepest LVs (compared to the total number of the LVs found by the D-Wave), the D-Wave finds a reasonable number of LVs in the intermediate range of those parameters, which may be important for many applications, such as, for example, search for unknown metastable states.
The D-Wave showed positive results with respect to other LVs parameters used in the comparison. When considering the most important lower part of the LV, which contains states in which systems would spend most of the time in most practical applications, the LVs found only by the D-Wave included some having the highest width and the highest DOS at the bottom of Finally, an evidence was obtained in support of a straightforward explanation for the reason of why some relatively wide LVs found by the D-Wave are missed by the classical search. A bigger size of the BoA of the LVs seems to be important for ensuring that the LV is not easily missed by the classical search. In contrast, the size of the BoA seems to be much less important for the QA search, allowing the D-Wave to easily find some potentially important (wide and deep) LVs that are likely to be missed by classical searches.
An open question is whether this advantage of the QA persists across graphs other than RBMs, graphs bigger than the ones used in this work as well as for many different applications (that require temperatures low enough for the concept of the found versus missed LVs to be important).
The immediate future work will concentrate on the LVs found only by the D-Wave and having most favorable values of the LV parameters investigated in this work. The goal will be to establish what those states are and how important they could be for specific sorts of applications beyond sampling in ML. 
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