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T1 theorem on product Carnot–Carathe´odory spaces
Yongsheng Han, Ji Li† and Chin-Cheng Lin
Abstract: Nagel and Stein established Lp-boundedness for a class of singular integrals of NIS
type, that is, non-isotropic smoothing operators of order 0, on spaces M˜ = M1 × · · · ×Mn,
where each factor space Mi, 1 ≤ i ≤ n, is a smooth manifold on which the basic geometry is
given by a control, or Carnot–Carathe´odory, metric induced by a collection of vector fields of
finite type. In this paper we prove the product T 1 theorem on L2, the Hardy space Hp(M˜)
and the space CMOp(M˜), the dual of Hp(M˜), for a class of product singular integral operators
which covers Journe´’s class and operators studied by Nagel and Stein.
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1 Introduction
In their remarkable theory, Caldero´n and Zygmund generalized the Hilbert transform on R to
certain convolution operators on Rn. These operators are of the form T (f) = K ∗ f and K(x),
the convolution kernel, is defined on Rn and satisfies the analogous conditions that 1x satisfies
on R, namely the regularity and cancellation conditions. This convolution operator theory was
generalized in two directions. In the first extension, these convolution operators were extended
to non-convolution operators associated with a kernel. To be precise, let K(x, y) be a locally
integrable function defined on x ∈ Rn and y ∈ Rn with x 6= y. Let T : C∞0 (Rn) →
(
C∞0 (R
n)
)′
be a linear operator associated with the kernel K in the following sense: If for f, g ∈ C∞0 (Rn)
with disjoint supports, 〈Tf, g〉 is given by ∫∫ g(x)K(x, y)f(y)dxdy. Suppose that K satisfies
some size and smoothness conditions analogous to those enjoined by the kernels of the Riesz
transforms on Rn. The L2 boundedness of T, in general, cannot conclude by using Plancherel’s
theorem if T is not a convolution operator. Note that if T is bounded on L2, then the program of
Caldero´n–Zygmund can be carried out and the Lp, 1 < p <∞, boundedness of T follows. The
L2 boundedness for non-convolution operators was an open problem until David and Journe´
[DJ] proved the remarkable T1 theorem. This theorem asserts that under some regularity
conditions, T is bounded on L2 if and only if both T1 and T ∗1, defined appropriately, lie on
BMO(Rn).
The second extension is due to R. Fefferman and Stein [FS]. They extended this theory to
the multiparameter product convolution operators. More precisely, Fefferman and Stein took
the space Rn×Rm along with the two parameter dilations instead of the classical one-parameter
dilations and consider convolution operators Tf = K ∗ f where K is defined on Rn × Rm and
satisfies all analogous conditions to those satisfied by 1xy , the double Hilbert transform on R×R.
Using Plancherel’s theorem, under some regularity and cancellation conditions, Fefferman and
Stein obtained the L2 boundedness of T. However, the program of Caldero´n–Zygmund for
one parameter case doesn’t work for multiparameter case. To prove the Lp, 1 < p < ∞,
boundedness of T, Fefferman and Stein developed the multiparameter Littlewood–Paley theory
on Lp, 1 < p < ∞. Finally, the Lp, 1 < p < ∞, boundedness of T follows from such a theory
and the almost orthogonality argument. See [FS] for more details.
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Journe´ [J] unified up these two extensions to multiparameter singular integral operators
on a product of n Euclidean spaces. Precisely, Journe´ introduced a class of singular integral
operators which coincides with one parameter non-convolution operators and coincides with
the convolution case for the Fefferman and Stein class. To be more precise, let T1 and T2 be
two classical singular integral operators on R and let T = T1⊗T2. This operator can be defined
from C∞0 (R)⊗ C∞0 (R) to its dual [C∞0 (R)⊗ C∞0 (R)]′ by
〈Tf1 ⊗ f2, g1 ⊗ g2〉 = 〈T1f1, g1〉〈T2f2, g2〉.
Let K1 and K2 be the kernels of T1 and T2, respectively. If f1, g1 ∈ C∞0 (R) with disjoint
supports, then
〈Tf1 ⊗ f2, g1 ⊗ g2〉=
∫∫
g1(x)K1(x, y)f1(y)〈T2f2, g2〉dxdy
=
∫∫
g1(x)〈K˜1(x, y)f2, g2〉f1(y)dxdy,
where K˜1(x, y) = K1(x, y)T2. Similarly, If f2, g2 ∈ C∞0 (R) with disjoint supports, one can
define K˜2(x, y) = K2(x, y)T1 and write
〈Tf1 ⊗ f2, g1 ⊗ g2〉 =
∫∫
g2(x)〈K˜2(x, y)f1, g1〉f2(y)dxdy.
The class of singular integral operators introduced by Journe´ is the collection of operators T
which is a continuous linear mapping from C∞0 (R) ⊗ C∞0 (R) to its dual [C∞0 (R) ⊗ C∞0 (R)]′.
Moreover, there exists a pair (K1,K2) of classical kernels such that for all f, g, h, k ∈ C∞0 (R),
with supp f∩ supp g = ∅,
〈Tf ⊗ h, g ⊗ k〉 =
∫∫
g(x)〈K1(x, y)h, k〉f(y)dxdy,
〈Th⊗ f, k ⊗ g〉 =
∫∫
g(x)〈K2(x, y)h, k〉f(y)dxdy.
Journe´ found that the classical T1 theorem doesn’t work for such a class of operators. Indeed,
by constructing an operator, he shows that T˜1 and T˜ ∗1 have to be taken into account in order
to obtain the L2 boundedness of T, where T˜ is called the partial adjoint operator of T defined
by
〈Tf ⊗ h, g ⊗ k〉 = 〈T˜ g ⊗ h, f ⊗ k〉.
Note that, in general, the L2 boundedness of T cannot imply the L2 boundedness of T˜ . Finally,
Journe´ proved the product T1 theorem which asserts that under some regularity conditions, the
operator T belonging to Journe´ class and its partial adjoint T˜ both are bounded on L2(R×R)
if and only if T1, T ∗1, T˜1, T˜ ∗1 lie on the product BMO(R × R), where BMO(R × R) was
introduced in [CF] in terms of the Carleson measure on R× R.
To study fundamental solutions of b on certain model domains in several complex vari-
ables, Nagel and Stein established Lp-boundedness for a class of product singular integral
operators on spaces M˜ = M1 × · · · ×Mn, where each factor space Mi, 1 ≤ i ≤ n, is a smooth
manifold on which the basic geometry is given by a control, or Carnot–Carathe´odory, metric
induced by a collection of vector fields of finite type. It was pointed out in [NS04] that any
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analysis of product singular integrals on a product space M˜ = M1 × · · · ×Mn must be based
on a formulation of standard singular integrals on each factor Mi, 1 ≤ i ≤ n. There are two
paths to do that. One is to generalize the class of operators on each factor Mi, 1 ≤ i ≤ n, to
the extended class of the T1 theorem of David and Journe´ [DJ] and then pass from this to a
corresponding product theory. This, as mentioned above, was carried out in [J] for the set-
ting where each factor is an Euclidean space. However, because of the inherent complications,
Nagel and Stein chose a simpler approach. More precisely, they considered the class of singular
integrals of NIS type, that is, non-isotropic smoothing operators of order 0. These operators
may be viewed as Caldero´n–Zygmund operators whose kernels are C∞ away from the diagonal
and its cancellation conditions are given by their action on smooth bump functions. These
cancellation conditions make the operators on each Mi, 1 ≤ i ≤ n, easy to handle and then
this carried out to the product-type operators on M˜. The key to the proof of the Lp bound-
edness for these operators is the existence of a Littlewood–Paley theory on M˜, which itself
is a consequence of the corresponding theory on each factor. We would like to remark that
the cancellation conditions used in [NS04] are simple but less the generality in scope. More
precisely, these cancellation conditions imply T1, T ∗1 ∈ BMO(Mi) on each Mi, 1 ≤ i ≤ n, and
T1, T ∗1, T˜1, T˜ ∗1 ∈ BMO(M˜) on M˜ , respectively. To see this, recently in [HLL2] the Hardy
space theory was established in the setting of product spaces of homogeneous type in sense of
Coifman and Weiss [CW] which covers the product Carnot–Carathe´odory spaces. This the-
ory includes the Hp boundedness for operators studied in [NS04] and the product CMOp(M˜ )
space, which is the dual space of Hp(M˜), particularly, CMO1(M˜ ) = BMO(M˜) is the dual of
H1(M˜ ). We point out that the Hp(M˜) boundedness of operators studied by Nagel and Stein
was proved in [HLL2] in terms of the cancellation conditions used in [NS04]. Moreover, a very
general result proved in [HLL2] states that both the L2(M˜) and Hp(M˜ ) boundedness imply
the Hp(M˜)→ Lp(M˜) boundedness without using atomic decomposition and Journe´’s covering
lemma. Thus, if T is the operator studied by Nagel and Stein then T is bounded on both
L2(M˜ ) and Hp(M˜ ), and hence T is also bounded from H1(M˜) to L1(M˜ ). From this together
with the duality, T is bounded from L∞(M˜ ) to BMO(M˜).
As mentioned, since the Hardy space Hp(M˜) and its dual space CMOp(M˜ ) have been
developed in [HLL2], particularly, the dual of H1(M˜ ) is the space CMO1(M˜ ) = BMO(M˜),
it is natural to consider the T1 theorem on the product Carnot–Carathe´odory spaces M˜. The
purpose of this paper is to prove such a product T1 theorem for a class of product singular
integral operators whose kernels satisfy the weaker regularity properties. This class covers
Journe´’s class when each factor is an Euclidean space and operators studied in [NS04]. The
product T1 theorem proved in this paper asserts that an operator T and its partial adjoint
operator T˜ are both bounded on L2 if and only if T1, T ∗1, T˜1, T˜ ∗1 lie on the product BMO(M˜),
where BMO(M˜), as mentioned, was introduced in [HLL2].
To show the necessary conditions that the L2 boundedness of T implies that T1 and T ∗1
lie on the product BMO(M˜), we will employ an approach which is different from one given by
Journe´ [J]. Journe´ obtained this implication by showing that the L2(M˜ ) boundedness implies
the L∞(M˜) → BMO(M˜) boundedness. For this purpose, he established a fundamental geo-
metric covering lemma. As a consequence of this implication, together with an interpolation
theorem and the duality argument, Journe´ proved that the L2(M˜) boundedness implies the
Lp(M˜ ), 1 < p < ∞, boundedness. In this paper, we will prove this implication by use of the
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Hardy space theory developed in [HLL2]. More precisely, we will show that the L2(M˜ ) bound-
edness implies the H1(M˜ )→ L1(M˜ ) boundedness. We would like to point out that under the
cancellation conditions used by Nagel and Stein, the H1(M˜) → L1(M˜) boundedness was ob-
tained in [HLL2]. However, the method used in [HLL2] does not work for the present situation.
Indeed, to get the H1(M˜)→ L1(M˜) boundedness in [HLL2], they show the H1(M˜ ) bounded-
ness first. This is why the cancellation conditions of Nagel and Stein were needed in [HLL2].
In this paper, to show that the L2(M˜) boundedness implies the H1(M˜) → L1(M˜ ) bounded-
ness without assuming any cancellation conditions, we will apply an atomic decomposition for
Hp(M˜ ). For this purpose, we first establish Journe´-type covering lemma in our setting. Apply-
ing an atomic decomposition and a similar idea as in [F], we conclude that L2(M˜) boundedness
implies the Hp(M˜ )→ Lp(M˜) boundedness. And, particularly, H1(M˜ )→ L1(M˜) boundedness
follows. From this together with the duality between H1(M˜) and BMO(M˜) we obtain the
L∞(M˜ ) → BMO(M˜) boundedness and hence the desired necessary conditions follow. By an
interpolation theorem proved in [HLL2], we also conclude that the L2(M˜) boundedness implies
the Lp, 1 < p <∞, boundedness.
In [J] the proof of the sufficient conditions for the classical product T1 theorem was
decomposed in three steps. In the first step, Journe´ claimed that if T satisfies T1(1) = T
∗
1 (1) =
0, see definition for T1(1) = 0 and T2(1) = 0 in Subsection 3.1, and has the weak boundedness
property, then it can be viewed as a classical vector valued singular integral operator, T˜ acting
on C∞0 (R) × H, where H = L2(R, dx2), and for which T˜ (1) = T˜ ∗(1) = 0. The proof of the
L2-boundedness of such an operator follows from the classical case.
The second step is the decomposition of an operator T having the weak boundedness
property, such that T (1) = T ∗(1) = T˜ (1) = T˜ ∗(1) = 0 as the sum of two operators S and T −S
having the weak boundedness property and such that S2(1) = S
∗
2(1) = 0 and (T − S)1(1) =
(T −S)∗1(1) = 0. The L2 boundedness of T is then a consequence of the first step. To construct
the operator S, let β ∈ BMO(R) and let Uβ be defined by 〈g, Uβf〉 =
∞∫
0
〈(Qtg), (Qtβ)(Ptf)〉dtt .
It is classical that this integral is absolutely convergent and that Uβ is a Cardero´n-Zygmund
operator. Moreover, Uβ(1) = β and U
∗
β(1) = 0. Now let T (1) = T
∗(1) = T˜ (1) = T˜ ∗(1) = 0.
Journe´ defined the operator N as follows. For all f1, f2, g1, g2 ∈ C∞0 (R)
〈g1 ⊗ g2, Nf1 ⊗ f2〉 = 〈g1, U{〈g2,T2f2〉(1)}f1〉.
The operator M, similar to N, is defined by
〈g1 ⊗ g2,Mf1 ⊗ f2〉 = 〈g1, U∗{〈g2,T2f2〉∗(1)}f1〉.
Now set S =M +N so that S2(1) = S
∗
2(1) = 0 and (T − S)1(1) = (T − S)∗1(1) = 0.
The last step is, as in the classical case, to construct the para-product operators. To see
this step, let b ∈ BMO(R × R) and let the para-product operator Wb : C∞0 (R) ⊗ C∞0 (R) →
[C∞0 (R)⊗ C∞0 (R)]′ be defined by
〈f1 ⊗ f2,Wbg1 ⊗ g2〉 =
∫ ∞
0
∫ ∞
0
〈Qt1f1 ⊗Qt2f2, (Qt1Qt2b)Pt1g1 ⊗ Pt2g2〉
dt1
t1
dt2
t2
.
Then we have thatWb1 = b,W
∗
b 1 = W˜b1 = W˜
∗
b 1 = 0. If set S = T−WT1−W ∗T ∗1−W˜T˜1−W˜ ∗T˜ ∗1,
then S(1) = S∗(1) = S˜(1) = S˜∗(1) = 0. Moreover, all para-product operators Wb,W ∗b , W˜b and
W˜ ∗b are in Journe´’s class and bounded on L
2(R× R).
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We would like to point out that it seems that in the second step above, the construction
and the proof of the L2(R × R) boundedness of S both only work for functions having the
form f(x, y) = f1(x)f2(y), where f1, f2 ∈ C∞0 (R). See the details on the page 76-78 in [J].
Unfortunately, such a collection of functions with the form f(x, y) = f1(x)f2(y) is not dense in
L2(R× R).
In this paper, we will develop a new approach to prove the sufficient conditions for the
T1 theorem on the product space M˜ = M1 ×M2. To describe the novelty of this approach
more carefully, we first outline a new proof for the classical T1 theorem on M1. In the classical
one parameter case, the T1 theorem was proved by two steps in [DJ]. In the first step, one
observes that if T satisfies T (1) = T ∗(1) = 0 and has the weak boundedness property, then
the almost orthogonality argument together with the Littlewood–Paley estimate on L2 gives
the L2 boundedness of T. We emphasize that the conditions T (1) = T ∗(1) = 0 play a crucial
role for applying the almost orthogonality argument. In the second step, one can write T =
[T −ΠT1 −Π∗T ∗1] + ΠT1 +Π∗T ∗1, where for a BMO function b, Πb is the para-product operator
defined in [DJ]. It was known that the para-product is a Caldero´n–Zygmund singular integral
operator and bounded on L2, and the operator T − ΠT1 − Π∗T ∗1 is of the type studied in the
first step. So T is bounded on L2.
Now we give a new approach for the T1 theorem on M1. Roughly speaking, we put these
two steps together. More precisely, by the following Caldero´n’s identity on M1
f(x)=
∞∑
k=−∞
Dk
˜˜
Dk(f)(x),
where Dk and
˜˜
Dk were given in [HLL2, Theorem 2.7] on M1, for test functions f, g ∈◦
Gϑ(β1, γ1)(M1) with compact supports we consider the following bilinear form
〈g, Tf〉= 〈
∞∑
j=−∞
Dj
˜˜
Dj(g), T
∞∑
k=−∞
Dk
˜˜
Dk(f)〉
=
∑
j,k
〈 ˜˜Dj(g),DjTDk ˜˜Dk(f)〉,
where, by the construction in [HLL2], we may assume that D∗j = Dj .
As mentioned above, if T is a singular integral operator defined on M1 having the weak
boundedness property and T (1) = T ∗(1) = 0, then DjTDk(x, y), the kernel of the operator
DjTDk, satisfies the following almost orthogonal estimate
|DjTDk(x, y)|= |
∫∫
Dj(x, u)K(u, v)Dk(v, y)dudv|
≤C2−|j−k|ǫ 1
V2−(j∧k)(x) + V2−(j∧k)(y) + V (x, y)
2−(j∧k)ε
(2−(j∧k) + d(x, y))ε
.
This almost orthogonal estimate together with the Littlewood–Paley estimate on L2 implies
that the bilinear form 〈g, Tf〉 is bounded by some constant times ‖f‖2‖g‖2 and hence the L2
boundedness of T is concluded. However, without assuming T (1) = T ∗(1) = 0, if j ≤ k one
still has the following almost orthogonal estimate
|
∫∫
[Dj(x, u) −Dj(x, y)]K(u, v)Dk(v, y)dudv|
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≤ C2(j−k)ǫ 1
V2−j(x) + V2−j (y) + V (x, y)
2−jε
(2−j + d(x, y))ε
.
Similarly, for k ≤ j,
|
∫∫
Dj(x, u)K(u, v)[Dk(v, y)−Dk(x, y)]dudv|
≤ C2(k−j)ǫ 1
V2−k(x) + V2−k(y) + V (x, y)
2−kε
(2−k + d(x, y))ε
.
This leads to the following decomposition:
〈g, Tf〉=
∑
j≤k
∫ ˜˜
Dj(g)(x)
∫∫
[Dj(x, u)−Dj(x, y)]K(u, v)Dk(v, y)dudv ˜˜Dk(f)(y)dydx
+
∑
k<j
∫ ˜˜
Dj(g)(x)
∫∫
Dj(x, u)K(u, v)[Dk(v, y) −Dk(x, y)]dudv ˜˜Dk(f)(y)dydx
+
∑
j≤k
∫ ˜˜
Dj(g)(x)
∫∫
Dj(x, y)K(u, v)Dk(v, y)dudv
˜˜
Dk(f)(y)dydx
+
∑
k<j
∫ ˜˜
Dj(g)(x)
∫∫
Dj(x, u)K(u, v)Dk(x, y)dudv
˜˜
Dk(f)(y)dydx.
The almost orthogonal estimates, as mentioned above, together with the Littlewood–Paley
estimate on L2 imply that the first two series are bounded by some constant C times ‖f‖2‖g‖2.
The last two series are also bounded by C‖f‖2‖g‖2. To see this, we only consider the third
series and rewrite it as∑
j≤k
∫ ˜˜
Dj(g)(x)
∫∫
Dj(x, y)K(u, v)Dk(v, y)dudvD˜k(f)(y)dydx
=
∫ ∑
k
S˜k(g)(y)Dk(T
∗1)(y) ˜˜Dk(f)(y)dy,
where S˜k =
∑
j≤k
Dj
˜˜
Dj . The Carleson measure estimate together Littlewood–Paley estimate
yields ∣∣∣ ∫ ∑
k
S˜k(g)(y)Dk(T
∗1)(y) ˜˜Dk(f)(y)dy∣∣∣
≤
{∫ ∑
k
|S˜k(g)(y)|2|Dk(T ∗1)(y)|2dy
} 1
2
{∫ ∑
k
| ˜˜Dk(f)(y)|2dy} 12
≤ C‖f‖2‖g‖2.
This new approach can be carried out to the product case. Indeed, the following discrete
Caldero´n’s identity on the product M˜ was proved in [HLL2, Theorem 2.9].
f(x1, x2) =
∞∑
k1=−∞
∞∑
k2=−∞
∑
I1
∑
I2
µ1(I1)µ2(I2)Dk1(x1, xI1)Dk2(x2, xI2)
˜˜
Dk1
˜˜
Dk2(f)(xI1 , xI2),
for test functions f, g ∈ ◦Gϑ1,ϑ2(β1, β2; γ1, γ2).
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We consider the following bilinear form
〈g, Tf〉=
∑
k
′
1
∑
I
′
1
∑
k1
∑
I1
∑
k
′
2
∑
I
′
2
∑
k2
∑
I2
µ1(I
′
1)µ1(I1)µ2(I
′
2)µ2(I2)
× ˜˜D
k
′
1
˜˜
D
k
′
2
(g)(x
I
′
1
, x
I
′
2
)
〈
D
k
′
1
D
k
′
2
, TDk1Dk2
〉
(x
I
′
1
, x
I
′
2
, xI1 , xI2)
˜˜
Dk1
˜˜
Dk2(f)(xI1 , xI2)
for test functions f, g ∈ ◦Gϑ1,ϑ2(β1, β2; γ1, γ2) with compact supports.
Note that instead using continuous Caldero´n’s identity as for the classical case we would
like to use the discrete Caldero´n’s identity because this will be convenient for us to deal with
the T1 theorem on the Hardy space Hp(M˜ ) and space CMOp(M˜). We would also like to point
out that in this bilinear form the operator T does not act on the function f rather on the
separate form Dk1Dk2 . Indeed, one can write〈
Dk′1
Dk′2
, TDk1Dk2
〉
=
〈
Dk′1
, 〈Dk′2 ,K1(x1, y1)Dk2〉Dk1
〉
=
〈
D
k
′
2
, 〈D
k
′
1
,K2(x2, y2)Dk1〉Dk2
〉
.
This fact will be crucial for this new approach.
Similar to the decomposition as given above for one parameter case, if k′1 > k1 and
k′2 > k2, one can write
〈Dk′1Dk′2TDk1Dk2〉(xI′1 , xI′2 , xI1 , xI2)
=
∫
Dk′1(xI′1
, u1)Dk′2(xI′2
, u2)K(u1, u2, v1, v2)[Dk1(v1, xI1)−Dk1(xI′1 , xI1)]
×[Dk2(v2, xI2)−Dk2(xI′2 , xI2)]du1du2dv1dv2
+
∫
Dk′1(xI′1
, u1)Dk′2(xI′2
, u2)K(u1, u2, v1, v2)Dk1(xI′1
, xI1)Dk2(v2, xI2)du1du2dv1dv2
+
∫
Dk′1(xI′1
, u1)Dk′2(xI′2
, u2)K(u1, u2, v1, v2)Dk1(v1, xI1)Dk2(xI′2
, xI2)du1du2dv1dv2
−
∫
Dk′1(xI′1
, u1)Dk′2(xI′2
, u2)K(u1, u2, v1, v2)Dk1(xI′1
, xI1)Dk2(xI′2
, xI2)du1du2dv1dv2
=: I(x
I
′
1
, x
I
′
2
, xI1 , xI2) + II(xI′1
, x
I
′
2
, xI1 , xI2) + III(xI′1
, x
I
′
2
, xI1 , xI2) + IV (xI′1
, x
I
′
2
, xI1 , xI2).
Then the first term I satisfies the following almost orthogonal estimate
|I(xI′1 , xI′2 , xI1 , xI2)| ≤C2
(k1−k′1)ε2(k2−k
′
2)ε
× 1
V2−k1 (xI′1
) + V2−k1 (xI1) + V (xI′1
, xI1)
2−k1ε
(2−k1 + d1(xI′1 , xI1))
ε
× 1
V2−k2 (xI′2
) + V2−k2 (xI2) + V (xI′2
, xI2)
2−k2ε
(2−k2 + d2(xI′2 , xI2))
ε
.
To deal with term II, we first rewrite it as
II =
∫
Dk′2(xI′2
, u2), 〈Dk′1 ,K2(u2, v2)(1)〉Dk2(v2, xI2)dv2du2Dk1(xI′1 , xI1)
=
∫
Dk′2(xI′2
, u2), 〈Dk′1 ,K2(u2, v2)(1)〉[Dk2(v2, xI2)−Dk2(xI′2 , xI2)]dv2du2 Dk1(xI′1 , xI1)
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−IV.
Note that for each fixed (u2, v2),K2(u2, v2)(1) is a BMO function on M1 since K2(u2, v2) is
a Caldero´n–Zygmund operator on M1 and thus, |〈Dk′1 ,K2(u2, v2)(1)〉|2 is a Carleson measure
on M1 × {k′1}. Moreover, 〈Dk′1 ,K2(u2, v2)(1)〉 is a singular integral kernel on M2. Therefore,
applying the almost orthogonal estimate on M2 yields∥∥∥ ∫ Dk′2(xI′2 , u2), 〈Dk′1 ,K2(u2, v2)(1)〉[Dk2(v2, xI2)−Dk2(xI′2 , xI2)]dv2du2∥∥∥CM(M1×{k′1}
≤ C2(k2−k′2)ε 1
V2−k2 (xI′2
) + V2−k2 (xI2) + V (xI′2
, xI2)
2−k2ε
(2−k2 + d2(xI′2 , xI2))
ε
,
where, as mentioned, ‖ · ‖CM(M1×{k′1} means the Carleson measure norm on M1 × {k′1}.
Term III satisfies the same estimate with interchanging k′1, k
′
2, xI′1
, xI′2
and k1, k2, xI1 , xI2 ,
respectively. It is not difficult to see that the last term IV can be written as
IV = Dk′1
Dk′2
T (1)(xI′1
, xI′2
)Dk1(xI′1
, xI1)Dk2(xI′2
, xI2).
Note that T (1) ∈ BMO(M˜) and hence µ1(I ′1)µ2(I
′
2)|Dk′1Dk′2T (1)(xI′1 , xI′2)|
2 is a Carleson mea-
sure on M˜ × {k′1 × k′2}.
Inserting all these estimates for the terms I − IV into the bilinear form with respect to
the summation over k′1 > k1 and k
′
2 > k2, one can show that it is bounded by C‖f‖2‖g‖2. The
bilinear forms with respect to the summations over other cases can be handled similarly. See
more details in Subsection 3.3.
We remark that term IV is similar to the para-product operatorWb introduced by Journe´
in [J], as mentioned above. However, the property that for a BMO function b,Wb(1) = b in the
last step and the operator S constructed in the second step in Journe´’s proof are not required
in our approach.
Furthermore, in this paper, we will also show the T1 theorem on Hp(M˜ ) and CMOp(M˜),
respectively. More precisely, if T is bounded on L2 then T is bounded on Hp(M˜) and
CMOp(M˜) for p ≤ 1 but p is close to 1, if and only if T ∗1 (1) = T ∗2 (1) = 0 and T1(1) = T2(1) = 0,
respectively. Note that in [J] Journe´ proved that if T is a convolution operator and bounded on
L2, then T admits a bounded extension from BMO(R×R) to itself. He mentioned without the
proof that if T is a Caldero´n–Zygmund operator and T1(1) = T2(1) = 0, then TH1, TH2 and
TH1H2 are Cadelro´n-Zygmund operators, where H1,H2 and H1H2 are the Hilbert transforms
and double Hilbert transform. From this together with the characterization of the product
BMO(R× R) in terms of the bi-Hilbert transform, the boundedness of T on BMO(R× R) is
obtained. In our setting, however, his method is not available. Roughly speaking, the L2(M˜ )
theory and the duality argument between Hp(M˜) and CMOp(M˜) will play a crucial role in
the present proofs. To be More precise, it is known that L2(M˜ ) ∩Hp(M˜ ) is dense in Hp(M˜).
Therefore, to show that Tf is bounded on Hp(M˜) it suffices to consider f ∈ L2(M˜) ∩Hp(M˜).
However, this argument for space CMOp(M˜ ) is no long true. In this paper, we will show that
L2(M˜ )∩CMOp(M˜) is dense in the weak topology (Hp, CMOp). Applying this result together
with the duality argument implies that the boundedness of T on CMOp(M˜) will follow from
the boundedness of T on Hp(M˜). To see this, assume that the T1 theorem on Hp holds and
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T1(1) = T2(1) = 0. Suppose that f ∈ L2 ∩CMOp and g ∈ L2 ∩Hp. Then, by the duality argu-
ment, |〈Tf, g〉| = |〈f, T ∗g〉| ≤ C‖f‖CMOp‖g‖Hp since (T ∗)∗1(1) = T1(1) = 0 = T2(1) = (T ∗)∗2(1)
and thus T ∗ is bounded on Hp(M˜) by the T1 theorem on Hp(M˜ ). This implies that 〈Tf, g〉 is
a linear functional on the subspace L2(M˜) ∩Hp(M˜ ) with the norm less than C‖f‖CMOp and
hence, it can be extended to a linear functional on Hp(M˜ ) since L2(M˜ ) ∩Hp(M˜ ) is dense in
Hp(M˜ ). Therefore, by the duality argument, Tf ∈ CMOp(M˜ ). In order to estimate ‖Tf‖CMOp ,
by the duality argument again, one can write 〈Tf, g〉 = 〈h, g〉 for all test functions g and some
h ∈ CMOp(M˜) with ‖h‖
CMOp(M˜)
≤ C‖f‖
CMOp(M˜ )
. See the details of the duality argument
in [HLL2]. Choosing test functions g as the functions in the definition of CMOp(M˜), one can
conclude that ‖Tf‖
CMOp(M˜)
= ‖h‖
CMOp(M˜)
and thus ‖Tf‖
CMOp(M˜ )
≤ C‖f‖
CMOp(M˜)
.
In this paper, we prove the T1 theorem for Hp(M˜) and CMOp(M˜) as follows. We first
show that if T is bounded on L2(M˜ ) and T ∗1 (1) = T
∗
2 (1) = 0 then T is bounded on H
p(M˜).
This will be achieved by applying the almost orthogonal argument and atomic decomposition
established in Subsection 3.2. Applying this result together with the duality argument as
mentioned above, we prove that if T is bounded on L2(M˜ ) and T1(1) = T2(1) = 0 then T is
bounded on CMOp(M˜ ). To show the converse, by choosing special functions, we first prove
that if T is bounded on CMOp(M˜) then T1(1) = T2(1) = 0. This result together with the
duality argument will imply that if T is bounded on Hp(M˜ ) then T ∗1 (1) = T
∗
2 (1) = 0.
The paper is organized as follows. In Section 2, we recall notation and some preliminaries
used in [NS04]. Particularly, we describe the basic geometry of Carnot–Carathe´odory space,
singular integrals studied by Nagel and Stein and the Littlewood–Paley theory and the Lp
boundedness of singular integrals developed in [NS04]. We also mention, in this section, the
Hardy space theory on the product Carnot–Carathe´odory space established in [HLL2], which
includes the Hp boundedness for operators studied by Nagel and Stein and the duality between
Hp and CMOp, particularly, CMO1 = BMO, the dual of H1. The product T1 and its proof are
given in Section 3. We first introduced singular integrals on the product Carnot–Carathe´odory
space and state the T1 theorem in Subsection 3.1. In Subsection 3.2, we prove the necessary
conditions. Journe´-type covering lemma and atomic decomposition are provided in Subsections
3.2.1 and 3.2.2. We prove that if T is bounded on L2 then T extends to a bounded operator from
Hp to Lp, L∞ to BMO, and from Lp to itself in Subsections 3.2.3, 3.2.4 and Subsection 3.2.5,
respectively. The sufficient conditions of the product T1 theorem are proved in the Subsection
3.3. In Section 4, we give the T1-type theorems for Hp and CMOp. The statements and the
proofs are given in Subsection 4.1 and 4.2, respectively. In the last section, we will point out
that all results and proofs in this paper can be carried out in arbitrarily many parameters. We
will only state these results and omit the details of the proofs.
2 Notation and preliminaries
In this section, we recall the basic geometry of the product Carnot–Carathe´odory space and
state the Lp, 1 < p <∞, boundedness of product singular integral operators studied in [NS04].
The product Hardy space theory on the Carnot–Carathe´odory space developed in [HLL2] will
be described in the last subsection
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2.1 Basic geometry of Carnot–Carathe´odory space
In recent years, the optimal estimates were established for solutions of the Kohn-Laplacian
for decoupled boundaries in Cn+1 (See the series of papers [NS01a], [NS01b], [NS04], [NS06]).
They considered the Kohn-Laplacian on q − forms, (q)b = b = ∂¯b∂¯∗b + ∂¯∗b ∂¯b, defined on the
boundary M = ∂Ω of a smooth pseudo-convex domain Ω ⊂ Cn+1. They studied the relative
inverse operator K and the corresponding Szego¨ projection S, which satisfy bK = Kb = I−S.
By definition, S is the orthogonal projection on the L2 null-space of b.
The model domains we recall here are the decoupled domain Ω ⊂ Cn+1 and its boundary
M , the related product domain Ω˜ and the Shilov boundary M˜ in C2n, and the pseudoconvex
domain in C2, where n ≥ 2. Now we state them as follows.
A domain Ω ⊂ Cn+1 and its boundary M are said to be decoupled if there are sub-
harmonic and non-harmonic polynomials Pj such that
Ω=
{
(z1, ..., zn, zn+1) ∈ Cn+1 : ℑ[zn+1] >
n∑
j=1
Pj(zj)
}
; (2.1)
M =
{
(z1, ..., zn, zn+1) ∈ Cn+1 : ℑ[zn+1] =
n∑
j=1
Pj(zj)
}
. (2.2)
For each j, the pseudoconvex domain in C2 we consider is as follows.
Ωj =
{
(zj , wj) ∈ C2 : ℑ[wj ] > Pj(zj)
}
; (2.3)
Mj =
{
(zj , wj) ∈ C2 : ℑ[wj ] = Pj(zj)
}
. (2.4)
The Cartesian products of these domains and boundaries are
Ω˜ =Ω1 × · · · × Ωn; (2.5)
M˜ =M1 × · · · ×Mn. (2.6)
M˜ is the Shilov boundary of Ω˜.
One of the typical examples of Ω andM is the Szego¨ upper half space Un and its boundary
Heisenberg group Hn (to see this, we can take Pj(zj) = |zj |2). As is known to all, the Szego¨
upper half space and its boundary are biholomorphically equivalent to the unit ball Bn and
its boundary ∂Bn. Hence we can see that the decoupled domain and boundary are natural
generalizations of the basic model domains in several complex variables, on which the properties
of the inverse operator of Kohn-Laplacian and the corresponding Szego¨ projection have been
studied by Christ, Fefferman, Folland, Kohn, Stein and others, see for example [Chr2], [FoS],
[FK], [K], [NRSW], and the references therein.
Fix 1 ≤ j ≤ n, let Mj be the hypersurface given in equation (2.4). And let M˜ =
M1 × · · · ×Mn be the Shilov boundary, i.e., the Cartesian product as in (2.6).
We first recall the control metric on Mj . Note that we write the complex (0,1) vector
field Zj = Xj + iXn+j , where {Xj ,Xn+j} are real vector fields on Mj . Define the metric dj on
Mj as follows. If p, q ∈ Mj and δ > 0, let AC(p, q, δ) denote the set of absolutely continuous
mapping γ : [0, 1]→Mj such that γ(0) = p and γ(1) = q, and such that for almost all t ∈ [0, 1]
we have γ′(t) = αj(t)Xj(γ(t)) + αn+j(t)Xn+j(γ(t)) with |αj(t)|2 + |αn+j(t)|2 < δ2. Then we
define
dj(p, q) = inf{δ > 0 : AC(p, q, δ) 6= ∅}.
12 Han, Li and Lin
The corresponding nonisotropic ball is
Bj(p, δ) = {q ∈Mj : dj(p, q) < δ},
and |Bj(p, δ)| denotes its volume. Set
Vj(p, q) = |Bj
(
p, dj(p, q)
)|.
The volume of the ball B(p, δ) is essentially a polynomial in δ with coefficients that
depend on p. Let T = ∂/∂t so that at each point of Mj the tangent space is spanned by vectors
{Xj ,Xn+j , T}. Write the commutator
[Xj ,Xn+j ] = λjT + ajXj + an+jXn+j, (2.7)
where λj , aj , an+j ∈ C∞(Mj). If α = (α1, . . . , αk) is a k-tuple with each αj equal to j or n+ j,
let |α| = k and let Xα = Xα1 · · ·Xαj denote the corresponding kth order differential operator.
For k ≥ 2 set
Λkj (p) =
∑
|α|≤k−2
|Xαλj(p)|,
where λj is defined as in (2.7), and set
Λj(p, δ) =
mj∑
k=2
Λkj (p)|δ|k.
Proposition 2.1 ([NS06]). There are constants C1, C2 depending only onmj so that for p ∈Mj
and δ > 0,
C1δ
2Λj(p, δ) ≤ |Bj(p, δ)| ≤ C2δ2Λj(p, δ).
Also, Vj(p, q) ≈ Vj(q, p) ≈ dj(p, q)2Λj(p, dj(p, q)), where A ≈ B means that the ratio A/B is
bounded above and bounded away from zero.
There is an alternate description of the balls {Bj(p, δ)} and metric dj given in terms of
explicit inequalities. For z, w ∈ C let
Tj(w, z) = 2ℑ
[ mj∑
k=1
∂kPj
∂zk
(w)
(z − w)k
k!
]
.
Then, with p = (w, s) ∈Mj , set
B˜j(p, δ) = {(z, t) ∈Mj | |z − w| < δ and |t− s+ Tj(w, z)| < Λj(w, δ)}.
Note that there is a unique inverse function µj(p, δ) such that for δ ≥ 0 we have Λj(p, µj(p, δ)) =
µj(p,Λj(p, δ)) = δ. We have
µj(p, δ)
−1 ≈
mj∑
k=2
Λkj (p)
1
k |δ|− 1k .
Proposition 2.2 ([NS06]). There are constants C1, C2 depending only onmj so that for p ∈Mj
and δ > 0,
B˜j(p,C1δ) ⊂ Bj(p, δ) ⊂ B˜j(p,C2δ).
Moreover, if (z, t), (w, s) ∈Mj,
dj((z, t), (w, s)) ≈ |z − w|+ µj(w, |t − s− Tj(w, z)|)
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Now we turn to M˜ =M1 × · · · ×Mn. Each of the nonisotropic distance dj on Mj can be
regarded as a function on M˜ which depends only on the variables (zj , tj). In addition, there
is a nonisotropic metric d∑ on M˜ induced by all real vector fields {X1, . . . ,X2n}. If p, q ∈Mj
and δ > 0, let AC(p, q, δ) denote the set of absolutely continuous mappings γ : [0, 1] → M˜
such that γ(0) = p and γ(1) = q, and such that for almost every t ∈ [0, 1] we have γ′(t) =∑2n
j=1 αj(t)Xj(γ(t)) with
∑2n
j=1 |αj(t)|2 < δ2. Then
d∑(p, q) = inf{δ > 0 | AC(p, q, δ) 6= ∅}.
This metric is appropriate for describing the fundamental solution of the operator L =∑2nj=1X2j ,
and it can be explicitly described as follows. Let p = (z1, t1, . . . , zn, tn) ∈ M˜ . We can assume
without loss of generality that each manifold Mj is normalized at the origin. We denote the
origin of M˜ by 0. Then
d∑(0, p) ≈
n∑
j=1
[|zj |+ µj(0, |tj |)].
The ball centered at 0 of radius δ is, up to constants, given by
B∑(0, δ) =
{
(z, t) ∈ M˜ | |zj | < δ and |tj | < Λj(0, δ) for 1 ≤ j ≤ n
}
.
We have
|B∑(0, δ)| ≈ δ2n
n∏
j=1
Λj(0, δ),
and
|B∑(0, d∑(z, t))| ≈ [ n∑
j=1
|zj |+ µj(0, |tj |)
]2n n∏
j=1
Λj(0,
[ n∑
j=1
|zj |+ µj(0, |tj |)
]
).
When M is compact then one can take any fixed smooth measure on M with strictly
positive density. In the unbounded case one takes Lebesgue measure and denote the measure
of a set E by |E|. The ball is defined by B(x, δ) = {y ∈ M,d(x, y) < δ}, with 0 < δ ≤ 1 in
the compact case, and 0 < δ < ∞ in the unbounded case and the volume function is defined
by V (x, y) = |B(x, d(x, y))|. The key geometric facts used in [NS04] is that the volumes of the
balls B(x, δ) are essentially polynomials in δ with coefficients that depend on x and satisfy the
doubling property(see [49] for the details)
|B(x, 2δ)| ≤ C|B(x, δ)| for all δ > 0 and some constant C (2.8)
and, moreover, in the unbounded case, for s ≥ 1,
|B(x, sδ)| ≈ sm+2|B(x, δ)| (2.9)
and
|B(x, sδ)| ≥ s4|B(x, δ)|. (2.10)
We point out that the doubling condition (2.8) implies that there exist positive constants C
and Q such that for all x ∈M and λ ≥ 1,
|B(x, λr)| ≤ CλQ|B(x, r)|. (2.11)
14 Han, Li and Lin
2.2 Singular integrals on Carnot–Carathe´odory space
To state the singular integral operators onM studied in [NS04], we first recall that ϕ is a bump
function associated to a ball B(x0, r) if ϕ is supported in this ball and satisfies the differential
inequalities |∂aXϕ| . r−a for all monomials ∂X in X1, · · · ,Xk of degree a and all a ≥ 0.
Singular integral operators T considered in [NS04] are initially given as mappings from
C∞0 (M) to C
∞(M) with a distribution kernel K(x, y) which is C∞ away from the diagonal of
M ×M , and the following properties are satisfied:
(I-1) If ϕ,ψ ∈ C∞0 (M) have disjoint supports, then
〈Tϕ,ψ〉 =
∫
M×M
K(x, y)ϕ(y)ψ(x)dydx.
(I-2) If ϕ is a normalized bump function associated to a ball of radius r, then |∂aXTϕ| . r−a
for each integer a ≥ 0.
(I-3) If x 6= y, then for every integer a ≥ 0,
|∂aX,YK(x, y)| . d(x, y)−aV (x, y)−1.
(I-4) Properties (I-1) through (I-3) also hold with x and y interchanged. That is, these prop-
erties also hold for the adjoint operator T t defined by
〈T tϕ,ψ〉 = 〈Tψ,ϕ〉.
Now we turn to the product case with two factors. Here the operator T is initially defined
from C∞0 (M˜) to C
∞(M˜ ), where M˜ =M1 ×M2. K(x1, y1, x2, y2), the distribution kernel of T,
is an C∞ function away from the “cross”= {(x, y) : x1 = y1 and x2 = y2; x = (x1, x2), y =
(y1, y2)} and satisfies the following additional properties:
(II-1)
〈
T (ϕ1 ⊗ ϕ2), ψ1 ⊗ ψ2
〉
=
∫
K(x1, y1, x2, y2)ϕ1(y1)ϕ2(y2)ψ1(x1)ψ2(x2)dydx
whenever

ϕ1, ψ1 ∈ C∞0 (M1) and have disjoint support,
ϕ2, ψ2 ∈ C∞0 (M2) and have disjoint support.
(II-2) For each bump function ϕ2 on M2 and each x2 ∈ M2, there exists a singular integral
operator Tϕ2,x2 (of one parameter) on M1, so that〈
T (ϕ1 ⊗ ϕ2), ψ1 ⊗ ψ2
〉
=
∫
M2
〈
Tϕ2,x2ϕ1, ψ1
〉
ψ2(x2)dx2.
Moreover, x2 7→ Tϕ2,x2 is smooth and uniform in the sense that Tϕ2,x2 , as well as
ρL2 ∂
L
X2
(Tϕ2,x2) for each L ≥ 0, satisfy the conditions (I-1) to (I-4) uniformly.
(II-3) If ϕi is a bump function on a ball B
i(ri) in Mi, then for all integers a1, a2 ≥ 0,∣∣∂a1X1∂a2X2T (ϕ1 ⊗ ϕ2)∣∣ . r−a11 r−a22 .
In (II-2) and (II-3), both inequalities are taken in the sense of (I-2) whenever ϕ2 is a
bump function for B2(r2) in M2.
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(II-4)
∣∣∂a1X1,Y1∂a2X2,Y2K(x1, y1;x2, y2)∣∣ . d1(x1, y1)−a1d2(x2, y2)−a2V1(x1, y1)V2(x2, y2) for all integers a1, a2 ≥ 0.
(II-5) The same conditions hold when the index 1 and 2 are interchanged, that is, whenever
the roles of M1 and M2 are interchanged.
(II-6) The same properties are assumed to hold for the 3 “transposes” of T , i.e. those opera-
tors which arise by interchanging x1 and y1, or interchanging x2 and y2, or doing both
interchanges.
As mentioned in Section 1, we would like to point out that in the cancellation conditions (I-
2) and (II-2), one can take 0 ≤ a, a1, a2 ≤ 1. However, even for such choices, these cancellation
conditions are still little bit strong. See the remark after Theorem 2.18 in Subsection 2.4. To
show the Lp boundedness for such operators, the key idea is to use the Littlewood–Paley theory
developed in [NS04].
2.3 Littlewood–Paley theory and the Lp boundedness of singular integrals
To construct the Littlewood–Paley square function, in [NS04] the authors considered the sub-
Laplacian L on M in self-adjoint form, given by
L =
k∑
j=1
X∗jXj .
Here (X∗jϕ,ψ) = (ϕ,Xjψ), where (ϕ,ψ) =
∫
M
ϕ(x)ψ¯(x)dµ(x), and ϕ,ψ ∈ C∞0 (M), the space of
C∞ functions on M with compact support. In general, X∗j = −Xj + aj , where aj ∈ C∞(M).
The solution of the following initial value problem for the heat equation,
∂u
∂s
(x, s) + Lxu(x, s) = 0
with u(x, 0) = f(x), is given by u(x, s) = Hs(f)(x), where Hs is the operator given via the
spectral theorem by Hs = e
−sL, and an appropriate self-adjoint extension of the non-negative
operator L initially defined on C∞0 (M). And they proved that for f ∈ L2(X),
Hs(f)(x) =
∫
M
H(s, x, y)f(y)dµ(y).
Moreover, H(s, x, y) has some nice properties (see Proposition 2.3.1 in [NS04] and Theorem
2.3.1 in [NS01a]). We restate them as follows:
(1) H(s, x, y) ∈ C∞([0,∞) ×M ×M\{s = 0 and x = y}).
(2) For every integer N ≥ 0,
|∂js∂LX∂KY H(s, x, y)|
.
1
(d(x, y) +
√
s)2j+K+L
1
V (x, y) + V√s(x) + V√s(y)
( √
s
d(x, y) +
√
s
)N
2
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(3) For each integer L ≥ 0 there exist an integer NL and a constant CL so that if ϕ ∈
C∞0 (B(x0, δ)), then for all s ∈ (0,∞),
|∂LXHs[ϕ](x0)| ≤ CLδ−L sup
x
∑
|J |≤NL
δ|J ||∂JXϕ(x)|.
(4) For all (s, x, y) ∈ (0,∞)×M ×M ,
H(s, x, y) =H(s, y, x);
H(s, x, y)≥ 0.
(5) For all (s, x) ∈ (0,∞) ×M , ∫ H(s, x, y)dy = 1.
(6) For 1 ≤ p ≤ ∞, ‖Hs[f ]‖Lp(M) ≤ ‖f‖Lp(M).
(7) For every ϕ ∈ C∞0 (M) and every t ≥ 0, lims→0 ‖Hs[ϕ] − ϕ‖t = 0, where ‖ · ‖t denotes the
Sobolev norm.
To introduce the reproducing identity and the Littlewood–Paley square function, they
define a bounded operator Qs = 2s
∂Hs
∂s
, s > 0, on L2(M). Denote by qs(x, y) the kernel of
Qs. Then from the estimates of H(s, x, y), we have
(a) qs(x, y) ∈ C∞
(
M ×M\{x = y}).
(b) For every integer N ≥ 0,
|∂LX∂KY qs(x, y)| .
1
(d(x, y) +
√
s)K+L
1
V (x, y) + V√s(x) + V√s(y)
( √
s
d(x, y) +
√
s
)N
2
.
(c)
∫
qs(x, y)dy =
∫
qs(x, y)dx = 0.
The reproducing identity was established via the operators {Qs}s>0, which plays an im-
portant role in Littlewood–Paley theory and boundedness of singular integral operators. We
state it as follows.
Proposition 2.3 ([NS04]). Let Q2s = Qs ·Qs. For f ∈ L2(M),∫ ∞
0
Q2s[f ]
ds
s
= f, (2.12)
where the integral on the left is defined as lim
ǫ→0
∫ 1/ǫ
ǫ Q
2
s[f ]
ds
s , with the limit taken in the L
2 norm.
The Littlewood–Paley square function S(f) is defined by
(
S[f ](x)
)2
=
∫ ∞
0
|Qs[f ](x)|2 ds
s
,
and we have
Proposition 2.4 ([NS04]). For 1 < p <∞, ‖S[f ]‖Lp(M) ≈ ‖f‖Lp(M).
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We now consider that M˜ = M1 ×M2, where each Mi is as in Subsection 2.1. For each
Mi, we have a heat operator H
i
si, and a corresponding Q
i
si . If f is a function on M˜ we define
Q1s1 · Q2s2(f) = Q1s1 ⊗ Q2s2(f), with Q1 acting on the M1 variable and Q2 acting on the M2
variable, respectively. The product square function S˜ is then given by(
S˜(f)(x, y)
)2
=
∫ ∞
0
∫ ∞
0
|Q1s1 ·Q2s2(f)(x, y)|2
ds1ds2
s1s2
,
and, as showed in [NS04], we have
Proposition 2.5 ([NS04]). For 1 < p <∞, ‖S˜(f)‖
Lp(M˜ )
≈ ‖f‖
Lp(M˜)
.
The following Lp, 1 < p <∞, boundedness for the product singular integral operator was
obtained in [NS04].
Theorem 2.6 ([NS04]). For 1 < p < ∞, each product singular integral satisfying conditions
(II-1) to (II-6) extends to be a bounded operator on Lp(M˜ ).
We would like to point again that the cancellation conditions in (II-2) plays a key role in
the proof of the above theorem.
2.4 Hardy space theory on product Carnot–Carathe´odory spaces
In this subsection, we describe the product Hardy space theory on M˜, where M˜ =M1×M2 is
a product homogeneous type spaces in the sense of Coifman and Weiss [CW]. See [HLL2] for
more details. This theory includes the Hp boundedness for operators studied in [NS04] and
the space CMOp(M˜), the dual of Hp(M˜), in particular, CMO1(M˜ ) = BMO(M˜), the dual of
H1(M˜ ).
We begin with recalling some necessary results on one-parameter setting. Here we denote
by M a homogeneous type spaces in the sense of Coifman and Weiss [CW]. We first recall the
definition of an approximation to the identity, which plays the same role as the heat kernel
H(s, x, y) does in [NS04].
Definition 2.7 ([HMY1]). Let ϑ be the regularity exponent of M. A sequence {Sk}k∈Z of
operators is said to be an approximation to the identity if there exists constant C0 > 0 such
that for all k ∈ Z and all x, x′, y and y′ ∈ M , Sk(x, y), the kernel of Sk satisfy the following
conditions:
(i) Sk(x, y) = 0 if d(x, y) ≥ C02−k and |Sk(x, y)| ≤ C0 1
V2−k(x) + V2−k(y)
; (2.13)
(ii) |Sk(x, y)− Sk(x′, y)| ≤ C02kϑd(x, x′)ϑ 1
V2−k(x) + V2−k(y)
; (2.14)
(iii) Property (ii) also holds with x and y interchanged; (2.15)
(iv) |[Sk(x, y)− Sk(x, y′)]− [Sk(x′, y)− Sk(x′, y′)]| (2.16)
≤ C022kϑd(x, x′)ϑd(y, y′)ϑ 1
V2−k(x) + V2−k(y)
;
(v)
∫
M
Sk(x, y)dµ(y) =
∫
M
Sk(x, y)dµ(x) = 1. (2.17)
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We remark that the existence of such an approximation to the identity follows from
Coifman’s construction which was first appeared in [DJS] on space of homogeneous type. See
also [HMY2] for more details on M.
To define the Littlewood–Paley square function, we also need to recall the spaces of test
functions and distributions on M .
Definition 2.8 ([HMY1]). Let ϑ be the regularity exponent ofM and let 0 < γ, β ≤ ϑ, x0 ∈M
and r > 0. A function f defined on M is said to be a test function of type (x0, r, β, γ) centered
at x0 if f satisfies the following conditions
(i) |f(x)| ≤ C 1
Vr(x0) + V (x, x0)
(
r
r + d(x, x0)
)γ
;
(ii) |f(x)− f(y)| ≤ C
(
d(x, y)
r + d(x, x0)
)β 1
Vr(x0) + V (x, x0)
(
r
r + d(x, x0)
)γ
for all x, y ∈M with d(x, y) < 12A(r + d(x, x0)).
If f is a test function of type (x0, r, β, γ), we write f ∈ G(x0, r, β, γ) and the norm of
f ∈ G(x0, r, β, γ) is defined by
‖f‖G(x0,r,β,γ) = inf{C > 0 : (i) and (ii) hold}.
Now fix x0 ∈ M we denote G(β, γ) = G(x0, 1, β, γ) and by G0(β, γ) the collection of all test
functions in G(β, γ) with
∫
M f(x)dx = 0. It is easy to check that G(x1, r, β, γ) = G(β, γ) with
equivalent norms for all x1 ∈M and r > 0. Furthermore, it is also easy to see that G(β, γ) is
a Banach space with respect to the norm in G(β, γ).
Let
◦
Gϑ(β, γ) be the completion of the space G0(ϑ, ϑ) in the norm of G(β, γ) when 0 <
β, γ < ϑ. If f ∈ ◦Gϑ(β, γ), we then define ‖f‖ ◦
Gϑ(β,γ)
= ‖f‖G(β,γ). (
◦
Gϑ(β, γ))
′, the distribution
space, is defined by the set of all linear functionals L from
◦
Gϑ(β, γ) to C with the property
that there exists C ≥ 0 such that for all f ∈ ◦Gϑ(β, γ),
|L(f)| ≤ C‖f‖ ◦
Gϑ(β,γ)
.
Let Dk = Sk−Sk−1, where Sk is an approximation to the identity onM with the regularity
exponent ϑ. The Littlewood–Paley square function is defined as follows.
Definition 2.9 ([HMY1]). For each f ∈ ( ◦Gϑ(β, γ))′ with 0 < β, γ < ϑ, S(f), the Littlewood–
Paley square function of f, is defined by
S(f)(x) =
{∑
k
|Dk(f)(x)|2
} 1
2 .
We pass the above one parameter case to the product case. We first introduce the space
of test functions and distributions on M˜ =M1 ×M2.
Definition 2.10 ([HLL2]). Let ϑ1 and ϑ2 be the regularity exponents of M1 and M2, respec-
tively. Let (x01, x
0
2) ∈ M˜ , 0 < γ1, β1 ≤ ϑ1, 0 < γ2, β2 ≤ ϑ2 and r1, r2 > 0. A function f(x1, x2)
defined on M˜ is said to be a test function of type (x01, x
0
2; r1, r2;β1, β2; γ1, γ2) if for any fixed
x2 ∈ M2, f(x1, x2), as a function of the variable x1, is a test function in G(x01, r1, β1, γ1) on
M1. Similarly, for any fixed x1 ∈ M1, f(x1, x2), as a function of the variable of x2, is a test
function in G(x02, r2, β2, γ2) on M2. Moreover, the following conditions are satisfied:
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(i) ‖f(·, x2)‖G(x01,r1,β1,γ1) ≤ C
1
Vr2(x
0
2) + V (x
0
2, x2)
(
r2
r2 + d2(x
0
2, x2)
)γ2
(ii) ‖f(·, x2)− f(·, x′2)‖G(x01,r1,β1,γ1)
≤ C
(
d(x2, x
′
2)
r2 + d2(x
0
2, x2)
)β2 1
Vr2(x
0
2) + V (x
0
2, x2)
(
r2
r2 + d2(x2, x
0
2)
)γ2
for all x2, x
′
2 ∈M2 with d2(x2, x′2) ≤ (r2 + d(x2, x02))/2A;
(iii) Properties (i)− (ii) also hold with x1 and x2 interchanged.
If f is a test function of type (x01, x
0
2; r1, r2;β1, β2; γ1, γ2), we write f ∈ G(x01, x02; r1, r2;β1, β2;
γ1, γ2) and the norm of f is defined by
‖f‖G(x01,x02;r1,r2;β1,β2;γ1,γ2) = inf{C : (i), (ii) and (iii) hold}.
Similarly, we denote by G(β1, β2; γ1, γ2) the class of G(x
0
1, x
0
2; 1, 1;β1, β2; γ1, γ2) for any fixed
(x01, x
0
2) ∈ M˜. We can check that G(x0, y0; r1, r2;β1, β2; γ1, γ2) = G(β1, β2; γ1, γ2) with equiva-
lent norms for all (x0, y0) ∈ M˜ and r1, r2 > 0. Furthermore, it is easy to see thatG(β1, β2; γ1, γ2)
is a Banach space with respect to the norm in G(β1, β2; γ1, γ2).
Next we denote by G0(β1, β2; γ1, γ2) the set of all test functions in G(β1, β2; γ1, γ2) satis-
fying the cancellation conditions on both variables x and y, i.e., if f(x, y) ∈ G0(β1, β2; γ1, γ2),
then
∫
M1
f(x, y)dx =
∫
M2
f(x, y)dy = 0. Let
◦
Gϑ1,ϑ2(β1, β2; γ1, γ2) be the completion of the space
G0(ϑ1, ϑ2;ϑ1, ϑ2) inG(β1, β2; γ1, γ2) with 0 < βi, γi < ϑi, for i = 1, 2. If f ∈
◦
Gϑ1,ϑ2(β1, β2; γ1, γ2),
we then define ‖f‖ ◦
Gϑ1,ϑ2 (β1,β2;γ1,γ2)
= ‖f‖G(β1,β2;γ1,γ2).
We define the distribution space
( ◦
Gϑ1,ϑ2(β1, β2; γ1, γ2)
)′
by all linear functionals L from
◦
Gϑ1,ϑ2(β1, β2; γ1, γ2) to C with the property that there exists C ≥ 0 such that for all f ∈◦
Gϑ1,ϑ2(β1, β2; γ1, γ2),
|L(f)| ≤ C‖f‖ ◦
Gϑ1,ϑ2 (β1,β2;γ1,γ2)
.
Now the Littlewood–Paley square function on M˜ is defined by
Definition 2.11 ([HLL2]). Let {Ski}ki∈Z be approximations to the identity on Mi and Dki =
Ski − Ski−1, i = 1, 2. For f ∈
( ◦
Gϑ1,ϑ2(β1, β2; γ1, γ2)
)′
with 0 < βi, γi < ϑi, i = 1, 2, S˜(f), the
Littlewood–Paley square function of f, is defined by
S˜(f)(x1, x2) =
{ ∞∑
k1=−∞
∞∑
k2=−∞
∣∣Dk1Dk2(f)(x1, x2)∣∣2}1/2.
By the results on each Mi, i = 1, 2, and iteration as given in [FS], we immediately obtain
Theorem 2.12 ([HLL2]). If f ∈ Lp(M˜), 1 < p <∞, then ‖S˜(f)‖p ≈ ‖f‖p.
We would like to point out that the following discrete Littlewood–Paley square function is
more convenient for the study of the Hardy space Hp when p ≤ 1. See [HLL2] for more details.
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Definition 2.13. Let {Ski}ki∈Z be approximations to the identity on Mi and Dki = Ski −
Ski−1, i = 1, 2. For f ∈
( ◦
Gϑ1,ϑ2(β1, β2; γ1, γ2)
)′
with 0 < βi, γi < ϑi, i = 1, 2, S˜d(f), the discrete
Littlewood–Paley square function of f, is defined by
S˜d(f)(x1, x2) =
{ ∞∑
k1=−∞
∞∑
k2=−∞
∑
I1
∑
I2
|Dk1Dk2(f)(x1, x2)|2χI1(x1)χI2(x2)
}1/2
,
where for each k1 and k2, I1 and I2 range over all the dyadic cubes in M1 and M2 with length
ℓ(I1) = 2
−k1−N1 and ℓ(I2) = 2−k2−N2 , respectively and N1 and N2 are fixed positive large
integers.
By the Plancherel–Poˆlya inequalities in [HLL2], it was shown that the Lp norm of these
two kinds of square functions are equivalent. More precisely, we have
Proposition 2.14 ([HLL2]). For all f ∈ ( ◦Gϑ1,ϑ2(β1, β2; γ1, γ2))′ with 0 < βi, γi < ϑi, and
for max
( Q1
Q1+ϑ1
, Q2Q2+ϑ2
)
< p < ∞, i = 1, 2, we have ‖S˜(f)‖p ≈ ‖S˜d(f)‖p, where the implicit
constants are independent of f .
We are ready to introduce the Hardy spaces on M˜.
Definition 2.15 ([HLL2]). Let max
( Q1
Q1+ϑ1
, Q2Q2+ϑ2
)
< p ≤ 1 and 0 < βi, γi < ϑi for i = 1, 2.
Hp(M˜) :=
{
f ∈ ( ◦Gϑ1,ϑ2(β1, β2; γ1, γ2))′ : S˜d(f) ∈ Lp(M˜)}
and if f ∈ Hp(M˜), the norm of f is defined by ‖f‖
Hp(M˜)
= ‖S˜d(f)‖p.
The space CMOp(M˜ ) is defined as follows.
Definition 2.16 ([HLL2]). Let max
( 2Q1
2Q1+ϑ1
, 2Q22Q2+ϑ2
)
< p ≤ 1 and 0 < βi, γi < ϑi for
i = 1, 2. Let {Ski}ki∈Z be approximations to the identity on Mi and for ki ∈ Z, set Dki =
Ski − Ski−1, i = 1, 2. The generalized Carleson measure space CMOp(M˜ ) is defined, for
f ∈ ( ◦Gϑ1,ϑ2(β1, β2; γ1, γ2))′, by
‖f‖
CMOp(M˜ )
(2.18)
= sup
Ω
{
1
µ(Ω)
2
p
−1
∫
Ω
∑
k1,k2
∑
I1×I2⊆Ω
∣∣Dk1Dk2(f)(x1, x2)∣∣2χI1(x1)χI2(x2)dx1dx2} 12 <∞,
where Ω are taken over all open sets in M˜ with finite measures and for each k1 and k2, I1, I2
range over all the dyadic cubes inM1 andM2 with length ℓ(I1) = 2
−k1−N1 and ℓ(I2) = 2−k2−N2 ,
respectively.
The main results in [HLL2] are the following
Theorem 2.17 ([HLL2]). Each singular integral T satisfying (II-1) through (II-6) extends to
a bounded operator on Hp(M˜ ), and from Hp(M˜ ) to Lp(M˜ ) for max
( Q1
Q1+ϑ1
, Q2Q2+ϑ2
)
< p <∞.
Moreover, T extends to a bounded operator on BMO(M˜).
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Theorem 2.18 ([HLL2]). For max
( 2Q1
2Q1+ϑ1
, 2Q22Q2+ϑ2
)
< p ≤ 1, (Hp(M˜ ))′ = CMOp(M˜ ). More
precisely, for g ∈ CMOp(M˜ ) then ℓg(f) = 〈f, g〉, initially defined on
◦
Gϑ1,ϑ2(β1, β2; γ1, γ2)
for 0 < βi, γi < ϑi for i = 1, 2, is a continuous linear functional on H
p(M˜ ) with the norm
‖ℓg‖ ≤ C‖g‖CMOp . Conversely, if ℓ is a continuous linear functional on Hp(M˜ ) then there exists
a g ∈ CMOp(M˜), such that ℓ(f) = 〈f, g〉 for f ∈ ◦Gϑ1,ϑ2(β1, β2; γ1, γ2) with ‖g‖CMOp ≤ C‖ℓ‖.
In particular,
(
H1(M˜ )
)′
= CMO1(M˜ ) = BMO(M˜).
We remark that the spaces Hp(M˜) and CMOp(M˜) defined in Definitions 5.2 and 5.3,
respectively, are independent of the choices of the approximations to the identity. Moreover,
the cancellation conditions in (II-2) are crucial in the proof of Theorems 2.17 and 2.18.
3 T1 theorem on product Carnot–Carathe´odory spaces
In this section, we first introduce a class of singular integral operators on product Carnot–
Carathe´odory spaces. As mentioned, this class includes Journe´’s class on product Euclidean
spaces and operators studied in [NS04]. We then prove the product T1 theorem on product
Carnot–Carathe´odory spaces, the main result of this paper.
3.1 Singular integrals on product Carnot–Carathe´odory spaces
Suppose that M1 and M2 are Carnot–Carathe´odory spaces and M˜ =M1 ×M2 is the product
Carnot–Carathe´odory space. Let Cη0 (M1) denote the space of continuous functions f with
compact support such that
‖f‖η(M1) := sup
x,y∈M1,x 6=y
|f(x)− f(y)|
d1(x, y)η
<∞
and Cη0 (M2) is defined similarly.
Now let Cη0 (M˜ ), η > 0, denote the space of continuous functions f with compact support
such that
‖f‖η := sup
x1 6=y1,x2 6=y2
|f(x1, x2)− f(y1, x2)− f(x1, y2) + f(y1, y2)|
d1(x1, y1)ηd2(x2, y2)η
<∞.
We first consider one factor case. A continuous functionK(x1, y1) defined onM1\{(x1, y1) :
x1 = y1} is called a Caldero´n–Zygmund kernel if there exist constant C > 0 and a regularity
exponent ε ∈ (0, 1] such that
(a) |K(x1, y1)| ≤ CV (x1, y1)−1;
(b) |K(x1, y1)−K(x1, y′1)| ≤ C
(d1(y1, y′1)
d1(x1, y1)
)ε
V (x1, y1)
−1 if d1(y1, y′1) ≤ d1(x1, y1)/2A;
(c) |K(x1, y1)−K(x′1, y1)| ≤ C
(d1(x1, x′1)
d1(x1, y1)
)ε
V (x1, y1)
−1 if d1(x1, x′1) ≤ d1(x1, y1)/2A.
The smallest such constant C is denoted by |K|CZ . We say that an operator T is a
Caldero´n–Zygmund singular integral operator associated with a Caldero´n–Zygmund kernel K
if the operator T is a continuous linear operator from Cη0 (M1) into its dual such that
〈Tf, g〉 =
∫∫
g(x1)K(x1, y1)f(y1)dy1dx1
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for all functions f, g ∈ Cη0 (M1) with disjoint supports. T is said to be a Caldero´n–Zygmund
operator if it extends to be a bounded operator on L2(M1). If T is a Caldero´n–Zygmund operator
associated with a kernel K, its operator norm is defined by ‖T‖CZ = ‖T‖L2→L2 + |K|CZ .
Similarly, we can define the Caldero´n–Zygmund operator T on M2 associated with a
Caldero´n–Zygmund kernel K(x2, y2), whose operator norm is defined by ‖T‖CZ = ‖T‖L2→L2+
|K|CZ .
Now we introduce a class of the product Caldero´n–Zygmund singular integral operators on
M˜ . Let T : Cη0 (M˜)→ [C∞0 (M˜ )]′ be a linear operator defined in the weakest possible sense. T
is said to be a Caldero´n–Zygmund singular integral operator if there exists a pair (K1,K2) of
Caldero´n–Zygmund valued operators on M2 and M1, respectively, such that
〈g ⊗ k, Tf ⊗ h〉 =
∫∫
g(x1)〈k,K1(x1, y1)h〉f(y1)dx1dy1
for all f, g ∈ Cη0 (M1) and h, k ∈ Cη0 (M2), with supp f ∩ supp g = ∅ and
〈k ⊗ g, Th⊗ f〉 =
∫∫
g(x2)〈k,K2(x2, y2)h〉f(y2)dx2dy2
for all f, g ∈ Cη0 (M2) and h, k ∈ Cη0 (M1), with supp f ∩ supp g = ∅. Moreover, ‖Ki(xi, yi)‖CZ ,
i = 1, 2, as functions of xi, yi ∈Mi, satisfy the following conditions:
(i) ‖Ki(xi, yi)‖CZ ≤ CV (xi, yi)−1;
(ii) ‖Ki(xi, yi)−Ki(xi, y′i)‖CZ ≤ C
(di(yi, y′i)
di(xi, yi)
)ε
V (xi, yi)
−1 if di(yi, y
′
i) ≤ di(xi, yi)/2A;
(iii) ‖Ki(xi, yi)−Ki(x′i, yi)‖CZ ≤ C
(di(xi, x′i)
di(xi, yi)
)ε
V (xi, yi)
−1 if di(xi, x
′
i) ≤ di(xi, yi)/2A.
We remark, as mentioned, that the above class of the product Caldero´n–Zygmund singular
integral operators includes the class of operators introduced by Journe´ on the Euclidean spaces
and studied in [NS04].
Suppose that T is such a product Caldero´n–Zygmund singular integral operator on M˜ . T is
said to be a product Caldero´n–Zygmund operator on M˜ if T extends to be a bounded operator
on L2.
Before stating the T1 theorem on M˜ , we first describe, for one factor case, how a Caldero´n–
Zygmund singular integral operator T acts on bounded Cη(M1) functions (denote by C
η
b (M1)).
Following [J], for f ∈ Cηb (M1), Tf will be defined by a distribution acting on Cη00(M1), which
is a subspace of Cη0 (M1) of functions g such that
∫
g(x)dx = 0. To do this, let g ∈ Cη00(M1)
and h ∈ Cη0 (M1) be equal to f on a neighborhood of supp g, so that g and f − h have disjoint
supports.
If f has compact support, then
〈g, Tf〉= 〈g, Th〉 + 〈g, T (f − h)〉,
and
〈g, T (f − h)〉=
∫∫
g(x)K(x1, y1)[f(y1)− h(y1)]dx1dy1,
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because g and f −h have disjoint supports. Since g has cancellation, the second equality above
is also equal to ∫∫
g(x1)[K(x1, y1)−K(x0, y1)][f(y1)− h(y1)]dx1dy1,
where x0 is any point in the support of g. Note that this integral is, by the regularity on the
kernel K, absolutely convergent even if (f − h) has non-compact support, and is independent
of x0. This integral can therefore serve as a definition of 〈g, T (f − h)〉. Obviously 〈g, Th〉 +
〈g, T (f − h)〉 does not depend on the choice of h. Hence we can set
〈g, Tf〉 = 〈g, Th〉 + 〈g, T (f − h)〉
for f ∈ Cηb (M1) and this gives the desired extension.
In order to state an analogue in the product setting, that is, how a product Caldero´n–
Zygmund singular integral operator T acts on bounded Cη(M˜ ) functions (denote by Cηb (M˜)),
we can first define the operator T1 by the following
〈g1 ⊗ g2, T f1 ⊗ f2〉 = 〈g2, 〈g1, T1f1〉f2〉
for f1, g1 ∈ Cη0 (M1) and f2, g2 ∈ Cη0 (M2).
Note that when g1 ∈ Cη00(M1) and f1 ∈ Cηb (M1), 〈g1, T1f1〉 is well defined. More-
over, 〈g1, T1f1〉 is a Caldero´n–Zygmund singular integral operator on M2 with a Caldero´n–
Zygmund kernel 〈g1, T1f1〉(x2, y2) = 〈g1,K2(x2, y2)f1〉. Therefore, for g2 ∈ Cη00(M2) and f2 ∈
Cηb (M2), 〈g2, 〈g1, T1f1〉f2〉 is well defined. One defines 〈g1, T2f1〉 similarly for g1 ∈ Cη00(M1) and
f1 ∈ Cηb (M1). Using these definitions, we can give a meaning of the notation T1 = 0. More
precisely, T1 = 0 means 〈g1 ⊗ g2, T1〉 = 0 for all g1 ∈ Cη00(M1) and g2 ∈ Cη00(M2), that is,∫∫
g(x1)g(x2)K(x1, x2, y1, y2)dx1dx2dy1dy2 = 0.
Similarly, T1(1) = 0 is equivalent to 〈g1, 〈g2, T2f2〉1〉 = 0 for all g1 ∈ Cη00(M1) and f2, g2 ∈
Cη0 (M2), that is, for g1 ∈ Cη00(M1), g2 ∈ Cη00(M2) and almost everywhere y2 ∈M2,∫∫
g(x1)g(x2)K(x1, x2, y1, y2)dx1dx2dy1 = 0.
While T1
∗(1) = 0 means 〈g2, T2f2〉∗1 = 0 in the same conditions. Interchanging the role of
indices one obtains the meaning of T2(1) = 0 and T2
∗(1) = 0.
We also need to introduce the definition of weak boundedness property (denote by WBP).
We begin with the one factor case. Let T be a Caldero´n–Zygmund singular integral operator on
M1 and let AM1(δ, x
0
1, r1), δ ∈ (0, ϑ1], x01 ∈M1 and r1 > 0, be a set of all f ∈ Cδ0(M1) supported
in B(x01, r1) satisfying ‖f‖∞ ≤ 1 and ‖f‖δ ≤ r−δ1 . We say that T has the weak boundedness
property (denote by T ∈ WBP ) if there exist 0 < δ ≤ ϑ1 and a constant C > 0 such that for
all x01 ∈M1, r1 > 0, and all φ,ψ ∈ AM1(δ, x01, r1),
|〈Tφ, ψ〉| ≤ CVr1(x01).
Similarly we can define the set AM2(δ, x
0
2, r2), δ ∈ (0, ϑ2], x02 ∈ M2 and the weak bound-
edness property for a Caldero´n–Zygmund singular integral operator on M2.
In the following, we define the weak boundedness property in the product setting.
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Definition 3.1. Let T be a product Caldero´n–Zygmund singular integral operator on M˜. T
has the WBP if
‖〈T2φ1, ψ1〉‖CZ ≤ CVr1(x01) for all φ1, ψ1 ∈ AM1(δ, x01, r1), (3.1)
‖〈T1φ2, ψ2〉‖CZ ≤ CVr2(x02) for all φ2, ψ2 ∈ AM2(δ, x02, r2). (3.2)
It is easy to see that if T satisfies (3.1) and (3.2), then
|〈Tφ1 ⊗ φ2, ψ1 ⊗ ψ2〉| ≤ CVr1(x01)Vr2(x02) (3.3)
for all φ1, ψ1 ∈ AM1(δ, x01, r1) and φ2, ψ2 ∈ AM2(δ, x02, r2).
It is easy to see that if T is a product Caldero´n–Zygmund operator on M˜, then T has the
weak boundedness property.
We are ready to state the T1 theorem, the main result in this paper.
Theorem A Let T be a product Caldero´n–Zygmund singular integral operator on M˜ . Then
T and T˜ are both bounded on L2(M˜ ) if and only if T1, T ∗1 T˜1, and (T˜ )∗1 lie on BMO(M˜)
and T has the weak boundedness property.
The proof of Theorem A will be given in Subsection 3.2 and 3.3, respectively.
3.2 Necessary conditions of T1 Theorem
To show the necessary conditions in Theorem A, we will employ the Hardy space theory on M˜
developed in [HLL2]. As mentioned in Section 1, we first show that if T is a Caldero´n–Zygmund
operator on M˜ then T extends to a bounded operator from Hp(M˜ ) to Lp(M˜ ) for p ≤ 1 and is
close to 1. This, particularly for p = 1, together with the duality (L1, L∞) and (H1, BMO),
implies that T is bounded from L∞ to BMO. To achieve this goal, the main tool we need is
an atomic decomposition for Hp(M˜). To this end, as in the classical case, we shall first provide
Journe´-type covering lemma on M˜, for which we turn to next subsection.
3.2.1 Journe´-type covering lemma
We first need a result of Christ.
Theorem 3.2 ([Chr1]). Let (M,ρ, µ) be a space of homogeneous type, then, there exists a
collection {Ikα ⊂M : k ∈ Z, α ∈ Ik} of open subsets, where Ik is some index set, and C1, C2 > 0,
such that
(i) µ(M \⋃α Ikα) = 0 for each fixed k and Ikα⋂ Ikβ = if α 6= β;
(ii) for any α, β, k, l with l ≥ k, either I lβ ⊂ Ikα or I lβ
⋂
Ikα = ∅;
(iii) for each (k, α) and each l < k there is a unique β such that Ikα ⊂ I lβ;
(iv) diam(Ikα) ≤ C12−k;
(v) each Ikα contains some ball B(z
k
α, C22
−k), where zkα ∈M .
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Note that Carnot–Carathe´odory spaces are spaces of homogeneous type. Therefore, we
can think of Ikα as being a dyadic cube with diameter rough 2
−k centered at zkα. As a result, we
consider CIkα to be the cube with the same center as I
k
α and diameter Cdiam(I
k
α). To simplify
notations, we will call I dyadic cubes and denote the side length of I by ℓ(I).
Let {Ikiτi ⊂ Mi : ki ∈ Z, τi ∈ Iki} be the same as in Theorem 3.2. We call R = Ik1τ1 × Ik2τ2
a dyadic rectangle in M˜ . Let Ω ⊂ M˜ be an open set of finite measure and Mi(Ω) denote
the family of dyadic rectangles R ⊂ Ω which are maximal in the ith “direction”, i = 1, 2.
Also we denote by M(Ω) the set of all maximal dyadic rectangles contained in Ω. For the
sake of simplicity, we denote by R = I1 × I2 any dyadic rectangles on M1 × M2. Given
R = I1 × I2 ∈ M1(Ω), let Î2 = Î2(I1) be the biggest dyadic cube containing I2 such that
µ
((
I1 × Î2
) ∩ Ω) > 1
2
µ(I1 × Î2),
where µ = µ1×µ2 is the measure on M˜ . Similarly, Given R = I1× I2 ∈ M2(Ω), let Î1 = Î1(I2)
be the biggest dyadic cube containing I1 such that
µ
((
Î1 × I2
) ∩ Ω) > 1
2
µ(Î1 × I2).
For Ii = I
ki
τi ⊂ Mi, we denote by (Ii)k, k ∈ N, any dyadic cube Iki−kβi containing Ikiτi ,
and (Ii)0 = Ii, where i = 1, 2. Moreover, let w(x) be any increasing function such that∑∞
j=0 jw(C02
−j) < ∞, where C0 is any given positive constant. In applications, we may take
w(x) = xδ for any δ > 0.
The Journe´-type covering lemma on M˜ is the following
Lemma 3.3. Let Ω be any open subset in M˜ with finite measure. Then there exists a positive
constant C such that ∑
R=I1×I2∈M1(Ω)
µ(R)w
(µ2(I2)
µ2(Î2)
)
≤ Cµ(Ω) (3.4)
and ∑
R=I1×I2∈M2(Ω)
µ(R)w
(µ1(I1)
µ1(Î1)
)
≤ Cµ(Ω). (3.5)
Proof. It suffices to prove (3.5) since (3.4) follows similarly.
Following [P], let R = I1 × I2 ∈M2(Ω) and for k ∈ N let
AI1,k = ∪
{
I2 : I1 × I2 ∈ M2(Ω) and Î1 = (I1)k−1
}
where we use (I1)1 the denote the father of I1 in the setting of dyadic cubes in M1. Hence,
(I1)k−1 means the ancestor of I1 at (k − 1)-level. We also denote the set
A(Ω) = {I1 ⊂M1 : dyadic, and ∃ a dyadic I2 ∈M2, s.t. I1 × I2 ∈ M2(Ω)}.
We rewrite the left side in (3.5) as
∑
R=I1×I2∈M2(Ω)
µ(R)w
(µ1(I1)
µ1(Î1)
)
=
∑
I1∈A(Ω)
µ1(I1)
∞∑
k=1
∑
I2: I2∈AI1,k
µ2(I2)w
(µ1(I1)
µ1(Î1)
)
.
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Note that for i = 1, 2, x ∈Mi and λ ≥ 1, by (2.10) and (2.11),
λκiµi(B(x, r)) ≤ µi(B(x, λr)) ≤ λQiµi(B(x, r))
which implies that µi(B(x,r))µi(B(x,λr)) ≤ λ−κi for i = 1, 2. Thus, for k ∈ N and Î1 = (I1)k−1, we have
µ1(I1)
µ1(Î1)
≤ C2−κ1k. This yields
∑
R=I1×I2∈M2(Ω)
µ(R)w
(µ1(I1)
µ1(Î1)
)
≤
∑
I1∈A(Ω)
µ1(I1)
∞∑
k=1
w(C2−κ1k)
∑
I2: I2∈AI1,k
µ2(I2)
≤
∑
I1∈A(Ω)
µ1(I1)
∞∑
k=1
w(C2−κ1k)µ2(AI1,k), (3.6)
where we use the fact that all I2 in AI1,k are disjoint since I2 are the maximal dyadic cubes
and Î1 = (I1)k−1 for each fixed k ∈ N. We now estimate µ2(AI1,k). For any x2 ∈ AI1,k, by the
definition of AI1,k, there exists some dyadic cube I2 such that I1 × I2 ∈ M2(Ω), x2 ∈ I2, and
Î1 = (I1)k−1 for some k ∈ N. Thus, by the definition of Î1, µ
(
(I1)k−1×I2∩Ω
)
> 12µ
(
(I1)k−1×I2
)
and µ
(
(I1)k × I2 ∩ Ω
) ≤ 12µ((I1)k × I2). Now set EI1(Ω) = ∪{I2 : I1 × I2 ⊂ Ω}, then from the
last inequality above, we have
µ
(
(I1)k × (I2 ∩ E(I1)k)
) ≤ 1
2
µ
(
(I1)k × I2
)
,
which implies that µ2(I2 ∩E(I1)k) ≤ 12µ2(I2) and hence µ2(I2 ∩ (E(I1)k)c) > 12µ2(I2), where we
denote (E(I1)k)
c = EI1\E(I1)k . This gives
MHL,2
(
χEI1\E(I1)k
)
(x2) >
1
2
,
and hence AI1,k ⊂
{
x2 ∈M2 :MHL,2
(
χEI1\E(I1)k
)
(x2) >
1
2
}
, which implies that
µ2(AI1,k) ≤ µ2
({
x2 ∈M2 :MHL,2
(
χEI1\E(I1)k
)
(x2) >
1
2
}) ≤ Cµ2(EI1\E(I1)k), (3.7)
where we use MHL,2 to denote the Hardy–Littlewood maximal function on M2.
Thus, combining the estimates of (3.6) and (3.7), we obtain
∑
R=I1×I2∈M2(Ω)
µ(R)w
(µ1(I1)
µ1(Î1)
)
≤ C
∑
I1∈A(Ω)
µ1(I1)
∞∑
k=1
w(C2−κ1k)µ2(EI1\E(I1)k).
Next, we point out that for each k ∈ N,
µ2(EI1\E(I1)k)≤µ2(EI1\E(I1)1) + · · ·+ µ2(E(I1)k−1\E(I1)k)
≤C
∑
I˜: dyadic, I1⊆I˜&(I1)k, I˜×(EI˜\E(I˜)1 )⊂Ω
µ2(EI˜\E(I˜)1),
where the last inequality follows from the definition of (I1)k. As a consequence,∑
R=I1×I2∈M2(Ω)
µ(R)w
(µ1(I1)
µ1(Î1)
)
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≤ C
∑
I1∈A(Ω)
µ1(I1)
∞∑
k=1
w(C2−κ1k)
∑
I˜: dyadic, I1⊆I˜&(I1)k, I˜×(EI˜\E(I˜)1)⊂Ω
µ2(EI˜\E(I˜)1).
Now interchanging the order of the sums we can obtain that the above inequality is bounded
by
C
∞∑
k=1
w(C2−κ1k)
∑
I˜: dyadic, I˜×(E
I˜
\E
(I˜)1
)⊂Ω
µ1(I˜)µ2(EI˜\E(I˜)1)
∑
I1: dyadic, I1⊆I˜&(I1)k ,
µ1(I1)
µ1(I˜)
≤ C
∞∑
k=1
w(C2−κ1k)
∑
I˜: dyadic, I˜×(E
I˜
\E
(I˜)1
)⊂Ω
µ1(I˜)µ2(EI˜\E(I˜)1)
k∑
j=1
∑
I1: dyadic, I1⊆I˜&(I1)j ,
µ1(I1)
µ1(I˜)
.
Note that in the last inequality above, we have µ1(I1)
µ1(I˜)
≤ 2−jκ1 . Hence
∑
R=I1×I2∈M2(Ω)
µ(R)w
(µ1(I1)
µ1(Î1)
)
≤ C
∞∑
k=1
kw(C2−κ1k)
∑
I˜: dyadic, I˜×(E
I˜
\E
(I˜)1
)⊂Ω
µ1(I˜)µ2(EI˜\E(I˜)1)
≤ C
∞∑
k=1
kw(C2−κ1k)µ(Ω)
≤ Cµ(Ω),
since I˜ × (E
I˜
\E
(I˜)1
) are contained in {I˜ dyadic, I˜ × (E
I˜
\E
(I˜)1
) ⊂ Ω} and are disjoint.
The proof of Lemma 3.3 is concluded. This covering lemma will be a key tool to obtain
an atomic decomposition for Hp(M˜), which will be given in next subsection.
3.2.2 Atomic decomposition
In this subsection, we will apply Journe´-type covering lemma to provide an atomic decompo-
sition for Hp(M˜ ). We point out that the atomic decomposition provided in this subsection is
different from the classical ones. More precisely, we will prove an atomic decomposition for
Lq(M˜) ∩Hp(M˜ ), 1 < q < ∞, where the decomposition converges in both Lq(M˜ ) and Hp(M˜ )
norms. The convergence in both Lq(M˜) and Hp(M˜ ) norms will be crucial for proving the
boundedness for operators from Hp(M˜) to Lp(M˜).
Suppose that max
( Q1
Q1+ϑ1
, Q2Q2+ϑ2
)
< p ≤ 1 and 1 < q <∞. We first define an (p, q)-atom
for the Hardy space Hp(M˜ ) as follows.
Definition 3.4. A function a(x1, x2) defined on M˜ is called an (p, q)-atom ofH
p(M˜) if a(x1, x2)
satisfies:
(1) supp a ⊂ Ω, where Ω is an open set of M˜ with finite measure;
(2) ‖a‖Lq ≤ µ(Ω)1/q−1/p;
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(3) a can be further decomposed into rectangle (p, q)-atoms aR associated to dyadic rectangle
R = I1 × I2, satisfying the following
(i) there exist two constants C1 and C2 such that supp aR ⊂ C1I1 × C2I2;
(ii)
∫
M1
aR(x1, x2)dx1 = 0 for a.e. x2 ∈M2 and
∫
M2
aR(x1, x2)dx2 = 0 for a.e.
x1 ∈M1;
(iii-a) for 2 ≤ q <∞, a = ∑
R∈M(Ω)
aR and
( ∑
R∈M(Ω)
‖aR‖qLq
)1/q ≤ µ(Ω)1/q−1/p.
(iii-b) for 1 < q < 2, a =
∑
R∈M1(Ω)
aR +
∑
R∈M2(Ω)
aR and for some δ > 0, there exists a
constant Cq,δ such that( ∑
R∈M1(Ω)
(µ2(I2)
µ2(Î2)
)δ‖aR‖qLq + ∑
R∈M2(Ω)
(µ1(I1)
µ1(Î1)
)δ‖aR‖qLq)1/q ≤ Cq,δµ(Ω)1/q−1/p.
We remark that when M˜ = Rn × Rm an (p, 2)-atom with the conditions (i), (ii) and (iii-
a)(q = 2) was introduced by R. Fefferman [F]. Note that the condition in (iii-b) is new, which
was appeared in the classical case if the (p, q)-atom is defined. See [HLZ] for more details.
The main result in this subsection is the following
Theorem 3.5. Suppose that max
( Q1
Q1+ϑ1
, Q2Q2+ϑ2
)
< p ≤ 1 < q <∞. Then f ∈ Lq(M˜)∩Hp(M˜ )
if and only if f has an atomic decomposition, that is,
f =
∞∑
i=−∞
λiai, (3.8)
where ai are (p, q) atoms,
∑
i |λi|p <∞, and the series converges in both Hp(M˜ ) and Lq(M˜ ).
Moreover,
‖f‖
Hp(M˜)
≈ inf {{∑
i
|λi|p}
1
p , f =
∑
i
λiai
}
,
where the infimum is taken over all decompositions as above and the implicit constants are
independent of the Lq(M˜) and Hp(M˜ ) norms of f.
Proof of Theorem 3.5. Let f ∈ Lq(M˜)∩Hp(M˜). We prove that f has an atomic decomposition.
The key tool to do this is the following discrete Caldero´n’s identity in [HLL2, Theorem 2.9].
f(x1, x2) =
∞∑
k1=−∞
∞∑
k2=−∞
∑
I1
∑
I2
µ1(I1)µ2(I2) (3.9)
×Dk1(x1, xI1)Dk2(x2, xI2) ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2)
where the series converges in the norm of Lq(M˜ ), 1 < q <∞ and Hp(M˜). See [HLL2] for more
details.
Note that as a function of x1, Dk1(x1, xI1) is supported in {x1 : d1(x1, xI1) ≤ C2−k1+N1}
and similarly for Dk2(x2, xI2). For each k ∈ Z, let
Ωk = {(x1, x2) ∈M1 ×M2 : ˜˜Sd(f)(x1, x2) > 2k},
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where
˜˜
Sd(f) is similar to S˜d(f) but with Dk1Dk2 replaced by
˜˜
Dk1
˜˜
Dk2 . More precisely,
˜˜
Sd(f)(x1, x2) =
{ ∞∑
k1=−∞
∞∑
k2=−∞
∑
I1
∑
I2
| ˜˜Dk1 ˜˜Dk2(f)(x1, x2)|2χI1(x1)χI2(x2)}1/2.
By the Plancherel–Poˆlya inequality in [HLL2], it follows that
‖S˜d(f)‖p ≈ ‖˜˜Sd(f)‖p
for max
( Q1
Q1+ϑ1
, Q2Q2+ϑ2
)
< p <∞. Therefore,
‖f‖
Hp(M˜ )
≈ ‖˜˜Sd(f)‖p.
Set
Ω˜k = {(x1, x2) ∈M1 ×M2 :Ms(χΩk)(x1, x2) > C˜},
where Ms is the strong maximal function on M˜ and C˜ is a constant to be decided later. Let
Bk =
{
R = I1 × I2 : µ(Ωk ∩R) > 1
2
µ(R), and µ(Ωk+1 ∩R) ≤ 1
2
µ(R)
}
.
Rewrite (3.9) as
f(x1, x2) =
∞∑
k=−∞
∑
R=I1×I2∈Bk
µ1(I1)µ2(I2)Dk1(x1, xI1)Dk2(x2, xI2)
˜˜
Dk1
˜˜
Dk2(f)(xI1 , xI2)
=
∞∑
k=−∞
λkak(x1, x2),
where
ak(x1, x2) =
1
λk
∑
R=I1×I2∈Bk
µ1(I1)µ2(I2)Dk1(x1, xI1)Dk2(x2, xI2)
˜˜
Dk1
˜˜
Dk2(f)(xI1 , xI2) (3.10)
and
λk = C
∥∥∥∥{ ∑
R=I1×I2∈Bk
∣∣∣ ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2)χR(·, ·)∣∣∣2}1/2∥∥∥∥
q
∣∣Ω˜k∣∣1/p−1/q (3.11)
when 2 ≤ q <∞, and for 1 < q < 2,
λk = C
∥∥∥∥{ ∑
R=I1×I2∈Bk
∣∣∣ ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2)χR(·, ·)∣∣∣2}1/2∥∥∥∥
2
∣∣Ω˜k∣∣1/p−1/2. (3.12)
To see that the atomic decomposition
∑∞
k=−∞ λkak(x1, x2) converges to f in the L
q norm, we
only need to show that ‖∑|k|>ℓ λkak(x1, x2)‖q → 0 as ℓ→∞. This follows from the following
duality argument: Let h ∈ Lq′ with ‖h‖q′ = 1, then∥∥ ∑
|k|>ℓ
λkak(x1, x2)
∥∥
q
= sup
‖h‖q′=1
∣∣〈∑
|k|>ℓ
λkak(x1, x2), h〉
∣∣.
Note that〈 ∑
|k|>ℓ
λkak(x1, x2), h
〉
=
∑
|k|>ℓ
∑
R=I1×I2∈Bk
µ1(I1)µ2(I2)D
∗
k1D
∗
k2(h)(xI1 , xI2)
˜˜
Dk1
˜˜
Dk2(f)(xI1 , xI2)
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=
∫ ∑
|k|>ℓ
∑
R=I1×I2∈Bk
D∗k1D
∗
k2(h)(xI1 , xI2)
× ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2)χR(x1, x2)dµ(x1)dµ(x2).
Applying Ho¨lder’s inequality gives∣∣〈 ∑
|k|>ℓ
λkak(x1, x2), h
〉∣∣≤ ∥∥∥{ ∑
|k|>ℓ
∑
R=I1×I2∈Bk
∣∣D∗k1D∗k2(h)(xI1 , xI2)∣∣2χR(·, ·)}1/2∥∥∥q′
×
∥∥∥{ ∑
|k|>ℓ
∑
R=I1×I2∈Bk
∣∣ ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2)∣∣2χR(·, ·)}1/2∥∥∥
q
.
Note again that∥∥∥{ ∑
|k|>ℓ
∑
R=I1×I2∈Bk
∣∣D∗k1D∗k2(h)(xI1 , xI2)∣∣2χR(·, ·)}1/2∥∥∥q′ ≤ C‖h‖q′
and ∥∥∥{ ∑
|k|>ℓ
∑
R=I1×I2∈Bk
∣∣ ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2)∣∣2χR(·, ·)}1/2∥∥∥
q
tends to zero as ℓ tends to infinity. This implies that ‖∑|k|>ℓ λkak(x1, x2)‖q → 0 as ℓ → ∞
and hence, the atomic decomposition
∑∞
k=−∞ λkak(x1, x2) converges to f in the L
q norm.
To see that ak has the compact support, by choosing C˜ sufficiently small, we can conclude
that suppak ⊂ Ω˜k since Dk1(x1, xI1) and Dk2(x2, xI2), as functions of x1 and x2, respectively,
have compact supports with diameters being equivalent to 2−k1 and 2−k2 , respectively. This
implies that ak satisfies the condition (1) of Definition 3.4.
We now verify that ak satisfies (2) of Definition 3.4. To this end, let h ∈ Lq′(M˜) with
‖h‖Lq′ = 1, where q′ is the conjugate index of q. By the duality argument,∥∥∥ ∑
R=I1×I2∈Bk
µ(R)Dk1(·, xI1)Dk2(·, xI2) ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2)∥∥∥
q
= sup
‖h‖
Lq
′=1
∣∣∣〈 ∑
R=I1×I2∈Bk
µ(R)Dk1(·, xI1)Dk2(·, xI2) ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2), h〉∣∣∣.
Applying Ho¨lder’s inequality and the discrete Littlewood–Paley square function estimates on
Lq for 1 < q <∞, the last term above is dominated by
sup
‖h‖
Lq
′=1
∥∥∥{ ∑
R=I1×I2∈Bk
∣∣Dk1Dk2(h)(xI1 , xI2)∣∣2χR(·, ·)}1/2∥∥∥
q′
×
∥∥∥{ ∑
R=I1×I2∈Bk
∣∣ ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2)∣∣2χR(·, ·)}1/2∥∥∥
q
≤ C
∥∥∥{ ∑
R=I1×I2∈Bk
∣∣ ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2)∣∣2χR(·, ·)}1/2∥∥∥
q
.
This yields that when 2 ≤ q <∞,
‖ak‖q =
(
C
∥∥∥∥{ ∑
R=I1×I2∈Bk
∣∣∣ ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2)χR(·, ·)∣∣∣2}1/2∥∥∥∥
q
µ
(
Ω˜k
)1/p−1/q)−1
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×
∥∥∥ ∑
R=I1×I2∈Bk
µ(R)Dk1(·, xI1)Dk2(·, xI2) ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2)∥∥∥
q
≤µ(Ω˜k)1/q−1/p.
For 1 < q < 2, since ak is supported in Ω˜k, applying Ho¨lder’s inequality yields
‖ak‖q =
(
C
∥∥∥∥{ ∑
R=I1×I2∈Bk
∣∣∣ ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2)χR(·, ·)∣∣∣2}1/2∥∥∥∥
2
µ
(
Ω˜k
)1/p−1/2)−1
×
∥∥∥ ∑
R=I1×I2∈Bk
µ(R)Dk1(·, xI1)Dk2(·, xI2) ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2)∥∥∥
q
≤
(
C
∥∥∥∥{ ∑
R=I1×I2∈Bk
∣∣∣ ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2)χR(·, ·)∣∣∣2}1/2∥∥∥∥
2
µ
(
Ω˜k
)1/p−1/2)−1
×µ(Ω˜k)1/q−1/2∥∥∥ ∑
R=I1×I2∈Bk
µ(R)Dk1(·, xI1)Dk2(·, xI2) ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2)∥∥∥
2
≤µ(Ω˜k)1/q−1/p,
where we use the fact that∥∥∥ ∑
R=I1×I2∈Bk
µ(R)Dk1(·, xI1)Dk2(·, xI2) ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2)∥∥∥
2
≤ C
∥∥∥∥{ ∑
R=I1×I2∈Bk
∣∣∣ ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2)χR(·, ·)∣∣∣2}1/2∥∥∥∥
2
.
As a consequence, we get that ak satisfies (2) of Definition 3.4. It remains to check that ak
satisfies the condition (3) of Definition 3.4. To see this, we can further decompose ak as
ak =
∑
R∈M(Ω˜k)
ak,R,
where
ak,R(x1, x2) =
1
λk
∑
R=I1×I2∈Bk, R⊂R
µ1(I1)µ2(I2)
×Dk1(x1, xI1)Dk2(x2, xI2) ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2).
Similar to ak, we can verify that
suppak,R ⊂ CR
and by the facts that
∫
Dk1(x1, xI1)dx1 =
∫
Dk2(x2, xI2)dx2 = 0, for a.e. x2 ∈M2,∫
M1
ak,R(x1, x2)dx1 = 0
and for a.e. x1 ∈M1, ∫
M2
ak,R(x1, x2)dx2 = 0,
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which yield that the conditions (i) and (ii) of (3) in Definition 3.4 hold. Now it’s left to show
that ak satisfies the conditions (iii-a) and (iii-b) of (3).
For 2 ≤ q < ∞, we verify that ak satisfies (iii-a). To do this, by the definition of λk, we
have
‖ak,R‖q =
(
C
∥∥∥∥{ ∑
R=I1×I2∈Bk
∣∣∣ ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2)χR(·, ·)∣∣∣2}1/2∥∥∥∥
q
µ
(
Ω˜k
)1/p−1/q)−1
×
∥∥∥ ∑
R=I1×I2∈Bk, R⊂R
µ(R)Dk1(·, xI1)Dk2(·, xI2) ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2)∥∥∥
q
.
Applying the same argument for the estimates of ‖ak‖q with 2 ≤ q <∞ yields{ ∑
R∈M(Ω˜k)
∥∥ak,R∥∥qLq}1/q ≤ µ(Ω˜k)1/q−1/p,
which concludes that the condition (iii-a) holds.
For 1 < q < 2, we first write∑
R=I1×I2∈M1(Ω˜k)
(µ2(I2)
µ2(Î2)
)δ∥∥ak,R∥∥qLq ≤ Cλqk
∑
R=I1×I2∈M1(Ω˜k)
(µ2(I2)
µ2(Î2)
)δ
×
∥∥∥{ ∑
R=I1×I2∈Bk, R⊂R
∣∣ ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2)∣∣2χR(·, ·)}1/2∥∥∥q
q
.
Applying Ho¨lder’s inequality and the definition of λk, the last term above then is less or equal
to
C
λqk
∑
R=I1×I2∈M1(Ω˜k)
(µ2(I2)
µ2(Î2)
)δ
µ(R)1−q/2
×
{∫ ∑
R=I1×I2∈Bk, R⊂R
∣∣ ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2)∣∣2χR(x1, x2)dx1dx2}q/2
≤ C
λqk
{ ∑
R=I1×I2∈M1(Ω˜k)
(µ2(I2)
µ2(Î2)
)δ′
µ(R)
}1−q/2
×
{∫ ∑
R=I1×I2∈Bk, R⊂R
∣∣ ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2)∣∣2χR(x1, x2)dx1dx2}q/2
≤ Cq,δµ(Ω˜k)1−q/2µ(Ω˜k)q/2−q/p
= Cq,δµ(Ω˜k)
1−q/p,
where the last inequality follows from Journe´-type covering lemma with δ′ = 2δ2−q .
Similarly, ∑
R=I1×I2∈M2(Ω˜k)
(µ1(I1)
µ1(Î1)
)δ∥∥ak,R∥∥qLq ≤ Cq,δµ(Ω˜k)1−q/p.
This implies that the condition (iii-b) holds and hence, we obtain a desired atomic decompo-
sition for f .
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To prove the converse, it suffices to verify that there exists a positive constant C such
that
‖S˜(a)‖
Lp(M˜ )
≤ C (3.13)
for each (p, q)-atom a of Hp(M˜ ) with 1 < q < ∞. This is because if f has an atomic decom-
position f =
∑
i λiai, where the series converges in both L
q and Hp(M˜) norms, then
‖S˜(f)‖pp ≤
∑
i
|λi|p‖S˜(ai)‖pp,
where the fact that the series in the atomic decomposition of f converges in the norm of Lq is
used. This together with (3.13) gives
‖f‖pHp ≤ C‖S˜(f)‖pp ≤ C
∑
i
|λi|p‖S˜(ai)‖pp ≤ C
∑
i
|λi|p <∞.
Finally, it remains to show (3.13). Fix an (p, q)-atom a with suppa ⊂ Ω and a =∑R∈M(Ω) aR.
Set
Ω˜ = {(x1, x2) ∈ M˜ : Ms(χΩ)(x1, x2) > 1/2}
and ˜˜
Ω = {(x1, x2) ∈ M˜ : Ms(χΩ˜)(x1, x2) > 1/2}.
Moreover, for any R = I1 × I2 ∈ M1(Ω), set R̂ = Î1 × I2 ⊂ M1(Ω˜). Then µ(R̂ ∩ Ω) > µ(R̂)2 .
Similarly, set
̂̂
R = Î1 × Î2 ⊂M2( ˜˜Ω). Then µ( ̂̂R ∩ Ω˜) > µ( ̂̂R)2 .
Now let C be a constant to be chosen later. We write
‖S˜(a)‖p
Lp(M˜)
=
∫
∪R∈M(Ω)100C ̂̂R
S˜(a)(x1, x2)
pdx1dx2 +
∫
(∪R∈M(Ω)100C ̂̂R)c
S˜(a)(x1, x2)
pdx1dx2
=: A+B.
For A, applying the Ho¨lder inequality and Theorem 2.12 and using the Lq boundedness
of S˜, we have
A≤µ( ∪R∈M(Ω) 100C ̂̂R)1−p/q (∫
M˜
|S˜(a)(x1, x2)|qdx1dx2
)p/q
≤Cµ(Ω)1−p/q‖a‖p
Lq(M)
≤C.
To estimate B, we write
B ≤
∑
R∈M(Ω)
∫
(100C
̂̂
R)c
S˜(aR)(x1, x2)
pdx1dx2
≤
∑
R∈M(Ω)
∫
x1 6∈100CÎ1
∫
M2
S˜(aR)(x1, x2)
pdx1dx2
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+
∑
R∈M(Ω)
∫
M1
∫
x2 6∈100CÎ2
S˜(aR)(x1, x2)
pdx1dx2
=:B1 +B2.
It suffices to estimate B1 since the estimate for B2 is similar. We further decompose B1
as follows.
B1 =
∑
R∈M(Ω)
∫
x1 6∈100CÎ1
∫
x2∈100CI2
S˜(aR)(x1, x2)
pdx1dx2
+
∑
R∈M(Ω)
∫
x1 6∈100CÎ1
∫
x2 6∈100CI2
S˜(aR)(x1, x2)
pdx1dx2
=:B11 +B12.
Applying Ho¨lder’s inequality for B11 implies∫
x1 6∈100CÎ1
∫
x2∈100CI2
S˜(aR)(x1, x2)
pdx1dx2
≤ Cµ2(I2)1−p/q
∫
x1 6∈100CÎ1
[∫
M2
S˜(aR)(x1, x2)
qdx2
]p/q
dx1.
To estimate the last term above, write∫
M2
S˜(aR)(x1, x2)
qdx2
=
∫
M2
[
∞∑
k1=−∞
∞∑
k2=−∞
∣∣Dk1Dk2(aR)(x1, x2)∣∣2] q2dx2.
Consider the Hilbert space H =
{
Fk1(x1) : ‖Fk1(x1)‖H = {
∑
k1
|Fk1(x1)|2}
1
2
}
. Then the last
term above can be written as∫
M2
[∑
k2
‖Dk2(Dk1aR)(x1, ·)(x2)‖2H
] q
2 dx2.
Applying the vector-valued Littlewood–Paley estimate, we have∫
M2
S˜(aR)(x1, x2)
qdx2 ≤C
∫
M2
{‖(Dk1aR)(x1, x2)‖2H} q2 dx2
=C
∫
M2
[ ∞∑
k1=−∞
∣∣ ∫
M1
Dk1(x1, y1)aR(y1, x2)dy1
∣∣2] q2dx2. (3.14)
We first consider the term
∫
M1
Dk1(x1, y1)aR(y1, x2)dy1 in (3.14). Using the cancellation con-
dition of the atom aR and the smoothness conditions on Dk1 yields∣∣∣ ∫
M1
Dk1(x1, y1)aR(y1, x2)dy1
∣∣
=
∣∣∣ ∫
M1
[Dk1(x1, y1)−Dk1(x1, z1)]aR(y1, x2)dy1
∣∣∣
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≤ C2k1ϑ1ℓ(I1)ϑ1
( 1
V2−k1 (x1) + V2−k1 (z1) + V (x1, z1)
) ∫
M1
|aR(y1, x2)|dy1,
where we use z1 to denote the center of I1.
Putting the above estimate into (3.14) implies∫
M2
S˜(aR)(x1, x2)
qdx2
≤ C
∫
M2
[ ∞∑
k1=−∞
(
2k1ϑ1ℓ(I1)
ϑ1 1
V2−k1 (x1) + V2−k1 (z1) + V (x1, z1)
)2] q2
dx2µ1(I1)
q−1‖aR‖q
Lq(M˜ )
.
Note that suppaR ⊂ C1I1 × C2I2. So y1 ∈ C1I1. Since Dk1(x1, y1) is supported in {y1 :
d1(x1, y1) < C2
−k1}, if x1 6∈ 100CÎ1, then, by choosing C large enough, k1 ≤ k˜1, where k˜1 is
chosen such that 2−k˜1 ≈ 100Cℓ(I˜1). Applying the above estimate gives∫
x1 6∈100CÎ1
∫
x2∈100CI2
S˜(aR)(x1, x2)
pdx1dx2
≤ Cµ2(I2)1−p/q
∫
x1 6∈100CÎ1
[ k˜1∑
k1=−∞
C2qkϑ1ℓ(I1)
qϑ1
( 1
V2−k1 (x1) + V2−k1 (z1) + V (x1, z1)
)q
×
( 2−k̂1
d(x1, z1)
)qϑ1
µ1(I1)
q−1‖aR‖q
Lq(M˜)
]p/q
dx1
≤ Cµ2(I2)1−p/qµ1(I1)p−p/qℓ(I1)pϑ1‖aR‖p
Lq(M˜)
∫
x1 6∈100CÎ1
( 1
V (x1, z1)d1(x1, z1)ϑ1
)p
dx1.
By decomposing the set {x1 6∈ 100CÎ1} into annuli according to ℓ(Î1), we can verify that∫
x1 6∈100CÎ1
( 1
V (x1, z1)d1(x1, z1)ϑ1
)p
dx1 ≤ C 1
ℓ(Î1)pϑ1
V (z1, ℓ(Î1))
1−p.
As a consequence, we obtain∫
x1 6∈100CÎ1
∫
x2∈100CI2
S˜(aR)(x1, x2)
pdx1dx2
≤ Cµ2(I2)1−p/qµ1(I1)p−p/qℓ(I1)pϑ1‖aR‖p
Lq(M˜ )
1
ℓ(Î1)pϑ1
V (z1, ℓ(Î1))
1−p
≤ Cµ(R)1−p/q‖aR‖p
Lq(M˜ )
(ℓ(I1)
ℓ(Î1)
)pϑ1(V (z1, ℓ(Î1))
µ1(I1)
)1−p
. (3.15)
Next, since
µ1(Î1)
µ1(I1)
≤
(ℓ(Î1)
ℓ(I1)
)Q1
,
where Q1 is the upper dimension of M1, we have that
ℓ(I1)
ℓ(Î1)
≤
(µ1(I1)
µ1(Î1)
) 1
Q1 ,
which yields that(ℓ(I1)
ℓ(Î1)
)pϑ1(V (z1, ℓ(Î1))
µ1(I1)
)1−p ≤C(µ1(I1)
µ1(Î1)
) pϑ1
Q1
+p−1
=: w
(µ1(I1)
µ1(Î1)
)
,
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where w(x) = xα with α = pϑ1Q1 + p− 1 > 0 since p >
Q1
Q1+ϑ1
.
When 2 ≤ q <∞, applying Ho¨lder’s inequality yields
B11≤C
∑
R∈M(Ω)
‖aR‖p
Lq(M˜)
µ(R)1−p/qw
(µ1(I1)
µ1(Î1)
)
≤C
( ∑
R∈M(Ω)
‖aR‖q
Lq(M˜)
)p/q( ∑
R∈M(Ω)
µ(R)w˜
(µ1(I1)
µ1(Î1)
))1−p/q
≤Cµ(Ω)p/q−1µ(Ω)1−p/q
≤C,
where the last inequality follows from Journe´’s covering Lemma 3.3 with w˜ = w
q
q−p .
If 1 < q < 2, we have
B11 ≤C
∑
R∈M(Ω)
‖aR‖p
Lq(M˜ )
µ(R)1−p/qw
(µ1(I1)
µ1(Î1)
)
≤C
∑
R∈M(Ω)
‖aR‖p
Lq(M˜ )
w
(µ1(I1)
µ1(Î1)
)
µ(R)1−p/qw
(µ1(I1)
µ1(Î1)
)
.
Applying Ho¨lder’s inequality implies that the last term above is bounded by
C
( ∑
R∈M(Ω)
‖aR‖q
Lq(M˜)
˜˜w(µ1(I1)
µ1(Î1)
))p/q( ∑
R∈M(Ω)
µ(R)w˜
(µ1(I1)
µ1(Î1)
))1−p/q
≤ Cµ(Ω)p/q−1µ(Ω)1−p/q ≤ C,
where w = w
1
2 , w˜ = w
q
q−p and ˜˜w = w qp .
Now we consider B12. Note that in this case, we have x1 6∈ 100CÎ1 and x2 6∈ 100CI2.
Thus, similar to the arguments in the case of B11, by choosing C large enough, we have two
constants k̂1 and k̂2 such that 2
−k̂1 ≈ ℓ(Î1), 2−k̂2 ≈ ℓ(I2) and k1 ≤ k̂1 and k2 ≤ k̂2. Hence, we
can rewrite
B12=
∑
R∈M(Ω)
∫
x1 6∈100CÎ1
∫
x2 6∈100CI2∣∣∣∣∣∣
k̂1∑
k1=−∞
k̂2∑
k2=−∞
∣∣∣ ∫
M˜
Dk1(x1, y1)Dk2(x2, y2)aR(y1, y2)dy1dy2
∣∣∣q
∣∣∣∣∣∣
p/q
dx1dx2
=
∑
R∈M(Ω)
∫
x1 6∈100CÎ1
∫
x2 6∈100CI2
∣∣∣∣ k̂1∑
k1=−∞
k̂2∑
k2=−∞
∣∣∣ ∫
M˜
[Dk1(x1, y1)−Dk1(x1, z1)]
×[Dk2(x2, y2)−Dk2(x2, z2)]aR(y1, y2)dy1dy2
∣∣∣q∣∣∣∣p/qdx1dx2,
where the second equality follows from the cancellation condition of the atoms aR(y1, y2). Then,
by applying smoothness properties of Dk1(x1, y1) and Dk2(x2, y2), we have
B12 ≤
∑
R∈M(Ω)
∫
x1 6∈100CÎ1
∫
x2 6∈100CI2
[
k̂1∑
k1=−∞
k̂2∑
k2=−∞
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×
∣∣∣ ∫
M˜
2qk1ϑ1ℓ(I1)
qϑ1
( 1
V2−k1 (x1) + V2−k1 (z1) + V (x1, z1)
)q( 2−k̂1
d(x1, z1)
)qϑ1
×2qk2ϑ2ℓ(I2)qϑ2
( 1
V2−k2 (x2) + V2−k2 (z2) + V (x2, z2)
)q( 2−k̂2
d(x2, z2)
)qϑ2
×|aR(y1, y2)|dy1dy2
∣∣∣q]p/qdx1dx2
≤Cµ(R)1−p/q‖aR‖p
Lq(M˜)
(ℓ(I1)
ℓ(Î1)
)pϑ1(V (z1, ℓ(Î1))
µ1(I1)
)1−p
.
Similar to estimates as those in B11, we obtain
B12≤Cµ(Ω)p/q−1µ(Ω)1−p/q ≤ C.
Combining the estimates of B11 and B12 yields B1 ≤ C, which in turn gives B2 ≤ C. The
proof of Theorem 3.5 is concluded.
3.2.3 Hp → Lp boundedness
In this subsection, applying the atomic decomposition provided in the previous subsection, we
show the following
Theorem 3.6. Suppose that T is a product Caldero´n–Zygmund operator defined in Subsection
3.1. Then for max
( Q1
Q1+ϑ1
, Q2Q2+ϑ2
)
< p ≤ 1, T extends to a bounded operator from Hp(M˜) to
Lp(M˜ ). Moreover, there exists a constant C such that
‖Tf‖
Lp(M˜ )
≤ C‖f‖
Hp(M˜ )
.
Proof. Fix max
( Q1
Q1+ϑ1
, Q2Q2+ϑ2
)
< p ≤ 1. Since Hp(M˜) ∩ L2 is dense in Hp(M˜), it suffices to
prove that there exists a positive constant C such that for every f ∈ Hp(M˜ ) ∩ L2,
‖Tf‖
Lp(M˜)
≤ C‖f‖
Hp(M˜)
. (3.16)
To prove (3.16), similar to the proof of Theorem 3.5, we only need to show that for any
(p, 2)-atom a of Hp(M˜ ), ‖Ta‖
Lp(M˜)
is uniformly bounded. To do this, suppose that a is an
(p, 2)-atom with suppa ⊂ Ω and a = ∑R∈M(Ω) aR. Set Ω˜, ˜˜Ω, R, R̂ and ̂̂R as in the proof of
Theorem 3.5.
To prove that ‖T (a)‖p
Lp(M˜)
≤ C, where C is a positive constant independent of a, we
decompose ‖T (a)‖p
Lp(M˜)
as follows.
‖T (a)‖p
Lp(M˜)
=
∫
∪R∈M(Ω)100C ̂̂R
T (a)(x1, x2)
pdx1dx2 +
∫
(∪R∈M(Ω)100C ̂̂R)c
T (a)(x1, x2)
pdx1dx2
=: A+B.
Applying the Ho¨lder inequality and the L2 boundedness of T implies
A≤µ( ⋃
R∈M(Ω)
100C
̂̂
R
)1−p/2(∫
M˜
|T (a)(x1, x2)|2dx1dx2
)p/2
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≤Cµ(Ω)1−p/2‖a‖p
L2(M˜)
≤C.
To estimate B, we write
B ≤
∑
R∈M(Ω)
∫
(100C
̂̂
R)c
T (aR)(x1, x2)
pdx1dx2
≤
∑
R∈M(Ω)
∫
x1 6∈100CÎ1
∫
M2
T (aR)(x1, x2)
pdx1dx2
+
∑
R∈M(Ω)
∫
M1
∫
x2 6∈100CÎ2
T (aR)(x1, x2)
pdx1dx2
=:B1 +B2.
We only need to estimate B1 since the proof of estimate for B2 is similar. To do this, we
write
B1 =
∑
R∈M(Ω)
(∫
x1 6∈100CÎ1
∫
x2∈10I2
+
∫
x1 6∈100CÎ1
∫
x2 6∈10I2
)
T (aR)(x1, x2)
pdx1dx2
=:B11 +B12.
By Ho¨lder’s inequality we obtain
B11 ≤ C
∑
R∈M(Ω)
µ2(I2)
1−p/2
∫
x1 6∈100CÎ1
( ∫
x2∈10I2
T (aR)(x1, x2)
2dx2
)p/2
dx1.
To estimate the inside integral above, using the cancellation condition on aR, we write
T (aR)(x1, x2) =
∫∫
3R
[
K(x1, x2, y1, y2)−K(x1, x2, yI1 , y2)
]
aR(y1, y2)dy1dy2.
Applying the smoothness condition on K yields∫
x2∈10I2
|T (aR)(x1, x2)|2dx2
≤ Cµ1(I1)
∫∫
3I1
‖K1(x1, y1)−K1(x1, yI1)‖2CZ ‖aR(y1, ·)‖2L2(M2)dy1 (3.17)
≤ C
(d1(y1, yI1)
d1(x1, yI1)
)2ǫ
V (x1, yI1)
−2 µ1(I1)‖aR‖2L2(M˜ ).
Inserting this estimate into the right side of the estimate for B11 implies
B11 ≤C
∑
R∈M(Ω)
µ2(I2)
1−p/2
×
∫
x1 6∈100CÎ1
((d1(y1, yI1)
d1(x1, yI1)
)2ǫ
V (x1, yI1)
−2 µ1(I1)‖aR‖2L2(M˜)
)p/2
dx1
≤C
∑
R∈M(Ω)
µ2(I2)
1−p/2µ1(I1)p/2ℓ(I1)pǫ‖aR‖p
L2(M˜)
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×
∫
x1 6∈100CÎ1
d1(x1, yI1)
−pǫV (x1, yI1)
−pdx1,
where yI1 is the center of the cube I1 and the fact that d1(y1, yI1) ≤ 12Ad1(x1, yI1) is used.
We now estimate the last integral above. To this end, we decompose the set {x1 6∈ 100CÎ1}
into annuli and then get∫
x1 6∈100CÎ1
d1(x1, yI1)
−pǫV (x1, yI1)
−pdx1 (3.18)
≤ C
∞∑
k=0
(
2kℓ(Î1)
)−pǫ
V
(
yI1 , 2
kℓ(Î1)
)1−p
≤ C
∞∑
k=0
2−kpǫℓ(Î1)−pǫ2kQ1(1−p)V
(
yI1 , ℓ(Î1)
)1−p
≤ Cℓ(Î1)−pǫV
(
yI1 , ℓ(Î1)
)1−p
,
where the last inequality follows from the condition that max
( Q1
Q1+ϑ1
, Q2Q2+ϑ2
)
< p ≤ 1.
Putting all estimates together implies
B11 ≤C
∑
R∈M(Ω)
µ(R)1−p/2
(ℓ(I1)
ℓ(Î1)
)pǫ(V (yI1 , ℓ(Î1))
µ1(I1)
)1−p‖aR‖p
L2(M˜)
.
Repeating the same argument as in (3.12) gives
B11 ≤ C,
where C is a positive constant independent of the atom a.
We now turn to estimate B12. To do this, again using the cancellation conditions on aR
yields
TaR(x1, x2)
=
∫∫
3R
[
K(x1, x2, y1, y2)−K(x1, x2, yI1 , y2)−K(x1, x2, y1, yI2) +K(x1, x2, yI1 , yI2)
]
×aR(y1, y2)dy1dy2.
By the smoothness condition on K and we obtain
|TaR(x1, x2)|
≤ C
(d1(y1, yI1)
d1(x1, yI1)
)ǫ
V (x1, yI1)
−1
(d2(y2, yI2)
d2(x2, yI2)
)ǫ
V (x2, yI2)
−1
∫∫
3R
|aR(y1, y2)|dy1dy2
and hence
B12 ≤C
∑
R∈M(Ω)
∫
x1 6∈100CÎ1
∫
x2 6∈10I2
( ∫∫
3R
(d1(y1, yI1)
d1(x1, yI1)
)ǫ
V (x1, yI1)
−1
×
(d2(y2, yI2)
d2(x2, yI2)
)ǫ
V (x2, yI2)
−1|aR(y1, y2)|dy1dy2
)p
dx1dx2,
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where yI1 and yI2 are the centers of the cubes I1 and I2, respectively and the fact that
d1(y1, yI1) ≤ 12Ad1(x1, yI1) and d2(y2, yI2) ≤ 12Ad2(x2, yI2) is used.
Applying Ho¨lder’s inequality implies
B12≤C
∑
R∈M(Ω)
ℓ(I1)
pǫℓ(I2)
pǫµ(R)p/2‖aR‖p
L2(M˜)
×
∫
x1 6∈100CÎ1
∫
x2 6∈10I2
d1(x1, yI1)
−pǫV (x1, yI1)
−pd2(x2, yI2)
−pǫV (x2, yI2)
−pdx1dx2
≤C
∑
R∈M(Ω)
ℓ(I1)
pǫℓ(I2)
pǫµ(R)p/2‖aR‖p
L2(M˜)
ℓ(Î1)
−pǫV
(
yI1 , ℓ(Î1)
)1−p
ℓ(I2)
−pǫV
(
yI2 , ℓ(I2)
)1−p
≤C
∑
R∈M(Ω)
(ℓ(I1)
ℓ(Î1)
)pǫ(V (yI1 , ℓ(Î1))
µ1(I1)
)1−p
µ(R)1−p/2‖aR‖p
L2(M˜ )
≤C,
where the last inequality follows from the same estimate for B11.
As a consequence, we obtain that B1 ≤ C and similarly B2 ≤ C. The proof of Theorem
3.6 is concluded.
3.2.4 L∞ → BMO boundedness
As a consequence of Theorem 3.6 with p = 1, together with the duality that (H1(M˜ ))∗ =
BMO(M˜), we obtain the following
Theorem 3.7. Suppose that T is a Caldero´n–Zygmund operator defined in Subsection 3.1.
Then T extends to a bounded operator from L∞(M˜ ) to BMO(M˜ ). Moreover, there exists a
constant C such that
‖Tf‖
BMO(M˜)
≤ C‖f‖∞.
Theorem 3.7 gives the necessary conditions of Theorem A as follows.
Corollary 3.8. Suppose that T and T˜ are Caldero´n–Zygmund operators defined in Subsection
3.1. Then T (1), T ∗(1), T˜ (1) and (T˜ )∗(1) lie on BMO(M˜).
Proof of Theorem 3.7. Suppose that T is a Caldero´n–Zygmund operator defined in Subsection
3.1. We have to define Tf for f ∈ L∞(M˜ ). To this end, we first observe that if f ∈ L∞(M˜ ) ∩
L2(M˜ ) then Tf is well defined, and moreover, for g ∈ H1(M˜) ∩ L2(M˜ ), we have
〈Tf, g〉 = 〈f, T ∗g〉,
which together with the fact that, by Theorem 3.6, T ∗ is bounded from H1(M˜ ) to L1(M˜ ) and
the duality arguments (L1, L∞) and (H1, BMO) gives Tf ∈ BMO(M˜) since T ∗g ∈ L1(M˜ ) and
H1(M˜ ) ∩ L2(M˜) is dense in H1(M˜ ). To define Tf for f ∈ L∞, we define functions fj(x, y) by
fj(x, y) = f(x, y), when d(x, x0) ≤ j, d(y, y0) ≤ j and fj(x, y) = 0, otherwise, where x0 ∈ M1
and y0 ∈M2 are any fixed points. Then fj ∈ L∞(M˜)∩L2(M˜) and thus for g ∈ H1(M˜)∩L2(M˜),
〈Tfj, g〉 = 〈fj , T ∗g〉 → 〈f, T ∗g〉.
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Indeed, ‖fj‖L∞(M˜) ≤ ‖f‖L∞(M˜), fj → f almost everywhere, and T ∗g ∈ L1(M˜), so that we
can apply Lebesgue’s dominated convergence theorem. This implies that functions Tfj form a
bounded sequence in BMO(M˜) and this sequence converges to Tf in the topology (H1, BMO).
It remains to show the estimate in Theorem 3.7. To do this, we first consider f ∈ L2(M˜) ∩
L∞(M˜ ). Then for g ∈ H1(M˜ ) ∩ L2(M˜), as mentioned,
|〈Tf, g〉| ≤ C‖f‖
L∞(M˜)
‖g‖
H1(M˜)
.
This together with the fact that H1(M˜ ) ∩ L2(M˜) is dense in H1(M˜ ) implies that 〈Tf, g〉
defines a continuous linear functional on H1(M˜) and its norm is dominated by C‖f‖
L∞(M˜)
.
By Theorem 2.18, these exists h ∈ CMO1(M˜) such that
〈Tf, g〉 = 〈h, g〉
for all g ∈ ◦Gϑ1,ϑ2(β1, β2; γ1, γ2) and ‖h‖CMO1(M˜ ) ≤ C‖f‖L∞(M˜). Now we point out that
Dk2Dk1(x1, x2) ∈
◦
Gϑ1,ϑ2(β1, β2; γ1, γ2) since Dk1 and Dk2 satisfy the size and smoothness con-
ditions in (2.13) and (2.14). Taking g(x1, x2) = Dk2Dk1(x1, x2) in the above equality yields
that Dk2Dk1(Tf)(x1, x2) = Dk2Dk1(h)(x1, x2) and hence for f ∈ L2(M˜ ) ∩ L∞(M˜ ),
‖Tf‖
CMO1(M˜ )
= ‖h‖
CMO1(M˜)
≤ C‖f‖
L∞(M˜ )
.
For f ∈ L∞, by the definition for Tf, we have Dk2Dk1(Tf)(x1, x2) = Dk2Dk1(lim
j
Tfj)(x1, x2)
since Dk2Dk1(x1, x2) ∈
◦
Gϑ1,ϑ2(β1, β2; γ1, γ2) so Dk2Dk1(x1, x2) ∈ H1(M˜) ∩ L2(M˜). Thus
‖Tf‖
CMO1(M˜)
= ‖ lim
j
Tfj‖CMO1(M˜) ≤ lim infj ‖Tfj‖CMO1(M˜)
≤ C lim inf
j
‖fj‖L∞(M˜ ) ≤ C‖f‖L∞(M˜).
Note that CMO1(M˜ ) = BMO(M˜). The proof of Theorem 3.7 is concluded.
3.2.5 Lp, 1 < p <∞, boundedness
In this subsection we prove the Lp, 1 < p <∞, boundedness, namely the following
Theorem 3.9. Suppose T is a Caldero´n–Zygmund operator defined in Section 3.1. Then T
extends to a bounded operator from Lp, 1 < p <∞, to itself. Moreover, there exists a constant
C such that
‖Tf‖p ≤ C‖f‖p.
Indeed, in [HLL2] the following Caldero´n–Zygmund decomposition was obtained.
Theorem 3.10. Let max
( Q1
Q1+ϑ1
, Q2Q2+ϑ2
)
< p2 < p < p1 <∞, α > 0 be given and f ∈ Hp(M˜ ).
Then we may write f = g + b where g ∈ Hp1(M˜) and b ∈ Hp2(M˜ ) such that ‖g‖p1
Hp1 (M˜)
≤
Cαp1−p‖f‖p
Hp(M˜)
and ‖b‖p2
Hp2 (M˜)
≤ Cαp2−p‖f‖p
Hp(M˜)
, where C is an absolute constant.
As a consequence of Theorem 3.10, the following interpolation theorem was proved in
[HLL2].
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Theorem 3.11. Let max
( Q1
Q1+ϑ1
, Q2Q2+ϑ2
)
< p2 < p1 < ∞ and T be a linear operator which is
bounded from Hp2(M˜) to Lp2(M˜ ) and from Hp1(M˜ ) to Lp1(M˜), then T is bounded on Hp(M˜ )
for p2 < p < p1.
Note that Hp(M˜) = Lp(M˜) for 1 < p <∞. Now the proof of Theorem 3.9 with 1 < p < 2
follows from Theorem 3.6 and 3.11 directly by taking p2 = 1 and p1 = 2. The duality argument
gives the proof of Theorem 3.9 for 2 < p <∞.
3.3 Sufficient conditions of T1 Theorem
In this section, we prove the sufficient conditions of Theorem A. To show that T is bounded on
L2 it suffices to prove that for f, g ∈ ◦Gϑ1,ϑ2(β1, β2; γ1, γ2) with compact supports, there exists
a constant C such that
|〈g, Tf〉| ≤ C‖f‖2‖g‖2.
This is because, by Caldero´n’s identity established in [HLL2], the collection of functions in
◦
Gϑ1,ϑ2(β1, β2; γ1, γ2) having compact supports is dense in L
2.
As described in Section 1, we write
〈g, Tf〉=
∑
k
′
1
∑
I
′
1
∑
k1
∑
I1
∑
k
′
2
∑
I
′
2
∑
k2
∑
I2
µ1(I
′
1)µ1(I1)µ2(I
′
2)µ2(I2) (3.19)
× ˜˜Dk′1 ˜˜Dk′2(g)(xI′1 , xI′2)〈Dk′1Dk′2 , TDk1Dk2〉(xI′1 , xI′2 , xI1 , xI2) ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2).
To see the above equality, we first consider one parameter case. Let f1, g1 ∈
◦
Gϑ(β, γ)(M1)
with compact supports and T1 be a singular integral operator on M1. Then by the discrete
Carldero´n identity on M1,
〈g1, T1f1〉=
∑
k
′
1
∑
I
′
1
µ1(I
′
1)
˜˜
Dk′1
(g)(xI′1
)
〈
Dk′1
(·, xI′1), T1f1
〉
(3.20)
=
∑
k
′
1
∑
I
′
1
∑
k1
∑
I1
µ1(I
′
1)µ1(I1)
˜˜
D
k
′
1
(g)(x
I
′
1
)
〈
D
k
′
1
, T1Dk1
〉
(x
I
′
1
, xI1)D˜k1(f1)(xI1).
For the equality (3.20), we use the fact that
∑
k
′
1>0
∑
I
′
1
µ1(I
′
1)
˜˜
Dk′1
(g)(xI′1
)Dk′1
(x1, xI′1
) converges in
the test function space
◦
Gϑ(β, γ)(M1) with compact support, so that〈 ∑
k
′
1>0
∑
I
′
1
µ1(I
′
1)
˜˜
D
k
′
1
(g)(x
I
′
1
)D
k
′
1
(·, x
I
′
1
), T1f1
〉
=
∑
k
′
1>0
∑
I
′
1
µ1(I
′
1)
˜˜
Dk′1
(g)(xI′1
)〈Dk′1(·, xI′1), T1f1〉.
This, however, is not true for
∑
k
′
1≤0
∑
I
′
1
µ1(I
′
1)
˜˜
Dk′1
(g)(xI′1
)Dk′1
(x1, xI′1
), because the support of
D
k
′
1
(x1, xI′1
) gets big as k
′
1 tends to −∞, even though
∑
k
′
1≤0
∑
I
′
1
µ1(I
′
1)
˜˜
D
k
′
1
(g)(x
I
′
1
)D
k
′
1
(x1, xI′1
) ∈
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◦
Gϑ(β, γ)(M1) having compact support. Now if θ ∈
◦
Gϑ(β, γ)(M1) and has compact support,
then θ(x1)
∑
k
′
1≤0
∑
I
′
1
µ1(I
′
1)
˜˜
D
k
′
1
(g)(x
I
′
1
)D
k
′
1
(x1, xI′1
) converges in the topology of Cβ0 (M1). If we
choose θ = 1 on a large enough set which contains the support of f1, then, by the standard
estimate on the kernel of T1,〈
(1− θ)
∑
k
′
1≤0
∑
I
′
1
µ1(I
′
1)
˜˜
Dk′1
(g)(xI′1
)Dk′1
(·, xI′1), T1f1
〉
=
∑
k
′
1≤0
∑
I
′
1
µ1(I
′
1)
˜˜
Dk′1
(g)(xI′1
)〈(1 − θ)Dk′1(·, xI′1), T1f1〉.
This implies the equality (3.20). For fixed k
′
1 we can do the same thing to f1 to obtain the
second equality. Repeating the same things above twice, first on M1 and then on M2, gives
(3.19).
As described in Section 1, we consider the following four cases:
Case 1. k
′
1 ≥ k1 and k
′
2 ≥ k2;
Case 2. k
′
1 ≥ k1 and k
′
2 < k2;
Case 3. k
′
1 < k1 and k
′
2 ≥ k2;
Case 4. k
′
1 < k1 and k
′
2 < k2.
Now we decompose the bilinear form 〈g, Tf〉 as
〈g, Tf〉 = 〈g, Tf〉Case 1 + 〈g, Tf〉Case 2 + 〈g, Tf〉Case 3 + 〈g, Tf〉Case 4,
where
〈g, Tf〉Case 1=
∑
k1≤k′1
∑
k2≤k′2
∑
I
′
1
∑
I
′
2
∑
I1
∑
I2
µ1(I
′
1)µ1(I1)µ2(I
′
2)µ2(I2)
˜˜
D
k
′
1
˜˜
D
k
′
2
(g)(x
I
′
1
, x
I
′
2
)
× ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2)〈Dk′1Dk′2 , TDk1Dk2〉(xI′1 , xI′2 , xI1 , xI2) (3.21)
and similarly for other three terms.
Since the estimates for 〈g, Tf〉Case 4 and 〈g, Tf〉Case 3 are similar to 〈g, Tf〉Case 1 and
〈g, Tf〉Case 2, respectively, so we only prove that under the sufficient conditions the first two
terms are bounded by some constant times ‖f‖2‖g‖2. This will conclude the proof of the
sufficient conditions of Theorem A.
To deal with the first term 〈g, Tf〉Case 1, as mentioned in Section 1, for k1 ≤ k′1 and
k2 ≤ k′2 we first decompose〈
D
k
′
1
D
k
′
2
, TDk1Dk2
〉
(x
I
′
1
, x
I
′
2
, xI1 , xI2)
=
∫
Dk′1(xI′1
, u1)Dk′2(xI′2
, u2)K(u1, u2, v1, v2)[Dk1(v1, xI1)−Dk1(xI′1 , xI1)]
×[Dk2(v2, xI2)−Dk2(xI′2 , xI2)]du1du2dv1dv2
+
∫
Dk′1(xI′1
, u1)Dk′2(xI′2
, u2)K(u1, u2, v1, v2)Dk1(xI′1
, xI1)Dk2(v2, xI2)du1du2dv1dv2
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+
∫
Dk′1(xI′1
, u1)Dk′2(xI′2
, u2)K(u1, u2, v1, v2)Dk1(v1, xI1)Dk2(xI′2
, xI2)du1du2dv1dv2
−
∫
Dk′1(xI′1
, u1)Dk′2(xI′2
, u2)K(u1, u2, v1, v2)Dk1(xI′1
, xI1)Dk2(xI′2
, xI2)du1du2dv1dv2
=: I(xI′1
, xI′2
, xI1 , xI2) + II(xI′1
, xI′2
, xI1 , xI2) + III(xI′1
, xI′2
, xI1 , xI2) + IV (xI′1
, xI′2
, xI1 , xI2)
and then write
〈g, Tf〉Case 1 = 〈g, Tf〉Case 1.1 + 〈g, Tf〉Case 1.2 + 〈g, Tf〉Case 1.3 + 〈g, Tf〉Case 1.4,
where
〈g, Tf〉Case 1.1=
∑
k1≤k′1
∑
k2≤k′2
∑
I
′
1
∑
I
′
2
∑
I1
∑
I2
µ1(I
′
1)µ1(I1)µ2(I
′
2)µ2(I2)
˜˜
Dk′1
˜˜
Dk′2
(g)(xI′1
, xI′2
)
× ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2)I(xI′1 , xI′2 , xI1 , xI2).
The other terms 〈g, Tf〉Case 1.i, i = 2, 3, 4, are defined similarly.
Corresponding the case 2, that is, k
′
1 ≥ k1 and k
′
2 < k2, we give the decomposition of term
〈g, Tf〉Case 2. Similarly, we first write〈
Dk′1
Dk′2
, TDk1Dk2
〉
(xI′1
, xI′2
, xI1 , xI2)
=
∫
Dk′1(xI′1
, u1)[Dk′2(xI′2
, u2)−Dk′2(xI′2 , xI2)]K(u1, u2, v1, v2)[Dk1(v1, xI1)−Dk1(xI′1 , xI1)]
×Dk2(v2, xI2)du1du2dv1dv2
+
∫
Dk′1(xI′1
, u1)Dk′2(xI′2
, u2)K(u1, u2, v1, v2)Dk1(xI′1
, xI1)Dk2(v2, xI2)du1du2dv1dv2
+
∫
Dk′1(xI′1
, u1)Dk′2(xI′2
, xI2)K(u1, u2, v1, v2)Dk1(v1, xI1)Dk2(v2, xI2)du1du2dv1dv2
−
∫
Dk′1(xI′1
, u1)Dk′2(xI′2
, xI2)K(u1, u2, v1, v2)Dk1(xI′1
, xI1)Dk2(v2, xI2)du1du2dv1dv2
=: V (xI′1
, xI′2
, xI1 , xI2) + V I(xI′1
, xI′2
, xI1 , xI2) + V II(xI′1
, xI′2
, xI1 , xI2)
+V III(x
I
′
1
, x
I
′
2
, xI1 , xI2),
and then decompose
〈g, Tf〉Case 2 = 〈g, Tf〉Case 2.1 + 〈g, Tf〉Case 2.2 + 〈g, Tf〉Case 2.3 + 〈g, Tf〉Case 2.4,
where
〈g, Tf〉Case 2.1=
∑
k1≤k′1
∑
k2>k
′
2
∑
I
′
1
∑
I
′
2
∑
I1
∑
I2
µ1(I
′
1)µ1(I1)µ2(I
′
2)µ2(I2)
˜˜
Dk′1
˜˜
Dk′2
(g)(xI′1
, xI′2
)
× ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2)V (xI′1 , xI′2 , xI1 , xI2).
Similarly for other terms 〈g, Tf〉Case 2.i, i = 2, 3, 4.
Before we get into the details of estimates for 〈g, Tf〉Case 1 and 〈g, Tf〉Case 2, we would
like to point out the main methods for doing this. Roughly speaking, in the classical one
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parameter case, the main methods are the almost orthogonality argument and Carleson measure
estimate. In our setting with two parameter case, besides the almost orthogonality argument
and Carleson measure estimate on M˜ = M1 ×M2, there are two more situations, that are,
the almost orthogonality argument on one factor, say M1 and Carleson measure estimate on
other factor, say M2, and the Littlewood–Paley estimate on one factor, say M1 and Carleson
measure estimate on other factor, say M2. These details will be given in next subsections.
3.3.1 Almost orthogonality argument on M˜ =M1 ×M2
In this subsection, we deal with 〈g, Tf〉Case 1.1 and 〈g, Tf〉Case 2.1. The main method is the
almost orthogonality argument on M˜ =M1×M2. Indeed, we will show the following estimate,
that is, there exists a constant C such that for k′1 > k1 and k
′
2 > k2,
|I(x
I
′
1
, x
I
′
2
, xI1 , xI2)|
=
∣∣∣ ∫ Dk′1(xI′1 , u1)Dk′2(xI′2 , u2)K(u1, u2, v1, v2)[Dk1(v1, xI1)−Dk1(xI′1 , xI1)]
×[Dk2(v2, xI2)−Dk2(xI′2 , xI2)]du1du2dv1dv2
∣∣∣
≤ C2(k1−k′1)ε2−(k2−k′2)ε 1
V2−k1 (xI′1
) + V2−k1 (xI1) + V (xI′1
, xI1)
2−k1ε
(2−k1 + d1(xI′1 , xI1))
ε
× 1
V2−k2 (xI′2
) + V2−k2 (xI2) + V (xI′2
, xI2)
2−k2ε
(2−k2 + d2(xI′2 , xI2))
ε
. (3.22)
We would like to remark that the cancellation condition on the kernel K is not required in the
above almost orthogonality estimate and only side, smoothness onK and the weak boundedness
property on T are needed. To show the above estimate, we first consider the one parameter
case. The estimate for two parameter case will follow from the iterative methods. As mentioned
in Section 1, let T1 be a singular integral operator associated with the kernel K1 defined on
M1 having the weak boundedness property. Then for k1 < k
′
1 there exists a constant C such
that the following orthogonal estimate holds∣∣∣ ∫∫ Dk′1(x1, u1)K1(u1, v1)[Dk1(v1, y1)−Dk1(x1, y1)]du1dv1∣∣∣
≤ C|K1|CZ2(k1−k′1)ǫ 1
V2−k1 (x1) + V2−k1 (y1) + V (x1, y1)
2−k1ε
(2−k1 + d1(x1, y1))ε
.
To see the above estimate, we first consider the case where d1(x1, y1) ≥ C12−k. Note that if
choosing C1 sufficiently large (depending on C0) then Dk1(x1, y1) = 0. Thus,∫∫
Dk′1(x1, u1)K1(u1, v1)[Dk1(v1, y1)−Dk1(x1, y1)]du1dv1
=
∫∫
Dk′1(x1, u1)K1(u1, v1)Dk1(v1, y1)du1dv1.
Furthermore, d1(x1, y1) ≥ C12−k1 implies d1(u1, v1) ≥ C ′1d1(x1, y1), where C
′
1 is a constant
depending on C0 and C1 since the support of Dk′1(x1, u1) is contained in {u1 : d1(x1, u1) ≤
C02
−k′1}. Here C0 is the constant given in Definition 2.7. Therefore, we can use the smoothness
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condition on the kernel K1(u1, v1). By the fact that
∫
Dk′1(x1, u1)du1 = 0, we write∫∫
Dk′1(x1, u1)K1(u1, v1)Dk1(v1, y1)du1dv1
=
∫
Dk′1(x1, u1)[K1(u1, v1)−K1(x1, v1)]Dk1(v1, y1)du1dv1.
Now applying the smoothness condition on the kernel K1 yields
|
∫∫
Dk′1(x1, u1)K1(u1, v1)Dk1(v1, y1)du1dv1|
≤ C|K1|CZ
∫ (d1(x1, u1)
d1(u1, v1)
)ε
V (u1, v1)
−1|Dk′1(x1, u1)||Dk1(v1, y1)|du1dv1.
Note that d1(u1, v1) ≥ C ′1d1(x1, y1) and d1(x1, u1) ≤ C02−k
′
1 . The last integral is bounded by
some constant times( 2−k′1
d1(x1, y1)
)ε
V (x1, y1)
−1 = 2−(k
′
1−k1)ε
( 2−k1
d1(x1, y1)
)ε
V (x1, y1)
−1,
which gives the desired estimate when k1 < k
′
1 because d1(x1, y1) ≥ C12−k1 implies V2−k1 (x1)+
V2−k1 (y1) ≤ CV (x1, y1).
Now we consider d1(x1, y1) < C12
−k1 . Note that for this case one can not apply the
smoothness condition on the kernel K1 to get the desired estimate as in the case d1(x1, y1) ≥
C12
−k1 because the variables u1 and v1 in the kernel K1(u1, v1) could be close. The weak
boundedness property of T1 can not be applied either since Dk1(v1, y1) − Dk1(x1, y1), as the
function of v1, has no compact support. Thus, we need to introduce a smooth cutoff function
η1(x) ∈ C1(R) so that η1(x) = 1 when |x| ≤ 1 and η1(x) = 0 when |x| > 2. And set η2 = 1−η1.
then ∣∣ ∫∫ Dk′1(x1, u1)K1(u1, v1)[Dk1(v1, y1)−Dk1(x1, y1)]du1dv1∣∣
=
∫
Dk′1(x1, u1)K1(u1, v1)[Dk1(v1, y1)−Dk1(x1, y1)]η1
(d1(v1, x1)
C12−k
′
1
)
du1dv1
+
∫
Dk′1(x1, u1)K1(u1, v1)[Dk1(v1, y1)−Dk1(x1, y1)]η2
(d1(v1, x1)
C12−k
′
1
)
du1dv1
=: I + II.
We will apply the weak boundedness property for term I. For this purpose, setting
ψk1(v1) = [Dk1(v1, y1)−Dk1(x1, y1)]η1
(
d1(v1,x1)
C12
−k′
1
)
we write term I as
I = 〈Dk′1(x1, ·), T1ψk1(·)〉.
Then the weak boundedness property of T1 yields
|I| ≤ |〈Dk′1(x1, ·), T1ψk1(·)〉|
≤C|K1|CZV2−k′1 (x1)2
−k′1δ‖Dk′1(x1, ·)‖δ‖ψk1(·)‖δ .
It is easy to verify that ‖Dk′1(x1, ·)‖δ ≤ C2k
′
1δV
2−k
′
1
(x1)
−1. We claim that ‖ψk1(·)‖δ is bounded
by C2k1δ2−(k′1−k1)ϑV2−k1 (y1)
−1. In fact, using the smoothness property ofDk1(v1, y1), we obtain
‖ψk1(·)‖∞ ≤ C2−(k
′
1−k1)ϑV2−k1 (y1)
−1.
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Moreover,
|ψk1(v)− ψk1(v′)| = [Dk1(v, y1)−Dk1(v′, y1)]η1
(d1(v, x1)
C12−k
′
1
)
+
[
Dk1(v
′, y1)−Dk1(x1, y1)
][
η1
(d1(v, x1)
C12−k
′
1
)
− η1
(d1(v′, x1)
C12−k
′
1
)]
.
Thus, using the smoothness property of the kernel Dk1(v1, y1) and smoothness property of the
function η1, we can obtain that
‖ψk1(·)‖δ ≤ C2k1δ2−(k
′
1−k1)ϑV2−k1 (y1)
−1.
As a consequence of these estimates, we have
|I| ≤C|K1|CZV2−k′1 (x1)2
−k′1δ2−k1δ
2k
′
1δ
V
2−k
′
1
(x1)
2k1δ2−(k
′
1−k1)ϑV2−k1 (y1)
−1
≤C|K1|CZ2−(k′1−k1)ϑV2−k1 (y1)−1,
which is a desired estimate in this case since ϑ ≥ ε.
We now deal with term II. Note that d1(x1, u1) ≤ C02−k′1 and that by the support of η2,
d1(v1, x1) > C12
−k′1 , where C1 is sufficiently large so that d1(x1, u1) ≤ Cd1(u1, v1). Therefore,
we can apply the smoothness condition on the kernel K1. To this end, using the fact that∫
Dk′1(x1, u1)du1 = 0, we write
II =
∫
Dk′1(x1, u1)
[
K1(u1, v1)−K1(x1, v1)
]
[Dk1(v1, y1)−Dk1(x1, y1)]η2
(d1(v1, x1)
C12−k
′
1
)
du1dv1.
Applying the smoothness condition on K1 we obtain
|II| ≤C|K1|CZ
∫
u1:d1(u1,x1)≤C02−k
′
1
∫
v1:d1(v1,x1)>C12
−k′1
(d1(x1, u1)
d1(u1, v1)
)ε
×V (u1, v1)−1|Dk′1(x1, u1)||Dk1(v1, y1)−Dk1(x1, y1)|du1dv1.
Note that
|Dk1(v1, y1)−Dk1(x1, y1)| ≤ CV2−k1 (y1)−1
and
|Dk1(v1, y1)−Dk1(x1, y1)| ≤ C
( d1(x1, v1)
2−k1 + d1(x1, y1)
)ε
V2−k1 (y1)
−1
when d1(x1, v1) ≤ C12−k1 .
Splitting the above last integral into∫
u1: d1(u1,x1)≤C02−k
′
1
∫
v1: d1(v1,x1)>C12−k1
(d1(x1, u1)
d1(u1, v1)
)ε
V (u1, v1)
−1
×|Dk′1(x1, u1)||Dk1(v1, y1)−Dk1(x1, y1)|du1dv1
+
∫
u1: d1(u1,x1)≤C02−k
′
1
∫
v1: C12−k1≥d1(v1,x1)>C12−k
′
1
(d1(x1, u1)
d1(u1, v1)
)ε
V (u1, v1)
−1
×|Dk′1(x1, u1)||Dk1(v1, y1)−Dk1(x1, y1)|du1dv1
48 Han, Li and Lin
and applying the above two estimates for |Dk1(v1, y1) − Dk1(x1, y1)| to above two integrals,
respectively, yield
|II| ≤C|K1|CZV2−k1 (y1)−12−k
′
1ε2k1ε
+C|K1|CZV2−k1 (y1)−12−k
′
1ε2k1ε
∫
v1:C12−k1≥d1(v1,x1)>C12−k
′
1
V (x1, v1)
−1dv1
≤C|K1|CZV2−k1 (y1)−12−(k
′
1−k1)ε
(
1 + (k′1 − k1)
)
,
which again is a desired estimate.
Now we turn to the present case, that is, the proof of the estimate in (3.22). To see that
this can be done by the iteration, we write∫
Dk′1(xI′1
, u1)Dk′2(xI′2
, u2)K(u1, u2, v1, v2)[Dk1(v1, xI1)−Dk1(xI′1 , xI1)]
×[Dk2(v2, xI2)−Dk2(xI′2 , xI2)]du1du2dv1dv2
=
〈
Dk′2(xI′2
, u2), 〈Dk′2(xI′1 , ·),K2(u2, v2)[Dk1(·, xI1)−Dk1(xI′1 , xI1)]〉
×[Dk2(v2, xI2)−Dk2(xI′2 , xI2)]
〉
,
where, by definition of the product singular integral operator given in Subsection 3.1, for
fixed points u2, v2 ∈M2,K2(u2, v2) is a Caldero´n–Zygmund operator on M1 with the operator
norm ‖K2(u2, v2)‖CZ(M1) which is a singular integral operator on M2. By the estimate for one
parameter case provided above, for k
′
1 > k1,
|〈Dk′1(xI′1 , ·),K2(u2, v2)[Dk1(·, xI1)−Dk1(xI′1 , xI1)]〉|
≤ C‖K2(u2, v2)‖CZ(M1)2(k1−k
′
1)ǫ
1
V2−k1 (xI′1
) + V2−k1 (xI1) + V (xI′1
, xI1)
2−k1ε
(2−k1 + d1(xI′1 , xI1))
ε
.
Similarly,
|〈Dk′1(xI′1 , ·), [K2(u2, v2)−K2(u2, v
′
2][Dk1(·, xI1)−Dk1(xI′1 , xI1)]〉|
≤ C‖K2(u2, v2)−K2(u2, v′2]‖CZ(M1)2(k1−k
′
1)ǫ
× 1
V2−k1 (xI′1
) + V2−k1 (xI1) + V (xI′1
, y1)
2−k1ε
(2−k1 + d1(xI′1 , xI1))
ε
and the same estimate holds with interchanging u2 and v2.
This together with the fact that ‖K2(u2, v2)‖CZ(M1) is a singular integral operator on
M2 having the weak boundedness property implies that 〈Dk′1(xI′1 , ·),K2(u2, v2)[Dk1(·, xI1) −
Dk1(xI′1
, xI1)]〉 is a Caldero´n–Zygmund singular integral on M2 having the weak boundedness
property. Moreover,
|〈Dk′1(xI′1 , ·),K2(u2, v2)[Dk1(·, xI1)−Dk1(xI′1 , xI1)]〉|CZ
≤ C2(k1−k′1)ǫ 1
V2−k1 (xI′1
) + V2−k1 (xI1) + V (xI′1
, xI1)
2−k1ε
(2−k1 + d1(xI′1 , xI1))
ε
.
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Applying the estimate for one parameter case again yields that for k
′
2 > k2,
|〈Dk′2(xI′2 , u2), 〈Dk′1(xI′1 , ·),K2(u2, v2)[Dk1(·, xI1)−Dk1(xI′1 , xI1)]〉[Dk2(v2, xI2)−Dk2(xI′2 , xI2)]〉
≤ C|〈Dk′1(xI′1 , ·),K2(u2, v2)[Dk1(·, xI1)−Dk1(xI′1 , xI1)]〉|CZ
×2(k2−k′2)ε 1
V2−k2 (xI′2
) + V2−k2 (y2) + V (xI′2
, y2)
2−k2ε
(2−k2 + d2(xI′2 , y2))
ε
≤ C2(k1−k′1)ε2(k2−k′2)ε 1
V2−k1 (xI′1
) + V2−k1 (xI1) + V (xI′1
, y1)
2−k1ε
(2−k1 + d1(xI′1 , xI1))
ε
× 1
V2−k2 (xI′2
) + V2−k2 (xI2) + V (xI′2
, xI2)
2−k2ε
(2−k2 + d2(xI′2 , xI2))
ε
,
which concludes the proof of (3.22).
Applying the Cauchy-Schwartz inequality implies that |〈g, Tf〉Case 1.1| is bounded by{ ∑
k1≤k′1
∑
k2≤k′2
∑
I
′
1
∑
I
′
2
∑
I1
∑
I2
µ1(I
′
1)µ1(I1)µ2(I
′
2)µ2(I2)| ˜˜Dk′1 ˜˜Dk′2(g)(xI′1 , xI′2)|2
|I(x
I
′
1
, x
I
′
2
, xI1 , xI2)|
} 1
2
×
{ ∑
k1≤k′1
∑
k2≤k′2
∑
I
′
1
∑
I
′
2
∑
I1
∑
I2
µ1(I
′
1)µ1(I1)µ2(I
′
2)µ2(I2)| ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2)|2
|I(xI′1 , xI′2 , xI1 , xI2)|
} 1
2
.
Note that by the estimates for |I(xI′1 , xI′2 , xI1 , xI2)| in (3.22) we have∑
I
′
1
∑
I
′
2
µ1(I
′
1)µ2(I
′
2)|I(xI′1 , xI′2 , xI1 , xI2)| ≤ C2
(k1−k′1)ǫ2(k2−k
′
2)ǫ
and similarly ∑
I1
∑
I2
µ1(I1)µ2(I2)|I(xI′1 , xI′2 , xI1 , xI2)| ≤ C2
(k1−k′1)ǫ2(k2−k
′
2)ǫ.
Therefore,∑
k1≤k′1
∑
k2≤k′2
∑
I
′
1
∑
I
′
2
∑
I1
∑
I2
µ1(I
′
1)µ1(I1)µ2(I
′
2)µ2(I2)| ˜˜Dk′1 ˜˜Dk′2(g)(xI′1 , xI′2)|2|I(xI′1 , xI′2 , xI1 , xI2)|
≤ C
∑
k1≤k′1
∑
k2≤k′2
2(k1−k
′
1)ǫ2(k2−k
′
2)ǫ
∑
I
′
1
∑
I
′
2
µ1(I
′
1)µ2(I
′
2)| ˜˜Dk′1 ˜˜Dk′2(g)(xI′1 , xI′2)|2
≤ C
∑
k
′
1
∑
k
′
2
∑
I
′
1
∑
I
′
2
µ1(I
′
1)µ2(I
′
2)| ˜˜Dk′1 ˜˜Dk′2(g)(xI′1 , xI′2)|2.
The last series above, by the discrete Littlewood–Paley L2 estimate established in [HLL2], is
dominated by the constant times ‖g‖22. Similarly,∑
k1≤k′1
∑
k2≤k′2
∑
I
′
1
∑
I
′
2
∑
I1
∑
I2
µ1(I
′
1)µ1(I1)µ2(I
′
2)µ2(I2)| ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2)|2|I(xI′1 , xI′2 , xI1 , xI2)|
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≤ C‖f‖22.
We thus conclude that |〈g, Tf〉Case 1.1| ≤ C‖f‖2‖g‖2. The estimate for |〈g, Tf〉Case 2.1| is the
same. Indeed, if we write
V (xI′1
, xI′2
, xI1 , xI2)
=
∫
Dk′1(xI′1
, u1)[Dk′2(xI′2
, u2)−Dk′2(xI′2 , xI2)]K(u1, u2, v1, v2)[Dk1(v1, xI1)−Dk1(xI′1 , xI1)]
×Dk2(v2, xI2)du1du2dv1dv2
=
〈
[Dk′2(xI′2
, u2)−Dk′2(xI′2 , xI2)],
〈Dk′1(xI′1 , u1),K2(u2, , v2)[Dk1(v1, xI1)−Dk1(xI′1 , xI1)]〉Dk2(v2, xI2)
〉
and repeat the same proof, it is not difficult to see that V (xI′1
, xI′2
, xI1 , xI2) satisfies the same
estimate in (3.22) as for I(x
I
′
1
, x
I
′
2
, xI1 , xI2) with interchanging k2 and k
′
2. As a result,
|〈g, Tf〉Case 2.1| ≤ C‖f‖2‖g‖2.
3.3.2 Carleson measure on M˜ =M1 ×M2
In this subsection, we handle bilinear form 〈g, Tf〉Case1.4. The estimate of this term will be
achieved by applying the Carleson measure estimate on M˜ = M1 ×M2. To see this, we first
write
IV (x
I
′
1
, x
I
′
2
, xI1 , xI2)
=
∫
Dk′1(xI′1
, u1)Dk′2(xI′2
, u2)K(u1, u2, v1, v2)Dk1(xI′1
, xI1)Dk2(xI′2
, xI2)du1du2dv1dv2
= Dk′1Dk′2(T1)(xI′1
, x
I
′
2
)Dk1(xI′1
, xI1)Dk2(xI′2
, xI2).
And then we rewrite 〈g, Tf〉Case 1.4 by∑
k
′
1
∑
k
′
2
∑
I
′
1
∑
I
′
2
µ1(I
′
1)µ2(I
′
2)
˜˜
D
k
′
1
˜˜
D
k
′
2
(g)(x
I
′
1
, x
I
′
2
)Dk′1Dk′2(T1)(xI′1
, x
I
′
2
)S
k
′
1
S
k
′
2
(f)(x
I
′
1
, x
I
′
2
),
where for x1, y1 ∈M1,
S
k
′
1
(x1, y1) =
∑
k1≤k′1
∑
I1
µ(I1)Dk1(x1, xI1)
˜˜
Dk1(xI1 , y1)
and similarly for S
k
′
2
(x2, y2) on M2.
In order to apply the Carleson measure estimate to 〈g, Tf〉Case 1.4, we claim that Sk′1(x1, y1),
the kernel of Sk′1
, satisfies the following estimate
|S
k
′
1
(x1, y1)| ≤ C 1
V
2−k
′
1
(x1) + V
2−k
′
1
(y1) + V (x1, y1)
( 2−k′1
2−k
′
1 + d1(x1, y1)
)ϑ′
.
Similarly, Sk′2
(x2, y2), the kernel of Sk′2
, satisfies the same estimate above with interchanging
k
′
1, k
′
2;x1, x2 and y1, y2, respectively.
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Assuming the claim for the moment, then applying the Cauchy-Schwartz inequality yields
|〈g, Tf〉Case 1.4|
≤ {∑
k
′
1
∑
k
′
2
∑
I
′
1
∑
I
′
2
µ1(I
′
1)µ2(I
′
2)| ˜˜Dk′1 ˜˜Dk′2(g)(xI′1 , xI′2)|2} 12 (3.23)
×{∑
k
′
1
∑
k
′
2
∑
I
′
1
∑
I
′
2
µ1(I
′
1)µ2(I
′
2)|Dk′1Dk′2(T1)(xI′1 , xI′2)|
2|S
k
′
1
S
k
′
2
(f)(x
I
′
1
, x
I
′
2
)|2} 12 .
Thus, the first series above, by the discrete Littlewood–Paley L2, is bounded by a constant
times ‖g‖2. And the second series is bounded by C‖f‖2 by applying the Carleson measure es-
timate on M˜ since T1 ∈ BMO(M˜) and hance µ1(I ′1)µ2(I
′
2)|Dk′1Dk′2(T1)(x1, x2)|2 is a Carleson
measure on M˜ × {Z× Z}.
We now show the claim. To do this, we first consider the case when d1(x1, y1) < 2
−k′1 .
Then ∣∣ ∑
k1≤k′1, d1(x1,y1)<2−k
′
1
∑
I1
µ1(I1)Dk1(x1, xI1)
˜˜
Dk1(xI1 , y1)
∣∣ (3.24)
≤ C
∑
k1≤k′1, d1(x1,y1)<2−k
′
1
1
V2−k1 (x1) + V2−k1 (y1) + V (x1, y1)
( 2−k1
2−k1 + d1(x1, y1)
)ϑ′
≤ C 1
V
2−k
′
1
(x1) + V
2−k
′
1
(y1) + V (x1, y1)
( 2−k′1
2−k
′
1 + d1(x1, y1)
)ϑ′
,
where ϑ′ is the order of ˜˜Dk1(x1, y1). Next, we consider the case when d1(x1, y1) ≥ 2−k′1 . Note
first that by the discrete Caldero´n’s identity in [HLL2],∑
k1≤k′1
∑
I1
µ1(I1)Dk1(x1, xI1)
˜˜
Dk1(f)(xI1) +
∑
k1>k
′
1
∑
I1
µ1(I1)Dk1(x1, xI1)
˜˜
Dk1(f)(xI1) = f(x1)
for all test functions f ∈ ◦Gϑ(β, γ)(M1) and the series converge in the norm of
◦
Gϑ(β, γ). This
implies that ∑
k1≤k′1
∑
I1
µ1(I1)Dk1(x1, xI1)
˜˜
Dk1(xI1 , y1)
+
∑
k1>k
′
1
∑
I1
µ1(I1)Dk1(x1, xI1)
˜˜
Dk1(xI1 , y1) = δ(x1, y1), (3.25)
where we use δ to denote the Dirac function. Consequently, when d1(x1, y1) ≥ 2−k
′
1 ,∣∣ ∑
k1≤k′1,d1(x1,y1)≥2−k
′
1
∑
I1
µ1(I1)Dk1(x1, xI1)
˜˜
Dk1(xI1 , y1)
∣∣
=
∣∣ ∑
k1>k
′
1,d1(x1,y1)≥2−k
′
1
∑
I1
µ1(I1)Dk1(x1, xI1)
˜˜
Dk1(xI1 , y1)
∣∣
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≤ C 1
V
2−k
′
1
(x1) + V
2−k
′
1
(y1) + V (x1, y1)
( 2−k′1
2−k
′
1 + d1(x1, y1)
)ϑ′
,
where the last inequality follows from similar estimates in 3.24 and hence the claim is proved.
3.3.3 Almost orthogonality argument on M1 and Carleson measure estimate on
M2
In this subsection, we estimate 〈g, Tf〉Case 1.2, 〈g, Tf〉Case 1.3, 〈g, Tf〉Case 2.2 and 〈g, Tf〉Case 2.3.
Since all proofs for 〈g, Tf〉Case 1.3, 〈g, Tf〉Case 2.2 and 〈g, Tf〉Case 2.3 are similar to the proof of
〈g, Tf〉Case 1.2, so we only give the proof for 〈g, Tf〉Case 1.2. We first write
II(x
I
′
1
, x
I
′
2
, xI1 , xI2)
=
∫
Dk′1(xI′1
, u1)Dk′2(xI′2
, u2)K(u1, u2, v1, v2)
×[Dk2(v2, xI2)−Dk2(xI′2 , xI2)]du1du2dv1dv2Dk1(xI′1 , xI1) + IV (xI′1 , xI′2 , xI1 , xI2)
= 〈Dk′2(xI′2 , u2), 〈Dk′1(xI′1 , ·),K2(u2, v2)(1)〉[Dk2(v2, xI2)−Dk2(xI′2 , xI2)]〉Dk1(xI′1 , xI1)
+IV (x
I
′
1
, x
I
′
2
, xI1 , xI2).
Set
Jk′2,k2(u2, v2)
=
∑
k′1
∑
I
′
1
µ1(I
′
1)
˜˜
D
k
′
1
( ˜˜
D
k
′
2
(g)(·, x
I
′
2
)
)
(x
I
′
1
)〈Dk′1(xI′1 , ·),K2(u2, v2)(1)〉Sk′1
( ˜˜
Dk2(f)(·, xI2)
)
(x
I
′
1
),
where Sk′1 is defined as in Subsection 3.3.2.
Then, as in Subsection 3.3.2, summing up for k′1 and I
′
1 and using the notation Jk′2,k2(u2, v2),
we can rewrite 〈g, Tf〉Case 1.2 as
〈g, Tf〉Case 1.2
=
∑
k2≤k′2
∑
I
′
2
∑
I2
µ2(I
′
2)µ2(I2)
∫ ˜˜
D
k
′
2
(x
I
′
2
, u2)Jk′2,k2(u2, v2)[Dk2(v2, xI2)−Dk2(xI′2 , xI2)]du2dv2
+〈g, Tf〉Case 1.4.
Therefore, it suffices to estimate the above series since the estimate |〈g, Tf〉Case 1.4| ≤ C‖f‖2‖g‖2
has been proved in Subsection 3.3.1. To this end, we claim that for fixed k′2 and k2, Jk′2,k2(u2, v2)
is a Caldero´n–Zygmund singular integral kernel on M2 and the corresponding operator has the
weak boundedness property. Moreover,
|Jk′2,k2(u2, v2)|CZ ≤ C‖
˜˜
Dk′2
(g)(·, xI′2)‖2‖
˜˜
Dk2(f)(·, xI2)‖2. (3.26)
Assuming the claim for the moment, by the almost orthogonality argument as in Subsection
3.3.1 we obtain
|
∑
k2≤k′2
∑
I
′
2
∑
I2
µ2(I
′
2)µ2(I2)
∫ ˜˜
D
k
′
2
(x
I
′
2
, u2)Jk′2,k2(u2, v2)[Dk2(v2, xI2)−Dk2(xI′2 , xI2)]du2dv2|
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≤ C
∑
k2≤k′2
∑
I
′
2
∑
I2
µ2(I
′
2)µ2(I2)|Jk′2,k2(u2, v2)|CZ
×2−(k2−k′2)ε 1
V2−k2 (xI′2
) + V2−k2 (xI2) + V (xI′2
, xI2)
2−k2ε
(2−k2 + d2(xI′2 , xI2))
ε
which, by a similar estimate as in Subsection 3.3.1, implies that the above series is dominated
by a constant times∑
k2≤k′2
∑
I
′
2
∑
I2
µ2(I
′
2)µ2(I2)2
−(k2−k′2)ε 1
V2−k2 (xI′2
) + V2−k2 (xI2) + V (xI′2
, xI2)
× 2
−k2ε
(2−k2 + d2(xI′2 , xI2))
ε
‖ ˜˜D
k
′
2
(g)(·, x
I
′
2
)‖2‖ ˜˜Dk2(f)(·, xI2)‖2
≤ C‖f‖2‖g‖2.
Now we prove the claim for Jk′2,k2(u2, v2). We first denote by Jk′2,k2 the operator on M2
associated with the kernel Jk′2,k2(u2, v2). We verify that Jk′2,k2 satisfies the weak boundedness
property. In fact, using the weak boundedness property of T on M2, that is, (3.2) and the
one-parameter discrete Carleson measure estimate, we have
|〈Jk′2,k2φ
2, ψ2〉| ≤CVr2(x02)‖ ˜˜Dk′2(g)(·, xI′2)‖L2(M1)‖ ˜˜Dk′2(f)(·, xI′2)‖L2(M1)
for all φ2, ψ2 ∈ AM2(δ, x02, r2), where the set AM2(δ, x02, r2) is defined in Subsection 3.1. Next we
verify that Jk′2,k2(u2, v2) satisfies the size and smoothness properties as defined in Subsection
3.1. Using the one-parameter discrete Carleson measure estimate again we can obtain that
|Jk′2,k2(u2, v2)| ≤C‖K2(u2, v2)(1)‖BMO(M1)‖
˜˜
Dk′2
(g)(·, xI′2)‖L2(M1)‖
˜˜
Dk′2
(f)(·, xI′2)‖L2(M1)
≤C‖K2(u2, v2)(1)‖CZ‖ ˜˜Dk′2(g)(·, xI′2)‖L2(M1)‖ ˜˜Dk′2(f)(·, xI′2)‖L2(M1)
≤C 1
V (u2, v2)
‖ ˜˜D
k
′
2
(g)(·, x
I
′
2
)‖L2(M1)‖ ˜˜Dk′2(f)(·, xI′2)‖L2(M1).
Similarly,
|J
k
′
2,k2
(u2, v2)− hk′2,k2(u
′
2, v2)|
≤C‖K2(u2, v2)(1) −K2(u′2, v2)(1)‖CZ)‖ ˜˜Dk′2(g)(·, xI′2)‖L2(M1)‖ ˜˜Dk′2(f)(·, xI′2)‖L2(M1)
≤C
(d2(u2, u′2)
d2(u2, v2)
)ε 1
V (u2, v2)
‖ ˜˜Dk′2(g)(·, xI′2)‖L2(M1)‖ ˜˜Dk′2(f)(·, xI′2)‖L2(M1)
for d2(u2, u
′
2) ≤ 12Ad2(u2, v2). The same estimate holds with u2 and v2 interchanged. Combining
the estimates above, we get that Jk′2,k2(u2, v2) is a Caldero´n–Zygmund singular integral kernel
on M2 and hence (3.26) holds. The claim is concluded.
3.3.4 The Littlewood–Paley estimate on M1 and Carleson measure estimate on
M2
In this subsection, we deal with 〈g, Tf〉Case 2.4. We first write
V III(xI′1
, xI′2
, xI1 , xI2)
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= −
∫
Dk′1(xI′1
, u1)Dk′2(xI′2
, xI2)K(u1, u2, v1, v2)Dk1(xI′1
, xI1)Dk2(v2, xI2)du1du2dv1dv2
= −Dk′1Dk2
(
(T˜ )∗1
)
(xI′1
, xI2)Dk1(xI′1
, xI1)Dk′2(xI′2
, xI2).
We would like to point out that the partial adjoint operator T˜ appears and will play a crucial
role in the estimate for 〈g, Tf〉Case 2.4. This is why T˜ and T˜ ∗ have to be taken into account in
the proof of the sufficient conditions of the product T1 theorem.
To estimate 〈g, Tf〉Case 2.4 we rewrite
〈g, Tf〉Case 2.4
=−
∑
k1≤k′1
∑
k2>k
′
2
∑
I
′
1
∑
I
′
2
∑
I1
∑
I2
µ1(I
′
1)µ1(I1)µ2(I
′
2)µ2(I2)Dk′2(xI′2
, xI2)
˜˜
D
k
′
1
˜˜
D
k
′
2
(g)(x
I
′
1
, x
I
′
2
)
×Dk1(xI′1 , xI1)
˜˜
Dk1
˜˜
Dk2(f)(xI1 , xI2)Dk′1Dk2
(
(T˜ )∗1
)
(x
I
′
1
, xI2)
=−
∑
k
′
1
∑
k2
∑
I
′
1
∑
I2
µ1(I
′
1)µ2(I2)
˜˜
Dk′1Sk2(g)(xI′1
, xI2)Sk′1
˜˜
Dk2(f)(xI′1 , xI2)Dk′1Dk2
(
(T˜ )∗1
)
(x
I
′
1
, xI2),
where the operators Sk′1 and Sk2 are defined as in Subsection 3.3.2.
In order to estimate the last series above, for a BMO(M˜) function b we introduce an
operator Wb by the bilinear form 〈g,Wbf〉 which equals∑
k
′
1
∑
k2
∑
I
′
1
∑
I2
µ1(I
′
1)µ2(I2)
˜˜
Dk′1Sk2(g)(xI′1
, xI2)Sk′1
˜˜
Dk2(f)(xI′1 , xI2)Dk′1Dk2
(
b
)
(xI′1
, xI2).
It is easy to see that when b = (T˜ )∗1 ∈ BMO(M˜), then 〈g,Wbf〉 = −〈g, Tf〉Case 2.4. Thus,
we only need to show that for each b ∈ BMO(M˜) the operator Wb is bounded on L2, which
would imply that |〈g, Tf〉Case 2.4| ≤ C‖f‖2‖g‖2. For this purpose, following an idea in [J] and
interchanging the positions of functions f and b we define the operator Vf (b) =Wb(f) and will
prove that for each fixed f ∈ L∞ the operator Vf is a Caldero´n–Zygmund singular integral
operator and bounded on L2. Moreover, there exists a constant C independent of f such that
for all b ∈ L2,
‖Vf (b)‖2 ≤ C‖f‖∞‖b‖2.
Furthermore, we will show that Vf satisfies the conditions in Theorem C below in Section 4
and thus, Vf is also bounded on BMO(M˜) satisfying
‖Vf (b)‖BMO ≤ C‖f‖∞‖b‖BMO.
We can rewrite the above estimate by
‖Wb(f)‖BMO ≤ C‖f‖∞‖b‖BMO
for each b ∈ BMO(M˜) and all f ∈ L∞.
This means that for each b ∈ BMO(M˜) the operator Wb is a bounded operator from L∞
to BMO(M˜). Similarly, the operator W ∗b , the adjoint operator of Wb, is a bounded operator
from L∞ to BMO(M˜) since Wb and W ∗b satisfy the same conditions. Finally, by the duality
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argument and interpolation, Wb is bounded on L
2 and hence, as mentioned, the bilinear form
〈g, Tf〉Case 2.4 is bounded by the constant times ‖f‖2‖g‖2.
To achieve this goal, we will show that for each fixed f ∈ L∞, Vf is a Caldero´n–Zygmund
singular integral operator as defined in Subsection 3.1 and moreover, there exists a constant C
independent of f and b ∈ L2 such that
‖Vf (b)‖2 ≤ C‖f‖∞‖b‖2.
We first prove that Vf is bounded on L
2. To this end, for g ∈ L2, we write
〈g, Vf (b)〉
=
∑
k
′
1
∑
k2
∑
I
′
1
∑
I2
µ1(I
′
1)µ2(I2)
˜˜
Dk′1Sk2(g)(xI′1
, xI2)Sk′1
˜˜
Dk2(f)(xI′1 , xI2)Dk′1Dk2
(
b
)
(xI′1
, xI2).
Note that if f ∈ L∞ then S
k
′
1
(f)(x
I
′
1
, ·) is also a bounded function on M2 for fixed k′1 and I
′
1
with
‖Sk′1(f)(xI′1 , ·)‖∞ ≤ C‖f‖∞.
Thus, µ2(I2)| ˜˜Dk2(Sk′1(f)(xI′1 , ·))(xI2)|2 is a Carleson measure on M2 × k2 uniformly for all k′1
and x
I
′
1
∈M1. Therefore,
∣∣〈g, Vf (b)〉∣∣= ∣∣∣∣∑
k
′
1
∑
I
′
1
µ1(I
′
1)
[∑
k2
∑
τ2
µ2(I2)Sk2
( ˜˜
Dk1(g)(xI′1
, ·))(xI2)Dk2(Dk′1(b)(xI′1 , ·))(xI2)
× ˜˜Dk2(Sk′1(f)(xI′1 , ·))(xI2)
]∣∣∣∣
≤
∑
k
′
1
∑
I
′
1
µ1(I
′
1)‖ ˜˜Dk1(g)(xI′1 , ·)‖L2(M2)‖Dk′1(b)(xI′1 , ·)‖L2(M2)‖Sk′1(f)(xI′1 , ·)‖L∞(M2)
≤C‖f‖
L∞(M˜)
(∑
k
′
1
∑
I
′
1
µ1(I
′
1)‖ ˜˜Dk1(g)(xI′1 , ·)‖2L2(M2))1/2
×
(∑
k
′
1
∑
I
′
1
µ1(I
′
1)‖Dk′1(b)(xI′1 , ·)‖
2
L2(M2)
)1/2
≤C‖f‖
L∞(M˜)
‖g‖
L2(M˜)
‖b‖
L2(M˜)
,
which, by taking the supremum for all ‖g‖2 ≤ 1, implies that Vf is bounded on L2(M˜ ) with
‖Vf‖L2→L2 ≤ C‖f‖L∞ .
To verify that Vf is a Carldero´n-Zygmund singular integral operator as defined in Subsec-
tion 3.1, we can consider Vf as a pair
(
(Vf )1, (Vf )2
)
of operators on M2 and M1, respectively,
such that
〈g1 ⊗ g2, Vfh1 ⊗ h2〉 =
∫∫
g1(x1)〈g2, (Vf )1(x1, y1)h2〉h1(y1)dx1dy1
for all g1, h1 ∈ Cη0 (M1) and g2, h2 ∈ Cη0 (M2) with suppg1∩supph1 = ∅ and
〈g1 ⊗ g2, Vfh1 ⊗ h2〉 =
∫∫
g2(x2)〈g1, (Vf )2(x2, y2)h1〉h2(y2)dx2dy2
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for all g1, h1 ∈ Cη0 (M1) and g2, h2 ∈ Cη0 (M2) with suppg2∩supph2 = ∅.
It suffices to show that (Vf )i(xi, yi), i = 1, 2, satisfies the properties (i), (ii) and (iii) in
Subsection 3.1. We need only to verify (Vf )1(x1, y1) since the estimates for (Vf )2(x2, y2) are
similar.
Note that for any fixed x1, y1 onM1, (Vf )1(x1, y1) is an operator onM2 associated with the
kernel (Vf )1(x1, y1)(x2, y2) which is equal to Vf (x1, x2, y1, y2). We recall that ‖(Vf )1(x1, y1)‖CZ
= ‖(Vf )1(x1, y1)‖L2(M2)→L2(M2)+|(Vf )1(x1, y1)|CZ(M2), where |(Vf )1(x1, y1)|CZ(M2) is the small-
est constant that the inequalities (a), (b) and (c) in Subsection 3.1 holds for the kernel
(Vf )1(x1, y1)(x2, y2) when x1, y1 are fixed and x2, y2 ∈M2. Therefore, to verify that (Vf )1(x1, y1)
satisfies the properties (i), (ii) and (iii) in Subsection 3.1, all we need to do is to show the
following estimates:
(I) ‖(Vf )1(x1, y1)‖L2→L2 ≤ C‖f‖L∞
1
V (x1, y1)
;
(II) ‖(Vf )1(x1, y1)− (Vf )1(x1, y′1)‖L2→L2
≤ C‖f‖L∞
(d1(y1, y′1)
d1(x1, y1)
)ε 1
V (x1, y1)
if d1(y1, y
′
1) ≤ d1(x1, y1)/2A.
Similarly for interchanging x1 and y1;
(III) ‖(Vf )1(x1, y1)(x2, y2)| ≤ C‖f‖L∞(M˜ )
1
V (x1, y1)
1
V (x2, y2)
;
(IV) ‖(Vf )1(x1, y1)(x2, y2)− (Vf )1(x1, y1)(x′2, y2)|
≤ C‖f‖
L∞(M˜)
1
V (x1, y1)
(d2(x2, x′2)
d2(x2, y2)
)ε 1
V (x2, y2)
if d2(x2, x
′
2) ≤ d2(x2, y2)/2A.
Similarly for interchanging x2 and y2;
(V) ‖(Vf )1(x1, y1)(x2, y2)− (Vf )1(x′1, y1)(x2, y2)|
≤ C‖f‖
L∞(M˜)
(d1(x1, x′1)
d1(x1, y1)
)ε 1
V (x1, y1)
1
V (x2, y2)
if d1(y1, y
′
1) ≤ d1(x1, y1)/2A.
Similarly for interchanging x1 and y1;
(VI)
∣∣[(Vf )1(x1, y1)(x2, y2)−(Vf )1(x′1, y1)(x2, y2)]−[(Vf )1(x1, y1)(x′2, y2)−(Vf )1(x′1, y1)(x′2, y2)]∣∣
≤ C‖f‖
L∞(M˜)
(d1(x1, x′1)
d1(x1, y1)
)ε 1
V (x1, y1)
(d2(x2, x′2)
d2(x2, y2)
)ε 1
V (x2, y2)
.
Similarly for interchanging x2 and y2, or interchanging x1 and y1.
To see (I), for fixed x1, y1 ∈M1 we have
‖(Vf )1(x1, y1)‖L2→L2 = sup
g2: ‖g2‖L2(M2)≤1
sup
h2: ‖h2‖L2(M2)≤1
|〈h2, (Vf )1(x1, y1)g2〉|
= sup
g2: ‖g2‖L2(M2)≤1
sup
h2: ‖h2‖L2(M2)≤1
∣∣∣∣∑
k
′
1
∑
I
′
1
µ1(I
′
1)
˜˜
Dk′1(x1, xI′1
)Dk′1(xI′1
, y1)
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×
[∑
k2
∑
I2
µ2(I2)Sk2(h2)(xI2)Dk2(g2)(xI2)Sk′1
˜˜
Dk2(f)(xI′1 , xI2)
]∣∣∣∣
≤ C‖f‖L∞ sup
g2: ‖g2‖L2(M2)≤1
sup
h2: ‖h2‖L2(M2)≤1
‖h2‖L2(M2)‖g2‖L2(M2)
×
∑
k
′
1
∑
I
′
1
µ1(I
′
1)| ˜˜Dk′1(x1, xI′1)||Dk′1(xI′1 , y1)|
≤ C‖f‖L∞ 1
V (x1, y1)
, (3.27)
where in the first inequality we first apply Schwartz’s inequality and then use the Littlewood–
Paley estimate on L2 for g2 and the fact that if f ∈ L∞ then µ2(I2)|Dk2(Sk′1f)(xI′1 , xI2)|
2 is a
Carleson measure on M2 × k2 uniformly for all k′1 and all xI′1 ∈ M1. Moreover, The Carleson
measure norm of µ2(I2)|Dk2(Sk′1f)(xI′1 , xI2)|
2 is bounded by some constant times ‖f‖L∞ . The
last inequality follows from the standard estimate.
To verify (II), for d1(y1, y
′
1) ≤ d1(x1, y1)/2 and ‖g2‖L2(M2), ‖h2‖L2(M2) ≤ 1,
|〈h2, [(Vf )1(x1, y1)− (Vf )1(x1, y′1)]g2〉|
=
∣∣∣∣∑
k
′
1
∑
I
′
1
µ1(I
′
1)
˜˜
Dk′1(x1, xI′1
)[Dk′1(xI′1
, y1)−Dk′1(xI′1 , y
′
1)]
×
[∑
k2
∑
I2
µ2(I2)Sk2(h2)(xI2)Dk2(g2)(xI2)Sk′1
˜˜
Dk2(f)(xI′1 , xI2)
]∣∣∣∣.
Applying the smoothness property of Dk′1(xI′1
, y1) and the same proof above for the second
series yields
|〈h2, [(Vf )1(x1, y1)− (Vf )1(x1, y′1)]g2〉| ≤ C‖f‖L∞
(d1(y1, y′1)
d1(x1, y1)
)ε 1
V (x1, y1)
,
which, by taking the supremum over all ‖g2‖L2(M2), ‖h2‖L2(M2) ≤ 1 implies
‖(Vf )1(x1, y1)− (Vf )1(x1, y′1)‖L2→L2 ≤ C‖f‖L∞
(d1(y1, y′1)
d1(x1, y1)
)ε 1
V (x1, y1)
. (3.28)
Similarly, (3.28) holds with interchanging x1 and y1.
We now turn to estimate (III). This follows directly from the following standard estimate.
|(Vf )1(x1, y1)(x2, y2)|
≤
∑
k
′
1
∑
k2
∑
I
′
1
∑
I2
µ1(I
′
1)µ2(I2)| ˜˜Dk′1(x1, xI′1)Sk2(x2, xI2)||Sk′1 ˜˜Dk2(f)(xI′1 , xI2)|
×|Dk′1(xI′1 , y1)Dk2(xI2 , y2)|
≤
∑
k
′
1
∑
k2
∑
I
′
1
∑
I2
µ1(I
′
1)µ2(I2)| ˜˜Dk′1(x1, xI′1)Dk′1(xI′1 , y1)||Sk2(x2, xI2)Dk2(xI2 , y2)|
≤ C‖f‖
L∞(M˜ )
1
V (x1, y1)
1
V (x2, y2)
. (3.29)
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To estimate (IV), for d2(x2, x
′
2) ≤ d2(x2, y2)/2A we write
|(Vf )1(x1, y1)(x2, y2)− (Vf )1(x1, y1)(x′2, y2)|
≤
∑
k
′
1
∑
k2
∑
I
′
1
∑
I2
µ1(I
′
1)µ2(I2)| ˜˜Dk′1(x1, xI′1)[Sk2(x2, xI2)− Sk2(x′2, xI2)]|
×|Sk′1
˜˜
Dk2(f)(xI′1 , xI2)||Dk′1(xI′1 , y1)Dk2(xI2 , y2)|.
We claim that Sk2(x2, xI2), which is defined in Subsection 3.3.2, satisfies the following smooth-
ness estimate.
|Sk2(x2, xI2)− Sk2(x
′
2, xI2)| (3.30)
≤ C
( d2(x2, x′2)
2−k2 + d2(x2, xI2)
)ε 1
V2−k2 (x2) + V (x2, xI2)
( 2−k2
2−k2 + d2(x2, xI2)
)ε
for ε < ϑ and d2(x2, x
′
2) < (2
−k2 + d2(x2, xI2))/2. We assume (3.30) first and then obtain
|(Vf )1(x1, y1)(x2, y2)− (Vf )1(x1, y1)(x′2, y2)| (3.31)
≤ C‖f‖
L∞(M˜ )
1
V (x1, y1)
(d2(x2, x′2)
d2(x2, y2)
)ε 1
V (x2, y2)
.
Similarly, (3.31) holds with interchanging x2 and y2. The estimates in (3.29) and (3.31) imply
|(Vf )1(x1, y1)|CZ ≤ C‖f‖L∞(M˜)
1
V (x1, y1)
. (3.32)
Next, we turn to verify the estimate in (V). For d1(x1, x
′
1) ≤ d1(x1, y1)/2A We write
(Vf )1(x1, y1)(x2, y2)− (Vf )1(x′1, y1)(x2, y2)
=
∑
k
′
1
∑
k2
∑
I
′
1
∑
I2
µ1(I
′
1)µ2(I2)[
˜˜
Dk′1(x1, xI′1
)− ˜˜Dk′1(x′1, xI′1)]Sk2(x2, xI2)Sk′1 ˜˜Dk2(f)(xI′1 , xI2)
×Dk′1(xI′1 , y1)Dk2(xI2 , y2).
As in the proof of (3.32), instead of using the smoothness estimate for Sk2(x2, xI2), applying
the smoothness condition of D˜k′1 , we get
|(Vf )1(x1, y1)(x2, y2)− (Vf )1(x′1, y1)(x2, y2)| (3.33)
≤ C‖f‖
L∞(M˜)
(d1(x1, x′1)
d1(x1, y1)
)ε 1
V (x1, y1)
1
V (x2, y2)
.
Similarly, (3.33) holds with interchanging x1 and y1. Finally, to see (VI), for d2(x2, x
′
2) ≤
d2(x2, y2)/2A we have∣∣∣[(Vf )1(x1, y1)(x2, y2)− (Vf )1(x′1, y1)(x2, y2)]− [(Vf )1(x1, y1)(x′2, y2)− (Vf )1(x′1, y1)(x′2, y2)]∣∣∣
=
∣∣∣∑
k
′
1
∑
k2
∑
I
′
1
∑
I2
µ1(I
′
1)µ2(I2)[
˜˜
Dk′1(x1, xI′1
)− ˜˜Dk′1(x′1, xI′1)][Sk2(x2, xI2)− Sk2(x′2, xI2)]
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×Sk′1
˜˜
Dk2(f)(xI′1 , xI2)Dk′1(xI′1
, y1)Dk2(xI2 , y2)
∣∣∣
≤ C‖f‖
L∞(M˜ )
(d1(x1, x′1)
d1(x1, y1)
)ε 1
V (x1, y1)
(d2(x2, x′2)
d2(x2, y2)
)ε 1
V (x2, y2)
, (3.34)
where in the last inequality we use the smoothness property of
˜˜
Dk′1 and (3.30). Similarly, (3.34)
holds with interchanging x2 and y2 or x1 and y1.
All the estimates of (3.33) and (3.34) give∣∣[(Vf )1(x1, y1)(x2, y2)− (Vf )1(x′1, y1)(x2, y2)]∣∣CZ (3.35)
≤ C‖f‖
L∞(M˜)
(d1(x1, x′1)
d1(x1, y1)
)ε 1
V (x1, y1)
.
Similarly, (3.35) holds interchanging x1 and y1.
As a consequence, (3.32) and (3.35) yield that (Vf )1(x1, y1) satisfies the properties (i),
(ii) and (iii) in Subsection 3.1. It remains to show the claim, that is, the estimate in (3.30).
Indeed, when d2(x2, xI2) < 2
−k2 and d1(x2, x′2) < (2
−k2 + d2(x2, xI2))/2, we have
|Sk2(x2, xI2)− Sk2(x
′
2, xI2)|
=
∣∣∣ ∑
k
′
2≤k2, d2(x2,xI2)<2−k2
∑
I
′
2
µ(I
′
2)Dk′2
(x2, xI′2
)
˜˜
D
k
′
2
(x
I
′
2
, xI2)
−
∑
k
′
2≤k2, d2(x2,xI2)<2
−k
′
1
∑
I
′
2
µ(I
′
2)Dk′2
(x′2, xI′2)
˜˜
Dk1(xI′2
, xI2)
∣∣∣
≤ C
∑
k
′
2≤k2, d2(x2,xI2 )<2−k2
( d2(x2, x′2)
2−k
′
2 + d2(x2, xI2)
)ε 1
V
2−k
′
2
(x2) + V (x2, xI2)
( 2−k′2
2−k
′
2 + d2(x2, xI2)
)ε
≤ C
( d2(x2, x′2)
2−k2 + d2(x2, xI2)
)ε 1
V2−k2 (x2) + V (x2, xI2)
( 2−k2
2−k2 + d2(x2, xI2)
)ε
.
Next, we consider the case when d2(x2, xI2) ≥ 2−k2 and d2(x2, x′2) < (2−k2 + d2(x2, xI2))/2. In
this case, using the identity (3.25), we obtain∣∣∣ ∑
k
′
2≤k2,d2(x2,xI2)≥2−k2
∑
I
′
2
µ(I
′
2)Dk′2
(x2, xI′2
)
˜˜
D
k
′
2
(x
I
′
2
, xI2)
−
∑
k
′
2≤k2,d2(x2,xI2)≥2−k2
∑
I
′
2
µ(I
′
2)Dk′2
(x′2, xI′2)
˜˜
Dk′2
(xI′2
, xI2)
∣∣∣
≤
∣∣∣ ∑
k
′
2>k2,d2(x2,xI2)≥2−k2
∑
I
′
2
µ(I
′
2)Dk′2
(x2, xI′2
)
˜˜
Dk′2
(h)(xI′2
, xI2)
−
∑
k
′
2>k2,d2(x2,xI2)≥2−k2
∑
I
′
2
µ(I
′
2)Dk′2
(x′2, xI′2)
˜˜
D
k
′
2
(h)(x
I
′
2
, xI2)
∣∣∣
≤ C
( d2(x2, x′2)
2−k2 + d2(x2, xI2)
)ε 1
V2−k2 (x2) + V (x2, xI2)
( 2−k2
2−k2 + d2(x2, xI2)
)ε
,
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which implies the claim.
Now we have proved that Vf is a product Caldero´n–Zygmund operator with ‖Vf‖L2→L2 ≤
C‖f‖L∞ . In order to apply Theorem C given in next section to show that Vf is bounded on
BMO(M˜), we only need to verify that (Vf )1(1) = (Vf )2(1) = 0. To do this, we would like to
recall the definition of T1(1) = T2(1) = 0 and (T
∗)1(1) = (T ∗)2(1) = 0 as defined in Subsection
3.1. T1(1) = 0 is equivalent to 〈g1, 〈g2, T2f2〉1〉 = 0 for all g1 ∈ Cη00(M1) and f2, g2 ∈ Cη0 (M2),
that is, for g1 ∈ Cη00(M1), g2 ∈ Cη00(M2) and almost everywhere y2 ∈M2,∫∫
g(x1)g(x2)K(x1, x2, y1, y2)dx1dx2dy1 = 0.
While T1
∗(1) = 0 means 〈g2, T2f2〉∗1 = 0 in the same conditions, that is, for g1 ∈ Cη00(M1), g2 ∈
Cη00(M2) and almost everywhere x2 ∈M2,∫∫
g(y1)g(y2)K(x1, x2, y1, y2)dx1dy1dy2 = 0.
To verify (Vf )1(1) = 0, for g1 ∈ Cη00(M1), g2 ∈ Cη00(M2) and almost everywhere y2 ∈ M2 we
have ∫∫
g(x1)g(x2)Vf (x1, x2, y1, y2)dx1dx2dy1
=
∫∫
g(x1)g(x2)
∑
k
′
1
∑
I
′
1
∑
k2
∑
I2
µ1(I
′
1)µ2(I2)
˜˜
Dk′1(x1, xI′1
)Sk2(x2, xI2)
×Sk′1
˜˜
Dk2(f)(xI′1 , xI2)Dk′1(xI′1
, y1)Dk2(xI2 , y2)dx1dx2dy1 = 0,
where the last equality follows from the fact that
∫
Dk′1(xI′1
, y1)dy1 = 0. Similarly for (Vf )2(1) =
0. As mentioned, we conclude that |〈g, Tf〉Case2.4| ≤ C‖f‖2‖g‖2.
The proof of the sufficient conditions for Theorem A is complete and hence the proof of
Theorem A is concluded.
4 T1-type theorems on Hp and CMOp
In this section we prove the T1 -type theorems on Hp and CMOp, namely the following
Theorem B Let T be the L2 bounded product Caldero´n–Zygmund singular integral operator
on M˜ with a pair kernel (K1,K2) satisfying the conditions (i), (ii) and (iii) in Subsection 3.1.
Then T extends to a bounded operator from Hp(M˜ ),max
( Q1
Q1+ϑ1
, Q2Q2+ϑ2
)
< p ≤ 1, to itself if
and only if (T ∗)1(1) = (T ∗)2(1) = 0.
Theorem C Let T be the L2 bounded product Caldero´n–Zygmund operator on M˜ with a pair
kernel (K1,K2) satisfying the conditions (i), (ii) and (ii) in Subsection 3.1. Then T extends
to a bounded operator from CMOp(M˜ ),max
( 2Q1
2Q1+ϑ1
, 2Q22Q2+ϑ2
)
< p ≤ 1, to itself, particularly
from BMO(M˜) to itself, if and only if T1(1) = T2(1) = 0.
We first remark that the range of p in Theorems B and C could be smaller if the smoothness
of a pair kernel (K1,K2) and the cancellation conditions of T both are required to be higher.
We leave these details to the reader.
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As mentioned in Section 1, we will first prove the “if” part of Theorem B. This will be
achieved by applying the almost orthogonal argument, the Plancherel–Poˆlya inequality and
atomic decomposition of Hp(M˜) for the vector-valued product Caldero´n–Zygmund operators.
The “if” part of Theorem C then follows from the “if” part of Theorem B by the duality
argument. We emphasize that Lemma 4.1 below plays a crucial role in this proof. To show the
converse, we will prove the “only if” part of Theorem C first and the “only if” part of Theorem
B then follows from the duality argument directly.
4.1 “If” part of T1 theorem on Hp
To show the “if” part of Theorem B, note first that L2∩Hp(M˜) is dense in Hp(M˜ ), see [HLL2]
for this result, and thus it suffices to prove that if T is the L2 bounded product Caldero´n–
Zygmund operator on M˜ with a pair kernel (K1,K2) satisfying the conditions (i) - (iii) and
(T ∗)1(1) = (T ∗)2(1) = 0 then there exists a constant C independent of f such that
‖Tf‖Hp ≤ C‖f‖Hp
for all f ∈ L2 ∩Hp(M˜).
by Proposition 2.14 this is equivalent to show
‖S˜(Tf)‖p ≤ C‖f‖Hp , (4.1)
where, as in Definition 2.11, S˜(f) is the Littlewood–Paley square function of f given by
S˜(Tf)(x1, x2) =
{ ∞∑
k
′
1=−∞
∞∑
k
′
2=−∞
|Dk′1Dk′2(Tf)(x1, x2)|
2
}1/2
. (4.2)
To show the estimate in (4.1), as in the classical case, we introduce the Hilbert space H by
H =
{
{h
k
′
1,k
′
2
}
k
′
1,k
′
2∈Z : ‖hk′1,k′2‖H :=
( ∞∑
k
′
1=−∞
∞∑
k
′
2=−∞
|h
k
′
1,k
′
2
|2
)1/2
<∞
}
.
Then we can write the estimate in (4.1) by
‖D
k
′
1
D
k
′
2
(Tf)(x1, x2)‖Lp
H
≤ C‖f‖Hp .
The crucial idea is that for f ∈ L2, by the discrete Caldero´n identity
f(x1, x2) =
∞∑
k1=−∞
∞∑
k2=−∞
∑
I1
∑
I2
µ1(I1)µ2(I2)Dk1(x1, xI1)Dk2(x2, xI2)
˜˜
Dk1
˜˜
Dk2(f)(xI1 , xI2),
we can write
Dk′1Dk′2(Tf)(x1, x2) =
∞∑
k1=−∞
∞∑
k2=−∞
∑
I1
∑
I2
µ1(I1)µ2(I2)
×Dk′1Dk′2TDk1(·, xI1)Dk2(·, xI2)(x1, x2)
˜˜
Dk1
˜˜
Dk2(f)(xI1 , xI2),
where the fact that T is bounded on L2 is used. Therefore, the estimate in (4.1) is equivalent
to
‖Lk′1,k′2(f)‖LpH ≤ C‖f‖Hp , (4.3)
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where
Lk′1,k′2(f)(x1, x2) =
∞∑
k1=−∞
∞∑
k2=−∞
∑
I1
∑
I2
µ1(I1)µ2(I2)Dk′1Dk′2TDk1Dk2(x1, x2, xI1 , xI2)
× ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2).
The estimate of (4.3), however, means that the H-valued operator Lk′1,k′2 is bounded from H
p to
the Lp and hence, as in the proof of Theorem 3.6, we can apply atomic decomposition. For this
purpose, we need to show that L
k
′
1,k
′
2
is a L2 bounded H-valued product Caldero´n–Zygmund
singular integral operator whose pair kernel
(
(Lk′1,k′2)1, (Lk′1,k′2)2
)
satisfies the condition (i) -
(iii) in Subsection 3.1 with the absolute value replaced by H valued. The estimate in (4.3)
then follows from the same proof of Theorem 3.6 with replacing the absolute value, L2 norm
and Caldero´n–Zygmund norm by ‖ · ‖H, ‖ · ‖L2
H
and ‖ · ‖CZ(H), respectively. This implies that
(4.1) holds and hence the proof of the “if” part of Theorem B is concluded.
The L2 boundedness of the H-valued operator Lk′1,k′2 follows directly from the product
Littlewood–Paley estimate (see Proposition 2.14 and Theorem 2.12) and the L2 boundedness
of the operator T. Indeed,∥∥L
k
′
1,k
′
2
(f)
∥∥
L2
H
= ‖S˜(Tf)‖2 ≤ C‖Tf‖2 ≤ C‖f‖2.
To show that L
k
′
1,k
′
2
is a H-valued product Carldero´n-Zygmund singular integral operator
as defined in Subsection 3.1, we can consider, as mentioned, Lk′1,k′2 as a pair
(
(Lk′1,k′2)1, (Lk′1,k′2)2
)
of operators on M2 and M1, respectively. It suffices to show that (Lk′1,k′2)i(xi, yi), i = 1, 2,
satisfies the properties (i) - (ii) in Subsection 3.1. We need only to verify (L
k
′
1,k
′
2
)1(x1, y1) since
the proof for (Lk′1,k′2)2(x2, y2) is similar.
Note that∥∥(L
k
′
1,k
′
2
)1(x1, y1)
∥∥
CZ(H)
=
∥∥(Lk′1,k′2)1(x1, y1)∥∥L2H(M2)→L2H(M2) + ∣∣(Lk′1,k′2)1(x1, y1)∣∣CZ(H)(M2),
where
∣∣(Lk′1,k′2)1(x1, y1)∣∣CZ(H)(M2) is the smallest constant that the inequalities (a), (b) and (c)
in Subsection 3.1 holds in the sense that the absolute value is replaced by H-value for the
kernel (L
k
′
1,k
′
2
)1(x1, y1)(x2, y2) whenever x1, y1 are fixed and x2, y2 ∈ M2. Therefore, to verify
that (Lk′1,k′2)1(x1, y1) satisfies the properties (i) - (iii) in Subsection 3.1, all we need to do is to
show that for 0 < ε
′
< ε there exists a positive constant C = C(ε
′
) > 0 such that:
(I)
∥∥(L
k
′
1,k
′
2
)1(x1, y1)
∥∥
L2
H
(M2)→L2H(M2)
≤ C 1
V (x1, y1)
;
(II)
∥∥(Lk′1,k′2)1(x1, y1)− (Lk′1,k′2)1(x1, y′1)∥∥L2H(M2)→L2H(M2)
≤ C
(d1(y1, y′1)
d1(x1, y1)
)ε′ 1
V (x1, y1)
if d1(y1, y
′
1) ≤ d1(x1, y1)/2A.
Similarly for interchanging x1 and y1;
(III) |(L
k
′
1,k
′
2
)1(x1, y1)(x2, y2)|H ≤ C 1
V (x1, y1)
1
V (x2, y2)
;
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(IV) |(Lk′1,k′2)1(x1, y1)(x2, y2)− (Lk′1,k′2)1(x1, y1)(x2, y
′
2)|H
≤ C 1
V (x1, y1)
(d2(y2, y′2)
d2(x2, y2)
)ε′ 1
V (x2, y2)
if d2(y2, y
′
2) ≤ d2(x2, y2)/2A.
Similarly for interchanging x2 and y2;
(V) |(L
k
′
1,k
′
2
)1(x1, y1)(x2, y2)− (Lk′1,k′2)1(x1, y
′
1)(x2, y2)|H
≤ C
(d1(y1, y′1)
d1(x1, y1)
)ε′ 1
V (x1, y1)
1
V (x2, y2)
if d1(y1, y
′
1) ≤ d1(x1, y1)/2A.
Similarly for interchanging x1 and y1;
(VI)
∣∣∣[(Lk′1,k′2)1(x1, y1)(x2, y2)− (Lk′1,k′2)1(x1, y′1)(x2, y2)][
(Lk′1,k′2)1(x1, y1)(x2, y
′
2)− (Lk′1,k′2)1(x1, y
′
1)(x2, y
′
2)
]∣∣∣
H
≤ C
(d1(y1, y′1)
d1(x1, y1)
)ε′ 1
V (x1, y1)
(d2(y2, y′2)
d2(x2, y2)
)ε′ 1
V (x2, y2)
if d1(y1, y
′
1) ≤ d1(x1, y1)/2A and d2(y2, y
′
2) ≤ d2(x2, y2)/2A.
Similarly for interchanging x1, y1 and x2, y2, respectively.
Note that for any fixed x1, y1 on M1, (Lk′1,k′2)1(x1, y1) is an operator on M2 associated with the
kernel (L
k
′
1,k
′
2
)1(x1, y1)(x2, y2) which is equal to Lk′1,k′2(x1, x2, y1, y2), the kernel of the vector-
valued operator L
k
′
1,k
′
2
, given by
L
k
′
1,k
′
2
(x1, x2, y1, y2) (4.4)
=
∞∑
k1=−∞
∞∑
k2=−∞
∑
I1
∑
I2
µ1(I1)µ2(I2)Dk′1Dk′2TDk1Dk2(x1, x2, xI1 , xI2)
˜˜
Dk1(xI1 , y1)
˜˜
Dk2(xI2 , y2).
We now first prove (II). The proof for (I) then follows similarly. Note that∥∥(Lk′1,k′2)1(x1, y1)− (Lk′1,k′2)1(x1, y′1)∥∥L2H(M2)→L2H(M2)
= sup
f : ‖f‖
L2(M2)
≤1
(∫
M2
∥∥∥ ∫
M2
[Lk′1,k′2(x1, x2, y1, y2)− Lk′1,k′2(x1, x2, y
′
1, y2)]f(y2)dy2
∥∥∥2
H
dx2
)1/2
.
By the definition of the operator Lk′1,k′2 as in (4.4), we write∫
M2
[Lk′1,k′2(x1, x2, y1, y2)− Lk′1,k′2(x1, x2, y
′
1, y2)]f(y2)dy2
=
∫ ∞∑
k1=−∞
∑
I1
µ1(I1)Dk′1(x1, u1)Dk′2(x2, u2)K(u1, u2, v1, v2)Dk1(v1, xI1)
×[ ˜˜Dk1(xI1 , y1)− ˜˜Dk1(xI1 , y′1)]f(v2)du1du2dv1dv2,
64 Han, Li and Lin
where we use the discrete Caldero´n’s identity on M2 for the function f in the above equality.
Applying the Littlewood–Paley estimate on M2 yields( ∫
M2
∥∥∥∫
M2
[Lk′1,k′2(x1, x2, y1, y2)− Lk′1,k′2(x1, x2, y
′
1, y2)]f(y2)dy2
∥∥∥2
H
dx2
)1/2
=
( ∫
M2
∞∑
k
′
1=−∞
∞∑
k
′
2=−∞
∣∣∣∣Dk′2(∫ ∞∑
k1=−∞
∑
I1
µ1(I1)Dk′1(x1, u1)K(u1, ·, v1, v2)Dk1(v1, xI1)
×[ ˜˜Dk1(xI1 , y1)− ˜˜Dk1(xI1 , y′1)]f(v2)du1dv1dv2)(x2)∣∣∣∣2 dx2)1/2
≤ C
( ∞∑
k
′
1=−∞
∫
M2
∣∣∣∣ ∫ ∞∑
k1=−∞
∑
I1
µ1(I1)Dk′1(x1, u1)K(u1, x2, v1, v2)Dk1(v1, xI1)
×[ ˜˜Dk1(xI1 , y1)− ˜˜Dk1(xI1 , y′1)]f(v2)du1dv1dv2∣∣∣∣2dx2)1/2. (4.5)
Now we claim that for any fixed k
′
1 and ε
′ with ε′ < ε there exists positive constant C
such that for d1(y1, y
′
1) ≤ d1(x1, y1)/2A and ‖f‖2 ≤ 1,( ∫
M2
∣∣∣∣ ∫ ∞∑
k1=−∞
∑
I1
µ1(I1)Dk′1(x1, u1)K(u1, x2, v1, v2)Dk1(v1, xI1)
×[ ˜˜Dk1(xI1 , y1)− ˜˜Dk1(xI1 , y′1)]f(v2)du1dv1dv2∣∣∣∣2dx2)1/2
≤ C
(d1(y1, y′1)
2−k
′
1
)ε′ 1
V
2−k
′
1
(x1) + V (x1, y1)
( 2−k′1
2−k
′
1 + d1(x1, y1)
)ε′
. (4.6)
Assume that (4.6) holds. Inserting (4.6) into (4.5) together with the following standard
estimate ∑
k
′
1
(d1(y1, y′1)
2−k
′
1
)2ε′( 1
V
2−k
′
1
(x1) + V (x1, y1)
)2( 2−k′1
2−k
′
1 + d1(x1, y1)
)2ε′
≤ C
(d1(y1, y′1)
d1(x1, y1)
)2ε′ 1
V 2(x1, y1)
yields that for d1(y1, y
′
1) ≤ d1(x1, y1)/2A and ‖f‖2 ≤ 1,(∫
M2
∥∥∥ ∫
M2
[Lk′1,k′2(x1, x2, y1, y2)− Lk′1,k′2(x1, x2, y
′
1, y2)]f(y2)dy2
∥∥∥2
H
dx2
)1/2
≤ C
(d1(y1, y′1)
d1(x1, y1)
)ε′ 1
V (x1, y1)
,
which implies (II).
In order to show the estimate in (4.6), we will apply the almost orthogonal argument. For
this purpose, we first write(∫
M2
∣∣∣ ∫ ∞∑
k1=−∞
∑
I1
µ1(I1)Dk′1(x1, u1)K(u1, x2, v1, v2)Dk1(v1, xI1)
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×[ ˜˜Dk1(xI1 , y1)− ˜˜Dk1(xI1 , y′1)]f(v2)du1dv1dv2∣∣∣2dx2)1/2
= sup
h: ‖h‖
L2(M2)
≤1
∣∣∣ ∫ ∞∑
k1=−∞
∑
I1
µ1(I1)Dk′1(x1, u1)〈h,K1(u1, v1)f〉Dk1(v1, xI1)
×[ ˜˜Dk1(xI1 , y1)− ˜˜Dk1(xI1 , y′1)]du1dv1∣∣∣.
Note that, as in Subsection 3.3.1, the condition that (T )∗1(1) = 0 implies that for k1 > k
′
1, we
have the following almost orthogonal argument that for ‖f‖2 ≤ 1 and ‖g‖2 ≤ 1,∣∣∣ ∫ Dk′1(x1, u1)〈h,K1(u1, v1)f〉Dk1(v1, xI1)du1dv1∣∣∣
≤ C2−(k1−k′1)ε
′ 1
V
2−k
′
1
(x1) + V2−k
′
1
(xI1) + V (x1, xI1)
2−k
′
1ε
′
(2−k
′
1 + d1(x1, xI1))
ε′
.
This, as in Subsection 3.3.1, leads to the following decomposition∫ ∞∑
k1=−∞
∑
I1
µ1(I1)Dk′1(x1, u1)〈h,K1(u1, v1)f〉Dk1(v1, xI1)
×[ ˜˜Dk1(xI1 , y1)− ˜˜Dk1(xI1 , y′1)]du1dv1
=: E + F, (4.7)
where for fixed k
′
1, E corresponds to the summation over k1 > k
′
1 and F for k1 ≤ k
′
1.
It suffices to show that |E| and |F | both are bounded by the right-hand sides of (4.6). To
do this, for 2d1(y1, y
′
1) ≥ 2−k
′
1 we write
|E|=
∣∣∣ ∫ ∑
k1>k′1
∑
I1
µ1(I1)Dk′1(x1, u1)〈h,K1(u1, v1)f〉Dk1(v1, xI1)du1dv1
∣∣∣
×
∣∣∣[ ˜˜Dk1(xI1 , y1)− ˜˜Dk1(xI1 , y′1)]∣∣∣.
Applying the almost orthogonal estimate as mentioned above and the size properties of˜˜
Dk1(xI1 , y1) and
˜˜
Dk1(xI1 , y
′
1), we obtain that for ‖f‖2 ≤ 1 and ‖g‖2 ≤ 1 the last term above is
bounded by
C
∑
k1>k
′
1
∑
I1
µ1(I1)2
−(k1−k′1)ε
′ 1
V
2−k
′
1
(x1) + V (xI1 , x1)
( 2−k′1
2−k
′
1 + d1(x1, xI1)
)ε′
×
[ 1
V2−k1 (y1) + V (xI1 , y1)
( 2−k1
2−k1 + d1(xI1 , y1)
)ε′
+
1
V2−k1 (y
′
1) + V (xI1 , y
′
1)
( 2−k1
2−k1 + d1(xI1 , y
′
1)
)ε′]
.
Note that
∑
k1>k
′
1
∑
I1
µ1(I1)2
−(k1−k′1)ε
′ 1
V
2−k
′
1
(x1) + V (xI1 , x1)
( 2−k′1
2−k
′
1 + d1(x1, xI1)
)ε′
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× 1
V2−k1 (y1) + V (xI1 , y1)
( 2−k1
2−k1 + d1(xI1 , y1)
)ε′
≤ C
∑
k1>k
′
1
2−(k1−k
′
1)ε
′
∫
M1
1
V
2−k
′
1
(x1) + V (z1, x1)
( 2−k′1
2−k
′
1 + d1(x1, z1)
)ε′
× 1
V2−k1 (y1) + V (z1, y1)
( 2−k1
2−k1 + d1(z1, y1)
)ε′
dz1
≤ C 1
V
2−k
′
1
(x1) + V (x1, y1)
( 2−k′1
2−k
′
1 + d1(x1, y1)
)ε′
.
Thus, for 2d1(y1, y
′
1) ≥ 2−k
′
1 ,
|E| ≤ C
(d1(y1, y′1)
2−k
′
1
)ε′ 1
V
2−k
′
1
(x1) + V (x1, y1)
( 2−k′1
2−k
′
1 + d1(x1, y1)
)ε′
,
where we use the facts that 2d1(y1, y
′
1) ≥ 2−k
′
1 and if d(y1, y
′
1) ≤ d1(x1, y
′
1)/2A then there exists
a positive constant C such that C−1d1(x1, y1) ≤ d1(x1, y′1) ≤ Cd1(x1, y1).
Whenever 2d1(y1, y
′
1) < 2
−k′1 and if d1(y1, y
′
1) ≤ 12A(2−k1 + d1(xI1 , y1)) or d1(y1, y
′
1) ≤
1
2A(2
−k1 + d1(xI1 , y
′
1)), then applying the almost orthogonal estimate as mentioned above and
the smoothness condition for
[ ˜˜
Dk1(xI1 , y1)− ˜˜Dk1(xI1 , y′1)] yields that for ‖f‖2 ≤ 1 and ‖g‖2 ≤ 1,
|E| ≤C
∑
k1>k
′
1
∑
I1
µ1(I1)2
−(k1−k′1)ε
′ 1
V
2−k
′
1
(x1) + V
2−k
′
1
(xI1) + V (xI1 , x1)
( 2−k′1
2−k
′
1 + d1(x1, xI1)
)ε′
×
[( d1(y1, y′1)
2−k1 + d1(xI1 , y1)
)ε′ 1
V2−k1 (xI1) + V (xI1 , y1)
( 2−k1
2−k1 + d1(xI1 , y1)
)ε′
+
( d1(y1, y′1)
2−k1 + d1(xI1 , y
′
1)
)ε′ 1
V2−k1 (xI1) + V (xI1 , y
′
1)
( 2−k1
2−k1 + d1(xI1 , y
′
1)
)ε′]
≤C
(d1(y1, y′1)
2−k
′
1
)ε′ 1
V
2−k
′
1
(x1) + V (x1, y1)
( 2−k′1
2−k
′
1 + d1(x1, y1)
)ε′
,
where the fact that C−1d1(x1, y1) ≤ d1(x1, y′1) ≤ Cd1(x1, y1) is also used.
The proof for 2d1(y1, y
′
1) < 2
−k′1 , d1(y1, y
′
1) >
1
2A(2
−k1 + d1(xI1 , y1)) and d1(y1, y
′
1) >
1
2A(2
−k1 + d1(xI1 , y
′
1)) is same as for 2d1(y1, y
′
1) ≥ 2−k
′
1 . This implies that |E| is bounded by
the right-hand side of (4.6).
We now show that |F | satisfies the same estimates as |E| does. To this end, again as in
Subsection 3.3.1, we decompose F as
F =
∫ ∑
k1≤k′1
∑
I1
µ1(I1)Dk′1(x1, u1)〈h,K1(u1, v1)f〉[Dk1(v1, xI1)−Dk1(x1, xI1)]
×[ ˜˜Dk1(xI1 , y1)− ˜˜Dk1(xI1 , y′1)]du1dv1
+
∫ ∑
k1≤k′1
∑
I1
µ1(I1)Dk′1(x1, u1)〈h,K1(u1, v1)f〉Dk1(x1, xI1)
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×[ ˜˜Dk1(xI1 , y1)− ˜˜Dk1(xI1 , y′1)]du1dv1
=F1 + F2.
Note that when k1 ≤ k′1 we have the following almost orthogonal estimate that for ‖f‖2 ≤ 1
and ‖g‖2 ≤ 1,∣∣∣ ∫ Dk′1(x1, u1)〈h,K1(u1, v1)f〉[Dk1(v1, xI1)−Dk1(x1, xI1)]du1dv1∣∣∣
≤ C2−(k′1−k1)ε
′ 1
V2−k1 (x1) + V2−k1 (xI1) + V (x1, xI1)
2−k1ε
′
(2−k1 + d1(x1, xI1))ε
′ .
Therefore, F1 satisfies the same estimate as E. To estimate F2, we rewrite it as
F2=
∣∣∣ ∑
k1≤k′1
∑
I1
µ1(I1)Dk1(x1, xI1)
[ ˜˜
Dk1(xI1 , y1)− ˜˜Dk1(xI1 , y′1)]
×
∫
Dk′1(x1, u1)〈h,K1(u1, ·)f〉(1)du1
∣∣∣
=
∣∣Sk′1(x1, y1)− Sk′1(x1, y′1)∣∣∣∣∣
∫
Dk′1(x1, u1)〈h,K1(u1, ·)f〉(1)du1
∣∣∣,
where for x1, y1 ∈ M1, Sk′1(x1, y1) =
∑
k1≤k′1
∑
I1
µ1(I1)Dk1(x1, xI1)
˜˜
Dk1(xI1 , y1) and similarly
for Sk′1(x1, y
′
1). Note that Sk′1(x1, y1) and Sk′1(x1, y
′
1) satisfy the size and smoothness properties
as proved in Subsections 3.3.2 and 3.3.4, respectively. Similar to the argument in Subsection
3.3.3, 〈h,K1(u1, ·)f〉(1), as a function of u1, lies in BMO(M1) with ‖〈h,K1(u1, ·)f〉(1)‖BMO(M1)
≤ C‖f‖L2(M2)‖h‖L2(M2). Hence
∣∣∣ ∫ Dk′1(x1, u1)〈h,K1(u1, ·)f〉(1)du1∣∣∣ ≤ C‖f‖L2(M2)‖h‖L2(M2),
where the constant C is independent of k
′
1 and x1 since for any k
′
1 and x1, Dk′1(x1, u1) is in
H1(M1) with ‖Dk′1(x1, ·)‖H1(M1) uniformly bounded. As a consequence, we have
|F2| ≤C
∣∣Sk′1(x1, y1)− Sk′1(x1, y′1)∣∣‖f‖L2(M2)‖h‖L2(M2).
Thus, applying the size properties of Sk′1(x1, y1) and Sk′1(x1, y
′
1) for the case k
′
1 : 2
−k′1 ≤
2Ad1(y1, y
′
1) and the smoothness properties of Sk′1(x1, y1) for the case k
′
1 : 2
−k′1 > 2Ad1(y1, y
′
1),
we obtain that F2 satisfies the same estimate as F1 and then F satisfies the same estimate as
E and hence, the proof for (II) is concluded. Applying the same proof implies that (II) holds
with interchanging x1 and y1.
As mentioned, the proof for (I) is similar and easier. Indeed, following the same steps in
the proof of (II), we have∥∥(Lk′1,k′2)1(x1, y1)∥∥L2H(M2)→L2H(M2)
= sup
f : ‖f‖
L2(M2)
≤1
( ∫
M2
∥∥∥∫
M2
L
k
′
1,k
′
2
(x1, x2, y1, y2)f(y2)dy2
∥∥∥2
H
dx2
)1/2
≤ C
( ∞∑
k
′
1=−∞
∫
M2
∣∣∣∣ ∫ ∞∑
k1=−∞
∑
I1
µ1(I1)Dk′1(x1, u1)K(u1, x2, v1, v2)Dk1(v1, xI1)
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× ˜˜Dk1(xI1 , y1)f(v2)du1dv1dv2∣∣∣∣2dx2)1/2. (4.8)
Then, define E and F similarly as in (4.7) with
˜˜
Dk1(xI1 , y1) − ˜˜Dk1(xI1 , y′1) replaced by˜˜
Dk1(xI1 , y1). Then applying the same proof, we obtain that E and F satisfy the following
estimate
|E|+ |F | ≤ C 1
V
2−k
′
1
(x1) + V (x1, y1)
( 2−k′1
2−k
′
1 + d1(x1, y1)
)ε′
.
Inserting the above estimate into (4.8) implies (I). We leave the details to the reader.
We now turn to the proofs of (III) - (V I).
To verify (III)–(V I), it suffices to show that there exist positive constants C, ε and ε′
with ε′ < ε, such that Lk′1,k′2(x1, x2, y1, y2), the kernel of Lk′1,k′2 , satisfies the following estimates
(D1)–(D4):
(D1) |Lk′1,k′2(x1, x2, y1, y2)| ≤C
1
V
2−k
′
1
(x1) + V
2−k
′
1
(y1) + V (x1, y1)
2−k
′
1ε
′
(2−k
′
1 + d1(x1, y1))ε
′
× 1
V
2−k
′
2
(x2) + V
2−k
′
2
(y2) + V (x2, y2)
2−k
′
2ε
′
(2−k
′
2 + d2(x2, y2))ε
′
;
(D2) |Lk′1,k′2(x1, x2, y1, y2)− Lk′1,k′2(x1, x2, y1, y
′
2)|
≤C
( d2(y2, y′2)
2−k
′
1 + d2(x2, y2)
)ε′ 1
V
2−k
′
1
(x1) + V
2−k
′
1
(y1) + V (x1, y1)
2−k
′
1ε
′
(2−k
′
1 + d1(x1, y1))ε
′
× 1
V
2−k
′
2
(x2) + V
2−k
′
2
(y2) + V (x2, y2)
2−k
′
2ε
′
(2−k
′
2 + d2(x2, y2))ε
′
for d2(y2, y
′
2) ≤ 12A(2−k
′
1 + d2(x2, y2));
(D3) |Lk′1,k′2(x1, x2, y1, y2)− Lk′1,k′2(x1, x2, y
′
1, y2)|
≤C
( d1(y1, y′1)
2−k
′
1 + d1(x1, y1)
)ε′ 1
V
2−k
′
1
(x1) + V
2−k
′
1
(y1) + V (x1, y1)
2−k
′
1ε
′
(2−k
′
1 + d1(x1, y1))ε
′
× 1
V
2−k
′
2
(x2) + V
2−k
′
2
(y2) + V (x2, y2)
2−k
′
2ε
′
(2−k
′
2 + d2(x2, y2))ε
′
for d1(y1, y
′
1) ≤ 12A(2−k
′
1 + d1(x1, y1));
(D4) |Lk′1,k′2(x1, x2, y1, y2)− Lk′1,k′2(x1, x2, y
′
1, y2)− Lk′1,k′2(x1, x2, y1, y
′
2) + Lk′1,k′2(x1, x2, y
′
1, y
′
2)|
≤ C
( d1(y1, y′1)
2−k
′
1 + d1(x1, y1)
)ε′ 1
V
2−k
′
1
(x1) + V
2−k
′
1
(y1) + V (x1, y1)
2−k
′
1ε
′
(2−k
′
1 + d1(x1, y1))ε
′
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×
( d2(y2, y′2)
2−k
′
2 + d2(x2, y2)
)ε′ 1
V
2−k
′
2
(x2) + V
2−k
′
2
(y2) + V (x2, y2)
2−k
′
2ε
′
(2−k
′
2 + d2(x2, y2))ε
′
for d1(y1, y
′
1) ≤ 12A(2−k
′
1 + d1(x1, y1)) and d2(y2, y
′
2) ≤ 12A(2−k
′
2 + d2(x2, y2)).
To show (D1), as in Subsection 3.3, we will decompose Lk′1,k′2(x1, x2, y1, y2). To be precise,
for any fixed integers k
′
1 and k
′
2 we consider the following cases.
Case 1. k
′
1 ≥ k1 and k
′
2 ≥ k2;
Case 2. k
′
1 ≥ k1 and k
′
2 < k2;
Case 3. k
′
1 < k1 and k
′
2 ≥ k2;
Case 4. k
′
1 < k1 and k
′
2 < k2.
We write
Lk′1,k′2(x1, x2, y1, y2)
= L1
k
′
1,k
′
2
(x1, x2, y1, y2) + L2k′1,k′2(x1, x2, y1, y2) + L
3
k
′
1,k
′
2
(x1, x2, y1, y2) + L4k′1,k′2(x1, x2, y1, y2),
where
L1
k
′
1,k
′
2
(x1, x2, y1, y2)
=
∑
k1≤k′1
∑
k2≤k′2
∑
I1
∑
I2
µ1(I1)µ2(I2)Dk′1Dk′2TDk1Dk2(x1, x2, xI1 , xI2)
˜˜
Dk1(xI1 , y1)
˜˜
Dk2(xI2 , y2)
and similarly for the other three terms.
We first consider L1
k
′
1,k
′
2
(x1, x2, y1, y2). Following the Case 1 in Subsection 3.3, we decom-
pose
Dk′1Dk′2TDk1Dk2(x1, x2, xI1 , xI2)
=: I(x1, x2, xI1 , xI2) + II(x1, x2, xI1 , xI2) + III(x1, x2, xI1 , xI2) + IV (x1, x2, xI1 , xI2)
and then write
L1
k
′
1,k
′
2
(x1, x2, y1, y2)
= L1.1
k
′
1,k
′
2
(x1, x2, y1, y2) + L1.2k′1,k′2(x1, x2, y1, y2) + L
1.3
k
′
1,k
′
2
(x1, x2, y1, y2) + L1.4k′1,k′2(x1, x2, y1, y2),
where
L1.1
k
′
1,k
′
2
(x1, x2, y1, y2) =
∑
k1≤k′1
∑
k2≤k′2
∑
I1
∑
I2
µ1(I1)µ2(I2)I(x1, x2, xI1 , xI2)
˜˜
Dk1(xI1 , y1)
˜˜
Dk2(xI2 , y2)
and similar for the other three cases.
As in Subsection 3.3.1, applying the almost orthogonality estimate and the size properties
of
˜˜
Dk1(xI1 , y1) and
˜˜
Dk2(xI2 , y2) and following the same proof as in Case 1.1 in Subsection 3.3.1,
yield
|L1.1
k
′
1,k
′
2
(x1, x2, y1, y2)| (4.9)
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≤
∑
k1≤k′1
∑
k2≤k′2
∑
I1
∑
I2
µ1(I1)µ2(I2)|I(x1, x2, xI1 , xI2)|| ˜˜Dk1(xI1 , y1)|| ˜˜Dk2(xI2 , y2)|
≤C 1
V
2−k
′
1
(x1) + V
2−k
′
1
(y1) + V (x1, y1)
2−k
′
1ε
(2−k
′
1 + d1(x1, y1))ε
× 1
V
2−k
′
2
(x2) + V
2−k
′
2
(y2) + V (x2, y2)
2−k
′
2ε
(2−k
′
2 + d2(x2, y2))ε
,
which implies that L1.1
k
′
1,k
′
2
(x1, x2, y1, y2) satisfies (D1).
To deal with L1.4
k
′
1,k
′
2
(x1, x2, y1, y2), as in Subsection 3.3.2, we write
IV (x1, x2, xI1 , xI2) = Dk′1
D
k
′
2
(T1)(x1, x2)Dk1(x1, xI1)Dk2(x2, xI2).
And then we rewrite
L1.4
k
′
1,k
′
2
(x1, x2, y1, y2)
=
∑
k1≤k′1
∑
k2≤k′2
∑
I1
∑
I2
µ1(I1)µ2(I2)Dk′1
Dk′2
(T1)(x1, x2)Dk1(x1, xI1)Dk2(x2, xI2)
× ˜˜Dk1(xI1 , y1) ˜˜Dk2(xI2 , y2)
=Sk′1
(x1, y1)Sk′2
(x2, y2)Dk′1
Dk′2
(T1)(x1, x2),
where for x1, y1 ∈M1,
Sk′1
(x1, y1) =
∑
k1≤k′1
∑
I1
µ1(I1)Dk1(x1, xI1)
˜˜
Dk1(xI1 , y1)
and similarly for S
k
′
2
(x2, y2) onM2.Moreover, as in Subsection 3.3.2, Sk′1
(x1, y1) and Sk′2
(x2, y2)
satisfy similar size properties as D
k
′
1
(x1, y1) and Dk′2
(x2, y2) do, which implies
L1.4
k
′
1,k
′
2
(x1, x2, y1, y2) ≤ |Sk′1(x1, y1)Sk′2(x2, y2)|
since (T1)(x1, x2) ∈ BMO(M˜) and hence |Dk′1Dk′2(T1)(x1, x2)| is bounded uniformly for
k
′
1, k
′
2, x1 and x2. This implies that L1.4k′1,k′2(x1, x2, y1, y2) satisfies (D1).
Similarly, we write, as in the Case 1.2 in Subsection 3.3.3,
II(x1, x2, xI1 , xI2)
=
∫
Dk′1(x1, u1)Dk′2(x2, u2)K(u1, u2, v1, v2)
×[Dk2(v2, xI2)−Dk2(xI′2 , xI2)]du1du2dv1dv2 Dk1(x1, xI1) + IV (x1, x2, xI1 , xI2)
= 〈Dk′2(x2, u2), 〈Dk′1(x1, ·),K2(u2, v2)(1)〉[Dk2(v2, xI2)−Dk2(x2, xI2)]〉Dk1(x1, xI1)
+IV (x1, x2, xI1 , xI2).
Then, we have
L1.2
k
′
1,k
′
2
(x1, x2, y1, y2) =
∑
k1≤k′1
∑
k2≤k′2
∑
I1
∑
I2
µ1(I1)µ2(I2)〈Dk′2(x2, u2), 〈Dk′1(x1, ·),K2(u2, v2)(1)〉
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×[Dk2(v2, xI2)−Dk2(x2, xI2)]〉Dk1(x1, xI1) ˜˜Dk1(xI1 , y1) ˜˜Dk2(xI2 , y2)
+L1.4
k
′
1,k
′
2
(x1, x2, y1, y2).
Thus, it suffices to verify that the series above satisfies (D1). To do this, we write the series
above as∑
k1≤k′1
∑
k2≤k′2
∑
I1
∑
I2
µ1(I1)µ2(I2)〈Dk′2(x2, u2), 〈Dk′1(x1, ·),K2(u2, v2)(1)〉
×[Dk2(v2, xI2)−Dk2(x2, xI2)]〉Dk1(x1, xI1) ˜˜Dk1(xI1 , y1) ˜˜Dk2(xI2 , y2)
=
∑
k2≤k′2
∑
I2
µ2(I2)〈Dk′2(x2, u2), 〈Dk′1(x1, ·),K2(u2, v2)(1)〉[Dk2(v2, xI2)−Dk2(x2, xI2)]〉
× ˜˜Dk2(xI2 , y2)Sk′1(x1, y1) (4.10)
Note that K2(u2, v2)(1) as a function of u1 is in BMO(M1) with ‖K2(u2, v2)(1)‖BMO(M1)
bounded by CV (u2, v2)
−1, and that Dk′1(x1, u1) as a function of u1 lies in H
1(M1). More-
over, K2(u2, v2) is a Caldero´n–Zygmund kernel on M2 with |K2|CZ ≤ C and, by the fact that
(T ∗)2(1) = 0,
∫
K2(u2, v2)du2 = 0. As a consequence, we have the following almost orthogo-
nality estimate that for k
′
2 ≥ k2∣∣〈Dk′2(x2, u2), 〈Dk′1(x1, ·),K2(u2, v2)(1)〉[Dk2(v2, xI2)−Dk2(x2, xI2)]〉∣∣
≤ C|K2|CZ2−(k
′
2−k2)ε′ 1
V2−k2 (x2) + V2−k2 (xI2) + V (x2, xI2)
( 2−k2
2−k2 + d2(x2, xI2)
)ε
,
which together with the side condition of
˜˜
Dk2(xI2 , y2) implies that the right-hand side of the
equality (4.10) is bounded by
C|K2|CZ 1
V
2−k
′
2
(x2) + V
2−k
′
2
(y2) + V (x2, y2)
( 2−k′2
2−k
′
2 + d2(x2, y2)
)ε |S
k
′
1
(x1, y1)|.
This together with the side condition of S
k
′
1
(x1, y1) implies that the right-hand side of the
equality (4.10) is bounded by the right-hand side in (D1) and hence L1.2k′1,k′2(x1, x2, y1, y2) satis-
fies (D1). Similarly, L1.3k′1,k′2(x1, x2, y1, y2) satisfies (D1). We conclude that L
1
k
′
1,k
′
2
(x1, x2, y1, y2)
satisfies (D1).
Now we turn to L2
k
′
1,k
′
2
(x1, x2, y1, y2). Note that (T
∗)2(1) = 0. Similar to the Case 2 in
Subsection 3.3, we write
Dk′1
Dk′2
TDk1Dk2(x1, x2, xI1 , xI2)
=
∫
Dk′1(x1, u1)Dk′2(x2, u2)K(u1, u2, v1, v2)[Dk1(v1, xI1)−Dk1(x1, xI1)]
×Dk2(v2, xI2)du1du2dv1dv2
+
∫
Dk′1(x1, u1)Dk′2(x2, u2)K(u1, u2, v1, v2)Dk1(x1, xI1)Dk2(v2, xI2)du1du2dv1dv2
=: V (x1, x2, xI1 , xI2) + V I(x1, x2, xI1 , xI2).
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Then we rewrite
L2
k
′
1,k
′
2
(x1, x2, y1, y2) = L2.1k′1,k′2(x1, x2, y1, y2) + L
2.2
k
′
1,k
′
2
(x1, x2, y1, y2)
where
L2.1
k
′
1,k
′
2
(x1, x2, y1, y2) =
∑
k1≤k′1
∑
k2>k
′
2
∑
I1
∑
τ2
µ1(I1)µ2(I2)V (x1, x2, xI1 , xI2)
˜˜
Dk1(xI1 , y1)
˜˜
Dk2(xI2 , y2)
and similarly for L2.2
k
′
1,k
′
2
(x1, x2, y1, y2).
By the fact that (T ∗)2(1) = 0, V (x1, x2, xI1 , xI2) satisfies the almost orthogonality esti-
mate in (3.22) as for I(x1, x2, xI1 , xI2) with k2 and k
′
2 interchanged. Hence, applying the almost
orthogonality estimate and the size properties of
˜˜
Dk1(xI1 , y1) and
˜˜
Dk2(xI2 , y2) gives
|L2.1
k
′
1,k
′
2
(x1, x2, y1, y2)| ≤C 1
V
2−k
′
1
(x1) + V
2−k
′
1
(y1) + V (x1, y1)
2−k
′
1ε
(2−k
′
1 + d1(x1, y1))ε
× 1
V
2−k
′
2
(x2) + V
2−k
′
2
(y2) + V (x2, y2)
2−k
′
2ε
(2−k
′
2 + d2(x2, y2))ε
,
which implies that L2.1
k
′
1,k
′
2
(x1, x2, y1, y2) satisfies (D1).
The proof of term L2.2
k
′
1,k
′
2
(x1, x2, y1, y2) is similar to that of L1.4k′1,k′2(x1, x2, y1, y2). Thus
L2.2
k
′
1,k
′
2
(x1, x2, y1, y2) satisfies (D1). As a result, L2k′1,k′2(x1, x2, y1, y2) satisfies (D1). Following
the same proof of L2
k
′
1,k
′
2
(x1, x2, y1, y2), L3k′1,k′2(x1, x2, y1, y2) satisfies (D1).
Finally, note that (T ∗)1(1) = (T ∗)2(1) = 0, So Dk′1Dk′2TDk1Dk2(x1, x2, xI1 , xI2) satisfies
the almost orthogonality estimate in (3.22) with k1 and k
′
1, k2 and k
′
2 interchanged, respectively,
and from this together with the size properties of
˜˜
Dk1(xI1 , y1) and
˜˜
Dk2(xI2 , y2) yields that
L4
k
′
1,k
′
2
(x1, x2, y1, y2) satisfies (D1).
Combing all the estimates of L1
k
′
1,k
′
2
(x1, x2, y1, y2)–L4k′1,k′2(x1, x2, y1, y2) we can obtain thatLk′1,k′2(x1, x2, y1, y2) satisfies (D1).
Replacing
˜˜
Dk2(xI2 , y2),
˜˜
Dk1(xI1 , y1) and
˜˜
Dk1(xI1 , y1)
˜˜
Dk2(xI2 , y2) by
˜˜
Dk2(xI2 , y2)− ˜˜Dk2(xI2 ,
y
′
2),
˜˜
Dk1(xI1 , y1)− ˜˜Dk1(xI1 , y′1) and [ ˜˜Dk1(xI1 , y1)− ˜˜Dk1(xI1 , y′1)][ ˜˜Dk2(xI2 , y2)− ˜˜Dk2(xI2 , y′2)], re-
spectively, and then applying the same proof as for (D1) will give the proofs of (D2) – (D4).
We leave these details to the reader.
We conclude that Lk′1,k′2(x1, x2, y1, y2) satisfies (III)–(V I).
4.2 “If” part of T1 theorem on CMOp
Note that if f ∈ CMOp(M˜), in general, T (f) may not be well defined because f is a distribution
in
( ◦
Gϑ1,ϑ2(β1, β2; γ1, γ2)
)′
. The same problem appears in the proof of Theorem 3.6. The key
fact used in the proof of Theorem 3.6 is that L2(M˜ ) ∩ Hp(M˜ ) is dense in Hp(M˜ ). It turns
out that to establish the boundedness of T on Hp(M˜), it suffices to show the Hp boundedness
of T for f ∈ L2(M˜) ∩ Hp(M˜ ). This method does not work for the present proof of the “If”
part of Theorem C because L2(M˜ ) ∩ CMOp(M˜ ) is not dense in CMOp(M˜). However, as a
substitution, we have the following
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Lemma 4.1. For max
( 2Q1
2Q1+ϑ1
, 2Q22Q2+ϑ2
)
< p ≤ 1, L2(M˜ ) ∩ CMOp(M˜) is dense in CMOp(M˜ )
in the weak topology (Hp(M˜ ),CMOp(M˜)). More precisely, for each f ∈ CMOp(M˜ ), there exists
a sequence {fn} ⊂ L2(M˜ ) ∩CMOp(M˜ ) such that ‖fn‖CMOp(M˜) ≤ C‖f‖CMOp(M˜), where C is a
positive constant independent of n and f , and moreover, for each g ∈ Hp(M˜ ), 〈fn, g〉 → 〈f, g〉
as n→∞.
Proof of Lemma 4.1. We first recall the discrete Caldero´n identity, namely,
f(x1, x2) =
∑
k1,k2
∑
I1,I2
|I1||I2|Dk1(x1, xI1)Dk2(x2, xI2) ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2), (4.11)
where, for the simplicity, we denote |I1| for µ1(I1) and similarly |I2| for µ2(I2), and for each k1
and k2, I1, I2 range over all the dyadic cubes in M1 and M2 with the diameter ℓ(I1) = 2
−k1−N1
and ℓ(I2) = 2
−k2−N2 . Moreover, the series converges in the both norms in
◦
Gϑ1,ϑ2(β
′
1, β
′
2, γ
′
1, γ
′
2)
with 0 < β′i < βi < ϑi, 0 < γ
′
i < γi < ϑi, i = 1, 2, and L
p(M1 ×M2), 1 < p < ∞. Note that
Dk1(x1, xI1) and Dk2(x2, xI2) as functions of x1 and x2, respectively, have compact supports.
Suppose that f ∈ CMOp(M˜). Set
fn(x1, x2) :=
∑
|k1|≤n,|k2|≤n
∑
I1,I2:I1×I2⊂Bn
|I1||I2|Dk1(x1, xI1)Dk2(x2, xI2) ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2),
where Bn = {(x1, x2) : d(x1, x01) ≤ n, d(x2, x02) ≤ n}.
It is easy to see that fn ∈ L2(M˜). We will show that fn ∈ CMOp(M˜ ) and moreover, there
exists a constant C independent of n and f such that for any open set Ω ⊂ M˜ with finite
measure,
1
|Ω| 2p−1
∫
Ω
∑
k
′
1,k
′
2
∑
I′×J ′⊆Ω
∣∣Dk′1Dk′2(fn)(x, y)∣∣2χI′1(x1)χI′2(x2)dx1dx2 ≤ C‖f‖2CMOp(M˜). (4.12)
To show the above estimate, we need the following almost orthogonal estimate of Lemma 2.11
in [HLL2]. Here and in the rest of the paper, for a, b ∈ R we use a∧ b, a∨ b to denote min(a, b),
max(a, b), respectively.
Lemma 4.2 (Lemma 2.11,[HLL2]). Let {Ski}ki∈Z and {Pki}ki∈Z be two approximations to
the identity with regularity exponent ϑi and Dki = Ski − Ski−1, Eki = Pki − Pki−1, i = 1, 2.
Then for each ε ∈ (0, ϑ1 ∧ ϑ2), there exist positive constants C depending only on ε such that
Dl1Dl2Ek1Ek2(x1, x2, y1, y2), the kernel of Dl1Dl2Ek1Ek2 , satisfies the following estimate:
|Dl1Dl2Ek1Ek2(x1, x2, y1, y2)| ≤ C2−|k1−l1|ε2−|k2−l2|ε (4.13)
× 1
V2−(k1∧l1)(x1) + V2−(k1∧l1)(y1) + V (x1, y1)
2−(k1∧l1)ε
(2−(k1∧l1) + d(x1, y1))ε
× 1
V2−(k2∧l2)(x2) + V2−(k2∧l2)(y2) + V (x2, y2)
2−(k2∧l2)ε
(2−(k2∧l2) + d(x2, y2))ε
.
We turn to the proof of Lemma 4.1. Note that from the definition of fn, we have
Dk′1
Dk′2
(fn)(x1, x2)
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=
∑
|k1|≤n,|k2|≤n
∑
I1,I2:I1×I2⊂Bn
|I1||I2|Dk′1Dk1Dk′2Dk2(x1, x2, xI1 , xI2)
˜˜
Dk1
˜˜
Dk2(f)(xI1 , xI2).
Applying Lemma 4.2 for the term Dk′1
Dk1Dk′2
Dk2(x1, x2, xI1 , xI2) first and then using the
Ho¨lder’s inequality, we obtain
sup
x1∈I′1,x2∈I
′
2
∣∣D
k
′
1
D
k
′
2
(fn)(x1, x2)
∣∣2
.
∑
k1,k2
2−|k1−k
′
1|ε12−|k2−k
′
2|ε2
∑
I1,I2
|I1||I2| 1
V (xI , xI′) + V
2−(k1∧k
′
1
)
(xI) + V
2−(k1∧k
′
1
)
(xI′)
×
(
2−(k1∧k
′
1)
2−(k1∧k
′
1) + d(xI , xI′)
)ε1 1
V (xI2 , xI′2
) + V
2−(k2∧k
′
2
)
(xI2) + V
2−(k2∧k
′
2
)
(xI′2
)
×
(
2−(k2∧k
′
2)
2−(k2∧k
′
2) + d(xI2 , xI′2
)
)ε2∣∣ ˜˜Dk1 ˜˜Dk2 [f ](xI1 , xI2)∣∣2.
As a consequence, we have
1
|Ω| 2p−1
∑
k
′
1,k
′
2
∑
I
′
1×I
′
2⊂Ω
|I ′1||I
′
2| sup
x1∈I′1,x2∈I
′
2
∣∣D
k
′
1
D
k
′
2
[fn](x1, x2)
∣∣2 (4.14)
.
1
|Ω| 2p−1
∑
k
′
1,k
′
2
∑
I
′
1×I
′
2⊂Ω
∑
k1,k2
∑
I1,I2
2−|k1−k
′
1|ε12−|k2−k
′
2|ε2 |I1||I2||I ′1||I
′
2|
×
(
2−(k1∧k
′
1)
2−(k1∧k
′
1) + d(xI1 , xI′1
)
)ε1 1
V (xI1 , xI′1
) + V
2−(k1∧k
′
1)
(xI1) + V
2−(k1∧k
′
1)
(xI′1
)
×
(
2−(k2∧k
′
2)
2−(k2∧k
′
2) + d(xI2 , xI′2
)
)ε2 1
V (xI2 , xI′2
) + V
2−(k2∧k
′
2)
(xI2) + V
2−(k2∧k
′
2)
(xI′2
)
×∣∣ ˜˜Dk1 ˜˜Dk2 [f ](xI1 , xI2)∣∣2.
Note that 2−|k1−k
′
1| ≈ diam(I1)
diam(I
′
1)
∧ diam(I
′
1)
diam(I1)
, 2−(k1∧k
′
1) ≈ diam(I1) ∨ diam(I ′1) and d(xI1 , xI′) ≥
dist(I1, I
′
1). Similar results hold for k2, k
′
2 and I2, I
′
2. Applying the above estimate with any
arbitrary points xI′1
and xI′2
in I
′
1 and I
′
2, respectively, and the fact that ab = (a ∨ b)2
(
a
b ∧ ba
)
for all a, b > 0, we obtain that the right-hand in (4.43) is dominated by a constant times
1
|Ω| 2p−1
∑
k
′
1,k
′
2
∑
I
′
1×I
′
2⊂Ω
∑
k1,k2
∑
I1,I2
[ |I1|
|I ′1|
∧ |I
′
1|
|I1|
][ |I2|
|I ′2|
∧ |I
′
2|
|J |
][
diam(I1)
diam(I
′
1)
∧ diam(I
′
1)
diam(I1)
]ε1
×
[
diam(I2)
diam(I
′
2)
∧ diam(I
′
2)
diam(I2)
]ε2
· (|I1| ∨ |I ′1|)(|I2| ∨ |I ′2|)
× |I1| ∨ |I
′
1|
Vdist(I1,I
′
1)
(xI1) + |I1| ∨ |I
′
1|
(
diam(I1) ∨ diam(I ′1)
diam(I1) ∨ diam(I ′1) + dist(I1, I
′
1)
)ε1
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× |I2| ∨ |I
′
2|
V
dist(I2,I
′
2)
(xI2) + |I2| ∨ |I
′
2|
(
diam(I2) ∨ diam(I ′2)
diam(I2) ∨ diam(I ′2) + dist(I2, I
′
2)
)ε2
× inf
x1∈I′1,x2∈I
′
2
∣∣ ˜˜Dk1 ˜˜Dk2 [f ](x1, x2)∣∣2. (4.15)
Following the same steps as in the proof of Theorem 3.2 in [HLL2] gives
1
|Ω| 2p−1
∫
Ω
∑
k
′
1,k
′
2
∑
I
′
1×I
′
2⊆Ω
∣∣Dk′1Dk′2(fn)(x1, x2)∣∣2χI′1(x1)χI′2(x2)dx1dx2 (4.16)
≤ C 1
|Ω| 2p−1
∫
Ω
∑
k1,k2
∑
I1×I2⊆Ω
∣∣ ˜˜Dk1 ˜˜Dk2(f)(x1, x2)∣∣2χI1(x1)χI2(x2)dx1dx2.
Taking supremum over all open sets Ω with finite measures, we obtain
‖fn‖2CMOp ≤ C sup
Ω
1
|Ω| 2p−1
∫
Ω
∑
k1,k2
∑
I1×I2⊆Ω
∣∣ ˜˜Dk1 ˜˜Dk2(f)(x1, x2)∣∣2χI1(x1)χI2(x2)dx1dx2.
The last term above, however, by the Plancherel–Poˆlya inequality for the space CMOp(M˜ ) in
[HLL2], is dominated by
C sup
Ω
1
|Ω| 2p−1
∫
Ω
∑
k1,k2
∑
I1×I2⊆Ω
∣∣Dk1Dk2(f)(x1, x2)∣∣2χI1(x1)χI2(x2)dx1dx2.
This implies that ‖fn‖2CMOp ≤ C‖f‖2CMOp .
We verify that fn converges to f in the week topology (H
p, CMOp). To do this, for any
h ∈ ◦Gϑ1,ϑ2(β1, β2; γ1, γ2), by the discrete Caldero´n’s identity,
〈f − fn, h〉= 〈
∑
|k1|>n, or |k2|>n, or I1×I2*Bn
|I1||I2|Dk1(·, xI1)Dk2(·, xI2) ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2), h〉
=
∑
|k1|>n, or |k2|>n, or I×J*Bn
|I1||I2|Dk1Dk2(h)(xI1 , xI2) ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2).
To see that the last term above tends to zero as n tends to infinity, we write∑
|k1|>n, or |k2|>n, or I1×I2*Bn
|I1||I2|Dk1Dk2(h)(xI1 , xI2) ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2)
=
〈 ∑
|k1|>n, or |k2|>n, or I1×I2*Bn
|I1||I2|Dk1(·, xI1)Dk2(·, xI2) ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2), h〉.
Following the proof of Proposition 2.14, the Plancherel-Poˆlya inequality,∑
|k1|>n, or |k2|>n, or I1×I2*Bn
|I1||I2|Dk1(x1, xI1)Dk2(x2, xI2) ˜˜Dk1 ˜˜Dk2(f)(xI1 , xI2)
tends to zero in the Hp norm as n tends to infinity and hence, by the duality argument,
〈f − fn, h〉 tends to 0 as n tends to infinity. Note that
◦
Gϑ1,ϑ2(β1, β2; γ1, γ2) is dense in H
p(M˜).
Then for any g ∈ Hp(M˜), 〈f−fn, g〉 still tends to 0 as n tends to infinity. Indeed, if g ∈ Hp(M˜ )
76 Han, Li and Lin
and for any ε > 0, there exists a function h ∈ ◦Gϑ1,ϑ2(β1, β2; γ1, γ2) such that ‖g−h‖Hp(M˜ ) < ε.
Now by the duality and the fact that ‖fn‖CMOp(M˜ ) ≤ C‖f‖CMOp(M˜), we have∣∣〈f − fn, g〉∣∣≤ ∣∣〈f − fn, g − h〉∣∣+ ∣∣〈f − fn, h〉∣∣
≤‖f − fn‖CMOp(M˜)‖g − h‖Hp(M˜) +
∣∣〈f − fn, h〉∣∣
≤Cε‖f‖
CMOp(M˜)
+
∣∣〈f − fn, h〉∣∣,
which implies that lim
n→∞〈f − fn, g〉 = 0. The proof of Lemma 4.1 is completed.
We are ready to show “if” part of Theorem C.
We first define T on CMOp(M˜) as follows. Given f ∈ CMOp(M˜ ), by Lemma 4.1, there is
a sequence {fn} ⊂ L2(M˜) ∩ CMOp(M˜ ) such that ‖fn‖CMOp(M˜) ≤ C‖f‖CMOp(M˜), and for each
g ∈ L2(M˜) ∩Hp(M˜ ), 〈fn, g〉 → 〈f, g〉 as n→∞. Thus, for f ∈ CMOp(M˜), we define
〈T (f), g〉 := lim
n→∞〈T (fn), g〉
for each g ∈ L2(M˜) ∩Hp(M˜).
To see that this limit exists, we note that 〈T (fj − fk), g〉 = 〈fj − fk, T ∗(g)〉 since both
fj − fk and g belong to L2 and T is bounded on L2. T ∗ is bounded on L2 and the kernel of T ∗
satisfies the conditions in Theorem B. Moreover, ((T ∗)1)∗(1) = T1(1) = 0 and ((T ∗)2)∗(1) =
T2(1) = 0. Therefore, by the “if” part of Theorem B which has been proved in Subsection 4.1,
T ∗(g) ∈ L2(M˜ ) ∩Hp(M˜ ). Thus, by Lemma 4.1, 〈fj − fk, T ∗(g)〉 tends to zero as j, k →∞. It
is also easy to see that this limit is independent of the choice of the sequence fn that satisfies
the conditions in Lemma 4.1.
To finish the proof of “if” part of Theorem C, we claim that for each f ∈ L2(M˜ ) ∩
CMOp(M˜ ),
‖T (f)‖
CMOp(M˜)
≤ C‖f‖
CMOp(M˜)
, (4.17)
where the constant C is independent of f .
To see the above claim implies the “if” part of Theorem C, by the definition of T on
CMOp(M˜ ), for each g ∈ L2(M˜ )∩Hp(M˜), 〈T (f), g〉 = limn→∞〈T (fn), g〉, where fn satisfies the
conditions in Lemma 4.1. Particularly, taking g(x, y) = Dk2Dk1(x, y) ∈
◦
Gϑ1,ϑ2(β1, β2; γ1, γ2)
and applying the claim yield
‖T (f)‖
CMOp(M˜)
= ‖ lim
n→∞T (fn)‖CMOp(M˜)
≤ lim inf
n→∞ ‖T (fn)‖CMOp(M˜) ≤ C‖fn‖CMOp(M˜)
≤C‖f‖
CMOp(M˜)
.
Thus, it remains to show the claim. The proof of the claim follows from Theorem 2.18, the
duality between Hp(M˜) and CMOp(M˜), and the “if” part of Theorem B. To be more precisely,
let f ∈ L2 ∩ CMOp(M˜ ) and g ∈ L2 ∩Hp(M˜). By the duality first and then the “if” part of
Theorem B, we have
|〈T (f), g〉| = |〈f, T ∗(g)〉| ≤ ‖f‖
CMOp(M˜)
‖T ∗(g)‖
Hp(M˜ )
≤ C‖f‖
CMOp(M˜)
‖g‖
Hp(M˜ )
.
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This implies that for each f ∈ L2(M˜) ∩ CMOp(M˜ ), ℓf (g) = 〈T (f), g〉 defines a continuous
linear functional on L2(M˜) ∩Hp(M˜). Note that L2(M˜ ) ∩ Hp(M˜) is dense in Hp(M˜). Thus,
ℓf (g) = 〈T (f), g〉 belongs to the dual of Hp(M˜) and the norm of this linear functional is domi-
nated by C‖f‖CMOp. By the duality, that is Theorem 2.18, again, there exists h ∈ CMOp(M˜ )
such that 〈T (f), g〉 = 〈h, g〉 for each g ∈ ◦Gϑ1,ϑ2(β1, β2; γ1, γ2) and ‖h‖CMOp ≤ C‖ℓf‖ ≤
C‖f‖
CMOp(M˜)
. The crucial fact we will use is that, taking g(x, y) = Dk2Dk1(x, y), we ob-
tain that 〈T (f),Dk2Dk1〉 = 〈h,Dk2Dk1〉. Therefore, by the definition of space CMOp(M˜ ), we
have
‖T (f)‖
CMOp(M˜)
= sup
Ω
{
1
|Ω| 2p−1
∑
k1,k2∈Z
∑
I1,I2:I1×I2⊂Ω
|Dk2Dk1(T (f))(xI1 , xI2)|2|I1||I2|
}1/2
= sup
Ω
{
1
|Ω| 2p−1
∑
k1,k2∈Z
∑
I1,I2:I1×I2⊂Ω
|Dk2Dk1(h)(xI1 , xI2)|2|I1||I2|
}1/2
= ‖h‖
CMOp(M˜)
≤C‖f‖
CMOp(M˜)
.
The proof of the claim is concluded and hence the proof of “if ” part of Theorem C is
complete.
4.3 “Only if” part of T1 theorems on Hp and CMOp
We first show the “only if” part of Theorem C. Suppose that T is a Caldero´n–Zygmund operator
defined in Subsection 3.1 and bounded on CMOp(M˜). For each f2(x2) ∈ Cη0 (M2), we define
the function f(x1, x2) on M˜ by f(x1, x2) := χ1(x1)f2(x2), where χ1(x1) = 1 on M1. It is clear
that f is in CMOp(M˜ ) with ‖f‖
CMOp(M˜)
= 0. Consequently, we have Tf ∈ CMOp(M˜ ) and
‖Tf‖
CMOp(M˜ )
= 0. Therefore,∫
M2
∫
M1
∫
M2
∫
M1
g1(x1)g2(x2)K(x1, y1, x2, y2)f2(y2)dx1dx2dy1dy2 = 0
for all g1 ∈ Cη0 (M1) with
∫
g1(x1)dx1 = 0, g2 ∈ Cη0 (M2) with
∫
g2(x2)dx2 = 0 and all f2 ∈
Cη0 (M2). Note that the above equality is equivalent to∫
M2
∫
M1
T ∗(g1 ⊗ g2)(y1, y2)f2(y2)dy1dy2 = 0.
Since T is bounded on L2(M˜ ), so T ∗ is also bounded on L2(M˜). Therefore, T ∗(g1 ⊗ g2) ∈
L1(M˜ ) ∩L2(M˜) since (g1 ⊗ g2) ∈ H1(M˜ ). Note that Cη0 (M2) is dense in L2(M2). This implies∫
M1
T ∗(g1 ⊗ g2)(y1, y2)dy1 = 0 =
∫
M1
∫
M2
∫
M1
g1(x1)g2(x2)K(x1, y1, x2, y2)dx1dx2dy1
for all g1 ∈ Cη0 (M1) with
∫
g1(x1)dx1 = 0, g2 ∈ Cη0 (M2) with
∫
g2(x2)dx2 = 0 and for y2 ∈M2
almost everywhere. Thus, T1(1) = 0. Similarly we can prove that T2(1) = 0.
We now prove the “only if” part of Theorem B. We claim that if T is bounded on L2
and Hp(M˜ ), then the adjoint operator T ∗ extends to a bounded operator from CMOp(M˜) to
itself, where T ∗ is defined originally by
〈Tf, g〉 = 〈f, T ∗g〉
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for all f, g ∈ L2(M˜).
To see this, let f ∈ L2(M˜) ∩Hp(M˜) and g ∈ L2(M˜ ) ∩ CMOp(M˜), then, by the duality
between Hp(M˜ )− CMOp(M˜ ),
|〈T ∗g, f〉| = |〈g, Tf〉| ≤ C‖f‖
Hp(M˜)
‖g‖
CMOp(M˜)
.
This implies that 〈T ∗g, f〉 defines a continuous linear functional on Hp(M˜) because L2(M˜) ∩
Hp(M˜ ) is dense in Hp(M˜). Moreover, applying the same proof given in Subsection 4.2 yields
‖T ∗g‖
CMOp(M˜)
≤ C‖g‖
CMOp(M˜ )
.
Then, applying the “only if” part of Theorem C for the operator T ∗ implies that (T ∗)1(1) =
(T ∗)2(1) = 0.
5 The T1 theorem of n factors
In this section we consider the T1 theorem on M˜ = M1 × · · · × Mn. To do this, we first
consider the case n = 3, i.e., M˜ = M1 ×M2 ×M3. The general case with n factors will follow
by induction.
We first recall the definition of the Littlewood–Paley square function on M˜.
Definition 5.1. Let {Ski}ki∈Z be approximations to the identity on Mi and Dki = Ski −
Ski−1, i = 1, 2, 3. For f ∈
( ◦
Gϑ1,ϑ2(β1, β2, β3; γ1, γ2, γ3)
)′
with 0 < βi, γi < ϑi, i = 1, 2, 3, S˜d(f),
the discrete Littlewood–Paley square function of f, is defined by
S˜d(f)(x1, x2, x3)
=
{ ∞∑
k1=−∞
∞∑
k2=−∞
∞∑
k3=−∞
∑
I1
∑
I2
∑
I3
|Dk1Dk2Dk3(f)(x1, x2, x3)|2χI1(x1)χI2(x2)χI3(x3)
}1/2
,
where for each ki, Ii ranges over all the dyadic cubes in Mi with side-length ℓ(Ii) = 2
−ki−Ni ,
and Ni is a large fixed positive integers, for i = 1, 2, 3.
We recall the Hardy spaces Hp and generalized Carleson measure spaces CMOp on M˜ as
follows.
Definition 5.2 ([HLL2]). Let max
( Q1
Q1+ϑ1
, Q2Q2+ϑ2 ,
Q3
Q3+ϑ3
)
< p ≤ 1 and 0 < βi, γi < ϑi for
i = 1, 2, 3.
Hp(M˜) :=
{
f ∈ ( ◦Gϑ1,ϑ2(β1, β2, β3; γ1, γ2, γ3))′ : S˜d(f) ∈ Lp(M˜ )}
and if f ∈ Hp(M˜), the norm of f is defined by ‖f‖
Hp(M˜)
= ‖S˜d(f)‖p.
Definition 5.3 ([HLL2]). Let max
( 2Q1
2Q1+ϑ1
, 2Q22Q2+ϑ2 ,
2Q3
2Q3+ϑ3
)
< p ≤ 1 and 0 < βi, γi < ϑi
for i = 1, 2, 3. Let {Ski}ki∈Z be approximations to the identity on Mi and for ki ∈ Z, set
Dki = Ski − Ski−1, i = 1, 2, 3. The generalized Carleson measure space CMOp(M˜ ) is defined,
for f ∈ ( ◦Gϑ1,ϑ2(β1, β2, β3; γ1, γ2, γ3))′, by
‖f‖
CMOp(M˜)
= sup
Ω
{
1
µ(Ω)
2
p
−1
∫
Ω
∑
k1,k2,k3
∑
I1×I2×In⊆Ω
∣∣Dk1Dk2Dk3(f)(x1, x2, x3)∣∣2 (5.18)
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×χI1(x1)χI2(x2)χI3(x3)dx1dx2dx3
} 1
2
<∞,
where Ω are taken over all open sets in M˜ with finite measures and for each ki, Ii ranges over
all the dyadic cubes in Mi with length ℓ(Ii) = 2
−ki−Ni , i = 1, 2, 3.
To consider singular integral operators on M˜, we first introduce the space Cη0 (M˜ ) by in-
duction. Note that we have introduced Cη0 (M1×M2) in Subsection 3.1. A function f(x1, x2, x3)
is said to be in Cη0 (M˜) if f has compact support and
‖f(x1, x2, ·)‖Cη0 (M1×M2) ∈ C
η
0 (M3).
Now we introduce a class of product Caldero´n–Zygmund singular integral operators on M˜ .
Let T : Cη0 (M˜) →
(
Cη0 (M˜)
)′
be a linear operator with an associated distribution kernel
K(x1, y1, x2, y2, x3, y3), which is a continuous function on M˜\{(x1, y1, x2, y2, x3, y3) : xi =
yi, for some i, 1 ≤ i ≤ 3}. Moreover,
(i) 〈T (ϕ1 ⊗ ϕ2 ⊗ ϕ3), ψ1 ⊗ ψ2 ⊗ ψ3〉
=
∫
K(x1, y1, x2, y2, x3, y3)
∏3
1 ϕi(xi)ψi(yi)dx1dy1dx2dy2dx3dy3
whenever ϕi and ψi are in C
η
0 (Mi) with disjoint supports, for 1 ≤ i ≤ 3.
(ii) There exists a Caldero´n–Zygmund valued operator K3(x3, y3) on M1 ×M2 such that
〈T (ϕ1 ⊗ ϕ2 ⊗ ϕ3), ψ1 ⊗ ψ2 ⊗ ψ3〉
=
∫
〈K3(x3, y3)(ϕ1 ⊗ ϕ2), ψ1 ⊗ ψ2〉ϕ3(x3)ψ3(y3)dx3dy3
whenever ϕi and ψi are in C
η
0 (Mi) for 1 ≤ i ≤ 3 and suppϕ3∩suppψ3 = ∅. Moreover,
‖K3(x3, y3)‖CZ(M1×M2) as a function of x3, y3 ∈M3, satisfies the following conditions:
(ii-a) ‖K3(x3, y3)‖CZ,1,2 ≤ CV (x3, y3)−1;
(ii-b) ‖K3(x3, y3)−K3(x3, y′3)‖CZ,1,2
≤ C
(d3(y3, y′3)
d3(x3, y3)
)ε
V (x3, y3)
−1 if d3(y3, y
′
3) ≤
d3(x3, y3)
2A
;
(ii-c) ‖K3(x3, y3)−K3(x′3, y3)‖CZ,1,2
≤ C
(d3(x3, x′3)
d3(x3, y3)
)ε
V (x3, y3)
−1 if d3(x3, x
′
3) ≤
d3(x3, y3)
2A
.
Here we use ‖ · ‖CZ(M1×M2) to denote the Caldero´n–Zygmund norm of the product
Caldero´n–Zygmund operators onM1×M2.More precisely, ‖T‖CZ(M1×M2) = ‖T‖L2→L2+
|K|CZ(M1×M2), where |K|CZ,1,2 = min(|K1|CZ , |K2|CZ) by consideringK as a pair (K1,K2)
as in Subsection 3.1
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(iii) There exists a Caldero´n–Zygmund valued operator K1,2(x1, y1, x2, y2) on M3 such that
〈T (ϕ1 ⊗ ϕ2 ⊗ ϕ3), ψ1 ⊗ ψ2 ⊗ ψ3〉
=
∫
〈K1,2(x1, y1, x2, y2)(ϕ3), ψ3〉
2∏
i=1
ϕi(xi)ψi(yi)dx1dy1dx2dy2
whenever ϕi and ψi are in C
η
0 (Mi) for 1 ≤ i ≤ 3, and ϕi and ψi have disjoint supports
for i = 1, 2. Moreover, as a function of (x1, y1, x2, y2), K1,2(x1, y1, x2, y2) satisfies the
following conditions:
(iii-a) ‖K1,2(x1, y1, x2, y2)‖CZ ≤ CV (x1, y1)−1V (x2, y2)−1;
(iii-b) ‖K1,2(x1, y1, x2, y2)−K1,2(x′1, y1, x2, y2)‖CZ
≤ C
(d1(x1, x′1)
d1(x1, y1)
)ε
V (x1, y1)
−1V (x2, y2)−1 if d1(x1, x
′
1) ≤
d1(x1, y1)
2A
;
(iii-c) above (iii-b) holds for interchanging x1, x2 with y1, y2;
(iii-d) ‖K1,2(x1, y1, x2, y2)−K1,2(x′1, y1, x2, y2)
−K1,2(x1, y1, x′2, y2) +K1,2(x
′
1, y1, x
′
2, y2)‖CZ
≤ C
(d1(x1, x′1)
d1(x1, y1)
)ε
V (x1, y1)
−1
(d2(x2, x′2)
d2(x2, y2)
)ε
V (x2, y2)
−1
if d1(x1, x
′
1) ≤
d1(x1, y1)
2A
and d2(x2, x
′
2) ≤
d2(x2, y2)
2A
(iii-e) above (iii-d) holds for interchanging x1, x2 with y1, y2.
(iv) The same conditions (ii) and (iii) hold for any permutation of the indices 1, 2, 3. That is,
we can consider T as a pair of (K1,3,K2), as well as a pair of (K1,K2,3). Both K1 and
K2 satisfy (ii). Similarly, both K1,3 and K2,3 satisfy (iii).
To state the T1 theorem on M˜, we need to deal with the partial adjoint operators T˜ . We
have the following two classes of partial adjoint operators. For the first class, T˜1, the partial
adjoint operator of T, is defined as
〈T˜1(ϕ1 ⊗ ϕ2 ⊗ ϕ3), ψ1 ⊗ ψ2 ⊗ ψ3〉 = 〈T (ψ1 ⊗ ϕ2 ⊗ ϕ3), ϕ1 ⊗ ψ2 ⊗ ψ3〉,
and similarly for T˜2 and T˜3. For the second class, T˜1,2, the partial adjoint operator of T, is
defined as
〈T˜1,2(ϕ1 ⊗ ϕ2 ⊗ ϕ3), ψ1 ⊗ ψ2 ⊗ ψ3〉 = 〈T (ψ1 ⊗ ψ2 ⊗ ϕ3), ϕ1 ⊗ ϕ2 ⊗ ψ3〉,
and similarly T˜1,2 and T˜2,3. Thus, there are totally C
1
3 + C
2
3 = 6 partial adjoint operators.
We also define the weak boundedness property. Let T be a product Caldero´n–Zygmund
singular integral operator on M˜. We say that T has the WBP if
‖〈K1(ϕ2 ⊗ ϕ3), ψ2 ⊗ ψ3〉‖CZ(M1) ≤ CVr2(x02)Vr3(x03)
for all ϕ2, ψ2 ∈ AM2(δ, x02, r2), ϕ3, ψ3 ∈ AM3(δ, x03, r3) and,
‖〈K1,2(ϕ3), ψ3〉‖CZ(M1×M2) ≤ CVr3(x03) for all ϕ3, ψ3 ∈ AM3(δ, x03, r3),
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and the same conditions hold for K1, K2 and K1,3, K2,3, respectively.
Now we can state the T1 theorem on M˜.
Theorem A
′
Let T be a product Caldero´n–Zygmund singular integral operator on M˜ . Then
T is bounded on L2(M˜ ) if and only if T1, T ∗1, T˜11, T˜21, T˜31, T˜1,21, T˜1,31 and T˜2,31. lie on
BMO(M˜) and T has the weak boundedness property.
Theorem B
′
Let T be the L2 bounded product Caldero´n–Zygmund singular integral operator
on M˜ . Then T extends to a bounded operator from Hp(M˜),max
( Q1
Q1+ϑ1
, Q2Q2+ϑ2 ,
Q3
Q3+ϑ3
)
< p ≤
1, to itself if and only if (T ∗)1(1) = (T ∗)2(1) = (T ∗)3(1) = 0.
Theorem C
′
Let T be the L2 bounded product Caldero´n–Zygmund operator on M˜ . Then
T extends to a bounded operator from CMOp(M˜ ),max
( 2Q1
2Q1+ϑ1
, 2Q22Q2+ϑ2 ,
2Q3
2Q3+ϑ3
)
< p ≤ 1, to
itself, particularly from BMO(M˜) to itself, if and only if T1(1) = T2(1) = T3(1) = 0.
References
[Chr1] M. Christ, A T (b) theorem with remarks on analytic capacity and the Cauchy integral,
Colloq. Math. 60/61 (1990), 601–628.
[Chr2] M. Christ, On the ∂b equation for three-dimensional CR manifolds, Proc. Sympos.
Pure Math. 52, part 3, 63–82, Amer. Math. Soc., Providence, RI, 1991.
[CF1] S. Y. Chang and R. Fefferman, A continuous version of the duality of H1 and BMO
on the bidisc, Ann. of Math. 112 (1980), 179–201.
[CF2] S. A. Chang and R. Fefferman, The Caldero´n–Zygmund decomposition on product
domains, Amer. J. Math. 104 (1982), 455–468.
[CW] R. Coifman and G. Weiss, Analyse harmonique non-commutative sur certains espaces
homoge`nes, Lecture Notes in Math. 242, Springer, Berlin, 1971.
[DJ] G. David and J. L. Journe´, A boundedness criterion for generalized Caldero´n–
Zygmund operators, Ann. of Math. 120 (1984), 371–397.
[DJS] G. David, J. L. Journe´ and S. Semmes, Ope´rateurs de Caldero´n–Zygmund, fonctions
para-accre´tives et interpolation, Rev. Mat. Iberoam. 1 (1985), 1–56.
[FK] C. Fefferman and J. J. Kohn, Ho¨lder estimates on domains of complex dimension two
and on three dimensional CR manifolds, Adv. Math. 69 (1988), 233–303.
[F] R. Fefferman, Harmonic analysis on product spaces, Ann. of Math. 126 (1987), 109–
130.
[FS] R. Fefferman and E. M. Stein, Singular integrals on product spaces, Adv. Math. 45
(1982), 117–143.
[FJ] M. Frazier and B. Jawerth, A discrete transform and decomposition of distribution
spaces, J. Funct. Anal. 93 (1990), 34–170.
82 Han, Li and Lin
[FoS] G. B. Folland and E.M. Stein, Estimate for the ∂b-complex and analysis on the Heisen-
berg group, Comm. Pure Appl. Math. 27 (1974), 429–522.
[GS] R. Gundy and E. M. Stein, Hp theory for the polydisc, Proc. Nat. Acad. Sci. 76
(1979), 1026–1029.
[H1] Y. S. Han, Caldero´n-type reproducing formula and the Tb theorem, Rev. Mat.
Iberoam. 10 (1994), 51–91.
[H2] Y. Han, Plancherel–Poˆlya type inequality on space of homogeneous type and its appli-
cations, Proc. Amer. Math. Soc. 126 (1998), 3315–3327.
[HLL1] Y. Han, J. Li and G. Lu, Duality of multiparameter Hardy space Hp on product spaces
of homogeneous type, Ann. Scuola Norm. Sup. Pisa, Cl. Sci. (5), Vol. IX (2010), 645–
685.
[HLL2] Y. Han, J. Li and G. Lu, Multiparameter Hardy space theory on Carnot-Caratheodory
spaces and product spaces of homogeneous type, to appear in Trans. Amer. Math. Soc.
2012.
[HLZ] Y. Han, G. Lu and K. Zhao, Discrete Caldero´n’s identity, atomic decomposition and
boundedness criterion of operators on multiparameter Hardy spaces, J. Geom. Anal.
20 (2010), 670–689.
[HMY1] Y. Han, D. Mu¨ller and D. Yang, A theory of Besov and Triebel-Lizorkin spaces on
Metric measure spaces Modeled on Carnot Carathe´odory spaces, Abstr. Appl. Anal.,
vol. 2008, Article ID 893409, 250 pages, 2008.
[HMY2] Y. Han, D. Mu¨ller and D. Yang, Littlewood–Paley–Stein characterizations for Hardy
spaces on spaces of homogeneous type, Math. Nachr. 279 (2006), 1505–1537.
[JMZ] B. Jessen, J. Marcinkiewicz and A. Zygmund, Note on the differentiability of multiple
integrals, Funda. Math. 25 (1935), 217–234.
[J1] J. L. Journe´, Caldero´n–Zygmund operators on product space, Rev. Mat. Iberoam. 1
(1985), 55–92.
[J2] J. L. Journe´, Two problems of Caldero´n–Zygmund theory on product spaces , Ann.
Inst. Fourier (Grenoble) 38 (1988), 111–132.
[K] J. J. Kohn, Estimate for the ∂b on compact pseudoconvex CR manifolds, Proc. Sym-
pos. Pure Math. 43, 207–217, Amer. Math. Soc., Providence, RI, 1985.
[LW] J. Li and L. Ward, Singular integrals on Carleson measure spaces CMOp on product
spaces of homogeneous type, to appear in Proc. Amer. Math. Soc.
[NRSW] A. Nagel, J. P. Rosay, E. M. Stein and S. Wainger, Estimates for the Bergman and
Szego¨ kernels in C2, Ann. of Math. 129 (1989), 113–149.
[NS01a] A. Nagel and E. M. Stein, The b-Heat equation on pseudoconvex manifolds of finite
type in C2, Math. Z. 238 (2001), 37–88.
T 1 theorem on product Carnot–Carathe´odory spaces 83
[NS01b] A. Nagel and E. M. Stein, Differentiable control metrics and scaled bump functions,
J. Differential Geom. 57 (2001), 37–88.
[NS06] A. Nagel and E. M. Stein, The ∂¯b-complex on decoupled boundarise in Cn, Ann. of
Math. 164 (2006), 649–713.
[NS04] A. Nagel and E. M. Stein, On the product theory of singular integrals, Rev. Mat.
Iberoame. 20 (2004), 531–561.
[NSW] A. Nagel, E. M. Stein and S. Wainger, Balls and metrics defined by vector fields I.
Basic properties, Acta Math. 155 (1985), 103–147.
[P] J. Pipher, Journe´’s covering lemma and its extension to higher dimensions, Duke
Mathematical Journal, 53 (1986), 683–690.
[PV] S. Pott and P. Villarroya, A T (1) theorem on product spaces, arXiv:1105.2516.
[St] E. M. Stein, Harmonic analysis: Real variable methods, orthogonality and oscillatory
integrals, Princeton Univ. Press, Princeton, NJ, 1993.
Department of Mathematics, Auburn University, Auburn, AL 36849-5310, U.S.A.
E-mail address: hanyong@auburn.edu
Department of Mathematics, Sun Yat-Sen University, Guangzhou 510275, China
E-mail address: liji6@mail.sysu.edu.cn
Department of Mathematics, National Central University, Chung-Li 320, Taiwan
E-mail address: clin@math.ncu.edu.tw
