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Abstract
Autonomic systems, capable of adaptive behavior, are envisioned as a solution for maintaining
large, complex, real-time computing systems that are situated in dynamic and open environments.
These systems are subject to uncertainties in their perceptual, computational, and communication
loads. As a result, the individual system components find the need to cooperate with each other to
acquire more information and accomplish complex tasks. Critical to the effective performance of
these systems, is the effectiveness of communication and coordination methods. In many practical
applications of distributed and multi-agent systems, the problem of communication and coordina-
tion becomes even more complicated because of the geographic disparity of tasks and/or agents
that are performing the tasks. Experience with even small systems has shown that lack of an ef-
fective communication and coordination strategy leads the system to no-answer, or sub-optimal
answer situations.
To address this problem, many large-scale systems employ an additional layer of structuring,
known as organizational structure, which governs assignment of roles to individual agents, exis-
tence of relations between the agents , and any authority structures in between. Applying different
organizational structures to the same problem will lead to different performance characteristics.
As the system and environment conditions change, it becomes important to reorganize to a more
effective organization. Due to the costs associated with reorganization, finding a balance in how
often or when a reorganization is performed becomes necessary.
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In multi-agent systems community, not a lot of attention has been paid to reorganizing a sys-
tem to a different organizational structure. Most systems reorganize within the same structure,
for example reorganizing in a hierarchy by changing the width or depth of the hierarchy. To ap-
proach this problem, we looked into adaptation of concepts and theories from social organization
theory. In particular, we got insights from Schwaninger’s model of Intelligent Human Organiza-
tions. We introduced a strategic reorganization model which enables the system to reorganize to a
different type of organizational structure at run time. The proposed model employs different levels
of organizational control for making organizational change decisions. We study the performance
trade-offs and the efficacy of the proposed approach by running experiments using two instances
of cooperative distributed problem solving applications. The results indicate that the proposed
reorganization model results in performance improvements when task complexity increases.
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Chapter 1
Introduction
1.1 Motivation
The field of multi-agent systems is a common paradigm for design of complex systems. This
paradigm is applied to situations which benefit from a collection of autonomous or semi-autonomous
entities working in open and dynamic environments. As a result, the agents not only have to cope
with uncertainties caused by their own perceptual, computational and communicational limitations,
but they also need to take into account any uncertainties imposed by the environment within which
they are situated. In such settings, agents will find the need to cooperate with the other agents to
acquire more information and cope with the uncertainties, in an attempt to reach a global outgrowth
[34]. As the scale of a multi-agent system increases, issues of application performance arise. Crit-
ical to the effective performance of these systems are the effectiveness of the communication and
coordination.
The interaction in multi-agent systems is governed by some form of explicit or implicit orga-
nization which governs the assignment of roles to individual agents, the relationships among the
agents, and any authority structures in between. As the scope and scale of multi-agent systems
increases, it becomes more important to have a suitable agent organization which can help the sys-
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tem achieve a high performance and reach global goals. Many systems employ an additional layer
of structuring, referred to as organizational structure.
It is generally agreed that there is not a single organizational structure that might be appropriate
for different applications and domains [8, 23]. Horling and Lesser [24] show that applying various
organizational designs to the same problem leads to different performance characteristics. Expe-
rience with various multi-agent systems has shown that in each different environment a different
decision strategy for agents might work better [62]. For example, in a purely static and unchanging
environment, a pro-active behavior might be adequate; while in a dynamic changing environment
it would be important to have the flexibility of modifying intentions. At the same time, for per-
forming different task types, a different organizational structure might be more appropriate. For
example, while a dynamic coalition formation might be the best organizational structure for detect-
ing the zone of a moving object, a team with a leader might be the best structure for keeping track
of a detected object. The reason being that the communication, processing, and memory overload
of an initiated task are reduced by keeping the main thread in hands of one leader agent using a
team structure, rather than passing the responsibility to others.
As the environment, goals, and system conditions change, it becomes important for a system to
reorganize and adapt to the changes. Reorganization can apply to the number of agents, their role
and relationships, or agent properties. Regardless of the type of reorganization, there will be costs
associated with it. As a result, there needs to be a balance in how often and when a reorganization
is performed. One of the issues in reorganization is defining the criteria upon which to evaluate
and find a more promising organization to reorganize to. Findings from social organizations em-
phasize that reorganization efficiency is influenced by the organizational size and complexity [44].
Consequently, it becomes important to gain an understanding of the problem characteristics for
which a reorganization can be beneficial.
Different approaches taken by the research community to initiate a reorganization include set-
ting a performance threshold [27], finding inefficient patterns of communication [32], setting a
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time limit, or a certain number of simulation steps [27]. These approaches can fail to identify all
cases for which a reorganization can be beneficial, thus they may not fully utilize the performance
gains of a potential reorganization. To date, relatively a small amount of work has been done on
reorganizing to a different model of organizational structure. Most systems reorganize within the
same structural model [54], [25], [32], [58]. For example, restructuring the agents in a hierarchical
model of organization by changing the depth or width of the hierarchy [20, 45].
Theories about human organizations can provide insights to multi-agent organizations. The
field of organizational design in multi-agent systems is still in need of powerful tools and methods
for enabling effective design, control, and transformation of organizations of different kinds. In
this work, we address the problem of reorganization in a distributed problem solving model as
a typical multi-agent system application. We look into adaptation of concepts and theories from
social organization theory. We propose an organizational model that employs different levels of
organizational control for making organizational change decisions. Experimental evaluations are
performed using two different applications of pursuit game and cow herding. The experimental
results indicate that the proposed model allows the system to stay ahead of the organizational
change, resulting in performance improvements.
1.2 Research Hypothesis
We hypothesize that applying a multi-level control mechanism for performing reorganization be-
tween different types of organizational structure will reduce the costs associated to reorganization
and thus enhance the system performance in cooperative distributed problem solving applications.
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1.3 Contributions
Overall, In this work we look into theories and concepts from social organization theory to en-
hance agent cooperation in geographically dispersed environments. We specifically look into
Schwaninger’s model of Intelligent Human Organizations [50]. We propose a structural reorga-
nization method which relies on triggering reorganization with changes in task types and employs
a multi-level control mechanism for making organizational change decisions in multi-agent sys-
tems. The following contributions will be made to the end.
1. We illustrate how applying different types of organizational structure to the same cooperative
distributed problem solving application can result in different performance characteristics.
2. We show that it is possible to develop a structural reorganization that allows restructuring
between different types of organizational structure and makes possible changes to the orga-
nizational entity at run time. This is accomplished by means of creating a two-level control
structure that is used for making organizational control decisions and allows interoperation
between the two levels, namely the strategic management level and the operative manage-
ment level.
3. We demonstrate that the strategic structural reorganization can be more effective than reor-
ganization within the same type of organizational structure when task complexity increases,
thus the costs associated with reorganization are balanced by the overall gains of reorgani-
zation. This is accomplished by performing experiments which include both methods.
We will return to this list of contributions to provide additional details about how they have
been accomplished.
4
1.4 Dissertation Outline
This dissertation is organized into seven chapters. Following Chapter 1 on Introduction, Chapter 2
provides an overview of social organization theory and some of its concepts.
In Chapter 3, copperative distributed problem solving is introduced and the issues of coordina-
tion and cooperation in multi-agent systems are discussed. Overview and discussions of the related
work on application of organizational structures and reorganization in multi-agent systems are also
provided in this chapter.
In chapter 4, the research methodology and approach to the problem of reorganization in multi-
agent systems are further discussed. The research hypothesis and the solution characteristics are
also elaborated on.
In chapter 5, the details of applying our proposed solution to a pursuit game as a sample cooper-
ative distributed problem solving application are provided. The organizational modeling language,
organization and reorganization models, details of the simulation and experimental setup are pro-
vided. Results of the experiments are presented and discussed at the end.
In chapter 6, details of applying our proposed solution to a cow herding scenario taken from the
2010 multi-agent programming contest as another sample cooperative distributed problem solving
application are provided. The organizational modeling language, organization and reorganization
models, details of the simulation and experimental setup are presented. Results of the experiments
are presented and discussed at the end.
Chapter 7 provides a summary of the work. This chapter also describes the contributions,
lessons learned, limitations, and future work.
1.5 Glossary
The terms used throughout this dissertation are defined in this section.
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• ACL - Agent Communication Language.
• Agent - An autonomous object with the ability to perceive, reason, and act. An agent has the
ability to communicate with the other agents in a system through a common communication
language.
• AgentSpeak - An agent-oriented programming language. It is based on logic programming
and the BDI architecture for autonomous agents.
• BDI Architecture - The BeliefDesireIntention architecture is a software model developed
for programming intelligent agents. Superficially characterized by the implementation of an
agent’s beliefs, desires and intentions, it actually uses these concepts to solve a particular
problem in agent programming.
• Coalition - A set of agents that work together to solve a joint problem.
• Coalition Formation - The process of coordinating actions of agents to form a coalition for
solving a joint problem.
• Cooperative Distributed Problem Solving - A network of semi-autonomous processing
nodes working together to solve a problem, typically in a multi-agent system. That is con-
cerned with the investigation of problem subdivision, sub-problem distribution, results syn-
thesis, optimization of problem solver coherence and co-ordination. It is closely related to
distributed constraint programming and distributed constraint optimization.
• Distributed Sensor Network - A collection of a large number of heterogenous intelligent
sensors which are distributed logically, spatially, or geographically over an environment and
connected through a high-speed network. In this work the terms sensor network, sensorNet,
and Distributed Sensor Network (DSN) are used interchangeably.
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• Doppler Radar - A radar which takes use of doppler effect to create data about objects at
a distance. A doppler radar beams a microwave signal towards a desired target and analysis
its reflection to perform measurements of a target’s velocity relative to the radar source and
the direction of the microwave beam.
• Dynamic Environment - An environment in which events and phenomena occur and change
the environment. In the context of a sensor network, a dynamic environment could be caused
by changes in resources such as bandwidth, number of agents, etc. In this work, a dynamic
environment for the sensor network simulations refers to unpredictable appearance and dis-
appearance of sensor nodes.
• Heuristic - An algorithm that is able to produce an acceptable solution to a problem in many
practical scenarios, in the fashion of a general heuristic, but for which there is no formal
proof of its correctness. Alternatively, it may be correct, but may not be proven to produce
an optimal solution, or to use reasonable resources. Heuristics are typically used when there
is no known method to find an optimal solution, under the given constraints (e.g., time, space)
or at all. Often specially crafted problem instances can be found where the heuristic will in
fact produce very bad results or run very slowly; however, such pathological instances might
never occur in practice because of their special structure. Therefore, the use of heuristics
is very common in real world implementations. For many practical problems, a heuristic
algorithm may be the only way to obtain good solutions in a reasonable amount of time.
• Holon - A self-similar or fractal structure that is stable and coherent, and has integrity and
identity at the same time as it is a part of a larger system, it is a subsystem of the larger
system.
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• Jason - An Open Source interpreter for an extended version of AgentSpeak. It implements
the operational semantics of that language, and provides a platform for the development of
multi-agent systems. It is distributed under GNU LGPL.
• J-MOISE+ - J-MOISE+ is an open source organizational middleware that follows the MOISE+
specification and uses Jason agents.
• Macro-structure - The overall organization of society, described at a rather large-scale level,
featuring for instance social groups, organizations, institutions, nation-states and their re-
spective properties and relations. In this work, it refers to the complete system or organiza-
tion.
• Micro-structure - A structure on a small scale. In this work, it refers to an individual agent
or a sub-group of agents as compared to the whole structure.
• MOISE+ - Model of Organization for multIagent SystEms is a framework which provides a
rather complete infrastructure for modeling organizations.
• Moving Target Indicator - A radar with a Moving Target Indicator (MTI) functionality is
able to distinguish between real stationary objects, real moving objects, and ”clutter”, or
electronic noise giving a false impression of a target.
• Multi-agent System - A system composed of multiple interacting agents.
• NEXP-Complete Problem - A Nondeterministic Exponential Problem (NEXP) is a highly
intractable problem which can be solved nondeterministically in exponential time.
• Open Environments - The most complex general class of environments which are continu-
ous, non-deterministic, dynamic, and inaccessible.
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• Organization - A system composed of interacting agents that have relationships. An orga-
nization works towards some high-level goals, such as supporting numerous operations, or
increasing productivity.
• Organizational Cybernetics - A systems approach which applies the principles associated
with communication and Control from Cybernetics, to organisations. Organizational Cyber-
netics has been developed from both a theoretical and methodological point of view.
• Organizational Structure - The architecture of a multi-agent system which covers the pat-
tern of information and control relationships between agents. The organizational structure
specifies assignment of roles and responsibilities to agents in a problem-solving or coopera-
tive planning effort.
• Organizational Performance - The actual output or results of an organization as opposed
to its goals.
• Platform - Software or application framework.
• Real-time Environment - An environment in which correctness of a result is highly depen-
dent on the time at which the result was produced or an action was taken. For a system to
handle requirements of a real-time environment, it is not enough to take actions or produce
results quickly, but these should be done at the right time. In the context of sensor networks,
as these networks operate in real-world, they will have explicit real-time constraints related
to the environment.
• Reorganization - Changes to the organizational structure so that it becomes more suitable
for a new goal or task type.
• SACI - Simple Agent Communication Infrastructure is a Java API and a set of tools that can
be used in order to help the development of societies of distributed agents.
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• S-MOISE+ - SACI - Model of Organization for MultIagent SystEms is an open source
implementation of an organizational middleware that follows the MOISE+ specification. It
is an extension of SACI where the agents have an organizational aware architecture.
• Strategy - A plan of action designed to achieve a particular goal. In this work, it refers to a
plan of action that determines what organizational structure will be used for each task type.
A strategy will let the system decide how it will allocate resources and roles to the agents,
and how the agents will be interacting and cooperating for a specific task type and based on
conditions of the environment and characteristics of the current task.
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Chapter 2
Social Organization Theory
Human organizations often perform in ways that can be considered intelligent. They can adapt to
changes and uncertain environments, they can learn from their own and others experiences, they
can diagnose existing problems or foresee upcoming problems and take action to manage them. To
some extent, this is achieved by intelligent individuals, but a certain amount of the intelligence is
contributed by an organization that they adhere to and its structure.
Herbert Simon [53] refers to an organization as the “pattern of communications and relations
among a group of human beings, including the process for making and implementing decisions.”
The main importance of these patterns is that they feed the organization members with the informa-
tion, assumptions, goals, and attitudes that will affect their decisions. These patterns also provide
the members with a set of comprehensible and stable expectations on the actions of other group
members and how they should react to them.
An organization is composed of organizational entities whose coordination is implemented
through information flows and exchanges. These organizational entities include:
• Tasks, Parts, Tools, ... (the answers to what)
• Functions, Processes, ... (the answers to how)
• Schedules, Schedulers, ... (the answers to when)
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• Locations, Destinations, ... (the answers to where)
Social organization theory research has addressed various aspects of organizational structures
and reorganization. There are two main areas of research in social organization theory that we are
interested in: organizational process model, and organization development [2].
• The organizational process model is about processes that organizations use when encounter-
ing situations that will require change. Allison [2] introduces te following propositions for
organizational process model in social organizations:
– ”When faced with a crisis, leaders do not look at it as a whole, but break it down and
assign it according to pre-established organizational lines.“
– ”Because of time and resource limitations, rather than evaluating all possible courses
of action to see which one is most likely to work, settle on the first proposal that ade-
quately addresses the issue, which Simon [53] termed ”satisficing”.“
– ”Gravitation towards solutions that limit short-term uncertainty (emphasis on ”short-
term”).“
– ”Organizations follow set ”repertoires” and procedures when taking actions.“
– ”Because of the large resources and time required to fully plan and mobilize actions
within a large organization, effectively stay limited to pre-existing plans.“
• ”Organization development is about creating a response to change, a complex educational
strategy intended to change the beliefs, attitudes, values, and structure of an organization so
that it can better adapt to new technologies, markets, challenges, and the dizzying rate of
change itself.”
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2.1 Social Organizations and Organizational Structures
Social organizations can be categorized based on many different elements. Span of control, and
division of skills and expertise are one group of components based on which organizations can be
classified into different types. These organizational types are:
• Functional structure, in which people with similar skills are grouped together and managed
by someone who knows about those skill sets.
• Divisional structure, in which groups of people with similar skills are spread across the
organization where they are needed.
• Matrix structure, that is a combination of functional and divisional structures in which teams
of people are used to take advantage of strengths and reduce effects of weaknesses of func-
tional and divisional structures.
• Horizontally linked structure, in which people are grouped along activities and processes.
Each of these structures has its own advantages and disadvantages. For example, in an organi-
zation with a functional structure siloing can become a problem when various departments become
isolated from each other and do not communicate. This disadvantage makes the functional struc-
ture more appropriate when there is not much need for intra-divisional communications. Some
examples of structural problems in organization theory and solutions for them are:
• Functional structure The structural problem is how to increase and facilitate sharing exper-
tise for a particular functional activity. The solution includes building teams that are based on
common-functions in a bottom-up manner, and managing those teams by leaders who have
in-depth knowledge of the function. The result is a set of functional units that are controlled
and coordinated from the top management.
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• Mechanistic structure The structural problem is how to maintain strict control of the organi-
zation in order to ensure efficiency. The solutions for this problem include tendency toward
functional structure with high span of control, extensive division of labor, high degree of
formalization, and conflict resolved through hierarchical channels.
• Matrix structure The structural problem is how to differentiate the organization’s structure
and processes to contain the stable and dynamic areas of operation. The solutions for this
problem include use of (1) loose matrix structures which can combine both functions and
product groups; (2) moderately centralized control system with access to feedback loops
that are both horizontal and vertical ; (3) performing conflict resolution through product
managers or by means of normal hierarchical channels.
• Organic Structure The structural problem is about facilitatating and coordinating numerous
and diverse operations. The solutions include tendency toward product structure low span
of control, low division of labor and low degree of formalization; decentralized control and
conflict resolved through integrators.
Several structures from social organization theory have been successfully applied to multi-
agent systems. A brief summary of each of these structures follows:
• Hierarchy Supports a tree-like structure in which every entity in the organization is sub-
ordinate to another entity. A hierarchy includes an individual/group with power at the top.
Subsequent levels of power follow beneath them. This is a dominant mode of organization
among other organizational structures. This structure can be similar to divide and conquer
approaches, breaking down a problem into sub-problems.
• Holarchy This structural model can be considered as nested hierarchies of self-replicating
structures. Holons can form several levels of resolution in a holarchy and perform as au-
tonomous wholes and yet cooperate as a whole to achievie the goal of the holarchy. Within
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a holarchy, holons can belong to different clusters simultaneously. The holons follow a rule-
governed behavior. The rules define a system as a holon with an individuality of its own;
they determine invariant properties of a holon, the structural configuration of the holon and
its functional pattern.
• Coalition A treaty among individual entities or groups, during which they cooperate in a
joint action, and each with their own self-interests, for a common cause. This structure
might be temporary. A coalition can also be considered as a means-oriented arrangement
which allows distinct entities to pool resources together and combine efforts to effect change.
The form of coalition, its type and duration can be distinctive factors between them. Some
examples are:
– Campaign coalitions will have high intensity and long duration.
– Federations will have lower degree of involvement and intensity, but still with a long
duration.
– Event-based coalitions will have a high level of involvement and potential for future
cooperation.
• Team A team gets formed from a set of cooperative entities with a common goal. The
quality of the overall organization is dependent on competency of the constituent teams. A
team can have a leader which directs the actions of other team members and performs task
assignments to ensure that the team is working towards the common goal. This structure can
have a certain disadvantage that is, the team leads can be partial to their own team’s needs
and result in conflict among the teams. A team structure scales well so it can be a good
structure for larger scale cooperation problems.
• Congregations Groups of entities who bound together in a typically flat organization in
order to derive additional benefits. The group does not seek a single specific goal and it can
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be a long-lived group. Other standard allocations such as coalitions or auctions can be used
within a congregation to decide which agents should perform patricular tasks.
• Society A group of related entities which are bound together through persistent relations or
a large social grouping, sharing the same geographicall or virtual territoty. All members
of the society will be subject to the same dominant cultural expectations. A society is a
collaborative entity which enables its members to benefit in ways that would not be possible
on an individual basis. Members of a society can have different goals or different levels of
rationality. There are guidelines by which the members must act. The guidelines will cause
a certain level of consistency and facilitate coexistence of members.
• Market This structure accomodates to self-interested entities with individual goals. The
interaction between market enties is based on negotiation and communication. A particular
agent in the market coordinates activities of the group. Markets are composed of two main
roles, buyers which bid for a common set of items, and sellers which process the bids and
determine the winner.
2.2 Organizational Flexibility
Vital to the successful operations of an organization is organizational flexibility. Organizations get
encouraged to change their structure in order to be able to respond to trigger points defined as ”an
external event that has an impact on an organization” [18]. A single organization might find it
more beneficial to use different structures within different parts of the organization. For example,
while a research and development division might benefit most from a matrix structure, a marketing
department might benefit most from a functional structure. The difference in how organizations
perform division of resources, makes them appropriate for different tasks and different environ-
mental conditions. For example, a matrix structure is most efficient when resources are scarce
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because it makes sure that the scare expertise and skills are being used full time and for the most
critical tasks. A divisional structure might cause redundancy of efforts and resources because of the
parallel activities that could happen between different divisions. Thus for efficient selection of an
appropriate organizational structure, it becomes critical to have a good understanding of different
organizational structures and what makes them appropriate for certain tasks or circumstances.
Organization development (OD) is a deliberately planned effort to increase an organization’s
relevance and viability. OD can be referred to as future readiness to meet change, thus a systemic
learning and development strategy intended to change the basics of beliefs, attitudes and relevance
of values, and structure of the current organization to better absorb changes. In other words, OD is
the framework for a change process designed to lead to desirable positive impact to all stakeholders
and the environment. OD can design interventions with application of several multidisciplinary
methods and research besides traditional OD approaches.
2.3 Intelligent Human Organizations Framework
Schwaninger’s framework of Intelligent Human Organizations [50] conceives the management of
organizations as a recursive, multi-level process in which the organization components are dynam-
ically interrelated. Using this framework, an integrated view of the organization is attained by
combining three theories from organizational cybernetics:
• The Model of Systemic Control which provides a framework for a comprehensive control
of the activities of an organization to enhance its fitness. This activities dimension creates
an ensemble of intended organization operations and is formed of the goals, principles, and
rules that govern the internal and external behavior of the organization.
• The Viable System Model which addresses issues of diagnosing and designing the structures
of an organization for viability and development. This behavioral dimension controls the
17
qualitative features of an organization which govern properties such as reframing or revital-
izing the organization.
• The Team Syntegrity model which furnishes a structural framework for developing interac-
tive behavior in an organization to enable cohesion, synergy and knowledge creation. This
structural dimension handles the mutual interrelationships between the organization compo-
nents.
In the next chapter, we will review the problem of coordination in multi-agent systems and
propose how insights from the stated theories in social organizations will be used to develop a
solution.
2.4 Relation between Structure and Strategy
Many theorists believe that strategy and structure are related [43], and the long-term performance
of an organization hinges on their relationship. In this context, strategy refers to a plan of action
designed to achieve a particular goal. At the same time, strategic behavior should be based on a
dynamic model for strategy formation which takes situational factors into consideration, such as
crisis/no crisis in performance, presence/absence of a strategic micro-structure, power dependency
of inter-organizational relations, goals and resources of the system, etc. The strategic behavior
affects the operations on a macro-structure, which determines the performance of the organization.
In the current multi-agent systems, such a relationship is completely missing.
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Chapter 3
Cooperative Distributed Problem Solving
Cooperative Distributed Problem Solving refers to a loosely coupled network of problem solvers
which are working together to solve problems that may be beyond the capabilities of individual
agents. Individual nodes might not have sufficient resources, expertise, or information to solve the
problem individually, but together they can form groups and cooperate to accomplish tasks and
gain a higher performance. Multi-agent systems has been a common platform for investigating
distributed cooperative problem solving.
This chapter provides a background on distributed problem solving, the issue of coordination
and cooperation in multi-agent systems, and application of organizational structures and reorga-
nization in multi-agent systems. The first section presents an overview of cooperative distributed
problem solving area, coordination and cooperation in multi-agent systems and its challenges.
Then we provide an overview of organizations and reorganization in multi-agent systems with
discusssions of the challenges and the related work.
3.1 Coordination in Multi-Agent Systems
Coordination is an integral part of a multi-agent system. In a multi-agent system, interdependen-
cies among agent activities might rise from the need to have shared resources or to put efforts
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together to solve a larger problem. Division of a problem to sub-problems, dealing with over-
lapping sub-problems, or even impossibility of dividing a problem to appropriate sub-problems
[36, 35], require having access to efficient methods to select which agent, how, and when to assign
tasks to. Durfee [13] defines agent coordination as “an agent’s fundamental capability to decide on
its own actions in the context of activities of other agents around it”. With coordination, the agents
can intentionally combine their efforts and resources together and try to accomplish global goals.
3.1.1 Importance of Agent Coordination
Existence of inter-dependencies among agents and the choice of coordination method affect the
overall performance of a system [34]. Experience with even small multi-agent systems has shown
that lack of an appropriate coordination strategy might lead the system to no-answer or suboptimal
answer situations. One example of this problem is shown in works related to Hearsay system.
The experiments with this system have shown that not having a general view of the activities of
the other agents which are involved in an interrelated subproblem can lead to some degree of
incoherence among agents [33]. Rederiving results that were already achieved by other agents or
getting distracted by another agent’s unreliable results that was based on partial solutions to local
problems are samples of such coherence issues.
3.1.2 Coordination Challenges
Coordination between the agents becomes rather complicated when dealing with systems that are
inherently heterogeneous and have rather strict time scales. At the same time, in a multi-agent
system, the agents’ behaviors and actions are affected not only by their own internal properties but
also by the properties of their environment. The coordination challenges of multi-agent systems
can be investigated in terms of three main properties of Agent Population, Task Environment, and
Solution Characteristics. A brief overview of theses properties follows [13]:
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• Agent Population - Properties of the population of agents that will be involved in cooper-
ation is one of the influential points about a coordination strategy. The main challenges in
this regard are:
– Quantity - Scalability of the coordination strategy with regard to the number of agents.
The number of possible interactions between the agents will grow exponentially if each
agent is supposed to interact with all the other agents. Bandwidth and computational
limitations limit the coordination search problem.
– Heterogeneity - In a population of heterogeneous agents, the difference in communica-
tion language, ontology, and internal architecture of agents should be considered. It is
important to consider how well a coordination strategy scales in regard to increasingly
heterogeneous populations.
– Complexity - Complexity of the population of agents that will be involved in a coordi-
nation process. Whether the agents are specialized in a specific task, or they are flexible
to decide for themselves what goals to reach or how to reach the goals strongly affects
the coordination strategy. Coordination between specialized agents can be easier.
• Task Environment - Different characteristics of the environment, and the nature and re-
quirements of the tasks influence the coordination strategy. For example, real time tasks
might introduce some complications in the coordination strategy.
– Degree of interaction - Several agents might be interacting to settle an issue (task or
sub-task). The number of issues that one agent becomes involved in can increase.
Committing to one issue can affect how the agent will settle other issues. This can cause
dependencies. The web of dependencies can grow and subsequently the coordination
strategies will have difficulty scaling.
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– Dynamics - Dynamic nature of an environment might lead to changes in agents’ goals
or the way of achieving previously set goals. Coping with environmental changes,
changes in information, tasks, availability of resources, number of agents and their
capabilities is another challenge in agent coordination.
– Distributivity - This point refers to the environments with distributed agents in which
origination of the tasks is also distributed. Such distributivity complicates the coordi-
nation strategy as it brings uncertainty about which agent is doing what task.
• Solution Characteristics - Various characteristics of the desired solution can influence the
choice of coordination strategy.
– Quality - The required quality of the solution in terms of timeliness, efficient use of
resources, and efficiency of the coordination.
– Robustness - How robust the strategy is in dealing with environmental changes, or how
well it can deal with deviations from its expectations.
– Overhead limitations - Some environments might have computation requirements, com-
munication overhead, time limits, etc. How well a coordination strategy can adapt to
environments that impose stringent limits is important.
3.1.3 Geographic Disaprity in Cooperative Distributed Problem Solving
In many practical applications of multi-agent systems, agent coordination becomes more compli-
cated because of the geographic disparity of the tasks that need to be performed and their depen-
dencies. One example scenario is a team of agents trying to find and guide a set of geographically
dispersed moving targets into a specific location. An exploration task is required to identify and
locate the target(s). A directing task is required to guide the targets into the desired destination.
These tasks entail dependencies; a guidance cannot be done until a target is identified and located.
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There will likely be more than one group of agents performing any of the tasks at a time, and each
group might benefit from a different structure of agents. These necessitate coordination on a group
level. Since the targets are distributed geographically and only have access to local information,
the coordination and cooperation methods need to take into account locality to minimize the time
and resources spent on traveling.
3.1.4 Operational Versus Organizational Control
Coordination among agents can be performed using two different perspectives. In an operational
control model, which is an agent-centric view of coordination, the decision making is based on the
short-term view of agents. As a result, these models rely on a limited and dynamic perspective
of the system. Organizational control is based on a long-term view of the system. An organiza-
tional control model is based on a global perspective of system performance and is maintained and
acheived by means of an organizational structure. Most of the research in agent coordination is
based on operational control rather than organizational control [54].
Organizational control and use of an explicit organizational structure positively affects achieve-
ment of organizational objectives as these goals can be in a wider degree than what each individual
agent can perceive [10]. An organizational structure has knowledge, culture, memories, history,
and capabilities that are distinct from the ones for each individual agent. An organizational struc-
ture does two major actions:
• Defines roles, responsibilities, and preferences.
• Identifies control and communication patterns.
– Who does what for whom? Where to send which task announcements and allocations?
– Who needs to know what? Where to send which partial or complete results?
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The ability to develop effective multi-agent organizations is key to development of larger, more
diverse multi-agent systems. In this work, we focus on employing an organizational control model
in order to keep a long-term view of the system and to be able to consider an overall performance.
Next section brings up the background and related work in regards to applications of organiza-
tions in multi-agent systems.
3.2 Organizations in Multi-agent Systems
Interaction in multi-agent systems is governed by some form of implicit or explicit organization.
These interactions usually govern some of the system’s behaviors, such as authority structures,
data flows, and requirement relations. Horling and Lesser [23] define the organization of a multi-
agent system as “the collection of roles, relationships, and authority structures which govern its
behavior”. The organizational design takes control of choosing and moving between different sets
of agents, architectural forms, and resources for tasks. Having an organizational structure can be
helpful to limit the scope of interactions between the agents, handle uncertainties in the system,
reduce or increase a system’s redundancy, and form global goals that individual agents may be
unaware of [35]. At the same time, an organizational structure can be limiting by reducing the
overall flexibility of the system, adversely affecting the computation or communication overhead,
and adding one level of complexity to the system [23, 25].
The short and long-term performance of a system are affected by its organization [8, 49, 14,
25, 42, 57, 6]. Applying different organizational designs to the same problem will lead to different
performance characteristics [24]. Any method that can be used to compare different organizational
designs, understand their behaviors, and reorganize the system to the appropriate structure, will be
beneficial.
There are several organizational paradigms that are suitable for and have been applied to multi-
agent systems. Hierarchies, Holarchies, Coalitions, Teams, Congregations, Societies, Federations,
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Markets, and Compound organizations are some examples. Each of these structures has its own
specifications, advantages and limitations, such as supporting individual versus group rationality,
myopic behavior (an agent not considering critical needs of the other agents, when other resources
can still be satisfying for the agent), long-term or short-term structure, and being suitable for
homogeneous or heterogeneous populations of agents. It is generally agreed that there is not a
single organizational structure which might be appropriate for different applications and domains
[8, 23]. It might be even necessary to apply a combination of various structures within one system.
These organizational structures, their advantages and disadvantages are described in a survey by
Horling and Lesser [22]. Table 3.1 presents a number of these organizational structures that have
been applied to multi-agent systems, and lists the main specification of each structural model
together with its key advantages and disadvantages.
3.2.1 Organization Formation
Definition of an organizational structure can be implicit and embedded in the design of individual
agents, or it can be explicit and defined at the system level. The choice for one or the other depends
on characteristics of the application domain [12]. An organization can be formed in different ways.
In organization theory, an organization might either emerge spontaneously through interactions of
a collection of individual decision makers, or it can be as an already existing and predefined struc-
ture into which the individuals should try to fit themselves. In multi-agent systems these two trends
exist as well. In some cases, an organization’s structure is represented as a series of rules. These
rules cover the answer to what, whom, and how to structure the communication. In other cases
the focus is on emergent formation of an organization, in which it is tried to have the organiza-
tional structure embedded into the agents. A broad classification of the available techniques of
organization formation in multi-agent systems follows [23]:
• Scripted - An organization is formed based on some statistical predefined instructions.
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Structure Characteristic Advantage Disadvantage
Coalition Dynamic, goal
directed
Exploit strength in
numbers
Short term benefits may
not outweigh organiza-
tion construction costs
Congregation Long-lived,
utility-directed
Facilitates agent dis-
covery
Sets may be overly re-
strictive
Federation Middle-agents Matchmaking, bro-
kering, translation
services, facilitates
dynamic agent pool
Intermediaries, become
bottlenecks
Hierarchy Decomposition Maps to many common
domains, handles scale
well
Potentially brittle, can
lead to bottlenecks or
delays
Holarchy Decomposition
with autonomy
Exploit autonomy of
functional units
Must organize holons,
lack of predictable per-
formance
Market Competition
through pricing
Good at allocation, in-
creased utility through
centralization
Potential for collusion,
malicious behavior, al-
location decision com-
plexity
Society Open system Public services, well
defined conventions
Potentially complex,
agents may require ad-
ditional society-related
capabilities
Team Group level co-
hesion
Address larger grain
problems
Task centric
Compound Concurrent orga-
nizations
Exploit benefits of
several organizational
styles
Increased sophistica-
tion, drawbacks of
several organizational
styles
Table 3.1: Various organizational strutures, their main specifications, advantages, and disadvan-
tages.
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• Controlled - An individual or a group of individuals explicitly apply an organization to a
population.
• Emergent - There are no central or global directions. The organization emerges through
individual actions of agents. These methods are self-directed or organically grown.
In practical applications it might not always be possible to specify one class for a system. In many
cases, a combinatory mixture of the above methods might be used. The emergent structures seem
to be getting more attention from researchers in modeling complex systems that are embedded in
uncertain and dynamic environments. The emergent or bottom-up approaches to self-organization
have the disadvantage of being prone to having lower quality than a carefully designed organi-
zation. At the same time, emergent organizations are prone to not unfolding because of time
constraints.
3.2.2 Organizational Modeling Frameworks
Applying organizational constraints explicitly into a multi-agent system can be acheived by means
of an underlying organizational modeling framework. There are several existing frameworks in
the literature for modeling organizations. Some examples of these frameworks are: AGR (Agent,
Group, Role) [17], MOISE+ (Model of Organization for multI-agent SystEms) [26], ISLANDER
[16], Organizational Design Modeling Language (ODML) [23], KB-ORG [54], Virtual Design
Team (VDT) [37], and OMNI (Organizational Model for Normative Institutions) [11]. These
frameworks differ in various aspects such as internal or external representation of the organization,
existence of a separate or distributed management, coverage of structural, functional, and norma-
tive aspects of the organization [30]. Further details and description of each of these frameworks
follows:
AGR: In AGR, the organization is presented by means of a meta-model which defines a struc-
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tural relationship between a collection of agents. This structure is defined by means of Agents,
Groups, and Roles (AGR). In this model, an agent can be part of more than one group. An agent
will have specific role within each group. These groups are created by agents, and the agent who
creates a group assumes the role of group manager. Each group is structured by means of two
major components: a tuple which contains all the possible roles, and an interaction graph which
specifies the interactions between the roles in the group. A main characteristic of this model is its
minimalist structure-based view of agent organizations. The set of groups and the possible inter-
actions between the roles that belong to different groups, form the organization’s structure. This
model provides a reasonable presentation for an organization with several groups in which the or-
ganizational structure determines the interaction between the members.
ISLANDER Esteva et al. [16] have introduced IISLANDER, a declarative language for specifying
electronic institutions, which are equivalent to human institutions in concept with computational
applications. Institutions determine how interactions of a certain sort will be structured in an or-
ganization. An electronic institution in ISLANDER is formed by means of four basic elements:
dialogic framework, scenes, performative structure, and norms. The roles that agents can take and
their relationships are defined by means of the dialogic framework. The roles define patterns of
behavior within the institution. A collection of agents playing different roles in interaction with
each other forms a scene. Every scene specifies the set of possible dialogic interactions between
roles instead of agents. The performative structure establishes relationships between the scenes.
The commitments, rights, and obligations of agents are specified by means of norms. Since all
these items are defined during design time and cannot change during run time, this model does not
have enough flexibility for reorganization modeling.
KB-ORG Sims et al. [54] have employed a knowledge based approach to the problem of searching
for the best organization design. KB-ORG prunes the search space of the best organizational de-
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sign by use of a knowledge base. This model is very complex and requires a detailed specification
of the organization’s requirements. KB-ORG not only relies on coordination level organization
design knowledge, but also application level organization design knowledge. This model provides
a limited variety of organizational structures. The organization structure in KB-ORG is expanded
by adding various levels of hierarchy or peer-to-peer relations to the system, if needed. It does not
choose between various organizational models. KB-ORG starts a new coordination goal when a
task is split between several agents. It is important to be able to apply coordination and reorgani-
zation even without the event of a new task split between agents. KB-ORG is focused on assigning
agents to roles, while in this work we focus on reorganizing by changing roles and enabling agents
to enact roles as the task conditions change. KB-ORG is also not able to deal with any time-varying
organizational requirements or environmental expectations.
MOISE+ In MOISE+ (Model of Organization for multIagent SystEms), an organization is formed
based on three main aspects of structural, functional, and deontic. The agents’ relations are de-
fined by the structural aspect and based on the concepts of roles, groups, and links. The functional
aspect determines how the organization achieves its global goals, this includes goal decomposition
(plans) and task distribution (missions). A social scheme is used to specify global goals, plans, and
missions. The permissions for various roles, and the obligations for various missions are specified
by the deontic aspect. This model provides a rather complete infrastructure for modeling organi-
zations. In a more higher level view, the organizational structure in MOISE+ is modeled in form
of a graph that is defined as a set of roles, links, and groups. Each role is composed of a set of
missions. A mission is a permitted behavior in the system, defined by a set of goals, actions, plans,
and resources. Assignment of a role to an agent causes the agent to follow the permitted behaviors
specified by the missions of that role. The interaction between the roles is specified by means of
the organization links. Three types of organization links are defined: communication, authority,
and acquaintance. A communication link specifies the kind of communication that can exist be-
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tween the roles, the protocols that have to be followed, and any particular missions for which they
can be used. The subordination of roles is determined by use of the authority links. The authority
links also specify the context within which the subordinate relation is valid. The context is defined
by means of the missions that are associated with the link. All the roles about which an agent can
possess information and can use in its decision making mechanism, are specified by acquaintance
links of a role. A group is composed of a set of roles, missions, and the links that exist between the
roles which belong to the group. The MOISE+ model provides a good insight into the influence of
a structure on the organization’s performance by means of the ideas of relations and interactions
with their corresponding graph. When missions are assigned to roles by means of deontic links,
it is an implicit interaction protocol. The AGR model, compares only to the structural aspect of
MOISE+. Considering that the structural aspect of MOISE+ extends AGR, we will use the ideas
from MOISE+ to model our organizational design in this work.
S-MOISE+ - This framework [28] is based on and is very similar to the MOISE+ framework.
However, the base idea is an agent that always does what its organisation needs, it does not have
personal goals. This model is targeted towards reactive agents.
J-MOISE+ - As discussed, the organization of a multi-agent system can be either embedded in
the design of agents, or an explicit organization is defined for the system. The J-MOISE+ frame-
work combines these two models by supporting both an explicit representation of the organization
available to the agents at runtime, and an implicit organization by enabling the agents to read,
represent, and reason about the organization. This feature makes the J-MOISE+ framework more
complete in terms of satisfying the requirements of a complete organization, compared to the other
organizational design frameworks. In the other frameworks of agent organizations, only one type
of organizational implementation is supported. In this work, we need to employ a model which
supports both an explicit and implicit organization so that any knowledge transfer could take place
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between the two levels of organization. In this work, we will be employing the J-MOISE+ frame-
work for the implementation purposes.
NMAS - Vazquez and Lopez [61] [11] have developed a framework that supports agent reorga-
nization. Their framework has a norm based approach for design of hierarchical organizations. In
the NMAS model, each role should have a position profile with it. An agent can change its norms
to conform to a specific positional profile. This is how reorganization happens in this model, by
change of roles at run-time. This model can be very useful for open systems that have external
agents. Still, the model requires all the positions and specifications of the role to be specified at
the outset itself. In this work, we seek a more general model of reorganization, rather than just the
change of agent roles in a hierarchical structure.
ODML The Organizational Design Modeling Language [24] is a mathematical modeling language
which enables modeling various organizational structures such as federations, coalitions, hierar-
chies, etc. The organizational models produced using this mathematical model can be quantita-
tively compared against each other. The drawback of this model is that using ODML it is difficult
to develop efficient techniques for searching various organizational spaces that can be encountered
efficiently. At the same time, ODML requires a significant amount of domain knowledge and effort
to build the models; however, as noted by the author, this is not always possible to do, because the
predictive techniques have not been discovered or those that are known are insufficiently accurate.
VDT The Virtual Design Framework is designed with the goal of developing a computational
model of real life project organizations. The organizational model in VDT is composed of two
structures, a communication and a control structure. The communication structure specifies who
can talk to whom, while the control structure determines the authority relationships, supervisions,
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and reporting responsibilities. The agent duties in this model are fixed. The model is also limited
by the fact that it only supports hierarchical structures.
We consider an organization as an already existing and predefined structure that the agents need
to conform to. As discussed above, we found MOISE+ more suitable for designing our problem
solving agent organization. This framework enables us to make sure that the agents within the
system follow the organizational constraints.
3.2.3 Organization Selection
In a multi-agent system with a constant number of agents (n), if the agents are allowed to take
on multiple roles, then a candidate organizational structure which would contain all these agents
will have nn possible assignments of agents to roles. Even in a single role structure, there would
be n! possibilities assuming distinguishable agents. The problem of finding the optimal structure
becomes untraceable. The methods to deal with the problem of searching for the most effective
organizational structure can be grouped into algorithmic and heuristic solutions. The algorithmic
solutions guarantee finding an optimal solution if one exists, but they cannot reach the performance
requirements of real-time systems. As a consequence, they do not scale well, and they also cannot
handle requirements of dynamic environments. The main approach to the problem of finding the
most effective organizational design has been to generate and search. Horling [21] has proven the
problem of finding a valid organizational design to be NEXP-Complete. He has also shown that
a knowledgeable organizational design significantly reduces the exploration effort. The heuristic
methods do not guarantee finding an optimal solution, but they do guarantee finding a solution.
In this work we will rely on satisficing solutions, and heuristic methods and take environmental
factors into consideration for finding an effective organizational design.
The next section provides an overview of the related work on the heuristic models.
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Heuristic Organization Selection
Applying a series of constraints to a system can help reduce the number of candidate organizations.
This can be helpful to reduce the search scope. There have been various research attempts trying
to apply constraints in order to facilitate the decision making process. Knowing that any hetero-
geneity of agents or their ability to apply multiple roles, increases the complexity of the system
exponentially, some researchers have tried to enforce some level of homogeneity on the systems.
Horling [21] achieves such constraints by introducing a homogeneity model and an abstraction
model on a system called KB-ORG. The homogeneity model reduces the number of decisions for
organizational choices through enforcing some amount of similarity as design time constraints.
An example is enforcing the same model of aggregators in an information retrieval domain. In an
abstraction model, it is tried to simplify the elements of the structure by removing any unneces-
sary or optional details, or by capturing them with a probabilistic model. These homogeneity and
abstraction models can reduce the expected gain of an organization, as they can be very limiting or
probabilistic.
3.2.4 Reorganization
The concept of reorganization can be applied to various aspects of a multi-agent system. A reor-
ganization includes changes in any of the following aspects:
• Number of Agents - An open multi-agent system can have a variable number of agents by
supporting agents leaving and joining the organization.
• Properties of Agents - The agents in a multi-agent system could possess learning skills that
let them obtain new skills over time. The system could also possess properties that let the
agents lose old skills and abilities.
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• Roles and Relationships of Agents - The structure of an organization can change by means
of changing the roles that various agents have, and how they interact with the other agents in
the system.
The problem of reorganization in Multi-Agent Systems (MAS) has several aspects to it. The
main problem in reorganizing a MAS is the definition of the criteria to evaluate and find the most
promising organization to reorganize to. Other problems in reorganization are handling commit-
ment issues of the individual agents that were committed to tasks or subtasks before the reorga-
nization, without causing much drawback. Different application domains have their own sets of
problems which have lead to solutions specific for them such as case based reasoning, learning, ne-
gotiation, etc. To our knowledge, there is no domain-independent reorganization model designed
so far that has an acceptable performance for real-time systems.
At the same time, reorganization can be carried out in several ways:
• Controlled (top-down) -The reorganization is carried out as a known process. This could
be performed for example by means of an expert system which controls the reorganiza-
tion. There have been two main approaches to a controlled reorganization: (1) Exogenous
approaches which let the MAS user control the reorganization process [60], and (2) Endoge-
nous approaches in which the system will carry out the reorganization either by a decentral-
ized (several or all agents involved) or centralized (a central agent involved) method. In a
controlled model, the reorganization is initiated when it is deemed necessary and the system
does not know when it will reorganize.
• Emergent (bottom-up) - There is not any kind of explicit control on the reorganization. The
reorganization happens through implicit interaction of agents that have their own methods.
The main problem of emergent techniques is the time it takes for the system to unfold. This
can be a major problem for real-time systems.
34
• Predefined - The reorganisation is already planned and is expressed, for example, as a tem-
poral organization model [9] . For instance, a soccer team has previously accorded to change
its formation after 30 minutes of the match.
Reorganization Overhead
Every reorganization will have additional computation and communication costs associated with
it. Depending on the type of reorganization, the origination of overhead costs can be different. As
an example, in a centralized model of reorganization, the overhead costs will be associated with
the organization manager. As a result, there needs to be a balance in how often an organization is
reorganized.
3.2.5 Related Work on Reorganization
One of the earliest approaches to reorganization by means of cooperative agents relies on agent
composition and decomposition. Ishida et al. [31] employ a reorganization trigger that is based
on statistics from the organization’s and the agents’ performances. An agent is not aware of any
other agent’s statistics. But each agent knows how the whole organization is performing based on
the organization’s statistics. The agent statistics and performances are based on how busy an agent
is over a specified period of time. The performance of organization is based on a predefined time
limit of the task (Tdeadline) and the most recently observed response time (Tresponse). If Tdeadline <
Tresponse and an agent is completely busy, a decomposition is performed. If an agent is deemed
idle, a composition is performed. A composition is also performed if the Tdeadline > Tresponse and
an agent’s performance is lower than Tdeadline/2Tresponse . In this work we focus on reorganization
as structural adaptation and role changes instead of role compositions and decompositions.
Another model of a cooperative reorganizing system is the Adaptive Multi-Agent Systems
(AMAS) theory [46]. This theory is based on the agents’ awareness of Non-Cooperative Situations
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(NCS) that are adverse to the organization. Three types of NCS are considered: (1) Signals from
the environment are incomprehensible, (2) The perceived information from the environment does
not initiate any activity in the agent, and (3) The conclusions are not useful to others. If an agent
deems itself as non-cooperative, it tries to take actions through its decision mechanisms to return to
a cooperative situation. A specific list of NCS needs to be defined by the designer at design time.
This limitation makes the AMAS theory non-applicable for our goals, because that approach can
only be applied to environments in which all the states of the organization and environment can be
identified at design time, which is not true in this work.
Hubner et al. [27] proposed a decentralized model of controlled reorganization. They suggest
a reorganization trigger that is solely based on the performance level of the current organization. In
this work, we employ an active reorganization trigger that is not only based on system performance,
but also it takes into consideration changes in task type. At the same time, their system requires
application specific implementation of several agents that handle the reorganization. Those agents
include monitor agents to decide when a reorganization is needed, selector agents to select the best
organization to switch to, and designer agents to manage change to another organization structure.
Also in their work the organizational space is limited by a set of application-specific, hard-coded
organizational preferences attained by the set of designer agents. For example in an application
of small size robot soccer league, one designer agent ”always sees a plan to change the current
organizational structure to a new one where the players’ area is increased.”
Dignum et al. [11] discuss reorganization in agent organizations by classifying the various
motivations for reorganization and various methods for reorganization. They broadly classify reor-
ganization into two types: (1) behavior change involving short term behavior modification of some
agents, and (2) structural change involving long term changes in the structure of the organization.
Moreover, they emphasise the necessity of concretely determining the complete utility of an orga-
nization and its structure. Thus, while their suggestions further justify our proposed organizational
performance evaluation method, they do not indicate any possible solutions.
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Gaston and desJardins [19] define an Agent Organized Network as an organizational network
structure that is the result of local rewiring decisions made by the individual agents in a networked
multi-agent system. Gaston and desJardins propose the AON as an appropriate strategy for dy-
namic environments in which the agents only have access to local and uncertain information. But
in their work, this strategy has been only applied to an initial arbitrary network topology in which
the number of connections in the topology remains constant and any adaptation occurs only through
one-for-one addition or removal of connections (rewiring). They are also considering a constant
number of skills assigned to each agent, and a constant number of skills required per task, and the
same utility for all tasks. Still their work shows that the adaptive network structure almost doubles
the organizational performance after some iterations.
Ghijsen et al. [20] address the issue of designing agents in dynamic organizations. They intro-
duce AgentCoRe which provides a framework for agent coordination and reorganization by means
of a set of decision making modules for agents. These modules enable the agents to make deci-
sions about dynamic selection of coordination mechanisms, task decomposition, task assignment,
and adaptation of the organizational structure. AgentCoRe employs domain specific procedural
descriptions as a set of strategies for decomposition, assignment, and reorganization. The reorga-
nization decision is a function of task assignments. For instance, in a RoboCupRescue simulation,
the trigger fires if there is an agent that has not been assigned a task and if there is at least one task
that is still being executed.
Kota et al. [32] rely on inefficient patterns of communication as a trigger for reorganization.
For example, if one agent is the center of a task and all the other agents coordinate via this agent,
their proposed system detects this inefficiency and creates a direct communication. For example,
if agent x keeps sending messages to agent z via agent y, then the system will eventually create
a direct communication between x and z. As a result, their system might not detect all possible
cases that a reorganization might be advantageous. For example, in a target detection and tracking
application which employs coalitions to detect and track objects, their system will never find any
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pattern of inefficient communication. Because in such an application, there is a continuous change
in coalitions of three agents to a new coalition with three new agents. So their system is limited
to applications that follow some pattern in the communication of agents, which might not be the
case for dynamic systems in open environments. At the same time, some of the methods make the
assumption that all agents are acquainted with each other. This assumption is limiting as it places
requirements on abilities of agents and at the same time, puts limitations on the whole system in
case of open worlds as it requires global updates for all the agents that are in the system.
Most of the other applied reorganization models, rely on reorganizing using the same organiza-
tional structure. Zhang et al. [63] employ a self-organization model for coordinating decentralized
reinforcement learning using a hierarchical structure. In their work, the agents dynamically reform
to different hierarchies. That approach is selected to reduce the complexity and increase the speed
by which the system reaches a convergence.
Durfee and Montgomery [15] have used team-level abstraction in order to reduce complex-
ity and to leave some specific agent assignments unbound during coordination. This team-level
abstraction also reduces the precision by losing the details that were previously stored within indi-
vidual agent nodes. At the same time, their model relies on a static organizational structure that is
teams.
Barton and Allen [3] develop a task selection strategy for agents which helps the system to
reach a solution quicker. They set a strategic behavior for agents by giving them preference to
join an existing task over rewiring, proposing, or waiting. But their work is based on a single
organizational structure that is a coalition.
In a similar approach, Singh et al. [55] rely on reorganizations within a coalition structure.
Smart et al. [56] compare the performance of dynamic and static coalition structures. Their study
proves the dynamic model of coalition structure to gain a higher performance.
In summary, the related work on reorganization in multi-agent systems is limited to changes
in one type of organization structure, or is just about change of agent roles and not relations.
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Most systems are also limited by requiring a set of hard-coded, application or domain-specific
organizational preferences and procedures attained by the designer of the system at the design time.
At the same time, most of the systems are only applicable to static and closed-world environments
by requiring all states of the application and environment to be identified at design time. Also,
these models fail to identify all cases that a reorganization can be beneficial.
In relation to the related work on heuristic solutions to organization selection, most of the
systems rely on one static organizational structure. At the same time, some of the proposed systems
apply abstraction or probabilistic models which not only limit the expected gain of the system, but
also make the model application-specific.
In this work, we employed a structural reorganization model that enables the system to re-
organize between different types of organizational structure. Instead of attempting to discover
non-cooperative or low-performing situations, we employ a task-based model for triggering reor-
ganization. This task-based model together with a multi-level control structure reduce the costs
associated to reorganization and thus make feasible a real-time reorganization method which can
enhance the overall performance. Our methodology does not rely on a central monitor agent to
determine when reorganization is necessary, instead individual agents are enabled to contribute to
reorganization.
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Chapter 4
Research Methodology
In this work, we employ an explicit organizational model to enforce organizational constraints to
the system. We acheive this by explicitly adding an organizational layer to the system. Figure 4.1
presents how the organizational layer is added to the whole system. The following sections provide
more details about our approach to this problem.
Figure 4.1: Adding an organizational layer
4.1 Framework for Structural Reorganization
The gains that an organization can attain are largely predetermined by means of the value poten-
tials created beforehand [50]. Value potentials are defined as the set of rules and prerequisites
that if fulfilled, the organization can provide certain benefits. Resources, capabilities, and core
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competencies are samples for such prerequisites. We use strategies to enforce value potentials in
an organization, and focus on strategy formulation in multi-agent systems as a means to adapt to
changing goals, tasks, and resources in dynamic environments. We define a strategy as a plan of
action that lets the system decide how it allocates resources and roles to the agents, how the agents
interact and cooperate for a specific task type, and based on conditions of the environment and
characteristics of the current task. In other words, a strategy is a plan of action for determining
what organizational structure is used for each task type. We rely on the concepts that organiza-
tional structure and strategy are interrelated and a successful organization requires establishing this
relation in making organizational control decisions [52]. Strategic behavior should be based on a
dynamic model for strategy formation which takes situational factors into consideration, such as
crisis/no crisis in performance, presence/absence of a strategic micro-structure, power dependency
of inter-organizational relations, goals and resources of the system, etc.
An important aspect of any organization is its ability to evolve over time. As the environment,
goals, and individuals evolve, an organization should try to adapt to new conditions by altering
patterns of interaction among its constituent agents. Adaptive organizations have the chance to
achieve coherence in open and changing environments [59]. Organizational adaptation becomes
critical especially in dynamic environments. A reorganizing behavior can facilitate properties of
some applications that are too complex to have a priori algorithm, or that are linked to real world
and open environments (e.g., the Internet), and do not have a fixed best design guaranteed. Bernon
et al. [4] provide a comprehensive overview of several examples of applications that have been
benefiting from the reorganizing behavior of agents in a multi-agent system. It should be con-
sidered that adaptive agent behaviors do not always lead to an adaptive organizational behavior
[7]. Gaining an integrative view of an organization is an essential means to effectively managing
changes in an organization.
Following Schwaninger’s model of systemic control, we employ a multi-level control struc-
ture using two levels of control referred to as strategic management and operative management,
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which are used for making organizational control decisions. The strategic management layer is
used for making higher level structural change decisions. This layer of control relies on having a
categorization of task types and their requirements, and also creating a relation between the orga-
nizational structure that would be more appropriate for the requirements. With occurrence of any
changes in goals of agents, this layer of control is used for determining what is the most effective
organizational structure to be used. The operative management control allows the individual agents
to make operative control decisions. An interrelationship between these levels of control makes
it possible for the higher level of control to exert a pre-control influence on the lower level. As a
result, the collective actions of agents in operative management layer are affected by the selected
strategic behavior on the strategic management level.
4.2 Modeling Organizations and Reorganizations
Most models that support explicit representation of an organization, focus either on the functioning
or structure of the organization. The MOISE+ (Model of Organization for multIagent SystEms)
[26] framework provides a rather complete infrastructure for modeling organizations by providing
a single, coherent way for modeling both the function and structure of an organization. Figure
4.2 presents how an organization with both functional and structural aspects affects the agents’
behavior by explaining or limiting their behavior space. In this figure, it is supposed that the agents
try to maintain their behavior in space G, where G presents all behaviors that satisfy the agent’s
current goal. Space E presents all possible behaviors in the current environment. Space S presents
all agent behaviors which satisfy the requirements specified by the organizational structure, such
as roles, relations, group formations, etc. The agents try to get their possible behaviors (E ∩ S)
closer to G, thus avoiding the (E ∩ S)−G space. The organizational functioning space contains
a set of behaviors that have been proven effective for turning the agents behavior towards the G
space.
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Figure 4.2: Organization effects on agents’ behavior
Figure 4.3 illustrates the changes in relations using our proposed reorganization model. As
the figure shows, more than one organizational structure is made available to the agents. This
figure also shows how the functional aspect of the organization is affected by the choice of the
structural aspect and how the global goals and environmental conditions have a direct effect on the
organizational structure.
Using the MOISE+ framework, an Organizational Structure (OS) is formed based on definition
of the structural, functional, and deontic dimensions. The structural aspect is used for defining
the agents’ relations based on the concepts of roles, groups, and links. The functional aspect is
used for determining how the organization achieves its global goals; this includes goal decompo-
sition(plans) and task distribution(missions). Global goals, plans, and missions are specified using
a social scheme. Role permissions and the mission obligations are specified by the deontic aspect.
When a set of agents adopts an OS, an Organizational Entity (OE) is formed. Once an OE is
formed, its history starts and is composed of events such as agents entering or leaving the organi-
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Figure 4.3: Reorganization effects on agents’ behavior
zation, role adoptions, mission commitments, group formation and deformations, etc. A reorga-
nization is therefore a change in either the OS or the OE. In our proposed reorganization model,
reorganization is performed as a change in the OE at run time, while the OS is written to accomo-
date for such a potential change of the OE by having access to the structural specification of all the
potential structural models to which the agents can potentially reorganize.
Figure 4.4 presents a more detailed look at the organizational layer added to the system using
different classes from the MOISE+ framework. A special agent called OrgManager maintains the
state of the current OE. The agents can then send messages to the OrgManager using their OrgBox
API. The agents can ask for organizational events such as group formation or deformation, scheme
creation, role adoptions, mission commitments or de-commitments. Broadcast of message to group
members are sample events that an agent can generate. It is the responsibility of the OrgManager
agent to make sure what the agent has requsted does not contradict the organizational specification.
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Figure 4.4: Component interaction using MOISE+ organizational layer
Overall, MOISE+ allows specifiying three levels of structural behavior: Individual, Social, and
Collective. Further clarification of each of these levels and how MOISE+ supports them follows:
• Individual level - This level is formed by the roles of individual agents. A role can be
described as a set of constraints that an agent accepts when joining the OE or a group. Role
constraints are defined in two ways, in relation to other roles, and in a deontic relation to
global plans. The roles can have inheritance relations which allows one role to be a sub-role
or a specialization of a more general role.
• Social level - This role is formed by means of organizational links which define the agent
relations. Three types of organization links are defined: communication, authority, and ac-
quaintance. A communication link specifies the kind of communication that can exist be-
tween the roles, the protocols that have to be followed, and any particular missions for which
they can be used. The subordination of roles is determined by use of the authority links. The
authority links also specify the context within which the subordinate relation is valid. The
context is defined by means of the missions that are associated with the link. All the roles
about which an agent can possess information and can use in its decision making mechanism
are specified by acquaintance links of a role.
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• Collective level - This role is formed by means of compatibility constraints that specify what
roles an agent can play depending on the agent’s current role. This level is also responsible
for specifying group formation constraints and requirements. A group is composed of a
set of roles, missions, and the links that exist between the roles which belong to the group.
Each group specification clarifies various roles that are needed to form this group and the
cardinality of each role. The groups can also have inter-group and intra-group compatibility
relations. This makes possible formation of subgroups. A group is considered well-formed
if it conforms with both role and sub-group cardinalities.
In a higher level view, the organizational structure in MOISE+ is modeled in form of a graph
that is defined as a set of roles, links, and groups. Each role is composed of a set of missions.
A mission is a permitted behavior in the system, defined by a set of goals, actions, plans, and
resources. Assignment of a role to an agent causes the agent to follow the permitted behaviors
specified by the missions of that role. The interaction between the roles is specified by means of
the organization links.
The functional structure in MOISE+ is based on the concept of missions and schemes. A
scheme is basically a goal decomposition tree with the root being a global goal and missions being
the responsibilities for the sub-goals. A mission is a set of coherent goals that an agent can commit
to. If agent a1 accepts mission m1 which has two goals {g1,g2}, then by accepting m1, the agent
has committed to g1 and g2. An agent will try to acheive a goal only when the preconditions for
that goal are met. Similar to groups, a mission is considered well-formed when the number of
agents that have committed to the mission reaches the minum cardinality specified for the mission.
A preference order can be specified between missions, thus if an agent has committed to two
missions, it will know which goals it has to exceute first.
In order to develop a relation between the structural and functional aspects of an organization,
a deontic specification is used for specifying any such relations. In MOISE+ these relations are
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specified in the individual level using permissions and obligations of a role on a mission. In the
context of Figure 4.2, the deontic specification delimits the set S∩F among the set S (the allowed
behaviors).
4.3 Evaluating Effectiveness of the Proposed Methodology
One of the main application areas that benefit from multi-agent architecture focuses on solutions
that try to efficiently use information sources that are geographically sparse. Sensor nets, seismic
monitoring, and information gathering from Internet are some example applications in this area.
To evaluate the efficacy of our proposed methodology, we have developed two different simula-
tions using scenarios that are representatives of geographically dispersed cooperative distributed
problem solving applications. A brief description of each of these applications follows:
• Pursuit game - The general scenario follows the typical pursuit game in which a group of
predators try to catch preys in a grid world. In an enhanced model of pursuit game, we limit
the field of view (sensing radius) for predators to a certain variable. This variable can be set
at the beginning of an experiment run. In a typical application of a pursuit game, the preda-
tors have the ability to observe the whole world. A successful detection of a prey requires a
sensory detection confirmed by at least two predators, while in a typical pursuit game such
a requirement is not enforced. At the same time, the sensory input of a prey is not limited,
meaning that preys can observe the whole world and become aware of the location of all
existing predators. We also enhance the prey movement by an algorithm that enables the
preys to move away from detected predators. It is very common for a prey movement algo-
rithm to follow one specific pattern, for example a diagonal or straight line.Also, a typical
pursuit game is composed of 4 predators and 1 prey, while we enabled the system to have
any number of predators and preys. We use different numbers of predators and preys in our
experiments. Chapter 5 provides further details about this application.
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• Cow herding - The scenario for this application is taken from the 2010 Multi-agent Pro-
gramming Contest [1]. In this scenario, two teams of agents compete by trying to herd
cows into their own corral. The cows are spread throughout the world either in herds or as
dispersed. The task and world complexity can be different depending on the world model
provided by the simulation server. In more complex world models, additions of fences and
gates increase the task complexity. The starting positions of the agents are determined by
the world models. In some models, the agents are spread throughout the world, while in
other models the agents get started in one area and close to each other. All these environ-
mental factors affect the overall complexity. Further details of this application are discussed
in chapter 6.
We enhance each of the above applications with an explicit organization and reorganization
model by using S-MOISE+ and J-MOISE+ which are two APIs based on the MOISE+ framework.
These variant APIs enable us to apply our methodology to two systems with two different agent
architectures. S-MOISE+ relies on a reactive agent model and uses SACI as the agent communi-
cation infrastructure. J-MOISE+ relies on a BDI agent architecture and can be used in conjunction
with agents written in JASON language. Next two chapters report on implementation details of
each of these experimental setups, evaluation of their performance, and results of the experiments.
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Chapter 5
Case Study Using a Pursuit Game Simulation
Multi-agent systems have been a common platform for investigating distributed cooperative prob-
lem solving. We are specifically considering a domain in which resources are limited and agent
cooperation is required for a successful task completion. This chapter provides an introduction to
the basic scenario of the pursuit game. A modified model of the pursuit game is then described.
The organizational modeling framework used for this application is elaborated on together with
discussions of the implemented organization and reorganization models. Experimental setup, ex-
perimental runs, and results of the exeperiments are presented. The chapter includes the analysis
of the results.
5.1 Scenario
The pursuit game has been a popular application domain to address cooperative behavior in multi-
agent systems. Despite its simplicity, this game model can provide a rough abstraction of more
complex real-world scenarios. In the most basic and common scenario, four agents play the role
of predators and try to catch an escaping prey agent. The prey is considered caught when it is
surrounded by a combination of predators and world boundaries in a way that it cannot move any
more. In different models of the game, the predators and preys can follow different behavioral
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models. For example, the prey can move in a straight or diagonal line, or it can act more intel-
ligently by moving away from predators. None of the predator agents, regardless of their skills
and intelligence level, can accomplish the task of catching a prey without cooperation with other
agents.
In this work, we use a modified model of pursuit game to represent a sample distributed prob-
lem solving application. We add certain enhancements to the population of agents and apply
certain limitations to capabilities of predator agents and the task requirements. The goal is to in-
crease complexity of the game and resemble a multi-object detection and tracking application in a
distributed sensor network establishment. These enhancements and limitations are:
• The preys are aware of the location of predators and move in a direction that maximizes their
distance from the predators.
• The predator agents are limited to sensing a certain radius around them.
• Each predator has one of four possible skills.
• Agent skills do not change over time.
• A successful detection of a prey requires sensory data from more than one predator agent.
5.2 System Model
We developed a limited model of a problem solving agent organization with the following specifi-
cations:
• The organization is closed, that is no agents can join nor leave the organization once the
organization is running.
• The agents are invariant, that is their properties do not change over time.
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• Environmental conditions stay the same.
• Task type changes for agents over time.
• Agent relations change over time.
• Agents are only self-aware. They have no global view of the world, neither any acquaintance
with other agents that might exist in the system. Unless an agent becomes a member of a
group, in which case it will form relations with other agents in the group.
5.2.1 Agent Model
Three types of agents are modeled. A WorldAg which represents the world and is modeled as an
n by n grid with boundaries, but no obstacles. The WorldAg implements the world behavior by
maintaining the position of agents and providing the position information to any agent that might
ask for it. The world gets populated with two types of agents,
• Predator agents, A1 = h1, ...,h|N|, have the capability to sense a radius of 4 around them.
Each predator agent has one of four possible skills. An Up-predator tries to position itself
above the prey that it is trying to catch, a Down-predator tries to position itself below, Right-
predator to the right, and Left-predator to the left of the prey.
• Prey agents, A2 = p1, ..., p|Q|, are aware of the location of predators, and try to maximize
their distance from the predators.
Both the Predator and Prey agents have a reactive architecture based on which they follow a
stimulus-response behavior without maintaining any internal state. As these agents do not have any
representations of their environment, they can only take local information into account. The agents
can form acquaintance, communication, or authority relations. Each role spans the properties of
the previous role in this list. In an acquaintance relation, the agents are only aware of the existence
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Figure 5.1: Sample world populated with 8 predators with sensory detection radius of 4
of each other, and have no communication relation. In a communication relation, the agents are
aware of the existence of each other and they can also communicate with each other. In an authority
relation, the agents are aware of the existence of each other, can communicate with each other, and
the agent that has the authority can determine actions of a follower agent.
In this model, the predator and prey agents have no relations at the beginning. The world agent
has acquaintance relation with all predators and preys. Agent relations change over time. Once
an agent becomes member of a group, then it forms a relation with other group members. The
type of this relation depends on the type of group and the agent’s role in that group. The world
gets populated with a random placement of predators and preys on the grid. Figure 5.1 presents
a graphical view of a sample game. In this example, the world is populated with two prey agents
which are represented by the letter P, and eight predator agents that are represented by letters U,
D, L, and R depending on their skills.
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5.2.2 Cooperation and Task Decomposition in a Pursuit Game
The predators only have access to local information, so it becomes necessary that they cooperate
and share information. Also, because each predator has a specific skill, cooperation of predator
with complementary skills becomes essential for successful task completion. The predators try
to form groups or join other groups depending on their sensory input, their current task, and any
requests from other predators. Each predator can only be member of one group at a time. A
predator moves randomly if it has not detected any prey itself nor it is receiving any information
from its group members. A prey is caught and removed from the world when it cannot move any
more. A prey will not be able to move if it is surrounded by predators or by a combination of
predators and the world boundaries. Each predator tries to move towards the prey and in a position
that fits its skill.
Two types of tasks are identified in this simulation model. The first task is detecting a prey, and
the second task is tracking and catching a detected prey. Both these tasks require agent collabora-
tion. The prey detection task requires cooperation of at least two to four predator agents to confirm
that they have sensed the prey. A successful completion of the track and catch task requires a
combination of at least two to four predator agents with different skills.
When a predator senses a prey, it tries to form a group with other predator. Predators try to
form groups with the predators that are closest to them in proximity. Once a group is formed,
agents in the group follow their roles and relations, as specified in the structural specification, to
share information about preys. A well-formed group of predators will have one skill from each
of the four possible skills. No group can have more than one predator agent from each skill. The
organizational framework ensures that group formation follows the specified requirements. Once
a group of agents achieves its goal, it deforms or reorganizes to a different type of group.
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5.2.3 Organization and Reorganization Models using S-MOISE+
We determined that S-MOISE+ [28] was suitable for designing our problem solving agent or-
ganization.This framework enables us to make sure that the agents within the system follow the
organizational constraints. Using this framework, the organization is interpreted at run time and it
is not hard-wired in the agents. S-MOISE+ is an open source implementation of an organizational
middleware that follows the MOISE+ specification. This middleware acts as the interface between
the agents and the overall system. Using this middleware, agents get access to the communication
layer, they can get updated information about the current status of organization such as formed
groups, generated schemes, role assignments, etc. The agents also get the ability to affect and
change the Organizational Entity (OE) by means of the middleware.
The MOISE+ framework introduces an organization by considering three dimensions into it.
A structural dimension defines roles and links of inheritance and groups; a functional dimension
specifies a set of global plans and missions for the goals to be achieved; and a deontic dimension is
responsible for assigning obligations and permissions to roles with respect to missions. S-MOISE+
employs an OrgManager agent that has the current state of the organization and keeps it consistent.
Each agent in the system uses an OrgBox API to access the organizational layer. Using the S-
MOISE+ framework, an Organizational Specification (OS) is defined which contains the static
description of the organization. This description covers all different aspects of an organizational
model such as types of roles and the behavior that an agent is responsible for once it adopts a
role, interconnection between roles, groups, collective goals, and how the goals are decomposed
into plans and distributed between agents. The current instance of an OS is referred to as an
Organizational Entity (OE). An OE is formed by a set of agents adopting an OS and thus having a
common goal. In this work, we consider reorganization as a change in the OE.
The S-MOISE+ API has three main classes for accessing the organizational layer:
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• OEAgent - Represnts the agent within the organization, and stores the agent’s roles and
responsibilities.
• OrgBox - Has methods for creating organizational events such as group creation or commit-
ment to missions.
• BaseOrgAgent - Implements a general agent architecture which enables an agent to itera-
tively choose a goal, make a plan, execute the plan, and then loop back.
The OrgManager ensures that the organizational events which are generated by the agents
adhere to the following organizational constraints specified by MOISE+:
• Maximum cardinality of roles in a group
• Role compatibilities
• Commitment only to permitted missions or obligated roles
• Creation of roles, groups, and schemes only based on the original specification
Using the S-MOISE+ framework, we have implemented two different models of organizational
structure and a reorganization model. A short description of each of these models and the agent
interactions within each follows.
Model A - Coalition Structure
We consider coalition as a goal-directed and short-lived group of agents that is formed with a goal
in mind and dissolves as soon as the goal is satisfied [21]. All agents in a coalition are peers
and have a communication relation. The agent that initiates formation of a coalition, acts as the
representative for the coalition. Figure 5.2 illustrates communication and authority relations of
four predator agents in a coalition. In a simulation model that only uses the coalition structure,
coalitions of agents are used for performing any task that requires group work. In this case, both
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(a) Communication rela-
tions in a coalition
(b) Authority relations
in a coalition
Figure 5.2: Agent relations in a coalition structure
detecting and tracking a prey are performed using coalitions of agents. Using this model, each
agent relies on its own sensory information if it senses a prey, and shares that information with the
rest of group members if it is part of a group. If the agent is not part of a group, then it tries to form
a group with the closest agents. If the agent does not sense a prey and it is part of a group, then
it looks to use any shared information. If no shared information is available either, then the agent
moves randomly.
Model B - Team Structure
We consider a team as a number of cooperative agents that coordinate to be supportive of the team’s
goals [21]. In this work, each team will have a leader that maintains an authority relation with all
the other team members. Figure 5.3 demonstrates agent relations in a team with agent U as the
leader. Similar to a coalition model, in a simulation model that only employs a team structure,
teams of agents are used for performing any task that requires group work. In this case, a team
structure is used both to detect, track and catch preys. The major difference in agent’s behavior
between team and coalition is that only the team leader agent can share information with the rest
of group members. Also, if a team member has received information from the team lead, then it
will just use the shared information instead of using its own sensory information.
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(a) Communication re-
lations in a team
(b) Authority relations
in a team
Figure 5.3: Agent relations in a team structure
Model C - Dynamic Organization Structure
Certain characteristics of various tasks make them more appropriate to be handled with a certain
organizational structure. For example, while coalition might be the most appropriate structure
in terms of time efficiency for detecting a moving object quickly, a team with a leader might
be the best structure in terms of resource efficiency to track a moving object once an object is
already detected. The dynamic organization model enables the agents to use either of the team or
coalition structures and also to be able to reorganize between the two.We consider reorganization
as a change in the current Organizational Entity (OE) which makes it possible to have a structural
change between coalition and team. As part of the strategic management of the organization, we
employ a task-based reorganization model. Using this model, the current task type is used for
determining the organizational structure to be used by a group of agents.
Figure 5.4 illustrates the authority and communication relations of agents in the sample world
populated with eight predators and two preys. One group of agents is using a coalition structure,
and the other group is using a team structure.
The predators try to adopt a CatchPreyScheme which provides the agents with the set of goals,
as illustrated in Figure 5.5. Each team adopts these scheme and goals with its own structural model.
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Figure 5.4: Authority and communication relations in a sample pursuit game
5.3 Evaluation Criteria
The effectiveness of each model is measured in terms of successful task completion and the as-
sociated cost. The world gets populated with a fixed number of preys. The goal of predators is
catching all the preys in a limited amount of time. The success rate of each experiment is measured
using the number of preys that are caught and the time it takes to do so.
SuccessRate = Sum(
∑
|Q|
x=1 caughtPx
|Q|
∗ totalTime
elapsedTime
) (5.3.1)
The cost associated with each agent in the organization is measured both in terms of number of
messages passed, and number of moves that the agent has to make. The communication cost also
includes any messages used for reorganization. The total communication cost is measured as,
CommCost =C.
|N|
∑
x=1
cx +R.
|N|
∑
x=1
ReOrgCostx (5.3.2)
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Figure 5.5: Goal decomposition tree in the pursuit game
where C is the communication cost coefficient, cx is the number of messages sent by agent x,
R is the reorganization cost coefficient, and ReOrgCostx is any overhead messages passed for
reorganization by agent x. All messages are considered to have the same cost regardless of their
size or travel distance. The total move cost of predator agents is measured as
MoveCost = M.
|N|
∑
x=1
mx (5.3.3)
where M is the move cost coefficient, and mx is the number of moves for that agent.
The total cost is a combined measure of the total communication and move costs,
TotalCost =C.
|N|
∑
x=1
cx +R.
|N|
∑
x=1
ReOrgCostx +M.
|N|
∑
x=1
mx (5.3.4)
5.4 Experimental Evaluation
We conducted a number of experiments in order to evaluate the effectiveness of our task-based re-
organization for different population of agents. The variables and parameters for the world settings
are set as:
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• The world size (grid size) is set to 20 by 20.
• The sensing radius for predators is set to 4.
• The world is populated with three different population sizes for predators and preys.
– 4 predators, 5 preys
– 8 predators, 5 preys
– 12 predators, 5 preys
• The world gets populated with a random placement of predators and preys on the grid.
Using each of the three organizational models and by using three different populations of
agents, an overall of 27 experiment sets are run. We run a total of 75 simulations for each ex-
periment set. Each experimental run is either limited to 120 seconds of run time, or the experiment
is stopped when the goal is achieved, that is all the preys in the world are caught. The time it takes
to catch all the preys is captured for use in performance evaluations.
When evaluating the performance, we set the values of M, C, and R (communication and
move cost coefficients) to 1. This means that we consider the same coefficient for reorganization
messages as any other messages. While the communication and move cost coefficients can be
different in a real world application, we set both of them to 1 and look into the data for each of
these individually as well as the sum.
5.5 Experiment Results
The results are presented in terms of graphs and tables presenting the average values for success
rate, communication cost, move cost, and total cost for each population of agents and for each
organizational structure. A better performance is reflected in terms of higher success rate and lower
total cost. Table 5.1 and Figure 5.6 present the success rate for each experiment set. Table 5.2 and
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Figure 5.7 demonstrate the total cost associated with each. The breakdowns of communication and
move costs are presented in Tables 5.3 and 5.4, and Figures 5.8 and 5.9.
Organizational model 4 predators 8 predators 12 predators
Coalition 0.17 0.222 0.322
Team 0.102 0.233 0.328
Dynamic 0.117 0.251 0.365
Table 5.1: Success rate for each set of simulation runs
Figure 5.6: Success rate
5.6 Analysis
As the results demonstrate, the dynamic organization outperforms the coalition and team orga-
nizations once the agent population increases. This higher performance is achieved despite the
additional overhead costs associated to reorganization. Also, with the increase in problem size,
Organizational model 4 predators 8 predators 12 predators
Coalition 17.995 21.868 25.509
Team 13.365 14.194 14.51
Dynamic 12.85 14.37 15.223
Table 5.2: Total cost for each set of simulation runs
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Organizational model 4 predators 8 predators 12 predators
Coalition 14.25 16.701 25.509
Team 13.365 14.194 14.51
Dynamic 12.85 14.37 15.223
Table 5.3: Communication cost for each set of simulation runs
Organizational model 4 predators 8 predators 12 predators
Coalition 3.745 5.166 5.573
Team 4.349 4.735 4.919
Dynamic 4.183 4.835 5.116
Table 5.4: Move cost for each set of simulation runs
Figure 5.7: Total cost
the relative difference in performance of the dynamic organization with the other organizational
models increases. This result demonstrates a relation between the problem size and effectiveness
of reorganization, as is also the case for social organizations. At the same time, the coalition struc-
ture has the highest performance when the problem size is small. Its comparative performance is
reduced when the problem size is increased. The higher performance of coalition for the small
population of agents is achieved with a significant increase in communication cost. Overall, the re-
sults confirm how the dynamic organization can be used to stay ahead of the organizational change
and attain a higher performance when the agent population increases.
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Figure 5.8: Communication cost
Figure 5.9: Move cost
Looking into the performance of dynamic organization and the team, the dynamic organization
has a higher performance in all the experiments. While the communication and move cost between
these two models stay comparably similar. This can be because of two factors. One is the very
short period of time that the agents in the dynamic model spend as a coalition trying to detect a
prey, compared to the amount of time they spend to keep track of the detected prey and to catch
it. The other is the overhead costs associated with a dynamic organization which levels with the
lower communication cost of the coalition.
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Looking into the cost graphs, the coalition structure has the highest communication cost in all
the experiments. This is an expected result because of the extensive peer communication between
all the agents in a coalition. There is not a significant difference in move cost across the exper-
iments. This indicates that none of the organizational models has affected the number of moves
significantly.
In summary, we find that potential gains of a task-based reorganization in terms of success
rate and lower cost can be attained when the problem size increases. Furthermore, for a small
population of agents, using an effective static organizational model can offer a higher performance
than a reorganization.
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Chapter 6
Case Study Using a Cow Herding Simulation
An unbiased multi-agent evaluation depends on use of a reliable simulation unbiased by the spe-
cific agent design. In this work, we use a simulation server provided by the 2010 Multi-agent
Programming Contest [1].
The multi-agent programming contest uses a cow herding scenario in which two teams of
cooperative agents compete against each other for resources. This chapter provides a decsription
of the scenario and the simulation model. J-MOISE+, the organizational modeling framework
used for this application, is presented. The organization and reorganization models used in the
simulation are described. Experimental setup, experimental runs, and results of the exeperiments
are presented. The chapter includes an analysis of the results.
6.1 Scenario
”An unknown species of cattle was recently discovered in the unexplored at-lands of Lemuria.
The cows have some nice features: their carbondioxyde- and methane-output is extremely low
compared to the usual cattle and their beef and milk are of supreme quality and taste. These
facts denitely catch the attention of the beef- and milk-industries. The government decides to
allow the cows to be captured and bred by everyone who is interested and has the capabilities.
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Several well-known companies decided to send in their personnel to the elds to catch as many of
them as possible. This leads to an unprecedented rush for cows. To maximize their success the
companies replace their traditional cowboys by artificial herders. In this contest the participants
have to compete in an environmenr for cows. Each team controls a set of herders in order to direct
the cows into their own corral. The team with the most cows in the corral at the end wins the
match. [1]”
6.2 Simulation Model
The above scenario is simulated using a grid world with objects scattered on it that represent
different entities. The grid size is a variable and is specified at the beginning of each experiment.
The environment contains two corrals which are the places that each team should herd the cows
into. Each grid cell can contain one of the following objects:
• Obstacle
• Fence
• Switch
• Cow - Each cow will have a unique identifier.
• Agent - The value of this attribute will have an indication whether this is an enemy agent or
an ally.
• Corral - The value of this attribute will have an indication whether this is an enemy corral or
an ally.
• Unknown - The contents of the cell is not provided by the simulation server because of
information distortion.
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Only one object can be in a cell, with the exception that Agents and Cows can enter cells which
contain corrals.
6.2.1 Agents, Agent Perceptions and Actions
The agents of each team can play any of the following roles [?]. Agents will be able to switch roles
as the simulation progresses and system conditions change.
• Explorer - Explores the environment until it detects a cow.
• Scouter - Follows the explorer
• Herder - Herds the cows until they get in the corral.
• Herdboy - Helps the herder to get cows in the corral.
• Gate keeper 1- Activates the switch on one side of the gate. The gate will not be opened until
Gate keeper 2 activates the switch on the other side.
• Gate keeper 2 - Activates the switch on the other side of the gate. This agent has to stay by
the switch to keep the gate open until all agents, from either group, who wanted to pass the
fence at that time, have passed.
• Leader - An implicit role that either the explorer or herder can take on. This role will enable
an agent to lead the other agents by providing information that affects their actions.
Agents only have a local view of the environment. The agents perception of the world can be
incomplete, meaning that they can receive incomplete information from the server. The server can
omit information about the environment cells, but it will not provide any incorrect information.
The actions of the agents can also fail.
The simulation server provides the following perception information to each agent:
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• Absolute position of the agent in the grid
• Contents of the cells that are within the agent’s viewing range. If two agents are in each
other’s viewing range, they will be able to recognize whether they belong to the same team
or not.
Agents are able to perform one action in each step. These actions are Skip, and movement in
one of the eight directions (north, east, north east, ...). All actions except the Skip action can fail.
An action failure happens either because of information distortion or because the conditions for
successful execution of that action are not met. A failed action is evaluated as a Skip action by the
simulation server.
The following list clarifies some specific cases that might happen during the simulation exper-
iments:
• In case of two agents trying to move into the same grid cell, only one of the two actions
succeeds. Determination of which agent succeeds to move into the cell is random in this
case.
• It is impossible for two agents to swap places.
• A cow or agent can enter a grid cell only if that cell has been empty in the previous step.
• There is no restrictions on agents entering corral of the opponent team.
• If two agents or cows try to enter the same cell, determining which one succeeds is left to
chance.
6.2.2 Target Description
Cows tend to move away from agents and obstacles and move towards empty spaces. The cows
also like to get close to other cows and form a herd, but not too close. The herds tend to be tighter
68
when the agents are close to them. Cows have a visibility range and an intimacy range which are
both squares around the cow with the cow in the middle of the square. Cows get attracted to cows
which are in their visibility range, and are repelled by cows that are in their intimacy range.
The cows are slower than agents. Each cow moves every three steps. The simulation server
makes sure that not all cows move in the same step. The cows can not distinguish between empty
cells and corral cells.
6.3 Cooperation and Task Decomposition
Based on the described cow movements, it becomes essential to have more than one agent for
accomplishing the task of herding. Thus, we adopt a strategy that is strongly tied to the notion
of groups of agents. Using the MOISE+ notation, we developed different types of organizational
structure which determine how groups are formed and how the members of each group cooperate.
The organizational models provide the required structure for a herding group and an explo-
ration group. The group formations and interactions are distinct and are determined by the type of
the organizational structure. We employ three main models for organization and reorganization. In
a coalition model, the agents only have communication relations in all groups. In a team model,
certain agents within each group have authority relations. In a dynamic organization, agent rela-
tions within groups are changed based on the current task in hand. A decentralized reorganization
is employed using which agents carry out the reorganization process [27]. The agents in the or-
ganization can send messages to the OrgManager to cause changes in the Organizational Entity
(OE). Further details on the team and coalition structures can be found in [39, 38].
Agent roles within each organizational model are shown in Figures 6.1, 6.2, and 6.3.
For each group to be well-formed, all the specified roles for that group should be satisfied with
at least their minimum cardinality. The agents that form each group with the required minimum and
allowed maximum cardinalities are shown in Tables 6.1 and 6.2. As an example, well-formation
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Figure 6.1: Agent roles used in a coalition organization
Figure 6.2: Agent roles used in a team organization
Figure 6.3: Agent roles used in a dynamic organization
of a herding group will require at least one herder for forming the group. At the same time, the
herding group can contain up to ten herdboys and the two gate-keepers.
6.3.1 Agent Relations
Agents can have acquaintance, communication, or authority relations with each other. Each of
these roles, preserves the properties of the previous role in the list. These relations are specified
using the structural specification of each organization. For each of the organizations employed in
this study, these relations are listed in Tables 6.3, 6.4, and 6.5. The Tables should be read as the
relation of the role listed in the row to the role listed in the column. In addition to the relations
specified in these Tables, there is an acquaintance relation between Gate keepers and all the other
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Exploration group Herding group
Explorer (1, 1) Herder (1, 1)
Scouter (0, 1) Herdboy (0, 10)
Gate keeper1 (0, 1) Gate keeper1 (0, 1)
Gate keeper2 (0, 1) Gate keeper2 (0, 1)
Table 6.1: Group formations in a team and a dynamic organization model
Exploration group Herding group
Explorer (1, 2) Herder (1, 10)
Gate keeper1 (0, 1) Gate keeper1 (0, 1)
Gate keeper2 (0, 1) Gate keeper2 (0, 1)
Table 6.2: Group formations in a coalition organization model
agents regardless of the organization model. There is also a communication relation between the
two gate keepers in all organizational models.
6.3.2 System Dynamics
The general dynamics of the agents works as follows when the simulation starts. When there are no
cows detected yet, the only groups that get formed are exploration groups. Once cows are detected,
herding groups are formed to herd them into corrals.
When exploring, agents try to spread themselves out to cover a wider range and increase their
chance of finding cows. Once a cow is detected, the agents try to form an herding group to herd a
cluster of cows. The scenario requires two agents which need to cooperate and open the fence to
allow cows and their team members to pass. Both the exploring and herding groups can be using
Explorer Scouter Herder Herdboy
Explorer Communication Authentication Communication Communication
Scouter Communication Acquaintance Communication Communication
Herder Acquaintance Acquaintance Acquaintance Authentication
Herdboy Acquaintance Acquaintance Communication Communication
Table 6.3: Agent relations in a dynamic organization
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Explorer Scouter Herder Herdboy
Explorer Acquaintance Authentication Acquaintance Acquaintance
Scouter Communication Acquaintance Acquaintance Acquaintance
Herder Acquaintance Acquaintance Acquaintance Authentication
Herdboy Acquaintance Acquaintance Communication Communication
Table 6.4: Agent relations in a team
Explorer Herder
Explorer Communication Communication
Herder Communication Communication
Table 6.5: Agent relations in a coalition
the gate keeper agents to pass through the fence. Once either group reaches a closed fence, the
agent with the gate keeper1 role is sent to the position of the first switch on the side of the fence
that the group is. The gate keeper 1 activates that switch. This allows the agent playing the gate
keeper 2 role to pass through the gate and go to the other side of the fence and position itself where
the second switch gets activated. Before passing the gate, gate keeper 2 checks with all groups to
see if any other group is trying to pass that fence. If that is the case, gate keeper 2 will communicate
this to gate keeper 1 so the gate is kept open until all groups have passed the fence.
6.4 Organization and Reorganization Models using J-MOISE+
We consider organization as an already existing and predefined structure that the agents need to
conform to. We found J-MOISE+ suitable for designing our problem solving agent organization.
Similar to S-MOISE+, J-MOISE+ [29] is an open source organizational middleware that follows
the MOISE+ specification. The overall system concepts between these two APIs are the same, and
the main difference between the two is the supported language for programming the agents. In S-
MOISE+, the agents are programmed using Java, while in J-MOISE+ the agents are programmed
using Jason [5] which is an interpreter for an extended version of AgentSpeak [48]. The J-MOISE+
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framework enables declaration of the organizational structure (role, groups, links), functioning
(global goals, global plans, missions), obligations, and permission. Using J-MOISE+, the agents
can be designed to receive an event when the status of a goal changes or when a goal is achieved.
Based on the roles used within each organization, the following organizational goals as demon-
strated in Table 6.6 are defined and assigned to the roles.
The agents are also able to reason about their organization. We utilized the following main
classes from the J-MOISE+ API:
• OrgBox API is used by the agents to access the organisational layer. OrgBox class has
methods to generate organizational events like role adoption, mission commitment, group
creation, etc.
• OrgManager agent is used to keep the current state of the organization and maintain it con-
sistency. The OrgManager is able to receive messages from the agents OrgBox asking for
changes in the organization’s state (e.g., role adoption, group creation, mission commit-
ment).
• OEAgent class is used to represent the agent inside the organization, as it stores the agents
roles, missions, etc.
Figure 6.4 presents how the organizational layer gets incorporated in between the agent com-
minication layer and the general application layer. The agents access the organizational layer
through the OrgBox API. The agents are written in JASON. KQML is used as the Agent Commu-
nication Language.
Using J-MOISE+, we can make sure that the agents within the system follow the organiza-
tional constraints. Using the J-MOISE+ framework, an Organizational Specification (OS) is de-
fined which contains the static description of the organization. This description covers all different
aspects of an organizational model such as types of roles and the behavior that an agent is responsi-
ble for once it adopts a role, interconnection between roles, groups, collective goals, how the goals
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Role Goal Goal description
Explorer findScouter Find a free agent nearby to play scouter and help in
the exploration
findExplorer find a free agent nearby to play explorer and help in
the exploration
shareSeenCows share information about seen cows with other explor-
ers in the group
changeToHerding Check if it is best to change to a herding group
goToNearUnvisited go to the nearest unvisited location (i.e., keep explor-
ing)
Scouter shareSeenCows Share informarion about seen cows with other agents
in the group
followLeader follow the leader of the group
Herder recruit recruit more herdboys depending on the size of the
cluster
releaseHerdBoys release herdboys if there is too many of them
defineFormation calculate the ideal location of each group member
moveToLocation go to the location allocated to the agent in the forma-
tion
changeToExploring check if it is best to change to an exploring group
HerdBoy shareSeenCows share information about seen cows with other group
members
moveToLocation move to the location allocated to the agent in the for-
mation
GateKeeper1 gotoSwitch1(x,y) move to a position to activate switch 1 at location x,y
waitForGateKeeper2 keep switch 1 activated until GateKeeper2 has
reached its location
passFence once the GateKeeper2 has reached its location, pass
the fence and join other agents
GateKeeper2 gotoSwitch2(x,y) move to a position to activate switch 2 at position x,y
waitForAllToPass wait until all agents in any group who wanted to pass
the gate, have passed
Table 6.6: Organizational goals for each role in cow herding scenario
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Figure 6.4: J-MOISE+ Organizational layer in relation to Application and ACL Layers
are decomposed into plans and distributed between agents, etc. The current instance of an OS is
referred to as an Organizational Entity (OE). An OE is formed by a set of agents adopting an OS
and thus having a common goal. J-MOISE+ employs an OrgManager agent that has the current
state of the organization and keeps it consistent. Each agent in the system uses an OrgBox API to
access the organizational layer.
Using the J-MOISE+ framework we have implemented coalition and team as two different
models of organizational structure. We have also developed a task-based reorganization model
which we refer to as Dynamic organization. We consider reorganization as a change in the current
Organizational Entity (OE) which makes it possible to have a structural change between coalition
and team. A short description of each of these models and the agent interactions using these models
follows.
The structural specification created for each organizational model and reorganization, is pre-
sented in Figures 6.5, 6.6, and 6.7. These specifications map to the roles presented in section 6.3.
As stated previously, the agents are BDI agents written in JASON which is an interpreter for
an extended version of AgentSpeak. AgentSpeak supports developing more complex agents than
usual with a typical agent-based simulation toolkit. In particular, the language facilitates the devel-
opment of agents with explicit representation of mental attitudes such as beliefs, goals, know-how
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Figure 6.5: Structural Specification for coalition using J-MOISE+
(i.e., plans), and intentions. The notions of BDI are used to accommodate the following function-
alities:
• Beliefs - Satisfies the informative aspects of each agent, i.e., the characteristics of the envi-
ronment, specifications of the agent itself, and specifications of other agents of which this
agent is aware.
• Desire - Satisfies the motivational aspects of an agent role, i.e., the objectives that should be
accomplished, priorities of the objectives, and the payoffs associated to objectives.
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Figure 6.6: Structural Specification for team using J-MOISE+
• Intention - Satisfies a deliberative aspect of an agent role, i.e., the currently chosen course of
action.
6.5 Experimental Setup
Different participating teams in the tournament correspond to the various organizational structures
which are applied to the simulation model. Every simulation run is a competition between two
teams with respect to a certain configuration of the environment. The winner of each simulation
run is decided on based on the absolute number of cows which are caught. Both the simulation
server and the participating teams are run locally on a 12-core system. Each team competes against
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Figure 6.7: Structural Specification for dynamic organization using J-MOISE+
all the other teams in a series of matches. The winners from each match will then play against each
other.
The agents from competing teams connect to the simulation server, identify and authenticate
themselves before the match begins. Upon initiation, the agents receive information about the
environment such as size of the grid, corral position, number of steps that the simulation will
perform, etc. Each simulation consists of a certain number of steps. In each step, the simulation
server (1) sends a sensory information to the agent(s), (2) waits for the agent reactions, and (3)
processes the responses and calculates the next state of the environment.
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The simulation server provides sensory information about the environment to the participating
agents in a cyclic fashion, and expects their reactions within a certain time limit. The agents react
to the received sensory information by indicating an action to perform in the environment. Lack
of a reaction is interpreted as a Skip action by the server. The simulation server is stopped at 1000
cycles and notifies the participating agents about the end of a simulation.
Various test cases are designed to reveal organization performance and pose a range of move-
ment complexity. We use three different levels of complexity provided by the simulation server.
These levels of complexity are represented as different world models and are described. Snapshots
of the graphical presentation of these different models are presented in Figures 6.8, 6.9, and 6.10.
Figure 6.8: 100 by 100 grid environment - World model 1
Table 6.7 lists number of objects in each world model. All the environments get populated with
20 agents, 10 agents per team.
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Figure 6.9: 90 by 90 grid environment - World model 2
• World model1 - There are no fences or gates in this model, but some obstacles. The model
also has the least number of cows. The cows are widely spread out and the agents are also
spread out between the cows.
• World model 2 - This model has more obstacles than world model 1. It also has fences and
gates that need to be opened. The agents in this model are spread in three groups, from
Grid size Cows Obstacles Fences Agent sight cow sight
World model 1 100 by 100 131 163 0 8 5
World model 2 90 by 90 205 544 4 8 5
World model 3 80 by 80 406 692 4 8 5
Table 6.7: Variables in each world model
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Figure 6.10: 80 by 80 grid environment - World model 3
which one group is in the middle of the world. The other two groups are closer to the team’s
corrals. The cows in this model are spread into five existing herds.
• World model 3 - This model has the highest number of obstacles. The model has the same
number of fences and gates as World model 2. The agents in this model are the least spread
out. They are situated as two groups in a close proximity to their own corral. This model
also has the most number of cows. The cows in this model are spread into five herds.
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Team vs Coalition Coalition vs Dynamic Team vs Dynamic
World model 1 14:6 3:17 10:9
World model 2 9:11 1:19 9:11
World model 3 5:14 4:14 8:10
Table 6.8: Match results with actual number of wins for each team
Team vs Coalition Coalition vs Dynamic Team vs Dynamic
World model 1 1 : 0 0 : 1 1 : 0
World model 2 0 : 1 0 : 1 0 : 1
World model 3 0 : 1 0 : 1 0 : 1
Table 6.9: Match results
6.6 Experiment Results
We conducted 20 simulation runs between every two teams. That is, matches between Coalition
and Team structures, Coalition and Dynamic structures, Team and Dynamic structures. Table 6.8
shows a summary of win points for each competition. Performance is evaluated based on match
results. The team who wins more matches is considered to have a higher performance.
The overall match results are presented in Table 6.9. In this Table, 0 represents a loss and a 1
represents a win.
6.7 Analysis
In matches between Coalition and Dynamic organization, Dynamic organization has a significantly
higher number of wins. Which shows that there is a substantial difference between the two organi-
zations.
In competition between Team and Coalition, the Coalition performs better on the two least
spread world models, while the Team has a better performance on the most spread world model.
This can be because the less spread models need a lot more exploration to find cows. In the more
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spread models, the task of exploration becomes easier, so there is not as much need for a Coalition
structure and thus Team performs better in long run.
In summary, the dynamic reorganization gains a higher performance with the more complex
world models. This proves our proposed methodology successful in improving the overall perfor-
mance of organizational agents.
Looking into the results gained in between the Team and Dynamic models. The use of Coali-
tion structure in the less spread models, helps the whole group of agents to gain a better overall
result. While when the model is more spread, utilization of Coalition in the Dynamic model and
reorganizing the agents affects the overall result in a negative way.
In comparison of the results between the Coalition and Dynamic models, the Dynamic model
outperforms the Coalition in all world models. This is an expected result and re-emphasizes that
different organizational structures applied to the same application will result in different perfor-
mance characteristics. As in the more spread world model, existence of coalition is not a necessity
for faster exploration, but it is still a preferred structure compared to a Team model. The Dynamic
model enables the system to change to a Team structure when necessary and thus obtains a better
result.
In summary, we find out that the dynamic reorganization provides a better performance when
task complexity increases, thus proving our hypothesis. While in less complex environments and
tasks, this reorganization can be less beneficial.
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Chapter 7
Conclusion
This chapter provides a summary of the contributions of this work. We point out the lessons learned
and the limitations of the system. At the end of this chapter we elaborate on the future work.
7.1 Summary
The primary objective of this work was to evaluate the potential benefits and feasibility of a strate-
gic reorganization model that is based on inspirations from Social Organization Theory. Chapter
2 provided a background on Social Organization Theory and the concept of organization and re-
organization in social systems. Several organizational structures are elaborated on and different
organizational types are discussed. To further motivate the problem, in chapter 3 we discussed the
problem of coordination and cooperation in multi-agent systems and how organizational design
can be an effective means for handling agent coordination. Looking into the related work on appli-
cations of an explicit organization to multi-agent systems, we point out how in most related works,
a single organizational structure is used throughout the system’s lifecycle, despite the potential
benefits that a system could gain from reorganizing to a different type of organizational struc-
ture. Thus, we look into the Intelligent Human Organizations framework and employ a multi-level
control mechanism for enforcing organizational change.
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To validate and evaluate the effectiveness of the suggested approach in improving overall sys-
tem performance and to gain an understanding of potential limitations or constraint, in chapters
5 and 6 we demonstrated two case studies in which our proposed approachl for reorganization is
utilized. These case studies are samples of geographically dispersed cooperative distributed prob-
lem solving applications. The MOISE+ framework is utilized to incorporate organizational design
and reorganization into these two applications. A set of experiment runs compare the performance
of each application with use of different organizational structures and reorganization. The results
confirm that using the stretegic structural reorganization model, both applications gain a higher
performance in more complex task and environment setups.
7.2 Contributions
As part of this research, a number of contributions have been made to the state of the art.
1. We have developed a multi-level organizational control structure that allows a system
to benefit from reorganizing to a different organizational structure despite the costs
associated with reorganization [41]. As shown in section 3.2.5., a lot of research has
been performed on reorganization, but most of it is limited to reorganizing within the same
structural model. For example, changing the size of holons in a holarchy. As a result,
most systems do not utilize the benefits that can be gained from applying different types of
organizational structure to different tasks within the same problem. To demonstrate that it
is possible and beneficial to do so, we implement and utilize a multi-level organizational
control model which uses a strategic management and an operative management layer to
exert control and also to make interactions between these two levels of organizational control
possible.
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2. We have developed a strategic, task-based model for triggering reorganization which
allows the system to stay ahead of organizational change and gain higher performance
in more complex problem settings [38]. This was demonstrated through developing and
applying the task-based reorganization model to an enhanced model of Pursuit game which
requires cooperation between reactive agents with different skills to reach the goal of captur-
ing preys. Results of experiment runs have demonstrated that the task-based reorganization
model acheives higher performance once the system complexity increases. This is also an
implicit indication that in less complex systems, the costs associated to reorganization can
reduce the overall performance instead of increasing it.
3. We have demonstarted how different organizational structures applied to the same ap-
plication can result in different performance results [38, 40]. This was demonstrated by
applying different types of organizational structure to two different cooperative distributed
problem solving applications and running experimental evaluations on them. The results of
both experimental runs on both applications show how a different organizational structure
performs better or worse for the overall application. These case studies and experimental
evaluations were elaborated on in Chapters 5 and 6.
4. We have presented a relationship between task complexity and effectiveness of reor-
ganization [40]. This is demonstrated through the experiments and the results gained from
the experimental setups. The results demonstrated how efficacy of reorganization improved
with increase in task complexity.
7.3 Limitations
In this section we point out any limitations and assumptions that this work has been subject to.
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1. Closed versus open organizations - Our case studies and experimental work has been per-
formed on closed organizations. Many real world applications might be subject to an open
world model in which agents appear and disappear.
2. Invariant agents - Our case studies and experimental work are also limited to invariant agents,
which implies the assumption that agent properties and skills do not change over time. While
in some applications agents might learn skills or change properties.
3. Single group membership - We make the assumption that each agent can be the member of
one group at a time.
4. We consider the communication and move costs to be the same, while in real-world applica-
tions these costs could be different.
7.4 Future Work
In this section we expand on issues that are worthy of further attention and evaluation.
1. Looking into invariant features of organizations can enable us to generate patterns of behav-
ior which can be anticipated and acted upon accordingly. These patterns can be used for
generating any association between organizational patterns and certain task characteristics.
In future work we aim to develop a framework for categorizing different goals and task type
characteristics that make them suitable for certain organizational structures. This will be
accompanied by a learning method that will allow the system to learn from past experiences.
Future work will also include trying to gain insights about the reorganization cost tradeoffs
and the threshold upon which performance improvements can be gained from reorganizing
agents despite the overhead costs of reorganization.
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2. Another stream of future work can focus on frequency of task type changes and its relation
to the effectiveness of our proposed reorganization model.
3. This work can also be enhanced by experimenting with other types of organizational struc-
tures.
4. Organizational learning can be another area for improvement which can benefit the system
by learning from experience and applying that knowledge in future decision makings.
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