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Bound fermion states in pinned vortices in the surface states of a superconducting
topological insulator: The Majorana bound state
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By analytically solving the Bogoliubov-de Gennes equations we study the fermion bound states
at the center of the core of a vortex in a two-dimensional superconductor. We consider three kinds
of 2D superconducting models: (a) a standard type II superconductor in the mixed state with
low density of vortex lines, (b) a superconductor with strong spin-orbit coupling locking the spin
parallel to the momentum and (c) a superconductor with strong spin-orbit coupling locking the spin
perpendicular to the momentum. The 2D superconducting states are induced via proximity effect
between an s-wave superconductor and the surface states of a strong topological insulator. In case
(a) the energy gap for the excitations is of order ∆2
∞
/(2EF ), while for cases (b) and (c) a zero-energy
Majorana state arises together with an equally spaced (∆2
∞
/EF ) sequence of fermion excitations.
The spin-momentum locking is key to the formation of the Majorana state. We present analytical
expressions for the energy spectrum and the wave functions.
PACS numbers: 71.10.Pm, 03.67.Lx, 74.45.+c, 74.90.+n
I. INTRODUCTION
Majorana fermions are unconventional quantum states
with non-Abelian statistics and potential for quantum
computing.1 The idea of storing quantum information in
Majorana states originates from Kitaev.2 The generation
of Majorana bound states at surfaces of strong topologi-
cal insulators (TI) due to the proximity of an s-wave su-
perconductor (S) has been explored by Fu and Kane.3,4
Majorana edge states occur at a junction between a su-
perconductor and a ferromagnet deposited on the surface
of a topological insulator.1,4 A Majorana state also arises
as a zero-energy bound state at the core of a vortex as
a consequence of the strong spin-orbit coupling in the
topological insulator.1,3 For a review see Ref. [5].
In this paper we study the electronic structure of vor-
tices in superconducting surface states with strong spin-
orbit coupling. For our analytic calculation we follow
the method employed by Caroli, de Gennes and Matri-
con (CdeGM)6 for a vortex line in a three-dimensional
superconductor. The Bogoliubov-de Gennes equations
are solved (i) for small distances ρ (compared to the cor-
relation length ξ) from the core of the vortex, where the
superconductor order parameter can be neglected, and
(ii) for larger distances, still smaller than ξ, but where the
order parameter needs to be taken into account. These
two solutions are matched at an intermediate radius ρc.
If the matching condition is such that it is independent
of the value of ρc, then we have a solution for the entire
region of the vortex. This condition as well determines
the value of the energy of the bound state inside the
vortex core. This way we obtain the entire low-energy
spectrum of the bound states, as well as the analytic ex-
pression of the corresponding wave functions. In Sect. II
we consider the bound fermion states in the vortex core
of a 2D superconductor. This model contains no spin-
orbit coupling and corresponds to the reduction of the
3D CdeGM calculation to 2D. Consequently the bound
states are gapped from the ground state by a small gap
of order ∆2∞/(2EF ). Although Sect. II does not contain
new information, we believe it is a pedagogically useful
basis for the remaining sections.
There are previous studies of bound states in type II
superconductor vortices besides Refs. [6] and [7]. Based
on a generalized Ginzburg-Landau theory, Neumann and
Tewordt8 considered a free-energy functional including
terms to the fourth order in ∆ to obtain the electronic
structure of a vortex line. Using the WKBJ approxi-
mation the structure of vortex lines in pure supercon-
ductors was investigated by Bardeen et al.9 Within the
framework of the Bogoliubov-de Gennes theory Gygi and
Schlu¨ter10 calculated the spectrum of a type II super-
conductor vortex and several related properties and suc-
cessfully compared their results with scanning-tunneling-
microscopy experiments on NbSe2. The bound states
in a vortex along the BCS-BEC crossover were stud-
ied by Simonucci et al. using the Bogoliubov-de Gennes
equations.11,12 Finally, Rainer et al.,13 in the context of
high-Tc studied the spectrum of an isolated “stack” of
pancake vortices in clean layered superconductors and
concluded that both, the circular current around the vor-
tex center as well as transport currents through the vor-
tex core are carried by localized states bound to the core.
Studies of vortices with more than one flux quantum
(vorticity larger than one) in type II superconductors
have also been studied in numerous papers.14–17 The re-
sults strongly depend on whether the vorticity is odd or
even. Usually a vortex with more than one flux quantum
is unstable and splits into vortices with one flux quan-
tum. Therefore in this paper we limit our calculation to
a vortex of vorticity one.
Following Fu and Kane3,4 numerous authors investi-
gated the surface states of a 3D topological insulator
with proximity induced s-wave superconductivity in dif-
2ferent geometries.18,19 Depending on the transparency
of the TI/S junction there is a reduction of the in-
duced superconducting gap as compared to the parent
S gap. The induced gap is energy dependent, but is only
a weak function of energy for low-lying excitations, so
that we can consider ∆ a constant. In the dirty limit
the proximity effect has been studied using the Eilen-
berger/Usadel formalism20–22 and the Majorana state
with the Bogoliubov-de Gennes method for a supersym-
metric σ model.23 A generic platform for topological
quantum computation using semiconductor heterostruc-
tures was presented in Refs. [24] and [25].
The electronic structure of a vortex in a topologi-
cal superconductor has been investigated by numerous
authors18,23,26–31 by solving the Bogoliubov-de Gennes
equations. The strong spin-orbit coupling leads to spin-
momentum locking and a zero-energy Majorana bound
state, as a consequence of the Berry phase. The low-
energy excitations are equally spaced by the amount of
∆2∞/EF . Vortex bound states in a proximity-induced
topological superconductor on a spherical surface have
been studied in Refs. [32] and [33]. In this geometry the
boundary of the topological states is closed correspond-
ing to a vortex anti-vortex pair. Following the proposal
by Fu and Kane3 in Ref. [18] the excitation gap in a line
junction and a trijunction pair linked by a line junction
was considered. Durst34 obtained the scattering cross
section for quasi-particles with excitation energy greater
that ∆∞ off the vortex states. A possible application
of non-Abelian topological order in s-wave superfluids of
ultracold fermionic atoms has been proposed by Sato et
al.
35
Most of the above calculations for the vortex bound
states are numerical and are restricted to energy eigen-
values. The purpose of this paper is to present analytical
expressions for the low-energy bound state eigenvalues
and eigenfunctions close to the core of an isolated vor-
tex using the CdeGM method. We consider the metallic
surface states of a 3D topological insulator with proxim-
ity induced s-wave superconductivity. We simplify the
model by directly introducing the superconducting order
parameter into the 2D electron gas, since the more te-
dious problem consisting of the TI interacting with S has
already been solved.18,27 Two models are considered: (a)
a superconductor with strong spin-orbit coupling locking
the spin parallel to the momentum (Dirac Hamiltonian)
in Sect. III and (b) a S with strong spin-orbit interac-
tion coupling the spin perpendicular to the momentum
(Rashba coupling) in Sect. IV. In both cases a zero-
energy Majorana state is generated, as a consequence of
the strong spin-orbit coupling. Although the two models
can be transformed into each other via a unitary trans-
formation (see Appendix), we believe it is pedagogically
useful to solve them independently. Conclusions follow
in Sect. V.
II. BOUND FERMION STATES IN A VORTEX
OF A 2D SUPERCONDUCTOR
We consider a 2D type II superconductor in the mixed
state with the magnetic field slightly aboveHc1, butH ≪
Hc2, so that we can assume there is an isolated vortex at
the origin. The superconducting pair potential is given
by ∆(r) = ∆(ρ)e−iθ , where (ρ, θ) are polar coordinates.
Here ∆(ρ) is real, vanishes for ρ = 0, increases linearly
with ρ and saturates at the value ∆∞ for ρ larger than
the coherence length ξ.36
The Bogoliubov equations are linear coupled differen-
tial equations determining two functions, u(r) and v(r),
constituting a spinor ϕˆT =
(
u(r), v(r)
)
. For a three-
dimensional superconductor these equations have been
studied by Caroli et al.6,7 The present calculation is sim-
plified with respect to the 3D one in that the third dimen-
sion is suppressed. The phase of the order parameter is
eliminated by the gauge transformation u = e−iθ/2u′ and
v = eiθ/2v′, or in spinor notation ϕˆ = exp(−iσˆzθ/2)ϕˆ′,
where σˆi are Pauli matrices acting on the spinor. Using
the same arguments as Caroli et al.6 the vector potential
and the magnetic field can be neglected for ρ < ξ. The
solution of the Bogoliubov equations is then of the form
ϕˆ′ = exp(iµθ)fˆ(ρ), where µ is half of an odd integer since
ϕˆ should be invariant under rotations of multiples of 2pi
to yield a single-valued wave function.7 The differential
equation satisfied by fˆ is of second order and given by
σˆz
1
2m
[
−d
2fˆ
dρ2
− 1
ρ
dfˆ
dρ
+
(
µ− 1
2
σˆz
)2
fˆ
ρ2
− k2F fˆ
]
+∆σˆxfˆ = Efˆ , (1)
where |µ| ≪ kF ξ, kF is the Fermi momentum and ~ is
set equal to 1.
Since ∆(ρ) increases linearly with ρ from ∆(0) = 0, we
may neglect ∆(ρ) for sufficiently small ρ. Eq. (1) is then
diagonal in the spinor components, fˆT = (f+, f−), and
the solution can be expressed in terms of Bessel functions
f±(ρ) = A±Jµ∓1/2[(kF ± q)ρ] , (2)
where q = E/vF and A± are constants. Here we as-
sumed that q ≪ kF and (k2F + 2mEσz)1/2 = kF (1 ±
2E/vFkF )
1/2 ∼ kF ± q.
On the other hand, for larger ρ, but ρ < ξ, ∆(ρ) is
still linear in ρ but cannot be neglected. Due to the
order parameter the two components of the spinor are
now mixed. Following CdeGM6 the Ansatz for a solution
is fˆ(ρ) = H
(1)
µ (ρ)gˆ(ρ) + c.c., where H
(1)
µ is the Hankel
function of the first kind of order µ and gˆ(ρ) consists of
a pair of slowly varying functions (compared to H
(1)
µ (ρ)),
i.e. envelop functions. Inserting the Ansatz for a solution
into the differential equation (1) and using the differential
equation satisfied by the Hankel function, we obtain
3σˆz
1
2m
[
−H(1)µ
d2gˆ
dρ2
−
(
2
dH
(1)
µ
dρ
+
H
(1)
µ
ρ
)dgˆ
dρ
− µσˆzH(1)µ
gˆ
ρ2
+
H
(1)
µ
4
gˆ
ρ2
]
+∆σˆxH
(1)
µ gˆ = EH
(1)
µ gˆ . (3)
Here we use Bardeen et al.’s9 choice for the order of the
Hankel function, while CdeGM6 considered H
(1)
m with
m =
√
µ2 + 14 . Both are viable ways to proceed. Di-
viding the equation by H
(1)
µ , neglecting the term with
d2gˆ
dρ2 (since gˆ is a slowly varying envelop) and using the
asymptotic expansion of H
(1)
µ (kF ρ) for large argument
1
H
(1)
µ (kF ρ)
dH
(1)
µ (kF ρ)
dρ
∼ − 1
2ρ
+ ikF , (4)
the differential equation for gˆ reduces to
−iσˆzvF dgˆ
dρ
+ σˆx∆gˆ =
(
E +
µ
2mρ2
− σˆz
8mρ2
)
gˆ . (5)
Note that the next order in the expansion in Eq. (4)
yields only negligible contributions.
The terms on the rhs of Eq. (5) are small compared to
those on the lhs and can be considered a perturbation.
We write then gˆ = gˆ0 + gˆ1, where gˆ0 satisfies
−iσˆzvF dgˆ0
dρ
+ σˆx∆gˆ0 = 0 . (6)
The solution of this differential equation is
gˆ0(ρ) = C
(
1
−i
)
exp[−K(ρ)] ,
K(ρ) =
1
vF
∫ ρ
0
dρ′∆(ρ′) . (7)
Note that since σˆx has two eigenvalues, there is a sec-
ond solution increasing with ρ as e+K(ρ). This solution,
however, can be disregarded, since we expect gˆ0 to de-
crease as ρ increases (the bound states are localized in
the vortex core).
The first order perturbation correction due to the rhs
of Eq. (5) is obtained through
−iσˆzvF dgˆ1
dρ
+ σˆx∆gˆ1 =
(
E +
µ
2mρ2
− σˆz
8mρ2
)
gˆ0 , (8)
where Eq. (7) is inserted on the rhs for gˆ0. For gˆ1 we
choose the Ansatz g+1 = a+e
−K(ρ) and g−1 = −ia−e−K(ρ)
and obtain coupled differential equations for a+ and a−
vF
[
da+
dρ
− dK
dρ
a+
]
+∆a− = iC
(
E +
µ− 14
2mρ2
)
,
vF
[
da−
dρ
− dK
dρ
a−
]
+∆a+ = −iC
(
E +
µ+ 14
2mρ2
)
, (9)
where we cancelled e−K(ρ) from all the terms. These
equations decouple by taking the sum and difference of
a+ and a−
vF
d
dρ
(a+ − a−)− 2∆(a+ − a−) = iC
(
2E +
µ
mρ2
)
,
vF
d
dρ
(a+ + a−) = −iC 1
4mρ2
. (10)
The solution of these equations is
(a+ − a−) = −iC
∫ ∞
ρ
dρ′ exp[2K(ρ)− 2K(ρ′)]
×
(
2
E
vF
+
µ
kF ρ′2
)
,
(a+ + a−) = iC
1
4ρkF
. (11)
It is convenient to denote ρ˜ = kF ρ, E˜ = E/(kF vF ) and
∆˜ = ∆/(kF vF ). It is now straightforward to obtain a±
a± =
iC
8ρ˜
∓ iC
∫ ∞
ρ˜
dxe2K(ρ˜)−2K(x)
(
E˜ +
µ
2x2
)
=
iC
8ρ˜
± iC
(
E˜ρ˜− µ
2ρ˜
)
∓ iC
∫ ∞
ρ˜
dxe2K(ρ˜)−2K(x)∆˜(x)
(
2E˜x− µ
x
)
, (12)
where in the last step we integrated by parts. Below we
show that the condition that the integral in expression
(54) vanishes yields the energies of the bound states.
To first order in the perturbation we have C(1+a±) ∼
C exp(a±) and we may write
gˆ(ρ) = C
[
ea+
−iea−
]
exp[−K(ρ)] . (13)
The final step consists in matching the solution for
small ρ and large ρ at a distance ρc from the core of the
vortex. The condition that this matching is independent
of ρc determines a unique wave function valid for all ρ
and the energy of the bound state. For this purpose
we consider an asymptotic expansion for the Bessel and
Hankel functions
Jν(z) =
√
2
piz
cos
[
z − piν
2
− pi
4
+
ν2 − 14
2z
]
, (14)
H(1)ν (z) =
√
2
piz
exp
[
i
(
z − piν
2
− pi
4
+
ν2 − 14
2z
)]
,(15)
which differs slightly from the ones used by Caroli et
al.,6 but is consistent with the table published by the Na-
tional Institute of Standards and Technology.37 There are
three dependencies on ρ in the special functions, namely,
(i) The factor 1/
√
ρ in the Bessel/Hankel functions, (ii)
4the phase factors exp(ikF ρ) and exp(±iEρ/vF ) of the
Bessel/Hankel functions and in gˆ, and (iii) the depen-
dence on exp[i(ν2 − 1/4)/(2kFρ)]. Note that the com-
plex conjugated function for ρ > ρc is also a solution,
involving the Hankel function of the second kind. Both
solutions are needed to complete the matching.
We explicitly work out the matching for the function
fµ+; the matching for f
µ
− follows similarly. For ρ < ρc we
have
fµ+(ρc) = A+Jµ−1/2[(kF ± q)ρ] = A+
√
2
pi(1 + E˜)ρ˜c
cos
[
(1 + E˜)ρ˜c −
pi(µ− 12 )
2
− pi
4
+
(µ− 12 )2 − 14
2(1 + E˜)ρ˜c
]
, (16)
while for ρ > ρc we obtain
fµ+(ρc) = [CH
(1)
µ (ρ˜c)g1(ρ˜c) + c.c.] =
1
2
√
2
piρ˜c
{
exp
[
i
(
γ + E˜ρ˜c −
µ− 14
2ρ˜c
+ ρ˜c − piµ
2
− pi
4
+
µ2 − 14
2ρ˜c
)]
+ c.c.
}
e−K(ρ˜c) .
(17)
In Eq. (17) the phase γ arises from C = 12e
iγ , the next
two terms in the exponential are due to a+ and the re-
mainder is consequence of the Hankel function. In Eq.
(16) A+ is chosen to be
√
1 + E˜ and since |E˜| ≪ 1 we
may neglect E˜ in the denominator of the last term. Com-
paring now the expressions (16) and (17) we find that
they are identical for γ = pi/4, except for the factor
e−K(ρc) for the ρ > ρc solution. The latter is allowed
since for ρ < ρc we had neglected ∆(ρ). Hence, there is
a large range for ρc where the matching of the solutions
is satisfied.
The above hinges on the assumption that the integral
in Eq. (54) vanishes, i.e.
∫ ∞
ρ˜c
dxe−2K(x)2E˜∆˜(x)x =
∫ ∞
ρ˜c
dxe−2K(x)
µ∆˜(x)
x
. (18)
In this expression we may let ρ˜c → 0 and integrate the
lhs by parts so that
Eµ = µ
∫ ∞
0
dxe−2K(x)
∆(x)
x
/∫ ∞
0
dxe−2K(x) . (19)
Since the main contribution to the integrals is for ρ ≪
ξ (∆ ≈ ρ˜∆2∞/EF ) we obtain Eµ ≈ µ(∆2∞/EF ), with
µ = ± 12 ,± 32 ,± 52 , · · ·. As expected, the excitations are
gapped from the Fermi level by a small energy gap of
order ∆2∞/(2EF ) (see Ref. [6]).
III. BOUND STATES IN A VORTEX OF A 2D
DIRAC HAMILTONIAN
A. Model
In this Section we consider the 2D Dirac model with s-
wave superconductivity induced via proximity.3,26,27 The
electron gas corresponds to the surface states of a topo-
logical insulator. The strong spin-orbit interaction cou-
ples the spin parallel to the momentum. As before we
consider an isolated vortex, assuming a field perpendic-
ular to the plane with H ≪ Hc2 and slightly larger than
Hc1. We apply the same method as used in Section II.
The wave function is a 4-component spinor, Ψ(r) =
[ψ↑(r) ψ↓(r) ψ
†
↑(r) ψ
†
↓(r)]
T , and the Hamiltonian is H =
1
2
∫
d2rΨ†(r)Hˇ‖B(r)Ψ(r), where
Hˇ‖B(r) =
[
hˆ(r) ∆ˆ(r)
−∆ˆ∗(r) −hˆ∗(r)
]
(20)
and
hˆ(r) = vF σˆ ·
(
p− e
c
A
)
− EF , (21)
∆ˆ(r) = ∆(r)iσˆy . (22)
We adopt polar coordinates, (ρ, θ), and write ∆(r) =
∆(ρ)e−iθ, i.e. only one flux quantum is contained in the
vortex. Using the same arguments as in Refs. [6] and [7]
we disregard the vector potential in Eq. (21). In polar
coordinates hˆ(r) can be written as
hˆ(ρ, θ) =

 −EF −ivF e−iθ
(
∂
∂ρ − i ∂ρ∂θ
)
−ivF eiθ
(
∂
∂ρ +
i ∂
ρ∂θ
)
−EF

 ,
(23)
and the field operators expanded as Ψ(ρ, θ) =
(2pi)−1/2
∑
µΨµ(ρ)e
iµθ , where µ is an integer to have a
single-valued wave function. As in Sect. II the θ-phase
of ∆(r) can be eliminated via a gauge transformation,
yielding a θ dependence of the components of the spinor
Ψµ of
fµj exp[−iθτˆz(1 + σˆz)/2 + iµθ] , j = 1, · · · , 4 , (24)
where fµj is the amplitude of the component j. Applying
the spinor to hˆ(ρ, θ) we obtain
5hˆ(ρ, θ) =

 −EF −ivF e−iθ
(
∂
∂ρ +
µ
ρ
)
−ivF eiθ
(
∂
∂ρ − µ−1ρ
)
−EF

 . (25)
The first order differential equations satisfied by fµj are
−ivF
(
∂
∂ρ
− µ− 1
ρ
)
fµ1 (ρ)−∆(ρ)fµ3 (ρ)− (E + EF )fµ2 (ρ) = 0 , (26)
−ivF
(
∂
∂ρ
+
µ
ρ
)
fµ2 (ρ) + ∆(ρ)f
µ
4 (ρ)− (E + EF )fµ1 (ρ) = 0 , (27)
−ivF
(
∂
∂ρ
+
µ+ 1
ρ
)
fµ3 (ρ) + ∆(ρ)f
µ
1 (ρ)− (E − EF )fµ4 (ρ) = 0 . (28)
−ivF
(
∂
∂ρ
− µ
ρ
)
fµ4 (ρ)−∆(ρ)fµ2 (ρ)− (E − EF )fµ3 (ρ) = 0 , (29)
These equations are analogous to those in Ref. [27].
B. Majorana state
The zero-energy Majorana bound state is obtained
from Eqs. (26-29) for E = µ = 0. The structure of
the equations leads to the solution27
fM1 (r) = CJ1(ρ˜)e
−K(ρ˜)e−iθ ,
fM2 (r) = −iCJ0(ρ˜)e−K(ρ˜) ,
fM3 (r) = iCJ1(ρ˜)e
−K(ρ˜)eiθ ,
fM4 (r) = −CJ0(ρ˜)e−K(ρ˜) , (30)
where C is a normalization constant and K(ρ˜) =∫ ρ˜
0 dx∆(x)/EF . The corresponding wave function is
ΨˆM = C
∫
d2re−K(ρ˜)
[
J1(ρ˜)e
−iθψ↑(r)− iJ0(ρ˜)ψ↓(r)
+iJ1(ρ˜)e
iθψ†↑(r) − J0(ρ˜)ψ†↓(r)
]
. (31)
It is easily verified that ΨˆM = −iΨˆ†M and hence the state
is a Majorana fermion. The counterpart to this Majorana
fermion is placed in the plane at large ρ far away from
the axis of the vortex and hence not a solution of this
problem.29
C. Solution for ρ < ρc
It is convenient to convert the first order differential
equations, (26-29), into second order ones. From Eq.
(26) we can express fµ2 (ρ) and insert it into Eq. (27).
Similar substitutions can be done for the remaining equa-
tions. Defining qp = (EF +E)/vF and qh = (EF −E)/vF
(for particles and holes, respectively) we obtain
[
∂2
∂ρ2
+
1
ρ
∂
∂ρ
− (µ− 1)
2
ρ2
+ q2p
]
fµ1 =
qp
vF
∆(ρ)fµ4 +
i
vF
(
∂
∂ρ
+
µ
ρ
)
∆(ρ)fµ3 , (32)[
∂2
∂ρ2
+
1
ρ
∂
∂ρ
− µ
2
ρ2
+ q2p
]
fµ2 = −
qp
vF
∆(ρ)fµ3 −
i
vF
(
∂
∂ρ
− µ− 1
ρ
)
∆(ρ)fµ4 , (33)[
∂2
∂ρ2
+
1
ρ
∂
∂ρ
− (µ+ 1)
2
ρ2
+ q2h
]
fµ3 =
qh
vF
∆(ρ)fµ2 −
i
vF
(
∂
∂ρ
− µ
ρ
)
∆(ρ)fµ1 , (34)[
∂2
∂ρ2
+
1
ρ
∂
∂ρ
− µ
2
ρ2
+ q2h
]
fµ4 = −
qh
vF
∆(ρ)fµ1 +
i
vF
(
∂
∂ρ
+
µ+ 1
ρ
)
∆(ρ)fµ2 . (35)
Since ∆(ρ) increases linearly from zero, we may ne-
glect ∆(ρ) for ρ < ρc (as in the previous section). The
solutions for ρ < ρc are then
fµ1 (qpρ) = A
µ
1Jµ−1(qpρ) ,
fµ2 (qpρ) = A
µ
2Jµ(qpρ) ,
fµ3 (qhρ) = A
µ
3Jµ+1(qhρ) ,
fµ4 (qhρ) = A
µ
4Jµ(qhρ) , (36)
where Jν(z) are again Bessel functions. The constants
Aµj are not all independent. Substituting the solution
(36) into the first order differential equations we have
6Aµ1 = C1, A
µ
2 = iC1, A
µ
3 = −iC2 and Aµ4 = C2. The
constants C1 and C2 are independent for ∆ = 0, but
become coupled when ∆ 6= 0, namely, C1 =
√
1 + E˜ and
C2 =
√
1− E˜ (see subsection III.E).
D. Solution for ρ > ρc
∆ plays a relevant role for ρ > ρc. As in Section II,
we write the solution as a product of a Hankel function
times an envelop function, fj(ρ˜) = Bj [H
(1)
µ (ρ˜)gj(ρ˜) +
c.c.], where the Bj are constants. We postulate B1 =
1
2B,
B2 = i
1
2B, B3 = −i 12B and B4 = 12B with B being the
normalization constant, which we set equal to one for
simplicity. The relative phases of the Bj are the same
as in Eq. (36). The verification that this choice of Bj
is the correct one follows in subsection III.E, where we
match the wave function for ρ < ρc to ρ > ρc. We
introduce again the dimensionless variables ρ˜ = kF ρ, E˜ =
E/(kF vF ) and ∆˜ = ∆/(kF vF ), and further assume that
for ρ≪ ξ, d∆(ρ˜)/dρ˜ = ∆′, where ∆′ is a constant.
Next we insert the Ansatz for fj(ρ˜) into Eqs. (32-35)
and use the differential equation satisfied by the Hankel
function. Dividing the equations by H
(1)
µ (ρ˜) and using
Eq. (4) we arrive at the following four coupled second
order differential equations for the functions gj(ρ˜):
d2g1
dρ˜2
+ 2i
dg1
dρ˜
+
[
E˜2 + 2E˜ +
2µ− 1
ρ˜2
]
g1 = ∆˜(1 + E˜)g4 + ∆˜
dg3
dρ˜
+
[
2µ+ 1
2ρ˜
+ i
]
∆˜g3, (37)
d2g2
dρ˜2
+ 2i
dg2
dρ˜
+
[
E˜2 + 2E˜
]
g2 = ∆˜(1 + E˜)g3 − ∆˜dg4
dρ˜
+
[
2µ− 3
2ρ˜
− i
]
∆˜g4, (38)
d2g3
dρ˜2
+ 2i
dg3
dρ˜
+
[
E˜2 − 2E˜ − 2µ+ 1
ρ˜2
]
g3 = −∆˜(1− E˜)g2 + ∆˜dg1
dρ˜
−
[
2µ− 1
2ρ˜
− i
]
∆˜g1, (39)
d2g4
dρ˜2
+ 2i
dg4
dρ˜
+
[
E˜2 − 2E˜
]
g4 = −∆˜(1− E˜)g1 − ∆˜dg2
dρ˜
−
[
2µ+ 3
2ρ˜
+ i
]
∆˜g2. (40)
Here we used Eq. (4) to simplify derivatives of the Hankel
function. Note that the next order correction to Eq. (4)
does not add relevant terms to the order in 1/ρ˜ considered
here.
As in section II, Eqs. (37-40) are solved perturbatively.
To zeroth order we have, keeping the dominant terms,
2i
d
dρ˜


g
(0)
1
g
(0)
2
g
(0)
3
g
(0)
4

 = ∆˜


g
(0)
4
g
(0)
3
−g(0)2
−g(0)1

+ i∆˜


g
(0)
3
−g(0)4
g
(0)
1
−g(0)2

 , (41)
while the remaining terms in Eqs. (37-40) will be treated in first order perturbation, g
(1)
j . The solution of Eq. (41) is
g
(0)
1 (ρ˜) = Ce
−K(ρ˜) , g
(0)
2 (ρ˜) = −iCe−K(ρ˜) , g(0)3 (ρ˜) = −Ce−K(ρ˜) , g(0)4 (ρ˜) = −iCe−K(ρ˜), (42)
where K(ρ˜) =
∫ ρ˜
0
dx∆˜(x) is the same function as in section II and C = eiγ .
The equations for g
(1)
j are
2i
d
dρ˜


g
(1)
1
g
(1)
2
g
(1)
3
g
(1)
4

− ∆˜


g
(1)
4
g
(1)
3
−g(1)2
−g(1)1

− i∆˜


g
(1)
3
−g(1)4
g
(1)
1
−g(1)2

 = − d
2
dρ˜2


g
(0)
1
g
(0)
2
g
(0)
3
g
(0)
4

−


(E˜2 + 2E˜ + 2µ−1ρ˜2 )g
(0)
1
(E˜2 + 2E˜)g
(0)
2
(E˜2 − 2E˜ − 2µ+1ρ˜2 )g
(0)
3
(E˜2 − 2E˜)g(0)4


+∆˜E˜


g
(0)
4
g
(0)
3
g
(0)
2
g
(0)
1

+ ∆˜ ddρ˜


g
(0)
3
−g(0)4
g
(0)
1
−g(0)2

+ ∆˜2ρ˜


(2µ+ 1)g
(0)
3
(2µ− 3)g(0)4
−(2µ− 1)g(0)1
−(2µ+ 3)g(0)2

 , (43)
7We now insert our solutions for g
(0)
j into Eq. (43), and with the Ansatz g
(1)
1 = Ca1e
−K , g
(1)
2 = −iCa2e−K , g(1)3 =
−Ca3e−K and g(1)4 = −iCa4e−K , we obtain
2i
d
dρ˜


a1
−ia2
−a3
−ia4

− 2i∆˜


a1
−ia2
−a3
−ia4

− ∆˜


−ia4
−a3
ia2
−a1

− i∆˜


−a3
ia4
a1
ia2

 =
(
∆˜
ρ˜
− ∆˜2
)
1
−i
−1
−i

−


(E˜2 + 2E˜ + 2µ−1ρ˜2 )
−i(E˜2 + 2E˜)
−(E˜2 − 2E˜ − 2µ+1ρ˜2 )
−i(E˜2 − 2E˜)


+∆˜E˜


−i
−1
−i
1

− ∆˜2


−1
i
1
i

+ ∆˜
2ρ˜


−(2µ+ 1)
−i(2µ− 3)
−(2µ− 1)
i(2µ+ 3)

 . (44)
Since all the terms are proportional to e−K(ρ˜), this factor has been cancelled out. After cancellations of terms, the
differential equations for aj are
2
d
dρ˜


a1
−ia2
−a3
−ia4

+ ∆˜


(a3 + a4)− 2a1
(a3 + a4)− 2a2
(a1 + a2)− 2a3
(a1 + a2)− 2a4

 = −


i(E˜2 + 2E˜ + 2µ−1ρ˜2 )
i(E˜2 + 2E˜)
i(E˜2 − 2E˜ − 2µ+1ρ˜2 )
i(E˜2 − 2E˜)

+ ∆˜E˜


−1
−1
1
1

+ ∆˜
2ρ˜


i(2µ− 1)
−i(2µ− 1)
−i(2µ+ 1)
i(2µ+ 1)

 . (45)
These equations decouple by taking linear combinations:
2
d
dρ˜
(a1 − a2)− 2∆˜(a1 − a2) = i2µ− 1
ρ˜2
+ i
∆˜
ρ˜
(2µ− 1),
2
d
dρ˜
(a3 − a4)− 2∆˜(a3 − a4) = −i2µ+ 1
ρ˜2
− i ∆˜
ρ˜
(2µ+ 1),
d
dρ˜
(a1 + a2 + a3 + a4) = 2iE˜
2 − i 1
ρ˜2
,
d
dρ˜
(a1 + a2 − a3 − a4)− 2∆˜(a1 + a2 − a3 − a4) = 4iE˜ + i2µ
ρ˜2
− 2∆˜E˜, (46)
The integration of the decoupled differential equations yields
a1 − a2 = −i(µ− 12 )
∫ ∞
ρ˜
dx exp[K(ρ˜)−K(x)]
[
1
x2
+
∆˜(x)
x
]
, (47)
a3 − a4 = i(µ+ 12 )
∫ ∞
ρ˜
dx exp[K(ρ˜)−K(x)]
[
1
x2
+
∆˜(x)
x
]
, (48)
a1 + a2 + a3 + a4 = 2iE˜
2ρ˜+
i
ρ˜
, (49)
a1 + a2 − a3 − a4 = −i
∫ ∞
ρ˜
dx exp[2K(ρ˜)− 2K(x)]
[
4E˜ +
2µ
x2
]
− 2
∫ ρ˜
0
dx exp[2K(ρ˜)− 2K(x)]E˜∆˜(x) . (50)
The first term in Eq. (49) and the last term in Eq. (50) are of third order in the small parameters ∆˜(ρ˜), E˜ and ρ˜
and can be neglected. The remaining two integrals can be simplified by integrating by parts∫ ∞
ρ˜
dx exp[2K(ρ˜)− 2K(x)]
[
E˜ +
µ
2x2
]
= −E˜ρ˜+ µ
2ρ˜
+
∫ ∞
ρ˜
dx exp[2K(ρ˜)− 2K(x)]
[
2∆˜(x)E˜x− µ∆˜(x)
x
]
,
∫ ∞
ρ˜
dx exp[K(ρ˜)−K(x)]
[ 1
x2
+
∆˜(x)
x
]
=
1
2ρ˜
. (51)
It is straightforward to solve the above equations for the aj :
a1 = i
(
E˜ρ˜− 2µ− 1
2ρ˜
)
− i
∫ ∞
ρ˜
dx exp[2K(ρ˜)− 2K(x)] ∆˜(x)
[
2E˜x− µ
x
]
, (52)
8a2 = iE˜ρ˜− i
∫ ∞
ρ˜
dx exp[2K(ρ˜)− 2K(x)] ∆˜(x)
[
2E˜x− µ
x
]
, (53)
a3 = −i
(
E˜ρ˜− 2µ+ 1
2ρ˜
)
+ i
∫ ∞
ρ˜
dx exp[2K(ρ˜)− 2K(x)] ∆˜(x)
[
2E˜x− µ
x
]
, (54)
a4 = −iE˜ρ˜+ i
∫ ∞
ρ˜
dx exp[2K(ρ˜)− 2K(x)] ∆˜(x)
[
2E˜x− µ
x
]
. (55)
The common integral term in Eqs. (52)-(55) is zero and
defines the bound state energy.
E. Matching of wave functions
The solutions for ρ˜ > ρ˜c are now given by f
µ
j (ρ˜) =
Bj [H
(1)
µ (ρ˜)gj(ρ˜) + c.c.], where the coefficients Bj are de-
fined at the beginning of subsection III.D. They have to
be matched at ρ˜c to f
µ
j (ρ˜) given by Eq. (36) for ρ˜ < ρ˜c
using a similar procedure to that of Sect. II and Ref. 6.
The functions gj were calculated consistently to first or-
der of perturbation and can be written as an exponential,
i.e. gj(ρ˜) ∝ exp[−K(ρ˜) + aj(ρ˜)], which remains correct
to first order. To match the wave functions we employ
the asymptotic expansions for the Bessel and the Hankel
functions shown in Eqs. (14) and (15).
As shown in Section II there are three factors in fj
depending on ρ˜: (i) The 1/
√
ρ˜c-dependence in the Bessel
and Hankel functions, (ii) the phase factors of the form
exp[i(1 ± E˜)ρ˜c], and (iii) the factors exp{i[(µ ± 1)2 −
1/4]/[2ρ˜c]}. We explicitly work out the matching for the
function fµ1 ; the other three functions follow similarly.
For ρ˜ < ρ˜c we have
fµ1 (ρ˜c) = C1Jµ−1(qpρc) = C1
√
2
pi(1 + E˜)ρ˜c
cos
[
(1 + E˜)ρ˜c − pi(µ− 1)
2
− pi
4
+
(µ− 1)2 − 14
2(1 + E˜)ρ˜c
]
, (56)
while for ρ˜ > ρ˜c we obtained
fµ1 (ρ˜c) = B1[H
(1)
µ (ρ˜c)g1(ρ˜c)+c.c.] =
1
2
√
2
piρ˜c
{
exp
[
i
(
γ + E˜ρ˜c − (2µ− 1)
2ρ˜c
+ ρ˜c − piµ
2
− pi
4
+
µ2 − 14
2ρ˜c
)]
+ c.c.
}
e−K(ρ˜c) .
(57)
In Eq. (57) the phase γ arises from C, Eq. (42), the
next two terms in the exponential are due to a1 and the
remainder is consequence of the Hankel function.
From comparing these two expressions it follows that
C1 =
√
1 + E˜ and γ = pi/2. As in Ref. [6] and Section II
we neglect (1) E˜ in the denominator of the last term in
Eq. (56), because E˜ ≪ 1, and (2) the factor e−K(ρ˜c) in
Eq. (57). The two expressions are then equivalent and
the matching is satisfied for a large interval of ρ˜c.
The bound state energies are then determined by the
integral term in Eqs. (52)-(55), which has to vanish. At
this point we can take ρ˜c → 0 in the lower integration
limit and integrate the first term by parts:
Eµ = µ
∫ ∞
0
dxe−2K(x)
∆(x)
x
/∫ ∞
0
dxe−2K(x) . (58)
Since the main contribution to the integrals is for ρ≪ ξ,
where ∆(x) is linear in x, we arrive at Eµ ≈ µ∆′/kF ,
where ∆′ = d∆/dρ ≈ kF∆∞/ξ ≈ kF∆2∞/EF and hence
Eµ ≈ µ∆
2
∞
EF
. (59)
The above holds for all integer values of µ.
Approximate expressions for the amplitudes are given
by
fµ1 (r) = Jµ−1(ρ˜)e
−K(ρ˜)e−iθ ,
fµ2 (r) = iJµ(ρ˜)e
−K(ρ˜) ,
fµ3 (r) = −iJµ+1(ρ˜)e−K(ρ˜)eiθ ,
fµ4 (r) = Jµ(ρ˜)e
−K(ρ˜) , (60)
and the energy wave function with energy E = Eµ is then
ΨˆE =
∫
d2re−K(ρ˜)
[
Jµ−1(ρ˜)e
−iθψ↑(r) + iJµ(ρ˜)ψ↓(r) − iJµ+1(ρ˜)eiθψ†↑(r) + Jµ(ρ˜)ψ†↓(r)
]
. (61)
9For µ 6= 0 the wave function corresponds to a fermion
operator with Eµ 6= 0, while for µ = 0 we have the
Majorana state wave function consistent with Eq. (31)
up to an overall minus sign by noticing J−1(ρ˜) = −J1(ρ˜).
IV. CASE OF PERPENDICULAR SPIN AND
MOMENTUM LOCKING
A. Model
In this section we consider a Hamiltonian with the
spin-orbit coupling given by the Rashba interaction21,22
hˆ(r) = vF σˆ ·
[(
p− e
c
A
)
× ez
]
− EF , (62)
where ez is the normal vector to the plane. The 4-
component wave function, the structure of Hˇ⊥B and the
order parameter, Eqs. (20) and (22), remain unchanged.
In polar coordinates ∆(r) = ∆(ρ)e−iθ and
hˆ(ρ, θ) =

 −EF −ivF e−iθ
(
i ∂∂ρ +
1
ρ
∂
∂θ
)
ivF e
iθ
(
i ∂∂ρ − 1ρ ∂∂θ
)
−EF

 .
(63)
Here we neglected the vector potential following the same
arguments as in Refs. [6] and [7] and previous sections.
As in Sect. III we expand the field operators as Ψ(ρ, θ) =
(2pi)−1/2
∑
µΨµ(ρ)e
iµθ , where µ is an integer to have a
single-valued wave function, and we eliminate θ-phase
of ∆(r) via a gauge transformation. The θ dependence
of the components of the spinor Ψµ is again given by
Eq. (24). Applying the spinor Ψµ(ρ)e
iµθ to Eq. (63) we
obtain
hˆµ(ρ) =

 −EF vF
(
∂
∂ρ +
µ
ρ
)
−vF
(
∂
∂ρ − µ−1ρ
)
−EF

 . (64)
As in Sect. III we denote with fµj the amplitude of the
component j of the spinor. The equations of motion for
the amplitudes are similar to Eqs. (27-28), except for
factors i and signs,
vF
(
∂
∂ρ
− µ− 1
ρ
)
fµ1 (ρ) + ∆(ρ)f
µ
3 (ρ) + (E + EF )f
µ
2 (ρ) = 0 , (65)
vF
(
∂
∂ρ
+
µ
ρ
)
fµ2 (ρ) + ∆(ρ)f
µ
4 (ρ)− (E + EF )fµ1 (ρ) = 0 , (66)
vF
(
∂
∂ρ
+
µ+ 1
ρ
)
fµ3 (ρ) + ∆(ρ)f
µ
1 (ρ)− (E − EF )fµ4 (ρ) = 0 , (67)
vF
(
∂
∂ρ
− µ
ρ
)
fµ4 (ρ) + ∆(ρ)f
µ
2 (ρ) + (E − EF )fµ3 (ρ) = 0 . (68)
B. Majorana state
The zero-energy Majorana bound state is obtained
from Eqs. (65-68) for E = µ = 0. The structure of
the equations leads to the solution
fM1 (r) = CJ1(ρ˜)e
−K(ρ˜)e−iθ ,
fM2 (r) = −CJ0(ρ˜)e−K(ρ˜) ,
fM3 (r) = CJ1(ρ˜)e
−K(ρ˜)eiθ ,
fM4 (r) = −CJ0(ρ˜)e−K(ρ˜) , (69)
where C is a normalization constant and K(ρ˜) =∫ ρ˜
0
dx∆(x)/EF . The corresponding wave function is
ΨˆM = C
∫
d2re−K(ρ˜)
[
J1(ρ˜)e
−iθψ↑(r)− J0(ρ˜)ψ↓(r)
+J1(ρ˜)e
iθψ†↑(r)− J0(ρ˜)ψ†↓(r)
]
. (70)
It is easily verified that ΨˆM = Ψˆ
†
M and hence the state is
a Majorana fermion. The counterpart to this Majorana
fermion is placed in the plane far away from the axis
of the vortex (large ρ and hence not a solution of this
problem.29
C. Solution for ρ < ρc
With similar substitutions as in Sect. III we convert
the first order differential equations, (65)-(68), into sec-
ond order ones
[
∂2
∂ρ2
+
1
ρ
∂
∂ρ
− (µ− 1)
2
ρ2
+ q2p
]
fµ1 =
qp
vF
∆(ρ)fµ4 −
(
∂
∂ρ
+
µ
ρ
)
∆(ρ)
vF
fµ3 , (71)
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[
∂2
∂ρ2
+
1
ρ
∂
∂ρ
− µ
2
ρ2
+ q2p
]
fµ2 = −
qp
vF
∆(ρ)fµ3 −
(
∂
∂ρ
− µ− 1
ρ
)
∆(ρ)
vF
fµ4 , (72)[
∂2
∂ρ2
+
1
ρ
∂
∂ρ
− (µ+ 1)
2
ρ2
+ q2h
]
fµ3 =
qh
vF
∆(ρ)fµ2 −
(
∂
∂ρ
− µ
ρ
)
∆(ρ)
vF
fµ1 , (73)[
∂2
∂ρ2
+
1
ρ
∂
∂ρ
− µ
2
ρ2
+ q2h
]
fµ4 = −
qh
vF
∆(ρ)fµ1 −
(
∂
∂ρ
+
µ+ 1
ρ
)
∆(ρ)
vF
fµ2 . (74)
As previously, since ∆(ρ) increases linearly from zero, we
may neglect ∆(ρ) for ρ < ρc. In terms of Bessel functions
the solutions for ρ < ρc are then identical to Eq. (36),
but with the constants A1 = A2 and A3 = −A4. The
constants A1 and A4 are independent for ∆ = 0, but
become coupled when ∆ 6= 0, namely, A1 =
√
1 + E˜ and
A4 =
√
1− E˜.
D. Solution for ρ > ρc
For ρ > ρc, we again write the solution as a product
of a Hankel function times an envelop function, fj(ρ˜) =
Bj [H
(1)
µ (ρ˜)gj(ρ˜) + c.c.], and as previously we denote ρ˜ =
kF ρ. We assume B1 = B2 = −B3 = B4 = 12B, where
B is the normalization constant equated to one in the
following. The matching of the wave function for ρ < ρc
and ρ > ρc in subsection IV.E shows that this assumption
is consistent. Inserting the Ansatz into Eqs. (71-74)
and using the differential equation satisfied by the Hankel
function we obtain second order differential equations for
the functions gj(ρ˜):
d2g1
dρ˜2
+ 2i
dg1
dρ˜
+
[
E˜2 + 2E˜ +
2µ− 1
ρ˜2
]
g1 = ∆˜(1 + E˜)g4 + ∆˜
dg3
dρ˜
+
[
2µ+ 1
2ρ˜
+ i
]
∆˜g3, (75)
d2g2
dρ˜2
+ 2i
dg2
dρ˜
+
[
E˜2 + 2E˜
]
g2 = ∆˜(1 + E˜)g3 − ∆˜dg4
dρ˜
+
[
2µ− 3
2ρ˜
− i
]
∆˜g4, (76)
d2g3
dρ˜2
+ 2i
dg3
dρ˜
+
[
E˜2 − 2E˜ − 2µ+ 1
ρ˜2
]
g3 = −∆˜(1− E˜)g2 + ∆˜dg1
dρ˜
−
[
2µ− 1
2ρ˜
− i
]
∆˜g1, (77)
d2g4
dρ˜2
+ 2i
dg4
dρ˜
+
[
E˜2 − 2E˜
]
g4 = −∆˜(1− E˜)g1 − ∆˜dg2
dρ˜
−
[
2µ+ 3
2ρ˜
+ i
]
∆˜g2. (78)
Here we used Eq. (4). Note that the next order correction to Eq. (4) does not add relevant terms to the order in 1/ρ˜
considered here.
As in sections II and III, Eqs. (75-78) are solved perturbatively. To zeroth order we have, keeping the dominant
terms,
2i
d
dρ˜


g
(0)
1
g
(0)
2
g
(0)
3
g
(0)
4

 = ∆˜


g
(0)
4
g
(0)
3
−g(0)2
−g(0)1

+ i∆˜


g
(0)
3
−g(0)4
g
(0)
1
−g(0)2

 , (79)
while the remaining terms in Eqs. (75-78) will be treated in first order perturbation, g
(1)
j . The solution of Eq. (79) is
g
(0)
1 (ρ˜) = Ce
−K(ρ˜) , g
(0)
2 (ρ˜) = −iCe−K(ρ˜) , g(0)3 (ρ˜) = −Ce−K(ρ˜) , g(0)4 (ρ˜) = −iCe−K(ρ˜), (80)
where C = eiγ and γ is to be determined.
The equations for g
(1)
j are
2i
d
dρ˜


g
(1)
1
g
(1)
2
g
(1)
3
g
(1)
4

− ∆˜


g
(1)
4
g
(1)
3
−g(1)2
−g(1)1

− i∆˜


g
(1)
3
−g(1)4
g
(1)
1
−g(1)2

 = − d
2
dρ˜2


g
(0)
1
g
(0)
2
g
(0)
3
g
(0)
4

−


(E˜2 + 2E˜ + 2µ−1ρ˜2 )g
(0)
1
(E˜2 + 2E˜)g
(0)
2
(E˜2 − 2E˜ − 2µ+1ρ˜2 )g
(0)
3
(E˜2 − 2E˜)g(0)4


11
+∆˜E˜


g
(0)
4
g
(0)
3
g
(0)
2
g
(0)
1

+ ∆˜ ddρ˜


g
(0)
3
−g(0)4
g
(0)
1
−g(0)2

+ ∆˜2ρ˜


(2µ+ 1)g
(0)
3
(2µ− 3)g(0)4
−(2µ− 1)g(0)1
−(2µ+ 3)g(0)2

 . (81)
Inserting our solutions for g
(0)
j into Eq. (81), and with the Ansatz g
(1)
1 = Ca1e
−K , g
(1)
2 = −iCa2e−K , g(1)3 = −Ca3e−K
and g
(1)
4 = −iCa4e−K , we obtain
2i
d
dρ˜


a1
−ia2
−a3
−ia4

− 2i∆˜


a1
−ia2
−a3
−ia4

− ∆˜


−ia4
−a3
ia2
−a1

− i∆˜


−a3
ia4
a1
ia2

 =
(
∆˜
ρ˜
− ∆˜2
)
1
−i
−1
−i

−


(E˜2 + 2E˜ + 2µ−1ρ˜2 )
−i(E˜2 + 2E˜)
−(E˜2 − 2E˜ − 2µ+1ρ˜2 )
−i(E˜2 − 2E˜)


+∆˜E˜


−i
−1
−i
1

− ∆˜2


−1
i
1
i

+ ∆˜
2ρ˜


−(2µ+ 1)
−i(2µ− 3)
−(2µ− 1)
i(2µ+ 3)

 . (82)
Since all the terms are proportional to e−K(ρ˜), this factor has been cancelled out. After cancellations of ∆˜2-terms,
the differential equations for aj are
2
d
dρ˜


a1
−ia2
−a3
−ia4

+ ∆˜


(a3 + a4)− 2a1
(a3 + a4)− 2a2
(a1 + a2)− 2a3
(a1 + a2)− 2a4

 = −


i(E˜2 + 2E˜ + 2µ−1ρ˜2 )
i(E˜2 + 2E˜)
i(E˜2 − 2E˜ − 2µ+1ρ˜2 )
i(E˜2 − 2E˜)

+ ∆˜E˜


−1
−1
1
1

+ ∆˜
2ρ˜


i(2µ− 1)
−i(2µ− 1)
−i(2µ+ 1)
i(2µ+ 1)

 . (83)
These equations decouple by taking linear combinations:
2
d
dρ˜
(a1 − a2)− 2∆˜(a1 − a2) = i2µ− 1
ρ˜2
+ i
∆˜
ρ˜
(2µ− 1),
2
d
dρ˜
(a3 − a4)− 2∆˜(a3 − a4) = −i2µ+ 1
ρ˜2
− i ∆˜
ρ˜
(2µ+ 1),
d
dρ˜
(a1 + a2 + a3 + a4) = 2iE˜
2 − i 1
ρ˜2
,
d
dρ˜
(a1 + a2 − a3 − a4)− 2∆˜(a1 + a2 − a3 − a4) = 4iE˜ + i2µ
ρ˜2
− 2∆˜E˜, (84)
The integration of the decoupled differential equations yields
a1 − a2 = −i(µ− 12 )
∫ ∞
ρ˜
dx exp[K(ρ˜)−K(x)]
[
1
x2
+
∆˜(x)
x
]
, (85)
a3 − a4 = i(µ+ 12 )
∫ ∞
ρ˜
dx exp[K(ρ˜)−K(x)]
[
1
x2
+
∆˜(x)
x
]
, (86)
a1 + a2 + a3 + a4 = 2iE˜
2ρ˜+
i
ρ˜
, (87)
a1 + a2 − a3 − a4 = −i
∫ ∞
ρ˜
dx exp[2K(ρ˜)− 2K(x)]
[
4E˜ +
2µ
x2
]
− 2
∫ ρ˜
0
dx exp[2K(ρ˜)− 2K(x)]E˜∆˜(x) . (88)
The first term in Eq. (87) and the last term in Eq. (88) are of third order in the small parameters ∆˜(ρ˜), E˜ and ρ˜
and can be neglected. The remaining two integrals can be simplified by integrating by parts∫ ∞
ρ˜
dx exp[2K(ρ˜)− 2K(x)]
[
E˜ +
µ
2x2
]
= −E˜ρ˜+ µ
2ρ˜
+
∫ ∞
ρ˜
dx exp[2K(ρ˜)− 2K(x)]
[
2∆˜(x)E˜x− µ∆˜(x)
x
]
,
∫ ∞
ρ˜
dx exp[K(ρ˜)−K(x)]
[ 1
x2
+
∆˜(x)
x
]
=
1
2ρ˜
. (89)
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It is straightforward to solve the above equations for the aj :
a1 = i
(
E˜ρ˜− 2µ− 1
2ρ˜
)
− i
∫ ∞
ρ˜
dx exp[2K(ρ˜)− 2K(x)] ∆˜(x)
[
2E˜x− µ
x
]
, (90)
a2 = iE˜ρ˜− i
∫ ∞
ρ˜
dx exp[2K(ρ˜)− 2K(x)] ∆˜(x)
[
2E˜x− µ
x
]
, (91)
a3 = −i
(
E˜ρ˜− 2µ+ 1
2ρ˜
)
+ i
∫ ∞
ρ˜
dx exp[2K(ρ˜)− 2K(x)] ∆˜(x)
[
2E˜x− µ
x
]
, (92)
a4 = −iE˜ρ˜+ i
∫ ∞
ρ˜
dx exp[2K(ρ˜)− 2K(x)] ∆˜(x)
[
2E˜x− µ
x
]
. (93)
The common integral term in Eqs. (90)-(93) is zero and
defines the bound state energy.
E. Matching of wave functions
The solutions for ρ˜ > ρ˜c are now given by f
µ
j (ρ˜) =
Bj [H
(1)
µ (ρ˜)gj(ρ˜) + c.c.], where the coefficients Bj are de-
fined at the beginning of subsection IV.D. They have to
be matched at ρ˜c to f
µ
j (ρ˜) given by Eq. (36) for ρ˜ < ρ˜c
with the prefactors defined in subsection IV.C using a
similar procedure to that of Sects. II and III and Ref. 6.
The functions gj were calculated consistently to first or-
der of perturbation and can be written as an exponential,
i.e. gj(ρ˜) ∝ exp[−K(ρ˜) + aj(ρ˜)], which remains correct
to first order. To match the wave functions we employ
the asymptotic expansions for the Bessel and the Hankel
functions given in Eqs. (14) and (15).
As shown in sections II and III there are three factors
in fj depending on ρ˜: (i) The 1/
√
ρ˜c-dependence in the
Bessel and Hankel functions, (ii) the phase factors of the
form exp[i(1±E˜)ρ˜c], and (iii) the factors exp{i[(µ±1)2−
1/4]/(2ρ˜c)}. We explicitly work out the matching for the
function fµ1 ; the other three functions follow similarly.
For ρ˜ < ρ˜c we have
fµ1 (ρ˜c) = A1Jµ−1(qpρ) = A1
√
2
pi(1 + E˜)ρ˜c
cos
[
(1 + E˜)ρ˜c − pi(µ− 1)
2
− pi
4
+
(µ− 1)2 − 14
2(1 + E˜)ρ˜c
]
, (94)
while for ρ˜ > ρ˜c we obtained
fµ1 (ρ˜c) = [H
(1)
µ (ρ˜c)g1(ρ˜c)+c.c.] =
1
2
√
2
piρ˜c
{
exp
[
i
(
γ + E˜ρ˜c − (2µ− 1)
2ρ˜c
+ ρ˜c − piµ
2
− pi
4
+
µ2 − 14
2ρ˜c
)]
+ c.c.
}
e−K(ρ˜c) .
(95)
In Eq. (95) the phase γ arises from C, the next two terms
in the exponential are due to a1 and the remainder is
consequence of the Hankel function.
From comparing these two expressions it follows that
A1 =
√
1 + E˜ and γ = pi/2. As in Ref. [6] and Sections
II and III we neglect E˜ in the denominator of the last
term in Eq. (94), because E˜ ≪ 1, and the factor e−K(ρ˜c)
in Eq. (95). The two expressions are then equivalent and
the matching is satisfied for a large interval of ρ˜c.
The above hinges on the vanishing of the common inte-
gral term in Eqs. (90)-(93), which determines the energy
of the bound state. At this point we can take ρ˜c → 0
in the lower integration limit and integrate the first term
by parts:
Eµ = µ
∫ ∞
0
dxe−2K(x)
∆(x)
x
/∫ ∞
0
dxe−2K(x) . (96)
Since the main contribution to the integrals is for ρ≪ ξ,
where ∆(x) is linear in x, we arrive at Eµ ≈ µ∆′/kF ,
where ∆′ = d∆/dρ ≈ kF∆∞/ξ ≈ kF∆2∞/EF and hence
Eµ ≈ µ∆
2
∞
EF
. (97)
Approximate expressions for the amplitudes are given
by
fµ1 (r) = Jµ−1(ρ˜)e
−K(ρ˜)e−iθ ,
fµ2 (r) = Jµ(ρ˜)e
−K(ρ˜) ,
fµ3 (r) = −Jµ+1(ρ˜)e−K(ρ˜)eiθ ,
fµ4 (r) = Jµ(ρ˜)e
−K(ρ˜) , (98)
and the energy wave function with energy E = Eµ is then
13
ψˆE =
∫
d2re−K(ρ˜)
[
Jµ−1(ρ˜)e
−iθψ↑(r) + Jµ(ρ˜)ψ↓(r) − Jµ+1(ρ˜)eiθψ†↑(r) + Jµ(ρ˜)ψ†↓(r)
]
. (99)
For µ 6= 0 the wave function corresponds to a fermion
operator with Eµ 6= 0, while for µ = 0 we have the
Majorana state wave function consistent with Eq. (70),
up to an overall minus sign which can be absorbed into
the normalization constant.
V. CONCLUSIONS
We studied the bound states in the core of a vor-
tex of a two-dimensional superconductor by solving the
Bogoliubov-de Gennes equations following the procedure
outlined by Caroli, de Gennes and Matricon.6 For the or-
dinary s-wave superconductor we arrive at a similar re-
sult as CdeGM obtained for the 3D superconductor. The
bound states are fermionic and gapped from the ground
state by an energy scale of about ∆2∞/2EF .
In Sects. III and IV the electron gas corresponds
to the surface states of a topological insulator. Conse-
quently the momentum and the spin are locked due to a
strong spin-orbit interaction. Two cases have been con-
sidered, namely, a locking of the spin parallel and per-
pendicular to the momentum. The superconductivity is
induced into the 2D Dirac sea via proximity of an s-wave
superconductor.18,19 The results for the bound states in
the core of the vortex are independent of the kind of
spin-orbit coupling (as long as it is strong). In the Ap-
pendix we present the unitary transformation connect-
ing the Hamiltonians for parallel and perpendicular spin
and momentum locking (spin-rotation). The character-
istic energy scale for the spacing of the energy levels is
∆2∞/EF .
The calculation yields a string of fermion bound states
with energy Eµ, µ 6= 0 and a bound state with Majorana
statistics for µ = 0 and E = 0. We obtained analyt-
ical expressions for the energy spectrum and the wave
functions. The main difference between the ordinary su-
perconductor and the topological superconducting gas is
the spin-locking. In the latter in a closed path the spin is
forced to follow the momentum giving rise to a non-trivial
Berry phase of 1/2. This converts the half-integer quan-
tum numbers into integer ones and opens the possibility
to the existence of a Majorana fermion.
Within the range of validity of the present calculation
(|E| ≪ ∆∞ ≪ EF ), the gap between the Majorana state
and the first excited fermion state is very small. Hence,
extremely low temperatures are required, unless EF is
reduced to close to the vertex of the Dirac Hamiltonian.
Although this is beyond the validity of our results, we
do not expect qualitative changes in the results. Indeed
it has been numerically shown in Ref. [18] that the first
excited state above the Majorana bound state can have
an excitation energy of ∆∞. This would be a necessary
condition for the use of this Majorana state in quantum
computing.
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Appendix: Spin rotation transformation
In this Appendix we present the unitary transfor-
mation mapping the Hamiltonian with parallel spin-
momentum locking (section III), Hˇ‖B (Eq. (21)), onto
the model with Rashba interaction (perpendicular cou-
pling, section IV), Hˇ⊥B (Eq. (62)). Consider the four-
dimensional unitary matrix
U =
[
ei(pi/4)σz 0
0 e−i(pi/4)σz
]
=
[
(1 + iσz)/
√
2 0
0 (1− iσz)/
√
2
]
. (100)
It is now straightforward to show that Hˇ⊥B = UHˇ‖BU †,
UHˇ‖BU † =
[
ei(pi/4)σz 0
0 e−i(pi/4)σz
] [
σxpx + σypy − EF iσy∆
−iσy∆∗ −(σxpx + σypy)∗ + EF
] [
e−i(pi/4)σz 0
0 ei(pi/4)σz
]
=
[
(−σypx + σxpy)− EF iσy∆
−iσy∆∗ −(−σypx + σxpy)∗ + EF
]
= Hˇ⊥B . (101)
The wave functions, including the phase factors Bj , for the two types of spin-momentum lockings then also transform
accordingly.
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