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ABSTRACT
In this paper, we present PerfEnforce, a scaling engine de-
signed to enable cloud providers to sell performance levels for
data analytics cloud services. PerfEnforce scales a cluster of
virtual machines (VMs) allocated to a user in a way that min-
imizes cost while probabilistically meeting the query runtime
guarantees offered by a service level agreement (SLA). With
PerfEnforce, we show how to scale a cluster in a way that min-
imally disrupts a user’s query session. We further show when
to scale the cluster using one of three methods: feedback con-
trol, reinforcement learning, or perceptron learning. We find
that perceptron learning outperforms the other two methods
when making cluster scaling decisions.
1. INTRODUCTION
A variety of systems for data analytics are avail-
able as cloud services today, including Amazon Elas-
tic MapReduce (EMR), Amazon Redshift [2], Azure’s
HDInsight [4], and several others. While these ser-
vices greatly facilitate access to compute resources and
data analytics software, they remain difficult for users to
tune in terms of cost and performance. Users choose a
price-performance trade-off by selecting a desired num-
ber and type of service instances. It is well-known,
however, that users have difficulty determining their re-
source needs and often attempt many configurations be-
fore finding a suitable one [16]. Some systems do not
offer any configuration choices. Google BigQuery [6]
is one example. These systems, however, deprive users
of the ability to adjust how much money they want to
spend on an analysis at the expense of some loss in
performance. There exist systems that can help select
a cluster configuration [16, 17]. However, these prior
methods are specific to MapReduce engines and also re-
quire profile runs of each job. In contrast, we target ex-
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Figure 1: PerfEnforce deployment: PerfEnforce sits on top of
an elastically scalable big data management system in support
of performance-oriented SLAs for cloud data analytics pro-
vided by an SLA Generator.
ploratory analytics, where users interactively submit ad-
hoc queries and we develop an approach that can easily
be applied to any big data system.
Performance-centric service level agreements
(SLAs) [31, 29] have been proposed in response
to the above limitations. With this approach, a user
buys a given performance level (query latency) rather
than an amount of resources. However, a fundamental
challenge with performance-centric SLAs, is how to
guarantee the performance that the user purchases. This
problem is important because, for performance-based
SLAs to be meaningful, they must come with concrete
performance guarantees. For example, the SLA could
specify that 90 percent of the user queries will execute
within their posted runtime. If the SLA is violated, the
user receives a predefined compensation.
In this paper, we develop a system called PerfEn-
force that works with a cloud service to meet the goals
of a performance-based SLA. PerfEnforce is designed
for data management systems that support data analytic
workloads (e.g., Myria [15], Spark [3], Impala [24],
EMR [2]). Additionally, PerfEnforce targets cloud ser-
vices that follow a model such as that of Amazon
EC2 [1] and Azure HDInsight [4], where each user per-
forms her analysis using a separate set of virtual ma-
chines (VMs). In this paper, we do not address the prob-
lem of how to generate a performance SLA, which was
the focus of prior work including our own [29]. PerfEn-
force assumes that the SLA exists and takes as input a
set of pairs: (qi, ti), where qi is a query submitted by
the user and ti is the SLA runtime associated with that
specific query.
Figure 1 shows the system architecture: The user first
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purchases a performance SLA generated by an SLA
Generator. PerfEnforce provisions the cluster of VMs
on behalf of the user by ingesting the user’s data into
the cluster and monitoring the execution of the user’s
queries. To guarantee the query runtimes associated
with an SLA, PerfEnforce resizes the cluster in between
queries either in a proactive or reactive approach. With a
proactive approach, PerfEnforce decides to scale based
on how well it met previous SLA deadlines. In a re-
active approach, PerfEnforce decides whether to rescale
the cluster before executing each incoming query. Per-
fEnforce’s goal is to select the cheapest configuration
possible in order to meet the SLA runtimes.
During the user’s query session, PerfEnforce faces
two key technical challenges: how to rescale the clus-
ter and when to rescale it.
Quickly scaling a cluster (either up or down) to
meet SLA guarantees or save costs is not trivial. Re-
allocating resources during data analysis can be disrup-
tive to the analysis if it requires significant data shuf-
fling. At the same time, data replication in preparation
for quick scaling can increase setup costs, which are
known to be highly undesirable [14]. Deployments that
separate between compute and data nodes to accelerate
setup and cluster configuration changes can either neg-
atively impact query runtimes or significantly increase
costs. In this paper, we empirically evaluate a set of
elastic scaling methods and compare them in terms of
initial setup time, the storage type, time to change the
cluster configuration between queries, query execution
time, and total cost. We demonstrate the above chal-
lenges associated with inexpensive and rapid scaling and
show that careful data placement and partial replication
offer a practical solution to the problem.
The second challenge is when to decide to scale the
cluster up or down. Several systems have recently stud-
ied performance guarantees through dynamic resource
allocation in storage systems [23] using feedback con-
trol, or in transaction processing systems [21] using re-
inforcement learning. In this paper, we show how to
apply feedback control and reinforcement learning to
the problem of query time guarantees for data analytics.
We experimentally demonstrate, however, that these ap-
proaches do not work well in this context because query
time estimation errors can vary significantly for consec-
utive queries and errors can be in either direction (under-
or over-estimation of query times). As a result, during
a single user session the system does not converge to a
single cluster size but instead needs to make resource al-
location decisions separately for each query. Based on
this observation, we develop a third cluster-scaling al-
gorithm. Our approach uses perceptron learning: As the
user executes queries, PerfEnforce continuously updates
its model of query time estimates. Perceptron learning
has the double benefit of quickly adapting to the user’s
recent query workload and current system conditions.
In addition, we apply this approach without having to
build an analytical model of the underlying system. Fea-
tures of the system are simply fed into the model and
query latencies are adaptively learned. PerfEnforce then
uses this model to select the most appropriate cluster
size separately for each query. We show experimentally
that this approach delivers better quality of service and
is more cost-effective than either feedback control or re-
inforcement learning.
In summary, we make the following contributions:
• We develop PerfEnforce, a dynamic scaling en-
gine for data analytics services (Section 3).
• We quantitatively evaluate different data place-
ment and cluster re-sizing methods (Section 4).
• We adapt well-known resource scaling algorithms
based on feedback control and reinforcement
learning to the problem of query time guarantees
for data analytics (Section 5.1).
• We develop a new resource scaling algorithm
based on perceptron learning (Section 5.2).
• We study the performance of the three scaling al-
gorithms through experiments with the Myria [15]
shared-nothing DBMS and the Amazon EC2
cloud [1] (Section 6).
2. RELATED WORK
Performance Guarantees in Data Analytics Perfor-
mance guarantees have traditionally been the focus of
real-time database systems [19], where the goal is to
schedule queries in a fixed-size cluster to ensure they
meet their deadlines. More recently, dynamic provision-
ing and admission control methods have enabled OLAP
and OLTP systems to make profitable choices with re-
spect to performance guarantees [8, 7, 38], possibly
postponing or even simply rejecting queries. PerfEn-
force’s goal instead is to scale the cluster with minimal
delay to meet SLA guarantees.
Multi-Tenant Performance Guarantees An active
area of research in multi-tenant cloud DBMS systems
is tenant packing [11, 26, 25], or how best to colo-
cate tenants on a shared set of machines or even DBMS
instances. In contrast, we focus on the independent
database user who spins up his own private cluster in
the cloud. We seek to minimize the size of that cluster
while meeting SLA runtime guarantees.
Query Runtime Prediction Previous work has relied
on classification and regression techniques to determine
whether a query will miss or meet a deadline [38], build-
ing gray-box performance models [13], using histori-
cal traces of previous workloads [12] or running smaller
samples of the workload with a low overhead [36]. Most
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Table 1: PerfEnforce’s API.
Function name and parameters Returned value
Initialize (D, initc, configs) id
Query (id, q, tsla) void
Terminate (id) void
closely related is work by Herodotou et. al. [16], which
assumes a previously profiled workload from the user
in order to predict the runtime of that program against
different sized clusters. Work by Jalaparti et. al. [17] fo-
cuses on generating resource combinations given perfor-
mance goals from the user. Instead of building a white-
box or analytical model, we focus on using a model that
does not require an extensive understanding of a single
system. We also focus on interactive, ad-hoc queries for
which there are no prior profiles.
Elasticity Cloud providers offer the ability to scale
a database application [2, 4]. However, they require
users to manually specify scaling conditions through
vendor-specific APIs. This requires expertise and im-
poses the risk of resource over-provisioning. Moreover,
these scaling features can be costly, as some of these ac-
tions are subject to service downtimes and may take sev-
eral minutes to complete (such as data rebalancing) [2].
Most academic work on elastic systems focuses on
OLTP workloads [9, 34, 37] and thus develops new
techniques for tenant database migration [10], data re-
partitioning while maintaining consistency [27] or au-
tomated replication [37]. In these systems, the goal is
to maximize aggregate system performance, while our
focus is on a per-query performance guarantees.
3. PERFENFORCE OVERVIEW
In this section, we present an overview of PerfEn-
force: How PerfEnforce interacts with the other com-
ponents of a cloud service, what it assumes about the
cloud service, what it takes as input, and its internal op-
timization goal.
3.1 PerfEnforce API
PerfEnforce is designed to work with a DBMS for
data analytics, an SLA Generator, and a cloud service.
Figure 1 illustrates how PerfEnforce interacts with these
components. When a user begins her query session, she
first purchases a performance-level given by the SLA
Generator. Given the performance-level selected, the
SLA Generator provides an initial cluster size to Per-
fEnforce, initc, to begin the session. PerfEnforce then
monitors the query session to rescale if necessary.
PerfEnforce exposes an API with three methods as
shown in Table 1. The SLA Generator calls these meth-
ods. The Initialize method takes as input the
user’s data D, an initial cluster size initc, and also the
set of cluster sizes, configs. This method deploys an
initial set of virtual machines (VMs), starts the DBMS,
and ingests the data, D. The method returns a unique
session identifier, id. Subsequently, each call to the
method Query passes the SQL query, q, to execute in
the session id and the SLA time, tsla associated with
this query. The Terminate call deletes a previously
deployed cluster. As PerfEnforce scales the cluster dur-
ing the query session, it keeps its size within the mini-
mum and maximum values specified in the set configs.
In addition, PerfEnforce requires the following func-
tionality from the underlying DBMS system: (1) Ability
to add and remove workers dynamically and (2) control
over the way the data is organized in the cluster. Per-
fEnforce can still work with a system that does not have
complete control of the data layout, but this may impact
performance as we explore in Section 4.
3.2 PerfEnforce’s Optimization
Given a query session Q, with queries q0 through qn
and a set of cluster sizes configs, PerfEnforce optimizes
what we call the Performance Ratio (PR) of a query ses-
sion. We define PR as:
PR(Q) =
1
n
n∑
q=0
treal(qi)
tsla(qi)
(1)
In Equation 1, tsla(qi) and treal(qi) represent the
SLA and actual runtimes of a query qi, respectively. In
order to neither waste cluster resources nor violate SLA
runtimes, PerfEnforce’s goal is to maintain PR(Q) as
close to 1 as possible.
In Section 5, we show how different cluster-scaling al-
gorithms, yield different treal(qi)tsla(qi) distributions (See Fig-
ure 9). The best cluster scaling algorithm is one that
(1) yields a tight distribution close to 1.0, which ensures
that most query runtimes stay close to the promised ones
from the SLA and (2) achieves this goal at a low service
cost. We define the Cost of Service (CS) as:
CS(Q) =
n∑
i=0
cost(qi) (2)
For Equation 2, cost(qi) is defined as the cost of vir-
tual machines used to execute qi.
4. DATA ORGANIZATION
In this section, we define and evaluate how to store
data on disk to (1) ingest data quickly in preparation for
the query session and (2) facilitate scaling with mini-
mal interruptions during the query session. PerfEnforce
targets cloud services that execute the data management
and analytics software in a separate set of VMs for each
tenant. In that context, data can be stored in the lo-
cal storage of each VM or in a separate storage system
available over the network.
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When a user starts her query session, PerfEnforce pre-
pares an initial set of initc VMs. Additionally, PerfEn-
force prepares the system to resize itself to any cluster
size in the set given by configs.
PerfEnforce has many choices to organize the user’s
data and scale resources up and down. First, we intro-
duce the available storage types in Amazon AWS and
evaluate them on data ingest and data read times. We
then present different data placement methods and eval-
uate them based on latency to first query and disruption
due to cluster resizing.
4.1 Local, Networked, and Shared Storage
A big data system can read and write data from a va-
riety of sources once a set of VMs is provisioned. In the
concrete case of the Amazon cloud, these include, but
are not limited to, Amazon Simple Storage Service (S3),
Amazon EC2 Instance Store (Ephemeral) and Amazon
Elastic Block Storage (EBS) [1]. To evaluate these stor-
age options, we provision one m3.large node (4 ECU,
7.5 GB Memory) and read and write the lineorder table
from the TPC-H Star Schema Benchmark (SSB) [28]
dataset. For EBS, we use a general purpose SSD (gp2)
type. For S3, we make sure that the S3 bucket and VM
are within the same region. Figure 2a shows the time
to ingest data. There is no ingest time for S3 as nodes
can read data directly from that storage service during
query execution. Ingest times are nearly identical for
the other two storage systems. Figure 2b and Figure 2c
show the time to read data. While reading an entire table
takes the same amount of time between ephemeral and
EBS, reading a subset, such as one column, is signif-
icantly faster when using ephemeral storage compared
to EBS. Reading tables from S3 takes slightly longer
and it is not possible to read a single data column from
S3. Kossmann et. al. [22] also report, though in the
context of OTLP workloads, that EBS and ephemeral
storage achieve similar performance. Compared to S3,
both ephemeral and EBS have the additional advantage
of caching data locally during the query session and
performing local joins without having to reshuffle data
when tables are partitioned on their join attribute. To
minimize CS(Q) and maximize query performance, we
opt to use ephemeral storage since its price is included in
the VM price and its performance is highest when read-
ing subsets of the data. In the remainder of the paper,
we use only ephemeral storage. We show next how to
ensure that data ingest and cluster reconfiguration times
both remain low with this storage option.
4.2 Data Placement Strategies
PerfEnforce replicates small dimension tables across
all workers (a.k.a. nodes) while partitioning large fact
tables. Small tables take a negligible amount of time to
copy over to a new worker. As such, any approach for
cluster scaling works with small tables. The question is
how to best manage cluster scaling for large tables.
Workers responsible for reading data constitute the
data storage layer of the system. The compute layer
are the workers that execute query operators such as
joins or aggregates. We first consider the case where
each worker serves as both a data and a compute node:
i.e., when running queries with N workers, each worker
stores and processes 1N th of the data.
Shuffled-Scaling In this method, each large table is
first uniformly partitioned across the initial set, initc,
of workers using hash-, range-, or random data parti-
tioning. To resize the cluster to a different configura-
tion c′, PerfEnforce issues a query that reads the table,
shuffles it, and re-materializes it across the updated set
of c′ workers. An important optimization is for work-
ers to reshuffle only the minimal amount of data needed
to rescale. This can be done by using consistent hash-
ing [20] or simply using mini partitions as follows: Let
PR = {pr0 , pr1 , ..., prn} represent the partitions of rela-
tion,R, where n is the number of nodes in configuration
initc. Each partition, pri is assigned to one node from
configuration initc and is further split into j mini parti-
tions. In order to scale from initc to c′, each node needs
to only read and shuffle a fraction of its mini partitions.
For example, when resizing from 2 to 4 workers, each of
the original two workers must reshuffle half of its mini
partitions across the two new workers.
Static-Replicated To avoid data re-shuffling upon
cluster rescaling, PerfEnforce can ingest multiple copies
of each big table. Each copy is uniformly partitioned
across a subset of machines that corresponds to one con-
figuration in configs. For example, one copy of a table
is partitioned across four workers, a second copy is par-
titioned across six workers, a third across eight, etc.
As an optimization, instead of ingesting multiple full
copies of each big table in sequence for each configu-
ration in configs, PerfEnforce can, once again, use ei-
ther mini-partitions or consistent hashing to only repli-
cate a minimum amount of data. For example, assume
configs = {2, 4}. PerfEnforce first partitions relation
R across four workers as PR = {pr1 , pr2 , pr3 , pr4}. To
generate a 2-worker partition, PR′ , PerfEnforce copies
pr3 and pr4 onto workers r1 and r2 respectively. We call
this approach Static-Replicated Chunks.
Dynamic-Scaling The final approach distinguishes
between sets of compute nodes, Ccompute, and data
nodes, Ddata. PerfEnforce uniformly ingests the tables
into the number of assigned data nodes,Ddata. The data
layer remains fixed and never changes in size. Instead of
re-materializing a table for a new configuration c′, Per-
fEnforce only reads data from Ddata, and shuffles the
data to the Ccompute nodes (s.t. |Ccompute| = c′ ) in or-
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Figure 2: Evaluating Storage Options
der to finish the computation of the query. We consider
two cases of Dynamic-Scaling: |Ddata| < |Ccompute|
and |Ddata| > |Ccompute|, which we call Dynamic-
Small and Dynamic-Large respectively. For example,
when provisioning a Dynamic-Small cluster, the system
can fix the number of data nodes to 4 workers and only
scale the number of compute nodes to range from 5 to
10 nodes. This can be advantageous if the user workload
is CPU-bound. In a Dynamic-Large cluster, the system
spreads the data thinly to many data nodes, which would
then shuffle data to a smaller number of compute nodes
to finish the query computation. Keeping the data thin
is beneficial particularly for IO-bound workloads.
Among the three techniques above, Shuffled-Scaling
risks imposing high overheads when changing between
cluster configurations. Static-Replicated scaling risks
slowing down the initial data ingest time. Dynamic-
Scaling is more costly (as one has to pay for both data
and compute nodes). We evaluate these techniques next.
4.3 Data Placement Evaluation
We run PerfEnforce on an Amazon EC2 cluster.
Each node is an m3.large (4 ECU, 7.5 GB Memory)
type. We consider five types of possible configura-
tions, configs = {4, 6, 8, 10, 12}. For our underly-
ing database management system, we use Myria [15] as
it provides the ability to easily control data placement.
Myria uses PostgreSQL as its node-local storage sub-
system.
For our dataset, we use the TPC-H Star Schema
Benchmark (SSB) [28]. This dataset consists of one
fact table (lineorders) and a set of four smaller dimen-
sion tables. In total, the dataset is approximately 10GB,
containing 5 tables and 58 attributes. We choose this
dataset size because multiple Hadoop measurement pa-
pers report 10GB as a median input dataset analyzed by
users [33]. For our query pool, we generate a set of
approximately 900 select-project-join queries using our
open-source PSLAManager tool [29].
Data Ingest Runtime Given that PerfEnforce op-
erates as a cloud service, it must prepare and ingest
the data efficiently in order to allow the user to be-
gin the query session quickly. We consider the time it
takes for each scaling method to ingest the TPC-H SSB
dataset. In Figure 3, we display the runtimes for in-
gesting data using Static-Replicated, Static-Replicated
Chunks, Dynamic-Small or Dynamic-Large methods.
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Figure 3: Time to Ingest Data for Scaling Methods
Ingesting for Static-Replicated takes approximately
606 seconds. This method takes the longest as it re-
quires five copies of the lineorder table. For Dynamic-
Scaling, we show the ingest runtimes for 4 and 12 fixed
nodes. Ingesting data for the Static-Replicated Chunks
method is comparable to ingesting data for the small-
est configuration in configs (4 workers). The Shuffled-
Scaling method (not shown) takes the same time as ei-
ther Dynamic-Small or Dynamic-Large, depending on
the number of nodes in initc.
In general, the bottleneck for ingest time largely de-
pends on either the fixed number of data nodes selected
for Dynamic-Scaling or the smallest configuration size
that exists in configs for Static-Replicated Chunks.
Most importantly, the latter method provides the ben-
efit of a replicated set of tables without the data ingest
overhead associated with full data replication.
Delay When Changing Between Configurations
Another factor to consider is the time it takes to
switch between configurations in configs. For Static-
Replicated and Static-Replicated Chunks, the multiple
copies of the data allow for immediate scaling. For
Dynamic-Scaling, the only factor that needs to change
are the number of compute nodes. For both of these
scaling methods, there is no delay when scaling the sys-
tem, as no data materialization is required when switch-
ing between configurations.
Shuffled-Scaling must re-organize the data before
running the next query. In Figure 4a, we show the
amount of time it takes for a configuration of 4 work-
ers to move data to a configuration c′. Figure 4b shows
the amount of time it takes to change from a set of 12
worker nodes to c′. We evaluate two approaches to
switch between configurations for Shuffled-Scaling. As
a first method, PerfEnforce reads the entire table from
disk in c, shuffles the data, and writes it to c′. We call
this approach Read & Write Full Table from Disk. As
a second method, the system uses the optimization de-
5
4-to-6 4-to-8 4-to-10 4-to-12
0
50
100
150
200
S
ec
on
ds
Read & Write Chunks From Disk
Read & Write Full Table From Disk
(a) Time to Change Configurations from 4 Workers
12-to-4 12-to-6 12-to-8 12-to-10
0
50
100
150
200
S
ec
on
ds
Read & Write Chunks From Disk
Read & Write Full Table From Disk
(b) Time to Change Configurations from 12 Workers
Figure 4: Configuration Change Runtimes
scribed above that only reads and writes the minimum
amount of data, which we denote with Read & Write
Chunks From Disk. The longest configuration switch is
from 12-to-4, which implies that the bottleneck is in the
time it takes to write data to disk. In all cases, how-
ever, data reshuffling creates a visible interruption in the
query session.
Query Processing Time So far, we showed that
Shuffled-Scaling imposes too much overhead during
cluster resizing while Static-Replicated can take a
long time to ingest data. Here, we compare the re-
maining competitive methods on their query execu-
tion times. Figure 5 shows the query runtime ratios
for 100 randomly selected queries from our generated
pool of queries. The ratios measure the query time
for Dynamic-Small (4 data and 8 compute nodes) and
Dynamic-Large (12 data and 8 compute nodes) com-
pared with Static-Replicated Chunks (8 nodes shown as
8-to-8 static in the figure). In this experiment, we only
measure the computation time for each query and do
not flush the query results to disk. As the figure shows,
Dynamic-Small leads to slower query runtimes than the
Static-Replicated method. In general, we observe in
our experiments (results not shown due to space con-
straints) that a small set of data nodes can easily become
a bottleneck and nullify any benefit of scaling compute
nodes. In contrast, Dynamic-Large has excellent per-
formance. This latter method, however, is expensive.
We find that it delivers high performance only when
data nodes use powerful VMs. When using cheaper
nodes, the data nodes become a bottleneck again (results
not shown). However, if a data node uses a powerful
VM, it has the capability to also run as as a compute
node. Shuffled-Scaling, Static-Replicated and Static-
Replicated Chunks already co-locate compute and data
nodes, and thus are more cost effective compared to dy-
namic methods.
Cost of Virtual Machines At the start of the query
session, PerfEnforce launches the number of VMs nec-
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Figure 5: Time to run a random set of TPC-H SSB queries in
static and dynamic clusters
essary to meet all configuration options in configs.
PerfEnforce can help minimize CS(Q) without sig-
nificantly penalizing query performance by turning off
VMs that are not in use. The time it takes to launch a
new virtual machine in PerfEnforce depends on the size
of the virtual machine. For an m3.large machine, it takes
approximately 17 seconds to launch a machine with an
Amazon Linux AMI. Turning off the machine takes 27
seconds on average. Turning a machine back on takes
only approximately 10 seconds.
Data Organization Summary Although Dynamic-
Scaling can have the lowest data ingest times, this op-
tion is costly and risks slowing down query processing
if an insufficient number of data nodes are selected as
shown in Figure 5. Given this result, the best option
is for PerfEnforce to use the Static-Replicated Chunks
scaling method as it provides a quick way to ingest data
and does not incur any runtime penalties when switch-
ing between configurations.
5. SCALING ALGORITHMS
In this section, we consider both reactive and proac-
tive methods for PerfEnforce to rescale the user’s cluster
during her query session. We introduced these methods
initially in a short, demonstration proposal [30]. The
contribution of this paper lies in the actual study of these
methods. The goal of these scaling methods is to main-
tain PR(Q) as close to 1.0 as possible.
5.1 Reactive Scaling Algorithms
We first describe reactive scaling algorithms. These
algorithms take action after they witness either a good or
bad event. In PerfEnforce, we implement proportional
integral control and reinforcement learning as our reac-
tive methods because these methods have successfully
been used in other resource allocation contexts [23, 21].
Proportional Integral Control (PI) Feedback con-
trol [18] is a commonly used approach to regulate a sys-
tem in order to ensure that it operates at a given ref-
erence point. We use a proportional-integral controller
(PI) as a method that helps PerfEnforce react based on
the magnitude of the error while avoiding oscillations
over time.
At each time step, t, the controller produces an ac-
tuator value u(t) that causes the system to produce an
output y(t+ 1) at the next time step. The goal is for the
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system output y(t) to be equal to some desired reference
output r(t). In an integral controller, the actuator value
depends on the accumulation of past errors of the sys-
tem. This can be represented as u(t+1) = u(t)+kie(t).
Where e(t) = y(t)− r(t), with y(t) being the observed
output and r(t) being the target system output. ki rep-
resents the gain of the integral control. Ideally, this pa-
rameter is tuned in such a way that helps drive e(t) to
0. In our scenario, the actuator value u(t) is the discrete
number of VMs provisioned.
As for the system output, y(t), we use the average
ratio of the real query runtime treal(q) over the query
runtime promised in the SLA, tsla(q), over some time
window of queriesw as y(t) = 1|w|
∑
q∈w
treal(q)
tsla(q)
where
|w| is the number of queries in w.
Our target operating point is thus r(t) = 1.0 and the
error e(t) = y(t)−r(t) captures a percent error between
the current and desired average runtime ratios. Since
the number of VMs to spin up and remove given such
a percent error depends on the cluster size, we add that
size to the error computation as follows: e(t) = (y(t)−
r(t))u(t).
Integral control alone may be slow to react to changes
in the workload. Therefore, we also introduce a propor-
tional control component, where kp represents the gain
of the proportional error. Our final PI controller thus
takes the following form:
u(t+ 1) = u(0) +
t∑
x=0
kie(x) + kpe(t) (3)
Reinforcement Learning (RL) As our second re-
active method, we use reinforcement learning (RL).
This approach has successfully been applied in the
TIRAMOLA system, which supports elastic scaling of
NoSQL databases [21].
At each state s, the model makes a probabilistic de-
cision to move to another state s′ by taking an action
a. In our case, each state represents a configuration in
configs and the action is to change to that configura-
tion. The goal is to make a series of beneficial action-
state moves, as motivated by the rewards at each state,
R(s). To explore the search space and learn the optimal
action-state paths, reinforcement learning uses a tech-
nique known as Q-learning [35]:
Q(s, a) = Q(s, a)+α[R(s′)+γmax
a
Q(s′, a′)−Q(s, a)]
(4)
In Equation 4, Q(s,a) is the reward for taking action
a from state s. It is a function of the reward at state
s′ reached by taking action a and of the actions that can
subsequently be taken from s′. α represents the learning
rate, which controls how fast the learning takes place.
At convergence, Q-learning is able to find an optimal
action-state path. In PerfEnforce, our goal is different.
Since a user’s query workload is constantly changing
throughout the session, recording the action-state path is
unnecessary. Instead, PerfEnforce directly transitions to
the state with the highest reward. We define the reward
function to be the real-to-SLA runtime ratio. At each
iteration, we favor states with the reward closest to 1.0,
where the real query runtimes are closest to the SLA
runtime. As the system transitions to a state s, it updates
the reward function for that state. We use the following
equation, where R(s) denotes the updated reward for
state s:
R(s) = α ∗ ( treal(q)
tsla(q)
−R(s)) +R(s) (5)
At the initialization of the model, each state must be-
gin with a defined reward value, R(s). This implies
that the system must have prior knowledge of the per-
formance of the user’s queries for each configuration.
Since we do not have such prior knowledge, we set
the reward at each state to 1.0 and force the system to
first explore states that are closest to initc. To do this,
we maintain a set of states called active states. When
the query session begins, active states only contains the
configuration initc. If the reward for the current state
goes above 1.0, we add the next larger cluster size to the
active states. If the reward for the current state goes be-
low 1.0, we similarly add the next smaller cluster size.
We repeat the process until all possible cluster sizes have
been added.
Additionally, we observe that rewards for some states
do not quickly adapt if the user’s workload changes.
For example, if a slow query runs on configuration c
and misses the deadline, the reward will be updated to
a value above 1.0. If a new fast query is introduced,
c will not be chosen as the current reward (above 1.0)
suggests that the query will miss the deadline. There-
fore, as a heuristic, we introduce a linear-drag update.
Each state whose reward was not modified by Equa-
tion 5 (denoted as state x), receives the following up-
date: R(x) = β ∗ ( treal(q)tsla(q) ∗
y
z −R(x)) +R(x). Where
β < α and z represents number of VMs of state x. y is
the number of VMs in state s from Equation 5.
5.2 Proactive Scaling Algorithms
Instead of approaches that react to runtime errors such
as PI and RL, we also explore an approach that makes
use of a predictive model. For each incoming query,
PerfEnforce predicts the runtime for the query for each
configuration and switches to the closest configuration
where the ratio is closest to 1.0.
PerfEnforce first builds an offline model for a given
cloud data analytics service. For training data, we use
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the Parallel Data Generation Framework tool [32] to
generate a 10GB dataset with a set of 6120 queries.
These training queries are based on the query generator
provided by the open-source PSLAManager tool [29].
Training data consists of query plan features including
the estimated max cost, estimated number of rows, esti-
mated width, and number of workers.
Initially, such an offline model is expected to be inac-
curate. However, we can adaptively improve the model
if we incorporate information about the queries the user
executes on his data. We achieve this goal by using a
perceptron learning model: as the user executes queries,
PerfEnforce improves the model in an online fashion.
We use the MOA (Massive Online Analysis) tool for
learning [5].
Perceptron Online Machine Learning (OML) The
perceptron learning algorithm works by adjusting
weights for each new data point. We find that it adapts
more quickly to new information than an active-learning
based approach. PerfEnforce initiates the perceptron
model by first learning from the training set. For an in-
coming query, PerfEnforce uses this model to predict a
runtime for each configuration in configs. The clus-
ter size with the closest runtime to the incoming query’s
SLA is chosen. Once the system runs the query and
learns about the real runtime, it feeds this information
back into the model. If we predict in parallel for all
configs, the process takes less than 1 second.
6. SCALING ALGORITHMS
EVALUATION
We now evaluate both reactive and proactive scaling
algorithms. We first execute a series of microbench-
marks designed to demonstrate fundamental character-
istics of each algorithm. We then evaluate each algo-
rithm on macrobenchmarks consisting of random work-
loads. We keep the same experimental setting as be-
fore where we have configs = {4, 6, 8, 10, 12} and the
TPC-H SSB dataset. We run queries from our query
pool for each cluster configuration and record the exe-
cution times. We label each query with the cluster con-
figuration that is able to run the query at the runtime
closest to the query’s SLA. For all experiments, we set
initc to 4.
6.1 Scaling Algorithms Microbenchmarks
For each algorithm, we consider the following: (1)
How fast does the algorithm converge to a different con-
figuration if the current configuration is either too small
to meet the SLA times or is unnecessarily too large?
How fast does the algorithm react to a workload change
that requires a different cluster size? (2) How stable
is the algorithm in the face of occasional queries that
would require either a smaller or larger cluster than the
rest? (3) How well does the algorithm handle an oscillat-
ing workload where the ideal cluster size is different for
consecutive queries? We use the following three work-
loads to help answer these three questions: (1) Micro-
W#1: Convergence Speed. (2) Micro-W#2: Stability.
(3) Micro-W#3: Workload tracking.
All three scaling algorithms have tuning parameters.
In this section, we show the performance of reinforce-
ment learning (RL) and PI-control (PI) with best param-
eters chosen separately for each workload. The selected
parameters overfit the workload. We describe how we
select the best parameters for PI and RL in Section 6.3.
For perceptron online machine learning (OML), we se-
lect a learning rate of 0.04. In Section 6.2, we discuss
how to tune OML. For Micro-W#1 and Micro-W#2, we
also include an additional overfit line for a different
workload (shown in blue). The goal is to show how
tuning parameters for one workload do not necessarily
benefit scaling for other workloads. We do not show this
for OML since we use the same parameter value for all
workloads.
Micro Workload 1- Convergence Speed In this first
workload, we evaluate the speed of convergence for
each technique on the workload shown in Figure 6a. The
system starts at initc, a 4-worker configuration. The
query sequence begins with a set of 10 queries whose
SLA deadline is best met at 12 workers. This is then
followed by a set queries whose SLA is more closely
met at 4 workers. We repeat this pattern for a total of
50 queries. For PI, the model immediately scales to the
largest cluster size after running the first query in the se-
quence. PI is able to converge because we tune the PI
controller to react quickly with a kp value of 100. Al-
though kp is high, it does not oscillate once it converges
to 12 workers since e(t) turns out to be positive for each
of these queries (recall, we initially select queries whose
SLA is best met at 12 workers, but might not necessarily
meet the guarantee at this configuration size). Neverthe-
less, there exists a lag between the workload change and
the PI’s reaction to that change. In contrast, OML is able
to track the workload exactly as it correctly predicts the
required cluster size. For RL, scaling does not happen as
quickly as seen in PI, as states are incrementally added
to the activeStates set. Therefore, convergence for the
first set of queries does not occur until the 5th query.
Linear-drag updates still take place in this workload, but
the sequences between slow and fast queries are not long
enough to be able to see its effect. As a result, RL re-
mains in one state.
Micro Workload 2- Stability For this workload, we
show the stability of the scaling algorithms in situations
where the system runs a fast query among a long se-
quence of queries whose guarantee is best met at 12
workers. The results are shown in Figure 6b. For the
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Figure 6: Micro-Benchmarks
PI controller, the best settings are those where ki or w
value is large. With these settings, the PI controller is
stable in face of outlier queries. Observe, however, that
the PI controller settings are now different compared to
W#1. As we still show in Section 6.3.2, the PI con-
troller is highly sensitive to its parameter settings. For
RL, we see a similar behavior. The ideal setting uses
a high α parameter, the rewards for configurations run-
ning the first few queries are updated to a high ratio,
since they all miss the SLA deadline. This then makes it
difficult for the model to quickly scale back down later
in the sequence. Once the fast query runs at 12 workers,
the model updates the reward for this configuration, but
this state continues to be the closest to 1.0. OML is able
to determine the ideal cluster configurations before run-
ning each query. In general, a one-time-only query with
a different ideal cluster size does not negatively impact
the result for any method. In this example, PI and RL
only end up over provisioning for these fast queries.
Micro Workload 3 - Workload tracking Finally, we
demonstrate how well each method is able to keep up
with a rapidly changing workload. We demonstrate this
through a sawtooth workload where we first run a mix
of queries whose SLA is best met at 12 and 10 work-
ers, followed by a mix of queries whose SLA is met at
4 and 6 workers as shown in Figure 6c. For PI, one
of the parameter combinations that work best for this
workload are kp = .5, ki = 0, w = 2. The model im-
mediately scales up after the first window of queries.
Similarly to the first workload, PI continues to scale by
simply reacting to the error due to the kp parameter. RL
scales to the highest cluster size as before. It temporar-
ily scales down to a configuration of 10 queries thanks to
linear-drag, but the model quickly scales back up since
it under-provisions the 20th query. In OML, the model
over provisions for several queries, by at most one con-
figuration size.
In general, reactive methods are able to converge and
even recover in the presence of a sudden change in the
workloads. However, they are difficult to tune especially
for rapidly changing workloads. OML is able to keep
up with rapidly changing workloads given that it is able
to observe the features for the upcoming query before
choosing the best cluster configuration.
6.2 Perceptron Learning Tuning
We now discuss how to find an optimal learning rate
for OML. Recall, the learning rate for OML determines
how quickly the model adjusts the weights for differ-
ent features. If the learning rate value is too low, the
model might not quickly adapt to the user’s new queries.
If it is high, learning is faster, but there is a risk that
the model might never converge, as it will tend to jump
over the optimum. To evaluate the sensitivity, we first
take three random sets of 100 queries from the TPC-H
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Figure 7: Tuning for OML based on the TPC-H SSB Dataset
SSB dataset. For each of these test sets, we also pre-
pare a separate group of 400 holdout queries from the
same dataset. For offline training, we use a total of 6120
queries from the Parallel Data Generation Framework
dataset [32].
We first select a learning rate and a test set. For each
query in the test set, we add it to the training model,
update the model, and evaluate the model on the cor-
responding holdout set of queries to collect the relative
root mean squared error (relative RMSE). Once we eval-
uate against all the queries in the test set, we calculate
the average relative RMSE. We repeat this process for
many learning rates. Figure 7 shows the resulting aver-
age relative RMSE on the y-axis for different learning
rates on the x-axis. As the figure shows, for all datasets,
the learning rate with the lowest average relative RMSE
is approximately 0.04, which is the value that we use in
all other experiments in this section. Importantly, how-
ever, a large range of learning rates [0.02, 0.07] yield
similar prediction quality.
6.2.1 Effects of Caching and Contention
In the previous section, tuned for OML based on a
cold-cache environment. We evaluated a cold-cache
set of test queries against a cold-cache training model,
ctrain. In a real query session, PerfEnforce will not clear
the cache after each query runs.
In practice, queries should execute faster in a warm
environment. We briefly evaluate the effects of data
caching with query runtime predictions. We first gener-
ate a warm-cache training model, wtrain in order to ob-
serve if the wtrain model outperforms the ctrain model
when it comes to predicting the runtimes in a warm
query session. To record the runtimes for the offline
warm training and testing models, we run each query
twice and only record the runtime of the second query.
Figure 8a shows the prediction error for a set of 100
queries. We evaluate ctrain against three versions of the
test queries: cold-cache runtimes, warm-cache runtimes
and with a 20% additional time (to model contention)
above the cold-cache runtime. In general, ctrain is able
to improve the predictions over time for all three sets of
queries. However, wtrain does not perform as well. As
shown in Figure 8b, the error starts off higher than ctrain
at approximately a Relative RMSE of 0.7. Second, al-
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Figure 8: Prediction Errors between ctrain and wtrain
though wtrain is able to achieve a low Relative RMSE
for warm test runtimes, there is more significant error
for cold test runtimes. Overall, an offline model trained
on cold-cache queries is more resilient and can adapt to
predicting either cold-cache or warm-cache query times.
6.3 Scaling Algorithms
Macrobenchmarks
In this section, we focus on the performance of the
scaling algorithms on random workloads. We seek to
answer two questions: (1) On random workloads, how
well do different techniques manage to operate at the
desired PR(Q) = 1? (2) What is the cost of operating
at the given set point?
For RL and PI, we first show the performance when
selecting the best parameter settings separately for each
workload. We call this variant overfitted, since the pa-
rameters are completely overfitted to the workload and
thus change for each sequence of queries. To find over-
fit parameters, we use information from an Oracle. The
Oracle is an additional technique that holds all knowl-
edge of queries and their corresponding ideal config-
urations. The Oracle executes the same workload of
queries, picking the best cluster configuration for each
query. We compute the PR(Q) for the workload as exe-
cuted by the Oracle. We then iterate through all possible
combinations of parameters for each technique. For RL,
we iterate through α rates from 0 to 1.0 where β = αd
and we vary d from 1 to 100. For PI, we vary kp and
ki values from 0 to 100, with varying window sizes, w,
from 1 to 100. For each parameter combination, we ex-
ecute the technique on the given workload. We show
the results for the parameter combination that yields a
PR(Q), closest to that of the Oracle. For OML, we
continue to use the optimal learning rate of 0.04.
6.3.1 Ratio Distributions for Random Workloads
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Figure 9: Ratio Distributions of Random Workloads: Distributions of treal(q)
tsla(q)
ratios for each technique on two random work-
loads. RL and PI use overfitted parameters. OML uses a learning rate of .04
We first show the distributions of query runtime ra-
tios for two concrete random workloads. Each workload
comprises 100 random queries from our set of TPC-H
SSB queries.
Figure 9a shows the ratio distribution of each tech-
nique for the first random workload. The x-axis shows
the, treal(q)tsla(q) ratio. The y-axis shows the density for each
ratio (i.e., the fraction of queries with that ratio). In ad-
dition to the Oracle’s distribution, we also show the dis-
tribution for a random technique. The random technique
simply selects a random cluster size to run each query.
As the figure shows, the Oracle’s distribution has an av-
erage of 0.87, which implies that there are many queries
in the workload where the smallest cluster size available
in configs does not closely meet the query’s SLA. The
system could scale down further, but it does not because
we set the lower limit at four workers.
For PI and RL, we show the distributions based on the
overfit parameters. Both RL and PI run queries that at
times are 2x or 3x slower than the query’s SLA guar-
antee. OML is able to follow the Oracle’s distribution
more closely with most of the queries falling between
the ratios 0.53 and 1.17. We find that for this random
workload in particular, many of queries are able to meet
their SLA at a 4 worker configuration. This provides an
opportunity for RL and PI to converge to this configura-
tion size for a majority of the queries. We refer to this
workload as the Convergence workload. For this work-
load, all techniques achieve a PR(Q) close to that of the
Oracle. However, the standard deviation is much larger
for PI and RL than for OML.
For the second random workload, we only select
queries whose SLA is not met at 4 workers. We refer
to this workload as No-Convergence. We show the dis-
tributions for No-Convergence in Figure 9b. The Ora-
cle distribution has a higher average and standard devi-
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Figure 10: Parameter Value Sensitivity: Each point represents
an execution with different parameter values.
ation for this workload. This is due to some queries in
the workload not being able to meet their SLAs even at
the largest configuration size. The overfit parameters for
PI and RL are not as close to the Oracle distribution as
for the previous workload. Standard deviations are even
higher. For both of these techniques, there are queries
that run up to 3x slower than their assigned SLA run-
time. OML is able to produce a similar distribution as
the Oracle.
6.3.2 The Parameter Search Space
For the Convergence and No-Convergence workloads,
we previously showed only the distributions for over-
fit parameter values. We now show a summary of the
distributions for different parameter values. Figure 10a
and Figure 10b show PR(Q) vs. CS(Q) for the result-
ing distributions. We also included the resulting distri-
bution for OML (based on a learning rate of .04) and
the Oracle. As the figure shows, both PI and RL are
highly sensitive to their parameter settings. Wrong set-
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Figure 11: Performance for Techniques across Many Workloads using Average Parameter Settings
tings can yield high query time ratios or high costs (mea-
sured in terms of virtual machines). Additionally, we
find that the best settings vary significantly across work-
loads. These techniques are thus impractical in our set-
ting, where the workload is unknown until the user starts
issuing queries.
6.3.3 Performance for Many Random Workloads
We evaluate each of the techniques on a set of ten
workloads. Five of those workloads are completely ran-
dom, two workloads are random but comprise only large
queries without selection predicates, one workload com-
prises only queries that select 10% of the data, and the fi-
nal two workloads either comprise a majority of queries
that have an ideal cluster of size 4 or an ideal cluster of
size 12. For OML, we continue to use the same learn-
ing rate for each workload. For PI and RL, we first find
the overfit parameter values for each workload and then
compute an overall average value for each parameter.
We show the performance of the techniques on the aver-
age settings, since in practice, the system cannot predict
the workload and set the optimal parameter values for
each workload.
Figure 11 shows the results of using these average pa-
rameter values. In Figure 11 (1), we show the distribu-
tion of PR(Q) across the ten workloads for each tech-
nique relative to the Oracle’s PR(Q). In Figure 11 (2)
we show the distribution of the relative standard devia-
tions across the workloads for each technique. The rel-
ative standard deviation is taken by calculating the stan-
dard deviation of the resulting query ratios ( treal(qi)tsla(qi) ) for
each workload and dividing it by the mean. Finally, Fig-
ure 11 (3) shows the distribution of the cost of service
(CS(Q)) across all workloads for each technique rela-
tive to the Oracle’s CS(Q). As the figures show, OML
yields ratio distributions closest to those of the Oracle:
Both the PR(Q) and relative standard deviations are
closer to those of the Oracle compared with PI and RL.
Both PI and OML yield similar CS(Q) to the Oracle.
6.4 From QoS to SLA
In the previous sections, we evaluated the elastic scal-
ing algorithms in terms of how well they enable the
system to operate close to the desired set point where
PR(Q) = 1. In this section, we discuss how the re-
sults can translate into a concrete SLA. As we showed
W#1 W#2 W#3 W#4 W#5 W#6 W#7 W#8 W#9 W#10
75% .82 1.21 .83 .93 1.39 1.11 1.24 1.16 1.04 1.17
80% .99 1.24 .85 .99 1.47 1.18 1.27 1.21 1.14 1.20
85% 1.18 1.35 1.00 1.06 1.65 1.21 1.43 1.25 1.22 1.30
90% 1.22 1.56 1.18 1.11 1.81 1.33 1.66 1.42 1.31 1.37
Table 2: Percentile of Ratios in OML
above, each cluster scaling algorithm produces a distri-
bution of these ratios around the desired set point and
we showed that OML yields a distribution close to that
of the Oracle without difficult parameter tuning. In Ta-
ble 2, we show the resulting query time ratios for dif-
ferent percentiles in the distributions obtained for the 10
random workloads. As the table shows, the ratios are
consistent across the workloads and are relatively close
to the desired set point. A cloud provider can thus use
PerfEnforce with the OML scaling algorithm and adver-
tise a probabilistic SLA, where the cloud provider in-
creases the estimated query runtimes by some weight w
and then promises thatX% of the queries will meet their
SLA runtimes. That is, the SLA will promise fewer than
1−X% SLA violations in a session. Considering the ta-
ble, possible SLAs include advertising query times that
are w = 2 times slower than actually anticipated and of-
fering fewer than 10% SLA violations. Another option
would be w = 1.7 with fewer than 15% SLA viola-
tions in a session. Depending on SLA violation costs, of
course, the cloud may choose to be more or less conser-
vative.
7. CONCLUSION
In this work, we presented the PerfEnforce system.
Based on a user’s performance-centric SLA, PerfEn-
force scales the user’s cluster of VMs in order to achieve
good QoS at a low cost. We explored different tech-
niques to layout the user’s data to enable cluster resizing
during a query session. We found that local, shared-
nothing storage with partial data replication offers a
practical solution with low setup times, minimal clus-
ter resizing overheads, reliable query execution times,
and low costs. PerfEnforce further scales a user’s clus-
ter during a query session. While different scaling al-
gorithms are possible, we find that perceptron learning
yields results closest to those of an oracle and without
difficult parameter tunings. As future work, we plan
to combine reactive and proactive scaling techniques,
which could prove beneficial in cases where perceptron
learning is not as accurate.
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