Abstract. In this note our aim is to establish a Turán type inequality for Gaussian hypergeometric functions. This result completes the earlier result that G. Gasper proved for Jacobi polynomials. Moreover, at the end of this note we present some open problems.
Introduction
The famous result of Turán [19] , established in 1950, is the following inequality: (1.1) [P n+1 (r)] 2 > P n (r)P n+2 (r) for all r ∈ (−1, 1) and n = 0, 1, 2, . . . , where P n is the Legendre polynomial, that is, Turán's inequality established for Legendre polynomials has generated considerable interest. This classical result has been extended in several directions: ultraspherical, Laguerre and Hermite polynomials [16] , Jacobi polynomials [10, 11] , general class of polynomials [9] , Bessel functions of the first kind [15] , modified Bessel functions of the first kind [6, 13, 18] , and so forth. This inequality still attracts the attention of mathematicians, and it is worth mentioning here that recently the inequality (1.1) was improved by Alzer et al. [2] .
Karlin and Szegő in their mammoth work [14] raised the question of determining the explicit range of parameters α and β for which the generalized Turán inequality
holds for all r ∈ (−1, 1) and n = 0, 1, 2, . . ., where
is the normalized Jacobi polynomial and P (α,β) n is the Jacobi polynomial, that is
Clearly we have R (0,0) n (r) = P n (r) and
In 1962 Szegő [17] proved that (1.3) holds for all β ≥ |α| and α > −1. Gasper [10, 11] 
where a 1 = a and a 2 = a − 2. Thus it is natural to ask whenever (1.5) or its reverse holds for other values of a. Our main motivation to write this note was this question, which we answer in the next section. It is worth mentioning here that the positive answer -in the particular case c = 1 -to the above question was given in [5, Theorem 2.5], which was motivated by the inequality (1.1). In fact, in Theorem 2.3 we prove a stronger statement, namely that the function a → F a (r) is strictly concave on (0, c) for each fixed r ∈ (0, 1) and c ∈ (0, 1]. This completes the result of Gasper in the case of β = 0. At the end of section 2 we formulate some open problems which may be of interest for further research.
A Turán type inequality for Gaussian hypergeometric functions
The following technical lemma improves [5, Lemma 2.2] and is one of the crucial facts in the proof of our main result. 
Then clearly we have
where we have used the fact that the digamma function
is increasing on (0, ∞), i.e. the gamma function is log-convex. Consequently the function u is strictly decreasing and v n is decreasing, and thus the function g n is strictly decreasing, too. Now assume that a ∈ [c/2, c]. From part (a) f n is decreasing and thus g n is clearly strictly decreasing as a product of a decreasing and a strictly decreasing function.
(c) The function g 1 (a) = f 1 (a)/a = c − a is concave on (0, c/2] and g 2 (a) = f 2 (a)/a is strictly concave on (0, c/2]. Now suppose that g n is strictly concave, too, for some n ≥ 3. From (2.2) g n+1 (a) = g n (a)h n (a), and thus
because g n is strictly decreasing from part (b), and h n is increasing and strictly concave on (0, c/2]. Mathematical induction implies the strict concavity of g n .
(
, it is enough to show the strict concavity of f n for a ∈ (0, c/2]. First suppose that n = 1. Then f 1 (a) = a(c − a) is clearly strictly concave on (0, c/2]. Now assume that n ≥ 2. Because from part (c) g n is strictly concave, one has for each n = 2, 3 . . . and a ∈ (0, c/2]
From this we have a 2 f n (a) < 2af n (a) − 2f n (a). Finally, since g n from part (b) is strictly decreasing on (0, c/2], we obtain that log g n is strictly decreasing, too, and consequently (log[f n (a)/a]) ≤ 0. From this we obtain that af n (a) ≤ f n (a), and hence f n (a) < 0. Thus the proof is complete. a, c − a, c, r) is strictly sub-additive and strictly concave, consequently is strictly log-concave. In particular, for all a 1 , a 2 ∈ (0, c) and r ∈ (0, 1), we have
and in each of the above inequalities equality holds if and only if
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Proof. Using (1.2) clearly we have
where f n (a) = (a) n (c − a) n . From part (b) of Lemma 2.1 the function a → f n (a)/a is strictly decreasing on (0, c) for each n = 1, 2, . . . , thus clearly f n is strictly subadditive. From this we have that for all a 3 , a 4 ∈ (0, c), a 3 = a 4 and r ∈ (0, 1)
i.e. the function a → F a (r) is strictly sub-additive. Now from part (d) of Lemma 2.1 we know that a → f n (a) is strictly concave, thus for all a 1 , a 2 ∈ (0, c), a 1 = a 2 , r ∈ (0, 1) and λ ∈ (0, 1) we have
i.e. the function a → F a (r) is strictly concave, too. Finally, since the concavity is stronger than the log-concavity, the proof is complete.
We note that in fact the first and second inequalities in Theorem 2.3 may be confined as inequalities between geometric and arithmetic means. Namely, the first inequality is actually the arithmetic-geometric inequality between the values F a 1 (r) and 
holds true for all r ∈ (0, 1).
The decreasing homeomorphism µ a : (0, 1)
, where a ∈ (0, 1), is the so-called generalized Grötzsch ring function, which appears in Ramanujan's generalized modular equations (see for example [3] ). This function and its particular form µ 1/2 = µ play an important role in various fields of mathematics, for example they appear in quasiconformal theory, number theory and in estimates of the hyperbolic distance (see for instance [5, Theorem 4.1]). Now, for 0 < a < c consider the decreasing homeomorphism µ a,c : (0, 1)
, which is a natural extension of µ a and is called the generalized modulus [12] . 
is log-convex, whenever 0 < a < min{c, 1} and r ∈ (0, 1). On the other hand, from Theorem 2.3 we know that the function a → 2 F 1 (a, c−a, c, r 2 ) is strictly log-concave on (0, c). Thus, the function a → µ a,c (r) is strictly log-convex as a product of a strictly log-convex and log-convex functions.
Open Problems. [20] and to the references therein. Non-negative functions with a completely monotone derivative appear in literature as Bernstein functions [7] . It is known [8] 
