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Abstract—Multilayer (or deep) networks are powerful prob-
abilistic models based on multiple stages of a linear transform
followed by a non-linear (possibly random) function. In general,
the linear transforms are defined by matrices and the non-
linear functions are defined by information channels. These
models have gained great popularity due to their ability to
characterize complex probabilistic relationships arising in a
wide variety of inference problems. The contribution of this
paper is a new method for analyzing the fundamental limits
of statistical inference in settings where the model is known.
The validity of our method can be established in a number
of settings and is conjectured to hold more generally. A key
assumption made throughout is that the matrices are drawn
randomly from orthogonally invariant distributions.
Our method yields explicit formulas for 1) the mutual
information; 2) the minimum mean-squared error (MMSE); 3)
the existence and locations of certain phase-transitions with
respect to the problem parameters; and 4) the stationary
points for the state evolution of approximate message passing
algorithms. When applied to the special case of models with
multivariate Gaussian channels our method is rigorous and has
close connections to free probability theory for random matrices.
When applied to the general case of non-Gaussian channels,
our method provides a simple alternative to the replica method
from statistical physics. A key observation is that the combined
effects of the individual components in the model (namely the
matrices and the channels) are additive when viewed in a certain
transform domain.
I. INTRODUCTION
Probabilistic models involving high-dimensional linear
transforms arise in a wide variety of applications throughout
science and engineering. A canonical building block for these
models can be understood in terms of the generalized linear
model (GLM), which can be described as follows:
X ∼ P1(x) Z = AX, Y | Z ∼ P2(y | z). (1)
In this model, P1(x) is the prior distribution on the vector
of unknown variables, A is a known M × N matrix, and
P2(y | z) is an information channel (or likelihood) describing
the conditional distribution of the vector of observations. This
characterization of the GLM is quite broad. For applications
in communication systems and compressed sensing, the
channel P (y | z) can be used to models additive noise or
quantization error due to bitrate constraints. For applications
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Fig. 1. Example of a tree network of GLMs. The nodes indexed by
{1, . . . , 6} correspond to unknown random vectors and the nodes indexed
by {7, 8, 9} correspond to observations. Each GLM consists of an Mℓ×Nℓ
matrix Aℓ followed by an information channel Pℓ(· | ·).
in machine learning the channel can be used to model
deterministic functions, such as a thresholding or pooling
operation.
Multilayer (or deep) networks, such as the one illustrated
in Figure 1, can be viewed as the composition of multiple
GLMs. In these networks, the channels are often highly
decomposable in the sense that each output depends only on
a small number of inputs. By combining multiple stages of
linear transforms with decomposable but non-linear functions,
these models can capture complex probabilistic relationships.
The dependencies induced by the linear transforms can
give rise to fascinating phenomena in high-dimensional set-
tings. For example, the typical behavior of the posterior
distribution can exhibit phase transitions in which a small
change in the parameters of the model (such as the number
of observations) can lead to massive differences in statistical
performance metrics, such as the probability of error in
classification or the minimum mean squared error (MMSE) in
estimation. In many cases, these phase transitions correspond
to the boundaries between easy problem regimes, in which
efficient methods for approximate inference are essentially
optimal, and hard problem regimes, in which there exists
a large performance gap between optimal inference and all
known efficient methods.
One of the central challenges facing researchers is to
understand the global behavior of these networks in terms
of their individual components. In this direction, there has
been significant contributions from a number of different
disciplines. In the context of Gaussian networks, results
from free probability theory and random matrix theory [1]
have been used to study the fundamental limits of wireless
communication systems [2].
Non-Gaussian networks have been addressed using the
heuristic replica method from statistical physics [3]. This
approach yields precise formulas that are conjectured to
be exact in the limit of large problem dimensions. The
replica method has been applied to applications in wireless
communications [4], [5], compressed sensing [6]–[8], and
multilayer generalized linear models [9]. The main limitation,
however, is that the validity of formulas relies on certain
key assumptions, most notably replica symmetry, which are
unproven in general. Recently, there has been a great deal
of progress in providing rigorous results for certain non-
Gaussian networks [10]–[14].
The global behavior of these networks can also be under-
stood by studying the performance of specific algorithms
such as approximate message passing (AMP) [15], [16]
and its generalizations [9], [17]–[21]. In some cases, the
behavior of these algorithms can be characterized precisely
via a state evolution formalism, which leads to single-letter
characterizations of the behavior in the large system limit.
A. Contributions
The contribution of this paper is a new method for ana-
lyzing the statistical properties of multilayer networks. Our
contributions include:
• Rigorous formulas for mutual information and MMSE
in Gaussian networks with orthogonally invariant ma-
trix distributions. This characterization provides a new
estimation-theoretic perspective on ideas from random
matrix theory and free probability theory.
• Postulated formulas for mutual information and MMSE
in non-Gaussian networks with orthogonally invariant
matrix distributions. For a number of special cases,
these formulas recover results that have been obtained
previously using the replica method from statistical
physics (see Table I). Two such examples are the linear
model with orthogonally invariant distributions studied
by Tulino et al. [8] and serial GLM networks with
IID Gaussian matrices studied by Manoel et al. [9].
More generally, this work is the first to provide explicit
formulas for the case of arbitrary channels and arbitrary
spectral distributions on the matrices.
• Definition of a potential function whose stationary
points characterize the behavior of recent approximate
message passing algorithms proposed by Schniter et
al. [20], Manoel et al. [9], and Fletcher and Rangan [21].
This result allows one to make explicit conjectures about
the optimality of these algorithms based on whether the
stationary point achieved by the algorithm is the unique
global minimizer.
Our method can be viewed as a simple alternative to
the replica method in the sense that it provides a specific
recipe for computing precise formulas. Similar to the replica
method, the necessary and sufficient conditions under which
these formulas hold are not yet fully understood. However, an
important distinction is that the main technical requirements
for our approach depend only on the concentration of the
information density and certain conditional central limit
theorems, and thus bypass some of the notoriously difficult
assumptions needed by the replica method.
Due to space constraints, the paper outlines the main steps
in the method. The derivation follows in part from ideas
used in the expectation consistent approximate inference
framework of Opper and Winther [22] as well as Gaussian
approximations for random projections studied by the author
[23].
B. Overview of main results
Consider a GLM network such as the one illustrated
in Figure 1. Each GLM consists of an Mℓ × Nℓ matrix
Aℓ followed by an information channel Pℓ(· | ·). The key
assumption made throughout is that these matrices are drawn
randomly from orthogonally invariant distributions. Under
this assumption, each matrix can be decomposed as
Aℓ = UℓSℓV
T
ℓ , (2)
where Uℓ,Sℓ,Vℓ are independent and Uℓ and Vℓ are uni-
formly distributed orthogonal matrices.
We focus on a sequence of problems, indexed by N , in
which the network is fixed, but the dimension of vectors
and matrices increase to infinity. The asymptotic behavior
of the model is described in terms of a potential function
F(u) where the number of inputs u = {uℓ} is equal to
the number of unobserved vectors. The potential function
is composed of the sum of terms, each of which depends
only on an individual GLM in the network. Under certain
assumptions, this potential has the following properties:
• Mutual Information: The mutual information between
the unknown vectors and the observations corresponds
to the minimum of the potential function:
lim
N→∞
1
N
I(X ;Y | A) = min
u
F(u).
More generally, our method can also be used to charac-
terize the mutual information corresponding to subsets
of the variables and the observations.
• MMSE: The minimum mean squared error (MMSE) of
the unknown vectors corresponds to the minimizer of
the potential function. In particular, if F(u) as a unique
global minimizer at u∗ = {u∗ℓ} then
lim
N→∞
1
N
mmse(Xℓ | Y ,A) = u∗ℓ .
• Phase Transitions: The system undergoes a phase tran-
sition with respect to a problem parameter (e.g., signal-
to-noise ratio) when the global minimum of the poten-
tial jumps from one local minimum to another. These
phase transitions correspond to the locations where the
minimum of the potential function is non-analytic with
respect to perturbations of the paramter.
• Algorithmic Fixed-Points: The stationary points of the
potential function are the solutions to the equation
∇F(u) = 0,
where ∇ is the gradient operator. The solutions of this
equation correspond to the fixed-points of the state
TABLE I
OVERVIEW OF RESULTS. THE ALGORITHMIC RESULTS CORRESPOND TO MEAN-SQUARED ERROR OBTAINED VIA THE STATE EVOLUTION (SE)
FORMALISM. THE FUNDAMENTAL LIMITS CORRESPOND TO EXPLICIT FORMULAS FOR THE MUTUAL INFORMATION AND MMSE.
IID Gaussian Matrices Orthogonally Invariant Matrices
Algorithmic SE Fundamental Limits Algorithmic SE Fundamental Limits
Linear Model (Gaussian Case) AMP [15], [16] Rigorous [1], [2], [24], [25] S-AMP [18], VAMP [19] Rigorous [1], [2]
Linear Model (IID Prior) AMP [15], [16] Postulated [5], Rigorous [12] S-AMP [18], VAMP [19] Postulated [8]
Generalized Linear Model GAMP [17] Postulated [9], Rigorous [14] GVAMP [20] Postulated (This Paper)
Serial Network ML-AMP [9] Postulated [9] ML-VAMP [21] Postulated (This Paper)
Tree Network (Gaussian Case) – Rigorous (This Paper) – Rigorous (This Paper)
Tree Network – Postulated (This Paper) – Postulated (This Paper)
evolution equations for AMP algorithms [9], [15]–[21]
.
II. ADDITIVE GAUSSIAN NOISE TRANSFORMS
A. Mutual information and MMSE in Gaussian noise
Let X be an N -dimensional random vector. Given any
number s ∈ [0,∞) we define X˜(s) = √sX + W to be
an observation of X under standard Gaussian noise W ∼
N (0, I) that is independent of everything else. The mutual
information function IX(s) and MMSE function MX(s) are
defined as
IX (s) =
1
N
I
(
X; X˜(s)
)
MX(s) =
1
N
E
[
tr
(
Cov
(
X | X˜(s)))].
The MMSE function is finite and real analytic on (0,∞) [26].
Furthermore, if the mutual information function is finite, then
its derivative is equal to one half the MMSE function:
d
ds
IX(s) =
1
2
MX(s). (3)
This identity is known as the I-MMSE relationship [27].
Combining the I-MMSE relationship with the fact that the
MMSE function is non-increasing, one finds that the mutual
information function is concave. Noting that IX(0) = 0 leads
to an integral characterization of the I-MMSE relationship:
IX(s) =
1
2
∫ s
0
MX(t) dt. (4)
The definitions given above can also be extended to the
setting of a random pair (X,Y ). The conditional mutual
information and MMSE functions associated with the condi-
tional distribution of X given Y are defined as
IX|Y (s) =
1
N
I
(
X; X˜(s) | Y )
MX|Y (s) =
1
N
E
[
tr
(
Cov
(
X | Y , X˜(s)))].
These functions correspond to expectations over the joint
distribution on (X,Y ). They are linear in the marginal
distribution of Y and satisfy the I-MMSE relationship (3).
Furthermore, we define
IX△Y (s) =
1
N
I
(
X;Y , X˜(s)
)
,
to be the mutual information between X and the pair
of observations (Y , X˜(s)). By the chain rule for mutual
information,
IX△Y (s) = IX△Y (0) + IX|Y (s), (5)
and thus IX|Y (s) and IX△Y (s) are equal up to a constant.
Alternatively, using the I-MMSE relationship (4) provides an
integral characterization of mutual information in terms of
the difference in the MMSE functions:
IX△Y (s) = IX(s) +
1
2
∫ ∞
s
(
MX(s)−MX|Y (s)
)
ds. (6)
This decomposition is illustrated graphically in Figure 2.
Note that the first term depends only on the distribution
of X while the second term corresponds to the conditional
mutual information I(X;Y | X˜(s)). Evaluating at s = 0
recovers the characterization of mutual information given by
Verdu´ [28, Theorem 3].
B. Legendre transforms
The previous section showed how the mutual informa-
tion between arbitrary random vectors can be decomposed
into estimation-theoretic quantities involving the difference
between MMSE functions under additive Gaussian noise.
One of the key observations of this paper is that these
decompositions can have useful properties when viewed in
a transform domain. Specifically, we focus on the Legendre
transform (or convex conjugate), which is defined according
to
I∗X (u) = sup
s∈[0,∞)
(
IX (s)− 1
2
us
)
.
The factor of one half is used in this definition so that the
parameter u corresponds to the MMSE. The function I∗
X
(u)
is a convex function over the domain {u ∈ R : I∗
X
(u) <∞}.
The fact that IX(s) is concave means that it can be recovered
by applying the Legendre transform a second time:
IX(s) = inf
u
(
I∗X (u) +
1
2
su
)
,
where the infimum is over the domain of I∗
X
(u).
In the transform domain, the counterpart of the MMSE
function is given by the inverse MMSE function GX (u),
which is defined to be the functional inverse of MX(s). For
any non-constant random vector it can be shown that the
MMSE function is strictly decreasing on [0,∞). Therefore,
the inverse is well-defined for all u ∈ (0,MX(0)] and is
given by the unique solution to
MX(GX(u)) = u. (7)
In words, GX(u) can be understood as the signal-to-noise
ratio that is needed in order to attain a desired MMSE.
The I-MMSE relationship in the transformed domain can
now be stated as:
d
du
I∗(u) = −1
2
GX(u). (8)
Moreover, noting that I∗
X
(MX(0)) = 0 gives
I∗X(u) =
1
2
∫ MX(0)
u
GX(v) dv. (9)
From these expressions, it is easy to see that an equivalent
definition of the Legendre transform is provided by
I∗X(u) = IX (G(u))−
1
2
uG(u), 0 < u ≤MX(0).
The behavior as u converges to zero depends on whether X
has finite entropy:
lim
u→0
I∗X(u) =

1
N
H(X), H(X) <∞
+∞, otherwise.
(10)
For a random pair (X,Y ) the transformations associated
with the conditional distribution of X given Y are defined
similarly. Following from (5), we see that
I∗X△Y (u) = IX△Y (0) + I
∗
X|Y (u), (11)
and thus I∗
X△Y (u) and I
∗
X|Y (u) are equal up to a constant.
Alternatively, using the I-MMSE relationship the counterpart
of the decomposition in (6) is given by
I∗X△Y (u) = I
∗
X(u) +
1
2
∫ u
0
(
GX(v) −GX|Y (v)
)
dv.
(12)
This decomposition is illustrated graphically in Figure 2.
Note that the first term depends only on the distribution of
X . The second term is non-negative and plays an important
role in our analysis.
C. Multivariate Legendre transforms
The definitions given in the previous subsections can also
be extended to a collection of jointly random vectors X =
{X1, . . .XL}. For all s ∈ [0,∞)L, the mutual information
function IX(s) is defined according to
IX(s) =
1
N
I
(
X; X˜(s)
)
where X˜(s) = {X˜1(s1), . . . , X˜L(sL)} are obtained under
independent Gaussian noise. In this case, it is possible that
the vectors have different dimensions and thus the parameter
N should be regarded as a global normalization term. The
MMSE function MX(s) is defined to be the vector-valued
0
0
s
MX|Y (0)
MX(0) MX(s)
MX|Y (s)
0
0
u
MX|Y (0)
MX(0) MX(s)
MX|Y (s)
Fig. 2. Illustration of mutual information functions. The function IX△Y (s)
is equal to one half of the area of the shaded regions shown in the top panel.
The region on the left (blue) depends only on the prior distribution of X
while the region on the right (red) corresponds to the difference between
MMSE functions. The function I∗
X△Y
(u) is equal to one half of the area
of the shaded regions shown in the bottom panel. The top region (blue)
depends only on the prior distribution of X while the region on the bottom
corresponds to the difference between inverse MMSE functions.
function whose ℓ-th entry corresponds to the MMSE in the
ℓ-th vector: [
MX(s)
]
ℓ
=
1
N
mmse(Xℓ | X˜(s)).
By the I-MMSE relationship, the MMSE function is equal to
one half the gradient of the mutual information function:
MX(s) =
1
2
∇IX(s),
The mutual information function IX(s) is concave [29], and
the multivariate Legendre function is given by
I∗X (u) = sup
s∈[0,∞)L
(
IX△Y |U (s) − 1
2
〈u, s〉
)
.
D. The integrated R-transform and its dual
The mutual information and MMSE functions correspond-
ing to multivariate Gaussian distributions can be expressed
in terms of the Stieltjes transform and the R-transform from
random matrix theory [1], [2]. The Stieltjes transform of the
random variable X is defined by
CX(t) = E
[
1
X − t
]
. (13)
This expectation is well-defined for all t outside the support
of X . For the purposes of this paper, we apply this transform
to nonnegative random and restrict the domain to the negative
reals t ∈ (−∞, 0). The Stieltjes transform associated with an
N ×N symmetric random matrix K is defined according to
CK(t) =
1
N
E
[
tr
(
(K − tI)−1
)]
. (14)
Note that this expression is equivalent to (13) when X is
distributed according to the empirical spectral distribution of
K , that is X is equal to λi(K) with probability 1/N .
To see the connection with the MMSE function defined
in the previous sections, observe that if X ∼ N (0,K−1)
where K is a positive definite random matrix then
MX|K(s) =
1
N
E
[
tr
(
(sI +K)
−1
)]
= CK(−s).
It can can be verified that the Stieltjes transform is a
bijection from its domain onto its image, and thus the
functional inverse C−1X (·) is well-defined. The R-transform
of the random variable X is defined by
RX(z) = C
−1
X (−z)−
1
z
. (15)
For the purposes of this paper we focus on the integrated
R-transform, which is defined according to
JX(t) =
1
2
∫ t
0
RX(−z) dz. (16)
It can be verified that JX(t) is concave with
JaX(t) = JX(at), a > 0.
The Legendre transform of the integrated R-transform is
defined according to
J∗X(u) = sup
t
(
JX(t)− 1
2
u t
)
. (17)
Example 1 (Point-mass distribution). The transforms associ-
ated with a point-mass distribution at λ are given by
C(t) =
1
λ− t , R(z) = λ
J(t) =
1
2
λt, J∗(u) =
{
0, u = λ
+∞, u 6= λ.
Example 2 (Bernoulli distribution). Let A be an M × N
matrix (M ≤ N) distributed uniformly over the Stiefel
manifold, i.e., the set of all matrices with orthogonal rows,
i.e., AAT = IM . The empirical spectral distribution A
TA
is Bernoulli with parameter β = M/K ∈ (0, 1], and the
associated transforms are given by
C(t) =
β
1− t −
1− β
t
R(z) =
z − 1 +√(1− z)2 + 4βz
2z
J∗(u) =
β
2
log
(
β
u
)
+
(1 − β)
2
log
(
1− β
1− u
)
.
Example 3 (Marcˇenko-Pastur distribution). LetA be anM×
N random matrix whose entries are IID zero-mean random
variables with variance 1/N . If M,N → ∞ with M/N →
β ∈ (0,∞), then the empirical spectral distribution of ATA
converges weakly to the Marcˇenko-Pastur distribution. The
transforms associated with this distribution are given by
C(t) =
−1 + β − t−√t2 − 2(1 + β)t+ (1− β)2
2t
R(z) =
β
1− z
J(t) =
β
2
log(1 + t)
J∗(u) =
β
2
(
log
(
β
u
)
+
u
β
− 1
)
.
E. Examples of transforms
Example 4 (Gaussian Prior). If X ∼ N (0,K−1) where K
is a positive definite random matrix then
I∗
X|K(u) =
1
2
log
(
σ2
u
)
+ JK(u)− JK(σ2)
GX|K(u) =
1
u
−RK(−u),
with σ2 = 1
N
E
[
tr(K−1)
]
. Furthermore, ifK is deterministic
and proportional to the identity matrix, then
I∗X (u) =
1
2
(
log
(
σ2
u
)
+
u
σ2
− 1
)
(18)
GX(u) =
1
u
− 1
σ2
. (19)
Example 5 (Gaussian Linear Model). Suppose that
X ∼ N (0, σ2I), Z = AX, Y = Z +W ,
where A is an M ×N random matrix and W ∼ N (0, I) is
standard Gaussian noise. Then,
I∗
X,Z|A(u, v) = I
∗
X(u) + J
∗
ATA
(v/u)
I∗
X△Y |A(u) = I
∗
X(u) + JATA(u),
where I∗
X
(u) is given in (18).
Example 6. If X ∼ N (0, σ2I) and Y = √λX+W where
W ∼ N (0, I), then
I∗X,Y (u, v) = I
∗
X(u)
+
1
2
(
log
(
1 +
√
1 + 4uvλ
2v
)
−√1 + 4uvλ+ λu+ v
)
.
where I∗
X
(u) is given in (18).
III. NETWORKS OF GLMS
A. Problem Formulation
Consider a rooted tree with nodes indexed by the set
V = Vvar ∪ Vobs where Vvar and Vobs are disjoint sets corre-
sponding to vectors of unknown variables and observations,
respectively. To simplify the exposition we will assume that
the root node 1 belongs to the variable set and that all the
nodes indexed by the observation set are terminal nodes
(leafs) in the tree. For each index ℓ ∈ V \{1} let π(ℓ) denote
the parent of node ℓ. On this tree, a network of GLMs is
defined according to
X1 ∼ P1(x) (20)
Zℓ = AℓXπ(ℓ), ℓ ∈ V \{1} (21)
Xℓ | Zℓ ∼ Pℓ(x | z) ℓ ∈ Vvar\{1} (22)
Yℓ | Zℓ ∼ Pℓ(y | z) ℓ ∈ Vobs. (23)
The dimensions of the vectors and matrices are given by
Xℓ ∈ RNℓ , Aℓ ∈ RMℓ×Nπ(ℓ) , Zℓ ∈ RMℓ .
We use the convention that the mutual information and
MMSE functions associated the network are defined with
respect to a global normalization term N . For example, if a
vector in the ℓ-th stage consists of Nℓ independent copies
of a random variable X , then the corresponding mutual
information functions defined with respect to N are given
by
IXℓ(s) = αℓ IX(s) MXℓ(s) = αℓMX(s)
I∗Xℓ(u) = αℓ I
∗
X(u/αℓ) GXℓ(u) = GX(u/αℓ),
where αℓ = Nℓ/N . The relationships between the mutual
information and MMSE functions described in Sections II
are unaffected by this choice of normalization.
Our construction of the potential function consists of the
following terms:
Ψ1(u) = I
∗
X1
(u1) (24)
Ψℓ(u, v) = I
∗
Zℓ,Xℓ
(u, v)− I∗Zℓ(u) ℓ ∈ Vvar\{1} (25)
Φℓ(u) = I
∗
Zℓ△Yℓ
(u)− I∗Zℓ(u) ℓ ∈ Vobs. (26)
The term Ψ1(u) depends on the prior distribution associated
with the root node. The term Ψℓ(u, v) depends on the joint
distribution of the input-output pair (Zℓ,Xℓ) associated with
an unobserved node. The term Φℓ(u) depends on the joint
distribution of the input-output pair (Zℓ,Yℓ) associated with
an observed node.
Under the assumption that Aℓ is orthogonally invariant,
the distribution of Zℓ is also orthogonally invariant, and thus
Zℓ
dist
=
∥∥Xπ(ℓ)∥∥√(ATℓ Aℓ)1,1 Vℓ,
where Vℓ is distributed uniformly on the sphere of radius one.
Consequently, if 1
N
‖Xπ(ℓ)‖2 and
(
ATℓ Aℓ
)
1,1
are close to
their expectations with high probability, then the distribution
of Zℓ is approximately isotropic Gaussian N (0, τ2ℓ I) with
τ2ℓ = E
[
1
N
∥∥Xπ(ℓ)∥∥2]E[ 1
N
‖Aℓ‖2F
]
.
Definition 1. The potential function associated with the tree
network of GLMs in (20)–(23) is defined according to:
FN (u,v) = Ψ1(u1) +
∑
ℓ∈Vvar\{1}
Ψℓ(vπ(ℓ), uℓ)
+
∑
ℓ∈Vobs
Φℓ(vπ(ℓ)) +
∑
ℓ∈V \{1}
J∗
AT
ℓ
Aℓ
(
vℓ
uπ(ℓ)
)
.
The number of entries in u = {uℓ} is equal to the number
of unobserved nodes and the number of entries in v = {vℓ}
is equal to the number of GLMs. The domain is given by the
intersection of the domains of the individual terms.
We also define a compact version of the potential function
F˜N(u) corresponding to the minimum of FN (u,v) with
respect to v. This function can be expressed as
F˜N(u) = Ψ(u1) +
∑
ℓ∈Vvar\{1}
Ψ˜ℓ(uπ(ℓ), uℓ) +
∑
ℓ∈Vobs
Φ˜ℓ(uπ(ℓ))
where
Ψ˜ℓ(u, u
′) = min
v
(
J∗
AT
ℓ
Aℓ
(v/u) + Ψℓ(v, u
′)
)
Φ˜ℓ(u) = min
v
(
J∗
AT
ℓ
Aℓ
(v/u) + Φℓ(v)
)
.
Note that in the special case where Aℓ is an orthogonal
matrix, we have Ψ˜ℓ(u, u
′) = Ψℓ(u, u
′) and Φ˜ℓ(u) = Φℓ(u).
B. Converging sequences
We focus on sequences of problems indexed byN in which
the network is fixed, while the dimensions {Mℓ, Nℓ} increase
to infinity with
lim
N→∞
Nℓ/N = αℓ, lim
N→∞
Mℓ/N = βℓ
where αℓ, βℓ ∈ (0,∞).
Definition 2. A sequence of problems is said to be converg-
ing if there exists an absolutely continuous function F(u,v)
such that
lim
N→∞
FN (u,v) = F(u,v),
for all (u,v) in the domain of F(u,v).
Definition 3. The potential function formalism associated
with a converging sequence of tree network of GLMs is said
to be asymptotically exact if the following conditions holds:
(i) The mutual information satisfies
lim
N→∞
1
N
I(X ;Y | A) = min
u,v
F(u,v).
(ii) If F(u,v) has a unique global minimum at (u∗,v∗),
then the MMSE satisfies
lim
N→∞
1
N
mmse(Xℓ | Y ,A) = u∗ℓ , ℓ ∈ Vobs
lim
N→∞
1
N
mmse(Zℓ | Y ,A) = v∗ℓ , ℓ ∈ V \{1}.
C. Results
Assumption 1 (Orthogonally Invariant Matrices). The ma-
trices {Aℓ} are drawn independently from orthogonally in-
variant distributions. Furthermore, as N increases to infinity,
E
[
λ2max(A
T
ℓ Aℓ)
]
is bounded uniformly and the empirical
spectral distribution of ATℓ Aℓ converges weakly and almost
surely to a compactly supported probability measure νℓ.
Assumption 2 (Gaussian Case). The prior distribution is
Gaussian X1 ∼ N (0, σ21I) and every channel in the network
corresponds to additive Gaussian noise Pℓ(· | z) = N (z, I).
Theorem 1. Under Assumptions 1 and 2, the sequence of
problems is converging and the potential function formalism
is asymptotically exact. Furthermore, the asymptotic potential
function F(u,v) is convex.
Assumption 3 (Separable Case).
(i) The entries of X1 are IID copies of a random variable
X with finite fourth moment.
(ii) The channels are separable and have a Gaussian com-
ponent, i.e.,
Pℓ(x | z) =
Nℓ∏
i=1
∫
φǫℓ(u)Qℓ(xi − u | zi) du, (27)
where Qℓ(· | z) is a fixed probability measure on R
with uniformly bounded fourth moment, φσ2 (u) is the
density of a Gaussian N (0, σ2) distribution, and the
variance terms {ǫℓ} are strictly positive.
Theorem 2. Under Assumptions 1 and 3, the sequence of
problems is converging. Furthermore:
(i) In the case of a sequential network, the stationary points
of the potential function F(u,v) characterize the fixed-
points of the state evolution of the ML-VAMP algorithm
introduced by Fletcher and Rangan [21].
(ii) In the case of a serial network with IID Gaussian
matrices, the potential function formalism recovers the
formulas for the mutual information and MMSE ob-
tained by Manoel et al. [9] using the replica method.
(iii) In the case of the GLM with an IID Gaussian matrix,
the potential function formalism is asymptotically exact.
In particular, the formulas for the mutual information
and MMSE match the expressions given by Barbier et
al. [14].
(iv) In the case of a standard linear model, the potential
function formalism recovers the formulas for the mutual
information and MMSE obtained by Tulino et al. [8]
using the replica method.
IV. CONCLUSION
This paper describes a new method for analyzingt the statis-
tical properties of multilayer networks. The main assumption
made throughout is that the matrices are drawn independently
from orthogonally invariant distributions. Our method is
rigorous for a variety of problems, including the special case
of Gaussian networks. More generally, our method provides
precise conjectures for non-Gaussian networks. An important
direction for future work is to study the necessary and
sufficient conditions for the potential function formalism to
be asymptotically exact.
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