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The behavior of water confined at the nanoscale plays a fundamental role in bi-
ological processes and technological applications, including protein folding, translo-
cation of water across membranes, and water filtration and desalination processes.
Remarkably, nanoscale confinement can drastically alter the properties of water. Un-
derstanding these changes in the physical behavior of water can provide new insights
into many scientific questions and technical challenges.
This thesis focuses on phase diagrams of water confined by graphene and graphene
oxide. First, by performing Molecular Dynamic (MD) simulations, we constructed
phase diagrams of water confined by graphene, a hydrophobic smooth surface. We
found that the phase behaviors of water confined by graphene are complicated. In the
phase diagram, monolayer square ice, bilayer square ice, liquid and vapor phases were
presented. The non-monotonic cavitation pressures as a function of walls separations
was unexpected. The values of cavitation pressures significantly deviated from the
classical prediction for bulk water.
Next, I moved to water under hydrophilic confinements. The first model used was
a hydrophilic graphene-based surface where graphene C-water O interactions were
tuned to create a hydrophilic surface but maintaining the geometry of the graphene.
The phase diagram of water confined by hydrophilic graphene is presented. The
extremely high magnitude of cavitation pressures found in this analysis suggests that
energy can be converted efficiently from changes in relative humidity. Furthermore,
the oscillation of cavitation pressures as a function of walls separations is relevant
to water transportation. By randomly distributing hydroxyl groups on graphene, we
saw similar cavitation pressures in a graphene oxide (GO) model.
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Water is ubiquitous on Earth and is frequently found under spatially restricted
conditions. The behavior of water confined at nanometer dimensions can be remark-
ably different from the well-known behavior of bulk water [47] and has implications
in areas including biology [141, 113, 88, 133, 2, 91], engineering [26, 11, 98, 41, 66,
119, 59], chemistry [17, 24], and material science [20, 144]. For example, the trans-
portation of water in graphitic nanoconduits is superfast [94, 62], which has inspired
applications in desalination [30, 130] and filtration [89, 71].
Confinement surfaces can be classified as hydrophobic and hydrophilic surfaces ac-
cording to their affinity to water. Hydrophobic (water repellent) confinements such as
carbon nanotubes (CNTs) [66, 22, 138, 8, 77], graphene sheets [3, 52, 40, 100, 25] and
silica [107, 87] have received a great deal of attention in both experimental [3, 11, 66]
and numerical studies [17]. Confining geometries based on graphene are of partic-
ular interest due to graphene’s unusual properties, including high strength [86], op-
tical transparency [99], and high electrical conductivity [74]. The phase behavior
of water confined by graphene sheets is very rich. Recent transmission electron mi-
croscopy studies at room temperature as well as computer simulations showed that
water confined by parallel graphene sheets can crystallize into novel structures such
as monolayer and bilayer square ice [147, 3, 25].
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On the other hand, understanding the effects of hydrophilic confinements on water
provides insights into various materials including quartz [65, 44], SiO2 [37, 110], and
biological materials [26, 32]. In particular, the emerging field of water-responsive
materials [92, 27, 149, 4, 26, 75, 101, 145] demands a better understanding of water
interacting with hydrophilic confinements. For example, bacillus spores that response
to humidity change can be used to create energy-harvesting devices [27, 26]. This
biomaterial has water-filled hydrophilic cavities at nanometer scales. The interaction
between the water molecules and the hydrophilic confinements are thought to be the
key to the response evoked by humidity change. To convert energy efficiently from
changes in relative humidty, there are two issues: (i)Cavitation Pressures: Cavitation
pressures of water under nano-confinement limit the most negative pressure that liquid
water can sustain and hence limit the work density of the material. (ii)Physical State:
Physical states of water under nano-confinement govern transport kinetics, which
affect the power density of the material. To address both issues involved, obtaining
the phase diagrams of water under nano-confinement is necessary.
Because of the experimental difficulties in probing nanoscopic solid-water-solid
interfaces, we used Molecular Dynamic (MD) simulations to obtain phase diagrams
of water confined by hydrophobic graphene and hydrophilic graphene oxide. This
chapter is an introduction to the thesis. Sec. 1.2 is a review of cavitation pressures,
including theoretical model (Classical Nucleation Theory) and experimental results.
In Sec. 1.3, I introduced the MD simulation methods used in this thesis, including the
forcefield models and numerical methods. I ended this section with an introduction
to the common water models used in MD simulations.
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1.2 Cavitation Pressure
Cavitation pressure is defined as the limiting mechanical tension of water before
cavitation occurs. In this section, I introduced the theories of cavitation pressures for
bulk water including the classical nucleation theory (CNT) and the spinodal line of
water followed by a review of experimental results.
Liquid and vapor phases of water can coexist at an equilibrium state at a well
defined pressure at temperature, Psat(T ). Outside of this pressure, one of the phases
is more stable than the other one. This metastable state will eventually return to the
equilibrium state, the stable state, and the lifetime of the metastable state decreases
as pressure goes away from the saturated pressure [57, 33].
One particularly interesting case is that the liquid is metastable compared to
vapor state. Such a state can be prepared in two ways: superheating the liquid above
its boiling temperature, or by stretching it below its saturated pressure, Psat(T ).
By using the second method, the liquid is able to reach negative pressure under
mechanical tension. As noted above, the metastable state will eventually return to
its equilibrium state and hence, stretched water nucleates to the bubble of the vapor
phase. This process is called cavitation, which is of fundamental interest for the
understanding of first-order transitions.
1.2.1 Classical Nucleation Theory
I started with the classical nucleation theory (CNT) to homogeneous nucleation,
which is the birth of a new phase due to thermal fluctuations of the system [10, 39,
148]. Classical nucleation theory helps to understand the origin of metastability and
how the metastable state will finally converge to equilibrium state. Let us consider
a liquid stretched at constant temperature (T) to a pressure (P) that is below its
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saturated pressure (Psat(T )). The equilibrium state is Psat(T ). At this metastable
state, the minimum work required to create a sphere bubble of vapor of radius R




piR3(P − Pvapor) + 4piR2σ (1.1)
where Pvapor is the pressure of vapor with the same chemical potential as the liquid at
P and σ is the liquid-vapor surface tension [6]. At pressures far from the critical point,
Pvapor can be simplified to Psat. Since P is smaller than Psat, the first term is negative
and favors the vapor state. However, the second term is the energy cost associated
with the forming of an interface between liquid and vapor. Their competition results
in an maximum energy barrier for a critical bubble with a radius Rc:
Rc =
2σ
Pvapor − P (1.2)





(Pvapor − P )2 (1.3)
As is known, nucleation occurs at a rate proportional to exp[−Eb/(kBT )] due to the
thermal fluctuation. When Eb becomes comparable to kBT , nucleation is likely to
happen. The corresponding nucleation rate can be expressed as:
Γ = Γ0e
−Eb/(kBT ) (1.4)
and the prefactor Γ0 is the product of the number density of nucleation sites and the









where h is the Planck’s constant. For an experiment performed in a volume V and
during a time τ , the cavitation probability is:
Σ = 1− e−ΓV τ (1.6)
Cavitation pressure is defined as the pressure when Σ reaches 1/2, which is:








Eq.1.7 shows cavitation pressure has a weak dependence on Γ0V τ but a strong de-
pendence on temperature (T). The errors from Γ0 will not affect cavitation pressure
significantly. We plot dependences of cavitation pressure on temperature and mul-
tiplication of volume and τ respectively on Fig.1.1. With orders change of V × τ ,
cavitation pressure only changes a little bit.
1.2.2 Spinodal Line
In this section, I considered specifically the spinodal line of water. Due to the spe-
cial properties of water like its high surface tension, its behavior can be very different
from that of other liquids. In the space of variables identifying the thermodynam-
ics state of the system, the boundary between metastable and unstable states is the
spinodal line, the limit of metastability of the system [124, 109]. In thermodynamics,
the Gibbs free energy is:
G(P, T ) = U + PV − TS (1.8)
and the equilibrium state has a minimum Gibbs free energy. Thus in any small
deviation from the equilibrium state, the change in the quantity G(P,T) must be
positive, i.e.
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Figure 1.1: Dependences of cavitation pressure of bulk water on
(a).Temperature and (b). V × τ based on 1.7.
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δU + PδV − TδS > 0 (1.9)









(δV )2 > 0 (1.10)




















where Cv > 0, specific heat at constant volume is always positive. Eq.1.12 can be
written in terms of the Jacobian:
∂[(∂U/∂S)V , (∂U/∂V )S]
∂(S, V )
= −∂(T, P )/∂(S, V ) > 0 (1.14)
If the variables are changed to T and V, we have






)T < 0 (1.15)




)T < 0 (1.16)
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An increase in volume at constant temperature is always accompanied with a decrease
in pressure. Any states in which these conditions are violated are unstable and cannot
exist in nature [85]. Unstable states are located on the portions of the PT (V ) isotherm
curves where the slope is positive. States for (∂P
∂V
)T > 0 are either thermodynamics
stable or metastable, while states for which (∂P
∂V
)T < 0 are unstable. The points
of PT (V ) isotherms where (∂P∂V )T change signs are the extrema states, which these
extrema states identify the limit of the region of metastable states, i.e., the spinodal
line [109].
Water is a strongly adhesive liquid and can sustain high negative pressure, which
is predicted by CNT theory. In the other words, intermolecular distance of water at
negative pressure becomes larger than the equilibrium state. But the increase of in-
termolecular distance cannot hold for any density, there is a critical density(ρc) below
which the system becomes unstable. The pressure corresponding to this density is the
spinodal pressure(Ps), at this point the compressibility diverges and long wavelength
perturbations can grow without any limit [33].
To meet ∂P
∂V
= 0 at Ps, Speedy found the simple form of the equation of states(EOS)
can be written as [123]:
P (V, T ) = Ps(T )[1−B(Vs(T )
V
− 1)2] (1.17)
He found the lowest Ps can reach -212 MPa around 300 K. In practice, nucleation of
a metastable phase makes it almost impossible to directly measure Ps. However, Pcav
exhibits the same qualitative behavior as the spinodal Ps. And Pcav is a parameter
that we can measure directly in experiments and simulations.
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1.2.3 Previous Experimental Results
Experiments on water and other liquids under tension were made as early as the
17th century [72]. However, the values of the cavitation pressures measured were
widely scattered even with similar techniques. Furthermore, experimental results
were far from theoretical predictions.
(i) Berthelot-tube Techniques.
Berthelot tubes were first employed by Marcellin Berthelot in 1850 [18]. A vessel
was almost filled with water and sealed in both ends. By warming up the vessel, the
remaining bubbles were dissolved completely. From the measured dissolving tempera-
ture, the liquid density was deduced. Then, the vessel was cooled down slowly. Water
sticks to the wall and pressure decreased to negative pressure if the temperature was
low enough. They measured the temperature at which cavitation happens. Using
the EOS, the negative pressure were derived. However, the experimental results are
around -20 MPa at 300 K [55, 56, 60, 57].
(ii) Centrifugation.
Centrifugation was first used by Reynolds [114]. Centrifugation uses centrifugal
force on a high-speed tube containing water. A negative pressure is developed on the
rotation axis:
P = P0 − 1
2
ρω2r2 (1.18)
where P0 is the pressure outside tube, ρ is the water density and r is the distance
between the center to the liquid-gas interface. The lowest negative pressure Pcav
obtained with this technique is -27.7 MPa at 283 K by Briggs with boiled distilled
water [21].
(iii) Shock Waves.
Negative pressures can be generated by suddenly stopping a tube filled with water
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that is sent upward by springs. It can also generated by reflection of a pulse at
the interface between water and a lower acoustic impedance medium like air. The
pressure was then estimated using an extrapolation of the Tait equation of the state
for water [127]. The negative pressure reached around -50 MPa [105]. This result is
larger than the negative pressures measured by the other two experimental methods.
But it is still significantly smaller than theoretical prediction.
(iv) Acoustic cavitation.
An acoustic wave can quench liquid water to negative pressure. Both standing
waves and traveling waves can achieve negative pressures, for example, using a stand-
ing wave produced by a spherical resonator. The sound amplitude at center will
cause cavitation. Gallaway found cavitation pressure can reach -0.1 MPa for dis-
tilled water saturated with air and -20 MPa for distilled water degassed to 0.02%
saturation [43, 38, 57].
(v) Mineral Inclusions.
Compared to the methods discussed above, mineral inclusion experiments show
much lower cavitation pressure results. The mineral inclusion method is based on the
similar principle of the Berthelot tube method. The difference is the ’tube’ size (10-
100 µm range). Crystals like quartz, calcite, and fluorite were quench fissured in pure
water at 600− 700 K. The fractured crystals were then sealed in Ag-Pd tubes with a
known amount of ultra pure water, and autoclaved. During this process, fissured traps
were healed and water was trapped inside the pocket. The density of the trapped
water was determined by temperature and pressure. After this, heating dissolved the
remaining bubbles in the inclusion. When the sample was cooled down, liquid water
followed a isochoric path and ended up with cavitation at Pcav(T ) at Tcav. Similar to
Berthelot tube, derivation of Pcav was based on EOS of water. They extrapolate the
Haar-Gallagher-Kell(HGK) EOS to negative pressure regions [50]. The HGK EOS is
a multi-parameter EOS fitted on data measured at pressures where the liquid is sta-
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ble. Compared to Speedy EOS, HGK EOS is qualitatively similar but quantitatively
different and has the minimal spinodal around 333 K with Ps = −160 MPa. Roedder
used such microscopic inclusions and estimated the corresponding cavitation pressure
to be at least -90 MPa [? ]. Angell and his group estimated that nucleation occurred
at Pcav ≈ −140 MPa [151].
Comparing the different experimental methods, only ones taking special care
about water purity can reach low negative pressure results. With a variety of tech-
niques, experiments results obtained were around -20 MPa at room temperature,
which are far from the theoretical value (from 120 − 140 MPa). On the other hand,
in the inclusion case, the cavitation pressures were widely distributed and reached a
significantly lower negative pressure compared to other experimental results.
Cavitation pressures of bulk water is primarily a function of temperature and is
weakly affected by the volume of water. Introducing confinements adds water-surface
interaction term to the free energy. As I will show later, capillary sizes significantly
affect the cavitation pressures of water under nano-confinement.
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1.3 Molecular Dynamics Simulations
As noted above, performing experiments at nanometer scale is challenging, I
turned to computational methods to investigate how the properties of nano-confinements
will affect negative pressures and cavitation pressures.
Our choice of the simulation method depends on the question asked and on the
feasibility of the method to yield reliable results. The time-dependent Schrodinger
equation describes the properties of molecular systems with high accuracy. However,
ab initio level technique (from first principles) can only handle the equilibrium state
of a few atoms. With higher system complexities and longer times of the processes,
approximations are necessary. Molecular modeling based entirely on a similarity
analysis of known structural and chemical data can be applied to replace ab initio
methods at a certain point.
Macroscopic properties are ensemble averages over a representative statistical en-
semble of molecular systems. So the knowledge of a single structure is not sufficient,
even if it is the structure of the minimum energy. For the generation of a representative
equilibrium ensemble two methods are available: (a) Monte Carlo Simulations and
(b) Molecular Dynamics simulations. For the generation of non-equilibrium ensem-
bles and for the analysis of dynamic events, only the Molecular Dynamics simulation
(MD) method is appropriate. While Monte Carlo simulations are simpler than MD
(since do not require the computation of forces), they do not yield significantly better
statistics than MD in a given amount of computer time. Therefore, MD is the more
universal technique and is our best choice.
Molecular Dynamics simulation were first developed in the late 1970s [97, 142],
and has advanced from hundreds of atoms to hundred-thousands of atoms. MD




= Fi, i = 1, 2, 3...N (1.19)
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Equations are solved in small time steps. And MD simulation programs also take
care that the temperature and pressure remain at required values. The coordinates
as a function of time is the trajectory of the system. After initial oscillations, the
system will reach an equilibrium state, and macroscopic properties can be extracted
from trajectory file.
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1.3.1 The Global MD Algorithm
The system topology is loaded as initial input to the simulation. The force field
included in this topology describes the interactions among atoms. These information
is static and never modified during the simulation.
Initial conditions include positions r and velocities v of atoms. Potential inter-
action V as a function of atom positions is calculated first. The force between non-
bounded atoms are computed using 1.20 on all atoms. Adding bonded interactions
and external interactions, we get final forces on all atoms. With this information,
the potential and kinetic energies and the pressure tensor are computed. The move-
ment of the atoms is computed by numerically solving Newton’s equations of motion.
Positions and velocities are updated according to the time step.
The leap-frog algorithm is widely used for the integration of the equations of mo-
tion [61]. The leap-frog algorithm uses positions r of atoms at time t and velocities v
of atoms at t− ∆t
2
; it updates positions and velocities using the forces F (t) determined














It is equivalent to the Verlet algorithm [137]:
r(t+ ∆t) = 2r(t)− r(t−∆t) + F (t)
m
∆t2 +O(∆t4) (1.23)
The algorithm is of third order in r and is time-reversible.
It is also necessary to control the temperature of the system. We introduce two




The Berendsen thermostat is an algorithm to rescale the velocities of particles in
MD simulations to control the simulation temperature [15]. It mimics weak coupling
with an external heat bath at a given temperature T0. The temperature of the system







which means that a temperature deviation decays exponentially with a time constant
τ . This method of coupling has the advantage that the strength of the coupling can
be varied and adapted to the user requirement. The scheme is widely used due to the
efficiency with which it relaxes a system to some target (bath) temperature.
(ii)Nose-Hoover temperature coupling
Although, Berendsen temperature coupling is extremely efficient to relax the sys-
tem to the target temperature, once the system has reached the target temperature,
it is more important to probe a correct canonical ensemble. In this case, a weak
coupling scheme is not the best choice, although the difference is negligible. Here we
introduce Nose-Hoover temperature coupling which was first proposed by Nose and
later modified by Hoover [103, 64].
The Nose-Hoover thermostat is a deterministic algorithm for constant-temperature
molecular dynamics simulations. In this approach, an extra degree of freedom for heat
bath is included to the Hamiltonian, a friction term. In Hoover’s formulation, the




= Fi − ξ ∂ri
∂t
, i = 1, 2, 3...N (1.25)







(T − T0) (1.26)
The desired temperature is denoted T0, while T is the current temperature. Q deter-
mine the coupling strength.
One should keep in mind the difference between these two methods: Berendsen
temperature weak coupling gives a strongly damped exponential relaxation and Nose-
Hoover temperature coupling produce an oscillatory relaxation. The actual time it
takes to relax with Nose-Hoover coupling is several times larger than the period of
the oscillations selected.
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1.3.2 Periodic Boundary Conditions
A big issue with computational method is boundary conditions. The classical way
to minimize edge effects is to use periodic boundary conditions in a finite system.
The atoms to be simulated are put into the prefixed box and copies of the system
surround the box (see Fig.1.2). In this way, there are no boundaries of the system
and the systems approximated by PBCs consist of an infinite number of unit cells.
During the simulation, only the properties of the original cell needed to be recorded
and propagated. If one wishes to simulate non-periodic systems, the periodicity causes
errors. These errors can be evaluated by comparing the results from various system
sizes. In practice, they are expected to be less severe than the errors resulting from
an unnatural boundary with a vacuum.
Gromacs, the software package used here, uses periodic boundary conditions, com-
bined with the minimum image convention: only the nearest image of each particle
is considered for short-range interaction. For long range electrostatic interactions,
this is not always accurate and Gromacs incorporates lattice sum methods like Ewald
Sum, PME and PPPM. I included a short description of the PME method, which I
used for our simulations. The usage of the minimum image convention implies that
the cutoff radius used to truncate non-bonded interactions must not exceed half the
shortest length of the box. Otherwise, more than one image would be within the
cutoff distance of the force.
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Figure 1.2: Periodic Boundary Conditions
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1.3.3 Force Fields
It is beyond any doubt that the force field is the heart of the MD simulations.
Choosing the right force field will decide the forces on atoms, the time evolution of
atoms, and all their statistics.
A force field describes a non-contact force acting on various positions in space. It
is built up from two components: the sets of potential functions used to generate the
potential energies and parameters used in the functions. Combinations of these two
components forms a complete set. The potential functions can be subdivided into
three parts :
(i)Non-bonded Interactions: Lennard-Jones or Buckingham, and Coulomb or mod-
ified Coulomb. I only talked about Lennard-Jones and Coulomb interactions.
(ii)Bonded interactions: Covalent bond-stretching, angle-bending, improper-dihedrals,
and proper-dihedrals.
(iii)Special: Position restrains and distance restrains.
Non-bonded Interactions
Non-bounded interactions are pair-additive and centro-symmetric:












The non-bonded interactions contain a repulsion term, a dispersion term, and a
Coulomb term. The combination of the repulsion term and dispersion term is ei-
ther the Lennard-Jones interaction or the Buckingham interaction. The Coulomb
term is the interaction between charges on the atoms.
(i)Lennard-Jones Interaction:
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The parameters C(6)ij and C
(12)
ij are parameters that only depends on pairs of atom






































Bonded interactions are based on a fixed list of atoms as an input file. There are bond
stretching (2 atoms), bond angle (3 atoms), and dihedral angle (4 atoms) interactions.






kij(rij − bij)2 (1.35)
The bond angle vibration between a triplet of atoms i-j-k is also represented by a




kθijk(θijk − θ0ijk)2 (1.36)
Particle-mesh Ewald Method
Particle-mesh Ewald (PME) is a method proposed by Tom Darden to improve the
performance of the reciprocal sum. Ewald summation was developed as a method in
theoretical physics, long before the creation of computers. And PME is widely used
since the 1970s in computer simulations. Ewald summation rewrites the interaction
potential as the sum of two terms:
ϕ(r) = ϕsr(r) + ϕlr(r) (1.37)
where ϕsr represents short range term whose sum quickly converges in real space
and ϕlr represents long range term whose sum quickly converges in Fourier space.
The method assumes that the short-range part can be summed easily. Hence, the
problem becomes the summation of the long-range term. This method implicitly
assumes the use of periodic conditions. The long-range interaction energy is the sum
of interaction energies between the charges of a central unit cell and all the charges of
the lattice. Hence, it can be represented as a double integral over two charge density
fields representing the fields of the unit cell and the crystal lattice.
In the PME method, the basic idea of particle mesh Ewald summation is to
replace the direct summation of interaction energies between point particles with two
summations :
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ETOT = Esr + Elr (1.38)
Esr is the short-ranged potential in real space and Elr is a summation in Fourier space









where Φlr(k) and ρ(k) represents the Fourier transforms of the potential and the
charge density. In Gromacs, the charges are assigned to a grid space using cardinal B-
spline interpolation. This grid is then Fourier transformed with a 3D FFT algorithm
and the reciprocal energy term obtained by summing over the k space. The potential
on the grid points is calculated with inverse transformation and by using interpolation,
we get the force on each atom.
For all the simulations I performed, I used extended simple point charge water
model (SPCE). For different surfaces models, I used different force fields. In Chap-
ter.2, we described the force field used for the graphene surface in Method section.
In Chapter.3, you will find these informations in Result section.
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1.3.4 Water Models
Water models are determined with quantum mechanics, molecular mechanics and
experimental results. Molecular interactions and the statistical ordering they produce
under different external conditions produce the observable properties we see. Water
exhibits many anomalous properties including phase anomalies, density anomalies
and thermodynamic anomalies due to the molecular interactions. To explain these
anomalies, many types of models have been developed. In general, these models can
be classified in three ways : (i) the number of interaction sites, (ii) whether the model
is rigid or flexible , and (iii) whether the model includes polarization effects.
Water was first studied using classical statistical mechanics in conjunction with a
simple rigid non-polarizable model to describe the water interactions [9, 112, 12, 128].
After that, a large number of water models have been proposed. We will give a brief
introduction to rigid non-polarizable water models. Rigid non-polarizable models can
be classified into three families, models with three interaction sites, models with four
interaction sites and models with five interaction sites. Regardless of the number of
interaction sites, it is always the case that the only Lennard-Jones interaction site is
located on the position of the oxygen atom. The difference among the three-, four-
and five-site models is the charge distribution inside the molecule.
Three-Site Models
Commonly used three-site models are the extended simple point charge model (SPCE) [13]
and transferable intermolecular potential with three points (TIP3P) [70] models. In
these models, a partial negative charge is assigned to the oxygen atom and the posi-
tive charge is placed on the positions of hydrogen atoms. For the case of the TIP3P
model, the two parameters of LJ interaction were chosen to reproduce the density
of water at room temperature and pressure and the vaporization enthalpy at room
temperature. The TIP3P model is the most popular model of water especially in
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biological systems.
The SPCE model is the second three-site model considered. It has a good repu-
tation for performing water simulations. Compared to the TIP3P model, there are
two major differences. First, SPCE uses different geometrical parameters, a 1Å bond
length and a 109.5◦ bond angle instead of 0.9578Å and 105.46◦, which is the experi-
mental geometry of the water molecule in the gas phase. However, the main difference
between these two models to account for different water properties is the way the LJ
parameters were obtained. For the SPCE model, the parameters are obtained to pre-
serve the liquid density at room temperature and pressure just like the TIP3P model.
However, the SPCE model is also required to reproduce the experimental value of the
vaporization enthalpy of water when corrected by a self-polarization correction which
accounts for the fact that the dipole moment of the water molecular in the gas phase
is different from that in the liquid phase.
Four-Site Models
The transferable intermolecular potential with 4 points (TIP4P) and TIP4P/2005
models are introduced here. Both of these models put the negative charge on the
position of oxygen atom and positive charges on the H-O-H bisector. This charge
distribution was firstly proposed by Bernal and Fowler in 1933 [16]. It is also used
frequently when fitting the potential energy surface (PES) from first principles studies
to empirical expressions [35, 84]. The TIP4P was proposed by Jorgensen et al. in
1983 together with the TIP3P model [70]. The TIP4P and TIP3P models are tar-
geted to reproduce the same experimental results. The only difference is their charge
distribution on the water molecules. The other four-site model is TIP4P/2005, which
is proposed in 2005 [1]. These two models share the same molecular geometry. The
main difference is the targeted experimental properties used. The parameters of
TIP4P/2005 are used to reproduce the room pressure isobar densities not just the
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density at room temperature.
Five-Site Models
The final model considered is a five-site model, TIP5P, which was proposed by Ma-
honey and Jorgensen in 2000 [93]. Similarly, the negative charge is placed on the
position of oxygen atom. Positive charges are positioned on two hydrogens and the
positions of the lone pair electrons, which is based on the ST2 model proposed by
Rahman and Stillinger [128]. Both of these two models used the presence of sp3
hybrids and lone pair electrons in water [104].
Among all these water models, which model is best? Actually, there have been
studies evaluating the performances of different models. One of them used a test
including 17 properties of water from vapor, liquid and solid phases [136] and they
evaluated the agreement quantitatively from 0 (bad agreement) to 10 (good agree-
ment). TIP3P, TIP5P, TIP4P, SPCE and TIP4P/2005, obtaining an average score of
2.7, 3.7, 4.7, 5.1, and 7.2 respectively. However, no model can reproduce all properties
perfectly and for different properties, some models performed better.
In my simulations, I chose the SPCE model. The SPCE model is a three-site
model that can reasonably reproduce experimental results. Besides, the results I got
could be compared with previous results from other simulations using SPCE model.
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Chapter 2
Phase Diagram of Water Confined by
Graphene
2.1 Overview
Using molecular dynamics simulations, we determine the phase diagram of water
confined by graphene sheets in slab geometry, at T = 300 K and for a wide range
of pressures. We find that, depending on the confining dimension D and density
σ, water can exist in the liquid and vapor phases, or crystallize into monolayer and
bilayer square ices, as observed in experiments. Interestingly, depending on D and
σ, the crystal-liquid transformation could be a first-order-like phase transition, or
smooth, reminiscent of a supercritical liquid-gas transformation. We also focus on
the limit of stability of the liquid relative to the vapor and obtain water’s cavitation
pressure perpendicular to the graphene sheets, P cav⊥ , as a function of D. Surprisingly,
P cav⊥ varies non-monotonically with increasing D, covering a range of ∼500 MPa
(0.85 < D < 1.35 nm), and exhibits a maximum at D ≈ 0.90 nm (equivalent to three
water layers in length). The effect of nanoconfinement on the cavitation pressure can
have an impact on water transport in technological and biological systems. Our study
emphasizes the rich and apparently unpredictable phase behavior of nanoconfined
water, which is complex even for the case of graphene, perhaps the simplest and
smoothest surface one can think of.
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2.2 Introduction
Numerous theoretical and computational studies, including density functional the-
ory and molecular dynamics(MD) simulation, have provided considerable insights into
the structure, thermodynamic, and dynamical properties of water confined within
nanocapillaries [29, 25, 3, 52, 77, 110]. Common confining model surfaces include
detailed realistic surfaces, such as carbon nanotubes (CNTs) [66, 22, 138, 8, 77],
graphene sheets [3, 52, 40, 100, 25], SiO2 [37, 110], and MoS2 nanopores [36, 54],
which have potential applications in water desalination and purification [31, 54], as
well as model surfaces, such as unstructured smooth confining walls [80, 52, 150].
These and other studies show that the unique properties of nanoconfined water de-
pend strongly on the confining geometry and dimensions [8], and characteristics of
the confining surfaces, such as chemistry [46], structure [110], and curvature [51].
Unfortunately, at present, water’s behavior at the nanoscale is rather unpredictable
and results from one study, based on a specific confined system, are not necessarily
transferable to other confined systems.
Confining geometries based on graphene are of particular interest due to graphene’s
unusual properties, including high strength [86], optical transparency [99], and high
electrical conductivity [74]. In this regard, we note that water’s unusual behavior in
contact with or confined by graphene can largely affect graphene’s properties. In the
context of confined water, graphene is unique because of its atomically smooth and
uniform structure; graphene is perhaps one of the simplest confining surfaces that one
could use to study confined water. Numerous experimental and computer simulations
studies of water confined within carbon nanotubes are available [81, 66, 77, 5, 95].
These studies show that confinement can induce vaporization of water at unexpected
low temperatures, or induce ice formation into novel structures, such as tubular square
and hexagonal ices [47, 77]. Similarly, the phase behavior of water confined by
graphene sheets is very rich. Recent transmission electron microscopy studies at
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room temperature and computer simulations show that water confined by parallel
graphene sheets can crystallize into novel structures such as monolayer and bilayer
square ice [147, 3, 25].
At present, a full exploration of the phase diagram of water confined by graphene
sheets is not available. A first principle computational study shows a complex ice
phase diagram that includes a monolayer ice [25]. However, this study was conducted
only at T = 0 K. Recent MD simulations of water confined by graphene sheets
explored the phase diagram of water at 100 K< T < 400 K and pressures in the
range 0.1 − 5 GPa [154]. This study finds the formation of monolayer square ice
and bilayer triangular AA stacking ice, depending on pressure. However, this work is
limited to the case of graphene sheets separation D = 0.9 nm. Another recent study
included the effects of varying D, at constant temperature, though the range was
narrow (0.65 nm< D < 0.75 nm) and lateral pressures were high (> 500 MPa) [153].
In this work, in order to improve our understanding of nanoconfined water, we
study systematically the phase diagram of water confined by two parallel graphene
sheets. A complete phase diagram of water under these conditions could be charac-
terized in terms of the separation between sheets D, temperature T, number of water
molecules N, and walls surface area A. A complete 4D phase diagram is very complex
and difficult to analyze and hence, we limit ourselves to the case T = 300 K. We
explore graphene sheets separations D = 0.6 − 1.5 nm and wide range of densities
that encompass the liquid and vapor states as well as crystallization (into a monolayer
and bilayer square ices). We pay particular attention to the behavior of nanoconfined
water under tension, which has been mostly overlooked. Due to the strong surface
tension of water, bulk water can withstand very negative pressures (approximately
−100 MPa at T = 300 K), in agreement with estimations based on Classical Nucle-
ation Theory (CNT) [23, 33]. Interestingly, we find that the cavitation pressure of
water confined by graphene is highly sensitive to the confining dimension and varies
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non-linearly with D, covering a range of ∼500 MPa (0.85 < D < 1.35 nm). We con-
firm that the phase diagram we obtain is qualitatively unchanged if we alter water
carbon interactions (corresponding to water contact angles in the range 90 − 110◦)
and confirm that our phase diagram is independent of the methodology employed, as
expected.
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2.3 Methods
We performed extensive molecular dynamics (MD) simulations of a system com-
posed of N water molecules confined between two graphene plates in slab geometry
Fig.2.1a. The walls are located perpendicular to the z-axis, at z = ±D/2 where D
is the capillary size. Periodic boundary conditions are applied along the x and y
directions and hence, the confined volume is effectively infinite along the directions
parallel to the walls. Simulations are performed at constant N , A, D, and temper-
ature (N − A − D − T ensemble). The system dimensions are Lx × Ly × Lz where
Lx = 15.386 nm and Ly = 15.228 nm are the dimensions of the graphene sheets. The
system is also periodic along the z-axis and hence, we choose Lz = 15.000 nm which
is at least > 10 times the largest value of D considered. This implies that there is a
large space between the graphene sheets and their periodic copies along the z-axis.
We use the SPCE model for water [14] and represent the graphene carbon (C)
atoms as Lennard-Jones (LJ) particles with no partial charge. The graphene C atoms
interact only with the O atoms of water and the corresponding LJ parameters are
given by the Lorentz-Berthelot combination rules [90], σCO = (σOO + σCC)/2 and
CO =
√
OOCC . In these expressions, (σOO = 0.3166 nm, OO = 0.6500 kJ/nm) are
the LJ parameters of water O atoms in the SPCE model [14], and (σCC = 0.3214 nm,
CC = 0.1510 kJ/nm) are the LJ parameters of graphene C atoms. The resulting water
O-graphene C parameters are (σCO = 0.3190 nm, CO = 0.3133 kJ/nm). Werder et
al. [143] showed that when these parameters are chosen, the contact angle of SPCE
water in contact with graphite is θc = 107◦−111◦. The same water-carbon interactions
parameters were used by Wang et al. [139] to study water droplets in contact with
graphene and graphene-based surfaces. We find that for the graphene model surface
considered in this work, the contact angle of SPCE water is θc ≈ 108◦.
The experimental contact angle of graphene is believed to be θc ≈ 108◦ [19, 139]
but experimental values vary [122, 140, 132, 82, 102, 117]. In addition, experiments
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show that graphene is ’wettably transparent’, i.e., the contact angle of water in
contact with graphene can vary considerably if a substrate is used to support the
graphene sheet [111, 120]. In order to explore the effects of altering the contact an-
gle of graphene, we also perform MD simulations with modified graphene sheets for
which CC = 0.2686 kJ/nm (CO = 0.4178 kJ/nm) while keeping σCC = 0.3214 nm.
We find that the contact angle of SPCE water in contact with such a free standing
modified graphene sheet is θc ≈ 90◦.
Our simulations are performed using the GROMACS software package [58]. The
temperature is mantained constant at T = 300 K for all systems studied by using
a Nose–Hoover thermostat (with 1-ps time constant). Electrostatic interactions are
treated using a Particle Mesh Ewald (PME) solver with a reciprocal space gridding
of 0.12 nm and a fourth-order polynomial interpolation. A cutoff rc = 1 nm is used
for the real space force calculations of the PME solver as well as for the LJ short
range interactions. MD simulations are performed for 2 − 20 ns, depending on the
diffusivity of water, and with a time step of 1 fs.
For a given number of water molecules, we first find a wall-wall separation D at
which confined water is in the liquid state. Then, we increase/decrease the capillary
size to explore the complete range of wall separations until the system cavitates (at
large D) or crystallizes (at small D). During this process, we obtain P⊥(D) at constant
N and identify the unstable region for the confined system.
Due to the slab confining geometry considered, and for constant (N,A, T ), P⊥(D)
plays the role of the pressure P (V ) in a bulk liquid. For such a system to be thermo-
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The first law of thermodynamics states that
dU = TdS − dW + µdN (2.2)
where S is the entropy, µ is the chemical potential, and dW represents the mechanical
work done on the system. For an liquid confined in slab geometry (see, e.g. Refs. [76,
134, 49]), isotropic among the direction parallel to the graphene sheets, the mechanical
work can be expressed as
dW = P‖DdA+ P⊥AdD (2.3)
where P‖ and P⊥ are, respectively, the pressure along the dirrection parallel and
perpendicular to the graphene sheets. From Eqs.2.2 and 2.3, it follows that the
Helmholtz free energy F obeys
dF = d(U − TS) = −SdT − P‖D dA− P⊥A dD + µdN (2.4)
If the walls surface area is constant, as it is the case in our MD simulations, then
dF = −SdT − P⊥ dV + µdN (2.5)
Eq.2.5 is analogous to the expression of dF for the case of a bulk liquid where P⊥ plays







> 0, holds for our confined liquid (A = constant). Therefore,
the condition of stability for a confined liquid in slab geometry, with constant wall





Violation of Eq.2.6 indicates the presence of a phase transition.
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2.4 Results
Our results are based on the system shown in Fig.2.1a where water is confined by
two "infinite" parallel graphene sheets, separated by a distance D (see Methods). We
perform molecular dynamics (MD) simulations at constant N (at T = 300 K), and
vary the walls separation from D ≈ 0.6 nm (corresponding to a water monolayer) up
to D ≈ 1.4 nm. For a given N, we calculate the pressure perpendicular to the walls
as a function of the walls separation, P⊥(D). We note that knowledge of P⊥(D) is
sufficient to identify phase transitions between the different phases accessible to the
system (at a given N and T). Specifically, as shown in the appendix, at constant A,
P⊥(D) must be a monotonic decaying function of D for the system to be stable, and
the system experiences a phase transition if (∂P⊥/∂D)N,A,T > 0 [76, 134].
We divide the results into three parts. In the first part, we describe in detail
the different phase transitions observed in water confined by graphene sheets. In
the second part, the complete phase diagram of water confined by graphene sheets
is presented. In the last part, we test the consistency of our phase diagram with
independent simulations of water confined by graphene sheets in contact with an
external water reservoir. We conclude with a brief summary of the results presented
in this work.
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2.4.1 Phase Transitions inWater Confined by Graphene Sheets
We perform MD simulations for 3000 ≤ N ≤ 6500 depending on D, corresponding
to surface number densities σ ≡ N/A in the range 12.80 ≤ σ ≤ 27.74 nm−2(here,
A = 15.386×15.228 nm2 is the graphene sheets surface area). Although the behavior
of P⊥(D) varies considerably with σ, we find that the qualitative behavior of P⊥(D),
and the associated phase transitions, fall within one of the following three scenarios
(see Fig.2.1b).
(i) Low densities: 12.80 ≤ σ ≤ 17.06 nm−2. For low water contents, P⊥(D)
exhibits two regions of instability [(∂P⊥/∂D)N,T > 0] and hence, the system expe-
riences two phase transition [49]; see Fig.2.1b. For example, at the lowest density
we can investigate, σ = 12.80 nm−2, P⊥(D) shows two unstable regions, one at
0.74 ≤ D ≤ 0.77 nm and the other at 0.83 ≤ D ≤ 0.87 nm; see Fig.2.2a. As
we show below, water crystallizes rapidly into a monolayer square ice at very small
walls separations (D < 0.74 nm in Fig.2.2a) and, upon increasing D, the monolayer
ice melts into a monolayer liquid (0.77 ≤ D ≤ 0.83 nm in Fig.2.2a) [3]. At larger
walls separations (D > 0.83 nm in Fig.2.2a) we observe cavitation indicating that
the liquid becomes unstable relative to the vapor phase. The sequence of transfor-
mations ‘monolayer ice→liquid→vapor’ with increasing D is found at all densities
12.80 ≤ σ ≤ 17.06 nm−2.
The phase behavior of the system is determined based on the mean square dis-
placement (MSD) of the molecules parallel to the walls, MSD(t) [53]; the oxygen-
oxygen radial distribution function (RDF) parallel to the walls, gOO(r) [53, 52]; and
visual inspection of snapshots taken at different times. In addition, to discriminate
among multilayer structures, we also calculate the transverse density profile along
the z-direction, ρslab(z) [53]. Fig.2.2b and 2.2c show the MSD(t) and gOO(r) for
σ = 12.80 nm−2 and for selected walls separations (indicated in Fig.2.2a with squares).
At D < 0.74 nm, the system is in the solid state. Accordingly, as shown in Fig.2.2b
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Figure 2.1: (a) Snapshot of the system studied in this work where water is
confined by two parallel graphene sheets. Periodic boundary conditions are
applied along the x and y directions and hence, the graphene sheets are effec-
tively infinite. (b) Pressure perpendicular to the graphene sheets as function
of D for selected surface densities σ = N/A. σ increases from 12.80 nm−2
(left curve) to 27.73 nm−2 (right curve) in increments of 2.13 nm−2. At
σ < 17.06 nm−2, water exhibits two phase transitions, indicated by the sud-
den increase in P⊥(D). At small D, water evolves from a monolayer square
ice to the liquid state; at large D, water exhibits a liquid to vapor phase tran-
sition. At 19.19 < σ < 23.45 nm−2, water shows only a liquid to vapor phase
transition at large values of D. At σ > 25.60 nm−2, water exhibits a bilayer
ice to liquid transition at small D, and a liquid to vapor phase transition at
large D.
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(blue and green lines), the MSD(t) reaches a plateau at long times indicating that
molecular translational motion is absent for long times [77, 83, 79, 146, 52]. Snap-
shots of the systems at D < 0.74 nm clearly show that water molecules arrange in a
monolayer square lattice (see snapshots with blue and green squares in Fig.2.2d). The
ice formation is also evident from the corresponding gOO(r) (blue and green lines in
Fig.2c). At these small values of D, gOO(r) exhibits pronounced maxima and minima
at all values of r, indicative of long range order [53].
At walls separations 0.83 < D < 0.87 nm (yellow and red squares in Fig.2.2a), the
system is in the liquid state. This is consistent with theMSD(t) at these separations
(yellow and red lines in Fig.2.2b) which increases monotonically with increasing time.
In addition, snapshots of the system at these separations (Fig.2.2d, yellow and red
squares) indicate that molecules arrange in an amorphous monolayer structure. The
absence of long range order, characteristic of the liquid state, is confirmed by gOO(r)
which is ∼1 for r > 0.7 nm (Fig.2.2c, yellow and red lines).
A comparison of the snapshots in Fig.2.2d for D = 0.77 nm and D = 0.83 nm
(yellow and red squares), indicates that as D increases, the liquid becomes less dense
and the molecules distribution is less uniform. This suggests that asD → 0.83 nm (red
square), the propensity to observe small cavities is growing. Indeed, at D ≈ 0.83 nm,
the systems exhibits a liquid-to-vapor phase transition and, at approximately D >
0.83 nm, we observe cavitation in the system (Fig.2.2e).
(ii) Intermediate densities: 19.19 ≤ σ ≤ 23.45 nm−2. As shown in Fig.2.1b, at
these densities, P⊥(D) exhibits only one region of instability [(∂P⊥/∂D)N,T > 0]. At
small wall separations, water is a liquid in the vapor state [108]. As an example,
we discuss the results for σ = 21.34 nm−2. At this density, the liquid-vapor phase
transition occurs at D ≈ 1.09 nm; see Fig.2.3a.
The MSD(t) and gOO(r) for the case σ = 21.34 nm−2 are shown in Fig.2.3b
for selected wall separations (indicated by blue and red squares in Fig.2.3a). The
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Figure 2.2: (a) Pressure perpendicular to the graphene sheets as function
of D at σ = 12.80 nm−2 (blue curve in Fig.2.1b). Water crystallizes into a
monolayer ice at D < 0.74 nm (green square), remains in the liquid state at
0.77 < D < 0.83 nm (yellow and red squares) and is in the vapor state at
D > 0.83 nm (black square). (b) Mean-square displacement parallel to the
walls for water molecules confined at D = 0.83 nm (red), 0.77 nm (orange),
0.74 nm (green), and 0.65 nm (blue), corresponding to the squares in (a).
(c) Water OO radial distribution function projected on the xy-plane and (d)
snapshots taken along the z-axis for the graphene sheets separations indicated
in (a) (squares). For all values of D, water molecules arrange into a single
layer parallel to the sheets. (e) Snapshot of confined water at D = 0.87 nm
(black square) where liquid water is unstable relative to the vapor.
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behavior of MSD(t) and gOO(r) at these wall separations are consistent with the
results obtained at low densities in the liquid state. Specifically, the MSD(t) inset
of Fig.2.3b are increasing functions of time (inset of Fig.2.3b), indicating that water
molecules are able to diffuse. In addition, as expected for a liquid, gOO(r) exhibits
no oscillations for large r, indicating that the system is indeed amorphous. Analysis
of ρslab(z) indicate that water molecules arrange into two layers parallel to the wall.
Snapshots of the bilayer liquid are included in Fig.2.3c.
Figure 2.3: (a) Pressure perpendicular to the graphene sheets as function
of D at σ = 21.34 nm−2 (green curve in Fig.2.1b). Water is in the liquid
state at D < 1.09 nm (red square) and transforms to the vapor state at
D > 1.09 nm. (b) OO radial distribution function and water MSD parallel
to graphene sheets for D = 0.95 nm (blue square) and 1.09 nm (red square).
At these graphene sheets separations, water molecules arrange into two layers.
(c) Snapshots at D = 0.95 nm (blue square) and D = 1.09 nm (red square)
showing molecules in red and blue that belong to different layers. At D >
0.95 nm (see, e.g., black square), water exhibits cavitation (as shown in
Fig.2.2e).
(iii) High densities: σ ≥ 25.60 nm−2. At high densities, P⊥(D) exhibits two
regions of instability (see Fig.2.1b) and hence, the system experiences two phase
transitions. Similarly to the behavior found at low densities, water crystallizes at low
D, it remains in the liquid state for intermediate values of D, and it is in the vapor
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state at large wall separations. However, while water crystallizes into a monolayer
square ice at low densities, at high densities, water crystallizes into a bilayer square
ice (see below).
As an example, we discuss the phase behavior of water at σ = 27.73 nm−2, see
Fig.2.4a. At this density, the ice-liquid and liquid-vapor phase transitions occur at
approximately D = 0.92 nm and D = 1.32 nm, respectively. TheMSD(t) and gOO(r)
for selected states are included in Fig.2.4b. As found at low and intermediate densities,
we find that while the system is in the liquid state, 0.93 < D < 1.32 nm, theMSD(t)
increases monotonically with time (see red and yellow lines in the inset of Fig.2.4b
and squares in Fig.2.4a), as expected. In addition, the RDF at these separations (red
and yellow lines in Fig.2.4b) is constant for approximately r > 1.00 nm, meaning
that the system is amorphous. At the present density, however, the liquid structure
evolves continuously with increasing D. Specifically, at the lowest value of D accessible
to the liquid state, D = 0.93 nm (yellow square of Fig.2.4a), water molecules form
two layers. This is shown in Fig.2.4c, where the density profile (yellow line) exhibits
two pronounced maxima at z = ±0.15 nm. Instead, at the largest walls separation
accessible to the liquid, D = 1.32 nm, water molecules form three layers (see red line
in Fig.2.4c). This bilayer liquid-to-trilayer liquid transformation is smooth. We note
that as the wall separation is further increased, the trilayer liquid becomes unstable
relative to the vapor phase. For σ = 27.73 nm−2, the trilayer liquid-vapor phase
transition occurs at D = 1.32 nm. Accordingly, snapshots taken D > 1.32 nm exhibit
cavitation.
The bilayer ice at σ = 27.73 nm−2 forms at D < 0.92 nm; see Fig.2.4a. At these
walls separations, the MSD(t) becomes constant for long times (see blue and green
lines in the inset of Fig.2.4b) and the gOO(r) exhibits pronounced maxima and minima
(see blue and green lines in Fig.2.4b), which indicates that there is long range order
in the water film. That the crystal is bilayer is indicated by the ρslab(z) shown in
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Fig.2.4c (blue and green lines).
Snapshot of the water molecules for the case D = 0.92 nm (green square in
Fig.2.4a) is included in Fig.2.4d. Molecules are colored red and blue depending on the
monolayer they belong to. It follows from Fig.2.4c that the crystal structure consist
of two monolayers of square ice and that each of these monolayers is reminiscent
of the monolayer square ice shown in Fig.2.2d found at low densities. Interestingly,
the two monolayers of square ice are out-of-registry (AB stacking) and they are not
connected by hydrogen bonds (HBs) [3, 115]. This is rather unusual since most ices in
bulk and confined water are characterized by a continuous hydrogen-bond network.
The bilayer ice in Fig.2.4c is composed of two HB networks. Indeed, water molecules
within a single ice monolayer have both OH covalent bonds oriented parallel to the
walls. This molecular orientation allows water molecules to form approximately four
HBs with other water molecules within the same monolayer. We note that the bilayer
ice structure we obtain is not in agreement with the square bilayer ice reported in
experiments but is consistent with previous simulation results [3]. Specifically, MD
simulations showed AB stacking instead of AA stacking.
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Figure 2.4: (a) Pressure perpendicular to the graphene sheets as function
of D at σ = 27.73 nm−2 (red curve in Fig.2.1b). Water crystallizes into a
bilayer ice at D < 0.92 nm (green square), remains in the liquid state at
0.93 < D < 1.32 nm (yellow and red squares) and is in the vapor state at
D > 1.32 nm (black square). (b) OO radial distribution function and MSD
(inset) parallel to the walls for water molecules confined at D = 1.32 nm
(red), 0.93 nm (orange), 0.92 nm (green), and 0.85 nm (blue), corresponding
to the squares shown in (a). (c) Density profiles for the same values of D
[lines are color-coded as in (b)]. (d) Snapshot of the system in the bilayer ice
with molecules in blue and red molecules belonging to different layers.
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2.4.2 Phase Diagram for Water confined by Graphene Sheets
(T = 300 K)
The phase behavior of water confined between parallel graphene sheets at T =
300 K is summarized in Fig.2.5a. Fig.2.5a includes the P⊥(D) curves obtained for all
the values of σ studied, including the P⊥(D) curves shown in Fig.2.1b. The projections
of the P⊥ − D − σ surface onto the σ − D, P⊥ − D, and P⊥ − σ planes are shown,
respectively, in Figs.2.5b, 2.5c, 2.5d. These 2D projections are three phase diagrams
that characterize the behavior of water confined by graphene sheets at T = 300 K. Of
particular relevance is the σ−D phase diagram of Fig.2.5b. This is because, for a given
point (D, σ) in Fig.2.5a, P⊥ is univocally defined [i.e., P⊥ is a well-defined function
of (D, σ)] and, hence, only one phase state for water can be identified. Instead, for a
given (P⊥, D) point in Fig.2.5a, there may be more than one value for σ that one can
associate to water and hence, one or more phase states (stable/metastable) accessible
to water. Similarly, for a given (P⊥, σ) point in Fig.2.5a, there may be more than one
value for D, corresponding to one or more phase states accessible to water. Below,
we describe the phase diagrams of Figs. 2.5b-2.5d in detail.
The four phases of water confined between graphene sheets, found at the studied
values of D and σ, are indicated in Fig.2.5b. The black line represents the limit of
stability, or spinodal line, of the liquid relative to the vapor. For a given value of
σ, this line is defined by the minimum of the corresponding P⊥(D) curve shown in
Fig.2.5a located at large values of D; for example, for σ = 27.73 nm−2, the minimum
of P⊥(D) at large D is located at D = 1.35 nm; see Fig 2.1b. The minima of the
P⊥(D) curves associated to the liquid-to-vapor spinodal line are indicated by the
black line in Fig.2.5a.
The boundaries between the monolayer ice and the liquid are shown in Fig.2.5b
by orange and red lines. The orange line at small values of D represent the monolayer
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Figure 2.5: (a) Pressure perpendicular to the graphene sheets as function
of D and for all surface densities studied (including the values of sigma shown
in Fig.2.1b). (b),(c),(d) Phase diagrams of water confined by graphene sheets
obtained by projecting the P⊥−D−σ surface in (a) onto the σ−D, P⊥−D
and P⊥ − σ planes. The grey regions between the orange and red (brown
and purple) lines indicates the instability region associated to the monolayer
ice-liquid (bilayer ice-liquid) phase transitions. The black line is the limit of
stability of the liquid and crystals relative to the vapor and corresponds to the
cavitation pressure, P cav⊥ . In (b), the star indicates the value of sigma above
which the bilayer ice-liquid transformation is a first order phase transition;
below this density, the transformation is smooth (see text).
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ice-to-liquid spinodal line while the red line at larger values of D represents the liquid-
to-monolayer ice spinodal line. The grey region between these two spinodal lines
represent the region of instability where the liquid and the monolayer ice coexist.
At a given σ, these spinodal lines are defined by the corresponding minimum and
maximum of P⊥(D). For example, at σ = 12.80 nm−2, Fig.2.2a shows that the
minimum of P⊥(D) at small D occur at D ≈ 0.72 − 0.74 nm; this value defines the
location of the monolayer-to-liquid spinodal (orange) line in Fig.2.5b. Similarly, the
maximum of P⊥(D) for σ = 12.80 nm−2 (Fig.2.2a) occurs at D = 0.76 nm and defines
the liquid-to-monolayer ice (red) spinodal in Fig.2.5b. The grey region in Fig.2.5b
corresponds to the range of D where (∂P⊥/∂D)T,N > 0, during the monolayer ice-to-
liquid phase transition.
The boundaries between the bilayer ice and the liquid are shown in Fig.2.5b by
magenta and brown lines. The magenta line at small values of D represent the bi-
layer ice-to-liquid spinodal line while the brown line at larger values of D represents
the liquid-to-bilayer ice spinodal line. The grey region between these two spinodal
lines represents the region of instability where the liquid and the bilayer ice coex-
ist. As for the case of the monolayer ice-liquid (previous paragraph), the magenta
and brown spinodal lines in Fig.2.5b are defined by the corresponding minmima and
maxima in the P⊥(D) lines of Fig.2.5a. For comparison, the magenta line shown in
Fig.2.5a indicates the minima in P⊥(D) that define the bilayer ice-to-liquid spinodal
line (corresponding to the magenta line in Fig.2.5b).
An uncommon feature of confined water regarding the liquid-bilayer ice tran-
sition follows from Fig.2.5b. Specifically, our MD simulations show that at σ ≥
25.60 nm−2, the liquid-bilayer ice transformation is a first-order-like phase transition,
involving a region of instability where (∂P⊥/∂D)T,N > 0; see Fig.2.4a for the case
σ = 27.73 nm−2. This first-order-like phase transition becomes less pronounced as
σ → 25.60 nm−2 (star in the Fig.2.5b) and, surprisingly, at σ < 25.60 nm−2, the
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transformation between the bilayer ice and the liquid becomes smooth. As an ex-
ample, we include in Fig.2.6 the P⊥(D) for the case σ = 24.54 nm−2, for which the
bilayer ice-liquid transition is smooth.
Fig.2.6a shows P⊥(D) for σ = 25.60 nm−2. A comparison with Fig.2.4a shows
that at σ = 25.60 nm−2 there is only one instability region at D = 1.21 nm due to
the liquid-vapor phase transition, with no signature of a bilayer ice-liquid first-order-
like phase transition. Yet, we observe that at very small D, the system crystallizes
into the same bilayer ice reported at σ = 27.73 nm−2. Evidences of the bilayer ice-
liquid transformation occurred are provided in Fig.2.6(b)-(d), where we include the
radial distribution function, MSD, and density profile of water at selected values of
D. Specifically, Fig.2.6b indicates that water molecules arrange into two monolayers
at all graphene sheet separations. Fig.2.6(c) and (d) indicate that as D → 0.77 nm,
the MSD decreases rapidly and becomes almost constant for D ≈ 0.77 nm while,
simultaneously, the RDF of water exhibits more pronounced extrema. In other words,
for D ≈ 0.77 nm, liquid water becomes ice. We note that the location of maxima
and minima in the RDF of Fig.2.6(d) for D = 0.77 nm and in Fig.2.4b are identical,
indicating that the same bilayer ice forms at both surface densities.
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Figure 2.6: (a) a) Pressure perpendicular to the graphene sheets as function
of D at σ = 25.60 nm−2. Ice-liquid transition occurs at D ≈ 0.80 nm. (b)
Mean square displacements confined at D = 0.77 nm to D = 0.82 nm from
bottom to top and lines are color-coded as in (d) legend. (c) Transverse
density profile along z direction lines are color-coded as in (d) legend. (d)
Lateral Oxygen-Oxygen radial distribution.
‘
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One would expect that the star in Fig.2.5b is a crystal-liquid critical point, anal-
ogous to the critical point found in liquid-gas phase transitions. However, we note
that it is not clear how a liquid-crystal first-order phase transition should end [125].
Even in the case of bulk systems, there is no evidence of a liquid-crystal critical
point. Based on the profile of the P⊥(D) curves at constant σ (Fig.2.5a), our data
does not seem to indicate the present of an inflection point, i.e, a value of D for
which (∂2P⊥/∂D2)T,σ = (P⊥/∂D)T,σ = 0, which would imply the existence of a
liquid-bilayer ice critical point. We also note that even across the crystal-liquid tran-
sition (at σ ≥ 25.60 nm−2), the slope of P⊥(D) at the spinodal lines is not close
to zero (Fig.2.5a and 2.2b); in the case of typical liquid-gas first-order phase transi-
tions, the compressibility diverges at the spinodal lines, i.e., implying that the slope
of P (V ) is indeed zero. Accordingly, we interpret the star in Fig.2.5b to indicate a
transition from bilayer ice-liquid first-order phase transition at σ ≥ 25.60 nm−2, to
continuous bilayer ice-liquid transformation at σ ≤ 24.45 nm−2 (see dashed-line in
Fig.2.5b). Similar results were found in previous computer simulations of confined
water. [52, 77, 7]. One may also wonder if the monolayer ice-liquid phase transition
in Fig.2.5b at σ < 17.06 nm−2 also evolves into a continuous crystal-liquid trans-
formation at σ > 17.06 nm−2. In our simulations, we could only detect a region
of instability [(∂P⊥/∂D)N,T,A > 0] for σ ≤ 17.07 nm−2. At higher values of σ, the
behavior of P⊥(D) either shows a region of instability (associated to the monolayer
ice-liquid transition) that is too small to be detected, or the instability region moves
to very small values of D and hence, it disappears altogether. Accordingly, in Fig.2.5a,
we extend the orange and red lines at σ ≥ 17.07 nm−2 with dashed-lines.
Next, we discuss the phase diagrams of Figures 2.5c and 2.5d. In both cases, we in-
clude the same phases of water and corresponding spinodal lines indicated in Fig.2.5b.
Briefly, the orange/red lines are the spinodal lines associated to the monolayer ice-
liquid phase transition; the magenta/brown lines are the spinodal lines associated to
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the bilayer ice-liquid phase transition. The black and cyan lines are the spinodal lines
associated to the liquid-to-vapor and vapor-to-liquid phase transitions, respectively.
These phase diagrams need to be interpreted carefully since they may be confusing.
For example, from Fig.2.5d, the monolayer ice-liquid and liquid-gas coexistence re-
gions overlap, suggesting that there could be a triple point where these phases coexist
with one another. However, we note that this is not the case. These three phases
form at different values of D (with same P⊥ and σ) and hence they cannot be found
simultaneously between the graphene sheets (at a given D).
A very important result follows from Figures 2.5c and 2.5d. Specifically, these
figures provide the cavitation pressure perpendicular to the graphene sheet, P cav⊥ ,
as a function of D (Fig.2.5c) and σ (Fig.2.5d). P cav⊥ is the minimum pressure that
crystalline/liquid water can maintain before cavitation occurs, i.e., at which water
must transform to the vapor state. Remarkably, Figs. 2.5c and 2.5d indicate that
P cav⊥ is extremely sensitive to both σ and D. In the case of bulk SPCE water, Pcav ≈
−150 MPa (T = 300 K) which is close to the theoretical cavitation pressure predicted
by CNT (T = 300 K) [126, 23, 33]. Indeed, as shown in Fig.2.5c, P cav⊥ seems to
approach the corresponding cavitation pressure of bulk SPCE water for large values
of D [P cav⊥ = −150 MPa at T = 300 K]. Remarkably, P cav⊥ can increase by more than
500 MPa as D decreases, specifically, P cav⊥ ∼ 400 MPa at D ≈ 0.9 nm, i.e., at walls
separations for which bilayer ice can form [110, 100]. The wide range of values of P cav⊥
for nanoconfined water may have important implications in the design/performance
of nanoscale systems in humid environments [26, 144].
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2.4.3 Water Phase Behavior at Constant Reservoir Pressure
In order to test the consistency of the phase diagram in Fig.2.5, we perform in-
dependent computer simulations of water confined by graphene sheets at constant
A, D, and chemical potential µ (T = 300 K). Specifically, we consider the system
configuration shown in Fig.2.7a where water confined by two graphene sheets is in
equilibrium with a water reservoir. The pressure of the reservoir, Pres, is controlled
indirectly, by fixing the reservoir’s wall-wall separation ∆x. The confined water is
located between the graphene walls shown in purple in Fig.2.7a; these sheets have a
surface area A = 64.713 nm−2 and are separated by a distance D. In a given simula-
tion, we measure the force on the reservoir (grey) walls. This provides the pressure of
the reservoir, which is the external pressure of the confined volume, Pres. In addition,
we also measure the pressure on the purple graphene sheets, which corresponds to P⊥.
We note that the chemical potential of the system is then, identical to the chemical
potential of the reservoir which can be considered to be the chemical potential of bulk
water at T = 300 K and P = Pres. Performing MD simulations using the configura-
tion of Fig.2.7a allows us to compare the phase behavior of water confined between
the purple graphene walls with the phase diagram of Fig.2.5. We note that setups
similar to Fig.2.7a have been recently used to study water confined by graphene walls
at high pressure [152, 3].
To test the phase behavior of water summarized in Fig.2.5, we perform MD sim-
ulations of the system shown in Fig.2.7a at D = 0.75, 0, 79, 0.90, 1.00 nm. For each
value of D, we vary ∆x in order to cover the values −0.2 < P⊥ < 1 GPa. The sim-
ulated (D,P⊥) points are indicated in Fig.2.7b by red diamonds and blue squares.
Red diamonds represents states where water confined between the purple graphene
sheets in Fig.2.7a crystallized(into monolayer or bilayer ice); blue squares represent
states where water remained in the liquid state. Included in Fig.2.7b is the phase
diagram reported in Fig.2.5c, obtained from the MD simulations of the system shown
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Figure 2.7: (a) Snapshot of the system employed to study water confined by
graphene sheets at constant chemical potential, i.e., where confined water is
in constant with a water reservoir. The confined system corresponds to water
confined by the graphene sheets indicated in blue (separated by a distance D).
The water reservoir is maintained at a target pressure Pres by adjusting the
distance ∆x between the graphene sheets shown in grey. (b) Phase diagram
of Fig.2.5b, obtained using the system shown in Fig.2.1a, where we include
the phases of water obtained from MD simulation of the system shown in
(a). As expected, MD results obtained with the systems shown in (a) and
Fig.2.1a are consistent with each other.
in Fig.2.1a. It follows from Fig.2.7b that the simulations performed by both method-
ologies (Fig.2.1a and Fig.2.7a) are consistent. Specifically, the red diamonds (ice) in
Fig.2.7b are located mostly in the same regions where the ices are observed in the
reported phase diagram of Fig.2.5c, while the blue squares (liquid) in Fig.2.7b are
located mostly in the region corresponding to the liquid state in Fig.2.5c.
The configuration of Fig.2.7a can also be used to compare P⊥ and Pres. It is
well-known that for anisotropic systems of confined water in slab geometry, these two
pressure can be very different at the nanoscale [49, 78]. Moreover, depending on the
application, it may be more useful to have access to water’s phase behavior for a
given Pres than at a given P⊥. Accordingly, for comparison, we include in Fig.2.5b
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(blue lines) the path followed by the system when we maintain Pres at constant
values, i.e. P⊥(D)Pres . Of particular interest is the behavior of P⊥(D) along the path
where Pres = 0. This situation corresponds to the system shown in Fig.2.7a with
the reservoir (grey) graphene sheets removed and the water reservoir remaining in
contact with its vapor. Fig.2.5b shows that at Pres = 0, the system can only access
the liquid phase at approximately D ≥ 0.92 nm and the vapor at D < 0.92 nm.
However, the monolayer and bilayer ices cannot form at this conditions. By contrast,
note that Fig.2.5c indicates that, at P⊥ = 0, water can exist as a vapor, liquid, or
monolayer ice. We also include in Fig.2.5b the P⊥(D) states sampled by the system
at Pres = 100 and 300 MPa. At these pressures, the confined system can be found in
the vapor, liquid, and monolayer ice.
The contact angle of water in contact with graphene is approximately θc = 96◦
in theory, [121] but experimental results vary, finding 90 ≤ θc ≤ 108◦. [122, 140, 111]
Our results are based on water O-graphene C interactions with a Lennard Jones C
parameter of C = 0.15104 kJ/mol which was chosen in order to reproduce a water
contact angle of θc = 108◦. A natural question is whether the phase behavior of
water confined between graphene sheets reported in the main manuscript is sensitive
to the specific water O-graphene C interactions chosen. In order to address this
question, we perform MD simulations for the same system shown in Fig.2.1a of the
main manuscript but where C = 0.26860 kJ/mol. For this value of C , we find that
θc = 90
◦.
In Fig.2.8, we show the behavior of P⊥(D) for selected values of sigma for C =
0.15104 kJ/mol (θc = 108◦, solid lines) and C = 0.26860 kJ/mol (θc = 90◦, dashed
lines). It follows from Fig.2.8 that the phase behavior of water confined by graphene
sheets is indeed robust relative to variations in water-graphene interactions with only
minor changes for 90◦ ≤ θc ≤ 108◦.
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Figure 2.8: Pressure perpendicular to the graphene sheets for selected sur-
face densities σ. Solid lines are taken from Fig.1a of the main manuscript
and correspond to water O-graphene C interactions with Lennard-Jones pa-
rameter CO = 0.15104 kJ/mol (θc = 108◦). Dased lines correspond to
CO = 0.26860 kJ/mol (θc = 90◦). In both cases, we find basically the
same phase behavior of water indicating that our results are robust relative
to variations in CO (θc).
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2.5 Discussion
We performed MD simulations of water confined by graphene sheets at T = 300 K
over a wide range of (surface) densities σ and sheets separations D. Our results show
that, depending on D and σ, water confined by graphene sheets can crystallize into
monolayer and bilayer square ices, or remain in the liquid and vapor states. The
square ices observed in the present MD simulations are consistent with previous com-
putational studies and experiments [147, 3, 25, 153] and represent crystalline forms
not observed in bulk water.
The phase behavior of water confined by graphene sheets is summarized in the
phase diagrams of Fig.2.5. That this phase diagram is very different from the phase
diagram of bulk water may not be surprising. However, we note that the phase di-
agram of Fig.2.5 is remarkably different from the phase diagram of water confined
by surfaces other than graphene, such as silica-based surfaces [37] and smooth sur-
faces [78, 5, 69]. (in the case of the silica-based surfaces, the SPCE water contact
angle is θc = 108◦, i,e, same as the value of θc of our graphene sheets). The underlying
reason for this is the atomic-level structure of graphene and silica. While graphene
is smooth at the atomic level (all C atoms in the same plane), silica [37, 49] is not.
Indeed, the silica structure of the surfaces employed in these simulations [37, 49] is
composed of silica tetrahedron that template the arrangement of water molecules in
contact to the surfaces into hexagons. Accordingly, water confined by silica tends
to form bilayer hexagonal ice, instead of square ice. In other words, surface details
matter when dealing with nanoconfined water. It is this diversity of phase behaviors
that makes so difficult to predict water’s phase behavior at the nanoscale.
The phase diagram shown in Fig.2.5 is based on MD simulations at constant
(N,A,D) (T = 300 K). We validate this phase diagram by performing independent
MD simulations of water confined by graphene sheets and in contact with a bath
reservoir (Fig.2.5a). As expected, the phase behavior of water (i.e., whether it is found
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in the monolayer/bilayer ice, liquid, or vapor at a given D, A, and N) is independent
of the system considered.
The present MD simulations also provide the cavitation pressure (perpendicular
to the graphene sheets) as a function of σ and D. We found that P cav⊥ is a complex
non-monotonic function of σ and D. In particular, we found that P cav⊥ can be as large
as 400 MPa (for D ≈ 0.9 nm), i.e., much larger than the cavitation pressure of water
at T = 300 K, approximately P = −150 MPa [23, 33]. Understanding the effects of
confinement on the stability of the liquid relative to the vapor is very important in
technological applications [26, 144]. However, most studies have focused on confined
water at high pressures. Therefore, it will be of interest to study the stability of
nanoconfined liquid water under tension.
We conclude by mentioning that the phase diagram of Fig.2.5 is qualitatively un-
affected if the water O-graphene C interactions are tuned so water contact angle with
graphene is within the range 90− 108◦. As shown in the Fig.2.8, the present results
are robust relative to the specific water-graphene interactions. This is relevant since
different computational models to represent the water O-graphene C interactions are
available and it is not evident a priori how variations in water-graphene interactions
may affect the results from computational studies.
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Chapter 3
Phase Diagram of Water Confined by
Graphene Oxide
3.1 Overview
In Chapter.2, the phase diagrams of water confined by hydrophobic graphene
exhibited non-monotonic cavitation pressures with respect to walls separations D and
the values of cavitation pressures deviated from the cavitation pressure of bulk water
significantly [45]. Since hydrophilic surfaces attract and stabilize water molecules
under confinement, cavitation pressures of water in this environment could be lower
than the cavitation pressure of bulk water. Water-responsive materials with lower
cavitation pressures can survive to lower humidity and hence, will exhibit higher
work densities. Therefore, in this Chapter, I focused on the liquid-vapor spinodal
lines of water confined by "hydrophilic" graphene and graphene oxide surfaces. The
results show non-monotonic cavitation pressures of water confined by hydrophilic
confinements and the cavitation pressures are significantly lower than the cavitation
pressure of bulk water. Based on a designed engine cycle, I present the achievable
energy densities for water confined by hydrophilic graphene-based sheets and graphene
oxide models.
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3.2 Introduction
Based on the interaction type, hydrophilic confinements can be classified into
simple L-J interaction [42, 118] and Coulomb interactions through chemical head-
groups [48, 46, 65]. I started with investigating the hydrophilic graphene-based sheets
by tuning the Lennard-Jones parameters of carbon molecules to reproduce a contact
angle of 30◦. The other system I simulated is a simplified Graphene Oxide (GO)
model. The hydrophilic nature of graphene oxide comes from the presence of abun-
dant oxygenated functional groups including, hydroxyl, epoxy and carboxyl groups.
I constructed the graphene oxide model by adding hydroxyl groups to the graphene
surface. I investigated the perpendicular cavitation pressures (cavitation pressure on
the material) of water under hydrophilic confinements in a wide range of walls separa-
tions D. Furthermore, by connecting confined water with bulk water, I presented the
relationship between perpendicular pressures and the pressures of the environment.
I finished with presenting energy densities of the hydrophilic confinement models.
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3.3 Results
The results are based on the system shown in Fig.3.1a where water is confined by
two "infinite" parallel model sheets, separated by a distance D. I performed molecular
dynamics (MD) simulations at constant N (at T = 300 K), and vary the walls separa-
tion. For a given N, I calculated the pressure perpendicular to the walls as a function
of the walls separation, P⊥(D). I noted that knowledge of P⊥(D) is sufficient to
identify phase transitions between the different phases accessible to the system (at a
given N, A and T). Specifically, as shown in method section in Chapter.2, at constant
A, P⊥(D) must be a monotonic decaying function of D for the system to be stable,
and the system experiences a phase transition if (∂P⊥/∂D)N,A,T > 0 [76, 134, 45].
I divided the results into three parts. In the first part, I described the phase
diagrams I observed in water confined by hydrophilic graphene-based sheets. In the
second part, I presented the phase diagram of water confined by patterned GO model
surfaces. In the last part, I presented results of water confined by random GO model
surfaces. I concluded with a brief summary of the results presented in Chapter.3.
3.3.1 hydrophilic graphene-based sheets Confinement with a
Contact Angle of 30◦
In the simulations with hydrophilic graphene-based sheets, I used the SPCE model
for water [14] and represent the graphene carbon (C) atoms as Lennard-Jones (LJ)
particles with no partial charge. The graphene C atoms interact only with the O atoms
of water and the corresponding LJ parameters are given by the Lorentz-Berthelot com-
bination rules [90], σCO = (σOO + σCC)/2 and CO =
√
OOCC . In these expressions,
(σOO = 0.3166 nm, OO = 0.6500 kJ/nm) are the LJ parameters of water O atoms
in the SPCE model [14], and (σCC = 0.3214 nm, CC = 0.6972 kJ/nm) are the LJ
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Figure 3.1: Pressure perpendicular to the graphene sheets as a function
of D for selected surface densities σ = N/A. The values of σ increase from
12.80 nm−2 (left curve) to 25.61 nm−2 (right curve). At σ ≤ 17.06 nm−2,
water exhibits two phase transitions, indicated by the sudden increase in
P⊥(D). At small D, water evolves from a monolayer square ice to the liquid
state; at large D, water exhibits a liquid to vapor phase transition. At σ >
19.20 nm−2, water shows only a liquid to vapor phase transition at large
values of D.
‘
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parameters of graphene C atoms. The resulting water O-graphene C parameters are
(σCO = 0.3190 nm, CO = 0.6732 kJ/nm). These parameters lead to a water contact
angle on the hydrophilic graphene-based surfaces of θc ≈ 30◦.
Water confined by hydrophilic graphene-based sheets exhibits P⊥−D curves qual-
itatively similar to hydrophobic confinement, shown in Fig.3.1b. Knowledge of the
P⊥−D curve is sufficient to identify phase transitions between different phases acces-
sible by the system. In the case of hydrophobic graphene [45], the accessible phases
include monolayer square ice, bilayer square ice, liquid and vapor. Under hydrophilic
confinement, monolayer square ice, liquid and vapor phases are found at qualitatively
similar conditions (densities σ and walls separations D). However, due to the narrower
range of P⊥ we explored in hydrophilic graphene-based sheets, bilayer square ice is
not observed present. The qualitative behavior of P⊥(D) and the associated phase
transitions fall within one of the following three scenarios (see Fig.3.1b).
(i) Low densities: 12.80 ≤ σ ≤ 13.87 nm−2. For low water content, the P⊥ − D
curve exhibits only one region of instability [(∂P⊥/∂D)N,A,T > 0]. However, the
system experiences more than one phase transitions [49]. For example, at the lowest
density we could investigate, σ = 12.80 nm−2, P⊥(D) showed one long unstable
region, at 0.74 ≤ D ≤ 0.90 nm; see Fig.3.2a. Although this is a continuous unstable
region, the slopes of P⊥(D) curve exhibit abrupt change. According to the slope
change of the P⊥ − D curve, the system can be divided into three regions, D <
0.76 nm, 0.76 ≤ D < 0.85 nm and 0.85 ≤ D ≤ 0.90 nm. As we show below, water
crystallizes rapidly into a monolayer of square ice at very small walls separations
(D < 0.74 nm in Fig.3.2a) and, upon increasing D, the monolayer ice melts into a
monolayer unstable liquid (0.76 ≤ D ≤ 0.85 nm in Fig.3.2a) [3]. At larger walls
separations (D > 0.85 nm in Fig.3.2a), we observed cavitation indicating that the
liquid becomes unstable relative to the vapor phase. The sequence of transformations
‘monolayer ice→unstable liquid→vapor’ with increasing D was found at all densities
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Figure 3.2: (a) Pressure perpendicular to the graphene sheets as function
of D at σ = 12.80 nm−2 (blue curve in Fig.3.1). Water crystallizes into a
monolayer ice at D < 0.74 nm (red square), remains in the liquid state at
0.77 < D < 0.85 nm (yellow square) and is in the vapor state at D > 0.85 nm
(black square). (b) Mean-square displacement parallel to the walls for water
molecules confined at D = 0.78 nm (yellow), 0.74 nm (red), and 0.66 nm
(blue), corresponding to the squares in (a). (d) snapshots taken along the
z-axis for the graphene sheets separations indicated in (a) (squares). For all
values of D, water molecules arrange into a single layer parallel to the sheets.
12.80 ≤ σ ≤ 13.87 nm−2.
The phase behavior of the system was determined based on the mean square
displacement (MSD) of the molecules parallel to the walls, MSD(t) [53] and vi-
sual inspection of snapshots taken at different D. Fig.3.2b shows the MSD(t) for
σ = 12.80 nm−2 and for selected walls separations D (indicated in Fig.3.2a with
squares). At D < 0.74 nm, the system is in the solid state. Accordingly, as
shown in Fig.3.2b (blue and red lines), the MSD(t) reaches a plateau after a long
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period of time indicating that molecular translational motion is absent over long
times [77, 83, 79, 146, 52]. Snapshots of the systems at D < 0.74 nm clearly
confirm that water molecules arrange in a monolayer square lattice (see snapshots
with blue and red squares in Fig.3.2d). This phase behavior is exactly like the
phase behavior observed in hydrophobic graphene confinement [147, 3, 25, 45]. At
0.76 < D < 0.85 nm (represented by yellow square in Fig.3.2a), the system is in
the liquid state based on the snapshot and MSD(t). MSD(t) at this separation
(yellow line in Fig.3.2b) increases monotonically with increasing time which is a
typical liquid behavior. Besides, the snapshot at this separation (Fig.3.2c, yellow
square) indicates that molecules arrange in an amorphous monolayer structure. At
D ∼ 0.85 nm, the system exhibits a liquid-to-vapor phase transition and, at approxi-
mately D > 0.85 nm, we observe cavitation in the system indicating a liquid-to-vapor
phase transition.(Fig.3.2d, black square). However, we notice the liquid states men-
tioned in this scenario are unstable [(∂P⊥/∂D)N,T > 0].
(ii) Intermediate densities: 14.94 ≤ σ ≤ 17.06 nm−2. At these densities, repre-
sented by blue line in Fig.3.1b, the P⊥(D) curve exhibits two regions of instability
[(∂P⊥/∂D)N,A,T > 0] and hence, the system experiences two phase transitions. As
for the unstable region located at small walls separations, the system crystalizes into
monolayer ice just as we described in scenario (i). The ice structure is also monolayer
square ice. The second unstable region in larger walls separations indicates a liquid-
to-vapor phase transition. The major difference between scenario (i) and scenario (ii)
is that in case (i), the liquid at 0.74 < D < 0.85 nm is unstable ((∂P⊥/∂D)N,T > 0)
while in case (ii) the liquid is stable ((∂P⊥/∂D)N,T < 0)
the unstable liquid and stable liquid observed, respectively.
(iii) High densities: 19.19 ≤ σ ≤ 25.61 nm−2. For high densities (green line in
Fig.3.1b), the P⊥(D) curve exhibits only one region of instability, indicating one first
order phase transition. At small walls separations, the system is liquid while for large
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wall separations, water is in the vapor state. Compared to the phase behavior of
water under hydrophobic graphene confinement, Fig. 2.5 [45], we note that water
molecules forms bilayer square ice at similar values of σ, which is missing in the
hydrophilic graphene-based sheets. However, it can be explained by the narrower
range of perpendicular pressures we covered for hydrophilic confinement.
In Fig.3.3a, we summarize the phase behaviors of water confined by hydrophilic
graphene-based sheets. Fig.3.3a includes the P⊥(D) curves obtained for all the values
of σ studied, including the P⊥(D) curves shown in Fig.3.1b. The boundary between
monolayer ice and liquid is shown in Fig.3.3a by red line, representing the monolayer
ice-to-liquid spinodal line. The black line, shown in Fig.3.3a, is the liquid-to-vapor
spinodal line. At given densities σ, these spinodal lines are defined by the local
minima of P⊥(D) curves.
Although 3D phase diagram contains all the information, 2D phase diagrams are
easier to interpret. 2D phase diagrams of water confined by hydrophilic graphene-
based sheets obtained by projecting the P⊥−D−σ surface in Fig.3.3a onto the σ−D,
or P⊥−D planes are shown, respectively, in Figs.3.3b and 3.3c. Of particular relevance
is the σ −D phase diagram in Fig.3.3b. This is because, for a given point (D, σ) in
Fig.3.3a, P⊥ is univocally defined (i.e., P⊥ is a well-defined function of (D, σ)) and,
hence, only one phase state for water can be identified. The three phases of water
confined between hydrophilic graphene-based sheets, found at the studied values of
D and σ, are indicated in Fig.3.3b. On the smaller values of walls separations D, the
boundaries between the monolayer ice and liquid are represented by a red line and
a orange line. The red line at smaller values is the monolayer ice-to-liquid spinodal
line, corresponding to the red line in Fig3.3a, and the orange line is the liquid-to-
monolayer ice spinodal line. The grey region between these two spinodal lines is
the unstable region, indicating the coexistence of monolayer ice and liquid. At a
given σ, these lines are defined as the local minima and maxima of P⊥ − D curves.
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Figure 3.3: (a) Pressure perpendicular to the graphene sheets as function of
D and for all surface densities studied (including the values of sigma shown
in Fig.3.1b). The red line represents monolayer ice-to-liquid spinodal line
and the black line represents liquid-to-vapor spinodal line. (b), (c) are phase
diagrams of water confined by graphene sheets obtained by projecting the
P⊥ − D − σ surface in Fig.3.3 onto the σ − D, P⊥ − D planes. The red
line and orange line are monolayer ice-to-liquid spinodal line and liquid-to-
monolayer ice respectively. Grey region between red line and orange line are
coexistence regions for these phases. The black line represents liquid-to-vapor
spinodal line. Magenta line is boundary between stable liquid and unstable
liquid.
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On the larger values of walls separations D, the boundaries between the liquid and
vapor are represented by the black line, liquid-to-vapor spinodal line, since for a given
density σ, the system cavitates right after crossing the valley of the transition loop.
So the black line itself is already a well-defined boundary between liquid and vapor.
The magenta line represents the boundary between unstable liquid and stable liquid.
Below the magenta line, the liquid states observed are unstable, and thus the system
could expand to the vapor state directly.
Cavitation pressures are one of the most interesting properties to us. Lower cavi-
tation pressures benefits water-responsive materials. To focus on the cavitation pres-
sures, we project 3D phase diagram on P⊥−D plane, as shown in Fig.3.3c. Cavitation
pressure is defined as the pressure at which the system breaks down [23, 33]. For bulk
liquid, the decompression limit pressure is ∼ −150 MPa, according to our simulation
results with SPCE water model. However, the cavitation pressures of water confined
by hydrophilic graphene-based sheets deviate from this value significantly. Due to its
affinity to the water, the system reaches negative pressures as low as ∼ −350 MPa.
Moreover, the cavitation pressures are not a monotonic function of walls separations
D, shown in Fig.3.3c. We observe a maximum cavitation pressure at D ∼ 0.90 nm,
corresponding to bilayer and trilayer transformation [100, 110]. Increasing the walls
separation D to even larger value, the cavitation pressure converges to the cavitation
pressure of bulk water slowly. The curve also suggests a shallow peak at D ∼ 1.20 nm,
corresponding trilayer to four-layer water transformation.
I employed an independent bath system (see Fig.3.4a) to connect confined water
(the purple ) with bulk water at fixed reservoir pressures (fixed relative humidity).
The pressure of the reservoir, Pres, is controlled indirectly, by changing the reservoir’s
walls separations ∆x. This configuration was used to compare P⊥ and Pres. In
Figs.3.3b and 3.3c, we present σ − D and P⊥ − D curves at Pres = 0 MPa and
Pres = −100 MPa respectively. I noted that the slope of σ − D curves changes
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abnormally at D ≈ 0.90 and 1.20 nm for both Pres = 0 and −100 MPa. Besides, the
shapes of these two curves are similar to liquid-to-vapor spinodal line (see solid black
line in Fig.3.3b). In Fig.3.4b, I presented the derivative of densities σ with respect to
walls separations D (dσ/dD), shown as a dashed blue line in Fig.3.4b using the right
y axis. The two significant peaks represent the fast change of densities σ at D ≈ 0.90
and 1.20 nm, indicating the removing of water layers. The distance between these
two peaks is 0.289 nm, which is close to the size of one layer of water.
P⊥−D curves corresponding to same values of Pres exhibited oscillations at D ∼
0.9 nm and 1.2 nm (see solid blue line [Pres = 0 MPa] and solid red line [Pres =
−100 MPa] in Fig.3.4c). The distance between the two peaks for each P⊥ −D curve
was also ∼ 0.3 nm. The abnormal change in σ and P⊥ at these two walls separation
could also be explained by commensurability between water molecules and the walls
separations D [100]. An important result follows from Figures 3.4c.
We present cumulative integrals of P⊥ with respect to walls separations D for
Pres = 0 MPa (dashed blue line) and Pres = −100 MPa (dashed red line) in Fig.3.4c,
which represent the energy landscape of the free system at fixed reservoir pressure.
As for the case of Pres = 0 MPa (dashed blue line), the system exhibits local minima
at D ≈ 0.65, 0.95 and 1.30 nm. Although the lower energy state is more favorable,
the system must go over an energy barrier to reach that state (D ≈ 0.65 nm). By
decreasing Pres to −100 MPa, equivalently decreasing relative humidity, the new
energy landscape moves to the dashed red line in Fig.3.4b. Decrease of the reservoir
pressure not only eliminates the local minimum state at D ≈ 1.30 nm but also lowers
the energy barrier between D ≈ 0.95 nm state and D ≈ 0.65 nm state, making it
easier to cross the barrier with thermal fluctuations. Extending this model to real
materials, we need to take the elastic modulus of the material and the initial walls
separation into consideration. Usually, these two elements contribute a quadratic
term and a linear term to the energy landscape and favor the walls separation at
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Figure 3.4: (a) Solid blue line is σ − D curve at Pres = 0 MPa. Dashed
blue line represents the derivative (right y axis) of the density with respect to
walls separation D. (b) Solid blue line and solid red line are P⊥−D curves for
Pres = 0 MPa and Pres = −100 MPa respectively. Dashed lines are integrals
(right y axis) of the P⊥ with respect to walls separation, representing the
energy landscapes for the system.
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Pres = 0.
Following Fig.3.4c, energy densities are derived based on the P⊥ − D curves at
Pres = 0 MPa and Pres = −100 MPa. Limited by the range of walls separations in
which I obtained cavitation pressures, I derived energy densities for walls separations
0.84 ≤ D ≤ 1.18 nm. I designed a four-stage cycle to harvest energy from the
humidity change:
(i) Change load according to P⊥(D) at Pres = 0 MPa and expand the system from
0.84 to 1.18 nm.
(ii) Fix the walls separation D and decrease Pres to −100 MPa. Now, the system
is on red line (see Fig.3.4c) at D = 1.18 nm.
(iii) Contract the system to 0.84 nm by following solid red line.
(iv) Increase Pres back to 0 MPa.
The energy density following this cycle is 35.5 MJm−3. Since the cycle is more
achievable with P⊥ that decrease with decreasing walls separations D, we also derived
energy densities corresponding to the two grey regions marked as A1 and A2 In
Fig.3.4b. They are 25.0 MJm−3 and 14.5 MJm−3 respectively.
Cavitation pressure for bulk water, ∼ −150 MPa, is equivalent to a 30% humidity,
which is the low limit of our bath system. The 35.5 MJm−3 energy density is for
humidity change from 100% to 30%. However, some water-responsive materials like
bacillus spores [27] can survive at hash environment with a relative humidity of 5%,
which is beyond the scope of the bath system. Based on the cavitation pressure line
(see black line in Fig.3.3c), I derived an upper limit of the energy density, which is
77.3 MJm−3. These values are comparable to experimental results of spores reported
by Sahin Lab [27].
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3.3.2 Phase Diagram for Water Confined by Patterned Graphene
Oxide Plates
Graphene oxide (GO) is a natural product derived from the exfoliation and restack-
ing treatment [34]. It is a representative natural hydrophilic material with a con-
tact angle in the range of θc ≈ 30◦ − 60◦ from typical treatment [129, 28]. Al-
though the chemical structure of GO remains unclear, depending on the prepara-
tion method, GO samples corresponding to a C/O ratio of 4 : 1 to 12 : 1 are pro-
duced [131, 63, 68, 96, 116].
The C/O ratio is an important parameter indicating the affinity to water and
hence it could affect the cavitation pressures of the system. We designed a model
surface with hydroxyl groups uniformly distributed on graphene surface, shown in
Fig.??a. This model surface has a C/O ratio of 6:1. Since natural graphene oxide
has chemical head-groups on both sides of the surface, this model surface has an
effective C/O ratio of 3:1. MD simulations are performed for water confined under two
identical GO model surfaces. The graphene C atoms interact only with the O atoms
of water (SPCE Model) and the corresponding LJ parameters are (σCC = 0.3214 nm,
CC = 0.2363 kJ/nm). The C atom linked to hydroxyl group has the LJ parameters as
(σCC = 0.4054 nm, CC = 0.0837 kJ/nm) with a partial charge of 0.23. The O atom
in hydroxyl group has the LJ parameters as (σOO = 0.3029 nm, OO = 0.6367 kJ/nm)
with a partial charge of -0.66. The H atom in hydroxyl group has a partial charge of
0.43 and does not interact through L-J interactions. The separation between C and
O atoms is 0.142 nm. The O and H atom is separated by 0.096 nm with a 0.026 nm
distance in z direction.
In Fig.??b, I presented selected P⊥ −D curves I simulated. Based on the phase
behavior of each curve, they could be classified into four categories. For 12.80 ≤
σ ≤ 14.94 nm−2, represented by red curve in Fig.??b, the system starts at bilayer ice
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state and transforms to liquid state at the transition loop where (∂P⊥/∂D)N,T > 0.
The second transition loop corresponds to a liquid-to-vapor phase transition. In the
second category, 14.94 < σ < 17.07 nm−2, we see one transition loop instead of two
and water molecules go through a liquid-to-vapor transition. Although the transition
loop corresponding to ice-to-liquid transition disappears, we found bilayer ice state
at small walls separations D based on the snapshot and MSD. So the bilayer ice-
to-liquid transition loop is either too small to detect or disappeared, which indicated
the connection of the first-order-like transition with the continuous transition. For
higher densities σ, 17.07 ≤ σ ≤ 20.27 nm−2, an extra transition loop shows up in the
liquid region and represents a liquid-to-trilayer ice transition, followed by a trilayer
ice-to-liquid transition loop. As usual, the last transition loop is the liquid-to-vapor
transition. For even larger densities, σ ≥ 21.34 nm−2, I only saw liquid-to-vapor
transition.
In Fig.3.5a, I summarized the P⊥ −D curves for water confined by GO surfaces,
including the P⊥(D) curves obtained for all the values of σ studied. The phase
diagram of graphene oxide system is complicated. Moreover, the corresponding 2D
phase diagrams on σ−P⊥ and P⊥−D planes has plenty of overlapped regions which
are hard to understand. Thus, we provide σ − D plane phase diagram in Fig.3.5b,
which is a well defined 2D phase diagram. On the left side of Fig.3.5b, the red line
and orange line represent bilayer ice-to-liquid and liquid-to-bilayer ice spinodal lines
respectively. Due to the disappearance of this transition loop at higher density σ,
I used a star to mark the indicated connection of the first order transition and the
continuous transition. The dashed orange line indicates continuous bilayer ice-to-
liquid transition. At larger walls separations D, the black line represents liquid-to-
vapor or liquid-to-trilayer ice spinodals depending on the values of density σ. For
D ≈ 0.9−1.0 nm, the system exhibits an extra phase, trilayer ice. Purple, brown and
green lines are trilayer ice-to-liquid (to left side), trilayer ice-to-liquid (to the right
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side) and liquid-to-trilayer ice spinodals. In Fig.3.5b, I marked a small region with
grey color where I saw coexistence of ice and liquid from snapshots and diffusion from
MSD. For large walls separations D, I again saw liquid-to-vapor transition boundary
(black line).
By employing the same bath system (see Fig.3.4a), we explored the connection
between P⊥ and Pres. In Fig.3.5b, the two dashed blue lines are σ − D curves at
Pres = 0 and −100 MPa. At both reservoir pressures Pres, the system can reach
trilayer-ice states. The other interesting result following Fig.3.5b is that the confined
water is more stable than bulk water in the reservoir. At Pres = −100 MPa, close to
the stability limit of bulk water(-150 Mpa), confined water has plenty of space to go
before reaching cavitation pressures. Besides, I observed cavitation in the bulk water
first.
In Fig.3.5c, I added P⊥ − D curves at Pres = 0 and −100 MPa as two dashed
blue lines to P⊥(D) curves. First, I noted the values of perpendicular cavitation
pressure P cav⊥ for GO system was a non-monotonic function of walls separations D.
The cavitation pressures could be as low as -700 MPa at small walls separations D.
Even for larger walls separations (D ≈ 1.15−1.35 nm), P cav⊥ are up to −300 MPa. The
extremely low cavitation pressures P cav⊥ I observed are important for water-responsive
materials.
3.3.3 Cavitation Pressures of Water confined by Random Graphene
Oxide Plates
Although the ice states observed in patterned GO surfaces are interesting phase
behaviors, it is highly doubtful that ice states will present in real GO confinement,
which has randomly distributed hydrophilic chemical head-groups. So I performed
MD simulations for GO surfaces with randomly distributed hydroxyl groups on both
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Figure 3.5: (a) Pressure perpendicular to the GO sheets as function of D
and for all surface densities studied (including the values of sigma shown
in Fig.??b). (b) Phase diagram on σ − D plane. (c) Add P⊥ − D curves
corresponding to Pres = 0 and −100 MPa added as two dashed blue lines to
Fig.3.5b.
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Figure 3.6: Front view and side view of the hydroxylated graphene plate
with a C/O ratio of 10 : 3, hydroxyl groups are on both sides of the surface.
side of the graphene surface. We also add a monolayer of water behind the wall. In
Fig.3.6, I showed a random GO surface with a C/O ratio of 10 : 3, which is similar
to the C/O ratio of the patterned GO surface. The geometry of the plates used in
our simulations is 15.228× 15.386 nm2 and the figure shown in Fig.3.6 is part of the
surface.
Since C/O ratios for real graphene oxide surface usually range from 4 : 1 to 2 : 1,
we performed simulations for random GO surfaces with 10 : 2, 10 : 3 and 10 : 4 C/O
ratios. In Fig.3.7a, σ −D curves for these three systems exhibit qualitatively similar
behavior. And the values of cavitation pressures (see Fig.3.7b) are non-monotonic
functions of walls separations D. With the increase of oxidization (decrease of C/O
ratio), the P⊥ −D curve moves to larger walls separations D and to lower cavitation
pressures P⊥. The shift in walls separations axis could be explained by the effective
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space of the system. Adding hydroxyl groups to the system is equivalent to the de-
crease of the system volume and hence, the system requires larger walls separations
D to accommodate the same amount water molecules. On the other direction, cav-
itation pressures shifted to lower values with the increase of oxidization due to the
affinity of hydroxyl group to water. Qualitatively, the cavitation pressures in random
GO confinement are less significant compared to patterned GO surfaces.
As for the C/O ratio of 10 : 4 model, I also performed simulations with the bath
system (Fig.3.4a). In Fig.3.7c, I presented σ −D curves at Pres = 0 and −100 MPa
as red and yellow lines, respectively. For reference, I included the cavitation pressure
line with a C/O ratio of 10 : 4 as the blue line. With the decrease of walls separations
D, densities σ decrease linearly from D = 0.8 nm to 1.4 nm. Compared to σ−D curve
in Fig.3.4b, the random GO model surfaces exhibit no strong signatures of quantized
water layers. However, P⊥ − D curves in Fig.3.7d show peaks at D ≈ 1.03 nm and
shallow peaks at D ≈ 1.40 nm. The prominences of the peaks at D ≈ 1.03 nm are
∼ 100 MPa, much smaller compared to the peaks observed in hydrophilic graphene-
based sheets. The peaks at D ≈ 1.03 nm could impose energy barriers with the
decrease of humidity for a real system, depending on the elastic modulus of the
material.
Following Fig.3.7d, I estimated energy densities when Pres changes by following the
same cycle used for hydrophilic graphene-based sheets. From D = 0.92 to 1.20 nm,
I derived energy densities in two scenarios. In the first scenario, I changed Pres from
0 MPa to -100 MPa and the corresponding energy density was 26.5 MJm−3. In the
other scenario, I calculated the maximum energy density as Pres changing from 0 MPa
to cavitations and the energy density is up to 62.8 MJm−3. If we extend the walls
separations D to larger value, the energy density could go even higher.
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Figure 3.7: (a) σ−D curves correspond to C/O ratios of 10 : 2, 10 : 3 and
10 : 4. (b) P⊥−D curves for corresponding oxidizations. (c) σ−D dashed red
and yellow curves corresponding to Pres = 0 and −100 MPa respectively. The
solid blue line is σ−D curve with a C/O ratio of 10 : 4. (d) P⊥ −D dashed
red and yellow curves corresponding to Pres = 0 and −100 MPa respectively.
The solid blue line is P⊥ −D curve with a C/O ratio of 10 : 4.
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3.4 Discussion
I performed MD simulations of water confined by hydrophilic plates at T = 300 K
over a wide range of (surface) densities σ and walls separations D. I included both
hydrophilic graphene-based sheets and graphene oxide (GO) surfaces. As for graphene
oxide surfaces, I simulated both a patterned GO model surfaces and random GO
model surfaces.
As for hydrophilic graphene-based sheets, square ice, liquid and vapor phases
were observed in the simulations and phase diagrams were constructed. The phase
behaviors of water under hydrophilic confinement was qualitatively similar to phase
behaviors of water under hydrophobic graphene confinement [45]. The obvious dif-
ference was the cavitation pressures of the system, which shifted to more negative
values, reaching −300 MPa. In the case of the patterned GO model surfaces, water
exhibits complex phase behaviors. I presented a 2D σ−D phase diagram in Fig.3.6b.
By switching to a random GO model surfaceGO model surfaces, the ice phases ob-
served in patterned GO model surfaces disappeared. The cavitation pressures for
patterned GO and random GO model surface are −600 Mpa and −300 MPa (30%
case) respectively.
In conclusion, hydrophilic confinements stabilized water molecules at the nanome-
ter scales and significantly lowered perpendicular cavitation pressures. In particular,
I found that P cav⊥ is as functions of walls separations D for hydrophiilc graphene-based
sheets and for GO model surfaces. The peaks of P cav⊥ at specific walls separations
D are caused by quantized water layers at nanometer scales [135, 73, 67, 100]. By
fixing Pres to 0 MPa and −100 MPa, we explored how reservoir pressures Pres affect
P⊥. The results also exhibited quantized water layers effects, non-monotonic P⊥ as
functions of walls separations D.
Changing Pres from 0 MPa to −100 MPa, I equivalently changed the humidity
of the environment from 100% to 30%. Using the designed engine cycle, I presented
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the energy densities for hydrophilic graphene-based sheets and random GO model
surfaces which are up to ∼ 40.0 MJm−3. Since humidity can decrease to lower values
than 30%, I estimated maxima energy densities based on the cavitation pressures of
the system, which are up to ∼ 65.0 MJm−3. These results are comparable with the
energy density of cortex reported by Sahin Lab [27]).
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Chapter 4
Discussion and Outlook
By performing MD simulations, I showed anomalous and rich phase behaviors of
water under nano-confinement. In Chapter.2, I first presented that water confined by
graphene sheets can crystallize into monolayer and bilayer square ices, or remain in
the liquid and vapor states depending on walls separations and densities. The phase
diagrams I presented covered a wide range of densities and walls separations and
improved our understandings of water confined by graphene. The monolayer square
ice observed in the present MD simulations are consistent with previous computational
studies and experiments [147, 3, 25, 153]. However, the AA stacking bilayer square
ice observed in experiments is missing [3]. Instead, I observed AB stacking bilayer
square ice with simulations.
In Chapter.3, I presented phase diagrams of water confined by hydrophilic surfaces
including hydrophilic graphene and graphene oxide (GO) surfaces. The presented low
cavitation pressures could explain why some water-responsive materials could survive
at low humidities. By performing bath system simulations, which connect confined
water to bulk water, I equivalently changed humidity of the environment from 100% to
∼ 30% and the energy densities achieved are around 40.0 MJm−3, which is comparable
to the energy density measured for spores [27]. Due to the cavitation of bulk water,
our bath system cannot simulate environments with humidities lower than ∼ 25%.
Instead, I estimated maxima energy densities based on the cavitation pressure lines
and they are close to ∼ 65.0 MJm−3. To explore drier environments, I propose to
4. Discussion and Outlook 78
use Monte Carlo simulation method. In this way, we will understand how chemical
potentials at low humidities will affect energy densities of water-responsive materials.
I found that P cav⊥ is non-monotonic with respect to walls separations due to quan-
tized water layers at nanometer scales [135, 73, 67, 100]. Furthurmore, P⊥−D curves
at fixed Pres are also affected, which could induces multiple metastable states (differ-
ent layers of water molecules). In our presented simulations, I fixed carbon molecules
to have well-defined walls separations D. We could unfreeze all carbon molecules
in the future. Due to thermal fluctuations, I expect that the system could exhibit
nonuniform layers of water molecules, which could affect the water transportation.
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