In recent years the development of computational techniques that build models to correctly assign chemical compounds to various classes or to retrieve potential drug-like compounds has been an active area of research. These techniques are used extensively at various phases during the drug development process. Many of the best-performing techniques for these tasks, utilize a descriptor-based representation of the compound that captures various aspects of the underlying molecular graph's topology. In this paper we introduce and describe algorithms for efficiently generating a new set of descriptors that are derived from all connected acyclic fragments present in the molecular graphs. In addition, we introduce an extension to existing vector-based kernel functions to take into account the length of the fragments present in the descriptors. We experimentally evaluate the performance of the new descriptors in the context of SVM-based classification and ranked-retrieval on 28 classification and retrieval problems derived from 17 datasets. Our experiments show that for both the classification and retrieval tasks, these new descriptors consistently and statistically outperform previously developed schemes based on the widely used fingerprint-and Maccs keys-based descriptors, as well as recently introduced descriptors obtained by mining and analyzing the structure of the molecular graphs.
Introduction
Discovery, design and development of new drugs is an expensive and challenging process. Any new drug should not only produce the desired response to the disease but should do so with minimal side effects. One of the key steps in the drug design process is the identification of the chemical compounds (hit compounds or just hits) that display the desired and reproducible behavior against the specific biomolecular target [22] .
This represents a significant hurdle in the early stages of drug discovery. Therefore, computational techniques that build models to correctly assign chemical compounds to various classes or retrieve compounds of desired class from a database have become popular in the pharmaceutical industry.
Over the last twenty years extensive research has been carried out to identify representations of molecular graphs that can build good classification models or retrieve actives from a database in an effective way.
Towards this goal, a number of different approaches have been developed that represent each compound by a set of descriptors that are based on frequency, physiochemical properties as well as topological and geometric substructures (fragments) [1, 3, 6, 8, 13, [28] [29] [30] 36] . Historically, the best performing and most widely used descriptors have been based on fingerprints, which represent each molecular graph by a fixed length bit-vector derived by enumerating all bounded length cycles and paths in the graph (e.g., Daylight [29] ), and on sets of fragments that have been identified a priori by domain experts (e.g., Maccs keys [30] ). However, in recent years, research in the data mining community has generated new classes of descriptors based on frequently occurring substructures [8] and selected cycles & trees [13] that have been shown to achieve promising results.
In this paper, we build on the experience gained from this earlier work and introduce a new set of fragment-based descriptors that are designed to better capture the underlying structure of molecular graphs.
These descriptors are derived from all connected acyclic fragments (AF) present in the graphs and their length (number of bonds) is constrained not to exceed a user-supplied parameter. We present an efficient algorithm for finding these descriptors and study their effectiveness for the tasks of building classification models and of retrieving active compounds from a chemical compound library. Within the context of these tasks we also study the effectiveness of different descriptor-based similarity measures for both deriving kernel functions for SVM-based classification and for ranked-retrieval.
To assess the effectiveness of the new class of descriptors we perform a comprehensive experimental study using 28 different classification and retrieval problems derived from 17 datasets containing up to 78,995 compounds. Our study compares the performance achieved by the acyclic fragments to that achieved by previously developed schemes (fingerprints [14] , Maccs keys [30] , frequent sub-structures [8] , Cycles & Trees [13] ) as well as two subsets of AF, one containing the fragments that form paths (PF) and the other containing the fragments that form trees (TF).
Our experiments show that for both the classification and the retrieval tasks, the AF descriptors consistently and statistically outperform all previously developed schemes. Moreover, a kernel function introduced in this paper that takes into account the length of the fragments present in the set of descriptors lead to better overall results, especially when used with the AF descriptors.
The rest of the paper is organized as follows. Section 2 provides some background on the molecular graph representation of chemical compounds. Section 3 describes the previously developed descriptors used in our experimental evaluation. Section 4 provides a detailed description of the descriptors introduced in this paper. Section 5 provides a detailed description of the various kernel functions used. Section 6 contains experimental evaluation of the different descriptors and also provides some trends and analysis from the experiments. Section 7 provides concluding remarks on this work.
Representation of Chemical Compounds
In this paper we represent each compound by its corresponding molecular graph [19] . The vertices of these graphs correspond to the various atoms (e.g., carbon, nitrogen, oxygen, etc.), and the edges correspond to the bonds between the atoms (e.g., single, double, etc.). Each of the vertices and edges has a label associated with it. The labels on the vertices correspond to the type of atoms and the labels on the edges correspond to the type of bonds. The vertex labels (atom typing) and edge labels (bond typing) used in this paper for all the input chemical graphs and descriptors generated from them (except fingerprints and Maccs keys) is the default typing used by Babel [23] . We apply two commonly used structure normalization transformations [22] . First, we label all bonds in aromatic rings as aromatic (i.e., a different edge-label), and second, we remove the hydrogen atoms that are connected to carbon atoms (i.e., hydrogen-suppressed chemical graphs). To generate fingerprints and Maccs keys we use the Smiles [29] representation as an input.
Overview of Existing Fragment-Based Descriptor Spaces
In this section, we briefly describe some of the most popular as well as recently introduced approaches to extract fragment-based descriptors from molecular graphs.
Fingerprints
Fingerprints [29] are used to encode structural characteristics of a chemical compound into a fixed bit vector and are used extensively for various tasks in chemical informatics. These fingerprints are typically generated by enumerating all cycles and linear paths up to a given number of bonds and hashing each of these cycles and paths into a fixed bit-string. The specific bit-string that is generated depends on the number of bonds, the number of bits that are set, the hashing function, and the length of the bit-string. A desirable property of the fingerprint-based descriptors is that they encode a very large number of sub-structures into a compact representation. We will refer to these descriptors as fp-n where n is the number of bits that are used.
Maccs Keys (MK)
Molecular Design Limited (MDL) created the key based fingerprints (Maccs Keys) [30] based on pattern matching of a chemical compound structure to a pre-defined set of structural fragments that have been identified by domain experts [9] . Each such structural fragment becomes a key and occupies a fixed position in the descriptor space. Therefore, this approach relies on pre-defined rules to encapsulate the molecular descriptions a-priori and does not learn them from the chemical dataset. This descriptor space is notably different from fingerprint based descriptor space. Unlike fingerprints, no folding (hashing) is performed on the sub-structures. The advantage of such an approach over fingerprints is that sub-structures of arbitrary topology can form a part of the descriptor space. Moreover, the rules selected encode domain knowledge in a compact descriptor space. But it also has a disadvantage of potentially not being able to adapt to the characteristics for a particular dataset and classification problem. We will refer to this descriptor space as MK.
Cyclic patterns and Trees (CT)
Horovath et al [13] developed a method that is based on representing every compound as a set of cycles and certain kinds of trees. In particular, the idea is to identify all the biconnected components (blocks) of a chemical graph. Once these blocks are identified, the first set of features is generated by enumerating up to a certain number of simple cycles (bounded cyclicity) for the blocks. Once the cycles are identified, all the blocks of the chemical graph are deleted. The resulting graph is a collection of leftover trees forming a forest. Each such tree is used as a descriptor. The final descriptor space is the union of the cycles and leftover trees. The tree patterns used in this representation are of a specific topology and size that depends on the position of blocks in the chemical graph. We will refer to this descriptor space as CT.
Frequent Sub-structures based Descriptor Space (FS)
A number of methods have been proposed in recent years to find frequently occurring sub-structures in a chemical graph database [4, 15, 21, 37] . Frequent sub-structures of a chemical graph database D are defined as all sub-structures that are present in at least σ|D|% of compounds of the database, where σ is the minimum frequency requirement (also called minimum support constraint). These frequent sub-structures can be used as descriptors for the compounds in that database. One of the important properties of the sub-structures generated, like Maccs Keys, is that they can have arbitrary topology. Moreover, every substructure generated is connected and frequent (as determined by the minimum support constraint σ).
Descriptor space formed out of frequently occurring sub-structures depends on the value of σ. Therefore, unlike the Maccs keys, the descriptor space can change for a particular problem instance if the value of σ is changed. Moreover, unlike fingerprints, all frequent subgraphs irrespective of their size (number of bonds) form the descriptor space. A potential disadvantage of this method is that it is unclear how to select a suitable value of σ for a given problem. A very high value will fail to discover important sub-structures whereas a very low value will result in combinatorial explosion of frequent subgraphs. We will refer to this descriptor space as FS.
Acyclic, Tree and Path

Fragments (AF, TF, and PF)
A careful analysis of the four descriptor spaces described in Section 3 illustrate four dimensions along which these schemes compare with each other and represent some of the choices that have been explored in designing fragment-based (or fragment-derived) descriptors for chemical compounds. The first dimension is associated with weather the fragments are determined directly from the dataset at hand or they have been pre-identified by domain experts. Maccs keys is an example of a descriptor space whose fragments have been determined a priori whereas in all other schemes, the fragments are determined directly from the dataset. The second dimension is associated with the topological complexity of the actual fragments. On one side of the spectrum, schemes like fingerprints use rather simple topologies consisting of cycles and paths, whereas at the other end of the spectrum, the frequent sub-structure-based descriptors allow fragments that correspond to arbitrarily connected subgraphs. The third dimension is associated with weather or not the fragments are being precisely represented in the descriptor space. Fingerprint-based descriptors, due to the hashing approach that they use, lead to imprecise representations, whereas the other three schemes are precise in the sense that there is a one-to-one mapping between fragments and dimensions of the descriptor space. In this section we introduce and describe algorithms for efficient generation of a new descriptor space that we believe better captures the desired characteristics along the above four dimensions. This descriptor space consists of all connected acyclic fragments up to a given length l (i.e., number of bonds) that exist in the dataset at hand. The descriptor space is determined dynamically from the dataset, the topology of the fragments that it allows are trees and paths, leads to a precise representation, and has 100% coverage. We will refer to this descriptor space as Acyclic Fragments (AF).
In addition, we also derive two other sets of fragments from the set of all acyclic fragments. The first, termed as Tree Fragments (TF), is the collection of all fragments that have at least one node of degree greater than two. This set forms all the tree fragments. The second set, called Path Fragments (PF), is just the set of linear paths where the degree of every node in every fragment is less than or equal to two. Note that AF = TF ∪ PF and TF ∪ PF = ∅.
Note that Path Fragments are exactly the same patterns as the linear paths in fingerprints. Moreover, any frequent sub-structure based descriptor space is a superset of Acyclic-Fragments when the minimum support threshold (σ) is low enough to generate frequent subgraphs having a frequency of one.
Efficient Generation of Acyclic Fragments
To generate all connected acyclic fragments, we developed an algorithm that was inspired by the recursive technique for generating all the spanning trees of a graph G [34] .
Consider an arbitrary edge e of G, and let S e (G) be the set of spanning trees of G that contain e and S ¬e (G) be the set of all spanning trees of G that do not contain e. It is easy to see that (i) S e (G)∩S ¬e (G) = ∅ and (ii) S e (G) ∪ S ¬e (G) is equal to the set of all spanning trees of G, denoted by S(G). Now, if S(G/e) denotes an edge contraction operation (i.e., the vertices incident on e are collapsed together) then S e (G) can be obtained from S(G/e) by adding e. If G\e denotes an edge deletion operation, then S ¬e (G) is nothing more than S(G\e). From the above observations we can come up with the following recurrence relation for
where e is an arbitrary edge of G, and eS(G/e) denotes the set of all spanning trees obtained by adding e to each spanning tree in S(G/e).
The recurrence relation of Equation 1 can be used to generate all the connected acyclic fragments of a certain length l by modifying it in two different ways. These modifications are needed to ensure that (i) the acyclic fragments that are returned are connected, and (ii) only all the fragments of length l are returned.
The first can be achieved by imposing the constraint that the edge e must be incident on a vertex of G that was obtained via an edge contraction operation, if such a vertex exist. If G does not have any such vertex (i.e., it corresponds to the original graph), then e is selected in an arbitrary fashion. The length requirement can be ensured by terminating the recurrence relation when exactly l edges have been selected. In light of these modifications, the new recurrence relation that generates all the connected acyclic fragments of length
where e is satisfies the above constraints.
Kernel Functions for chemical compound classification
Given the descriptor space, each chemical compound can be represented by a vector X whose i th dimension will have a non-zero value if the compound contains that descriptor and will have a value of zero otherwise.
The value for each descriptor that is present can be either one, leading to a vector representation that captures presence or absence of the various descriptors (referred to as binary vectors) or the number of times that each descriptor occurs in the compound, leading to a representation that also captures the frequency information (referred to as frequency vectors).
Given the above vector representation of the chemical compounds, the classification algorithms that we develop in this paper use support vector machines (SVM) [32] as the underlying learning methodology, as they have been shown to be highly effective, especially in high dimensional spaces.
One of the key parameters that affects the performance of SVM is the choice of the kernel function (K), that measures the similarity between pairs of compounds. Any function can be used as a kernel as long as, for any number n and any possible set of distinct compounds {X 1 , . . . , X n }, the n × n Gram matrix defined by Ki,j = K(Xi, X j ) is symmetric positive semidefinite. These functions are said to satisfy
Mercer's conditions and are called Mercer kernels, or simply valid kernels.
In this paper we use two different classes of kernel functions that are derived from the widely used RBF kernel function, and the less widely used Tanimoto coefficient 1 [2, 3, 5, 35] . The Tanimoto coefficient was selected because it is used extensively in cheminformatics and has been shown to be an effective way to measure the similarity between chemical compound pairs [36] .
Given the vector representation of two compounds X and Y , the RBF and Tanimoto kernel functions are given by
where σ is a user supplied parameter and the terms x i and y i are the values along the i th dimension of the X and Y vectors, respectively. Note that in the case of binary vectors, these will be either zero or one, whereas in the case of frequency vectors these will be equal to the number of times the i th descriptor exists in the two compounds. Moreover, note that Tanimoto kernel is a valid kernel as it has been shown to satisfy Mercer's conditions [28] .
One of the potential problems in using the above kernels with descriptor spaces that contain fragments of different lengths is that they contain no mechanism to ensure that descriptors of various lengths contribute in a non-trivial way to the computed kernel function values. This is especially true for the AF, TF, and PF descriptor spaces in which each compound tends to have a much larger number of longer length fragments (e.g. length six and seven) than shorter length (e.g. length two and three). To overcome this problem we modified the above kernel functions to give equal weight to the fragments of each length. In the context of the RBF kernel function, this is obtained as follows. Let X l and Y l be the feature vectors of X and Y with respect to only the features of length l, and let L be the length of the largest feature. Then, the
The length-differentiated kernels for Tanimoto is derived in a similar fashion. We will refer to these as the length-differentiated kernel functions, and we will refer to the ones that do not differentiate between different length fragments as pooled kernel functions.
In summary, we studied four different flavors for each kernel functions, one that is binary and pooled, frequency and pooled, binary and length-differentiated and frequency and length-differentiated. We will follow the convention of using the symbols K b , K f , K * b , and K * f to refer to binary and pooled, frequency and pooled, binary and length-differentiated and frequency, and length-differentiated kernel functions, respectively.
Results
Datasets
The performance of the different descriptors and kernel functions was assessed on 28 different classification problems from 17 different datasets.
The size, distribution and compound characteristics of the 28 classification problems are shown in Table 1. Each of the 28 classification problems is unique in that it has different distribution of positive class (ranging from 1% in H2 to 50% in C1), different number of compounds (ranging from the smallest with 559 compounds to largest with 78,995 compounds) and compounds of different average sizes (ranging from the 14 atoms per compound to 37 atoms per compound on an average in C1 and H3 respectively).
The first dataset is a part of the Predictive Toxicology Evaluation Challenge [27] . There are four classification problems one corresponding to each of the rodents MaleRats, FemaleRats, MaleMice and FemaleMice and will be referred as P1, P2, P3, and P4.
The second dataset is mutagenicity data from [12] . The compounds in this dataset are classified as mutagens or nonmutagens as determined by the Salmonella/microsome assay. We will refer this dataset as
C1.
The third dataset is obtained from the National Cancer Institutes's DTP AIDS Anti-viral Screen program [20, 26] . Three classification problems are formulated out of this dataset. The first problem is designed to classify between CM+CA and CI; the second between CA and CI, and the third between CA and CM. We will refer to these problems as H1, H2, and H3, respectively.
The fourth dataset was obtained from the Center of Computational Drug Discovery's anthrax project NCI1  39001 1881 26  34  25  28  37  27  NCI109 39168 1893 26  34  25  28  37  27  NCI123 39497 2885 26  32  25  28  34  27  NCI145 38665 1786 26  34  25  28  37  27  NCI167 78995 9416 21  24  21  22  25  22  NCI220  866  282 24  24  25  26  25  26  NCI33  38649 1500 26  35  25  28  38  27  NCI330 41152 2266 22  28  21  23  30  23  NCI41  26425 1395 26  35  26  28  38  28  NCI47  38922 1840 26  34  25  28  37  27  NCI81  39199 2201 26  33  25  28  36  27  NCI83  26636 2092 26  33  25  28  35 at the University of Oxford [25] . The classification problem for this dataset is: given a chemical compound classify it in to one of these two classes, i.e., will the compound bind the anthrax toxin or not. This classification problem is referred as A1.
A fifth dataset is provided by Dr. Ian Watson from Eli Lilly Inc. and is described in [33] . Each drug compound in this dataset is marked as Oral (O), Topical (T), Absorbent (A) or Injectable (I) depending on the mode of administration of that drug. Four classification tasks are defined from this dataset: between Oral and Absorbent D1, between Oral and Topical D2, between Oral and Injectable D3 and between Oral and everything else (Topical + Absorbent + Injectable) as D3. This dataset is particularly different from the rest, in that we try to distinguish between the 1728 marketed drugs with different modes of administration.
Another dataset used in this study is the MAO (Monoamine Oxidase) dataset [7] . The compounds of this dataset have been categorized into four different classes (0, 1, 2 and 3) based on the levels of activity, with the lowest labeled as 0 and the highest labeled as 3. We define three classification problems based on this dataset: M1 with positive class compounds as labels 1, 2 and 3 and negative class as compounds with label 0, M2 with positive class as labels 2 and 3 and negative class compounds as labels 0 and 1, and finally the last problem M3 with positive class compounds as label 3 and rest of the compounds in negative class.
The rest of the datasets are derived from the PubChem website that pertain to the cancer cell lines [24] .
Twelve datasets are selected from the bioassay records for cancer cell lines. Each of the NCI anti-cancer The class labels on these datasets is either active or inactive and we used the original class labels associated with each compound. Table 2 proves details of the 12 different bioassays used for this study.
All the datasets required some data cleaning as for some of the compounds we were unable to generate all of the seven descriptor spaces. All such compounds were removed from their respective datasets. This made the sets of compounds used for different descriptors exactly the same and allowed objective comparison of the seven descriptor spaces.
Experimental Methodology
The classification results were obtained by performing a 5-way cross validation on the dataset, ensuring that the class distribution in each fold is identical to the original dataset. In each one of the cross validation experiments, the test-set was never considered and the algorithm used only the training-set to generate the descriptor space representation and to build the classification model. The exact same training and test sets were used in descriptor generation and cross validation experiments for all the different schemes. For the SVM classifier we used the SVMLight library [17] with all the default parameter settings except the kernel.
The performance of the newly developed descriptor spaces was compared against the descriptors generated by fingerprints, Maccs Keys, Cycles & Trees, and frequent sub-structures. For fingerprints, we used Chemaxon's fingerprint program called Screen [14] . We experimented using 256-, 512-, 1024-, 2048-, 4196-and 8192-bit length fingerprints. We used default settings of the two parameters: number of bonds or maximum length of the pattern generated (up to seven) and number of bits set by a pattern (three). We found that 8192-bits produced better results (even though their performance advantage was not statistically significant compared to 2048-and 4196-bit fingerprints). For this reason, we use 8192-bit fingerprints in all the comparisons against other descriptors. To generate MDL Maccs keys (166 keys) we use the MOE suite by Chemical Computing Group [11] For Cyclic patterns and Trees, we use 1000 as the upper bound on the number of cycles to be enumerated as described in [13] . To generate frequent sub-structures, we use the FSG algorithm described in [21] . Table 3 contains the values of σ used for positive and negative classes in each dataset.
In the context of fp-8192 the only kernel applicable is the binary and pooled (K b ) extension of RBF and Tanimoto kernels. This is because hashed fingerprints are inherently binary and not provide frequency information. In the context of MK, only two kernels (K b and K f ) are applied. Also for the RBF kernel, we normalize the vectors to be unit length prior to learning the SVM models. We found that this normalization lead to somewhat better results. 
Performance Assessment Measures
The classification performance was assessed by computing the ROC50 values [10] , which is the area under the ROC curve up to the first 50 false positives. This is a much more appropriate performance assessment measure than traditional ROC value for datasets with very small positive classes. This is because for such problem settings, a user will most likely stop examining the highest scoring predictions as soon as he/she starts encountering a certain number of false positives [10] .
We assess the ability of a particular descriptor set to identify positive compounds in the context of database screening experiment by looking at the fraction of positive compounds that were recovered in the top k hits. Specifically, we report the fraction of positives recovered in the top k hits in a database screening experiment in which every positive compound is used as query. We call this metric normalized hit rate (NHR) and it is computed as follows. Suppose N is the number of compounds in a dataset, N + is the number of positive (active) compounds in that dataset and hits k is the number of positives found in the top k hits over all queries. Then, the normalized hit rate is given by
To compare the performance of a set of schemes across the different datasets, we compute a summary statistics that we refer to as the Average Relative Quality to the Best (ARQB) as follows: Let r i,j be the ROC50 (NHR) value achieved by the scheme j on the dataset i, and let r * i be the maximum (i.e. the best) ROC50 (NHR) value achieved for this dataset over all the schemes. Then the ARQB for scheme j is equal to
, where T is the number of datasets. An ARQB value of one indicates that the scheme achieved the best results for all the datasets compared to the other schemes, and a low ARQB value indicates a poorly performing scheme.
We used the Wilcoxon's paired signed-rank test [16] to compare the statistical significance of any two descriptors based on the performance measures described above. This test takes into account not only the sign of differences but also magnitude of these differences. It is generally a more powerful test than student t-test especially for small number of samples with unknown distributions. A p-value of 0.01 is used as threshold for all comparisons.
Sensitivity on the Length of AF Descriptors
To evaluate the impact of the fragment length in the classification performance achieved by the AF descriptors, we performed a study in which we varied the maximum fragment length l from two to seven bonds.
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scheme that use up to length seven fragments achieve the best overall performance. Most of these differences are statistically significant with the only exception being l = 2 and l = 3, which are not statistically different for p = 0.01. Table 5 shows the number of acyclic fragments of various length that were generated for each dataset, as well as the time required to generate the fragments of length seven. These results show that the number of fragments does increase considerably with l, which essentially puts a practical upper bound on the length of the fragments that can be used for classification. In fact, for l = 8 (not shown here), the number of fragments were about three to five times more than that for l = 7, which made it impractical to build SVMbased classifier for many of the datasets. However, on the positive side, the amount of time required to generate these fragments is quite small, and is significantly lower than that required for learning the SVM models. Table 6 shows the classification performance of the different kernel functions described in Section 5 for the AF descriptors. These results were obtained for AF descriptors containing fragments of length up to seven.
Effectiveness of Different Kernels for AF Descriptor
Two key observations can be made from analyzing these results. First, the classification performance obtained by the Tanimoto-based kernel functions is in general higher than that obtained by the RBF-based Table 6 : ROC50 values for the AF descriptors using kernels derived from Tanimoto and RBF. 914 Best performing scheme(s) for each classification problem is shown in bold. ARQB1 is the ARQB using Tanimoto-based kernels only, ARQB2 is ARQB using RBF-based kernels only and ARQB3 is the ARQB calculated using both Tanimoto-and RBF-based kernels.
kernels. This result is to a large extent in agreement with the widely accepted opinion within the cheminformatics community that Tanimoto coefficient is a good similarity measure for chemical compounds [36] . Second, the best performing kernel function among those based on Tanimoto, is the K * f (length-differentiatedfrequency vectors), which is different from the best performing kernel function in the case of RBF, which is K * b (length-differentiated-binary vectors). However, for both classes of kernels, giving equal weights to the fragments of various lengths leads to better results.
Note that based on the Wilcoxon statistical test of p = 0.01, the differences between K * b and K * f for Tanimoto are not significant, but K * f is statistically better than K b and K f . Also, in the case of RBF, K * b is statistically better than the other three, which are statistically equivalent among them.
Comparison with Previously Developed Descriptor Spaces
Classification Performance
To compare the classification performance of the AF descriptor space against the classification performance of the four previously developed descriptor spaces (fp-8192, MK, CT, and FS) and the TF and PF subsets of AF (described in Section 4) we performed a series of experiments in which we used the various kernels described in Section 5 to classify the various datasets. Table 7 and 8 show the ROC50 results achieved by the best kernels for each descriptor space. In addition, Table 9 shows weather or not these schemes achieve ROC50 results that are statistically different from each other. The results for AF, TF, and PF were obtained for fragments up to length seven.
These results show that the AF descriptors lead to ROC50 results that are statistically better than that achieved by all other previously developed schemes, for both the Tanimoto and RBF-based kernels. In addition, the performance achieved by both TF and PF is also good and in general better than that achieved by the earlier approaches.
Comparing between fp-8192, CT, MK, and FS, we can see that the fingerprint-based descriptors achieve the best overall results, whereas MK and CT tend to perform the worst. However, from a statistical significance standpoint CT, MK, and FS are equivalent.
Another interesting observation is that the PF scheme achieves better results than fp-8192 (even though the difference is not significant at p = 0.01 but it is at p = 0.05). Since the fp-8192 descriptors were also generated by enumerating paths of length up to seven (and also cycles), the performance difference suggests that the folding that takes place due to the fingerprint's hashing approach negatively impacts the classification performance.
Finally, comparing Tanimoto-with RBF-based kernels, we can see that the former does better and these differences are in general statistically significant at p = 0.01.
Retrieval Performance
We also compare the effectiveness of the different descriptor spaces for the task that is commonly referred to as a database screening [35] . The goal of this is given a compound that has been experimentally determined to be active, find other compounds from a database that are active as well. Since the activity of a chemical compound depends on its molecular structure, and compounds with similar molecular structure tend to have similar chemical function, this task essentially maps to ranking the compounds in the database based on how similar they are to the query compound.
In our experiments, for each dataset we used each of its active compounds as a query and evaluated the extent to which the various descriptor spaces along with the kernel functions studied in this paper lead to similarity measures that can successfully retrieve the other active compounds.
As it was with the study presented in the previous section, our experimental evaluation was comprehensive using all possible combinations of descriptor spaces and kernel functions. Table 10 and Table 11 show the NHR results achieved by the best kernels for each descriptor space, whereas Table 12 shows the extent to which the relative performance of various schemes are statistically significant.
Comparing these results with those for the classification task shows similar trends with respect to the relative performance of the various descriptor spaces. For both Tanimoto-and RBF-based kernels AF statistically outperforms the previously developed schemes. The only exception is with respect to the CT descrip- Table 7 : ROC50 values for the seven descriptors using kernels derived from Tanimoto. tor space and RBF for which AF's higher average performance is not statistically significant at p = 0.01 but it is at p = 0.05. Also the average performance of the TF and PF descriptors (as measured by AQRB) is higher than earlier schemes as well.
Conclusion & Discussion
In this paper we presented a new class of descriptors for representing molecular graphs that are based on connected acyclic fragments and illustrated their effectiveness for the tasks of building classification models and retrieving active compounds from chemical libraries.
This work was primarily motivated by our desire to understand which aspects of the molecular graph are important in providing effective descriptor-based representations for the above two tasks given the four design choices described in Section 4 (dataset specificity, fragment complexity, preciseness, and coverage) and the fact that no scheme, including AF, leads to a descriptor space that is strictly superior (in terms of what it captures) to the rest of the schemes. Each one of the seven descriptor spaces (AF, TF, PF, fp-n, MK, CT, and FS) make some compromises along at least one of these dimensions. We believe that our experimental results help in providing some answers. Specifically, the results comparing PF and fp-8192, suggest that a precise representation is a key property and helps PF outperform fp-8192 even though the Table 8 : ROC50 values for the seven descriptors using kernels derived from RBF. former utilizes only path-based fragments, whereas fp-8192 also uses fragments corresponding to cycles.
Similarly, the results comparing AF against FS suggest that the 100% coverage of AF is a critical property as it helps outperform the FS approach, which leads to descriptor spaces with much more complex fragments (i.e., arbitrary connected substructures). Also, the results comparing the schemes that utilize dataset specific fragment discovery approaches against the MK scheme show that relying on pre-identified fragments will lead to lower performance. Finally, the results comparing AF against TF and PF show that everything else being the same, more complex fragments do lead to better results; however, these gains are not substantial.
The work in this paper has been primarily focused on classification approaches based on descriptor spaces. However, another approach was recently investigated by Kashima et al [18] that uses a randomwalk based approach to directly construct a kernel function between two graphs. The experiments presented in [18] showed promising results (even though they are worse than those reported in this paper for the common datasets), and we believe that such direct graph kernels coupled with information as to what aspects of the molecular graphs are important, can potentially lead to effective classification algorithms.
Finally, the fact that acyclic fragments, and tree fragments in particular, can be useful in classifying chemical compounds, has been known for quite a while. Palyulin and his collaborators [31, 38] used certain types of tree fragments for classification and reported good results for QSAR and QSPR prediction problems. Table 7 and Table 8 . The sign '>' denotes that row outperforms column descriptor, '<' denotes that column outperforms row descriptor and '=' denotes that row and column descriptors are statistically indistinguishable. W/E/L is Wins, Equal, and Losses for each scheme. Table 10 : NHR for k = 10 using kernels derived from Tanimoto Table 11 : NHR for k = 10 using kernels derived from RBF Table 12 : Wilcoxon statistical test for the four schemes in Table 10 and Table 11 Tanimoto The sign '>' denotes that row scheme outperforms column scheme, '<' denotes that column scheme outperforms row scheme and '=' denotes that row scheme and column scheme are statistically indistinguishable. W/E/L is Wins, Equal and Losses for each scheme.
