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Abstract
New sufficient conditions for the representation of a function via an absolutely convergent Fourier
integral are obtained in the paper. In the main result, this is controlled by the behavior near infinity of
both the function and its derivative. This result is extended to any dimension d ≥ 2.
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1. Introduction
If
f (y) =
∫
Rd
g(x)ei(x,y)dx, g ∈ L1(Rd),
we write f ∈ A(Rd), with ‖ f ‖A = ‖g‖L1(Rd ). The possibility of representing a function via
an absolutely convergent Fourier integral has been studied by many mathematicians, and is of
importance in various problems of analysis. For example, the belonging of a function m(x) to
A(Rd)makes it an L1 → L1 Fourier multiplier (or, equivalently, L∞ → L∞ Fourier multiplier),
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written m ∈ M1 (m ∈ M∞, respectively). One such m attracted much attention in the 1950–70s
(see, e.g., [5] and [15, Ch. 4, 7.4], and references therein):
m(x) = θ(x)e
i|x |α
|x |β , (1.1)
where θ is a C∞ function on Rd , which vanishes near zero, and equals 1 outside a bounded set,
and α, β > 0. It is known that, for d ≥ 2,
(I) if β
α
> d2 , then m ∈ M1(M∞);
(II) if β
α
< d2 , then m ∉ M1(M∞).
The first assertion holds true for d = 1 as well, while the second one holds only when α ≠ 1;
however, the case α = d = 1 is obvious.
New sufficient conditions of such type in Rd , d ≥ 1, are obtained in this paper. Their strength
and sharpness will be checked on (I) and (II).
Prior to formulating our main results in Section 2, we explain how the paper is organized
and fix certain notation and conventions. In Section 3, known results on the representability of a
function as an absolutely convergent Fourier integral are given as a supplement to those surveyed
in [14]. The proofs of the new results are given in Section 4.
We shall denote absolute constants by c or maybe by c with various subscripts, such as c1, c2,
etc., while γ (. . .) will denote positive quantities depending only on the arguments indicated in
the parentheses. We shall also use the notation

→0 to indicate that the integral is understood as
improper in a neighborhood of the origin, that is, as limδ→0+

δ
.
2. Main results
We start with the case d = 1.
Let f ∈ C0(R), that is, f ∈ C(R) and lim f (t) = 0 as |t | → ∞, and let f be locally
absolutely continuous on R \ {0}.
Theorem 2.1. Let f0(t) = sup|s|≥|t | | f (s)|.
(a) Let f ′ be essentially bounded out of any neighborhood of zero and f1(t) = ess sup|s|≥|t |>0
| f ′(s)|. If, in addition,
A1 =
∫ 1
0
f1(t) ln
2
t
dt <∞ and A01 =
∫ ∞
1
∫ ∞
t
f0(s) f1(s) ds
 1
2 dt
t
<∞,
then f ∈ A(R), with ‖ f ‖A ≤ c(A1 + A01).
(b) Let f ′ be not bounded near infinity, f∞(t) = ess sup0<|s|≤|t || f ′(s)| and f (t) = 0 when
|t | ≤ 2π , with f∞(4π) > 0. If, in addition, there exists δ ∈ (0, 1) such that
A1+δδ = sup
t≥2π
t f δ0 (t) f∞(t + 2π) <∞,
then f ∈ A(R) and ‖ f ‖A ≤ γ (δ)Aδ(1+ A
1
δ
δ ( f∞(4π))−
1
δ ).
The conditions of this theorem differ from known sufficient conditions in the way that, near
infinity, the combined behavior of both the function and its derivative comes into play (see also
the corollary below). Conditions for f0 and f1 in (a) are not necessary in general, but they are for
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certain subclasses (see the necessary conditions in Section 3). The condition A01 <∞ holds, for
example, if (ln t)2+δ f0(t) f1(t) ∈ L1[1,∞) for some δ > 0, but not for δ = 0 when the function
in question may be not in A(R).
We note that in (b) the function can be considered on the whole axis. It should satisfy the same
condition A1 as in (a) near the origin. We omit this for simplicity. We also mention that δ = 0
cannot be taken there: in this case, the function in question may be not in A(R).
Any other point can be taken instead of zero; see the λ shift in (3.4).
Corollary 2.2. If A1 <∞, f (t) = O(|t |−γ0) for some γ0 > 0 and f ′(t) = O(|t |−γ1) for some
γ1 ∈ R as |t | → ∞, with γ0 + γ1 > 1, then f ∈ A(R). If γ0 + γ1 < 1 such an assertion cannot
be valid.
Let now f : Rd → C with d ≥ 2. We will give a direct generalization of Theorem 2.1
to higher dimensions. In order to formulate it, we introduce certain notation. Let χ and η be
d-dimensional vectors with the entries either 0 or 1 only. The inequality of vectors is meant
coordinate-wise. Similarly to (a) in the one-dimensional case, we set
fχ (x) = sup
|ui |≥|xi |,
i :χi=0
ess sup
|u j |≥|x j |>0,
i :χi=1
|Dχ f (u)|,
where
Dχ f (x) =
 ∏
j :χ j=1
∂
∂x j
 f (x).
As for (b), we set
Fχ (x) = sup
|ui |≥|xi |,
i :χi=0
ess sup
|u j |≤|x j |>0,
i :χi=1
|Dχ f (u)|.
Here, and in what follows, χ = 0 = (0, 0, . . . , 0) or χ = 1 = (1, 1, . . . , 1) means that only one
type of majorization is considered.
We denote by Rη the Euclidean space of dimension |η| = η1 + · · · + ηd with respect to the
variables x j with j for which η j = 1; correspondingly, xη is an element of this space.
Theorem 2.3. Let f ∈ C0(Rd), and let f and its partial derivatives Dη f , 0 ≤ η < 1, be locally
absolutely continuous on (R \ {0})d in each variable.
(a) If the partial derivatives Dη f , 0 < η ≤ 1 are essentially bounded out of any neighborhood
of each coordinate hyperplane and
Aχ =
∫ 1
0
. . .
∫ 1
0
∏
k:χk=1
ln(2/xk) dxk
∫ ∞
1
. . .
∫ ∞
1
∫ ∏
j :χ j=0
[u j ,∞)
fχ (x) f1(x) dxη

1/2 ∏
i :χi=0
dui
ui
<∞ (2.1)
for all 0 ≤ χ < 1, then f ∈ A(Rd).
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(b) Let f (x) = 0 when |x j | ≤ 2π , j = 1, 2, . . . , d, and Fχ (4π, . . . , 4π) > 0. If there exists
δ ∈ (0, 1) such that
sup
x j≥2π, j=1,...,d
(x1 . . . xd)
(1+δ)d−1 ∏
0≤χ≤1
F
δd−|χ |
2d−1
χ (x + 2πχ) <∞, (2.2)
then f ∈ A(Rd).
In the multivariate case, (a) and (b) are the two extreme options. We omit possible cases of
interplay of these options, since the proof shows how to treat them, on the one hand, and since
they are less transparent, on the other hand.
The next corollary gives a transparent condition for f ∈ A(Rd) in terms of power growth near
infinity.
Corollary 2.4. Let | f (x)| ≤ c
(1+|x |)γ0 , γ0 > 0, while for j = |χ | > 0 it holds that
|Dχ f (x)| ≤ c
(1+|x |)γ j , γ j ∈ R. If
1
2d
d−
j=0

d
j

γ j >
d
2
, (2.3)
then f ∈ A(Rd). If we replace the sign > in this inequality by <, the function may be not from
A(Rd).
3. Known results
Let φ : Rd → C be a bounded measurable function. We define on L2(Rd) ∩ L p(Rd) a linear
operator Φ via the following equality for the Fourier transform of a function f ∈ L2 ∩ L p:Φ f (y) = φ(y)f (y).
Clearly, Φ f ∈ L2(Rd), and if there exists a constant D such that, for all f ∈ L2 ∩ L p(Rd),
‖Φ( f )‖L p ≤ D‖ f ‖L p ,
then the operator Φ is called the Fourier multiplier from L p into L p(Rd) (written φ ∈ Mp(Rd)),
whence ‖Φ‖L p→L p = inf D.
Sufficient conditions for a function to be a multiplier in L p spaces with 1 < p < ∞ for
both multiple Fourier series and Fourier integrals have been studied by Marcinkiewicz, Mikhlin,
Ho¨rmander, Lizorkin, and others (see, e.g., [15, Ch. 4] and [16]). It holds that M1 = M∞ ⊂ Mp,
1 < p <∞. When p = 1 and p = ∞, each Fourier multiplier is the convolution of the function
f and a finite (complex-valued) Borel measure on Rd :
Φ f (x) =
∫
Rd
f (x − y)dµ(y), ‖Φ‖L1→L1 = ‖Φ‖L∞→L∞ = varµ,
while φ ∈ M1 = M∞ iff φ ∈ B(Rd), where
B(Rd) =

φ : φ(y) =
∫
Rd
ei(x,y)dµ(x), ‖φ‖B = varµ <∞

(see, e.g., [17, Ch. 1]). If the measure µ is absolutely continuous with respect to the Lebesgue
measure in Rd , we get exactly φ ∈ A(Rd). The space B(Rd) is the Banach algebra with respect
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to point-wise multiplication, while A(Rd) is an ideal in B(Rd). As is known, the two algebras are
locally geared in the same way; thus the difference between A and B is revealed in the behavior
of functions near infinity. We also note that, if φ ∈ B(Rd), limφ(x) = 0 as |x | → ∞ and φ is of
finite total Vitali variation off a cube, then φ ∈ A(Rd) [21, Theorem 2].
We remind the reader that total Vitali variation of the function φ : E → C, with E ⊂ Rd ,
is defined as follows. If {e0j }dj=1 is the standard basis in Rd , and the boundary of E consists of a
finite number of planes given by equations x j = c j , then
V ( f ) = sup
−
|∆u f (x)|, ∆u f (x) =

d∏
j=1
∆u j

f (x),
where u = (u1, . . . , ud) and
∆u j f (x) = f (x + u j e0j )− f (x − u j e0j ), 1 ≤ j ≤ d. (3.1)
Here ∆u is the mixed difference with respect to the vertices of the parallelepiped [x − u, x + u]
and sup of the sums is taken while summing up over all the choices of such non-overlapping
parallelepipeds in E . For smooth enough functions on E such as indicated above, one has
V ( f ) =
∫
E
 ∂d f (x)∂x1 · · · ∂xd
 dx .
We note that in Marcinkiewicz’s sufficient condition for Mp, 1 < p <∞, only the finiteness of
total variations over all dyadic parallelepipeds with no intersections with coordinate hyperplanes
is assumed (see, e.g., [15]).
Many mathematicians have studied the properties of absolutely convergent Fourier series
rather than integrals, starting with a paper by Bernstein (see, e.g., [10]; for multidimensional
results see, e.g., [19]). Various sufficient conditions for absolute convergence of Fourier integrals
have been obtained by Titchmarsh, Beurling, Karleman, Sz.-Nagy, Stein, and many others. One
can find a more or less comprehensive and very useful survey of this problem in [14], with 65
bibliographical references therein.
Let us give some results not contained in that survey as well as relations between them and
other results of such type. The other reason for giving these is that some of these results will
essentially be used in proofs.
Po´lya proved that each even, convex and monotone decreasing to zero function on [0,∞)
belongs to A(R). In fact, such a function belongs even to A∗(R), that is, not only f ∈ L1(R),
but also sup|s|≥|t | |f (s)| ∈ L1(R) (see [21] or [22]). By this, f may decrease arbitrarily slowly.
What is really important is, as Po´lya observed, that f (y) ≥ 0.
Zygmund proved that if an odd function f is compactly supported and convex in a
right neighborhood of the origin, it admits an extension to A(R) iff the improper integral
→0 t
−1 f (t) dt converges (see [10]). There is a more general statement (Lemma 6 in [21]): if
f ∈ C0(R) and is piece-wise convex, then, for any y ≠ 0,
|f (y)| ≤ γ (q) 1√|y|ω

f ; π|y|

,
where ω( f ; h) is the modulus of continuity in the space C , and q is the number of
intervals—Re f and Im f is either convex or concave on each of these intervals. If a function
is also odd and on any interval not containing zero satisfies the Lipα, α > 0, condition, then
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f ∈ A(R) iff the integral ∞0 t−1 f (t) dt converges. Therefore, if f is odd and f (x) ≥ 0 for
x ≥ 0, then f ∈ A(R) does not yield f ∈ L1(R) (see Theorem 2.8 in [14]).
For a real, bounded and locally absolutely continuous function to be the difference of two
bounded convex functions on [0,∞) (quasi-convex), it is necessary and sufficient that∫ ∞
0
t |d f ′(t)| <∞.
A similar fact is well known for sequences.
In the paper by Beurling [4], a more general condition for integrability of the Fourier transform
was given:
V ∗( f ) =
∫ ∞
0
ess sup
s≥t
| f ′(s)| dt <∞.
This condition is less restrictive than convexity (and quasi-convexity), but more severe than the
finiteness of the total variation.
If, in addition, f ∈ C0[0,∞) and f (t) = 0 for t < 0, then, for each y ∈ R \ {0},
f (y) = 1√
2π
∫ ∞
0
f (t)e−iyt dt = − i
y
√
2π
f

π
2|y|

+ θF(y), (3.2)
with |θ | ≤ c and ‖F‖L1(R) ≤ V ∗( f ).
This can be found in [22, 6.4.7b and 6.5.9]. It is interesting that, for f convex, F(y) can
be considered monotone decreasing as |y| increases, while this is not the case for the class in
question. The point is that integrability of the monotone majorant of |f | is related to summability
of Fourier series at Lebesgue points (see [22, 8.1.3]). Monotonicity of F in (3.2) will yield that
such results are the same for V ∗ and convex functions, which is impossible.
Theorem A ([4]). Let f ∈ C0(R), and let there exist a function g such that
| f (t)− f (t + h)| ≤ |g(t)− g(t + h)| (t, h ∈ R)
and g ∈ A∗(R), that is, g = ψ , with ψ∗(t) = ess sup|t |≥|s||ψ(s)| ∈ L(R). Then f ∈ A(R).
For general properties of the algebra A∗(R), see [2].
On the other hand, many works have been devoted to the related question of the boundedness
and asymptotics of L1-norms over the period of the sequence of periodic functions against their
Fourier coefficients (see, e.g., [18], and also [22, 7.2.8, 8.1.1] and [11]).
Let us now give Riesz’s criterion of the absolute convergence of Fourier integrals (its
counterpart for series can be found in [10]).
Theorem B. Function f ∈ A(Rd) if and only if it is representable as the convolution of two
functions from L2(Rd):
f (x) =
∫
Rd
f1(y) f2(x − y)dy, f1, f2 ∈ L2(Rd). (3.3)
By this, ‖ f ‖A ≤ ‖ f1‖2 ‖ f2‖2.
The proof is based on the unitarity of the Fourier operator in L2(Rd) (see [20, Thm. 66]).
Let us demonstrate how to derive effective sufficient conditions from this criterion.
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Assume that f ∈ C(Rd)∩ L2(Rd) and (−∆) α2 f ∈ L2(Rd), where∆ is the Laplace operator.
Taking into account that
−∆ α2 f (y) = |y|α f (y) ∈ L2(Rd),
and, for α > d/2,∫
Rd
dy
(1+ |y|α)2 = γ (d)
∫ ∞
0
td−1
(1+ tα)2 dt <∞,
we get the product of the two functions from L2(Rd):
f (y) = (f (y)(1+ |y|α)) 1
1+ |y|α .
Therefore, f ∈ A(Rd) when α > d/2.
Other differential operators can be used in the same way, say elliptic, while applying
embedding theorems allows one to digress on the function classes defined via moduli of
continuity of partial derivatives.
There is one more criterion (approximative) from which in [22, 6.4.3], for example, known
sufficient conditions with different smoothness in various variables are derived.
Let us go on to necessary conditions for dimension one. Obviously, for each λ ∈ R,
‖ f ‖A = ‖ f (λ·)‖A = ‖ f (· + λ)‖A = ‖eiλ(·) f (·)‖A = ‖ f ‖A. (3.4)
Let f ∈ A(R) and f = √2πg, where g ∈ L1(R). Then the trigonometrically conjugate function
(the Hilbert transform) is
f (x) = 1
π
∫ →∞
→0
f (x + t)− f (x − t)
t
dt
:= lim
ε→+0, M→+∞
1
π
∫ M
ε
f (x + t)− f (x − t)
t
dt
= lim
ε→+0, M→+∞
1
π
∫ M
ε
dt
∫ +∞
−∞
g(y)
eiy(x+t) − eiy(x−t)
t
dy
= 2i
π
lim
ε→+0, M→+∞
∫ +∞
−∞
g(y)eixydy
∫ M
ε
sin t y
t
dt.
Since the absolute values of the integrals over [ε, M] are bounded by an absolute constant, it is
possible to pass to the limit under the integral sign. This yields
f (x) = i ∫ +∞
−∞
g(y)eixysign ydy, ‖f ‖A = ‖ f ‖A.
We mention that the improper integral in the definition of f converges everywhere (and
uniformly in x), but not necessarily absolutely.
In [21, Theorem 3], a necessary condition for belonging to A(Rd) is given. It is valid for both
radial and non-radial functions of d variables and depends on the dimension d.
In order to formulate the next result, on which much in the proofs of our new results is based,
we recall that ∆u f = ∆u1,...,ud f is defined by (3.1).
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Theorem C (Lemma 4 in [21]). Let f ∈ C0(Rd).
(a) If
∞−
s1=−∞
· · ·
∞−
sd=−∞
2
1
2
d∑
j=1
s j
‖∆ π
2s1
,..., π
2sd
( f )‖2 <∞,
where the norm is that in L2(Rd), then f ∈ A(Rd).
(b) If f = g, with g ∈ L(Rd), and for |u j | ≥ |v j | when sign u j = sign v j for all 1 ≤ j ≤ d
it holds that |g(u)| ≤ |g(v)|, then the series in (a) converges.
Let us comment on this result. The convergence of the series condition in (a) is of Bernstein
type and controls ‖ f ‖A(Rd ), as the proof of Lemma 4 in [21] establishes. Concerning (a), see
also [13,3]. Related are [7,9] as well. However, it is worth mentioning that, in [21], (b) is proved
too. Not only this is a necessary condition for a certain subclass, but application of this assertion
to the extension of Beurling’s theorem (see Theorem A above) is given. To this extent, mixed
differences are used instead of simple ones.
Theorem D ([21] or [22]). If f (x) =  |x j |≤|u j |,
1≤ j≤d
g(u)du, with∫
Rd
ess sup
|u j |≥|v j |, 1≤ j≤d
|g(u)| dv <∞,
then f ∈ A(Rd).
As is known, the Hausdorff–Young inequality gives sufficient condition for f ∈ L p, p > 2.
In [22, 6.4.2], both (a) and (b) of Theorem C are generalized to the case where f ∈ L1 ∩ L p,
p ∈ (0, 2). We also mention that, when f (x) = 0 for x ∈ R \ [0, π] and f ∈ L1 ∩ L p(R),
p ∈ (0, 1], the following necessary condition holds true (see the same reference):∫ π
0
(| f (x)|p + | f (π − x)|p)x p−2dx ≤ γ (p)‖f ‖pp.
Let us give a recent simple sufficient condition.
Theorem E ([1, Theorem 1]). If f ∈ C0(Rd), for any δ = (δ1, . . . , δd), with δ j = 0 or 1,
1 ≤ j ≤ d,
lim|x j |→∞
∂
∑
δ j f (x)
∂xδ11 · · · ∂xδdd
= 0, 1 ≤ j ≤ d,
and, for some ε ∈ (0, 1), ∂d f (x)∂x1 · · · ∂xd
 ≤ AΠ dj=1|x j |1−ε(1+ |x j |)2ε ,
then ‖ f ‖A ≤ Aγ (ε).
This theorem is a simple consequence of Theorem D. To make the paper self-contained, let us
present this argument.
446 E. Liflyand, R. Trigub / Journal of Approximation Theory 163 (2011) 438–459
Proof of Theorem E. We first mention that, on integrating an inequality for the mixed derivative
over [x j ,∞), one obtains a similar inequality for derivatives of smaller order.
For simplicity, let d = 2. If f as a function of x1 and x2 is even in each of the variables, then
f (x1, x2) =
∫ ∞
|x1|
du
∫ ∞
|x2|
∂2 f (u, v)
∂u∂v
dv,
and Theorem D is immediately applicable.
Any function f is representable as a sum of at most four summands: each of them is a function
either even or odd in x1 and x2 that satisfies the assumptions of Theorem E.
Let, for example, f1(−x1, x2) = − f1(x1, x2), while f1(x1,−x2) = f1(x1, x2). The function
hµ(t) =
|t |µsign t, −1 ≤ t ≤ 1,
|t |−µsign t, |t | > 1,
belongs to A(R) for any µ > 0. Clearly, always A(R) ⊂ B(R2). The function fhµ also satisfies
the assumptions of Theorem E for µ > 0 small enough. As a function even in both x1 and x2, it
belongs to A(R2) due to above argument. Hence,
f1 =

f1
hµ

hµ ∈ A(R2),
which completes the proof of Theorem E. 
We mention that there exist results similar to Theorem D for even–odd and just odd functions
(general case) in [8].
But even more general asymptotic formulae for the Fourier transform can be found in [12].
In the problems of integrability of the Fourier transform, the following T -transform of a
function h(u) defined on (0,∞) is of importance:
T h(t) =
∫ t/2
→0
h(t + s)− h(t − s)
s
ds. (3.5)
In [6], this is called the Telyakovskii transform. The reason is that in an important asymptotic
result for the Fourier transform [12] (see [6]) it is used to generalize Telyakovskii’s result for
trigonometric series.
It is clear that the T -transform should be related to the Hilbert transform; this is revealed and
discussed in [12] and later on in, e.g., [6,11], amongst others. In particular, the space that proved
to be of importance, related to the real Hardy space, is that of functions with both derivative and
T -transform of the derivative being integrable.
We need additional notation that is different from that in [12] and better, in our opinion. Let
us denote by T j g(x) the T -transform of a function g of multivariate argument with respect to the
j-th (single) variable:
T j g(x) =
∫ 3x j /2
x j /2
g(x)
x j − t dt =
∫ x j /2
0
g(x − te0j )− g(x + te0j )
t
dt.
Analyzing the proof of Theorem 8 in [12], one can see that this theorem can be written in the
following asymptotic form.
Theorem F. Let f be defined on Rd+; let all partial derivatives Dχ f (x), 0 ≤ χ < 1, be locally
absolutely continuous with respect to any other variable, and let f and all such Dchi f (x) vanish
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at infinity as x1 + · · · + xd → ∞. Then, for each x1, . . . , xd > 0, and for any set of numbers
{a j : a j = 0 or 1}, we have
fa(x) = ∫
Rd+
f (u)
d∏
j=1
cos(x j u j − πa j/2) du j
= (−1)d−1 f

π
2x1
, . . . ,
π
2xd
 d∏
j=1
sin(πa j/2)
x j
+
−
0≤χ≤1
∏
i :χi ≠0
sin(πai/2)
xi
Γχ (x), (3.6)
where Γχ are functions satisfying
∫
Rd+
|Γχ (x)| dx ≤ c
∫
Rd+
∏
i :χi ≠0
sin(πai/2)
xi

∏
j :η j ≠0,
0≤η≤1−χ
T j D
1−χ f (x)
 dx (3.7)
for all possible η, 0 ≤ η ≤ 1− χ .
Integrating the summands in this theorem, we obtain the following.
Corollary 3.1. Let f be as in Theorem F. If all a j = 1 and all the values of type (3.7) are finite,fa ∈ L1(Rd) if and only if∫
Rd+
| f (x)|
d∏
j=1
1
x j
dx <∞.
Theorem D and results from [8] are immediate corollaries of Theorem F. And, of course,
Theorem E can easily be deduced, say, from Corollary 3.1.
4. Proofs
We give, step by step, proofs of the main results formulated in the introduction.
4.1. Proof of Theorem 2.1
Let us introduce the new notation A0 =
∞
1
f0(t)
t dt < ∞. To prove (a), we apply the first
part of Theorem C.
Denoting h(p) = π2−p, p ∈ Z, and
∆(h) =
∫
R
| f (t + h)− f (t − h)|2dt
1/2
, (4.1)
we are going to prove that
∞−
p=0
2p/2∆(h(p))+
∞−
p=1
2−p/2∆(h(−p)) <∞. (4.2)
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It is obvious that, for h > 0,
| f (t + h)− f (t − h)| ≤ 2 f0(min |t ± h|), (4.3)
| f (t + h)− f (t − h)| =
∫ t+h
t−h
f ′(s) ds
 ≤ 2h f1(min |t ± h|), (4.4)
and, for |t | ≤ 3h,
| f (t + h)− f (t − h)| ≤
∫ t+h
t−h
f1(s) ds ≤ 2
∫ 4h
0
f1(t) dt. (4.5)
The proof will be divided into several steps.
Step 1. To study the behavior near the origin and near infinity separately, we represent f as the
sum of two functions ϕ and ψ with similar properties. First, let ϕ(t) = f (t) when |t | ≤ 2π ,
while, for |t | ≥ 2π , f (t)(3− |t |
π
)+. Consequently, ψ(t) = f (t)− ϕ(t).
Monotone majorants of the absolute values of these functions and their derivatives satisfy the
inequalities
ϕ0(t) ≤ f0(t), ϕ1(t) ≤ f1(t)+ 1
π
f0(t), (4.6)
and
ψ0(t) ≤ f0(t), ψ1(t) ≤

f1(2π)+ 1
π
f0(2π), |t | ≤ 3π,
f1(t), |t | ≥ 3π.
(4.7)
Step 2. For the compactly supported function ϕ, the second sum in (4.2) does not exceed
2
∞−
p=1
2−p/2‖ϕ‖2 ≤ 2
∞−
p=1
2−p/2
∫ 3π
−3π
| f (t)|2dt
1/2
≤ c1 f0(0).
Further,
f0(0) = sup
t∈R
| f (t)| ≤ sup
|t |≤2
| f (t)| + f0(2)
≤ sup
|t |≤2
| f (t)− f (2sign t)| + 2 f0(2)
≤
∫ 2
0
f1(t) dt + 2 f0(2) ≤ 2
∫ 1
0
f1(t) dt + 2 f0(2)
≤ 2
ln 2
∫ 1
0
f1(t) ln
2
t
dt + 2
ln 2
∫ 2
1
f0(t)
t
dt ≤ 2
ln 2
(A1 + A0). (4.8)
Step 3. To estimate the first sum in (4.2), for ϕ equal to
∞−
p=0
2p/2
∫
|t |≤3π+h(p)
|ϕ(t + h(p))− ϕ(t − h(p))|2dt
1/2
,
we split the integral in (4.1) into two: one over |t | ≤ 3h(p) and the other over 3h(p) ≤ |t |.
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Step 3.1. Using (4.5), we obtain for the first part
∞−
p=0
2p/2
∫
|t |≤3h(p)
|ϕ(t + h(p))− ϕ(t − h(p))|2dt
1/2
≤ 2
∞−
p=0
2p/2
∫ 3h(p)
−3h(p)
∫ 4h(p)
0
ϕ1(t) dt
2
du
1/2 = 2√6π ∞−
p=0
∫ 4h(p)
0
ϕ1(t) dt.
We will systematically need to pass from sums to integrals. In the following simple
inequalities, one can pass to the limit as m →∞ and n →∞.
If g increases on (0,∞), and n ≥ m, then, for any α ∈ R,
n−
p=m
2pαg(2p) ≤
n−
p=m
∫ 2p+1
2p
tα−1g(t) dt
∫ 2p+1
2p
tα−1 dt
−1
= α
2α − 1
∫ 2n+1
2m
tα−1g(t) dt. (4.9)
And if g decreases on (0,∞), and n ≥ m, then, for any α ∈ R,
n−
p=m
2pαg(2p) ≤
n−
p=m
∫ 2p
2p−1
tα−1g(t) dt
∫ 2p
2p−1
tα−1 dt
−1
= 2
αα
2α − 1
∫ 2n
2m−1
tα−1g(t) dt. (4.10)
In both formulae, we understand the constant on the right when α = 0 as limα→0 α2α−1 = 1ln 2 .
Passing to the integral, by changing the order of integration and substituting s = 8πu, we
obtain, times a constant,∫ 8π
0
∫ t
0
ϕ1(s) ds

dt
t
=
∫ 8π
0
ϕ1(u) du
∫ 8π
u
dt
t
=
∫ 8π
0
ϕ1(u) ln
8π
u
du = 8π
∫ 1
0
ϕ1(8πu) ln
1
u
du ≤ 8π A1. (4.11)
Step 3.2. Further, by (4.4), the second part of the sum does not exceed
∞−
p=0
2p/2
∫
3h(p)≤|t |≤4π
|ϕ(t + h(p))− ϕ(t − h(p))|2dt
1/2
≤ 2
∞−
p=0
2p/2h(p)
∫
3h(p)≤|t |≤4π
ϕ21(min |t ± h(p)|) dt
1/2
.
It follows from this, by taking into account the evenness of ϕ1, the inequality (4.9), and the shift
in the integral u = s − h(p), that
4π
∞−
p=0
2−p/2
∫ 4π
π2−p
ϕ21(s) ds
1/2
≤ c2
∫ 4π
0
t−1/2
∫ 4π
t
ϕ21(u) du
1/2
dt
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= c2
∫ 4π
0
1
t1/2 ln(8π/t)
ln(8π/t)
∫ 4π
t
ϕ21(u) du
1/2
dt.
Applying the Cauchy–Schwarz–Bunyakovskii inequality, we estimate the above through
c3
∫ 4π
0
ln2
8π
t
∫ 4π
t
ϕ21(u) du dt
1/2
= c3
∫ 4π
0
ϕ21(u)
∫ u
0
ln2
8π
t
dt du
1/2
≤ 30c3
∫ 4π
0
ϕ21(t)t ln
2(8π/t) dt
1/2
≤ c4
∫ 1
0
ϕ21(t)t ln
2(2/t) dt
1/2
.
Here, as above while establishing (4.11), the monotonicity of ϕ1 is used. Again by this, along
with (4.6) and (4.8), we have
ϕ1(t) ln(2/t) ≤ 2
∫ t
t/2
ϕ1(u) ln(2/u) du ≤ 2A1 + c5 f0(0) ≤ c6(A0 + A1).
Therefore,∫ 1
0
ϕ21(t)t ln
2(2/t) dt
1/2
≤ c6(A0 + A1).
Step 4. Let us proceed to the function ψ(t) = f (t)−ϕ(t). It vanishes for |t | ≤ 2π and coincides
with f for |t | ≥ 3π . Indeed, for |t | ≤ 3π , we have ψ(t) = f (t)( |t |
π
− 2)+; see also (4.7).
Step 4.1. To prove the validity of (4.2), let us start with the second sum. We split the integral in
(4.1) into two: one over |t | ≤ 3h(−p) and the other over 3h(−p) ≤ |t |. We have (see (4.3) and
(4.4))
∞−
p=1
2−p/2
∫
3h(−p)≤|t |
|ψ(t + h(−p))− ψ(t − h(−p))|2dt
1/2
≤ 2
∞−
p=1
2−p/2
∫
3h(−p)≤|t |
h(−p)ψ0(min |t ± h(−p)|)ψ1(min |t ± h(−p)|) dt
1/2
= 2√2π
∞−
p=1
∫ ∞
3h(−p)
ψ0(t − h(−p))ψ1(t − h(−p)) dt
1/2
.
The last integral is
2
√
2π
∞−
p=1
∫ ∞
2π2p
ψ0(t)ψ1(t) dt
1/2
≤ c9
∫ ∞
1
∫ ∞
u
ψ0(t)ψ1(t) dt
1/2 du
u
= c9 A0,1. (4.12)
Step 4.2. The rest of the second sum is
∞−
p=1
2−p/2
∫
3h(−p)≥|t |
|ψ(t + h(−p))− ψ(t − h(−p))|2dt
1/2
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≤
∞−
p=1
2−p/2
∫
3h(−p)≥|t |
|ψ(t + h(−p))|2dt
1/2
+
∫
3h(−p)≥|t |
|ψ(t − h(−p))|2dt
1/2
≤ 2
∞−
p=1
2−p/2
∫
4h(−p)≥|t |
|ψ(t)|2dt
1/2
.
The right-hand side does not exceed, times a constant,∫ ∞
2π
∫
|t |≤u
|ψ(t)|2dt
1/2 du
u3/2
≤ 2
∫ ∞
2π
∫ u
2π
ψ0(t)
2dt
1/2 du
u3/2
. (4.13)
We can consider in what followsψ0(2π) > 0, since otherwise, ifψ0(2π) = 0, we haveψ(t) ≡ 0.
The same holds if ψ1(2π) = 0. Integrating by parts in the last integral, we obtain
− 2√
t
∫ t
2π
ψ20 (s) ds
1/2∞
2π
+
∫ ∞
2π
∫ t
2π
ψ20 (s) ds
−1/2
ψ20 (t)
dt√
t
.
The integrated terms vanish at infinity by squaring and making use of the L’Hospital rule, say.
For t > 2π , by the monotonicity of ψ0,∫ u
2π
ψ20 (s) ds
−1/2
≤ 1
ψ0(u)
√
u − 2π .
Since u − 2π ≥ u/3 when u ≥ 3π , we arrive at the upper bound∫ ∞
2π
ψ0(u)√
u(u − 2π) du ≤ ψ0(2π)
∫ 3π
2π
du√
u(u − 2π) +
√
3
∫ ∞
3π
ψ0(u)
u
du.
It remains to take into account that
ψ0(2π) ≤ 2
∫ 2π
π
ψ0(t)
t
dt ≤ 2A0,
since also ψ0(t) ≤ f0(t).
Step 4.3. Let us go on to the first sum in (4.2). Since ψ(t) = 0 for |t | ≤ 2π , it is equal, with
h(p) = π2−p ∈ (0, π], to
∞−
p=0
2p/2
∫
max |t±h(p)|≥2π
|ψ(t + h(p))− ψ(t − h(p))|2dt
1/2
=
∞−
p=0
2p/2
∫
|t |≥2π−h(p)
|ψ(t + h(p))− ψ(t − h(p))|2dt
1/2
. (4.14)
Here we again split the integral into two, but in a different way: one over |t | ≤ 10√2p and
the other over |t | ≥ 10√2p. In the first one, we apply (4.4):
∞−
p=0
2p/2
∫
2π−h(p)≤|t |≤10√2p
ψ21 (min |t ± h(p)|) dt
1/2
2h(p)
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≤ c10
∞−
p=0
2−p/2
∫ 2√π2p
π
ψ21 (t) dt
1/2
.
Passing to the integral, we get (see (4.13))∫ ∞
2π
∫ √u
2π
ψ1(t)
2dt
1/2
du
u3/2
.
Substituting
√
u → u, we estimate this integral via∫ ∞
1
∫ u
2π
ψ1(t)
2dt
1/2 du
u2
.
Repeating similar estimations as for ψ0 (see (4.13) and further), we obtain, times a constant,
ψ1(2π)+
∫ ∞
3π
ψ1(t)
t3/2
dt ≤ c11ψ1(2π) ≤ c11( f1(2π)+ f0(2π)).
By the monotonicity of f0 and f1, the last bound is obviously controlled by A0 + A1 (see (4.8)).
Step 4.4. In the remaining sum, the process is similar to getting (4.12). The only difference is that
we get∫ ∞
1
∫ ∞
√
u
ψ0(t)ψ1(t) dt
1/2 du
u
as an upper bound. But after substituting
√
u → u, we obtain exactly A0,1.
Step 5. In this last step, we prove that A0 ≤
√
2A01. Without loss of generality, we restrict
ourselves to functions on the half-axis R+ = [0,+∞).
Lemma 4.1. If f : R+ → R+ is such that limt→+∞ f (t) = 0 and f ∈ LipM 1, that is,
ω( f ; h) ≤ Mh, where ω is the modulus of continuity, then f0(t) ∈ LipM 1 and | f ′0(t)| ≤ | f ′(t)|
at every point where both derivatives exist; that is, almost everywhere.
Proof of Lemma 4.1. For any two bounded functions f and g, both R+ → R+, it holds that
sup
s≥t
f (s) ≤ sup
s≥t
g(s)+ sup
s≥t
( f (x)− g(x))
and
sup f − sup g ≤ sup( f − g), sup g − sup f ≤ sup(g − f ).
These yield
| sup f − sup g| ≤ sup | f − g|. (4.15)
Therefore, for h > 0,
0 ≤ f0(t + h)− f0(t) = sup
s≥t+h
f (s)− sup
s≥t
f (s)
= sup
s≥t
f (s + h)− sup
s≥t
f (s) ≤ sup
s≥t
| f (s + h)− f (s)|
≤ ω( f ; h) ≤ Mh.
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Now let both derivatives exist at t0. At t0 = 0, the right derivative is taken; in fact, one can restrict
oneself to comparison of the right derivatives anywhere.
(1) Suppose first that there exists t1 > t0 such that sups≥t0 f (s) = f (t1) ≥ f (t0). If f (t1) =
f (t0), then f0(t) = f0(t0) when t ∈ [t0, t1], f ′0(t0) = 0, and there is nothing to prove. If
f (t1) > f (t0) and t1 is the closest such point, then again f0(t) = f0(t0) when t ∈ [t0, t1].
(2) It remains to consider the case where f (t0) > f (t) for t > t0. If f decreases in a (right)
neighborhood of t0, then there exists a neighborhood in which f0(t) = f (t) and both derivatives
coincide. If f is not monotone in any neighborhood of t0, then there exists a sequence of intervals,
convergent to t0, with f0 constant on each of these intervals. But the functions f and f0 coincide
at the endpoints of these intervals. Hence the two functions coincide on a sequence of points
convergent to t0 from the right. Therefore f ′0(t0) = f ′(t0) too, which completes the proof of the
lemma. 
Let us make use of the following Steklov function:
f h(t) = 1
h
∫ h
0
| f (t + s)| ds = 1
h
∫ t+h
t
| f (s)| ds.
It is clear that f h ∈ C1∩C0(R+) and, by Lemma 4.1, |( f h0 )′(t)| ≤ |( f h)′(t)| almost everywhere.
Therefore,
f h0 (t)g
h
0 (t) =
∫ ∞
t
[ f h0 (s)(gh0 )′(s)+ gh0 (s)( f h0 )′(s)] ds
≤
∫ ∞
t
[ f h0 (s)|(gh)′(s)| + gh0 (s)|( f h)′(s)|] ds. (4.16)
Take into account that
f h0 (t) = sup
s≥t
f h(s) ≤ 1
h
∫ h
0
f0(t + s) ds ≤ f0(t)
and, for all t ≥ 0,
|( f h)′(t)| = | f (t + h)| − | f (t)|
h
≤ | f (t + h)− f (t)|
h
= 1
h
∫ h
0
f ′(t + u)du
 ≤ 1h
∫ h
0
f1(t + u)du ≤ f1(t).
Therefore,∫ ∞
1
[ f h0 (t)gh0 (t)]1/2
t
dt ≤
∫ ∞
1
∫ ∞
t
[ f0(s)g1(s)+ f1(s)g0(s)] ds
 1
2 dt
t
. (4.17)
By virtue of (4.15), f h0 → f0 as h → +0. We then apply Fatou’s lemma. In particular, taking
g = f , we prove the required inequality, and thus (a). 
The proof of (b) is also based on the first part of Theorem C. It follows from Aδ < ∞ that,
for |t | ≥ 2π and for the same δ ∈ (0, 1),
| f (t)| ≤ | f0(t)| ≤

A1+δδ
f∞(4π)
1/δ
|t |−1/δ;
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therefore,
‖ f ‖22 =
∫
|t |≥2π
| f (t)|2dt ≤ c12

A1+δδ
f∞(4π)
2/δ
.
Hence the second sum in (4.2) does not exceed
2‖ f ‖2
∞−
p=1
2−p/2 ≤ c13

A1+δδ
f∞(4π)
1/δ
. (4.18)
We now replace (4.4) with
| f (t + h)− f (t − h)| =
∫ t+h
t−h
f ′(s) ds
 ≤ 2h f∞(max |t ± h|). (4.19)
Let δ1 = 1−δ1+δ . Clearly, δ1 ∈ (0, 1). Applying to the first sum in (4.2) (see also (4.14)) (4.3) and
(4.19) simultaneously, we bound it with
2
∞−
p=0
2p/2
∫
|t |≥2π+h(p)
f 1−δ10 (min |t ± h(p)|)h(p)1+δ1 f 1+δ1∞ (max |t ± h(p)|) dt
1/2
= 4
∞−
p=0
2p/2h(p)(1+δ1)/2
∫ ∞
2π
f 1−δ10 (t) f
1+δ1∞ (t + 2h(p)) dt
1/2
≤ γ1(δ)
∫ ∞
2π
f 1−δ10 (t) f
1+δ1∞ (t + 2π) dt
1/2
.
The choice of δ1 and assumptions of the theorem yield, for t ≥ 2π ,
f 1−δ10 (t) f
1+δ1∞ (t + 2π) = [ f δ0 (t) f∞(t + 2π)]2/(1+δ) ≤
A2δ
t
2
1+δ
,
and the first sum does not exceed γ2(δ)Aδ . Combining this with (4.18) gives the desired estimate.
It is also worth mentioning that max2π≤|t |≤4π | f (t)| ≤ 2π f∞(4π).
The proof of the theorem is complete. 
4.2. Proof of Corollary 2.2
If γ0 > 0 and γ1 ≥ 0 with γ0 + γ1 > 1, we apply (a) of Theorem 2.1, while if γ1 < 0
but still γ0 + γ1 > 1, assertion (b) of Theorem 2.1 is applicable (one can take any δ satisfying
δγ0 + γ1 = 1).
In order to prove the second part, we use (II) from the introduction. If γ0 ≠ γ1, we set β = γ0
and α = γ0 − γ1 + 1. Then 2β − α = γ0 + γ1 − 1 < 0 and, for |t | → ∞,
m(t) = O

1
|t |γ0

, g′(t) = O

1
|t |γ1

.
If γ0 = γ1 and γ0 + γ1 < 1, one can take a larger γ0 such that the sum is still less than 1, and
then make use of the argument above.
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4.3. Proof of Theorem 2.3
The proof will go along the same lines, or, more precisely, the same steps, as the proof of
Theorem 2.1 does. The assertion of (a) will mainly follow from the next two propositions.
Proposition 4.2. Let f (x) ∈ C0(Rd) be supported on {x : |x j | ≤ 3π, j = 1, . . . , d}. Let f and
its partial derivatives Dχ f , 0 ≤ χ < 1, be locally absolutely continuous on (R \ {0})d in each
variable. If∫ 1
0
ln
2
x1
· · ·
∫ 1
0
ln
2
xd
| f1(x)| dx <∞, (4.20)
then ϕ ∈ A(Rd).
Proof. We again use (a) of Theorem C. By this, we have to estimate the sums of the form
−
1≤si<∞,
i :χi=0
2
− 12
∑
i :χi=0
si −
0≤s j<∞,
j :χ j=1
2
1
2
∑
j :χ j=1
s j
‖∆H(s)( f )‖2 <∞, (4.21)
where H(s) is a d-dimensional vector with the entries π2si when χi = 0 and π2−s j when
χ j = 1. Proceeding to the first sum, we have
−
1≤si<∞,
i :χi=0
2
− 12
∑
i :χi=0
si
‖∆H(s)( f )‖2 ≤ 2d
−
1≤si<∞,
i :χi=0
2
− 12
∑
i :χi=0
si

∏
j :χ j=1
∆
π2−s j f

2
≤ 2d
−
1≤si<∞,
i :χi=0
2
− 12
∑
i :χi=0
si
∫ |xi |≤3π,
i :χi=0
∫
|xi |≤3π,
i :χi=1

∏
j :χ j=1
∆
π2−s j f (x)

2
dx

1/2
≤ c14
∫
|xi |≤3π,
i :χi=1
 ∏
j :χ j=1
∆
π2−s j f

1−χ
(x0χ )
2dxχ
1/2 ,
where x0χ is x with zero entries in place of xi when χi = 0.
Going on to the second sum in (4.21), we have to estimate
−
0≤s j<∞,
j :χ j=1
2
1
2
∑
j :χ j=1
s j
∫
|xi |≤3π,
i :χi=1
 ∏
j :χ j=1
∆
π2−s j f

1−χ
(x0χ )
2dxχ
1/2 .
But this is estimated similarly to the one-dimensional case, with calculations repeated in each
j-th variable for j : χ j = 1. This completes the proof. 
Let us go on to the behavior near infinity.
Proposition 4.3. Let f (x) ∈ C0(Rd) vanish on {x : |x j | ≤ 2π, j = 1, . . . , d}. Let f and its
partial derivatives Dη f , 0 ≤ η < 1, be locally absolutely continuous on (R \ {0})d in each
variable. Also, let the partial derivatives Dη f , 0 < η ≤ 1 be almost everywhere bounded out of
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any neighborhood of each coordinate hyperplane. If∫ ∞
1
. . .
∫ ∞
1
∫ ∞
u1
. . .
∫ ∞
u1
f0(x) f1(x) dxη
1/2 d∏
i=1
dui
ui
<∞,
then f ∈ A(Rd).
Proof. We again use (a) of Theorem C. The steps of the proof will be similar to the four
substeps of Step 4 in the one-dimensional proof. The first two are concerned with the sums where
1 ≤ s j < ∞ and the factor 2s j /2 stays before the L2 norm, while in the next two 0 ≤ s j < ∞
and the factor 2−s j /2 stays before the L2 norm. Each of the two steps corresponds to splitting
the relevant integrals over |x j | ≤ 3h(−s j ) and 3h(−s j ) ≤ |x j | and |x j | ≤

3h(−s j ) and
3h(−s j ) ≤ |x j |, respectively. The relations (4.3)–(4.5) are used with respect to a corresponding
variable.
We start with an analog of Step 4.2. Let us show how to deal with integrated terms while
integrating by parts. Without loss of generality, we can consider∫ ∞
2π
∫ ∞
2π
∫ x
2π
∫ y
2π
Ψ2(s, t) ds dt
1/2 dx
x3/2
dy
y3/2
(4.22)
to be a model case, with Ψ bounded and vanishing at infinity. Integrating by parts in y, we
obtain
− 2√
y
∫ x
2π
∫ y
2π
Ψ2(s, t) ds dt
1/2∞
2π
+
∫ ∞
2π
∫ x
2π
∫ y
2π
Ψ2(s, t) ds dt
−1/2 ∫ x
2π
Ψ2(s, y) ds

dy
y1/2
.
Since Ψ is bounded, we can pass to the limit under the integral sign while using the L’Hospital
rule, as above. The estimates y are exactly the same as in dimension one, and then we just repeat
these in x . By this, (4.22) is controlled by
Ψ(2π, 2π)+
∫ ∞
2π
Ψ(x, 2π)
x
dx +
∫ ∞
2π
Ψ(2π, y)
y
dy +
∫ ∞
2π
∫ ∞
2π
Ψ(x, y)
xy
dx dy.
Further, we present an analog of Step 4.3 for the corresponding group of variables. And after
that we make use of analogs of Steps 4.1 and 4.4 that are, in essence, the same. We finally arrive
at the desired estimate.
The interplay of the steps is the main problem in the multivariate extension: in dimension one
all the steps are independent. To make such an interplay more transparent, let us consider all
the details with easier notation in dimension two. More precisely, we consider the cases where
first Steps 4.1 and 4.2 and then Steps 4.1 and 4.4 occur simultaneously. Since both cases are
two-dimensional, we switch the notation from that with subscripts to one with different letters.
Thus, let us estimate
∞−
p=1
2−p/2
∞−
q=1
2−q/2
∫
|s|≥3π2p
∫
|t |≤3π2q
| f (s + h(−p), t + h(−q))− f (s − h(−p), t
+ h(−q))− f (s + h(−p), t − h(−q))+ f (s − h(−p), t − h(−q))|2ds dt
1/2
.
E. Liflyand, R. Trigub / Journal of Approximation Theory 163 (2011) 438–459 457
Denoting, for brevity, Ω(s, t) = f (s + h(−p), t) f (s − h(−p), t), we first estimate, more or
less along the same lines as in Step 4.2,
∞−
q=1
2−q/2
∫
|t |≤3π2q
∫
|s|≥3π2p
|Ω(s, t + h(−q))− Ω(s, t − h(−q))|2ds dt
1/2
≤
∞−
q=1
2−q/2
∫
|t |≤3π2q
∫
|s|≥3π2p
|Ω(s, t + h(−q))|2ds dt
1/2
+
∞−
q=1
2−q/2
∫
|t |≤3π2q
∫
|s|≥3π2p
|Ω(s, t − h(−q))|2ds dt
1/2
≤ 2
∞−
q=1
2−q/2
∫
|t |≤4π2q
∫
|s|≥3π2p
|Ω(s, t)|2ds dt
1/2
≤ c15
∫ ∞
2π
∫
|t |≤y
∫
|s|≥3π2p
|Ω(s, t)|2ds dt
1/2
dy
≤ c16
∫ ∞
2π
∫ y
2π
∫
|s|≥3π2p
|Ω0(s, t)|2ds dt
1/2 dy
y3/2
.
Here Ω0 means, for a moment, the same as f0 in Theorem 2.1 but with respect to one of the
variables, t . Similarly, Ω1 is an analog of f1. Exactly as in Step 4.2, we bound the right-hand side
by
c17
∫ 1
0
∫
|s|≥3π2p
|Ω1(s, y)|2ds
1/2
ln
2
y
dy
+
∫ ∞
1
∫
|s|≥3π2p
|Ω0(s, y)|2ds
1/2 dy
y

. (4.23)
What remains is to estimate
∞−
p=1
2−p/2
∫
|s|≥3π2p
|Ψ(s + h(−p), y)−Ψ(s − h(−p), y)|2ds
1/2
,
where here Ψ denotes either Ω0 or Ω1. But this is exactly Step 4.1 above.
Let us go on to the combination of Steps 4.1 and 4.4. We proceed to
∞−
p=1
2−p/2
∞−
q=0
2q/2
∫
|s|≥3π2p
∫
|t |≥√3π2q
| f (s + h(−p), t + h(−q))
− f (s − h(−p), t + h(−q))− f (s + h(−p), t − h(−q))
+ f (s − h(−p), t − h(−q))|2ds dt
1/2
.
With the same notation Ω in hand, and using Step 4.4, we estimate
∞−
q=0
2−q/2
∫
|t |≥√3π2q
∫
|s|≥3π2p
|Ω(s, t + h(−q))− Ω(s, t − h(−q))|2ds dt
1/2
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≤ c18
∞−
q=0
∫
|s|≥3π2p
∫ ∞
√
3π2q
Ω0(s, t)Ω1(s, t) dt ds
1/2
≤ c19
∫ ∞
2π
∫
|s|≥3π2p
∫ ∞
y
Ω0(s, t)Ω1(s, t) dt ds
1/2 dy
y
.
Similarly,
∞−
p=1
2−p/2
∫ ∞
y
∫ ∞
√
3π2q
Ω0(s, t)Ω1(s, t) ds dt
1/2
≤ c20
∫ ∞
2π
∫ ∞
x
∫ ∞
y
f(0,0)(s, t) f(1,1)(s, t) ds dt
1/2 dx
x
dy
y
.
This is the required bound. The proof is complete. 
A few more remarks are needed to complete the proof of (a). Propositions 4.2 and 4.3
represent, in a sense, direct multivariate generalizations of conditions A1 and A01, respectively.
Their interplay is not a problem because of the linear nature of condition A1. Further, as in
dimension one, there is a need to control the A0 type condition via A01. This is even less
problematic, since we simply apply Step 5 while having one or two factors by means of (4.16)
and related arguments.
The proof of (b) is a superposition of the one-dimensional proof. The only specific issue is
that we repeat splitting of the factors in the powers 1− δ1 and 1+ δ1, with the same δ1, only for
the first time. Every subsequent time we split each factor into two in the powers 1−δ12 and
1+δ1
2 .
The theorem is proved. 
4.4. Proof of Corollary 2.4
Let us first consider the behavior near infinity. The worst possible case is given by (b) of
Theorem 2.3. Since we restrict ourselves to the power scale, all the δ can be ignored. Of course,
in this case all the inequalities are strict. For each j = σ1+· · ·+σd there are

d
j

corresponding
partial derivatives Dσ f (x); each contributes

d
j

|x |−γ j in the estimates. Taking into account
21−d in the powers, we obtain
1
|x |
1
2d−1
d∑
j=0

d
j

γ j
.
Applying the known inequality
√
d (x1 . . . xd)1/d ≤ |x |, we get the relation
1
2d−1
d∑
j=0

d
j

γ j
d
> 1,
which is equivalent to the required (2.3).
If the variables xk+1, . . . , xd are small, using a simple inequality 1 + |x | ≥ 1 + (x21 + · · · +
x2k )
1/2, we get better estimates for a smaller number of variables, while for the rest the logarithmic
condition in the theorem will be trivially satisfied.
The negative part of (b) follows from (II) in the introduction, which completes the proof. 
E. Liflyand, R. Trigub / Journal of Approximation Theory 163 (2011) 438–459 459
Acknowledgments
The authors gratefully acknowledge the support of the Gelbart Research Institute for
Mathematical Sciences at Bar-Ilan University.
The work of the second author was also supported by the Ukranian Fund for Fundamental
Research Ukraine, Project F25. 1/055.
We also wish to thank T. Shervashidze and his collaborators for providing us with the text of
the almost inaccessible paper [7].
And last but not least, we sincerely thank the referee for many valuable remarks.
References
[1] E.S. Belinsky, M.Z. Dvejrin, M.M. Malamud, Multipliers in L1 and estimates for systems of differential operators,
Russ. J. Math. Phys. 12 (2005) 6–16.
[2] E.S. Belinsky, E. Liflyand, R.M. Trigub, The Banach algebra A∗ and its properties, J. Fourier Anal. Appl. 3 (1997)
103–129.
[3] O.V. Besov, Ho¨rmander’s theorem on Fourier multipliers, Trudy Mat. Inst. Steklov 173 (1986) 164–180 (in
Russian). English transl. in Proc. Steklov Inst. Math., 4 (1987), 4–14.
[4] A. Beurling, On the spectral synthesis of bounded functions, Acta Math. 81 (1949) 225–238.
[5] Ch. Fefferman, Inequalities for strongly singular convolution operators, Acta Math. 124 (1970) 9–36.
[6] S. Fridli, Hardy spaces generated by an integrability condition, J. Approx. Theory 113 (2001) 91–109.
[7] O.D. Gabisoniya, On absolute convergence of double Fourier series and integrals, Soobshch. AN GSSR 42 (1966)
3–9 (in Russian).
[8] D.V. Giang, F. Mo´ricz, Lebesgue integrability of double Fourier transforms, Acta Sci. Math. (Szeged) 58 (1993)
299–328.
[9] K.K. Golovkin, V.A. Solonnikov, Estimates of convolution operators, Zap. Nauch. Semin. LOMI 7 (1968) 6–86 (in
Russian).
[10] J.-P. Kahane, Se´ries de Fourier Absolument Convergentes, Springer, 1970.
[11] E. Liflyand, Lebesgue constants of multidimensional Fourier series, Online J. Anal. Comb. 1 (2006) 112 p. Art. 5.
[12] E. Liflyand, Fourier transform of functions from certain classes, Anal. Math. 19 (1993) 151–168.
[13] J. Peetre, New thoughts on Besov spaces, Duke Univ. Math. Series, No. 1. Math. Dept. Duke Univ. Durham, NC,
1976.
[14] S.G. Samko, G.S. Kostetskaya, Absolute integrability of Fourier integrals, Vestnik RUDN (Russian Peoples
Friendship Univ.), Math. 1 (1994) 138–168.
[15] E.M. Stein, Singular Integrals and Differentiability Properties of Functions, Princeton Univ. Press, Princeton, NJ,
1970.
[16] E.M. Stein, Harmonic Analysis, Real Variable Methods, Orthogonality, and Oscillatory Integrals, Princeton Univ.
Press, Princeton, NJ, 1993.
[17] E.M. Stein, G. Weiss, Introduction to Fourier Analysis on Euclidean Spaces, Princeton Univ. Press, Princeton, NJ,
1971.
[18] S.A. Telyakovskii, Integrability conditions for trigonometric series and their applications to the study of linear
summation methods of Fourier series, Izv. Akad. Nauk SSSR, Ser. Matem. 28 (1964) 1209–1236 (in Russian).
[19] M.F. Timan, Absolute convergence of multiple Fourier series, Dokl. Akad. Nauk SSSR 137 (1961) 1074–1077 (in
Russian). English translation in Soviet Math. Dokl. 2 (1961), 430–433.
[20] E.C. Titchmarsh, Introduction to the Theory of Fourier Integrals, Clarendon Press, Oxford, 1937.
[21] R.M. Trigub, Absolute convergence of Fourier integrals, summability of Fourier series, and polynomial
approximation of functions on the torus, Izv. Akad. Nauk SSSR, Ser. Mat. 44 (1980) 1378–1408 (in Russian).
English translation in Math. USSR Izv. 17 (1981), 567–593.
[22] R.M. Trigub, E.S. Belinsky, Fourier Analysis and Approximation of Functions, Kluwer, 2004.
