Abstract. We call a function constructible if it has a globally subanalytic domain and can be expressed as a sum of products of globally subanalytic functions and logarithms of positively-valued globally subanalytic functions. For any q > 0 and constructible functions f and µ on E × R n , we prove a theorem describing the structure of the set
Introduction
The Lebesgue spaces, L p (µ) for p ∈ (0, ∞], are ubiquitous in many areas of mathematical analysis and its applications. Much of the research about the Lebesgue spaces has been conducted in a very general measure-theoretic framework, with the focus being on discovering a host of relationships between the various L p spaces. A number of the classical theorems are inequalities that explain how various function operations behave with respect to the Lebesgue spaces. For example, for addition there is Minkowski's inequality; for multiplication there is Hölder's inequality; for convolutions there is Young's convolution inequality; for Fourier transforms of periodic functions there is the Hausdorff-Young inequality. Other classical theorems explain the structure of linear maps between the various L p spaces, such as the duality of Lebesgue spaces with conjugate exponents and the Riesz-Thorin interpolation theorem.
This paper explores theorems about the Lebesgue spaces of a rather different sort. We use geometric techniques to study the structure of the Lebesgue classes of parameterized families of functions, along with a related preparation theorem. The starting point of our investigation is the observation that, although much of the utility of the Lebesgue spacesand more generally, of the theory of integration as a whole -stems from the generality of the measure-theoretic framework in which it has been developed, it is many times applied to study integrals of very special functions that arise naturally in real analytic geometry. And, if we focus our attention on studying the L p properties of these very special functions, we should be able to obtain rather strong theorems that cannot be proven, or even reasonably formulated, in a very general measure-theoretic framework. This is because by focusing on special functions, we can supplement the very general tools from mathematical analysis with much more specialized tools from real analytic geometry and o-minimal structures. Similar approaches have been followed in the context of p-adic and motivic integration; see e.g. [2] .
The o-minimal framework is still a bit too general for our purposes, and we choose to focus on the constructible functions, by which we mean the real-valued functions that have globally subanalytic domains and that can be expressed as sums of products of globally subanalytic functions and logarithms of positively-valued globally subanalytic functions. The study of constructible functions largely originated in the work of Lion and Rolin, [9] , where these functions naturally arose in their study of integration of globally subanalytic functions. (In the context of p-adic integration, analogues of constructible functions arose from the work by J. Denef [7] .) The integration theory of globally subanalytic and constructible functions was then further developed by Comte, Lion and Rolin in [6] and also by the authors in [4] and [3] . Much of the utility of the constructible functions stems from the fact that they are stable under integration -from which it follows that they are the smallest class of functions that is stable under integration and contains the subanalytic functions -and that they have very simple asymptotic behavior (see Theorem 1.3 and Proposition 1.5 in [4] ). In fact, these results have typically lagged behind the motivic and p-adic developments. In this paper, the real situation takes the lead over the p-adic and motivic results.
We obtain two main theorems about the constructible functions; see Theorems 1.2 and 1.3. The first theorem considers a constant q > 0 and constructible functions f and µ on E × R n , and it describes the structure of the set
where |µ| q x is the positive measure on R n whose Radon-Nikodym derivative with respect to the Lebesgue measure is |µ(x, ·)| q : y → |µ(x, y)| q . The theorem and its corollaries show that the set of all fibers of LC(f, |µ| q , E) over E is a finite set of open subintervals of (0, ∞], and that the set of all fibers of LC(f, |µ| q , E) over (0, ∞] is a finite set of subsets of E, each of which is the zero locus of a constructible function on E. This theorem therefore relates analysis with geometry, in the sense that Lebesgue classes are an object of study in analysis, while zero loci of functions are widely studied in analytic geometry. A similar link between geometry and analysis (but with µ = 1 and with focus on L 1 -integrability) is obtained in p-adic and motivic contexts in [1] .
The second theorem is a closely related preparation result that expresses f and µ as finite sums of terms of a very simple form that naturally reflect the structure of LC(f, |µ| q , E). This theorem can be most easily appreciated through the historical context in which it was developed, starting with the following simple preparation result for constructible functions, which is a rather direct consequence of Lion and Rolin's preparation theorem for globally subanalytic functions: Let f : E × R n → R be constructible, with E ⊂ R m , and write (x, y) = (x 1 , . . . , x m , y 1 , . . . , y n ) for the standard coordinates on E × R n . Then f can be piecewise written on subanalytic sets as finite sums k∈K T k (x, y), where up to performing translations in y by globally subanalytic functions of a triangular form, each term is of the form T k (x, y) = g k (x) n j=1 |y j | r k,j (log |y j |) s k,j u k (x, y) for some constructible function g k , rational numbers r k,j , natural numbers s k,j , and globally subanalytic unit u k which is of the special form as given by the globally subanalytic preparation theorem.
Lion and Rolin [8] used (0.2) when proving that any parameterized integral of a constructible function is piecewise given by constructible functions, but on pieces that need not be globally subanalytic sets. Comte, Lion and Rolin [6] also used (0.2) when proving that any parameterized integral of a globally subanalytic function is a constructible function. The authors then subsumed both of these results in [4] by showing that F (x) = R n f (x, y)dy is a constructible function on E if f : E × R n → R is a constructible function such that f (x, ·) ∈ L 1 (R n ) for all x ∈ E. The key to doing this was to improve (0. 2) by showing that in the special case of n = 1, if f (x, ·) ∈ L 1 (R) for every x ∈ E, then the sums can be constructed in such a way so that each term T k (x, y) is also integrable in y for every x ∈ E. This alleviated various analytic considerations employed in [8] and [6] to get around the awkward fact that (0.2) allows the possibility of expressing integrable functions as sums of nonintegrable functions. In [3] the authors again improved upon (0.2) in the special case of n = 1 by dropping the assumption that f (x, y) be integrable in y for every x ∈ E, and then showing that the set Int(f, E) := {x ∈ E : f (x, ·) ∈ L 1 (R)} is the zero locus of a constructible function on E, and that the sums in (0.2) can be constructed so that each term T k (x, y) is integrable in y for every x ∈ E, provided that we only require the equation f (x, y) = k T k (x, y) to hold for those values of (x, y) with x ∈ Int(f, E).
The preparation theorem of this paper strengthens this line of results even further by considering an arbitrary positive integer n, not just n = 1, and by considering all L p classes simultaneously, not just L 1 . In order to convey the main idea of the theorem without getting bogged down in technicalities, let us use the Lebesgue measure on R n (thus µ = 1, where µ is the function from (0.1)), and let us also only consider the L p classes for finite values of p. Under these simplifying assumptions, the preparation theorems states that the sums k∈K T k (x, y) in (0.2) can be constructed in such a way so that there is a partition {K i } i of the finite index set K such that for each x ∈ E and p ∈ (0, ∞) with f (x, ·) ∈ L p (R n ), and for each i, either T k (x, ·) is in L p for all k ∈ K i , or else k∈K i T k (x, y) = 0 for all y. So, for instance, if for some fixed value of p the function f (x, ·) happened to be in L p (R n ) for every x ∈ E, then the sums in (0.2) can be constructed so that each term T k (x, ·) is in L p for every x ∈ E, for we may simply omit the remaining terms in the sum because they collectively sum to zero.
Part of our interest in developing a good integration theory for constructible functions comes from a desire to study various integral transforms in the constructible setting. And, to summarize, we now have three main tools at our disposal to conduct such studies: the constructible functions are stable under integration, they have simple asymptotic behavior, and they have a multivariate preparation theorem with good analytic properties. We apply these three tools to the field of harmonic analysis in [5] by proving a theorem that bounds the decay rates of parameterized families of oscillatory integrals. This is an adaptation of a classical theorem found in Stein [11, Chapter VIII, Section 3.2] but with different assumptions. The classical theorem bounds a single oscillatory integral with an amplitude function that is smooth and compactly supported and a phase function that is smooth and of finite type. In contrast, we give a uniform bound on a parameterized family of oscillatory integrals with an amplitude function that is constructible and integrable and a phase function that is globally subanalytic and satisfies a certain "hyperplane condition" (which closely relates to the notion of "finite type" in our setting). Thus by restricting our attention to the special classes of constructible and globally subanalytic functions, we obtain a much more global, parameterized version of the classical theorem with significantly weaker analytic assumptions. This application of our preparation theorem was, in fact, the initial stimulus for our work in this paper.
The Main Results
This section formulates our main theorem on the structure of diagrams of Lebesgue classes and also a simple version of the related preparation theorem; see Theorems 1.2 and 1.3. It also gives two key supporting theorems used to prove these results; see Theorems 1.4 and 1.5. The full version of the preparation theorem can be found in Section 7 as Theorem 7.9. We begin by fixing some notation to be used throughout the paper. Notation 1.1. Denote the set of natural numbers by N = {0, 1, 2, 3, . . .}. Denote the subset and proper subset relations by ⊂ and , respectively. Write x = (x 1 , . . . , x m ) and y = (y 1 , . . . , y n ) for the standard coordinates on R m and R n , respectively. If
for its Jacobian matrix in y. Define the coordinate projection Π m :
For any D ⊂ R m+n and x ∈ R m , define the fiber of D over x by
For any d ∈ {0, . . . , n} and ∈ {<, ≤, >, ≥}, define y d = (y i ) i d . For example, y ≤d = (y 1 , . . . , y d ), and in accordance with our above notation for coordinate projections, the maps Π d : R n → R d and Π m+d : R m+n → R m+d are given by Π d (y) = y ≤d and Π m+d (x, y) = (x, y ≤d ). More generally, if λ : {1, . . . , d} → {1, . . . , n} is an increasing map, define Π m,λ :
where
n . We shall henceforth call a set or function subanalytic if, and only if, it is definable (in the sense of first-order logic) in the expansion of the real field by all restricted analytic functions. Thus in this paper, the word "subanalytic" is an abbreviation for the phrase "globally subanalytic", and in this meaning, the natural logarithm log : (0, ∞) → R is not subanalytic. For any subanalytic set D, let C(D) denote the R-algebra of functions on D generated by the functions of the form x → f (x) and x → log g(x), where f : D → R and g : D → (0, ∞) are subanalytic. A function that is a member of C(D) for some subanalytic set D is called a constructible function. We use the phrase "real" constructible functions in our title to distinguish them from an analogous notion of constructible functions in the p-adic setting, from which we borrow the terminology.
Consider a Lebesgue measurable set D ⊂ R m+n and Lebesgue measurable functions f : D → R and ν : D → [0, ∞), and put E = Π m (D). Define the diagram of Lebesgue classes of f over E with respect to ν to be the set
where ν x is the positive measure on D x defined by setting
for each Lebesgue measurable set Y ⊂ D x , where the integration in (1.1) is with respect to the Lebesgue measure on R n . Thus for each x ∈ E, when 0 
The fibers of LC(f, ν, E) over E and over (0, ∞] are both of interest, so we give them special names. For each x ∈ E, define the set of Lebesgue classes of f at x with respect to ν to be the set
For each p ∈ (0, ∞], define the L p -locus of f in E with respect to ν to be the set
When ν = 1 (which is the case of most interest because it means we are simply using the n-dimensional Lebesgue measure on D x ), it is convenient to simply write LC(f, E), LC(f, x) and Int p (f, E) and to drop the phrase "with respect to ν" in the names of theses sets. Also when ν = 1, we shall write
The set Int 1 (f, E) was studied by the authors in [3] (focusing on the case of n = 1), where it was denoted by Int(f, E) and called the "locus of integrability of f in E."
We order the set [0, ∞] in the natural way, and we topologize (0, ∞] by letting
be a base for its topology. A convex subset of (0, ∞] is called a subinterval of (0, ∞]. The endpoints of a subinterval of (0, ∞] are its supremum and infimum in [0, ∞]. Note that the empty set is a subinterval of (0, ∞], and that sup ∅ = 0 and inf ∅ = ∞. It is elementary to see that LC(f, ν, x) is a subinterval of (0, ∞] for each x ∈ E. Much more can be said when f and ν are assumed to be constructible functions or their powers. Theorem 1.2 (The Structure of Diagrams of Lebesgue Classes). Let q > 0 and f, µ ∈ C(D) for some subanalytic set D ⊂ R m+n , and put E = Π m (D) and I = {LC(f, |µ| q , x) : x ∈ E}. Then I is a finite set of open subintervals of (0, ∞] with endpoints in span Q {1, q} ∩ [0, ∞) ∪ {∞}, and for each I ∈ I there exists g I ∈ C(E) such that
Moreover, if f and µ are subanalytic, then each of the functions g I can be taken to be subanalytic. Theorem 1.2 has been formulated in such a way so as to make it adaptable to a variety of situations. Section 3 contains an extensive list of corollaries that further explain how the theorem elucidates the structure of LC(f, |µ| q , E), and how it can be easily adapted to give analogous theorems about local L p spaces, complex measures, and measures defined from differential forms on subanalytic sets, all within the context of constructible functions.
The proof of Theorem 1.2 is intimately linked to the proof of a preparation theorem for constructible functions that is stated in full strength in Section 7, where it is proved. Here we state only a simple version of the preparation theorem that is sufficient for our application to oscillatory integrals in [5] . But first, we need one more definition: a cell over R m is a subanalytic set A ⊂ R m+n such that for each i ∈ {1, . . . , n}, the set Π m+i (A) is either the graph of an analytic subanalytic function on Π m+i−1 (A), or
, where 1 and 2 denote either < or no condition. 
and for each k, 
, where the r k,j are as in (1.4) and the s ′ k,i are arbitrary natural numbers. The key aspect of Theorem 1.3 that is of interest, and what makes its proof nontrivial, is that the piecewise sum representation of f can be constructed so that each of its terms
There is an analog of Theorem 1.3 for p = ∞, but then one must replace (1.4) with the more complicated form
where the β i,j are rational numbers and everything else is as before, and where the fact that Int ∞ (T k , Π m (A)) = Π m (A) now depends on all the values of the r k,i , s k,i and β i,j , not just the values of the r k,i alone.
In the course of proving our main results, Theorems 1.2 and 1.3, we shall also prove a theorem on the fiberwise vanishing of constructible functions and a theorem on parameterized rectilinearization of subanalytic functions, given below.
The parameterized rectilinearization theorem requires some additional terminology to state. For any sets A ⊂ R m+n and B ⊂ R m+d , we call a map f = (f 1 , . . . , f m+n ) : B → A an analytic isomorphism over R m if f is a bijection, f and f −1 are both analytic, and
For l ∈ {0, . . . , d}, we say that a set B ⊂ R m+d is l-rectilinear over R m if B is a cell over R m such that for each x ∈ Π m (B), the fiber B x is an open subset of (0, 1) d of the form
where the closure of Π l (B x ) is a compact subset of (0, 1] l . When B ⊂ R m+d is l-rectilinear over R m , we call a function u on B an l-rectilinear unit if it may written in the form u = U • ψ, where ψ : B → (0, ∞) N +d−l is a bounded function of the form
for some positively-valued analytic subanalytic functions c i and rational numbers γ i,j , and where U is a positively-valued analytic function on the closure of the range of ψ. 
may be written in the form
on B for some analytic subanalytic function h, rational numbers r j , and l-rectilinear unit u.
Note that if one desires, one can take the γ i,j in (1.6) and the r j in (1.7) to all be integers. To do this, simply pull back each map F in Theorem 1.5 by a map (x, z) → (x, z
We now conclude this section with an outline of the rest of the paper. Section 2 formulates a version of the subanalytic preparation theorem of Lion and Rolin [8] , which is one of our main tools. Section 3 gives an extensive list of corollaries of Theorem 1.2. Section 4 proves Theorem 1.4. Section 5 states and proves Proposition 5.3, which is a slightly more detailed version of Theorem 1.5, and this is used to prove Theorem 1.2 in the special case when f and µ are both subanalytic. Section 6 uses Proposition 5.3 to prove a preparation result for constructible functions in transformed coordinates on rectilinear sets. Section 7 uses Theorem 1.4 and the preparation result on rectilinear sets to prove Theorem 1.2 in the general case when f and µ are both constructible; and by pushing forward this preparation result to the original coordinates, it also proves a preparation theorem for constructible functions, of which Theorem 1.3 and its analog for p = ∞ described in (1.5) are special cases. The paper concludes in Section 8, which gives an example that shows the necessity of allowing terms of form (1.5), rather than (1.4), in the analog of Theorem 1.3 for p = ∞.
The Subanalytic Preparation Theorem
This section formulates a version of the subanalytic preparation theorem of Lion and Rolin [8] . We begin with some multi-index notation.
Notation 2.1. For any tuples y = (y 1 , . . . , y n ) and α = (α 1 , . . . , α n ) in R n , define |y| = (|y 1 |, . . . , |y n |), log y = (log y 1 , . . . , log y n ), provided that y 1 , . . . , y n > 0,
There is a conflict of notation between this use of |y| and |α|, but the context will always distinguish the meaning: if α is a tuple of exponents of a tuple of real numbers, then |α| means α 1 + · · · + α n ; if y is a tuple of real numbers not used as exponents, then |y| means (|y 1 |, . . . , |y n |). These notations may be combined, such as with
A is open over R m , and if for each i ∈ {1, . . . , n} the component θ i is an analytic subanalytic function θ i : Π m+i−1 (A) → R with the following two properties.
1. The range of θ i is contained in either (−∞, 0), {0} or (0, ∞). And, when θ i is nonzero, the closure of the set {y i /θ i (x, y <i ) : (x, y) ∈ A} is a compact subset of (0, ∞).
Let y
We call (x, y) := (x, y 1 , . . . , y n ) the coordinates on A with center θ.
A rational monomial map on A over R m with center θ is a bounded function
where c 1 , . . . , c M are positively-valued analytic subanalytic functions on Π m (A) and
n and θ = 0, we say that ϕ is basic.
An analytic function is called a unit if its range is contained in either (−∞, 0) or (0, ∞). A function f : A → R is called a ϕ-function if f = F • ϕ for some analytic function F whose domain is the closure of the range of ϕ; if F is also a unit, then we call f a ϕ-unit.
on A for some analytic subanalytic function g, tuple α ∈ Q n and ϕ-unit u.
Definition 2.3. To any rational monomial map ϕ : A → R M over R m with center θ, we associate a basic rational monomial map over R m , denoted by ϕ θ , as follows. For each i ∈ {1, . . . , n}, the set { y i : (x, y) ∈ A} is contained in either (−∞, −1), (−1, 0), (0, 1) or (1, ∞), so there exist unique ε i , ζ i ∈ {−1, 1} such that 0 < ε i y
For each i ∈ {0, . . . , n}, define ϕ θ,i to be the function on Π m+i (A) consisting of the components c j (x)y γ j of ϕ θ such that supp(γ j ) ⊂ {1, . . . , i}, and when i > 0, such that i ∈ supp(γ j ). Thus
For each i ∈ {0, . . . , n} and ∈ {<, ≤, >, ≥}, define ϕ θ, i = (ϕ θ,j ) j i on its appropriate domain. For example, ϕ θ,≤i is the function on Π m+i (A) given by
m+n is a cell over R m , then there exists a unique increasing map λ : {1, . . . , d} → {1, . . . , n} whose image consists of the set of all i ∈ {1, . . . , n} for which Π m+i (C) is of the form (1.3). We call C a λ-cell .
Note that Π m,λ defines an analytic isomorphism from a λ-cell C onto Π m,λ (C), and
Definition 2.6. We say that ϕ is prepared over R m if A is a cell over R m such that for each i ∈ {1, . . . , n}, if we write
then the functions a i , b i and b i − a i are ϕ θ,<i -prepared, and a i is either identically zero or is strictly positively-valued. 
Proof. This follows from the subanalytic preparation theorem (see [8] or [10] ) by induction on n. Proof. When F consists entirely of subanalytic functions, this follows directly from Proposition 2.7. In the general constructible case, fix a finite set F ′ of subanalytic functions such that each function in F is a sum of products of functions of the form (x, y) → f (x, y) and (x, y) → log g(x, y) with f, g ∈ F ′ . Now apply the result of the subanalytic case to F ′ .
Definition 2.9. If S is a set of subsets of a set X, we say that a partition A of X is compatible with S if for each A ∈ A and each S ∈ S, either A ⊂ S or A ⊂ X \ S.
Note that in Proposition 2.7 and Corollary 2.8, the partition A can be made to be compatible with any prior given finite set of subanalytic subsets of D.
Consequences of the Theorem on Diagrams of Lebesgue Classes
Throughout this section we use the notation of Theorem 1.2.
Corollaries of the Theorem on Diagrams of Lebesgue Classes. Corollary 3.1. For each I ∈ I,
where I I = {J ∈ I : I J}.
Proof. This follows from (1.2) and from the fact that for each x ∈ E, LC(f, µ, x) = I if and
The final sentence of Theorem 1.2 shows that when f is subanalytic, so is the set (3.1).
Remark 3.2. The set LC(f, |µ| q , E) can be expressed as the disjoint union
and as the (not necessarily disjoint) union
Proof. The fact that LC(f, |µ| q , E) equals (3.2), and that (3.2) is contained in (3.3), are both clear. To see that (3.3) is contained in (3.2), note that if (x, p) is such that I ⊂ LC(f, |µ| q , x) and p ∈ I, then J = LC(f, |µ| q , x) and p ∈ J for some J ∈ I with I ⊂ J.
Observe that (3.1) and (1.2) show how to use the functions {g I } I∈I to define the sets occurring in (3.2) and (3.3).
Proof. Define G P to be the product of the g I for all I ∈ I with P ⊂ I. Then (3.4) follows from (1.2) and from the fact that for each x ∈ E, we have P ⊂ LC(f, |µ| q , x) if and only if LC(f, |µ| q , x) = I for some I ∈ I with P ⊂ I.
is the zero locus of a constructible function. A very elementary proof of this fact is given in [3] for the special case when µ = 1, p = 1 and n = 1.
Proof. Since I is finite by Theorem 1.2, we may fix a finite partition J of (0, ∞] compatible with I. If J ∈ J and p ∈ J, then for each I ∈ I, p ∈ I if and only if J ⊂ I; so
which is finite because J is finite.
Corollary 3.5. There exists g ∈ C(E) such that
Proof. Zero loci of constructible functions are closed under intersections and unions (by taking sums of squares and by taking products, respectively), so we may assume by Corollary 2.8 that D is a cell over R m and that f is analytic. By projecting into a lower dimensional space, we may further assume that D is open over
, so we are done by applying Corollary 3.3 with P = {∞}.
Although we will use Theorem 1.4 to prove Theorem 1.2, it is interesting to observe that, conversely, Theorem 1.4 also follows from Theorem 1.2, as follows. Corollary 3.7. Let q > 0, P ⊂ (0, ∞], and F, ν ∈ C(X × Y × R k ) for some subanalytic sets X and Y . Suppose that for each x ∈ X, the set {y ∈ Y :
Proof. Assume that X ⊂ R m . We may assume that Y = R n because the case of a general subanalytic set Y follows from this special case by arguing as in the second paragraph of the proof of [4, Theorem 1.4 ′ ]. By Corollary 3.3 we may fix g ∈ C(X × R n ) such that
By Corollary 2.8 we may fix a partition A of X × R n into subanalytic cells over R m such that g restricts to an analytic function on each A ∈ A. Let C be the union of the members of A that are open over R m . Then C is subanalytic, Π m (C) = X, and C x is open and dense in R n for each x ∈ X. If there exists (a, b) ∈ C such that g(a, b) = 0, then {y ∈ C a : g(a, y) = 0} would be a proper analytic subset of the open set C a , so {y ∈ R n : g(a, y) = 0} would not be dense in R n , contradicting (3.5) and our assumption on F and |ν| q . Therefore g(x, y) = 0 for all (x, y) ∈ C, which by (3.5) proves the corollary.
Variants of the Theorem on Diagrams of Lebesgue Classes. We now show how Theorem 1.2 adapts easily to the study of local integrability, complex measures, and measures defined from constructible differential forms on subanalytic sets. We only discuss the analogs of Theorem 1.2 itself, but it follows that analogs of the previous list of corollaries of this theorem hold as well, via the same proofs.
Suppose that Y ⊂ R n and f : Y → R are Lebesgue measurable, that ν is a positive measure on Y that is absolutely continuous with respect to the n-dimensional Lebesgue measure, and that p ∈ (0, ∞]. We say that f is locally in
. Similarly, we say that f is locally bounded on Y if for each y ∈ Y there exists a neighborhood U of y in Y such that f (U) is bounded.
For measurable functions f :
The local analog of Theorem 1.2 holds, which describes the structure of
Proof. By extending f and µ by 0 on (
Theorem 1.2 shows that {LC(F, ν, (x, y)) : (x, y) ∈ E × R n } is a finite set of subintervals of (0, ∞] with endpoints in (span Q {1, q} ∩ [0, ∞)) ∪ {∞}, so the set
is of this form as well. Let I ∈ I loc . By Corollary 3.3 we may fix g ∈ C(E × R n ) such that
and this set is the zero locus of a constructible function by Theorem 1.4 (or Corollary 3.6).
Suppose that f and ν are complex-valued Lebesgue measurable functions on a measurable set D ⊂ R m+n such that ν(x, ·) is Lebesgue integrable on D x for all x ∈ E, where E = Π m (D). For each x ∈ E, define a complex measure ν x on D x by setting
The notion of an L p -class with respect to a complex-measure is defined using the absolute variation of the measure, so we define LC(f, ν, E) := LC(|f |, |ν|, E), LC(f, ν, x) := LC(|f |, |ν|, x) for each x ∈ E, and Int 
Proof. Apply Theorem 1.2 to the constructible functions |f | 2 and |µ| 2 with q = 1/2. Then note that for any
For the last result of this section, consider a subanalytic set D ⊂ R m+n such that for each x in E := Π m (D), the fiber D x is a smooth k-dimensional submanifold of R n . For each x ∈ E, consider a smooth k-form ω x on D x , such that moreover there exist constructible
For each x ∈ E, write |ω x | for the measure on D x associated to the smooth k-form ω
where ω stands for the family (ω x ) x∈E . Proof. Because D is subanalytic, basic o-minimality implies that there exists a finite family U of subanalytic subsets of D which covers D and is such that the following hold for each U ∈ U:
2. there exists an increasing function λ U : {1, . . . , k} → {1, . . . , n} such that for each x ∈ Π m (U), the projection Π λ U is injective on U x and has constant rank k.
are both constructible functions on U, and in the case that f and all the ω i 1 ,...,i k are subanalytic, the ω U and f • G U also are. Hence, Theorem 1.2 applies to LC(f • G U , |ω U |, Π m (U)). The proposition now follows relatively easily from this and from the fact that
for each U ∈ U.
Fiberwise Vanishing of Constructible Functions
This section proves Theorem 1.4.
We proceed by induction on n.
First suppose that n = 1. By Corollary 2.8 we may fix a finite partition A of D into cells over R m such that the restriction of f to A is analytic for each A ∈ A. We claim that for each A ∈ A there exists g A ∈ C(Π m (A)) such that
The theorem (with n = 1) follows from the claim, for then
To prove the claim, fix A ∈ A. We may assume that A is open over R m , else the claim is trivial. Since f (x, ·) is analytic on A x for each x ∈ Π m (A), and since f A is definable in the expansion of the real field by all restricted analytic functions and the exponential function, which is o-minimal (see Van den Dries, Macintyre and Marker [12] , or Lion and Rolin [8] ), it follows that we may fix a positive integer N such that for each x ∈ Π m (A), f (x, y) = 0 for all y ∈ A x if and only if there exist distinct y 1 , . . . , y N ∈ A x such that f (x, y 1 ) = · · · = f (x, y N ) = 0. So fix subanalytic functions ξ 1 , . . . , ξ N : Π m (A) → R whose graphs are disjoint subsets of A. Then the claim holds for the function
This establishes the theorem when n = 1. Now suppose that n > 1, and inductively assume the theorem holds with k in place of n for each k < n. The set V is defined by the formula
Applying the induction hypothesis twice shows that that this formula is equivalent to
for some h ∈ C(Π m+1 (D)), which in turn is equivalent to
for some g ∈ C(E). Thus V = {x ∈ E : g(x) = 0}.
Parameterized Rectilinearization of Subanalytic Functions
Definition 5.1. Consider l ∈ {0, . . . , n} and a rational monomial map
The main purpose of this section is to prove the following proposition. The purpose of the pushforward property is that it ensures that for each subanalytic function h : B → R that is ψ-prepared, h • F −1 is ϕ-prepared. This proposition is essentially Theorem 1.5, the only differences being that the theorem does not mention the pushforward property and that the theorem deals with an actual partition of D rather than just an open partition of D over R m . In the proposition we use open partitions over R n , rather than actual partitions, because it allows the proof of the proposition to be stated somewhat more simply since we may ignore subsets of D whose fibers over R m have dimension less than n, and doing so is of no loss to the study of L p -spaces on D x . Before proving the proposition, we use it to prove Theorem 1.5 and also Theorem 1.2 when f and µ are assumed to be subanalytic.
Proof of Theorem 1.5. Let F be a finite set of subanalytic functions on a subanalytic set D ⊂ R m+n . We proceed by induction on n. The base case of n = 0 is trivial, so assume that n > 0 and that the theorem holds with k in place of n for all k < n. Note 
for some analytic subanalytic functions a and b, tuples α = (α 1 , . . . , α n ) ∈ Q n and β = (β 1 , . . . , β n ) ∈ (span Q {1, q}) n , and ψ-units u and v. We may assume that a and b have constant sign. If a = 0 or b = 0, let I A = (0, ∞]. Otherwise, let I A be the set consisting of all p ∈ (0, ∞) such that α i p + β i > −1 for all i ∈ {l + 1, . . . , n}, and also consisting of ∞ if α i ≥ 0 for all i ∈ {l + 1, . . . , n}. Note that I A is a subinterval of (0, ∞] with endpoints in (span Q {1, q} ∩ [0, ∞)) ∪ {∞}. Also note that by Corollary 5.5,
Now, for each x ∈ E, the set LC(f, µ, x) is a subinterval of (0, ∞] with endpoints in (span Q {1, q} ∩ [0, ∞)) ∪ {∞} because it equals the intersection of the sets I A for all A ∈ A with x ∈ Π m (A). This, and the fact that A is finite, also implies that I is finite. To finish, let I ∈ I, and note that {x ∈ E : I ⊂ LC(f, µ, x)} equals {x ∈ E : I ⊂ I A for all A ∈ A with x ∈ Π m (A)}, which is a subanalytic set, and hence is the zero locus of a subanalytic function.
We now turn our attention to proving Proposition 5.3.
Lemma 5.6. Let A ⊂ R n be l-rectilinear over R 0 , and let α = (α 1 , . . . , α n ) ∈ Q n .
1. If {y α : y ∈ A} is bounded, then α l+1 , . . . , α n ≥ 0.
2. Let β ∈ Q and B = {(y, z) ∈ A × R : a(y) < z < 1}, where 0 ≤ a(y) < 1 for all y ∈ A. If {y α z β : (y, z) ∈ B} is bounded, then α l+1 , . . . , α n ≥ 0.
Proof. Statement 1 is clear. Statement 2 follows from statement 1 because {y α : y ∈ A} is in the closure of the set {y α z β : (y, z) ∈ B}, so {y α : y ∈ A} is bounded if {y α z β : (y, z) ∈ B} is bounded.
The following lemma is apparent. 
The proof of Proposition 5.3 will use two types of constructions, called pullback and pushforward constructions, to achieve the desired pullback and pushforward properties.
Definition 5.8. Suppose we are given a basic rational monomial map ϕ : A → R M over R m , where A ⊂ R m+n is a cell over R m . A pullback construction for ϕ consists of a subanalytic map F : B → A and a basic rational monomial map ψ : B → R N over R m , diagrammed as follows,
where B ⊂ R m+n is a cell over R m , F : B → F (B) is an analytic isomorphism over R m , det ∂ F ∂y and the components of F are ψ-prepared, and ϕ • F is a ψ-function.
Observe that these properties ensure that if h is any ϕ-prepared function, then h • F is ψ-prepared.
We will use the six types of pullback constructions listed below, where
for each j ∈ {1, . . . , n}. When defining F below, we only specify its action on coordinates on which it acts nontrivially. 1. Adjustment: This means that F is the identity map (but ψ may be different from ϕ). ϕ(x, y) = (ϕ <j (x, y <j ), y j , ϕ >j (x, y <j , y >j ));
F is the transformation sending y j → 1 − y j , and ψ is defined by the formula on the right side of (5.2), but on B rather than on A. 6. Swap in y i and y j : This means that F is the transformation sending (y i , y j ) → (y j , y i ) and ψ = ϕ • F , provided that the resulting set B is still a cell over R m .
Remark 5.9. Note that when (F, ψ) is a flip in y j , we always assume that ϕ is prepared over R m+j−1 and that the closure of {y j : (x, y) ∈ A} is contained in (0, 1]. We may therefore additionally assume that for each i ∈ {j + 1, . . . , n}, the monomials in y <i occurring outside the units in the prepared forms of a i , b i and b i − a i do not contain any nonzero powers of y j , because any nonzero powers of y j may be included in the units. 
where the components of F −1 are ϕ-prepared and ψ • F −1 is a ϕ-function.
Observe that these properties ensure that if h is any ψ-prepared function, then h • F −1 is ϕ-prepared.
If F : B → A is a map from any one of the six types of pullback constructions described above, ψ ′ : B ′ → R N ′ is a basic rational monomial map over R m with B ′ ⊂ B, and A ′ = F (B ′ ), then the maps F B ′ : B ′ → A ′ and ψ ′ have an obvious pushforward construction
Proof of Proposition 5.3. Let F be a finite set of subanalytic functions on D ⊂ R m+n . Apply Proposition 2.7 to F , and focus on one rational monomial map ϕ : A → R M over R m that this gives for which A is open over R m . Thus ϕ is prepared, and each function in F restricts to a ϕ-prepared function on A. Let θ be the center of ϕ. We will first construct finitely many sequences of maps diagrammed as follows,
where for each i ∈ {1, . . . , k} the maps F i and ϕ Assuming we can construct (5.3) as such, to prove the pushforward property it suffices to define A ′ = F (B), to inductively define B k = B and B i−1 = F i (B i ) for each i ∈ {1, . . . , k}, and to show that we can construct maps diagrammed as follows,
where for each i ∈ {1, . . . , k}, ψ 
2). So it remains to construct the sequences (5.3)
. This is done by an induction, and to simplify notation we will write ϕ : A → R M instead of the more cumbersome
(So we are now assuming that ϕ is basic.) Let d ∈ {1, . . . , n}, and inductively assume that ϕ <d is l-rectilinear over R m for some l ∈ {0, . . . , d − 1} and that ϕ is prepared over R m+d−1 . Thus A is a cell over R m , so we use the notation (5.1). To complete the construction, it suffices to show that after taking an open partition of A over R m and pulling back ϕ, we may reduce to the case that ϕ ≤d is rectilinear and ϕ is prepared over R m+d . By pulling back by a blowup in y d and then by power substitutions in y l+1 , . . . , y d , and using Lemma 5.6, we may assume that b d = 1 and that all the powers of y l+1 , . . . , y d occurring in the components of ϕ are natural numbers, and when a d > 0, that all the powers of y l+1 , . . . , y d−1 in the monomials occurring outside the units in the ϕ <d -prepared forms of a d and 1 − a d are also natural numbers. There are two cases that can be handled very easily.
In this case, Π m+d (A) is l-rectilinear, so we are done after using Lemma 5.7.1 to adjust ϕ. Case 2: The closure of {y d : (x, y) ∈ A} is contained in (0, 1] .
In this case, use Lemma 5.7.2 to adjust ϕ to assume that ϕ is of the form (5.2), and then apply a flip in y d to reduce to Case 1.
(Note that if we reduce to either of these two cases, we need not require that b d = 1 or that the requisite powers of y l+1 , . . . , y d are natural numbers, because the blowup and power substitutions mentioned just prior to these cases can be applied if needed.) So assume that a d > 0, and write
for some analytic subanalytic function a, tuple of rational numbers α = (α 1 , . . . , α d−1 ), and ϕ <d -unit u. We proceed by induction on | supp(α >l )|, the cardinality of the set supp(α >l ). Suppose that supp(α >l ) is empty, and write y 
By restricting ϕ to the first set and then pulling back by a blowup in y d , we reduce to Case 2. By restricting ϕ to the second set and then swapping the coordinates y l+1 and y d , we reduce to the case that ϕ ≤d is (l + 1)-rectilinear and ϕ is prepared over R m+d , and we are done. This completes the proof when supp(α >l ) is empty. Now suppose that supp(α >l ) is nonempty. By pulling back by a swap, we may assume that l + 1 ∈ supp(α >l ). By pulling back by the power substitution y d → y
, we may also assume that α l+1 = 1. Let y ′ and α ′ be the tuples indexed by {1, . . . , d − 1} \ {l + 1} that are respectively obtained from y <d and α by omitting their (l + 1)-th components, and write y <d = (y ′ , y l+1 ); thus α >l = (1, α >l+1 ) and α ′ >l = α >l+1 . Fix a constant C > 1 that is greater than the supremum of the range of a(x)(y ′ ) α ′ u(x, y ′ , y l+1 ); this may may done because a(x)(y ′ ) α ′ y l+1 is bounded (since it equals a d (x, y <d )/u(x, y <d )) and y l+1 may freely approach 1 independently of the other variables. Thus
on A. Consider the three sets,
{(x, y) ∈ A : 0 < y l+1 < C −1 and a(x, y ′ , y l+1 ) < y d < Cy l+1 } and {(x, y) ∈ A : 0 < y l+1 < C −1 and Cy l+1 < y d < 1}.
By restricting ϕ to the first set, we reduce to the case that ϕ ≤d is (l + 1)-rectilinear, and we are done by the induction hypothesis since | supp(α >l+1 )| < | supp(α >l )|. If we restrict ϕ to either the second or third set, we may pull back by a blowup in y l+1 to assume that C = 1. On the second set, we may then pull back by a blowup in y d , and we are done by the induction hypothesis since | supp(α
The third set can also be written as {(x, y) ∈ A : 0 < y d < 1, 0 < y l+1 < y d }, so we may reduce to Case 1 by swapping the coordinates y l+1 and y d .
Rectilinear Preparation of Constructible Functions
This section proves the following proposition, which is a preparation result for constructible functions in transformed coordinates on rectilinear sets. 
where 
For each s ∈ S, r ′ ∈ R nc s and (x, y ≤l ) ∈ Π m+l (B), if f r ′ ,s (x, y ≤l , y >l ) = 0 for some y >l ∈ (0, 1) n−l , then f r,s (x, y ≤l ) = 0 for some r ∈ R cr s with r ≤ r ′ .
Pushforward Property:
The components of F −1 are ϕ-prepared, and
The superscripts "cr" and "nc" in the notation R cr s and R nc s stand for critical and noncritical . In Section 7 we will use (6.3) to see that the L p -classes of f (x, ·) are determined by which of the terms f r,s (x, ·) with r ∈ R cr s are identically zero, so in this sense these are the "critical" terms.
In the degenerate case of l = n, (6.1) and (6.2) simply mean that
for some constructible functions g j , tuples α j ∈ Z n and β j ∈ N n , and ψ-functions h j . To see this, note that if f • F is nonzero and l = n, then S = N 0 = {0} and R 
For each x ∈ R m , the ring Ø {x} is Noetherian, so Ø {x} [y] is as well. This implies that when E is compact, the varieties of Ø E [y] form the collection of closed subsets of a Noetherian topological space on E × R n ; in other words, for any F ⊂ Ø E [y] there exists a finite 
is finite.
Proof. The proof is by induction on k, with the base case of k = 0 being trivial. For the inductive step, use topological Noetherianity to fix β ∈ N k such that V({f α } α≤β ) = V({f α } α∈N k ). Then (6.4) is finite because it is contained in
and each of the sets in parenthesis in (6.5) is finite by the induction hypothesis. 
for each nonempty N ⊂ {1, . . . , k} and β = (β 1 , . . . , β k ) in
Lemma 6.6. Let E ⊂ R m be compact, and suppose that f is represented by a convergent power series
Then we may write Proof. Let M cr be the set defined in (6.4), let S be the partition of [M cr ] \ M cr given by Lemma 6.5, and let M nc be the set of minimal members of the sets in S. For each β ∈ M nc , write S β for the unique member of S whose minimal member is β, and define f β (x, y, z) = α∈S β f α (x, y)z α−β . Then (6.6) holds. Consider β ∈ M nc and (x, y) ∈ E × R n such that f β (x, y, z) = 0 for some z ∈ [0, 1] k . Then f γ (x, y) = 0 for some γ ∈ S β . Fix α ∈ M cr such that f α (x, y) = 0 and α ≤ γ. Thus S β ∩ [α] is nonempty, so S β ⊂ [α] by the compatibility property of S, and hence α ≤ β.
Proof of Proposition 6.1. For each f ∈ F write f (x, y) = i f i (x, y) j log f i,j (x, y) for finitely many subanalytic functions f i : D → R and f i,j : D → (0, ∞). Apply Proposition 5.3 to f ∈F {f i , f i,j } i,j , and focus on one set A in the open partition of D over R m that this gives, along with its associated maps F : B → A, ϕ on A, and ψ on B, where ψ is l-rectilinear over R m . Thus det
∂ F ∂y
is ψ-prepared, and we may write
on B for some analytic subanalytic functions a i and a i,j , tuples α i and α i,j in Q n , and ψ-units u i and u i,j . By expanding the logarithms and distributing, we may rewrite this in the form
for some constructible functions g i , tuples α i ∈ Q n and β i ∈ N n , and ψ-functions h i . By pulling back by power substitutions in y, we may assume that α i ∈ Z n for each α i in (6.7). Write h i (x, y) = H i (ψ ≤l (x, y ≤l ), y >l ) for some analytic function H i (X, y >l ) on the closure of the image of ψ.
We are done if l = n, so assume that l < n and work by induction on n − l. Since the closure of the range of ψ ≤l is compact, we may fix ǫ > 0 such that each function H i is given by a single convergent power series in y >l with analytic coefficients in (X, y ≤l ), say
for all X in the closure of the range of ψ ≤l and all y >l in [0, ǫ] n−l . For each j ∈ {l + 1, . . . , n}, by restricting ψ to {(x, y) ∈ B : y j > ǫ} and swapping the coordinates y l+1 and y j , we may reduce to the case that ψ is (l + 1)-rectilinear, in which case we are done by our induction on n − l. So it suffices to restrict ψ to B ∩ (R m+l × (0, ǫ) n−l ). After pulling back by the maps sending y j → ǫy j for each j ∈ {l + 1, . . . , n}, and again expanding the logarithms log y j ǫ = log y j + log ǫ and distributing, we may assume that ǫ = 1. We are now done pulling back ψ. The pushforward property of the proposition we are proving follows from the fact that ϕ satisfies the pushforward property of Proposition 5.3, because we have only applied some very simple pullback constructions to the map ψ originally given by Proposition 5.3. It remains to show that we can express f • F as a sum in the desired form.
By grouping terms in (6.7) according to like powers of log y >l , factoring out suitable monomials in y, and absorbing any remaining monomials in y >l with nonnegative powers inside of ψ-functions, we may rewrite (6.7) in the form
for some finite S ⊂ N n−l and finite index sets J s , constructible functions g j , tuples δ s ∈ Z n and α j , β j ∈ N l , and ψ-functions h j , which we still write as h j = H j • ψ with H j written as a power series (6.8). For each s ∈ S write
where Ψ s (x, y) = (ψ ≤l (x, y ≤l ), log y ≤l , (g j (x)) j∈Js , y) ,
we may write
Note that each G s,γ is a polynomial in (Y, Z s , y ≤l ) with analytic coefficients in X, and X ranges over a compact set. So we may apply Lemma 6.6 to get 
where Ψ s,≤l is the map obtained from Ψ s by omitting its components y >l . By distributing each y δs and expressing each function G nc s,γ as a sum of terms indexed by j ∈ J s , via a computation analogous to what was done in (6.10) for G s (but going from right to left rather than from left to right), we see that (6.11) expresses f • F in the desired form.
Proofs of the Main Theorems
This section proves Theorem 1.2 in the constructible case, and it states and proves our main preparation theorem for constructible functions, from which Theorem 1.3 follows as a special case. We begin by fixing some notation to describe a situation that will be encountered throughout the section. on B for some analytic subanalytic function H, tuple γ = (γ 1 , . . . , γ n ) in Q n , and ϕ-unit U. For each f ∈ F write equation (6.1) as s (x, y) on B, where
for the sets S, R cr s and R nc s and the functions f r,s defined from f and A in Proposition 6.1. For each f ∈ F and x ∈ Π m (A), define
For each x ∈ Π m (A) and i ∈ {l + 1, . . . , n}, define
under the convention that r i (f, A, x) = ∞ and s i (f, A, x) = 0 when ∆ cr (f, A, x) is empty.
Remarks 7.2. Consider the situation described in Notation 7.1, and let f ∈ F . 1. For each x ∈ Π m (A), the set Ω(f, A, x) is dense and open in Π l (B x ).
Proof. This follows from the fact that for each x ∈ Π m (A) and (r, s) ∈ ∆ cr (f, A, x), f r,s (x, ·) is a nonzero analytic function on Π l (B x ), and Π l (B x ) is connected and open in R l .
2. For each x ∈ Π m (A), the set ∆ cr (f, A, x) is empty if and only if f (x, y) = 0 for all
is nonempty, then the following lemma implies that f (x, ·) is not identically zero on A x . Lemma 7.3. Consider the situation described in Notation 7.1. Fix f ∈ F , i ∈ {l+1, . . . , n}, x ∈ Π m (A) with ∆ cr (f, A, x) = ∅, and y ≤l ∈ Ω(f, A, x). For any tuple y >l = (y l+1 , . . . , y n ), write y ′ = (y j ) j∈{l+1,...,n}\{i} and y >l = (y ′ , y i ). Then the limit (7.1) lim
exists for all y ′ ∈ (0, 1) n−l−1 , and the set
is dense and open in (0, 1) n−l−1 .
Proof. Define
It follows from (6.3) that for each (r, s) ∈ ∆(f, A, x), either r i > r i (f, A, x), or r i = r i (f, A, x) and s i ≤ s i (f, A, x). Therefore the limit (7.1) exists and equals g(y ′ ), where g : (0, 1) n−l−1 → R is the analytic function defined by
So to prove that (7.2) is dense and open in (0, 1) n−l−1 , it suffices to show that g is not identically zero. To do that we will show that g • η is not identically zero, where η :
We may choose Λ so that there exist r ′ ∈ {r ′ : (r, s) ∈ ∆ cr i (f, A, x)} and c > 0 such that for all (r, s) ∈ ∆ cr i (f, A, x) with r ′ = r ′ ,
By (6.3), for each (r, s) ∈ ∆ nc i (f, A, x) there exists ρ such that (ρ, s) ∈ ∆ cr i (f, A, x) and ρ ≤ r (and necessarily ρ = r), so λ · ρ ′ < λ · r ′ for all λ ∈ Λ. Therefore by shrinking Λ and c, we can ensure that (7.3) also holds for all (r, s) ∈ ∆ nc i (f, A, x). So by defining
we see that as t tends to 0, g • η(λ, t) is asymptotic with
which is not identically zero because the sum in parentheses is a nonzero polynomial in λ.
To prove the next lemma, we need the following inequality:
. . , x k ≥ 0 and 0 < p ≤ 1. The inequality (7.4) can be verified when k = 2 by considering f (t) = (x 1 + t) p and g(t) = x 
Proof. By symmetry we may assume that p ≥ q. Then Y i∈I
with the last inequality following from (7.4) when p < 1 and from the triangle inequality for L p (ν) when p ≥ 1.
Lemma 7.5. Consider the situation described in Notation 7.1, and suppose that f, µ ∈ F , q > 0 and x ∈ Π m (A). Then
And, ∞ ∈ LC(f A , |µ| Suppose that
for all i ∈ {l + 1, . . . , n}. Then
. By applying Lemma 7.4 to the sums f • F = (r,s) f r,s and µ • F = (r,s) µ r,s using the measure defined from the Jacobian of F in y, and then by applying Corollary 5.5, we see that p ∈ LC(f A , |µ| q A , x). Conversely, suppose that p ∈ LC(f A , |µ| q A , x), and let i ∈ {l + 1, . . . , n}. Fubini's theorem and Remark 7.2.1 imply that there exist y ≤l ∈ Ω(f, A, x) ∩ Ω(µ, A, x) and y ′ in the set (7.2) such that
is integrable on (0, 1). So (7.5) holds by Lemmas 5.4 and 7.3. The L ∞ case is similar. Indeed, suppose that r i (f, A, x) > 0 or r i (f, A, x) = s i (f, A, x) = 0 for all i ∈ {l + 1, . . . , n}. Then r i > 0 or r i = s i = 0 for all i ∈ {l + 1, . . . , n} and (r, s) ∈ ∆(f, A, x). So applying Corollary 5.5 to each term of the sum f • F = (r,s) f r,s shows that f • F (x, ·) is bounded on B x , and hence ∞ ∈ LC(f A , |µ|
is bounded on B x . So for each i ∈ {l + 1, . . . , n} we may choose y ≤l ∈ Ω(f, A, x) and y ′ in the set (7.2), and thereby conclude that r i (f, A, x) > 0 or r i (f, A, x) = s i (f, A, x) = 0 by Lemmas 5.4 and 7.3.
Proof of Theorem 1.2 in the Constructible Case. Let f, µ ∈ C(D) for a subanalytic set D ⊂ R m+n , fix q > 0, and write E = Π m (D). Apply Proposition 6.1 to F = {f, µ}, and use Notation 7.1. We claim that for each A ∈ A, the set
is a finite set of open subintervals of (0, ∞] with endpoints in (span Q {1, q} ∩ [0, ∞)) ∪ {∞}, and that for each I ∈ I A there exists g A,I ∈ C(Π m (A)) such that
The claim implies the theorem because for each x ∈ E,
so the claim shows that I is a finite set of open subintervals of (0, ∞] with endpoints in (span Q {1, q} ∩ [0, ∞)) ∪ {∞}, and that for each I ∈ I,
where each g ′ A,J : E → R is defined by extending g A,J by 0 on E \ Π m (A). To prove the claim, focus on one A ∈ A. Lemma 7.5 shows that each member of I A is an open subinterval of (0, ∞] with endpoints in (span Q {1, q} ∩ [0, ∞)) ∪ {∞}, and that I A is finite because
. Fix I ∈ I A . We may define g A,I = 0 if I is empty, so assume that I is nonempty. Let a = inf I and b = sup I. Lemma 7.5 implies that for any x ∈ Π m (A), when the infimum of LC(f A , |µ| q A , x) is finite, this infimum is determined by the inequalities (7.5) for all i ∈ {l + 1, . . . , n} for which r i (f, A, x) is positive; and similarly, when the supremum of LC(f A , |µ| q A , x) is finite, this supremum is determined by the inequalities (7.5) for all i ∈ {l + 1, . . . , n} for which r i (f, A, x) is negative. Therefore I ⊂ LC(f A , |µ| for every (r, s) ∈ ∆ cr (f, A) and (r ′ , s ′ ) ∈ ∆ cr (µ, A) such that for all i ∈ {l + 1, . . . , n},
with the understanding that we are allowing computations in the extended real number system since a or b could be ∞. 2. If ∞ ∈ I, then at least one of the following two conditions hold.
(a) We have µ r ′ ,s ′ (x, y ≤l ) = 0 for all y ≤l ∈ Π l (B x ), for every (r ′ , s ′ ) ∈ ∆ cr (µ, A).
(b) We have f r,s (x, y ≤l ) = 0 for all y ≤l ∈ Π l (B x ), for every (r, s) ∈ ∆ cr (f, A) such that for all i ∈ {l + 1, . . . , n}, either r i < 0, or else r i = 0 and s i > 0. Therefore g A,I can be constructed using Theorem 1.4.
We now turn our attention to stating and proving the preparation theorem. Notation 7.6. When considering the situation described in Notation 7.1, we shall now also write G = (G 1 , . . . , G m+n ) : A → B for the inverse of F , and for each j ∈ {l + 1, . . . , n} write
on A, where H j is an analytic subanalytic function, β j ∈ Q n , and V j is a ϕ-unit.
Lemma 7.7. Consider the situation described in Notation 7.1 and 7.6. Let f ∈ F and (r, s) ∈ ∆(f, A), where r = (r l+1 , . . . , r n ) and s = (s l+1 , . . . , s n ). We may express f r,s • G in the form
on A, where K r,s (f, A) is a finite index set and for each k ∈ K r,s (f, A),
log | y|
satisfying R k,j = r j and S k,j ≤ s j for all j ∈ {l + 1, . . . , n}, and ϕ-units u k .
Proof. By (6.2) we may write f r,s (x, y) as a finite sum of terms of the form
on B, where g ∈ C(Π m (A)), the tuples R = (R 1 , . . . , R n ) ∈ Q n and S = (S 1 , . . . , S n ) ∈ N n satisfy R j = r j and S j = s j for all j ∈ {l + 1, . . . , n}, and h is a ψ-function. Pulling back
on A. In the above equation, by writing log G m+j (x, y) = log H j (x) + log | y|
for each j ∈ {1, . . . , n}, and then distributing, we obtain the desired form given in (7.6) and (7.7), except that each u k is only a ϕ-function, not necessarily a ϕ-unit. But then by writing u k = (u k − c) + c for some sufficiently large constant c so that u k − c and c are both units, and then separating each term in (7.6) into two terms, we may further assume that each u k in (7.6) is a ϕ-unit.
Lemma 7.8. Consider a single term T k given in (7.7). We may express T k • F as a finite sum
on B for some g ζ ∈ C(Π m (A)), tuples S ζ = (S ζ,1 , . . . , S ζ,n ) ∈ N n satisfying S ζ,j ≤ S k,j for each j ∈ {1, . . . , n}, and bounded functions h ζ .
for each j ∈ {1, . . . , n}, it follows from (7.7) that
on B. In the above equation, write
for each j ∈ {1, . . . , n}, and then distribute.
and let F = {f, µ : (f, µ, q) ∈ Φ}. Then there exists an open partition A of D over R m into subanalytic cells over R m such that for each A ∈ A there exist a rational monomial map ϕ on A over R m and rational numbers β i,j , where i, j ∈ {1, . . . , n}, for which we may express each f ∈ F in the form
on A, where K(f, A) is a finite index set and for each k ∈ K(f, A),
for some g k ∈ C(Π m (A)), rational numbers r k,i , natural numbers s k,i , and ϕ-units u k , where we are writing (x, y) for the coordinates on A with center θ, with θ being the center for ϕ. Moreover, for each f ∈ F and A ∈ A there exists a partition P(f, A) of K(f, A) described as follows. For each A ∈ A, (f, µ, q) ∈ Φ, K ∈ P(f, A), Λ ∈ P(µ, A), and I ∈ I(f, µ, q), at least one of the following two statements holds:
and if statement 2 does not hold, then
for all (κ, λ) ∈ K × Λ and all functions T 
, where the β Proof. Apply Proposition 6.1 to F . Fix A ∈ A, and use the notation found in Notation 7.1 and 7.6 and in Lemmas 7.7 and 7.8. Lemma 7.7 shows that each f ∈ F may be written in the form given in (7.10) and (7.11) , where each T k is defined as in (7.7) and
For each f ∈ F , define P(f, A) = {K r,s (f, A)} (r,s)∈∆(f,A) . Now also fix (f, µ, q) ∈ Φ, K ∈ P(f, A), Λ ∈ P(µ, A) and I ∈ I(f, µ, q). Write K = K r,s (f, A) and Λ = K r ′ ,s ′ (µ, A) for some (r, s) ∈ ∆(f, A) and (r ′ , s ′ ) ∈ ∆(µ, A). We are done if statement 2 in the last sentence of the theorem holds, so assume otherwise. Therefore we may fix x 0 ∈ Π m (A) such that I ⊂ LC(f, |µ| q , x 0 ), (r, s) ∈ ∆(f, A, x 0 ) and (r ′ , s ′ ) ∈ ∆(µ, A, x 0 ). Lemma 7.5 gives the following. For all p ∈ I ∩ (0, ∞) and all i ∈ {l + 1, . . . , n},
(7.14) If ∞ ∈ I, then for all i ∈ {l + 1, . . . , n},
Let κ ∈ K and λ ∈ Λ. Write T κ and T λ as in (7.7) with k = κ and k = λ, respectively, and write
as in (7.9). Note that for each i ∈ {l + 1, . . . , n},
. So (7.13) holds with R κ,i and R λ,i in place of r i (f, A, x 0 ) and r i (µ, A, x 0 ), respectively. Therefore by Corollary 5.5, Lemma 7.4, (7.15) and (7.16), it follows that
Note that the proof of this fact depends only the values of r and r ′ , being independent the values of β 1 , . . . , β n , s and s ′ , so (7.12) follows. Now suppose that ∞ ∈ I. Note that for each ζ and i ∈ {l + 1, . . . , n}, we have S ζ,i ≤ S κ,i ≤ s i . Combining this with (7.17) shows that for each i ∈ {l + 1, . . . , n}, either R κ,i > 0 or else R κ,i = S ζ,i = 0 for all ζ. Therefore Corollary 5.5 and (7.15) 
). This completes the proof of the theorem, except for the fact that A need not be a cell over R m . To remedy this, simply construct an open partition of A over R m consisting of cells over R m (for instance, using Proposition 2.7), and then restrict to each of these cells.
Theorem 7.9 was formulated in such a way so as to be as strong and general as possible, but at the cost of having a technical formulation that may obscure the fact that it implies the simpler Theorem 1.3. The corollary of Theorem 7.9 given below directly implies Theorem
Observe that statements 1 and 2 of the corollary hold. To prove statement 3, suppose that ∞ ∈ P . By writing
β i,j log | y j | in (7.11) and then distributing, we may write each term T k as a finite sum of terms of the form (7.19) with the same values of the r k,i but possibly different values of the the s k,i . But only the values of the r k,i are relevant by (7.12) since ∞ ∈ P . 
as denoted in the previous section. This statement was proven in Corollary 7.10. A more literal analog of Theorem 1.3 for p = ∞ would require the terms T k to be of the simpler form
however, this more literal analog is false, and the purpose of this section is to prove this by giving a counterexample. It follows that in Statement 3 of Corollary 7.10, one may not drop the assumption that ∞ ∈ P ; and in Theorem 7.9, one may not replace (7.12) with the statement
. For the rest of the section, write (x, y) = (x, y 1 , y 2 ) for coordinates on R 3 , and define
Note that the function f (x, ·) is bounded on D x for every x ∈ (0, 1), and that the function f is already a single term of the form given in (8.1) on D. The obvious way to express f as a sum of terms of the form (8.2) is to write f (x, y) = log y 1 − log y 2 on D; however, the terms log y 1 and log y 2 now become unbounded on each fiber D x . It should therefore seem feasible that f is a counterexample for the more literal analog of Theorem 1.3 for p = ∞. To show that this is in fact the case, we prove the following assertion. Then there exist ǫ ∈ (0, 1], a nonzero real number a, a natural number r, and integers p and q such that for all t ∈ (0, ǫ), (8.6) lim x→0 g • η(x, t) x p+qt (log x) r = a.
Proof. By factoring out the lowest powers of x and z in (8.5), we may assume that the α i and β i are all natural numbers. But then each monomial x α i z β i can be incorporated into the function g i , so we may in fact assume that the numbers α i and β i are all zero. For each i ∈ I, g i • η(x, t) = G i (x, x t , x 1−t ) = Note that for each i ∈ I, the function g i is not identically zero and η is a bijection, so g i • η is not identically zero, which implies that G . We claim that for all (k, l) = (p, q) in the set (8.8) and all t ∈ (0, ǫ), (8.9) k + lt > p + qt.
The claim and (8.7) together imply (8.6). To prove the claim, consider (k, l) = (p, q) in (8.8) . If k = p, then l > q, in which case (8.9) holds for all t > 0. So suppose that k ≥ p + 1.
Simplifying the inequality (p + 1)(1 − t) > p + qt shows that it is equivalent to the inequality t < ǫ. So for all t ∈ (0, ǫ), k + lt = k(1 − t) + (k + l)t ≥ (p + 1)(1 − t) + 0t > p + qt, which proves the claim.
In the following proof, we shall say that two functions g, h : A → R \ {0} are equivalent on A if the range of g/h is contained in a compact subset of (0, ∞). for subanalytic functions g k,i and g k,i,j , the functions g k,i and g k,i,j are all ϕ ≤1 -prepared on Π 1 (A). The functions xy 1 and y 1 are not equivalent for x near 0, so we may fix A ∈ A of the form A = {(x, y) : 0 < x < b 0 , 0 < y 1 < b 1 (x), a 2 (x, y 1 ) < y 2 < b 2 (x, y 1 )} with a 2 and b 2 not equivalent on Π 2 (A). Let ϕ be the rational monomial map on A over R 0 associated with A. Note that x is not equivalent on Π 1 (A) to a constant, that y 1 is not equivalent on Π 2 (A) to a function of x, and that y 2 is not equivalent on A to a function of (x, y 1 ), so ϕ must have center 0. For the same reason, if A ′ is the unique member of A ′ containing A, and if ϕ ′ is the rational monomial map over R associated with A ′ , then ϕ ′ must also have center 0. We are only interested in the restriction of f to A, so we may therefore simply assume that A ′ = A and ϕ = ϕ ′ . So we may write 2 (log y 1 ) s k,1 (log y 2 ) s k,2 u k (x, y 1 , y 2 ) on A for the constructible functions g k given in (8.10), rational numbers r k,1 and r k,2 , natural numbers s k,1 and s k,2 , and ϕ-units u k ; and we may write a 2 (x, y 1 ) = x α y 1 u(x, y 1 ) and b 2 (x, y 1 ) = x β y 1 v(x, y 1 ) on Π 2 (A) for some rational numbers α and β satisfying 0 ≤ β < α ≤ 1 and some ϕ ≤2 -units u and v. Fix positive constants c and d satisfying c > u(x, y 1 ) and d < v(x, y 1 ) on Π 2 (A). Since α > β, by shrinking b 0 we may assume that A = {(x, y) : 0 < x < b 0 , 0 < y 1 < b 1 (x), cx α y 1 < y 2 < dx β y 1 }. on the set {(x, y 1 , y 2 ) : 0 < x < b 0 , 0 < y 1 < b 1 (x), cx α < y 2 < dx β }.
By assumption, each term of (8.12) is bounded for each fixed value of x, so letting y 1 tend to 0 for each fixed value of (x, y 2 ) shows that for each k, either r k,1 + r k,2 > 0 or r k,1 + r k,2 = s k,1 + s k,2 = 0 (and s k,1 + s k,2 = 0 means that s k,1 = s k,2 = 0). So letting y 1 tend to 0 in (8.12) gives for some C > 0, rational numbers α i and β i , and ψ-functions f i (for an appropriately modified ψ), where i ranges over some finite set of natural numbers. By pulling back by (x, y 2 ) → (x r , y r 2 ) for a suitable positive integer r, we may further assume that all the α i and β i are integers, and that the components of ψ(x, y 2 ) are also all monomial in (x, y 2 ) with integer powers. Thus each component of ψ is either of the form x p for some positive integer p, is of the form y q 2 for some positive integer q, or is of the form x p /y q 2 = x p−q (x/y 2 ) q for some positive integers p and q with p ≥ q. So we may assume that ψ(x, y 2 ) = (x, y 2 , x/y 2 ), and therefore write f i (x, y 2 ) = F i (x, y 2 , x/y 2 ) for some analytic function F i defined on the closure of {(x, y 2 , x/y 2 ) : (x, y 2 ) ∈ A}. Fix δ > 0 sufficiently small so that (8.16) {(x, y 2 ) : 0 < x < δ 2 , 0 < y 2 < δ, x/y 2 < δ} is contained in (8.15) on {(x, y 2 ) : 0 < x < 1, x < y 2 < 1}, with each F i represented by a single convergent power series on [−1, 1] 3 centered at the origin.
Applying Lemma 8.2 to the right side of (8.17) shows that there exist ǫ ∈ (0, 1], a nonzero real number a, a natural number r, and integers p and q such that for all t ∈ (0, ǫ), lim x→0 t log x x p+qt (log x) r = a.
Considering this limit for any fixed value of t ∈ (0, ǫ) shows that r = 1 and that p + qt = 0, so in fact p = q = 0 since t ∈ (0, ǫ) is arbitrary. But then t = a for all t ∈ (0, ǫ), which is a contradiction that completes the proof.
