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CM VALUES OF REGULARIZED THETA LIFTS AND HARMONIC WEAK
MAASS FORMS OF WEIGHT ONE
STEPHAN EHLEN
Abstract. We study special values of regularized theta lifts at complex multiplication (CM)
points. In particular, we show that CM values of Borcherds products can be expressed in terms
of finitely many Fourier coefficients of certain harmonic weak Maaß forms of weight one. As it
turns out, these coefficients are logarithms of algebraic integers whose prime ideal factorization is
determined by special cycles on an arithmetic curve. Our results imply a conjecture of Duke and
Li [DL15] and give a new proof of the modularity of a certain arithmetic generating series of weight
one studied by Kudla, Rapoport and Yang [KRY99].
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1. Introduction
Special values of automorphic forms often encode interesting arithmetic information. The type
of automorphic forms we consider in this article are obtained as regularized theta lifts of harmonic
weak Maaß forms. We will study their values at CM points on orthogonal Shimura varieties. This
includes the CM values of Borcherds products and as a special case (generalizations of) the singular
moduli considered by Gross and Zagier in their seminal paper [GZ85]. The average value over a CM
cycle was previously studied by Bruinier-Yang [BY09] and Schofer [Sch09] using a seesaw dual pair
and the Siegel-Weil formula. We use the same seesaw identity without applying the Siegel-Weil
formula to relate the values at individual points to coefficients of harmonic weak Maaß forms of
weight one. We then show that the coefficients of an appropriate normalization of these weak Maaß
forms are logarithms of algebraic numbers whose prime factorizations are determined by certain
special cycles on the stack of elliptic curves with complex multiplication. We use this relation to
prove a conjecture by Duke and Li [DL15].
2010 Mathematics Subject Classification. 11G18, 11F27, 11F30, 11F37.
This work was partly supported by DFG grant BR-2163/2-1 and a CRM-ISM postdoctoral fellowship from the CRM
and McGill University in Montreal, Quebec, Canada.
1
2 STEPHAN EHLEN
1.1. Setup and notation. Let L be an even lattice with quadratic form Q of type (2, n) and
write V = L⊗ZQ for the corresponding rational quadratic space. We write (·, ·) for the associated
bilinear form, such that (x, x) = 2Q(x). Associated with such a lattice is a finite quadratic module
given by the discriminant group AL = L
′/L, where L′ is the dual of L with respect to (·, ·), and
the reduction of Q modulo Z. For simplicity, we assume in the introduction that n is even. The
Weil representation [Wei64; Shi75; Bor98] ρL of SL2(Z) associated with L acts on the group ring
SL = C[AL]. We write φµ with µ ∈ AL for the standard basis elements of SL. Moreover, we write
〈·, ·〉 for the C-bilinear pairing such that 〈φµ, φµ〉 = 1 and 〈φµ, φλ〉 = 0 for λ 6= µ.
We denote the space of SL-valued weakly holomorphic modular forms of weight k transforming
with representation ρL by M
!
k,L and the spaces of holomorphic modular forms and cusp forms
by Mk,L and Sk,L, respectively. We denote the hermitian symmetric domain associated with the
orthogonal group SOV (R) by D and realize D as the Grassmannian of oriented 2-dimensional
positive definite subspaces of V (R) = V ⊗Q R.
A function f : H→ SL is called a harmonic weak Maaß form of weight k and representation ρL
if it transforms like a modular form of weight k with respect to ρL, is harmonic with respect to the
weight k Laplace operator and grows at most exponentially at the cusp ∞. We write Hk,L for the
space of such functions. An element f ∈ Hk,L admits a unique decomposition f = f+ + f− into a
holomorphic part f+ and a non-holomorphic part f−. We refer to Section 2 for more details.
The antilinear differential operator ξk defined by
ξk(f)(τ) := 2iv
k ∂
∂τ
f(τ) (1.1)
plays an important role in the theory of harmonic weak Maaß forms. It was shown by Bruinier
and Funke [BF04] that ξk : Hk,L −→M !2−k,L− is surjective [BF04, Theorem 3.7] with kernel M !k,L.
Here, the lattice L− is given by the lattice L together with the quadratic form −Q. The associated
Weil representation can be identified with the dual of ρL. We denote by Hk,L ⊂ Hk,L the subspace
of those harmonic weak Maaß forms that map to a cusp form under ξk.
Let H = GSpinV be the general spin group, which is a central extension of the special orthogonal
group SOV and let K ⊂ H(Af ) be a compact open subgroup such that K stabilizes L and acts
trivially on AL; here, Af are finite adeles of Q. There is a Shimura variety XK with complex points
XK(C) = H(Q)\(D ×H(Af )/K).
For an appropriate choice of K, the Siegel theta function ΘL(τ, z, h) attached to L defines a non-
holomorphic function on XK (here, τ ∈ H, z ∈ D, and h ∈ H(Af )). In τ ∈ H, it transforms like a
modular form of weight (2− n)/2 with representation ρL, but is also non-holomorphic.
The regularized theta lift of f ∈ Hk,L with k = (2− n)/2 is defined as
ΦL(z, h, f) =
∫ reg
SL2(Z)\H
〈f(τ),ΘL(τ, z, h)〉vk dudv
v2
; (1.2)
where τ = u + iv ∈ H and the integral is regularized using Borcherds’ regularization (following
Harvey-Moore) [Bor98]. We obtain a ΓL-invariant function ΦL(z, h, f) which is real analytic outside
a divisor Z(f) given by codimension one sub-Grassmannians of D depending only on the Fourier
coefficients of f+ with negative index, its principal part.
1.2. CM values. We will now describe the CM points we are considering. Let U ⊂ V (Q) be a
rational 2-dimensional positive definite subspace of V . Then U defines two rational points z±U in D,
given by U(R) together with the two possible orientations. Let T = GSpinU and KT = K ∩T (Af).
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We obtain a CM cycle in XK by considering the Shimura variety with complex points
Z(U)(C) = T (Q)\({z±U } × T (Af )/KT ) →֒ XK(C).
For simplicity, we assume in the introduction that L = P ⊕N , where P = L∩U is positive definite
and 2-dimensional and N = L ∩ U⊥ is a negative definite n-dimensional lattice in V . Under this
assumption, we have SL ∼= SP ⊗C SN and ΘL(τ, z±U , h) = ΘP (τ, h) ⊗C ΘN (τ) for h ∈ T (Af ).
Our first result is an analytic formula for the CM value ΦL(z, h, f) for any (z, h) ∈ Z(U).
Theorem 1.1. Let f ∈ H1−n/2,L and let Θ˜P (τ, h) ∈ H1,P− be a harmonic weak Maaß form of
weight 1 with the property that ξ1(Θ˜P (τ, h)) = ΘP (τ, h). Then for any (z, h) ∈ Z(U) the value of
ΦL(z, h, f) is given by
ΦL(z, h, f) = CT
(
〈f+(τ),ΘN−(τ)⊗ Θ˜+P (τ, h)〉
)
(1.3)
−
∫ reg
SL2(Z)\H
〈ξ1−n/2(f)(τ),ΘN−(τ)⊗ Θ˜P (τ, h)〉 v1+n/2
dudv
v2
.
Here, we write CT(·) for the constant term in the Fourier expansion. It is a finite sum of
products of coefficients of f+ and ΘN−(τ) ⊗ Θ˜+P (τ, h). Note that if f is weakly holomorphic, then
the regularized integral above vanishes, as ξ1−n/2(f) = 0 in that case. Moreover, in this case the
left-hand side of (1.3) is the logarithm of a Borcherds product [Bor98], a meromorphic modular
form for ΓL with divisor Z(f). In particular, we obtain a formula for CM values of Borcherds
products which involves only a finite number of coefficients of Θ˜+P (τ, h) weighted by representation
numbers of the lattice N and the coefficients of f+. Note that Θ˜P (τ, h) is not uniquely determined.
It can be modified by adding any weakly holomorphic modular form and the theorem is still valid.
If we consider the weighted average value of ΦL(z, h, f) over the CM-cycle Z(U), we obtain a
slight generalization of the results of Schofer [Sch09] (who considered weakly holomorphic f) and
Bruinier-Yang [BY09]. Their formula involves the function EP (τ), a special value of the derivative
of an incoherent Eisenstein series. The coefficients of EP (τ) have been calculated in many cases,
also by Schofer [Sch09], Bruinier and Yang [BY09] and Kudla and Yang [KY10]. The Eisenstein
series EP (τ) is a harmonic weak Maaß form and has the property that ξ1(EP (τ)) = EP (τ) is the
genus Eisenstein series attached to P . Using these explicit formulas, it was shown in [KRY99] and
[BY09], that EP (τ) is in fact the generating series of the arithmetic degrees of certain special cycles
on an arithmetic moduli stack.
1.3. Harmonic weak Maaß forms and arithmetic geometry. Motivated by these results
and to make Theorem 1.1 more explicit, we study the coefficients of the holomorphic parts of
appropriate choices for Θ˜P (τ, h) and their arithmetic meaning. We will show that they are also
related to the special cycles studied by Kudla, Rapoport and Yang [KRY04] and give a new proof
of the modularity of the degree generating series. We let k be an imaginary quadratic number
field of discriminant D < 0. We assume in the introduction that D = −l for a prime l ≡ 3 mod 4
with l > 3 (so that the class number of k is odd and there is only one genus). We will remove
this restriction in the body of the paper and work with odd fundamental discriminants. We write
Clk for the class group of k and hk denotes the class number of k. Let P = Ok be the ring of
integers in k, which is a lattice of type (2, 0) together with the quadratic form Q(x) = N(x) = xx′,
where x 7→ x′ denotes the non-trivial Galois automorphism of k. The dual lattice P ′ = ∂−1
k
is
given by the inverse different in k and the discriminant group P ′/P is cyclic of order |D|. If we
let K = Oˆ×
k
= O×
k
⊗Z Zˆ and denote H = GSpinV for V = k, then H(Af ) is given by the finite
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ideles A×
k,f over k, D = {z±} consists of two points (given by k⊗Q R with the two possible choices
of orientation), and XK(C) is given by two copies of the class group (see also Lemma 3.1)
XK(C) = H(Q)\({z±} ×H(Af )/K) ∼= {z±} × Clk .
Moreover, if a is the ideal determined by the idele h, we can identify the theta function ΘP (τ, h) =
ΘP (τ, z
±, h) with
Θa2(τ) =
∑
µ∈∂−1
k
a2/a2
∑
x∈a2+µ
e
(
N(x)
N(a2)
τ
)
φµ,
which only depends on the class [a]2 ∈ Clk of a2. Note that since the class number Clk is odd, every
class [b] ∈ Clk is of the form [b] = [a]2 for some a (i.e. there is only one genus).
Let CD be the (Deligne-Mumford) moduli stack of elliptic curves with complex multiplication by
Ok. The coarse moduli scheme of CD is isomorphic to SpecOHk , where Hk is the Hilbert class field
of k. Kudla, Rapoport and Yang define cycles Z(m) on this arithmetic curve given by elliptic curves
with certain “special endomorphisms”. These endomorphisms only occur in positive characteristic
and the cycles Z(m) are always supported in the fiber above a unique prime p, which is non-split
in k. They showed that the degree generating series∑
m∈ 1
|D|
Z>0
d̂egZ(m)e(mτ)(φm + φ−m) + 2Λ′(χD, 0)φ0, (1.4)
is the holomorphic part of −hkEP (τ). Here, we simply wrote φm for φµ if m ∈ Z is an integer
with Q(µ) +m ∈ Z and Λ′(χD, s) denotes the derivative of the completed Dirichlet L-function
Λ(χD, s) = |D|
s
2 π−
s+1
2 Γ
(
s+1
2
)
L(χD, s) for the character χD =
(
D
·
)
. If m is not represented by −Q
modulo Z, then the corresponding coefficient vanishes. The modularity of the generating series (1.4)
is proven in [KRY99] by explicitly computing the Fourier coefficients of EP (τ) and the arithmetic
degrees separately.
As no “explicit” construction of the forms Θ˜P (τ, h) is known, we have to resort to a different
method to show a relation to the cycles Z(m). To state this second result in more detail, we write
the pushforward (which has to be appropriately normalized) of the cycle Z(m) to SpecOHk as an
Arakelov divisor with vanishing archimedean contribution as
Z(m) =
∑
P⊂OHk
Z(m)PP,
where the sum runs over all nonzero prime ideals of OHk . The arithmetic degree above is obtained
as
d̂egZ(m) =
∑
P⊂OHk
Z(m)P log NHk/Q(P).
We obtain the following result which follows from Theorem 4.21 in Section 4.4.
Theorem 1.2. For every [a] ∈ Clk there is a harmonic weak Maaß form Θ˜a2(τ) ∈ H1,P− with
holomorphic part
Θ˜+
a2
(τ) =
∑
m≫−∞
m∈ 1
|D|
Z
c+(a2,m)e(mτ)(φm + φ−m)
satisfying the following properties.
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(i) We have ξ1(Θ˜a2(τ)) = Θa(τ) for every a and the harmonic weak Maaß form
E˜P (τ) :=
1
hk
∑
[a]∈Clk
Θ˜a2(τ) (1.5)
satisfies ξ1(E˜P (τ)) = EP (τ), where EP (τ) is the Eisenstein series attached to P and the
Fourier coefficients of negative index of E˜+P (τ) vanish.
(ii) For all m ∈ 1|D|Z with χD(|D|m) = 1, we have c+(a2,m) = 0.
(iii) If χD(|D|m) 6= 1, then
c+(a,m) = −2
r
log
∣∣α(a2,m)∣∣ ,
where α(a,m) ∈ OHk and r ∈ Z>0 depends only on D.
(iv) Furthermore, we have for m > 0 that
ordP(α(a
2,m)) = 2rZ(m)Pσ
for all prime ideals P ⊂ OHk, where σ = σ(a−1) ∈ Gal(Hk/k) corresponds to the image of
the ideal class of a−1 under the Artin map of class field theory.
(v) If m < 0 with χD(−Dm) 6= 1, then α(a,m) ∈ O×Hk.
Note that the theorem implies that we can write c+(a,m) = log(β(a,m)), where β(a,m) is
contained in a finite field extension of Hk.
The idea of the proof of Theorem 1.2 (or Theorem 4.21 in the body of the paper) is to use certain
seesaw dual reductive pairs [Kud84]. The following simple identity is central for our argument:
〈f(τ)⊗C g(τ),ΘP (τ, h) ⊗C ΘN (τ)〉 = ΦP (z±U , h, f) · 〈g(τ),ΘN (τ)〉, (1.6)
for f valued in SP and g valued in SN and where h ∈ T (Af ). We use this together with Theorem
1.1 to relate the coefficients of Θ˜+P (τ, h) (occurring via Theorem 1.1 in the first factor on the right-
hand side of (1.6)) to Borcherds products of weight zero on modular curves (the left-hand side
of (1.6) in a special case). These Borcherds products are modular functions with special divisors.
The second factor on the right-hand side can be shown to be constant for a special choice of g
giving the desired relation. We then apply the main result of [Ehl15] which relates the CM values
of Borcherds products to the special cycles.
Duke and Li [DL15] independently obtained related results on the coefficients of such harmonic
weak Maaß forms in the case of a prime discriminant using different methods. Based on numerical
evidence, they formulated a conjecture on the prime factorization of the algebraic numbers α(a,m).
To state the conjectured formula, which we prove in this paper, we need a bit more notation. For
m ∈ Q>0, we define a set of rational primes by
Diff(m) = {p <∞ | (−m,D)p = −1},
where (·, ·)p denotes the p-adic Hilbert symbol [Ser73]. Moreover, let
νp(m) =
{
1
2 (ordp(m) + 1), if p is inert in k,
ordp(m |D|), if p is ramified in k,
and, finally o(m) = 1 if ordl(m |D|) > 0 and o(m) = 0, otherwise. The following formula has been
conjectured in [DL15, p. 46] (stated slightly differently). We fix the embedding of k into C, such
that Im(
√
D) > 0 and identify Hk = k(j), where j is equal to the j-invariant j
(
1+
√
D
2
)
= j(Ok).
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Theorem 1.3. Assume that l > 3 and let m ∈ 1|D|Z>0. Then α(a,m) ∈ O×Hk unless |Diff(m)| = 1.
Thus, assume that Diff(m) = {p} and let P0 | p be the unique prime above p fixed by complex
conjugation. If P = P
σ(b)
0 for any fractional ideal b of k, then
ordP(α(a
2,m)) = 2o(m) · r ·
∑
n≥1
ρ
(
m |D|
pn
, [a]2[b]−2
)
= 2o(m)r · νp(m)ρ(m |D| /p, [a]2[b]−2),
where ρ(m, C) is the number of integral ideals of Ok of norm m in the class C ∈ Clk.
Theorem 1.3 follows from the new relation (iv) of the coefficients to the special cycles, together
with Proposition 1.4 below. We note that Duke and Li also conjectured that r | 24hkhHk , where
hHk is the class number of Hk, which does not follow from our proof (we do get a bound on r but
it might be larger than what they conjecture). See Section 5.1 for details on the scalar-valued case
as in [DL15] and Corollary 5.2 for a generalization to composite fundamental discriminants.
As a corollary of our results (see Theorem 4.29), we are also able to show that (1.4) is (up to a
constant) the holomorphic part of a harmonic weak Maaß form E˜P (τ) without using any explicit
formulas and therefore give a completely new proof of the modularity of the (degree) generating
series of these cycles. This follows essentially from (i) together with (iv) in Theorem 1.2 because
taking the sum as in (i) in fact computes the degree of the cycles by (iv). See also Section 4.6.
In Section 7, we also consider a holomorphic analogue of the generating series (1.4), which can be
seen as the generating series of the cycles Z(m) equipped with an automorphic Green function,
and show that is modular, as well.
In [Ehl15], we gave formulas for the multiplicities of the cycles Z(m) which provide a prime ideal
decomposition of the algebraic numbers α(a,m) in Theorem 1.2. In the case of a prime discriminant
the formulas are particularly simple and explicit.
Proposition 1.4 (Proposition 2 in [Ehl15]).
(i) We have Z(m)P = 0 unless |Diff(m)| = 1.
(ii) Assume that Diff(m) = {p}. Let P0 | p be the unique prime ideal that is fixed by complex
conjugation, P0 = P0. For P = P
σ
0 , where σ = σ(a) ∈ Gal(Hk/k) corresponds to the ideal
class of a under the Artin map, we have
Z(m)P = 2o(m)−1νp(m)ρ(m |D| /p, [a]−2).
In Section 6, we walk through the proof of Theorem 4.21 in a concrete example for D = −23
and give in fact a finite formula for the coefficients of the holomorphic part in this case. It should
be possible to generalize the results obtained in the example and we will come back to this in a
sequel to this paper.
Some remarks regarding the relation of our work to [Via12] and [DL15] are in order. We make use
of the same seesaw identity as in [Via12], where it has been used to obtain formulas for regularized
Petersson inner products of weakly holomorphic modular forms of weight one and the theta function
ΘP (τ, 1) for the lattice P = Ok as above in the case of a prime discriminant. We use the same seesaw
identity (essentially (1.6)) but focus on the coefficients of harmonic Maaß forms and applications
in arithmetic geometry, which do not appear in [Via12] and requires some extra work. Duke and Li
[DL15] make use of the Rankin-Selberg method and the construction of (higher level) automorphic
Green functions as in [GZ85] and [GZ86], whereas we entirely rely on the (regularized) theta lift
machinery. In particular, Theorem 1.2 of [DL15] is a special case of Theorem 1.1 (or rather Theorem
3.5 in the body of the paper) in signature (2, 1). We refer the reader to [Ehl12, Section 8] for this
particular case.
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2. Preliminaries
We introduce some notation for the rest of the article. For a place p of a field k we let kp denote
the completion of k with respect to the valuation vp corresponding to p. For non-archimedean p,
we denote by Op ⊂ kp the corresponding valuation ring. We consider the adeles Ak =
∏′
p
kp over
k and the finite adeles are denoted by Ak,f =
∏′
p∤∞ kp.
Moreover, we denote by A×
k
and A×
k,f the groups of (finite) ideles over k. If k = Q, we denote by
A the adeles over Q and by Af the finite adeles.
Throughout, we let n be a non-negative integer and let V be a quadratic space over Q of type
(2, n) with a non-degenerate quadratic form Q.
2.1. Shimura varieties attached to GSpinV . As in the introduction we abbreviateH := GSpinV .
One has the following exact sequence of algebraic groups:
1 −→ Gm −→ GSpinV −→ SOV −→ 1.
Here, Gm denotes the multiplicative group.
Remark 2.1. Our setup is basically the same as in [Kud03; Sch09; BY09]. However, we warn the
reader that we are working with a quadratic space of type (2, n), whereas these references mostly
use type (n, 2) quadratic spaces.
Let K ⊂ SOV (R) be a maximal compact subgroup of SOV (R). Since V is a quadratic space over
Q of type (2, n), the quotient SOV (R)/K is a symmetric space with a complex structure. There
are several ways to realize SOV (R)/K.
Consider the Grassmannian D of oriented two-dimensional positive definite subspaces of V (R) =
V ⊗Q R. That is, we let
D := {z± | z ⊂ V (R),dim z = 2, Q|z > 0}.
Here, for each 2-dimensional positive definite subspace z ⊂ V (R), we write z+ and z− for z together
with one of the two possible choices of orientation. The group H(R) acts naturally on D and this
action is transitive by Witt’s theorem. The Grassmannian has two connected components and each
of them is isomorphic to the symmetric space SOV (R)/K.
Let K ⊂ H(Af ) be a compact open subgroup. We write XK for the associated Shimura variety
with complex points
XK(C) = H(Q)\(D ×H(Af )/K).
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2.2. Special divisors. There is a natural family of divisors on Shimura varieties of orthogonal
type that will play an important role. We also refer to and [Kud97], [Kud03], and [BY09],. Let
L ⊂ V (Q) be an even lattice and let K ⊂ H(Af ) be an open compact subgroup such that KL ⊂ L
and K acts trivially on L′/L. We will make these assumptions throughout this section. In this
situation, we consider the group
ΓK = H(Q) ∩K,
which is an arithmetic subgroup of H(Q).
Let x ∈ V (Q) be a vector of negative norm and denote the orthogonal complement x⊥ ⊂ V (Q)
by Vx. We let Hx be the stabilizer of x in H. Then Hx ∼= GSpin(Vx) and the Grassmannian
Dx = {z ∈ D | z ⊥ x} ⊂ D
defines an analytic set of codimension one in D.
Let h ∈ H(Af ) and consider
Hx(Q)\Dx ×Hx(Af )/(Hx(Af ) ∩ hKh−1) −→ XK (2.1)
given by
(z, h1) 7→ (z, h1h).
The image of this map defines a divisor Z(x, h) on XK which is rational over Q [Kud97]. For
m ∈ Q<0 consider the quadric Ωm ⊂ V given by
Ωm = {x ∈ V | Q(x) = m}.
By Witt’s theorem, if Ωm(Q) 6= ∅, the orthogonal group acts transitively and thus for every x0 ∈
Ωm(Q) we have Ωm(Q) = H(Q)x0 and Ωm(Af ) = H(Af )x0. Here,
Ωm(Af ) =
∏
p∤∞
Ωm(Qp)
 ∩ V (Af )
and Ωm(Qp) = {x ∈ V (Qp) | Q(x) = m}. Moreover, for any compact open subgroup K ⊂ H(Af ),
we have Ωm(Af ) = KΩm(Q) (see Lemma 5.1 of [Kud97]).
We let S(V (A)) be the space of Schwartz(-Bruhat) functions on V (A). That is, the space S(V (R))
is the usual space of Schwartz (rapidly decreasing) functions on V (R) and S(V (Qp)) is the space
of locally constant functions V (Qp)→ C with compact support and we let
S(V (Af )) =
⊗
p<∞
S(V (Qp))
and S(V (A)) = S(V (Af ))⊗ S(V (R)).
Let L be an even lattice and µ ∈ L′/L ∼= Lˆ′/Lˆ, where Lˆ = L⊗Z Zˆ with Zˆ =
∏
p<∞ Zp. We let
φµ ∈ S(V (Af )) be the characteristic function of µ. We consider the finite dimensional subspace
SL =
⊕
µ∈L′/L
Cφµ ⊂ S(V (Af )).
Definition 2.2. For a Schwartz function ϕ ∈ SL write
supp(ϕ) ∩ Ωm(Af ) =
⊔
j
Kξ−1j x0,
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where ξj ∈ H(Af ). We define the special divisor
Z(m,ϕ) :=
∑
j
ϕ(ξ−1j x0)Z(x0, ξj).
For µ ∈ L′/L, briefly write Z(m,µ) := Z(m,φµ).
In this context, we also let
Lm := Ωm ∩ L′ and Lm,µ := Lm ∩ (L+ µ).
2.3. The Weil representation. Let L ⊂ V be an even lattice and let µ ∈ L′/L.
We write 〈φ, χ〉 for the standard bilinear pairing between S(V (A)) and its dual S(V (A))∨. In
particular
〈aφµ, bφν〉 = ab δµ,ν
for a, b ∈ C and µ, ν ∈ L′/L, where we identify SL with its dual.
Remark 2.3. We note that the space SL can be identified with the group ring C[L
′/L] of the finite
abelian group L′/L via φµ 7→ eµ, if {eµ | µ ∈ L′/L} is the standard basis for C[L′/L]. In the latter
space the corresponding scalar product is conjugate-linear in the second argument.
We write Γ˜ := Mp2(Z) for the two-fold metaplectic cover of SL2(Z). The elements of Γ˜ are pairs
(A,φ), where A =
(
a b
c d
) ∈ SL2(Z) and φ : H→ C is a holomorphic function with φ2(τ) = cτ + d.
There is a representation ρL : Γ˜ → AutSL, usually called the Weil representation associated
with L. This representation can be described explicitly as follows.
The group Γ˜ is generated by
S =
((
0 −1
1 0
)
,
√
τ
)
, T =
((
1 1
0 1
)
, 1
)
. (2.2)
For these generators, we have
ρL(T )φµ = e(Q(µ))φµ,
ρL(S)φµ =
e(− sgn(V )/8)√|L′/L| ∑
ν∈L′/L
e(−(µ, ν))φν . (2.3)
Here, sgn(V ) denotes the signature of V , which is equal to 2− n in our case.
2.4. Harmonic weak Maaß forms. The main reference for this section is the fundamental article
by Bruinier and Funke [BF04].
Let (V,Q) be a rational quadratic space and let L ⊂ V be an even lattice. Moreover, let k ∈ 12Z.
For (γ, φ) ∈ Γ˜, we define the Petersson slash operator on functions f : H→ SL by
(f |k,L (γ, φ)) (τ) = φ(τ)−2kρL((γ, φ))−1f(γτ).
Definition 2.4. A twice continuously differentiable function f : H→ SL is called a harmonic weak
Maaß form (of weight k with respect to Γ˜ and ρL) if it satisfies:
(i) f |k,L γ = f for all γ ∈ Γ˜,
(ii) there is a C > 0 such that f(τ) = O(eCv) as v →∞ (uniformly in u, where τ = u+ iv),
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(iii) ∆kf = 0, where
∆k := −v2
(
∂2
∂u2
+
∂2
∂v2
)
+ ikv
(
∂
∂u
+ i
∂
∂v
)
is the hyperbolic Laplace operator in weight k.
We denote the space of harmonic weak Maaß forms of weight k with respect to ρL by Hk,L and
write M !k,L for the subspace of weakly holomorphic modular forms. Moreover, we write Sk,L and
Mk,L for the subspaces of cusp forms and holomorphic modular forms. As usual, elements of all
three spaces Sk,L ⊂Mk,L ⊂ M !k,L are assumed to be holomorphic on the upper half-plane; weakly
holomorphic modular forms are allowed to have a pole at the cusp, holomorphic modular forms are
required to be holomorphic at the cusp and cusp forms are holomorphic modular forms that vanish
at the cusp.
We write the Fourier expansion of f ∈ Hk,L as
f(τ) =
∑
µ∈L′/L
∑
n∈Q
cf (n, µ, v)q
nφµ. (2.4)
Since f is harmonic with respect to the weight k Laplace operator, the coefficients cf (n, µ, v)
satisfy ∆kcf (n, µ, v) exp(2πn(u + iv)) = 0. Computing a basis for the space of solutions to this
differential equation gives rise to a unique decomposition of the Fourier expansion of f into a
holomorphic part f+ and a non-holomorphic part f−. If n 6= 0, we write accordingly cf (n, µ, v) =
c+f (n, µ) + c
−
f (n, µ)Wk(2πnv), where Wk(a) =
∫∞
−2a e
−ttk−2 dt.
In weight one, which is of particular interest for us, the expansion of the non-holomorphic part
is of the form
f−(τ) =
∑
µ∈L′/L
c−f (0, µ) log(v) +∑
n∈Q
n 6=0
c−f (n, µ)W1(2πnv)q
n
φµ, (2.5)
where W1(a) = Γ(0,−2a) for a < 0.
We recall a few more facts that can all be found in [BF04, Section 3]. We denote by L− the lattice
given by the Z-module L together with the quadratic form −Q. There is an antilinear differential
operator ξ := ξk : Hk,L →M !2−k,L−, defined by
f(τ) 7→ ξ(f)(τ) := vk−2Lkf(τ) = R−kvkf(τ). (2.6)
Here Lk and Rk are the Maaß lowering and raising operators,
Lk = −2iv2 ∂
∂τ
and Rk = 2i
∂
∂τ
+ kv−1.
We let Hk,L ⊂ Hk,L be the subspace of forms with cuspidal “shadow”,
Hk,L := {f ∈ Hk,L | ξ(f) ∈ Sk,L−}.
Alternatively, we could define this to be the space of f ∈ Hk,L, such that there is a Fourier
polynomial
Pf (τ) =
∑
µ∈L′/L
∑
m<0
c+f (m,µ)e(mτ), with f − Pf (τ) = O(1)
as Im(τ)→∞. The Fourier polynomial Pf (τ) is also called the principal part of f . Note that this
space was denoted by H+k,L in [BF04].
CM VALUES OF REGULARIZED THETA LIFTS 11
The kernel of ξk is equal to M
!
k,L and by [BF04, Corollary 3.8], the sequences
0 //M !k,L
//Hk,L ξk //M !2−k,L− //0 (2.7)
0 //M !k,L
//Hk,L
ξk
//S2−k,L− //0 (2.8)
are exact.
For f ∈ Sk,L and g ∈Mk,L, we define the Petersson inner product of f and g as
(f, g) =
∫
SL2(Z)\H
〈f(τ), g(τ)〉vkdµ(τ).
We denote by ∂ and ∂ the usual Dolbeault operators, such that we have d = ∂+ ∂ for the exterior
derivative on differential forms on H.
Lemma 2.5. In terms of differential forms, we have
∂¯(fdτ) = −v2−kξk(f)dµ(τ) = −Lkfdµ(τ).
Using the Petersson inner product and the operator ξk, we obtain a bilinear pairing between
g ∈M2−k,L− and f ∈ Hk,L via
{g, f} := (g, ξk(f))2−k =
∫
SL2(Z)\H
〈g, ξk(f)〉v2−kdµ(τ) =
∫
SL2(Z)\H
〈g, Lkf〉dµ(τ). (2.9)
Using Lemma 2.5, the following result is essentially an application of Stokes’ theorem (see [BF04,
Proposition 3.5]).
Lemma 2.6. Let f ∈ Hk,L and g ∈M2−k,L−. Then
{g, f} =
∑
µ∈L′/L
∑
n≤0
c+(n, µ)b(−n, µ),
which implies that the pairing only depends on the principal part of f (and on g). The exact
sequence (2.7) implies that the pairing between S2−k,L− and Hk,L/M !k,L is non-degenerate.
2.5. Regularized theta lifts. We let ΘL(τ, z, h) be the Siegel theta function associated with L
as in [BY09], where τ ∈ H, z ∈ D and h ∈ H(Af ), where H = GSpinV . If V is positive definite
and D = {z±} consists of only two points, we frequently drop z from the notation and just write
ΘL(τ, h). The following theorem can be found (in a “more classical” language) in [Bor98]. A
reference that uses our (adelic) setup is Kudla’s seminal paper [Kud03].
Theorem 2.7. If K ⊂ H(Af ) is an open compact subgroup preserving L and acting trivially on
L′/L, then the Siegel theta function ΘL(τ, z, hf ) defines a function on the Shimura variety XK (in
(z, hf )). Moreover, as a function in τ ∈ H, it is a non-holomorphic vector-valued modular form of
weight (2− n)/2, that is, for γ = (( a bc d ) , φ(τ)) ∈ Γ˜, we have
ΘL(γτ, z, h) = φ(τ)
2−nρL(γ)ΘL(τ, z, h).
Let F := {τ ∈ H; |τ | ≥ 1, −1/2 ≤ Re(τ) ≤ 1/2} the standard fundamental domain for the action
of SL2(Z) on H and let FT := {τ ∈ F ; Im(τ) ≤ T}. For f ∈ H1−n/2,L, we consider the regularized
theta integral
ΦL(z, h, f) =
∫ reg
Γ\H
〈f(τ),ΘL(τ, z, h)〉vkdµ(τ) := CT
s=0
[
lim
T→∞
∫
FT
〈f(τ),ΘL(τ, z, h)〉vk−sdµ(τ)
]
.
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Here, CT
s=0
denotes the constant term in the Laurent expansion at s = 0 of the meromorphic contin-
uation of the function enclosed in [·], which is initially defined for Re(s) large enough.
Associated with f is the divisor
Z(f) =
∑
µ∈L′/L
∑
m<0
c+(m,µ)Z(m,µ). (2.10)
Theorem 2.8 ([Bor98], Theorem 13.3, cf. Theorem 1.3 in [Kud03]). Let f ∈ M !(2−n)/2,L with
c(m,µ) ∈ Z for all m < 0 and c(m,µ) ∈ Q for all m ∈ Q. There is a function ΨL(z, h, f) on
D×H(Af ), such that:
(i) ΨL(z, h, f) is a meromorphic modular form for H(Q) of weight cf (0, 0)/2 and level K,
with some unitary multiplier system of finite order,
(ii) the divisor of ΨL(z, h, f)
2 on XK is given by Z(f).
(iii) and we have ΦL(z, h, f) = −2 log‖ΨL(z, h, f)‖2 − cf (0, 0)(log(2π) + Γ′(1)),
where ‖ΨL(z, h, f)‖2 = |ΨL(z, h, f)|2 |y|cf (0,0).
The modular form ΨL(z, h, f) admits an expansion as an infinite product, giving it the name
Borcherds product. We will only use the product expansion in a special case in Section 4. Therefore,
we omit the general case and refer to Theorem 13.3 of [Bor98].
Bruinier extended the space of input functions of the theta lift to include harmonic weak Maaß
forms and this extension will play an important role for us. Recall that a function G(z) on D has a
logarithmic singularity along a divisor D, if every point in D has a small neighborhood U , such that
for any meromorphic function g locally defining D, we have that G − log |g| extends to a smooth
function on U .
Theorem 2.9 ([Bru02], Theorem 2.12, Theorem 4.7).
Let f ∈ H1−n/2,L. Then the following holds.
(i) The function ΦL(z, h, f) is smooth on XK\Z(f) and has a logarithmic singularity along
−2Z(f).
(ii) The differential ddcΦL(z, h, f) extends to a smooth (1, 1) form on XK . As a current on
XK , we have
ddc [ΦL(z, h, f)] + δZ(f) = [dd
cΦL(z, h, f)] .
2.6. Operations on vector-valued modular forms. Let Ak,L be the space of SL-valued func-
tions that are invariant under the weight k slash operator. Let M ⊂ L be a sublattice of finite
index. Then if f ∈ Ak,L, it can be naturally viewed as an element of Ak,M . Indeed, we have the
inclusions M ⊂ L ⊂ L′ ⊂M ′ and therefore
L/M ⊂ L′/M ⊂M ′/M.
We have the natural map L′/M → L′/L, µ 7→ µ¯.
Lemma 2.10. There are two natural maps
resL/M : Ak,L → Ak,M , f 7→ fM
and
trL/M : Ak,M → Ak,L, g 7→ gL
such that for any f ∈ Ak,L and g ∈ Ak,M
〈f, g¯L〉 = 〈fM , g¯〉.
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They are given as follows. For µ ∈M ′/M and f ∈ Ak,L,
(fM )µ =
{
fµ¯, if µ ∈ L′/M ,
0, if µ /∈ L′/M .
For any µ¯ ∈ L′/L, and g ∈ Ak,M , let µ be a fixed preimage of µ¯ in L′/M . Then
(gL)µ¯ =
∑
α∈L/M
gα+µ.
Proof. See [Sch04, Proposition 6.9] for the map resL/M . The proof for trL/M is a similar calculation.

2.7. Jacobi forms and vector valued modular forms. In this section we recall the notion of
a (weakly holomorphic) Jacobi form. We will use Jacobi forms of scalar index which have been
intensively studied by Eichler and Zagier [EZ85] in Section 4.
Definition 2.11. Let k,m ∈ Z and ϕ : H×C→ C be a holomorphic function. Then ϕ is called a
holomorphic Jacobi form of weight k and index m if
(i) ϕ(γτ, zcτ+d) = (cτ + d)
ke(mcz2/(cτ + d))ϕ(τ, z), for all γ =
(
a b
c d
) ∈ SL2(Z),
(ii) ϕ(τ, z + rτ + s) = e(−m(r2τ + 2rz))ϕ(τ, z) for all r, s ∈ Z, and
(iii) ϕ(τ, z) is holomorphic at the cusp ∞.
Note that such a ϕ has a Fourier expansion of the form
ϕ(τ, z) =
∑
n,r∈Z
c(n, r)qnζr,
where q = e2piiτ and ζ = e2piiz . The last condition in the definition means that c(n, r) = 0 if the
discriminant 4nm− r2 is negative.
A weakly holomorphic Jacobi form satisfies all the preceding conditions except that we only
require it to be meromorphic at ∞. This means in terms of the Fourier expansion that there are
only finitely many non-vanishing Fourier coefficients with negative discriminant. We denote the
space of holomorphic Jacobi forms of weight k and index m by Jk,m and by J
!
k,m the space of weakly
holomorphic Jacobi forms of weight k and index m.
Using the definitions, it is easy to check that
(i) If f ∈ J !k1,m1 and g ∈ J !k2,m2 , then fg ∈ J !k1+k2,m1+m2 .
(ii) If f ∈M !k1(SL2(Z)) and ϕ ∈ J !k2,m, then fϕ ∈ J !k1+k2,m.
(iii) If ϕ ∈ J !k,m, then ϕ(τ, 0) ∈M !k.
For r ∈ Z/2mZ we write
θr(τ, z) =
∑
n∈Z
n≡r mod 2m
q
n2
4m ζn,
for the corresponding theta function.
Proposition 2.12. Let ϕ ∈ J !k,m be a weakly holomorphic Jacobi form. Then ϕ(τ, z) has a theta
expansion of the form
ϕ(τ, z) =
∑
r mod 2m
ϕr(τ)θr(τ, z).
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Moreover, let L = Z be the lattice with quadratic form Q(x) = −mx2. Then
Φ(τ) =
∑
r mod 2m
ϕr(τ)φr
is a vector valued modular form contained in M !k−1/2,L. Here, φr is the characteristic function of
the coset r + 2mZ. This correspondence establishes an isomorphism
M !k−1/2,L ∼= J !k,m.
Proof. For holomorphic Jacobi forms, this is Theorem 5.1 of [EZ85]. It is straightforward to extend
this to weakly holomorphic forms. See also [Zag02, Section 8]. 
Lemma 2.13. With the same notation as in Proposition 2.12, let ϕ ∈ J !k,m be a weakly holomorphic
Jacobi form. We let ΘL−(τ) be the theta function
ΘL−(τ) =
∑
n∈Z
e
(
n2
4m
τ
)
φn =
∑
r∈Z/2mZ
ΘL−,r(τ)φr ∈M 1
2
,L−
associated with the lattice L−. Then we have
〈Φ(τ),ΘL−(τ)〉 = ϕ(τ, 0).
Proof. This follows directly from Proposition 2.12 using
〈Φ(τ),ΘL−(τ)〉 =
∑
r∈Z/2mZ
ϕr(τ)ΘL−,r(τ) =
∑
r∈Z/2mZ
ϕr(τ)θr(τ, 0).

From the properties stated above, it follows that the bi-graded ring
J !ev,∗ =
⊕
k,m∈Z
J !2k,m
of weakly holomorphic Jacobi forms of even weight is a module over the graded ring
M !∗ =M
!
∗(SL2(Z)) =
⊕
k∈Z
M !k(SL2(Z)).
(Note that M !k(SL2(Z)) = {0} for k odd.)
Proposition 2.14 (See [Zag02]). The M !∗-module J !ev,∗ of weakly holomorphic Jacobi forms of even
weight is free of rank two and generated by
F(τ, z) = φ−2,1(τ, z) = (ζ − 2 + ζ−1) + (−2ζ2 + 8ζ − 12 + 8ζ−1 − 2ζ−2)q + . . . ∈ J !−2,1,
G(τ, z) = φ0,1(τ, z) = (ζ + 10 + ζ
−1) + (10ζ2 − 64ζ + 108 − 64ζ−1 + 10ζ−2)q + . . . ∈ J !0,1,
defined by Eichler and Zagier [EZ85].
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2.8. Special endomorphisms. Let D be a negative odd fundamental discriminant and let k =
Q(
√
D) be the imaginary quadratic field of discriminant D. We write Ok for the ring of integers in
k, hk for the class number of hk, and wk for the number of roots of unity in k. Moreover, we let Hk
be the Hilbert class field of k and OHk ⊂ Hk be its ring of integers. By class field theory, we have
an isomorphism via the Artin map [Sil94, II, Example 3.3]
(·,Hk/k) : Clk → Gal(Hk/k).
We will use the convention that we write σ(a) = σ([a]) for ([a],Hk/k) for the image of the class of
the fractional ideal a under this map.
For any scheme S we consider pairs (E, ι), where E is an elliptic curves over S with complex
multiplication ι : Ok →֒ End(E). The coarse moduli scheme of the corresponding moduli problem
is isomorphic to SpecOHk [KRY99]. If (E, ι) is an elliptic curve with complex multiplication over
S, we write OE = EndS(E) and consider the lattice L(E, ι) of special endomorphisms
L(E, ι) = {x ∈ OE | ι(α)x = xι(α¯) for all α ∈ Ok and trx = 0}
as in Definition 5.7 of [KRY99]. It is equipped with the positive definite quadratic form given by
N(x) = deg(x) = −x2. For S = SpecC or S = Spec F¯p for a prime p that is split in k, we have that
L(E, ι) is zero.
For non-split primes, L(E, ι) is a positive definite lattice of rank 2 in OE and (E, ι) is supersin-
gular. In this case OE is a maximal order in the quaternion algebra Bp over Q, which is ramified
exactly at p and ∞. The quadratic form N(x) corresponds to the reduced norm on OE .
We fix the embedding of k = Q(
√
D) into C such that
√
D has positive imaginary part and let
ω = (1+
√
D)/2 so that Ok = Z+Zω. We let jD = j(ω) = j(Ok). Let p be a rational prime that is
not split in k and let p be the unique prime ideal of k above p. If P is a prime of Hk := k(jD) above
p, then the image of jD under the reduction map OHk → OHk/P is the j-invariant of an elliptic
curve (EP, ιP) with complex multiplication by Ok over F¯p, unique up to isomorphism.
Fix a fractional ideal a ⊂ k and let µ ∈ ∂−1
k
a/a and m ∈ Q>0. The following cycles arise from
a moduli problem that has been studied in [KRY99] and [BY09] and generalized in [KY13]. For
m ∈ Q, let L(E, ι,m, a, µ) be the set of all x ∈ L(E, ι)∂−1
k
a, such that
N(x) = mN(a), and x+ µ ∈ OEa.
For every positive rational number m, we define an Arakelov divisor
Z(m, a, µ) =
∑
P⊂OHk
Z(m, a, µ)PP
on SpecOHk . Here, we let Z(m, a, µ)P = 0 if the rational prime p below P is split in k and otherwise
Z(m, a, µ)P = νp(m)
wk
|L(EP, ιP,m, a, µ)|
with
νp(m) =
{
1
2 (ordp(m) + 1), if p is inert in k,
ordp(m |D|), if p is ramified in k.
If Z(m, a, µ) is non-empty, then we have m + Q(µ) = m + N(µ)/N(a) ∈ Z. The representation
numbers |L(EP, ιP,m, a, µ)| can be determined following [KRY99] (completely explicit in the case
of a prime discriminant and up to Galois conjugation in general). We refer to [Ehl15] for details.
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3. CM cycles and CM values of regularized theta lifts
In this section we fix a rational quadratic space (V,Q) of type (2, n). We fix a compact open
subgroup K of H(Af ) and consider the Shimura variety XK as in Section 2.1.
The type of CM cycles we consider are given as follows. Let U ⊂ V be a 2-dimensional, positive
definite rational subspace. This determines a two-point subset {z±U } ⊂ D given by U(R) with the
two possible choices of orientation. Denote by V− = U⊥ ⊂ V the n-dimensional negative definite
orthogonal complement of U over Q. Then we have a rational splitting
V = U ⊕ V−. (3.1)
We obtain a cycle Z(U)K ⊂ XK , which is called the CM cycle in XK corresponding to U . It is
obtained by embedding a Shimura variety associated with U into XK , which is given as follows. Put
T = GSpinU , which we view as a subgroup of H acting trivially on V−. The group KT = K∩T (Af )
is a compact open subgroup of T (Af ). We obtain a generically injective map
Z(U)K = T (Q)\({z±U } × T (Af )/KT ) →֒ XK . (3.2)
Here, each point is counted with multiplicity 2wK,T , where we let wK,T = |(T (Q) ∩KT )|.
If the choice of K is clear from the context, we will abbreviate Z(U) = Z(U)K .
Lemma 3.1. Suppose that U is isomorphic as a rational quadratic space to an imaginary quadratic
field k and let Ok ⊂ k be its ring of integers. If KT = Oˆ×k , then Z(U) is isomorphic to two copies
of the ideal class group Clk of k, that is, Z(U) ∼= Clk×{z±U }.
Proof. We have T (Af ) ∼= A×k,f (see, for instance [Kit93] or [Ehl16, Section 2.2]) and then the claim
follows from [Neu07, VI. Satz 1.3]. 
3.1. The average value. Fix an even lattice L ⊂ V and we abbreviate Φ(z, h, f) := ΦL(z, h, f).
Schofer [Sch09], Bruinier and Yang [BY09] studied the CM value
Φ(Z(U), f) =
2
wK,T
∑
(z,h)∈suppZ(U)K
Φ(z, h, f). (3.3)
We review their main results.
The splitting (3.1) yields two lattices, P and N , defined by
P = L ∩ U, N = L ∩ V−.
The direct sum P ⊕N is a sublattice of L of finite index.
For z = z±U and h ∈ T (Af ), the Siegel theta function ΘP⊕N(τ, z, h) splits as a product
ΘP⊕N (τ, z±U , h) = ΘP (τ, z
±
U , h) ⊗C ΘN (τ). (3.4)
Here, ΘN (τ) = ΘN (τ, 1) is the SN -valued theta function of weight n/2 associated to the negative
definite lattice N . Note that v−n/2ΘN (τ) is the holomorphic theta function corresponding to the
positive definite lattice N−. Moreover, we identified SP⊕N with the tensor product SP ⊗C SN .
Attached to P there is a so-called incoherent Eisenstein series EˆP (τ, s) of weight 1 transforming
with representation ρP = ρP− [KRY99; KRY04]. Here, the term “incoherent” refers to the fact that
it is built from local data at each place which does not correspond to a quadratic space over Q.
Its central value at s = 0 vanishes but it is the value of the derivative ∂∂sEˆP (τ, s) at s = 0 that
carries the arithmetic data which contributes to the CM values. The function
EP (τ) = ∂
∂s
EˆP (τ, s) |s=0 (3.5)
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is a harmonic weak Maaß form of weight 1 with respect to ρP .
If S(q) =
∑
n∈Z anq
n is a Laurent series in q, we write CT(S) = a0 for the constant term in the
q-expansion.
Theorem 3.2. Let f ∈ Hk,L with k = 1 − n/2. The value of the theta lift Φ(z, h, f) at the CM
cycle Z(U)K is given by
Φ(Z(U), f) = deg(Z(U))
(
CT
(〈(fP⊕N )+(τ), ΘN−(τ)⊗ E+P (τ)〉) − L′(ξk(f), U, 0)) .
Here, L′(ξk(f), U, s) is the derivative with respect to s of the L-function defined by the convolution
integral
L(ξk(f), U, s) =
∫
SL2(Z)\H
〈ξk(f)(τ), EˆP (τ, s)⊗ΘN−(τ)〉 v1+n/2
dudv
v2
.
Proof. This is Theorem 4.7 in [BY09] with a corrected sign. 
The proof involves the Siegel-Weil formula and the standard Eisenstein series associated with P ,
which is defined as
EP (τ, s) =
1
2
∑
γ∈Γ∞\Γ
(Im(τ)sφ0) |1,P γ, (3.6)
where φ0 ∈ S(V (Af )) is the characteristic function of Pˆ . The series converges for Re(s) > 1 and
has a meromorphic continuation to the whole complex s-plane. Note that we normalized EP (τ, s),
such that the constant term is equal to one.
As in [BY09], we fix the Haar measure on SOU (R) ∼= SO(2,R) such that vol(SOU (R)) = 1. This
implies that we have vol(SOU (Q)\SOU (Af )) = 2. Moreover, we use the usual Haar measure on
A×f . It satisfies vol(Z
×
p ) = vol(Zˆ
×) = 1 and vol(Q×\A×f ) = 1/2.
For later reference, we write the Fourier expansion of EP (τ, 0) as
EP (τ) = EP (τ, 0) = φ0 +
∑
β∈P ′/P
∑
n∈Q>0
n∈Q(β)+Z
ρ˜(n, β)e(nτ)φβ . (3.7)
A crucial fact is that EP (τ) maps to EP (τ) under the ξ1-operator. This has been stated by Bruinier
and Yang [BY09, Remark 2.4] and follows directly from equation (2.19) in [BY09].
The Fourier expansion of EP (τ) can be determined using a very general result by Kudla and
Yang [KY10] on the coefficients of Eisenstein series on SL2. See Proposition 7.2 in [KY10] and
Schofer [Sch09].
3.2. The value of Φ(z, f) at an individual CM point. We are now interested in computing
the value of the theta lift Φ(z, f) at a CM point (rather than averaging over the cycle). Let
KP ⊂ KT ⊂ T (Af ) be a compact open subgroup such that KP preserves P and acts trivially on
P ′/P . Consider the Shimura variety
Z(U)P,K = T (Q)\({z±U } × T (Af )/KP ).
This is isomorphic to two identical copies of the “class group”
CP,K = T (Q)\T (Af )/KP (3.8)
and defines a cover of the CM cycle Z(U)K with [CK : CP,K] branches.
Since KP acts trivially on P
′/P , the value ΘP (τ, h) = ΘP (τ, z±U , h) is well defined for an element
h ∈ CP,K . As a function of τ , we have ΘP (τ, h) ∈M1,P .
We would like to apply Stokes’ theorem to compute Φ(z, h, f) for (z, h) ∈ Z(U)P,K . We use
the existence of a preimage Θ˜P (τ, h) under ξ1 of each theta function ΘP (τ, h) for h ∈ CP,K , which
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is guaranteed the exact sequence (2.7). However, such a preimage is only unique up to weakly
holomorphic modular forms. Later, we will make specific choices but for now we can work with an
arbirtary preimage for every h.
Lemma 2.5 becomes the following statement in our situation.
Lemma 3.3. Let Θ˜P (τ, h) ∈ H1,P−, such that ξ1(Θ˜P (τ, h)) = ΘP (τ, h). We have the equality of
differential forms
∂¯(Θ˜P (τ, h)dτ) = −vΘP (τ, z±U , h)dµ(τ).
Note that we can always assume that L splits as L = P ⊕N without loss of generality because
we can replace f by fP⊕N , yielding
〈f,ΘL〉 = 〈fP⊕N ,ΘP ⊗ΘN 〉,
since ΘP⊕N = ΘP ⊗C ΘN , and ΘL = (ΘP⊕N )L by [BY09], identifying SP ⊗C SN with SL.
We express the theta integral in a way that is convenient for the following calculations.
Lemma 3.4. We have
Φ(z±U , h, f) = limT→∞
(∫
FT
〈fP⊕N (τ),ΘN−(τ)⊗ΘP (τ, z±U , h)〉vdµ(τ) −A0 log(T )
)
,
where
A0 = CT
(〈f+P⊕N(τ), ΘN−(τ)⊗ φ0+P 〉) .
We remark that this expression makes sense even if (z±U , h) is contained in the support of Z(f) and
thus provides a (discontinuous) extension of Φ(z, h, f) to Z(U) in case that Z(f) ∩ Z(U) 6= ∅.
Proof. This is Lemma 4.5 of [BY09]. Note that a similar statement in the case of signature (2, 0)
can be found in Lemma 2.19 of [Sch09]. The proof along the lines of the proof Proposition 2.5 of
[Kud03] is straightforward. 
Using the same techniques as Bruinier and Yang [BY09], we obtain the following theorem which
is central to all of our applications.
Theorem 3.5. Let f ∈ Hk,L with k = 1−n/2. Then the value of Φ(z, h, f) for any (z, h) ∈ Z(U)P,K
is given by
Φ(z, h, f) = CT
(
〈(fP⊕N )+(τ),ΘN−(τ)⊗ Θ˜+P (τ, h)〉
)
−
∫ reg
SL2(Z)\H
〈ξk(fP⊕N)(τ),ΘN−(τ)⊗ Θ˜P (τ, h)〉v1+n/2dµ(τ).
Here, the integral is regularized by taking the limit
lim
T→∞
∫
FT
〈ξk(fP⊕N)(τ),ΘN−(τ)⊗ Θ˜P (τ, h)〉v1+n/2dµ(τ).
Remark 3.6. Note that for f ∈M !k,L the second summand does not occur since ξk(f) = 0 in that
case. Moreover, we should remark that the regularized integral can also be written as∫ reg
SL2(Z)\H
〈L1−n/2(fP⊕N),ΘN−(τ)⊗ Θ˜P (τ, h)〉dµ(τ)
=
∫ reg
SL2(Z)\H
〈ξk(fP⊕N),ΘN−(τ)⊗ Θ˜P (τ, h)〉v1+n/2dµ(τ).
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Proof of Theorem 3.5. Assume again that L = P ⊕N . According to Lemma 3.4, we write
Φ(z, h, f) = lim
T→∞
(IT (z, h, f) −A0 log(T )) , (3.9)
where
IT (z, h, f) =
∫
FT
〈f(τ),ΘN−(τ)⊗ΘP (τ, z±U , h)〉vdµ(τ)
= −
∫
FT
〈f(τ),ΘN−(τ)⊗ ∂ Θ˜P (τ, h)〉dτ
= −
∫
FT
d
(
〈f(τ),ΘN−(τ)⊗ Θ˜P (τ, h)〉dτ
)
+
∫
FT
〈∂ f(τ),ΘN−(τ)⊗ Θ˜P (τ, h)〉dτ.
Here, we have used Lemma 3.3.
For the first integral, we apply Stokes’ theorem and obtain∫
FT
d
(
〈f(τ),ΘN−(τ)⊗ Θ˜P (τ, h)〉
)
dτ =
∫
∂ FT
〈f(τ),ΘN−(τ)⊗ Θ˜P (τ, h)dτ〉
= −
∫ iT+1
iT
〈f(τ),ΘN−(τ)⊗ Θ˜P (τ, h)dτ〉,
since the integrand is an SL2(Z)-invariant differential form and thus the integral over the equivalent
pieces of ∂ FT cancel. We split this into three pieces, insert this splitting into (3.9) and regroup to
obtain
Φ(z, h, f) = lim
T→∞
∫ iT+1
iT
〈f+(τ),ΘN−(τ)⊗ Θ˜+P (τ, h)〉dτ (3.10)
+ lim
T→∞
(∫ iT+1
iT
〈f+(τ),ΘN−(τ)⊗ Θ˜−P (τ, h)〉dτ −A0 log(T )
)
(3.11)
+ lim
T→∞
∫ iT+1
iT
〈f−(τ),ΘN−(τ)⊗ Θ˜P (τ, h)〉dτ (3.12)
+ lim
T→∞
∫
FT
〈∂ f(τ),ΘN−(τ)⊗ Θ˜P (τ, h)〉dτ. (3.13)
Each of the limits above exist.
The limit in (3.12) is equal to zero due to the exponential decay of f−(τ). We write the Fourier
expansion of the integrand as
〈f−(τ),ΘN−(τ)⊗ Θ˜P (τ, h)〉 =
∑
n∈Z
a(n, v)e(nτ).
and insert this to obtain∫ 1
0
〈f−(u+ iT ),ΘN−(u+ iT )⊗ Θ˜P (u+ iT, h)〉du
=
∑
n∈Z
a(n, iT )e(inT )
∫ 1
0
e2piinudu.
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The integral above is equal to 0 for all n ∈ Z \ {0} and is equal to 1 for n = 0. Consequently,
lim
T→∞
∫ iT+1
iT
〈f−(τ),ΘN−(τ)⊗ Θ˜P (τ, h)〉dτ
= lim
T→∞
a(0, iT ) = lim
T→∞
∑
µ∈L′/L
∑
m∈Q>0
c−f (−m,µ)Wk(−2πmT )cg(m,µ, T ),
where g(τ) = ΘN−(τ)⊗ Θ˜P (τ, h). Using the standard growth estimates for the Whittaker function
and the Fourier coefficients of f and g, we obtain that there is an N ∈ Z>0 and a constant C > 0,
such that for all m ≥ N , we have
c−f (−m,µ)Wk(−2πmT )cg(m,µ, T ) = O(e−mCT ).
Thus, for every T > 0, the constant term in the Fourier expansion of the function
〈f−(u+ iT ),ΘN−(u+ iT )⊗ Θ˜P (u+ iT, h)〉
can be bounded by
|a(0, iT )| ≤ c r(T )
1− r(T ) with r(T ) = e
−CT ,
where c, C > 0 are constants. Therefore, in the limit T →∞, we have
lim
T→∞
|a(0, iT )| = 0,
which finally shows that (3.12) vanishes.
To show that the limit in (3.11) is equal to zero is analogous.
The contribution from (3.10) is given by the constant term in the Fourier expansion of
〈f+P⊕N(τ),ΘN−(τ)⊗ Θ˜+P (τ, h)〉.
Finally, by Lemma 2.5, we see that (3.13) is equal to
lim
T→∞
∫
FT
〈∂ f(τ),ΘN−(τ)⊗ Θ˜P (τ, h)〉dτ
= − lim
T→∞
∫
FT
〈L1−n/2f(τ),ΘN−(τ)⊗ Θ˜P (τ, h)〉dµ(τ).
This is exactly the definition of the regularized integral in the statement of the theorem. We still
have to justify that this limit exists. However, this now follows from the vanishing of (3.11) and
(3.12) and the fact that Φ(z, h, f) is defined at (z, h). That is, we have shown that
lim
T→∞
∫
FT
〈ξk(f),ΘN−(τ)⊗ Θ˜P (τ, h)〉v1+n/2dµ(τ)
= −Φ(z, h, f) + CT
(
〈f+P⊕N(τ),ΘN−(τ)⊗ Θ˜+P (τ, h)〉
)
and therefore, the limit exists. 
Remark 3.7. Note that the formula holds for any preimage of ΘP (τ, h) under ξ1.
CM VALUES OF REGULARIZED THETA LIFTS 21
4. The holomorphic part of Θ˜P
An important ingredient for Theorem 3.5 was the existence of a harmonic weak Maaß form
Θ˜+P (τ, h), such that ξ(Θ˜
+
P (τ, h)) = ΘP (τ, h) for a two-dimensional positive definite lattice P . In
this section, we will prove our main result, Theorem 4.21, which gives detailed information about
the Fourier coefficients of the holomorphic part of appropriately normalized Θ˜P (τ, h) that appear
on the right-hand side of the formula for the CM value in Theorem 3.5. Theorem 1.2 in the
introduction is a special case of this result.
The proof exploits a certain seesaw identity that will allow us to express the coefficients of the
holomorphic part of Θ˜+P (τ, h) essentially as special values of Borcherds products on modular curves.
We will relate each of these coefficients to a CM value of a meromorphic modular form of weight
zero given by a Borcherds product. Then, we apply the results of [Ehl15] to determine their prime
ideal factorization.
4.1. Embedding into a modular curve. In this section, we basically use the same setup as in
Section 7.1 of [BY09], except that Bruinier and Yang work in signature (1, 2).
Let N be a positive integer and consider the congruence subgroup Γ0(N) ⊂ SL2(Z), defined by
Γ0(N) =
{(
a b
c d
)
∈ SL2(Z) | c ≡ 0 mod N
}
.
The modular curve Y0(N) := Γ0(N)\H can be obtained as a Shimura variety as follows.
Consider the vector space V := {x ∈ M2(Q) | tr(x) = 0} and define the quadratic form by
Q(x) = −N det(x). The corresponding bilinear form is (x, y) = N tr(xy). The space (V,Q) has
signature (2, 1).
The even part of the Clifford algebra is C0(V ) = M2(Q) and H = GSpinV
∼= GL2. The action
of γ ∈ H on x ∈ V is given by
γ.x = γxγ−1.
We have an isomorphism H ∪H→ D via
z = x+ iy 7→ RRe
(
z −z2
1 −z
)
⊕ RIm
(
z −z2
1 −z
)
.
The action of γ ∈ GL2 = GSpinV is explicitly given by
γ.
(
z −z2
1 −z
)
=
(cz + d)2
det(γ)
(
γz −(γz)2
1 −γz
)
,
where γz is the action via linear fractional transformations on H ∪ H¯.
For a prime p, let
Kp = {
(
a b
c d
) ∈ GL2(Zp) ∣∣ c ∈ NZp}
and
K =
∏
p
Kp.
Then K is a compact open subgroup of the adelic group H(Af ) and by strong approximation
[Bum97, Theorem 3.3.1], we have H(Af ) = H(Q)K and H(A) = H(Q)H(R)
+K. This implies that
XK ∼= Γ\H where Γ is given by Γ = H(Q) ∩ H(R)+K ∼= Γ0(N). The isomorphism is explicitly
given by
Y0(N)→ XK , Γ0(N)z 7→ H(Q)(z, 1)K. (4.1)
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In V we have the even lattice
L =
{(
b − aN
c −b
)
| a, b, c ∈ Z
}
.
The dual lattice of L is given by
L′ =
{(
b
2N − aN
c − b2N
)
| a, b, c ∈ Z
}
.
The discriminant group L′/L is cyclic of order 2N and we can identify the corresponding finite
quadratic module with the group Z/2NZ together with the quadratic form x2/4N , valued in
1
4NZ/Z ⊂ Q/Z. The isomorphism of finite quadratic modules is explicitly given by
Z/2NZ→ L′/L, r 7→ µr =
(
r
2N 0
0 − r2N
)
=: diag(r/2N,−r/2N).
It is easy to check that the group K preserves the lattice L and acts trivially on L′/L.
Recall that for m ∈ Q and µ ∈ L′/L, we use the notation
Lm,µ := Ωm(Q) ∩ supp(φµ) = {x ∈ µ+ L | Q(x) = m}.
Let m ∈ Q<0 and µ ∈ L′/L such that m − Q(µ) ∈ Z and let r ∈ Z with µ ≡ µr mod L. Then
D = 4Nm ∈ Z is a negative discriminant such that D ≡ r2 mod 4N . Using this notation, we put
λr =
( r
2N
1
N
D−r2
4N − r2N
)
∈ Lm,µr . (4.2)
The subspace U = λ⊥r ⊂ V (Q) is two-dimensional and positive definite.
As in section 7.1 of [BY09], we obtain a positive definite, two-dimensional lattice
P := L ∩ U = Z
(
1 0
−r −1
)
⊕ Z
(
0 − 1N
D−r2
4N 0,
)
(4.3)
and a negative definite, one-dimensional lattice
N := L ∩Qλr = Z2N
t
λr with dual N ′ = Z t
D
λr. (4.4)
Here, t = (r, 2N).
From now on, assume that D < 0 is a fundamental discriminant and let k = kD = Q(
√
D). The
following lemma is easy to prove and identifies the lattice P as an integral ideal (see Lemma 7.1 in
[BY09]).
Lemma 4.1. With the same notation as above, we have an isometry of lattices
(P, Q) ∼=
(
n,
N(x)
N(n)
)
with n =
(
N,
r +
√
D
2
)
⊂ Ok.
It is explicitly given by (
1 0
−r 1
)
7→ N and
(
0 −1N
D−r2
4N 0
)
7→ r +
√
D
2
.
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We note that the two points z±U corresponding to λr satisfy the quadratic equation
r2 −D
4
τ + rτ + 1 = 0
in terms of coordinates of H∪ H¯. In the following, we will often simply write zU for any of the two
points z±U .
Recall that we write T = GSpinU as in Section 3 and we consider T as a subgroup ofH = GSpinV ,
acting trivially on U⊥. An explicit calculation shows the following lemma.
Lemma 4.2. We have that T = GSpinU
∼= k×D via
1 7→
(
1 0
0 1
)
,
√
D 7→
(
r −2
r2−D
2 −r
)
.
and for K as above, we have
KT := K ∩ T (Af ) ∼= Oˆ×k .
Recall the setup from Section 3.2. Note that KT acts trivially on P ′/P and thus we can take
KP = KT and we have CP,K = T (Af )/KT , which is isomorphic to Ik/Oˆ×k ∼= Clk for k = kD.
Now we specialize the setup for our application. From now on and for the rest of this section
we fix an integral ideal a ⊂ Ok of the imaginary quadratic field k = kD of discriminant D. We
assume throughout that D is an odd fundamental discriminant. Consider the positive definite
lattice (P,Q) :=
(
a, N(x)N(a)
)
and write a =
(
A, B+
√
D
2
)
with A,B ∈ Z, A > 0. That is, the ideal
a is generated by A and B+
√
D
2 . This is equivalent to saying that P (or a) corresponds to the
positive definite integral binary quadratic form [A,B,C] of discriminant D = B2 − 4AC, with
C ∈ Z determined by A,B and D. We will use the construction above to embed the lattice P into
the lattice L for N = A |D|.
Assumption 4.3. Without loss of generality, we will assume that (A,D) = 1. If A is not coprime
to D, we can replace [A,B,C] with an equivalent form. An integral binary quadratic form of
discriminant D represents infinitely many primes (cf. Theorem 9.12 of [Cox89]). Thus, we may in
fact choose A to be a prime not dividing D.
Under these assumptions, there are E,F ∈ Z with 2AE+BF = 1. (Note that (A,D) = 1 implies
(2A,B) = 1 because D is odd.) Using this, we have for R := FD that
R2 ≡ D mod 4A |D|. (4.5)
Indeed, we have R2 ≡ 0 mod D and F 2D2 = F 2D ·D = F 2(B2 − 4AC)D ≡ D mod 4A.
Warning. Note that the definition of R depends of course on the ideal a we started with.
With this setup, we put M := −14A =
D
4A|D| and let λR as in (4.2). Note that we obtain in this
special case
N = L ∩QλR = Z2AλR with dual N ′ = ZλR. (4.6)
In contrast to the general case, in our situation the lattice L splits as L = P ⊕ N . This follows
from the fact that the discriminant group N ′/N is isomorphic to Z/2AZ and the following lemma.
Lemma 4.4. With the same notation as above, we have an isometry of lattices
(P, Q) ∼=
(
b,
N(x)
N(b)
)
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with
b =
(
A |D| , R+
√
D
2
)
= ∂ka.
In particular, [b] = [a] ∈ Clk. The isometry is given explicitly in Lemma 4.1.
Throughout, we fix the isometry a→ b given by x 7→ √Dx and P = a→ b→ P given by applying
x 7→ √Dx and then the isometry of Lemma 4.4. We also tacitly identify the theta functions ΘP (τ, h)
with ΘP(τ, h) using this isometry and write P instead of P for simplicity whenever this does not
make a difference.
We will now see that the special divisor Z(M,µR) (Definition 2.2) is given by the CM cycle
Z(U). For D coprime to N , this was stated as Proposition 7.2 in [BY09] but it also holds in our
special situation.
Proposition 4.5. With the same notation as above we have
Z(U) = Z(M,µR).
It is important for us to understand the action of T (Af ) ∼= A×k,f on modular functions precisely.
It is given by the following Lemma which can be easily shown using Theorem 6.31 of [Shi94].
Lemma 4.6. Let h ∈ A×k,f and let f ∈ Q(X0(N)) be a rational modular function. Let t ∈ T (Af )
be the image of h and write t = γk for γ ∈ H(Q) and k ∈ K. Let z ∈ Z(M,µR) be a CM point.
Then we have
f(z)σ(h) = f(γ−1z).
4.2. A seesaw identity. The motivation for this and the next section is the following. Let us
write the Fourier expansion of Θ˜+P (τ, h) as
Θ˜+P (τ, h) =
∑
β∈P ′/P
∑
m≫∞
c+P (h,m, β)e(mτ)φβ .
Suppose that there is a weakly holomorphic modular form f ∈M !1,P , with principal part
Pf = q
−m(φβ + φ−β)
for m > 0. (Note that such a form often does not exist but we will deal with this problem in the
next section.) On the one hand, we obtain by Theorem 3.5 that
ΦP (h, f) =
∫
Γ\H
〈f(τ),ΘP (τ, h)〉vdµ(τ)
= CT〈f(τ), Θ˜+P (τ, h)〉 = c+P (h,m, β) + c+P (h,m,−β) + “error term”,
where the “error term” is a contribution of the pairing of the principal part of Θ˜P with the coeffi-
cients of positive index of f . Let us ignore this term for the moment.
On the other hand, there is a different expression for the theta lift ΦP (h, f) in terms of a CM
value of the theta lift for the lattice L. The basic principle goes back to Kudla [Kud84] who realized
that many previously mysterious identities between theta lifts can be understood in the context of
“seesaw dual reductive pairs”.
Explicitly, we will use the embedding defined above to obtain an expression for the regularized
theta lift in the case of signature (2, 0) as a CM value of a modular function onX0(N) forN = A |D|.
CM VALUES OF REGULARIZED THETA LIFTS 25
Consider the theta lift ΦL corresponding to L defined as
ΦL(z, h, g) =
∫ reg
Γ\H
〈g,ΘL(τ, z)〉v
1
2dµ(τ),
for (z, h) ∈ XK . Since the lattice L splits as L = P ⊕N , the Weil representation ρL is isomorphic
to the tensor product ρP ⊗ ρN . In particular, we have that M !1,P ⊗M !− 1
2
,N is a subspace of M
!
1
2
,L
.
At a point (z±U , h) ∈ Z(U) corresponding to the splitting P ⊕ N we obtain for an element f ⊗C ϕ
in M !1,P ⊗CM !− 1
2
,N that
ΦL(zU , h, f ⊗ ϕ) =
∫ reg
Γ\H
〈(f ⊗C ϕ)(τ), (ΘP ⊗C ΘN )(τ, h)〉v 12dµ(τ)
=
∫ reg
Γ\H
〈f(τ),ΘP (τ, h)〉〈ϕ(τ),ΘN−(τ)〉vdµ(τ).
Now we choose a specific function ϕ. Since N ′/N = Z/2AZ with quadratic form −x2/4A, the
space M !k,N is isomorphic to the space of weakly holomorphic Jacobi forms J
!
k+ 1
2
,A
of weight k+ 12
and index A. See also Section 2.7. In particular, M !− 1
2
,N is isomorphic to J
!
0,A. It follows from
Proposition 2.14, that J !0,A is generated as a C-vector space by elements of the form
A∑
j=0
ψjF
j
G
A−j , (4.7)
where ψj ∈M !2j(SL2(Z)) and F,G are the generators of the ring of weak Jacobi forms of even weight
as in Proposition 2.14. We will frequently identify these forms as vector valued modular forms in
M !−5/2,N and M
!
−1/2,N via the theta development of Jacobi forms (see Section 2.7). Under this
identification, the following relation is easy to obtain.
Lemma 4.7. We have
〈
Fj(τ)GA−j(τ),ΘN−(τ)
〉
=
{
12A, if j = 0,
0 otherwise.
Using the lemma, we obtain that
A∑
j=0
〈ψjFjGA−j(τ),ΘN−(τ)〉 = 12Aψ0(τ). (4.8)
Consequently,
ΦL(zU , h, f ⊗
A∑
j=0
ψjF
j
G
A−j) = 12A
∫ reg
Γ\H
ψ0(τ)〈f(τ),ΘP (τ, h)〉vdµ(τ) (4.9)
= 12AΦP (h, f · ψ0).
This allows us to relate c+P (h,m, β) to the special value ΦL(zU , h, g) for a weakly holomorphic
modular form g, which is equal to log |Ψ((zU , h, g)| by Borcherds’ theorem (Theorem 2.8) if the
constant term of the input function g vanishes. In this case, Ψ(z, g) is a meromorphic modular form
of weight zero. By choosing g carefully, we can assure that those special values of Ψ(z, g) lie in the
Hilbert class field Hk and determine their prime ideal factorization using the results of [Ehl15].
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Remark 4.8. For D a prime discriminant, a similar setup is used in [Via12]. The main result of
[Via12] expresses ΦP (1, f) essentially as the logarithm of an algebraic integer given by a special
value of a Borcherds product on a modular curve of level |D| and gives a formula for the prime
ideal decomposition using work of Gross. We make use of Viazovska’s idea but our setup is slightly
different and combines some of the ideas of [Via12] with those in Section 7 of [BY09]. This allows
for square-free discriminants and by working adelically, we can keep track of all theta functions
ΘP (τ, h) at once and determine the action of Gal(Hk/k) on the preimages Θ˜P (τ, h). Moreover,
harmonic Maaß forms are not considered in [Via12] and to obtain a result that applies to the
coefficients c+P (h,m, β) requires extra work as we shall see below. Finally, to establish the relation
to the special cycles (without the use of explicit formulas), and to apply our results to arithmetic
geometry, we use the results of [Ehl15] which build on the arithmetic pullback formula in [BY09]
(and for the explicit formulas, of course on Gross’ result, as well).
4.3. Weakly holomorphic modular forms of weight 1. We will now define a set of weakly
holomorphic modular forms fm,β in M
!
1,P serving as a replacement for a form with principal part
q−m(φβ + φ−β) in case such a form does not exist.
Recall that, according to the exact sequence
0 //M !1,P
//H1,P
ξ1
//S1,P− //0 ,
the space S1,P− is the space of obstructions for the existence of a weakly holomorphic modular form
with prescribed principal part. Moreover, note that if M1,P 6= {0} only fixing the principal part is
not enough to uniquely determine fm,β, which is why we have to take this space into account as
well.
We write Sk,L(Q) for the space of cusp forms of weight k, representation ρL with only rational
Fourier coefficients. By [McG03], we have Sk,L(Q)⊗QC = Sk,L. The following lemma gives a basis
for Sk,L(Q) (for any L and k) that has a “simple” structure, similar to a q-expansion basis starting
with increasing powers of q for scalar valued forms. The proof is straightforward.
Lemma 4.9. Let L be an even lattice. Then there is a basis {g1(L), . . . , gd(L)(L)} of Sk,L(Q), where
d(L) = dimSk,L with the following property. There are rational numbers n1(L) ≤ . . . ≤ nd(L)(L)
and elements µ1(L), . . . , µd(L)(L) ∈ L′/L, such that we have for their Fourier coefficients
cgj(nl, µl) = δj,l.
Definition 4.10. From now on, we let pj := nj(P ) and πj = µj(P ) be a set of indexes as in
Lemma 4.9 for the space S1,P (Q). We also write d
+ = d(P ).
Moreover, we fix nj := nj(P
−), βj := µj(P−), and gj := gj(P−) as in Lemma 4.9 for S1,P−(Q).
We write
gj(τ) =
∑
β∈P ′/P
∑
m∈Q>0
aj(m,β)e(mτ)φβ
for the Fourier expansion of gj and we write d
− = d(P−).
Proposition 4.11. For m ∈ Q>0 and β ∈ P ′/P with m + Q(β) ∈ Z and (m,β) 6= (nj , βj) for
all j ∈ {1, . . . , d−}, there is a weakly holomorphic modular form fm,β ∈ M !1,P with only rational
Fourier coefficients, having a Fourier expansion of the form
fm,β(τ) = q
−m(φβ + φ−β)−
d−∑
j=1
aj(m,β)q
−nj (φβj + φ−βj ) +O(1) (4.10)
and with cfm,β (0, 0) = 0 and cfm,β (pj , πj) = 0 for all j ∈ {1, . . . , d+}.
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Proof. The existence of f˜m,β ∈ H1,P with the principal part as above is clear by Proposition 3.11
of [BF04]. However, we have
{f˜m,β, g} = 0
for all g ∈ S1,P− by construction and Lemma 2.6, where {·, ·} is the pairing in (2.9). Thus,
ξ1(f˜m,β) = 0 and by (2.7) we have f˜m,β ∈M !1,P .
If we multiply any such form f˜m,β with ∆(τ)
m0 , where m0 = max{m,n1, . . . , nd−}, to obtain
an element of M1+12m0,P . Since this space has a basis of forms with integral Fourier coefficients
[McG03], there is an element g ∈ M1+12m0,P (Q) with only rational Fourier coefficients, such that
f˜m,β∆
m0 − g = O(qm0). Consequently, we have g˜ = g/∆m0 ∈M !1,P and g˜ has the correct principal
part and only rational Fourier coefficients.
Finally, we can subtract suitable multiple of EP to obtain the vanishing of the Fourier coefficient
of index (0, 0) and multiples of the special basis elements of S1,P to ensure that cfm,β (pj , πj) = 0
for all j ∈ {1, . . . , d+}. 
Lemma 4.12. Let f ∈ M !1,P . There exists a weakly holomorphic modular form f ∈ M !1/2,L, such
that
〈f(τ),ΘN−(τ)〉 = 12Af(τ) (4.11)
and the constant term cf (0, 0) of f vanishes. If f has rational Fourier coefficients, the same is true
for f and if f has only integral Fourier coefficients, then the Fourier coefficients of f are rational
with denominators bounded by the maximum of
hk ·
(
2A
A
)
and 12hk + 2wk.
Proof. For the proof, recall the definition of F and G from Proposition 2.14. Let us take f = f⊗GA,
the simplest choice. Note that GA has integral Fourier coefficients. Then we consider two cases.
The first case is A = 1. There is a g ∈ M !2(SL2(Z)) with only integral Fourier coefficients such
that we have g(τ) = q−1 + O(q). The weakly holomorphic modular form EP ⊗ Fg ∈ M !1/2,L has a
non-vanishing constant term
cEP (1, 0)cF(0, 0) + cF(1, 0).
In fact, cEP (1, 0) = wk/hk and we have cF(0, 0) = −2 and cF(1, 0) = −12.
Therefore, replacing f by
f +
cf (0, 0)hk
12hk + 2wk
EP ⊗ Fg.
eliminates the constant term and does not change (4.11).
In the other case, when A > 1, we can take g ∈M2A(SL2(Z)) with g(τ) = 1+O(q) and subtract
a multiple of EP ⊗ FAg. Note that the constant term of FA is given by the constant term of
(ζ − 2 + ζ−1)A, which can be easily seen to be equal to
(−1)A
(
2A
A
)
and is in particular nonzero. Thus, we can replace f by
f − cf (0, 0)
(−1)A(2AA )EP ⊗ FAg
to obtain a vanishing constant term without changing (4.11). 
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We denote by Fm,β := fm,β the weakly holomorphic modular form corresponding to fm,β via
Lemma 4.12.
It is easy to see that fm,β has Fourier coefficients with bounded denominators using the result
of McGraw [McG03] that the space of vector valued modular forms has a basis of modular forms
with only integral Fourier coefficients.
Definition 4.13. For each β ∈ P ′/P and m ∈ Q>0 with m+Q(β) ∈ Z we let cm,β ∈ Z, such that
cm,βFm,β has only integral Fourier coefficients.
We have that
12Acm,β
∫ reg
Γ\H
〈fm,β(τ),ΘP (τ, h)〉v dµ(τ) = ΦL(zU , h, cm,βFm,β). (4.12)
By the theorem of Borcherds (Theorem 2.8), the value on the right hand side is essentially the
logarithm of a special value of a rational function on Y0(N) (or rather on its compactification
X0(N)) which is defined over Q, as long as the coefficients of the input function (in our case given
by cm,βfm,β) are all integers. Moreover,∫ reg
Γ\H
〈fm,β(τ),ΘP (τ, h)〉v dµ(τ) = − 2
12A cm,β
log |ΨL(zU , h, cm,βFm,β)|2 . (4.13)
By CM theory (Lemma 4.16), an integral power of the value ΨL(zU , h, cm,βFm,β) on the right
is contained in the Hilbert class field Hk of k. On the left hand side, we essentially obtain the
coefficient c+P (h,m, β) we are interested in and some “error terms”.
4.4. The arithmetic pullback and the coefficients of the holomorphic part. In this section
we will determine the prime ideal factorization of the algebraic number given by the special value
ΨL(zU , h, cm,βFm,β).
Our basic setup is the following. Given P ∼= a, we let b = ∂ka as in Lemma 4.4 and put
N = A |D|, where (P,Q) corresponds to the integral binary quadratic form [A,B,C]. As before,
we assume that (A,D) = 1. Moreover, we let M,R be as defined on page 23.
Definition 4.14. For a harmonic weak Maaß form f ∈ H 1
2
,L(Z), we write
Z(f) =
∑
µ∈L′/L
∑
m<0
c+f (m,µ)Z(m,µ)
for the divisor associated with f on Y0(N). Here, Z(m,µ) is the extension of the Heegner divisor
Z(m,µ) to the stack X0(N) as in [BY09] and [Ehl15]. It is equal to the flat closure of Z(f), defined
analogously.
For f ∈ H 1
2
,L with integral principal part the pair Ẑc(f) = (Zc(f),ΦL(·, g)) defines an arithmetic
divisor on X0(N). Here, Zc(f) = Z(f)+C(f) is a suitable extension of Z(f) to X0(N) where C(f)
is supported at the cusps.
Lemma 4.15. Let f ∈M !1/2,L with constant coefficient cf (0, 0) = 0 and cf (m,µ) ∈ Q for all m ∈ Q
and µ ∈ L′/L. Then there exists an integer Mf , such that the Borcherds product ΨL(z, h,Mf · f)
defines a meromorphic modular function contained in Q(j, jN ).
Proof. See Lemma 8.1 of [Ehl15]. 
The lemma implies that the arithmetic divisor (div(ΨL(·,Mff)),− log |Ψ(·,Mff)|2) associated
with the Borcherds lift of f is principal.
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Lemma 4.16. The CM value ΨL(z
±
U , h,Mf · f) is contained in the Hilbert class field Hk of k for
every (z±U , h) ∈ Z(U) and we have
ΨL(z
±
U , h,Mf · f) = Ψσ(h)L (z±U , 1,Mf · f).
Proof. If we write h = γk ∈ H(Q)K, then we have according to Lemma 4.6 that
ΨL(z
±
U , h, f) = ΨL(γ
−1z±U , 1, f) = Ψ
σ(h)
L (z
±
U , 1, f). 
The following Theorem shows that div(ΨL(z, h, f)) is a horizontal divisor.
Theorem 4.17. Let f ∈M !1/2,L be a weakly holomorphic modular form with only integral Fourier
coefficients and assume that N is square-free. Suppose that the multiplier system of ΨL(z, h, f) is
trivial. Then the divisor of the rational function defined by ΨL(z, h, f) on Y0(N) is equal to Z(f),
the flat closure of Z(f).
Proof. See Theorem 8.2 of [Ehl15]. 
The following Proposition is crucial for the proof of the main theorem in this section. It shows
that we do not have to deal with bad intersection in order to obtain arithmetic information about
the coefficients of Θ˜+P (τ, h).
Proposition 4.18. Let f ∈ M !1,P with cf (0, 0) = 0 and H ∈ M !1/2,L, both with integral principal
parts, such that
〈H(τ), φ0+P ⊗ΘN−(τ)〉 = 〈f(τ), φ0+P 〉.
Then Z(H) and Z(M,µR) (see page 23) intersect properly.
Proof. The divisors Z(M,µR) and Z(n, ν) do not intersect properly if they have complex points in
common, which can only occur of Dd is a perfect square for D = 4NM and d = 4Nn.
This means that improper intersection might occur here if there is a coefficient cH(m,µ) with
4Nm = Dn2 for some n ∈ Z and µ = n · µR and Z(m,µ)(C) ∩ Z(M,µR)(C) is given by points
coming from non-primitive elements nλ ∈ Lm,µ with λ ∈ LM,µR . Thus, we obtain
Z(H)(C) ∩ Z(M,µR)(C) =
∑
n∈Z
cH
(
− n
2
4A
,n · µR
)
Z(M,µR)(C)
and we need to show that the sum on the right-hand side is zero. On the one hand, we have by
assumption CT(〈H(τ), φ0 ⊗ ΘN−(τ)〉) = cf (0, 0) = 0. On the other hand, recalling that N ′ is
spanned by λR ≡ µR mod L, we obtain
CT(〈H(τ), φ0+P ⊗ΘN−(τ)〉) =
∑
n∈Z
cH
(−n2
4A
,n · µR
)
, (4.14)
by the definition of the theta function.
Therefore, the total multiplicity of improper intersection is zero. 
Remark 4.19. An alternative approach to avoid improper intersection would be to show a moving
lemma, i.e. that it is always possible to subtract a weakly holomorphic modular form H ∈M !1/2,L,
such that F˜m,β = Fm,β −H satisfies
cF˜m,β
(−n2
4A
,n · µR
)
= 0
for all n ∈ Z. This is in fact possible but tedious and, as the proposition shows, completely
unnecessary for our applications.
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The following propositon expresses the prime ideal factorization of CM values of Borcherds
products that appear in the seesaw identity (4.9) in terms of the special cycles SpecOHk defined in
Section 2.8.
Proposition 4.20. Let f ∈M !1,P and g ∈M− 1
2
,N with
g =
A∑
j=0
ψjF
jGA−j,
where ψj ∈ M !2j(SL2(Z)) for every j. Suppose that f ⊗ g has only integral Fourier coefficients,
cf⊗g(0, 0) = 0, and the multiplier system of ΨL((z, h), f ⊗ g) is trivial. Then we have
ordP(ΨL(zU , h, f ⊗ g)) = 12Awk
2
∑
β∈P ′/P
∑
m>0
cfψ0(−m,β)Z(m,h.a, h.β)P (4.15)
for every prime ideal P of the Hilbert class field Hk.
Proof. By Lemma 4.7, we have∑
β∈P ′/P
〈f ⊗ g, φβ ⊗ΘN−〉φβ = 12Afψ0.
Therefore,
12Acfψ0(−m,β) =
∑
n∈Z
cf⊗g
(
−m− n
2
4A
, β + µn˜
)
.
Here n˜ = −Dn so that µn˜ corresponds to n mod 2A.
By Theorem 7.4 of [Ehl15], we have
ordP(ΨL(zU , 1, f ⊗ g)) =
∑
β∈P ′/P
∑
ν∈N ′/N
∑
m1<0
cf⊗g(m1, β + ν)
×
∑
n≡Fr1 mod 2A
n2≤|D1/D|
Z
(
|m1| − n
2
4A
, a, r1
(
1 + F
√
D
2
√
D
))
P
.
Here, r1 corresponds to µr1 = β + ν. Note that
r1
(
1 + F
√
D
2
√
D
)
∈ ∂−1k a/a
does not depend on ν. Moreover, the generator A/
√
D of ∂−1
k
a maps to 2A mod 2N using the
isometry in Lemma 4.4 and our identification of r mod 2N with µr. Consequently,
2A
1 + F
√
D
2
√
D
=
A√
D
+AF ≡ A√
D
mod a.
Thus, we obtain
ordP(ΨL(zU , 1, f ⊗ g)) =
∑
β∈P ′/P
∑
m>0
∑
n∈Z
cf⊗g
(
−m− n
2
4A
, β + µn˜
)
Z (m, a, β)
= 12A
∑
m>0
∑
β∈P ′/P
cfψ0(−m,β)Z (m, a, β)P .
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The result for h 6= 1 follows from the action of the Galois group Gal(Hk/k) described in Lemma 4.6
above for the left-hand side and Proposition 3.5 of [Ehl15] for the cycles (note that the numbers
in the published version have been accidentally shifted by the publisher and Proposition 3.5 is
contained in Section 5 op. cit.) 
We are now in a position to state our main result.
Theorem 4.21. Assume that the lattice P is given by an integral ideal a ⊂ Ok with quadratic form
Q(x) = N(x)/N(a).
For every h ∈ CP,K ∼= Clk there is a harmonic weak Maaß form Θ˜P (τ, h) ∈ H1,P− with holomor-
phic part
Θ˜+P (τ, h) =
∑
β∈P ′/P
∑
m≫−∞
c+P (h,m, β)e(mτ)φβ
satisfying the following properties:
(i) We have ξ(Θ˜P (τ, h)) = ΘP (τ, h) and
E˜P (τ) :=
1
hk
∑
h∈CP,K
Θ˜P (τ, h) (4.16)
satisfies ξ1(E˜P (τ)) = EP (τ) and the principal part of E˜P (τ) vanishes.
(ii) For all β ∈ P ′/P and all m ∈ Q, m 6= 0 with m ≡ −Q(β) mod Z, we have
c+P (h,m, β) = −
2
r
log |α(h,m, β)| , (4.17)
where α(h,m, β) ∈ OHk and r ∈ Z>0 only depends on D.
(iii) Moreover, if m > 0, then
ordP(α(h,m, β)) = r · wk · Z(m,h.a, h.β)P
for all prime ideals P ⊂ OHk.
(iv) For m < 0, we have α(h,m, β) ∈ O×
Hk
and c+P (h,m, β) = 0 if m < −pd+
(see Definition 4.10).
4.5. Proof of Theorem 4.21. The proof is structured as follows. In the next subsection, we will
prove (i), (ii) for m < 0 and (iv). After that, in Section 4.5.2 we will turn to the coefficients of
index m > 0 and show (iii). We will first show that (iii) holds with integers r(m,β) in place of r
and finally show in Section 4.5.3, that we can choose r(m,β) to not depend on m and β.
4.5.1. The principal part and compatibility with the Siegel-Weil formula. Since P is positive definite
and P ′/P is anisotropic, we have the decomposition
ΘP (τ, h) = EP (τ, 0) + gP (τ, h), (4.18)
where for each h ∈ CP,K ∼= Clk the form gP (τ, h) ∈ S1,P is a cusp form of weight 1 which has
rational Fourier coefficients.
Let h1, . . . , hd+ ∈ S1,P be a basis of S1,P as constructed in Section 4.3. There are harmonic weak
Maaß forms H1, . . . ,Hd+ ∈ H1,P− with ξ1(Hi) = hi and such that the principal part of Hi is of the
form
PHi(τ) =
1
2
d+∑
j=1
q−pj(epij + e−pij)(hi, hj).
Indeed, if we define Hi to have this principal part, then the pairing defined in Lemma 2.6 yields
(ξ1(Hi), hj) = {Hi, hj} = (hi, hj) for all j and thus ξ1(Hi) = hi by the non-degeneracy of the
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Petersson inner product on cusp forms. We define coefficients ai(h) ∈ Q by
∑d+
i=1 ai(h)hi = gP (τ, h).
Using the same set of coefficients, we put
g˜P (τ, h) :=
d+∑
i=1
ai(h)Hi (4.19)
Remark 4.22. After our normalization and fixing a basis of S1,P as in Section 4.3, the forms
g˜P (τ, h) are uniquely determined up to holomorphic modular forms in M1,P− = S1,P− .
Moreover, it is possible to show that the orthogonal complement of the space of theta functions in
M1,P has a basis with rational Fourier coefficients. This implies that the Petersson inner products
in the principal part will in fact only involve inner products of cusp forms coming from theta
functions. In [Ehl16], we give an explicit formula for these Petersson inner products in terms of
CM values of log
∣∣v1/2η2(τ)∣∣.
In order to ensure (4.16), we will first just pick a preimage E˜P (τ) of EP (τ) to define a preimage of
ΘP (τ, h) by Θ˜P (τ, h) := E˜P (τ)+ g˜P (τ, h). First note that such a preimage exists by the surjectivity
of ξ1, see (2.7). It is convenient to pick a preimage that has a vanishing principal part. To see that
this is possible, note that {E˜P , g} = (EP , g) = 0 for all g ∈ S1,P . Thus, using the fact that there is
a harmonic Maaß form in f ∈ H1,P−, such that E˜P − f has vanishing principal part (Proposition
3.11 of [BF04]), we see that 0 = {E˜P , g} = {f, g}. By the exactness of the sequence (2.8) we obtain
f ∈ M !1,P , and thus ξ1(E˜P − f) = EP . Later, in Lemma 4.26, we will pick a specific E˜P . The
following proposition summarizes our normalization.
Proposition 4.23. Let E˜P ∈ H1,P− with ξ1(E˜P ) = EP and such that the principal part of E˜P (τ)
vanishes. For h ∈ CP,K define
Θ˜P (τ, h) := E˜P (τ) + g˜P (τ, h),
where g˜P (τ, h) has been defined in (4.19). Then ξ1(Θ˜P )(τ, h) = ΘP (τ, h) and we have
1
hk
∑
h∈CP,K
Θ˜P (τ, h) = E˜P (τ).
For the proof, we quote the following Lemma1 of Schofer [Sch09, Lemma 2.13].
Lemma 4.24. Let B(h) be a function on T (Af ) depending only on the image of h in SOU (Af ).
Assume that B is invariant under KT and T (Q). Then
2
vol(KP )
wT
∑
h∈CP,K
B(h) =
∫
SOU (Q)\SOU (Af )
B(h)dh,
where wT = |T (Q) ∩KT |.
Proof of Proposition 4.23. Setting B(h) = ΘP (τ, (zU , h)) in Lemma 4.24 we get∑
h∈CP,K
ΘP (τ, (zU , h)) =
wP
2 vol(KP )
∫
SOU (Q)\ SOU (Af )
ΘP (τ, (zU , h))dh.
1Note that the factor 2/wP is missing in [Sch09].
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The latter integral is equal to 2EP (τ, 0) by the Siegel-Weil formula (Theorem 2.1 of [BY09]).
Therefore, since ΘP (τ, z
±
U , h) = EP (τ, 0) + gP (τ, h), we have indeed∑
h∈CP,K
gP (τ, h) = 0.
Consequently, ∑
h∈CP,K
ai(h) = 0
for all i, since the hi are linearly independent. It follows that
ξ1(g˜P (τ, h)) = gP (τ, h) from the definition of g˜P (τ, h) and∑
h∈CP,K
g˜P (τ, h) = 0.
Thus, we obtain ∑
h∈CP,K
Θ˜P (τ, h) = |CP,K| · E˜P (τ).
Using Lemma 4.24 with B(h) = 1 shows that the factor vol(KT )wT = |CP,K | = hk in our case. 
Lemma 4.25. For Θ˜P (τ, h) as in Proposition 4.23 and m < 0, we have
c+P (h,m, β) = −2r(m,β)−1 log |α(h,m, β)|
with α(m,β) ∈ O×
Hk
and r(m,β) ∈ Z>0.
Proof. By construction every coefficient in the principal part of Θ˜P (τ, h) is of the form
(g, gP (τ, h)) = (g,ΘP (τ, h)),
for some g ∈ S1,P (Q), a cusp form with rational Fourier coefficients. Therefore, fixing h ∈ CP,K , it
is enough to show that
(g,ΘP (τ, h)) = −2
c
log |α| , (4.20)
with c ∈ Z>0 and α ∈ O×Hk . This follows easily from the fact that
(g,ΘP (τ, h)) = ΦP (h, g)
and that this quantity is equal to
12AΦP (h, g) = −2 log |ΨL(zU , h,g)|2
by (4.9). Thus, replacing g by s · g for an appropriate positive integer s if necessary, we have by
(4.15) that
α := ΨL(zU , h, s · g)2 ∈ O×Hk .
Thus, we obtain (4.20) with c = 12As and this finishes the proof. 
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4.5.2. The coefficients of positive index.
Lemma 4.26. We can choose the functions Θ˜P (τ, h), such that:
(i) Proposition 4.23 holds,
(ii) for j ∈ {1, . . . , d−}, we have
c+P (h, nj , βj) = −
2
r0
log |α(h, nj , βj)|
with
ordP(α(h, nj , βj)) = r0 · wk · Z(nj , h.a, h.βj)P.
Here, the indices nj, βj for j = 1, . . . , d
− belong to our special basis of S1,P− as in Lemma 4.9 and
r0 does not depend on j.
Proof. We choose r0 ∈ Z>0 minimal such that for all primes P of OHk with P | p for any p ∈⋃d
j=1Diff(nj) there is an element α(1, nj , βj) ∈ OHk with
ordP(α(1, nj , βj)) = r0 · wk · Z(nj , a, βj)P
for all P. Note that r0 is a divisor of hHk , the class number of Hk. Using this, we let
α(h, nj , βj) = α(1, nj , βj)
σ(h),
where σ(h) corresponds to the class of the idele h under the Artin map.
Replacing Θ˜P (τ, h) by
Θ˜P (τ, h)−
d−∑
j=1
(
2
r0
log |α(h, nj , βj)|+ c+P (h, nj , βj)
)
gj(τ)
and accordingly E˜P (τ) by
E˜P (τ)−
∑
h∈CP,K
d−∑
j=1
(
2
r0
log |α(h, nj , βj)|+ c+P (h, nj , βj)
)
gj(τ),
we obtain that the coefficients c+P (h, nj , βj) satisfy the assertion for all j and all h, Proposition 4.23
is still satisfied and the principal part is unaltered. 
We can now finish the proof of Theorem 4.21. So far, we have shown (ii) for m < 0, (ii) and
(iii) for (m,β) = (nj , βj) and also (iv). We now show (ii) and (iii) for all m > 0 and h = 1. The
case h 6= 1 then follows by the reciprocity laws in Lemma 4.6 and the action of h on the special
cycles as described in Sections 4 and 5 of [Ehl15].
Let Fm,β ∈M !−1/2,L as in Lemma 4.12 and recall Equation (4.13):∫ reg
Γ\H
〈fm,β(τ),ΘP (τ, h)〉v dµ(τ) = − 4
12A cm,β
log |ΨL(zU , h, cm,βFm,β)| . (4.21)
By Theorem 3.5, the left hand side is equal to
{Θ˜P (τ, h), fm,β} = 2c+P (h,m, β) (4.22)
+
∑
γ∈P ′/P
∑
n>0
c+P (h,−n, γ)cfm,β (n, γ)− 2
d−∑
j=1
c+P (h, βj , nj)aj(m,β).
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Note that the first sum in the second line vanishes because c+P (h,−n, γ) = 0 for (n, γ) 6∈ {(p1, π1), . . . , (pd+ , πd+)}
and cfm,β (pj , πj) = 0 for all j.
We let Mm,β ∈ Z>0 with cm,β | Mm,β, such that ΨL(z, h,Mm,β · r0 · Fm,β) ∈ Q(j, jN ), where r0
has been defined in Lemma 4.26.
We replace cm,β by r0 ·Mm,β and the right-hand side of (4.21) now becomes
− 4r(m,β)−1 log |α˜(1,m, β)| , (4.23)
with α˜(1,m, β) := Ψ(zU , 1,Mm,β · r0 · Fm,β) ∈ Hk and r(m,β) := 12A · r0 ·Mm,β.
Using (4.21), (4.22), (4.23) and Lemma 4.26, we obtain
c+P (1,m, β) =−
2
r(m,β)
log |α˜(1,m, β)|
− 2 · 12
AMm,β
r(m,β)
d−∑
j=1
aj(m,β) log |α(1, nj , βj)| .
This implies that
c+P (1,m, β) = −
2
r(m,β)
log
∣∣∣∣∣∣α˜(1,m, β)
d−∏
j=1
α(1, nj , βj)
12AMm,βaj(m,β)
∣∣∣∣∣∣ .
Note that the number in the absolute value is algebraic and contained in Hk. To see this, note that
the denominator of aj(m,β) is bounded by cm,β. This implies that
α(1, nj ,±βj)12AMm,βaj(m,β) ∈ OHk
for all j. Finally, let
α(1,m, β) = α˜(1,m, β)
d−∏
j=1
α(1, nj , βj)
12AMm,βaj(m,β) ∈ Hk.
This shows (4.17) for m > 0 and α(1,m, β) satisfies
ordP(α(1,m, β)) =ordP(α˜(1,m, β)) (4.24)
+ 12AwkMm,βr0
d−∑
j=1
aj(m,β)Z(nj , a, βj)P
by Lemma 4.26.
By Proposition 4.18, we know that Z(Fm,β) and Z(M,µR) intersect properly and we have by
(4.15) that
ordP(α˜(1,m, β)) = r(m,β)
wk
2
∑
γ∈P ′/P
∑
n>0
cfm,β (−n, γ)Z(n, a, γ)P
which we can further expand to
ordP(α˜(1,m, β)) = r(m,β)wk Z(m, a, β)P (4.25)
− r(m,β)wk
d−∑
j=1
aj(m,β)Z(nj , a, βj)P,
where we used that Z(n, a,−γ)P = Z(n, a, γ)P and cfm,β (n, γ) = cfm,β (n,−γ).
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Plugging (4.25) into (4.24) and using and r(m,β) = 12AMm,βr(nj, βj) we conclude
ordP(α(1,m, β)) = r(m,β)wk Z(m, a, β)P,
which proves (iii), but with r(m,β) possibly depending on m and β.
4.5.3. A bound for r(m,β). We will now finish the proof by showing that the integers r(m,β) in
the theorem can be bounded so that we can choose an integer r only depending on the isomorphism
class of P (and thus can be chosen to only depend on D).
Proposition 4.27. There is an r ∈ Z>0, such that we can take r(m,β) = r for all m ∈ Q,
β ∈ P ′/P and h ∈ CP,K.
Proof. Recall that for square-free N each cusp of Γ0(N) can be represented a fraction 1/c with
c | N .
For f ∈M !1/2,L(Z), the Weyl vector associated with f at the cusp 1/c, is defined by
ρf,c =
√
N
8π
∫ reg
F
〈f(τ),ΘKc(τ)〉v1/2dµ(τ),
where Kc is a certain one-dimensional positive definite lattice attached to the cusp 1/c satisfying
K ′c/Kc ∼= L′/L.
The significance of the Weyl vectors is that the divisor of ΨL(z, f) on X0(N) is given by Z(f)+
C(f), where C(f) =
∑
c|N ρf,c · (1/c).
We assume that the constant term of f vanishes, cf (m,µ) ∈ Q for all m ∈ Q and µ ∈ L′/L and
cf (m,µ) ∈ Z for m ≤ 0. Since the multiplier system σ of ΨL(z, f) is of finite order M , we have
that M · (Z(f) + C(f)) is the divisor of a rational function on X0(N). Note that this also implies
that deg(Z(f) + C(f)) = 0. Conversely, as in the proof of Theorem 6.2 in [BO10], we have that
if M · (Z(f) + C(f)) is the divisor of a rational function on X0(N) then σM is trivial. If ρf,c ∈ Z
for all cusps, then Z(f) + C(f) defines a rational point in the Jacobian J of X0(N) because the
Heegner divisors are defined over Q and so are the cusps of Γ0(N) for N square-free. The group of
rational points J(Q) is a finitely generated abelian group by the Mordell-Weil theorem. Therefore,
M |M(N), where M(N) is the order of the torsion subgroup of J(Q).
The idea is now, similar to the general theme of this paper, to construct a harmonic Maaß form
Θ˜K(τ) ∈ H3/2,K− , such that ξ3/2(Θ˜Kc)(τ) = ΘKc(τ) to compute the Weyl vectors and ensure that
they are integral so that the above reasoning applies.
In the case of a prime discriminant, the theta function ΘKc(τ) is in fact an Eisenstein series. A
preimage is given by a generalization of Zagier’s Eisenstein series, constructed as the Kudla-Millson
lift of the constant functions 1 as in Theorem 4.5 of [BF06] (see also Theorem 5.5 of [AE13] for the
specialization to Γ0(N)).
For the general case, the construction is a bit more complicated and involves showing the existence
of weakly holomorphic modular forms of weight 0 for Γ0(N) with certain prescribed principal parts.
The details can be found in [BS16]; in particular, by Theorem 4.5 together with Theorem 5.1 (1)
op. cit. we obtain that there is a constant κ that only depends on A |D| = N , such that κ ·ρf,c ∈ Z
for all c | N and all f ∈M !1/2,L with only integral Fourier coefficients.
Without loss of generality we can assume that A is a prime and does not divide D. Recall
the numbers n1, . . . , nd− that belong to our special basis of S1,P− constructed in Section 4.3. Let
n > max{n1, . . . , nd−} be a fixed integer and S = {n + Q(β) | β ∈ P ′/P}. For x ∈ S and
β ∈ P ′/P , such that x ≡ Q(β) mod Z, we let Fx,β := fx,β as in Lemma 4.12. From our discussion
above, it follows that there is an r ∈ Z>0, such that the following properties are satisfied:
CM VALUES OF REGULARIZED THETA LIFTS 37
(i) The functions r · fx,β have integral Fourier coefficients for all x ∈ S;
(ii) if r · f ∈ M !1,P has integral Fourier coefficients, then r′ · f ∈ M !1/2,L constructed as in
Lemma 4.12 also has integral Fourier coefficients with r′ = r/12A;
(iii) and we have that ρr′·f ,c ∈ Z for all c | N and ΨL((z, h), r′ · f) ∈ Q(j, jN ).
(iv) Moreover, for all m ≤ n, we have
c+P (h,m, β) = −
2
r
log |α(h,m, β)|
with α(h,m, β) ∈ OHk and ordP(α(h,m, β)) = wk · r · Z(m,h.a, h.β)P .
Now let m ∈ Q and β ∈ P ′/P , such that m > n and m ≡ Q(β) mod Z. Then m = x + n′ for
some x ∈ S and n′ ∈ Z>0. We let f(τ) = jn′(τ)fx,β(τ), where j(τ) is the j-invariant. Moreover,
we let f(τ) ∈M !1/2,L given by
f = f ⊗ GA − CEP ⊗ Fg,
for a suitable constant C ∈ Q and g ∈ M !2A(SL2(Z)) as in the proof of Lemma 4.12, such that
cf (0, 0) = 0. Note that G and j
n′ have integral Fourier coefficients. By (i), Lemma 4.12 and (ii) we
have that r′ · f has integral Fourier coefficients and by (iii) the Weyl vectors of r′ · f are integral
and ΨL((z, h), r
′ · f) is contained in Q(j, jN ).
As before, we have on the one hand
ΦP (h, f) = 2c
+
P (h,m, β) +
∑
γ∈P ′/P
∑
m′<m
c+P (h,m
′, γ)cf (−m′, γ)
and on the other hand
ΦP (h, f) =
−2
r
log
∣∣ΨL(zU , h, r′ · f)∣∣2 .
By our assumptions we have that ΨL(zU , h, r
′ · f) ∈ OHk . The statement of the proposition now
easily follows by induction on n′ ∈ Z>0. 
Remark 4.28. Let l ≥ 5 be a prime, let n be the numerator of (l−1)/12 and consider the Jacobian
J of X0(l). It follows from a Theorem of Mazur [Maz77] that the torsion subgroup J(Q)tors is cyclic
of order n. Together with this explicit result, Proposition 4.27 describes an algorithm to determine
the number r for a given prime discriminant D = −l explicitly.
4.6. Consequences. The following theorem shows the modularity of the generating series of the
degrees of the special cycles, as mentioned in the introduction. This result was proven by Kudla,
Rapoport and Yang using an explicit comparison of Fourier coefficients.
Theorem 4.29. There exists a harmonic weak Maaß form E˜P (τ) ∈M1,P− with vanishing principal
part, such that
−hk
wk
E˜+P (τ) =
∑
µ∈P ′/P
∑
m>0
d̂egZ(m, a, µ)e(mτ)φµ + cφ0,
where c ∈ C is a constant.
Proof. Consider the sum
E˜P (τ) =
1
hk
∑
h∈Ck/K
Θ˜P (τ, h).
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We obtain by Theorem 4.21 that the holomorphic part of E˜P (τ) has a vanishing principal part and
we have
hk
wk
E˜+P (τ) =
1
wk
∑
β∈P ′/P
∑
m≥0
∑
h∈CP,K
c+P (h,m, β)e(mτ)φβ
= − 1
wk
∑
β∈P ′/P
∑
m≥0
r−1
∑
h∈CP,K
log |α(h,m, β)|2e(mτ)φβ ,
where α(h,m, β) ∈ OHk .
Moreover, for m > 0 and for every prime P of the Hilbert class field Hk of k, we have
ordP
(∏
h
α(h,m, β)
)
= rwk
∑
h
Z(m,h.a, h.β)P.
By Proposition 5.6 in [Ehl15], we have for σ = σ(h) that
Z(m, a, β)Pσ = Z(m,h−1.a, h−1.β)
and thus ∑
h∈Ck/K
Z(m,h.a, h.β)P =
∑
σ∈Gal(Hk/k)
Z(m, a, β)Pσ .
This shows in fact that ∑
h
log |α(h,m, β)|2 = logNHk/Q(α(1,m, β)).
But since Z(m, a, β) is supported at a unique prime p, we also have that
d̂egZ(m, a, β) =
∑
σ∈Gal(Hk/k)
Z(m, a, β)Pσ log NHk/Q(P).
Here, we used that p is non-split in k. Then we find∑
h∈Ck/K
log |α(h,m, β)|2 = wk · r ·
∑
σ∈Gal(Hk/k)
Z(m, a, β)Pσ log NHk/Q(P)
= wk · r · d̂egZ(m, a, β),
which implies the statement of the proposition. 
We collect some consequences of Theorem 4.21 in connection with the explicit formulas given in
[Ehl15].
For m ∈ Q>0, we define a set of rational primes by
Diff(m) = {p <∞ | (−mN(a),D)p = −1}.
A starting point is the following Corollary.
Corollary 4.30. The algebraic numbers in Theorem 4.21 satisfy the following properties.
(i) If |Diff(m)| 6= 1, then c+P (h,m, β) = −2r log |ǫ| for ǫ ∈ O×Hk .
(ii) If Diff(m) = {p}, we have ordP(α(h,m, β)) = 0 for all primes P ∤ p.
(iii) The Shimura reciprocity
α(h,m, β) = α(1,m, β)σ(h)
holds, where σ(h) corresponds to h under the Artin map.
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Therefore, we may assume from now on that Diff(m) = {p}. In particular, p is nonsplit in k.
We recall some notation needed to describe the results – for details we refer the reader to [Ehl15].
We let p0 ∈ Z be a prime with p0 ∤ 2pD such that if p is inert in k, we have
(D,−pp0)v =
{
−1, v = p,∞,
1, otherwise,
and if p is ramified in k, we have
(D,−p0)v =
{
−1, v = p,∞,
1, otherwise.
With this choice, we let p0 be any fixed prime ideal of Ok lying above p0. Here, (·, ·)v denotes the
v-adic Hilbert symbol. If p is inert in k, let c0 = p0∂k. If p is ramified and p ⊂ Ok is the prime
above p, let c0 = p0p
−1∂k.
Moreover, we define for m ∈ Q:
νp(m) =
{
1
2 (ordp(m) + 1), if p is inert in k,
ordp(m |D|), if p is ramified in k.
(4.26)
We let P0 be the prime ideal corresponding to the elliptic curve with complex multiplication
(E0, ι0) over F¯p such that the class [L(E0, ι0)] of the rank one Ok-module L(E0, ι0) in Pic(Ok) is
equal to [p0]
−1. Finally, for m ∈ Q, we let o(m) denote the number of primes q | D such that
ordq(m |D|) > 0. In the followig corollary, we restrict our attention to the simpler cases.
Corollary 4.31.
(i) Let L be the subfield of Hk fixed by all elements of order less or equal than two in Gal(Hk/k)
and let f ⊂ OL be the prime ideal below the fixed prime P0. We have
ordf(NHk/L(α(h,m, β)))
r · wk = Z(m,h.a, h.β)f
= 2o(m)−1νp(m)ρ(m |D| /p, [h]2[c0a]).
(ii) If D = −l is prime, then there is a unique prime P | p that is fixed by complex conjugation.
We have
ordP(α(h,m, β))
r · wk = 2
o(m)−1νp(m)ρ(m |D| /p, [h]2[a]2).
Note that we did not use the known explicit formulas for EP (τ) so far. Employing these formulas
[KY10], however, we obtain another corollary.
Corollary 4.32. With the same notation as in Theorem 4.21, we have
E˜P (τ) = EP (τ),
where EP (τ) = ∂∂s EˆP (τ, s) |s=0 is defined in (3.5).
Using the pairing (2.9), the following Corollary is immediate.
Corollary 4.33. The constant term of Θ˜P (τ, h) is given by
c+P (h, 0, 0) = −
∑
β∈L′/L
∑
m>0
c+P (h,−m,β)ρ˜(m,β)− 2
Λ′(χD, 0)
Λ(χD, 0)
,
where ρ˜(m,β) is the coefficient of index (m,β) of EP (τ).
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5. The scalar valued case
To complete the picture and give a slightly more classical description of our results, we briefly
describe the scalar valued case in this section. Throughout, we let D < 0 with D ≡ 1 mod 4 be a
fundamental discriminant and let A ∈ Clk /Cl2k be a genus. For every class [a] ∈ A, there is a theta
function θa(τ) contained in M1(|D| , χD). A special case of the Siegel-Weil formula states that∑
b∈Clk
θab2(τ) = hkEA(τ),
where EA(τ) is the normalized genus Eisenstein series attached to A. It is well known that
EA(τ) = 1 +
wk
hk
∞∑
n=1
ρA(n)e(nτ),
where ρA(n) is equal to the number of integral ideals of norm n in the genus A. Note that EA(τ)
is the φ0-component of EP (τ).
Corollary 5.1. For every [a] ∈ A, there is a θ˜a ∈ H1(|D| , χD), where χD is given by the Kronecker
symbol, with the following properties. We write c+a (n) for the coefficients of the holomorphic part
of θ˜a.
(i) We have ξ(θ˜a) = θa and ∑
[b]∈Clk
θ˜b2a = hk E˜A,
where ξ(E˜A) = EA and the principal part of E˜A vanishes.
(ii) For all n > 0 we have
c+a (n) = −
2
r
log |α(a, n)| ,
where α(a, n) ∈ OHk and r ∈ Z>0 is independent of n.
(iii) Finally, for all n < 0, we have that
c+a (n) = −
2
r
log |α(a, n)| ,
where α(a, n) ∈ O×
Hk
.
Proof. All statements follow from Theorem 4.21 by considering
θ˜ab2(τ) = Θ˜P,0(τ, h) ∈ H1(|D| , χD)
where P = a, (h) = b and
Θ˜P (τ, h) =
∑
β∈P ′/P
Θ˜P,β(τ, h)φβ .
Since we have θa(τ) = ΘP,0(τ), we conclude ξ(θ˜a) = θa(τ). 
Corollary 5.2. We use the same notation as in Corollary 5.1.
(i) We have ordP(α(a, n)) = 0, unless |Diff(n)| = 1.
(ii) If Diff(n) = {p}, then
ordP0(α(a, n)) = r · wk · νp(n)ρ(n |D| /p, [ac0]),
where P0 | p is the distinguished prime as above.
CM VALUES OF REGULARIZED THETA LIFTS 41
(iii) The Shimura reciprocity
ordPσ
0
(α(a, n)) = α(b−2a, n),
holds, where σ = σ(b).
(iv) For the coefficients in the principal part, we have that α(a, n) ∈ O×
Hk
.
Proof. This follows from Theorem 4.21 and the proof of Propositions 3.8 and 3.9 in [Ehl15] by
setting µ = 0 and noting that the condition λax ∈ a is superfluous if m ∈ Z (using the notation of
loc. cit.). 
Remark 5.3. Note that we are able to give a relatively simple formula for the P-valuations of
the coefficients in comparison to the vector valued case, where this is only possible after passing to
the fixed field of elements of order two in the Galois group Gal(Hk/k). In fact, considering scalar
valued theta series corresponds to “forgetting” the additional congruence conditions that the vector
valued forms keep track of.
5.1. The conjecture of Duke and Li. In [DL15], W. Duke and Y. Li also study the scalar valued
case. Motivated by numerical experiments, the authors were led to formulate a conjecture, which
we state now, adapted to our notation.
Let k = Q(
√−l) for a prime l ≡ 3 mod 4, l > 3. We consider the lattice P = Ok given by
the ring of integers in k, which is sufficient because there is only one genus in this case. We note
that the preimages are normalized differently in op. cit. than in the previous section, leading to a
slightly different result if we compare the conjecture with Corollary 5.2.
Now let p a prime that is non-split in k, let P0 | p be the unique prime above p fixed by complex
conjugation, and Pσb = P0 for a fractional ideal b.
Conjecture 5.4 ([DL15]). The functions θ˜a(τ) can be chosen such that for n ∈ Z>0 with χp(n) 6= 1,
we have
c+
a2
(n) = −2
r
log
∣∣u(a2, n)∣∣
with u(a2, n) ∈ OHk and, if Diff
(
n
|D|
)
= {p}, then
ordP(u(a
2, n)) = 2r
∑
m≥1
ρ
(
n
pm
, [ab]2
)
, (5.1)
with r ∈ Z independent of n and divides 24hkhHk .
Remark 5.5. 1) Compare with the conjecture as stated in op. cit., note that the normalization of
the theta functions differs by a factor of 1/2 from our normalization; this leads to the factor 2 on
the right-hand side above. 2) We added the condition Diff
(
n
|D|
)
= {p} because it is needed for the
conjecture to hold and be compatible with the Siegel-Weil formula (which essentially corresponds
to (iv) in Theorem 1.1 of op. cit.).
We will see below that our results imply the conjecture regarding the valuations, but we were
not able to show the explicit bound 24hkhHk for r.
The next lemma gives a simpler expression for the right-hand side of (5.1), relating it to our
formula.
Lemma 5.6. If n ∈ Z>0 with Diff
(
n
|D|
)
= {p}, then∑
m≥1
ρ
(
n
pm
, [c]
)
= νp
(
n
|D|
)
ρ(n/p, [c])
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for any class [c] ∈ Clk.
Proof. Suppose that p 6= l. Then χl(−n) = −1, l ∤ n and we only have a non-zero contribution if
ordp(n) > 0 and ordp(n) is necessarily odd. More precisely, we have
ρ
(
n
pm
, [c]
)
=
{
0, if m is even,
ρ (n/p, [c]) , if m is odd.
Since p is inert, there are no ideals of norm p. Therefore, the map c 7→ pc establishes a bijection
between ideals of norm N(c) and ideals of norm p2N(c), leaving the class invariant. Thus, we obtain
the contribution ρ(n/p, [c]) times 12 (ordp(n) + 1), as in our formula.
The case p = l is similar, but this time we obtain ordp(n) · ρ(n/p, [c]) because there is a unique
ideal of norm p. 
Theorem 5.7. Conjecture 5.4 is true.
Proof. To prove the theorem, we take θ˜a2(τ) :=
∑
β∈P ′/P Θ˜P,β(|D| τ, h), where (h) = a instead of
the zeroth component as in the proof of Corollary 5.1. First, note that by Equation (2) in [BB03]
θ˜a2(τ) ∈ H1(|D| , χD). Moreover, it is easy to see that in fact∑
β∈P ′/P
ΘP,β(|D| τ, h) = θa2(τ).
Indeed, multiplication by
√
D gives a bijection between elements of norm m in ∂−1
k
a2 and elements
of norm m |D| in a2. Hence, ξ1(θ˜a2(τ)) = θa2(τ).
By Theorem 4.21 and Corollary 4.31, we have that the n-th Fourier coefficient of θ˜a2(τ) is equal
to
−2
r
∑
β∈P ′/P
log
∣∣∣α(h, n|D| , β)∣∣∣
with (setting m := n/ |D|)
ordP0(α(h,m, β)) = 2
o(m)r · νp (m) ρ(n/p, [a]2)
if m + Q(β) ∈ Z. Now, if l ∤ n, then o(m) = 0 and if ρ(n/p, [a]2) 6= 0, then there are exactly two
elements in β ∈ P ′/P with m+Q(β) ∈ Z. If l | n, then β = 0 is the only element in P ′/P satisfying
m+Q(β) ∈ Z and also o(m) = 1. In any case∑
β∈P ′/P
ordP0(α(h,
n
|D| , β)) = 2r · νp
(
n
|D|
)
ρ(n/p, [a]2),
which agrees with the conjecture by Lemma 5.6. 
Note that our theorem also covers the case l = 3 and we provide a generalization to composite
discriminants.
Proof of Theorem 1.3. Theorem 1.3 is a reformulation of the conjecture in the vector-valued case
and follows directly from Theorem 4.21, and Corollary 4.31 (ii) together with Lemma 5.6. 
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6. A comprehensive example for D = −23
In this section, we will give an example where we can give an explicit, finite formula for all the
coefficients of the forms Θ˜P (τ, h) and follow the proof of Theorem 4.21.
The method of this section can be used to obtain such explicit formulas for all primes p ≡ 3 mod 4
such that the modular curve X+0 (l) has genus zero. Here, X
+
0 (l) is the compactification of Γ0(l)
∗\H,
where Γ0(l)
∗ is the extension of Γ0(p) by the Fricke involution. It is known that there are only
finitely many such primes. In order to keep the example as explicit as possible, we specialize to
l = 23. It is the first prime congruent to 3 modulo 4 such that k = Q(
√−l) has class number
hk > 1. In this case, we have hk = 3. The three ideal classes can be represented by the ideals
O = (1), a = (2, (2 +√−23)/2) and a¯.
Note that M1,P , for both P = O and P = a, is isomorphic [BB03] to M+1 (Γ0(23), χ−23), the
subspace of modular forms whose Fourier coefficients of index n vanish whenever
(−23
n
)
= −1.
Thus, for simplicity we will work with scalar valued modular forms in this example.
The two corresponding scalar valued theta functions have Fourier expansions starting with
θO(τ) = 1 + 2q + 2q4 + 4q6 + 4q8 + 2q9 + 4q12 +O(q15)
θa(τ) = θa¯(τ) = 1 + 2q
2 + 2q3 + 2q4 + 2q6 + 2q8 + 2q9 + 4q12 + 2q13 +O(q15).
The difference
g(τ) =
1
2
(θO(τ)− θa(τ)) = q − q2 − q3 + q6 + q8 − q13 +O(q15)
can easily be identified as η(τ)η(23τ). We will write cg(n) for the coefficient of index n of g and
cO(n) and ca(n) for the coefficients of the two theta series above. The cusp form g is a normalized
newform and does not have any zeroes on H.
In fact, we have in our case M+1 (Γ0(23), χ−23) =M1(Γ0(23), χ−23) and this space is spanned by
g and the genus Eisenstein series
E(τ) =
1
3
(θO(τ) + 2θa(τ))
= 1 +
2
3
q +
4
3
q2 +
4
3
q3 + 2q4 +
8
3
q6 +
8
3
q8 + 2q9 + 4q12 +
4
3
q13 +O(q15).
We will write cE(n) for the coefficient of index n of E(τ). The vanishing of M
−
1 (Γ0(23), χ−23)
corresponds to the fact that M1,P− = {0} for either choices of P .
We would like to determine the coefficients of θ˜O(τ) and θ˜a(τ). Part of our normalization is that
θ˜O(τ) = E˜(τ) + 43 g˜(τ) and θ˜a(τ) = E˜(τ)− 23 g˜(τ), where ξ1(g˜(τ)) = g(τ) and ξ1(E˜(τ)) = E(τ) with
vanishing principal part.
An important consequence of the vanishing of M1,P− is that there are no obstructions to finding
a weakly holomorphic modular form in M !1,P
∼= M !,+1 (Γ0(23), χ−23). Therefore, the technical part
concerning the cusp forms in S1,P− does not concern us in this simple example. We can choose g˜(τ)
to have principal part (g, g)Γ0(23)q
−1, where (g, g)Γ0(23) =
∫
Γ0(23)\H g(τ)g¯(τ)
dudv
v is the Petersson
norm of g. This can be identified as the theta lift of 3g/4 using the technique of [Ehl16]. But it is
also the example that Stark gives on page 91 of [Sta75] and it turns out that (g, g)Γ0(23) = 3 log |α|,
where α ∈ H is the unit which is the unique real root of the polynomial X3 −X − 1 with complex
embedding equal to 1.324717 . . ..
To determine the coefficients c+g˜ (m) of g˜ with positive index we first show that for every m > 0
with
(−l
m
) 6= 1 (so that ( −l−m) 6= −1), there is a weakly holomorphic modular form with all integral
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Fourier coefficients
fm(τ) = q
−m +O(q2) ∈M !,+1 (Γ0(23), χ−23).
We can show this by constructing such a form for 1 ≤ m ≤ 23 with (−lm ) 6= −1 and then use the
same strategy as in the proof of Proposition 4.27 to obtain all such forms. Using sage, we see that
the space M+13(Γ0(23), χ−23) has dimension 13 and computed an integral basis. Dividing each form
in the integral basis by ∆(23τ) gives us an element of M !,+1 (Γ0(23), χ−23). This way, we obtain the
12 weakly holomorphic modular forms fm for m ∈ {5, 7, 10, 11, 14, 15, 17, 19, 20, 21, 22, 23}. As an
example, the Fourier expansions of the first three forms start with
f5(τ) = q
−5 − 6q2 + q3 − 7q4 − 8q6 + 19q8 + 20q9 +O(q11),
f7(τ) = q
−7 − 4q2 − 10q3 − 5q4 + 8q6 − 31q8 + 35q9 +O(q11),
f10(τ) = q
−10 − 13q2 − 14q3 + 13q4 + 13q8 − 78q9 +O(q11).
Now we obtain fm for m > 23 as follows. Write m = 23a + b with 0 < b ≤ 23. We construct fm
for all b by induction on a. Then j(23τ)afb lies in the plus-space and its Fourier expansion has
only integral Fourier coefficients and starts with q−m+O(q−23a+2). Therefore, we can subtract off
integral multiples of fn with n < 23a to obtain the desired principal part. We will write cm(n) for
the Fourier coefficient of index n of fm.
According to Theorem 3.5, we have
c+g˜ (m) = 3(ΦO(1, fm)− ΦO(ha¯, fm)) = 3(ΦO(1, fm)− Φa(1, fm)),
where ha is the idele corresponding to a. To determine the theta lifts on the right hand side,
we use the see-saw identity (4.9). We will need to know the principal part of Fm = fm ⊗ G for
every m, where we identify fm with a vector valued modular form in M
!
1,O. We will simply write
Cm(n) = Cm(n, µ) with µ = x + L23 and x
2 ≡ n mod (46) for the coefficients of Fm. This is
independent of the choice of x as every square modulo 92 has at most two roots modulo 46. The
nonzero coefficients in the principal part are then given in Table 1. Note that the constant term of
Fm vanishes for every m.
n −4m−2392
−4m
92
−15
92
−11
92
−7
92
Cm(n) 1 10 cm(2) cm(3) cm(4)
Table 1. The principal part of Fm
In order to determine the coefficients of fm of index 2, 3 and 4 for any m, we will use the forms
f2, f3 and f4 which are contained in M
!,−
1 (Γ0(23), χ−23) and are constructed in a similar fashion as
fm above. We have
f2 = q
−2 + q−1 − 1 + 6q5 + 4q7 + 13q10 +O(q11),
f3 = q
−3 + q−1 − 1− q5 + 10q7 + 14q10 +O(q11),
f4 = q
−4 − 1 + 7q5 + 5q7 − 13q10 +O(q11).
We can easily determine the Fourier expansion of these 3 forms to an arbitrary precision. We note
that these are also the first few in a sequence of weakly holomorphic modular forms spanning the
space M !,−1 (Γ0(23), χ−23), having all integral Fourier coefficients.
Lemma 6.1. We have cm(2) = −c2(m), cm(3) = c3(m) and cm(4) = −c4(m)
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Using the Lemma and Theorem 2.8, we see that ΦL23(Fm, (z, 1)) for L23 as in Section 4.1 for
N = 23 is equal to
ΦL23((z, 1), Fm) = −2 log |ΨL23((z, 1), Fm)|2
and ΨL23((z, 1), Fm)
2 is a meromorphic modular form for Γ0(23), invariant under the Fricke invo-
lution and with divisor
Z
(
4m+ 23
92
)
+ 10Z
(
4m
92
)
+ c2(m)Z
(
15
92
)
+ c3(m)Z
(
11
92
)
+ c4(m)Z
(
7
92
)
.
Here, we briefly wrote Z(n/92) for the divisor Z(n/92, µ) + Z(n/92,−µ) with µ = x + L23 and
x2 ≡ −n mod (46). The modular curve X = X+0 (23) has genus 0. A generator H23 of the function
field of X can be obtained as the Borcherds product H23 = ΨL23((z, 1), F ), where F (τ) ∈M !1/2,L23
is the unique form with principal part equal to q−7/92(φ19 + φ−19) and constant term 0. It turns
out that H23(τ) =
θO(τ)
g(τ) − 2 and we have
H23(τ) = q
−1 + 4q + 7q2 + 13q3 + 19q4 + 33q5 + 47q6 + 74q7 + 106q8 + 154q9 +O(q10).
Using this information it is clear that
ΨL23((z, 1), Fm)
2 = Rm(H23(z)),
where R is the rational function given by
Rm(x) =
∏
z∈div(Ψ(Fm))2
(x−H23(z))2 ordz(Ψ(Fm)) =
∏
d>0
Pd(x)
Cm(−d),
where
Pd(x) =
∏
z∈Z(d/92)
(x−H23(z)) ∈ Z[x].
We see that the coefficients of the holomorphic part of g˜ can all be obtained by rational functions
in H23(z23), where z23 =
−23+√−23
64 . Explicitly, we obtain
c+O(m) =
−1
12
log |Rm(H23(z23))| , c+a (m) = c+a¯ (m) =
−1
12
log
∣∣∣Rm(H23(z23)σ(a¯))∣∣∣ ,
c+g˜ (m) =
−1
24
log
∣∣∣∣ Rm(H23(z23))Rm(H23(z23))σ(a¯)
∣∣∣∣ .
We remark that the algebraic numbers defining c+a (m) and c
+
a¯ (m) in Corollary 5.1 are different.
However,
∣∣Rm(H23(z23)σ(a¯))∣∣ = ∣∣Rm(H23(z23)σ(a))∣∣ because H23(z23)σ(a¯) = H23(z23)σ(a) and the
coefficients of Rm are rational integers, which implies the equality c
+
a (m) = c
+
a¯ (m).
A table with the polynomials Pd for some small values of d can be found in [Via12]. Note that
we need to substitute x − 1 for x in the table because our normalization of the Hauptmodul H23
is different to match the Borcherds product. Using these explicit formulas it is also easy to verify
the factorization formula we gave and the numerical values obtained in [DL15].
We conclude this section with an interesting observation: the values Rm(H23(z23)) can also
be interpreted as follows. Consider the modular function H˜23(τ) = H23(τ) − H23(z23) and let
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F˜m be the unique weakly holomorphic modular form in M
!
1/2,L23
with a principal part equal to
q−m/92(φµ + φ−µ) and µ = x+ L23 with x2 ≡ −m mod (92), as above. Then we obtain
Φ((z23, 1), F˜m) = −2 log
∣∣∣∣∣∣
∏
z∈Z(m)
(H23(z23)−H23(z))
∣∣∣∣∣∣ = −2 log
∣∣∣H˜23(Z(m))∣∣∣
and by Theorem 3.5, this implies that
Θ(τ)⊗ Θ˜+O(τ) =
3
2
log |α| q−1/23(φ2/92 + φ−2/92) + c+O(0)
− 2
∑
µ mod (46)
∑
m>0
−m≡µ2 mod (92)
log
∣∣∣H˜23(Z(m))∣∣∣ q m92 (φµ + φ−µ),
where
Θ(τ) =
∑
n∈Z
e
(
n2
4
τ
)
φn/2+Z
is the vector valued theta function for the lattice Z with quadratic form x2. Moreover, note that
Θ(τ) ⊗ Θ˜O(τ) is modular of weight 3/2 and transforms with representation ρL−
23
. We can obtain
the coefficients c+O(m) as linear combinations of coefficients of Θ(τ)⊗ Θ˜+O(τ).
This suggests that the harmonic weak Maaß forms of weight one that we described in this paper
appear as building blocks for generating series as above – note the similarity to the result on the
modularity of the generating series of traces of singular moduli [Zag02; BF06]! It should be possible
to obtain these generating series explicitly using the Kudla-Millson theta lift as in [BF06; Fun07;
AE13]. This would also yield an explicit construction of the harmonic Maaß forms we considered
using a theta lift. However, note that the fact that the obstruction space S3/2,L−
23
is zero plays a
cruical role in our simple description. The situation is more complicated in general. We will come
back to this description in a sequel to this paper.
7. An arithmetic theta function of weight one
In the spirit of the Kudla program, we are led to form another generating series related to
the cycles Z(m, a, β). The non-holomorphic Eisenstein series of weight one should be seen as the
generating series of the arithmetic cycles equipped with Kudla’s Green functions. We will complete
them instead with the automorphic Green functions obtained by the regularized theta lift and form
the generating series of the completed cycles Zˆ(m, a, β) with values in ĈH1(CD)⊗Z Z[P ′/P ]:
Φˆ(τ) =
∑
β∈P ′/P
∑
m>0
Zˆ(m, a, β)e(mτ)φβ . (7.1)
Let us first define the completed cycles. To keep the setup as simple as possible, we define them
as Arakelov divisors [Neu07, Kapitel III] on SpecOHk . We let
Zˆ(m, a, β) =
∑
P⊂OH
k
Z(m, a, β)PP+
∑
σ
λ(m,β, σ)σ.
Here, σ runs over all complex embeddings of H and we define λ(m,β, σ) ∈ R as follows. For
m ∈ Z>0 and β ∈ P ′/P , we let gm,β ∈ H1,P with principal part
Pg(τ) =
1
2
q−m(φβ + φ−β)
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and c+gm,β (0, 0) = 0. We start from a fixed embedding σ0 of OHk into C and define
λ(m,β, σ0) :=
1
wk
ΦP (gm,β(τ), 1)
Then, for any other embedding σ, if σ = σ0 ◦ σ(h) or σ¯ = σ0 ◦ σ(h), we let h(σ) := h(σ¯) := h and
define
λ(m,β, σ) :=
1
wk
ΦP (gm,β(τ), h(σ)).
However, all of this only makes sense if ΦP (gm,β(τ), h) ∈ R, which we did not prove here. It should
be possible to show this using e.g. the embedding used in Section 4.1 and by working out the
Fourier expansion as in Section 7 of [Bor98]. To be safe, we let
Φ˜P (gm,β(τ), h) :=
1
2(ΦP (gm,β(τ), h) + ΦP (gm,β(τ), h)) ∈ R
and let λ(m,β, σ) := 1wk Φ˜P (gm,β(τ), h(σ)). Then we define the formal power series ΦˆP (τ) with
coefficients in ĈH
1
(OHk) ⊗Z Z[P ′/P ] via (7.1). To make this precise, we have to impose further
conditions on gm,β : we demand that c
+
gm,β
(pj , πj) = 0 for all j and where pj and πj have been
defined in Section 4.3.
Note that it is a consequence of Theorems 3.5 and 4.21 that d̂eg Zˆ(m, a, µ) vanishes. (However,
this also follows directly from Theorem 6.5 of [BY09].) Consequently, the coefficients of Φˆ(τ) vanish
when viewed as a generating series valued in ĈH
1
R(OHk) and the degree generating series is thus
“trivially” modular.
However, a stronger statement is true. In fact, what we have shown amounts to:
Corollary 7.1. If f ∈ M !1,P is a weakly holomorphic modular form with only integral Fourier
coefficients in its principal part, then∑
β∈P ′/P
∑
n>0
cf (−n, β)Ẑ(n, a, β) = 0 ∈ ĈH
1
(OHk)⊗Z Q.
Proof. First, we claim that∑
β∈P ′/P
∑
n>0
cf (−n, β)gm,β(τ) = 1
2
∑
β∈P ′/P
∑
n>0
cf (−n, β)fm,β(τ) := f˜ , (7.2)
where fm,β has beed defined in Proposition 4.11. In fact, the difference of the left-hand side and
the right-hand side is a weakly holomorphic modular form with principal part equal to
1
2
∑
β∈P ′/P
∑
n>0
cf (−n, β)
d−∑
j=1
aj(n, β)q
−nj (φβj + φ−βj).
Since f is weakly holomorphic, the double sum∑
β∈P ′/P
∑
n>0
cf (−n, β)aj(n, β) = {f, gj}
vanishes for all j. Thus, the difference of the left-hand side and right-hand side in (7.2) is a
holomorphic modular form with vanishing constant term in M1,P and thus a cusp form since we
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assume that P ′/P has squarefree order |D|. However, since the normalization of gm,β for the
positive index Fourier coefficients agrees with the normalization of fm,β, (7.2) follows. Write∑
β∈P ′/P
∑
n>0
cf (−n, β)Ẑ(n, a, β) =
∑
β∈P ′/P
∑
n>0
cf (−n, β)Z(n, a, β) + 1
wk
∑
σ
Φ˜P (f˜ , h(σ))σ.
Then Theorem 3.5 shows that
ΦP (f˜ , h(σ)) =
1
2
∑
β∈P ′/P
∑
n>0
cf (−n, β)c+P (h(σ), n, β)
and by Theorem 4.21, we have that c+P (1, n, β) = −2r log |α(1, n, β)| ∈ R with
ordP(α(1, n, β)) = r · wk · Z(n, a, β)P
and α(h(σ), n, β) = α(1, n, β)σ , which shows that the class defined by∑
β∈P ′/P
∑
n>0
cf (−n, β)Ẑ(n, a, β)
is torsion and thus vanishes in ĈH
1
(OHk)⊗Z Q. 
Lemma 7.2. The classes Ẑ(m, a, β) lie in a finite dimensional subspace of ĈH1(OHk)⊗Z Q.
Proof. Clearly, taking f = fm,β in the corollary gives
1
2
d−∑
j=1
aj(m,β)Ẑ(nj, a, βj) = Ẑ(m, a, β) ∈ ĈH
1
(OHk)⊗Z Q,
i.e. the special divisors lie in the subspace spanned by the Ẑ(nj, a, βj), j = 1, . . . , d−. 
Corollary 7.3. The formal power series Φ̂(τ) is the q-expansion of a modular form of weight one
and representation ρP−.
Proof. This follows by applying the modularity criterion as in [Bor99, Lemma 4.3] and the existence
of a basis of M1,P− with integral Fourier coefficients [McG03]. 
Remark 7.4. It is a bit unsatisfactory that, in contrast to the non-holomorphic arithmetic gener-
ating series EP (τ) we do not know that Φ̂(τ) 6= 0 and this seems to be a subtle question.
List of Symbols
(f, g) The Petersson inner product of f and g (vector valued modular forms), 11
(a, b) = gcd(a, b), the greatest common divisor of a and b
〈·, ·〉 The C-bilinear pairing between S(V (A)) and its dual, 9
|k,L The Petersson slash operator on vector valued functions, 9
A Starting from Section 4.1: a prime which does not divide D, such that [A,B,C]
corresponds to P = a with D = B2 − 4AC, 23
a, b, c Fractional (most of the time integral) ideals
A, Ak The adeles over Q and k, respectively, 7
Af , Ak,f The finite adeles over Q and k, respectively, 7
A×f , A
×
k,f The finite ideles over Q, k, 7
A×, A×
k
The ideles over Q and k, 7
B Starting from Section 4.1: a fixed integer, see A, 23
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βj = µj(P
−), 26
C The field of complex numbers
C Starting from Section 4.1: a fixed integer, see A, 23
cm,β An integer defined in Definition 4.13, 28
c+P (h,m, β) The coefficient of index (m,β) of Θ˜
+
P (τ, h), 24
CP,K A certain cover of the CM cycle, 17
CTs=0[A(s)] The constant term in the Laurent series expansion of A(s) at s = 0, 12
CT Also the constant term in a Laurent series in q, 17
D Usually an odd fundamental discriminant, 15
From Section 4.1 on: D = B2 − 4AC, 23
D The symmetric domain attached to SOV (R), realized as Grassmannian, 7
diag(a1, . . . , an) The n× n diagonal matrix with diagonal (a1, . . . , an), 22
d− = d(P−) = dim(S1,P−), 26
d+ = d(P ) = dim(S1,P ), 26
e(x) = e2piix
EP (τ) The holomorphic Eisenstein series in M1,P , equal to EP (τ, 0), 17
E˜P (τ) A preimage of EP (τ) under the ξ1-operator, 31
EP (τ) A harmonic weak Maaß form, given by Eˆ′P (τ, 0), 17
EˆP (τ, s) An incoherent Eisenstein series attached to P , 16
f+ The holomorphic part of f , 10
f− The non-holomorphic part of f , 10
F The standard fundamental domain for SL2(Z), 11
FT A truncated fundamental domain, 11
F A weak Jacobi form, 14
fL The image of f under the trace map tr, 13
fM The image of f under the restriction map res, 13
Fm,β The element in fm,β ∈M !1/2,L corresponding to fm,β via Lemma 4.12, 28
fm,β An element of M
!
1,P , 27
Fq A finite field with q elements
Fq An algebraic closure of a finite field with q elements
Γ0(N) The congruence subgroup Γ0(N) ⊂ SL2(Z), 21
G A weak Jacobi form, 14
H The complex upper half-plane, H = {z ∈ C | Im(z) > 0}
H Frequently, H = GSpinV , the general spin group, 7
Hk The Hilbert class field of the imaginary quadratic field k, 15
Hk,L The space of harmonic weak Maaß forms of weight k and representation ρL, 10
Hk,L Harmonic weak Maaß forms f ∈ Hk,L such that ξk(f) ∈ S2−k,L−, 10
Im(z) The imaginary part of z
k Usually a half-integer or integer (a weight), often k = 1− n/2
k A field, usually an imaginary quadratic field
kD = Q(
√
D)
L− The quadratic module given by L together with the quadratic form −Q, 10
Lˆ = L⊗Z Zˆ, 8
Lm,µ Norm m elements in L+ µ, 9
λr A certain element in Lm,µr , 22
Mk,L The space of holomorphic modular forms of weight k and representation ρL, 10
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M !k,L The space of weakly holomorphic modular forms of weight k and representation
ρL, 10
µr = diag(r/2N,−r/2N), 22
N A one-dimensional negative definite lattice given by N = L ∩ U⊥, 22
n a non-negative integer, s.t. V has signature (2, n), sometimes also used as index
in sums, 7
N A positive integer, N = A |D| in Section 4, 23
Also a negative definite lattice, 16
nj = nj(P
−), 26
P Usually a two-dimensional positive definite even lattice, 21
From Section 4.1 on, P = a ⊂ Ok with quadratic form N(x)/N(a), corresponding
to [A,B,C], s.t. D = B2 − 4AC, 23
Often obtained as P = L ∩ U , 16
Pf (τ) The principal part of f (not including the constant term), 10
φµ The characteristic function of µ+ L, 8
πj = µj(P ), 26
pj = nj(P ), 26
P A two-dimensional positive definite lattice given by P = L ∩ U , 22
Q The field of rational numbers
q Usually q = e2piiτ
Qp The field of p-adic numbers
R A fixed integer, R = FD with R2 ≡ D mod 4A |D|, also see A, 23
Re(z) The real part of z
ρL The Weil representation associated with L, 9
ρ˜(n, β) The coefficient of index (n, β) of EP (τ), 17
S The matrix
(
0 −1
1 0
) ∈ SL2(Z) or the element (( 0 −11 0 ) ,√τ) ∈ Mp2(Z), 9
σ(a) The image of a under the Artin map (·,Hk/k), 15
Sk,L The space of cusp forms of weight k and representation ρL, 10
SL The span of the characteristic functions φµ in S(V (Af )), 8
τ τ = u+ iv ∈ H
T The matrix ( 1 10 1 ) ∈ SL2(Z) or the element (( 1 10 1 ) , 1) ∈ Mp2(Z), 9
Also T = GSpinU , 16
Θ˜P (τ, h) A preimage of ΘP (τ, h) under the ξ1 operator, 18
U A two-dimensional positive definite subspace of V (Q), 16
V A rational quadratic space of signature (2, n), 7
wK,T = |(T (Q) ∩KT )|, 16
X0(N) The compactification of Y0(N) = Γ0(N)\H, 21
X0(N) A certain integral model of X0(N), 28
ξ Usually, ξ = ξk, a differential operator, 10
XK A Shimura variety, 7
Z The ring of integers
Z>0 The set of positive integers
Z(f) A special divisor attached to f , 12
Z(f) A special divisor on X0(N), 28
Zˆ =
∏
p<∞ Zp, 8
Z(m,µ) A special divisor, 9
Z(m, a, µ) A certain arithmetic divisor on SpecOHk , 15
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Z(m, a, µ)P see Z(m, a, µ)
Z(m,µ) A special divisor on X0(N), 28
Zp The p-adic integers
z±U = zU The (two) point(s) corresponding to U ⊂ V (R), 16
Z(U)K = Z(U) A CM cycle, see equation (3.2), 16
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