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第1章 研究背景




から 46年後の 1957年にこの現象を説明する理論として、John Bardeen、Leon Cooper、John












強磁性転移は Tc = 52 Kで起こり [6]、このとき a軸方向に大きさM0 ∼ 1.5µBの磁気モーメン
トが発生する。圧力をかけていくと Tcが下がっていき、臨界圧力Pc ∼ 1.5 GPaで常磁性 (PM)
が基底状態になる [7]。超伝導 (SC)は圧力が 1.0 GPa付近から現れ始め、Px ∼ 1.2 GPaのとき
に最高の超伝導転移温度 Tsc = 0.7 Kとなる [図 1.2]。この圧力下では Tc ∼ 35 Kであり、Tscよ
り十分に高温で強磁性になっており、強磁性と超伝導が共存していることが分かっている [8]。
また、この系は Px ∼ 1.2 GPaを境界として、低圧力側のM0 ∼ 1.5µB程度の大きな磁気モーメ
ントを持つ強磁性相 (FM2)から、高圧力側のM0 ∼ 1µB程度の小さな磁気モーメントを持つ強




伝導を発現することが分かった [11]。この物質も強い磁気異方性 (∥ c軸)を持ち、Tc = 9.5 Kで
強磁性転移し、c軸方向にM0 = 0.4µBの磁気モーメントを持つ。さらに低温の Tsc = 0.26 Kで
超伝導になる。結晶構造は図 1.1のようなUによるジグザグ鎖を持つ。また、図 1.4のように、
b軸方向の磁場を大きくしていくと、H = 2 Tまでは超伝導であるが、より高磁場では超伝導
が消える。しかし、H ≈ 11 Tで再び超伝導 (Reentrant SC: RSC)が現れ、HR ≈ 12 Tで最も
高い超伝導転移温度 Tsc = 0.42 Kを持つ [12]。注目すべき点は、このRSCは強磁性状態が横磁
3
場 (∥ b軸)により安定化する臨界磁場 (図 1.4)と相関しているように見える点である。図 1.5に
示したように、磁化はH ≈ 12 T付近でメタ磁性的に急激に増大している [13]。何らかの “ゆら
ぎ”が磁場下で超伝導を誘起している可能性がある、という点において、UGe2、URhGeは共通
していると言える。このような観点から、いくつかの理論提案がなされている [?, 14, 16]。
さらに、2007年には URhGeと同じ結晶構造を持つ UCoGeでも強磁性超伝導が発見され
た [17]。この物質は Tc = 3 Kで強磁性転移するが、磁気モーメントの大きさが、M0 ∼ 0.05µB
と極めて小さい。図 1.6にUCoGeの温度 (T )-圧力 (P)相図を示す [18]。URhGeと同様に常圧
でも強磁性超伝導となり、P ∼ 1.2 GPaで Tscが最も高くなる。その圧力はやはり強磁性の量
子臨界点 (絶対零度の臨界点)に近い。また、スピン格子緩和時間の測定から、スピンのゆらぎ





ambient pressure.14) Recently UCoGe with identical crystal
structure of URhGe was found to be a ferromagnetic
superconductor, as well.15) In all of these compounds, Tsc
is lower than TCurie, indicating that SC phase exists in the
FM phase, which is contrary to the previous case such as
ErRh4B4 or Chevrel phase compounds where Tsc is higher
than TCurie. Furthermore, the ordered moments of uranium
ferromagnetic superconductors are much lower than those
expected from the free uranium ion. Therefore 5f electrons
are naively believed to be itinerant. To date, all the
ferromagnetic superconductors are uranium compounds.
The well-known weak ferromagnet ZrZn2 was first reported
to reveal SC,16) however after careful sample preparations
and characterizations, SC was found to be extrinsic most
likely due to the Zr alloys on the surface.17) SC is observed
in the ferromagnet UIr with non-inversion symmetry of the
crystal structure in FM3 phase in narrow pressure range
(2:6 . P . 2:8GPa) with the maximum Tsc ! 0:15K. The
bulk SC has not been established yet. The upper critical field
of SC is quite small (!0:026T) compared to those for above
mentioned three ferromagnetic superconductors.
In this paper, first we review experimental results of three
ferromagnetic superconductors UGe2, URhGe, and UCoGe.
Next we describe some theoretical views for FM and SC.
Finally the conclusion and remarks are given. A very recent
complementary our review of ferromagnetic superconduc-
tors can be found in ref. 18.
2. UGe2—The First Ferromagnetic Superconductor:
Superconductivity and Phase Diagram
UGe2 crystallizes in the orthorhombic structure, as shown
in Fig. 1.19) The U zig-zag chain with the distance of the
next nearest neighbor dU{U ¼ 3:85 !A is formed along a-axis,
which is similar to !-U with CDW. The FM transition had
been observed at TCurie ¼ 52K20) and the ordered moment
is relatively large, M0 ! 1:5"B. The properties of UGe2,
together with URhGe and UCoGe are summarized in
Table I. The magnetic moment is directed along a-axis.
With increasing pressure TCurie collapses and finally PM
ground state is realized above the critical pressure
Pc ! 1:5GPa.21) Surprisingly, SC appears around 1.2GPa
with Tsc ! 0:7K as a maximum. As shown in Fig. 2, at this
pressure TCurie ! 35K is much higher than Tsc and M0 is
also large (!1"B).
Both TCurie and M0 collapse at Pc. Complementary
measurements23,24) show later that the maxima of Tsc
corresponds to the pressure just at Px ! 1:2GPa where the
system switches from large moment (M0 ! 1:5"B) at low
pressure phase (FM2) to small moment (M0 ! 1"B) at high
pressure phase (FM1), through a first order transition. The
transition from FM1 to PM is also associated with the first
order transition at Pc with an abrupt drop of sublattice
magnetization ("M0 ! 0:8"B).25) Evidences for homoge-
neous coexistence of FM and SC at P ! Px were given by
the persistence of FM in the SC phase observed in neutron
diﬀraction experiments,26) the temperature dependence of













Fig. 1. Crystal structure of UGe2, URhGe, and UCoGe. The arrows on the U site denote the direction of the moment.
Table I. Characteristic properties of UGe2, URhGe and UCoGe.
dU{U: distance of the first nearest neighbor of U atom, M0: ordered
moment, Hint: internal field associated with M0, Pc: critical pressure
between FM and PM, Ha;b;cc2 : upper critical field for H k a, b, c-axis.
UGe2 URhGe UCoGe
Structure Ortho. Ortho. Ortho.
Space group Cmmm Pnma Pnma
dU{U ( !A) 3.85 3.50 3.48
TCurie (K) 52 9.5 !3
M0 ("B) 1.48 0.4 !0:05
Mag. easy-axis a c c
Hint (T) 0.28 0.08 0.01
# (mJ/K2 mol) 34 160 55
Pc (GPa) 1.5 <0 !1:2
Tsc (K) 0.8 0.26 0.7







a) The values of Hc2 in UGe2 are at !1:2GPa.
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through the positive metamagnetic feedback, leading to an
increase of TscðPÞ just right at the maximum at Px.
The de Haas–van Alphen (dHvA) experiments under
pressure reveal that Fermi surfaces between FM2, FM1,
and PM are quite diﬀerent each other. For H k b-axis, where
FM2, FM1 and PM phases are not aﬀected by the magnetic
fields, dHvA branches of FM2 phase disappears in FM1 and
new branches exhibit in FM2.35,36) In PM phase, completely
new branches are observed again. The cyclotron eﬀective
mass gradually increases with increasing pressure up to Px
and in PM phase quite large eﬀective masses ranging from
20m0 to 60m0 are detected, in agreement with the pressure
dependence of the !-value.28) For H k a-axis, the field re-
entrant FM1 and FM2 phases occurs, as shown in Fig. 5,
thus the results are more complicated.37,38) Nevertheless, the
drastic change of Fermi surfaces is detected by crossing
FM1, FM2 and PM phase boundary. The cyclotron eﬀective
mass increases, approaching to Hx. The change of Fermi
surface is also found for H k c-axis, as well.39)
An interesting theoretical scenario proposed for the weak
itinerant ferromagnet ZrZn2 is the quantum metamagnetic
transition associated with the topological change of Fermi
surfaces, as proposed for a Lifshitz transition.40) The Fermi
surface study under pressure can be found in ref. 41. In
UGe2, there is an evidence by the combined resistivity and
Hall eﬀect measurements32) that the topological change of
Fermi surface from PM to FM1 can be tuned by the pressure
and field, following the wing-shaped (T ; P;H) phase
diagram predicted in ‘‘conventional’’ spin fluctuation
approaches of FM-QCEP.
3. URhGe: A Ferromagnetic Superconductor at
Ambient Pressure and Field-Reentrant SC
Although the discovery of pressure induced SC in UGe2
can be a major breakthrough, the ambient pressure case
provides much variety of experimental methods which goes
deep inside the understanding of unconventional SC. The
discovery of SC at ambient pressure in the weak ferromagnet
URhGe with Tsc ¼ 0:26K, TCurie ¼ 9:5K, and M0 ¼ 0:4"B
opened the new opportunities.14)
The properties of URhGe is summarized in Table I. The
crystal structure is orthorhombic TiNiSi-type, as shown in
Fig. 1. The U atom forms the zig-zag chain along a-axis
with the distance of dU{U ¼ 3:50 !A, which is close to the so-
called Hill limit associated with the direct overlap of
5f -wave function.42) Figure 7 shows the !-value and the
magnetic ordered temperature as a function of the distance
of the next nearest neighbor on U atom dU{U in UTGe (T:
transition element) family.43) The systematic variation can
be seen. The PM ground state is realized for the small dU{U,



















Fig. 6. (Color online) Temperature dependence of Hc2 for H k a-axis in
UGe2 at 1.35GPa, which is just above Px. The metamagnetic transition is
detected at Hx between FM1 and FM2.
34)
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resistivity measurements by using two single crystals. The
sample (#1) with two pairs of voltage contacts (#1a and #1b)
and the other sample with one pair of voltage contact (#2)
are employed. This allows us to compare two sets of data
(#1a and #1b) with diﬀerent residual resistivity in the same
crystal without misalignment between sample #1a and
sample #1b. The residual resistivity ratios (RRR ¼ !RT=!0)
are 40, 16, and 12, respectively, for sample #1a, #1b, and #2,
indicating the high quality single crystals.
3. Results and Discussion
Figure 1 represents the field dependence of the resistivity
! for #1a, #1b, and #2 at 72, 200, and 400mK. For sample
#1a with RRR ¼ 40, the RSC was clearly observed between
H1 ¼ 10:7 and H2 ¼ 14:2T at 72mK, where H1 and H2 are
defined as mid points of the drop of resistivity. At high
temperature of 400mK, the resistivity shows the peak at
HR ¼ 13:7T, corresponding to the reorientation of the
moment. The crystal seems to misalign slightly from the
field direction respect to the b-axis, because H1, H2, and HR
are larger than those in the previous reports.8,9) The purer
sample, i.e. higher value of RRR, shows the wider super-
conducting windows and the higher transition temperatures.
It is interesting to note that for sample #2, only track of SC is
suspected at low field, while rather deeper drop on the
resistivity is observed in a very narrow field window. The
same trend is observed in sample #1b, where the resistivity
shows rather sharp drop due to the RSC, although the step-
like behavior is observed near Hc2 for the low field SC.
These observation indicates the strict condition for RSC.
That suggests a strong increase of the coherence length in
the RSC phase. On the other hand, the reorientation field HR
are not sensitive to the sample quality. The insensitivity is
also a FM property at zero field.4) It is noted that H1 is more
sensitive to the sample quality compared to H2, indicating
that the RSC strongly stick to HR.
Figure 2 shows the superconducting phase diagram and
reorientation field HR. In sample #1a, the upper critical field
Hc2ð0Þ ¼ 2T is clearly larger than the Pauli limiting field
Hp ¼ 0:46T estimated from Tscð0Þ ¼ 0:25K, indicating that
Hc2 is determined by the orbital limit depending on the
eﬀective mass. The RSC is observed between H1 ¼ 10:7 and
H2 ¼ 14:2T at 72mK for sample #1a. It is interesting that
TscðHÞ for RSC reaches a temperature of 330mK at 13.3 T,
which is larger than the value of Tscð0Þ ¼ 250mK at zero
field. This peculiar behavior is consistent with the analysis of
Tsc by the enhancement of eﬀective mass m$ in Fig. 6 as
discussed later. At high temperatures, the reorientation field
HR starts to decrease with increasing temperature. Finally,
HR seems to be connected to the Curie temperature
TCurie ¼ 9:5K at zero field.
Figure 3 represents the variations of Hc2, H1, H2, and HR
at 72mK as a function of !0, which is inversely proportional
to the mean free path, i.e., !0 / 1=l. For unconventional
superconductivity like URhGe, the Tsc must depend on the
variation of the parameter "=l between the superconducting
coherence length " and l according to the Abrikosov–
Gor’kov pair breaking mechanism,14) where l must be larger
than the coherence length ". The so-called clean limit
condition must be satisfied. Such a dependence has been
actually observed in previous studies on polycrystalline
samples15) and single crystals.7) The striking point is that
the RSC also collapses when the low field SC collapses,
moreover, the RSC width !HRSC strongly depends on !0.
The suppression of RSC with lower quality samples
indicates that RSC as well as low field SC are unconven-
tional.
Here we simply estimate Tsc for RSC from strength of the
parameter "=l. Since the coherence length " is given by
the relation, " % h"vF=kBTsc, where vF is Fermi velocity, " is
inversely proportional to m$Tsc. If the "=l is assumed to





TscÞ must be a constant, we can
estimate the extrapolated value at zero field of the critical
temperature T0scðm$HR Þ for fictitious quasiparticles of mass
m$HR at H ¼ 0. Here we assume the Kadowaki–Woods
Fig. 1. (Color online) Field dependences of the resistivity at constant
temperatures in sample #1a, #1b, and #2 for the current along a-axis and
the field along b-axis. The solid, dashed, and dotted lines show the data at
72, 200, and 400mK, respectively. For sample #2, the data at 830mK and
1.48K are displayed as well. The arrows indicate the reorientation field
HR.
Fig. 2. (Color online) Temperature–field phase diagram of the low field
superconductivity (SC), the re-entrant SC (RSC), and reorientation field
HR for H k b in URhGe. The circles display the critical field (temper-
ature) of the superconductivities defined as a midpoint of the resistivity
drop. The triangles correspond to the reorientation field HR defined as a
peak of the !ðHÞ curves. The solid squares are ferromagnetic transition
temperature TCurie cited from ref. 16. The dark blue (filled symbol), green
(open), and red (half filled) correspond to the results for sample #1a, #1b,
and #2, respectively. The lines are guides for eyes.
J. Phys. Soc. Jpn., Vol. 77, No. 9 A. MIYAKE et al.
094709-2
図 1.4: b 軸方向に磁場をかけた場合の
URhGeの温度 ( )-磁場 (H)相図。Hを大
きくしていくと、H = 2 Tで一旦超伝導
(SC)が消えた後、11 Tから 14 Tの範囲で
再び超伝導が現れる (RSC)。[12]より転載。
図 1.5: URhGeの絶対零度における磁化曲




transition width goes through a clear sharp minimum at ≈ 1.1GPa. The onset temperature of
the superconducting transition does not change with pressure, only T (ρ = 0) changes. Below
P = 1.2GPa T (ρ = 0) corresponds exactly to the TSCdefined as above from susceptibility.
Above this pressure, T (ρ = 0) is slightly lower. Interestingly, above this pressure also a double
step behavior develops, which is not seen at low pressures.
Figure 2 shows the pressure-temperature phase diagram established from these and previous
measurements. The qualitative behavior of the phase transitions is the same as in reference
[7]. The Curie-temperature TCurie decreases linearly with pressure, but the slope is steeper
than the one of the previous phase diagram. The superconducting phase is dome-like with the
maximum at the pressure where the ferromagnetic transistion line meets the superconducting
phase boundary. It extends up to the highest measured pressure.
Figure 2. Pressure-temperature
phase diagram of a polycrystalline
sample of UCoGe by susceptibility
(upward triangles: piston cylinder
cell, downward triangles: diamond
anvil cell) and resistivity (circles)
measurements. The grey circles are
from reference [7].
The phase diagram presented here is diﬀerent to all theoretical predictions, and to the phase
diagrams of other ferromagnetic superconductors, namely UGe2, where the superconducting
phase lies entirely within the ferromagnetic region and no superconducting phase appears in the
paramagnetic (PM) regime. But in UGe2, SC is directly linked to the duality between its two
competing ferromagnetic states (FM1 and FM2) [9]. From the presented data however, it is
clear that in UCoGe SC appears also in the PM state. An extrapolation of TCurie to 0K would
give a quantum critical point (QCP) close to 1.6GPa. Up to now, the real behaviour in the
pressure region from P (TCurie = TSC) up to P (TCurie = 0) is not clear.
Figure 3a represents in the filled area the hypothetical variation of FM in a first order
quantum transition (FOQT) [10] neglecting any feedback of SC; the dashed line the hypothetical
extrapolation of a second order quantum critical point (QCP). For clarity, the diﬀerence between
the FOQT and the QCP has been exagerated. In figure 3b is shown the superconducting dome
centered near the FOQT (filled area) assuming that the first order nature of FM wipes out the
SC minimum at the QCP (dashed line [3; 4]) as experimentally observed. Figure 3c represents
what may be the result of the interplay between FM and SC including a feedback between
the two phases: In a narrow regime one may go from the PM to the simple SC phase and
then to the FM+SC coexisting phase. The situation will be rather similar to the one found in
the antiferromagnetic (1,1,5) Ce compound CeRhIn5 under pressure [11; 12]. However, neither
resistivity nor susceptibility are sensitive to this transition within the SC phase.
3
図 1.6: UCoG の温度 (T )-圧力 (P )相図。
超伝導相 (SC)はドーム型をしており、P =






c2 > 20) cannot be explained by the anisotropy
of the conduction-electron mass.
Low-energy magnetic fluctuations are sensitively
probed by 1=T1 measurements. The single crystal was
aligned such that external fields were applied within the
bc plane, and ! is defined as the angle between the applied
field and the b axis. We used a split-coil superconducting
magnet with a single-axis rotator. NMR spectra for fields
along three crystal axes and the locus of NMR peaks when
the field is rotated in the ab and bc plane were already
shown in the literature [11]. When a nucleus with a spin
larger than unity sits at a position where the electr c field
gradient (EFG) is finite, the nuclear quadrupole interaction
splits the NMR spectrum. Since the EFG parameters for the
Co site have been determined from the previous 59Co
nuclear quadrupole resonance ðNQRÞ=NMR experiments
[7,10] (the quadrupole interaction of 2.85 MHz #0:28 T
and the direction of the maximum EFG principal axis of
10$ from the a axis in the ac plane), we can check ! from
the quadrupole-split NMR spectrum. The angle-dependent
NMR spectra are well-simulated by these EFG parameters
[11].
When 1=T1 is measured in an external magnetic
field far exceeding the electric quadrupole interaction
("0H% 0:28 T), the direction of the field is regarded as
the quantization axis for nuclear spins. In these conditions,
the nuclear spins are relaxed by transverse components of
local hyperfine-field fluctuations at the nuclear site, which
are produced by electron spins. Thus, 1=T1 measured in a
field along the # direction is written in terms of fluctuating
hyperfine fields along the $ and % directions as
1
T#1
/ hð&H$Þ2iþ hð&H%Þ2i; (1)
where the #, $, and % directions are mutually orthogonal.
The angle dependence of 1=T1 is measured at the
central peak in each spectrum. The recovery curves
RðtÞ ¼ 1(mðtÞ=mð1Þ of the nuclear magnetization
mðtÞ, which is the nuclear magnetization at a time t after
a saturation pulse, can be fitted by the theoretical function
for I ¼ 7=2 with a single component throughout the mea-
sured field and temperature range. Thus, the electronic
state is considered to be homogeneous in the whole region,
and reliable 1=T1 values were obtained.
As shown in Fig. 2(a), 1=T1 along the a and b axes,
which is much larger than 1=T1 along the c axis due to the
Ising-type anisotropy, shows a broad peak around 4 K due
to the FM critical fluctuations. That the peak temperature is
slightly higher than TCurie is conceivably due to a slight
misalignment, since the peak is suppressed and shifts to
higher temperatures when the external field is inclined by
3$ away from the b axis. The anisotropy of 1=T1 is largest
around the peak temperature and extremely sensitive to the
field angle. Figure 2(b) shows the angle dependence of
1=T1 [1=T1ð!Þ] measured at 20, 4.2, and 1.7 K. For mag-








This equation can fully explain the smooth variation at
20 K but not the sharp angle dependence observed at 4.2
and 1.7 K, which shows a cusp centered at ! ¼ 0$. The
steep angle dependence of 1=T1 is a characteristic feature
of the FM fluctuations at low temperatures.
To further examine this behavior, the angle dependence
of 1=T1 was measur d at 1.7 K under three different
applied fields ("0H% 0:28 T). Although the cusp in
1=T1 versus ngle becomes sharper with increasing H, as
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FIG. 2 (color online). (a) Temperature dependence of 1=T1
measured in fields along the three crystal axes under #2 T
and tilted by 3 degrees from the b axis. The broad peak in
1=T1, ascribe to the FM anomaly, is strongly suppressed when
the magnetic field is tilted by 3 degrees. (b) Angle dependence of
1=T1 in the bc plane at 2 , 4.2, and 1.7 K under#2 T. The angle
dependence at 20 K can be consistently explained by Eq. (2),
whil these at 4.2 a d 1.7 K c nnot, indicative of the strong




























T 2 ( K2 )
FIG. 1 (color online). Temperature dependence of resistivity
along each axis in the single-crystal UCoGe. The inset shows the
plot of the resistivity against T2 below 2 K.




































関数は χ ∼ r−ηのようなベキ減衰を示す [23]。後述するが、本研究でもそのような状態が実現
する。
iors are a result of the process of screening localized
moments by conduction electrons. Naively, it is hard for
these low-density carriers to screen the localized mo-
ments. Then a natural question is why the effective mass
becomes so large. Magnetic properties of CeX are also
very interesting and show a series of transitions between
different magnetic orderings (Rossat-Mignod et al.,
1980, 1983; Kohgi et al., 1994). Among the cerium
monopnictides, CeSb is known to have the richest struc-
ture ever observed in its magnetic phase diagram.
One of the key questions in heavy-fermion physics is
which control parameters determine the ground-state
phase. For this problem obviously the first step in a the-
oretical study is to determine the ground-state phase
diagram of the basic models for heavy fermions. The
Kondo lattice model is one of the standard models for
the heavy fermions. In this model the charge fluctuations
of f electrons are completely omitted and the lowest
f-ion multiplet is taken into account as a localized spin.
Thus the Kondo lattice model is an example of coupled
spin-fermion systems.
In this review we shall give an overview of recent
progress in theoretical understanding of the Kondo lat-
tice model. In particular, the ground-state phase dia-
gram of the Kondo lattice model has been completed in
one dimension. Once the lattice structure is fixed the
Kondo lattice model has only two parameters, the ratio
of the exchange coupling to the hopping-matrix element
or bandwidth, J/t , and the density of conduction elec-
trons, nc . Figure 1 shows a schematic ground-state
phase diagram in the parameter space. This progress was
achieved by the development of various analytical ap-
proaches and by recent intensive numerical calculations.
By these analytical approaches several important limit-
ing cases are now well understood. A more complete
understanding of the whole phase diagram has been ob-
tained by the interpolation of these limiting cases based
on numerical calculations. The systems tractable in the
numerical calculations are in most cases limited to one
spatial dimension. This is the reason why we shall focus
mostly on the one-dimensional rather than the more re-
alistic three-dimensional Kondo lattice model. Precise
understanding of the one-dimensional model may pro-
vide deeper insights into the properties of three-
dimensional systems.
In this section, we first explain two basic models for
heavy fermions, the periodic Anderson model and the
Kondo lattice model, and then briefly review various
analytical approaches developed to treat strong correla-
tion. At the end of this section we shall show the
ground-state phase diagram of the one-dimensional
Kondo lattice model as determined by exact diagonal-
ization recently. As shown in Fig. 1, the phase diagram
consists of three phases: a ferromagnetic metallic phase,
a paramagnetic metallic phase, and an insulating spin-
liquid phase. Each of these phases will be discussed in
detail in the subsequent sections.
The topic of Sec. II is the ferromagnetic metallic
phase. There are two limiting cases in which rigorous
analytic approaches are possible. In the limit of the low
conduction-electron density the problem of a single elec-
tron in a lattice is proved to have a ferromagnetic
ground state for any exchange coupling constant in all
dimensions. Similarly we can show that the ground state
in the strong-coupling limit is a spin-polarized state for
any electron density away from half filling. However, the
ferromagnetism in the strong-coupling limit is restricted
to one dimension.
Section III is devoted to the spin-liquid phase at half
filling. First a rigorous proof is presented to show that
the ground state of the half-filled periodic Anderson and
Kondo lattice model is a singlet for any finite lattice.
Spin and charge excitations are then studied in detail by
numerical simulations combined with a finite-size scal-
ing. Comparing the spin and charge excitation gaps, we
find that the ratio of the two is an important quantity for
characterizing Kondo insulators.
Among the three phases the least understood is the
paramagnetic metallic phase. In Sec. IV we analyze spin
and charge correlation functions obtained by exact di-
agonalization and quantum Monte Carlo simulations.
Lastly we address the question of the Fermi-surface sum
rule for the Kondo lattice model. The central issue here
is whether the localized spins are counted as ‘‘electrons’’
in the sum rule or not. It is rigorously shown that the
one-dimensional Kondo lattice model with frustrating
next-neighbor hopping has a large Fermi surface in the
strong-coupling limit. An important question is whether
this fixed point is relevant to the limit of weak Kondo
coupling. At present it is difficult to draw a definitive
conclusion for this problem, but some recent calcula-
tions show favorable results for a large Fermi surface, at
least for intermediate couplings, suggesting that it may
persist down to the weak-coupling limit.
A. Models for heavy-fermion systems
1. Periodic Anderson model and Kondo lattice model
For a theoretical model of heavy fermions, a mini-
mum requirement is to consider the two types of orbitals
for electrons. Within this constraint the simplest Hamil-
tonian is the orbitally nondegenerate periodic Anderson
model,
FIG. 1. Schematic phase diagram of the one-dimensional
Kondo lattice model at zero temperature. The real phase dia-
gram determined by exact diagonalization is shown in Fig. 6.
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のように表現される。Tˆ が自由度を落とす変換行列である。Hˆの次元を d×d、Tˆ の次元を d×m
とすれば 1、式 (2.1)の変換により、Hˆがm×m行列 Hˆrenに圧縮される。したがって、精度良
く Hˆを圧縮できる Tˆ を求めることが課題となる。










































j − iSˆyj , (2.5)
は jサイトのスピン 1/2のスピン演算子である。Heisenbergモデルの場合１サイト当たりの自

































|E1⟩ , |E2⟩ , . . . , |Ed⟩ , (2.7)
としよう。ここで d = 2N である。BRGでは、変換行列 Tˆ を HˆN の固有状態 {|Ei⟩}i=1,2,...dから
構成する。具体的には、固有状態をエネルギーの低い順にm個選ぶ。そして |Ei⟩の各成分を、




a11 a12 · · · a1m














N ≡ Tˆ †HˆN Tˆ , (2.10)
Sˆ
′z
N ≡ Tˆ †SˆzN Tˆ , (2.11)
Sˆ
′+
N ≡ Tˆ †Sˆ+N Tˆ , (2.12)
Sˆ
′z
1 ≡ Tˆ †Sˆz1 Tˆ , (2.13)
Sˆ
′+
1 ≡ Tˆ †Sˆ+1 Tˆ . (2.14)
Hˆ
′
N は固有値が対角成分に並んだ対角行列になる。こうしてN サイトの自由度は 2N からmに
圧縮された 3。この圧縮されたN サイト系をブロックと呼ぶことにしよう。次にブロックを連


































2Sˆ− = (Sˆ+)† だから、Sˆ− は計算する必要はない。
3m = dと選べばユニタリー変換になる。
9
が得られる。そして今度は Hˆ ′Nbを対角化して、その固有状態から再び Tˆ を作る。これら一連の
作業を繰り返せば、任意のサイズの Hˆの基底状態を計算できる。⟨Sˆj⟩ = ⟨GS| Sˆj |GS⟩などの期
待値を求めたい場合は、くりこみの各ステップで、Sˆj, j = 1, 2, . . . , N を全て変換する必要があ
る。くりこみが終わった段階で Hˆ lastの基底状態を求めて、期待値 ⟨Sˆlastj ⟩を計算すれば良い。4
図 2.1にN = 3から開始した場合の BRGのフローチャートを示す。N = 3の場合、基底状
態は二重に縮退するので Tˆ を二つの基底状態から作り、ブロックを三つ連結することを繰り返




図 2.1: N = 3から開始した場合の BRGのフローチャート。Sˆ′31の最初の添字は、最初にあっ
たスピンの位置を表し、二番目の添字はブロックの位置を表す。またプライム記号はくりこま
れた演算子であることを表す。Hˆ ′31も同様。ここではくりこみを２回行った様子を示した。
最初のブロック内部のスピン E/S 相対誤差 次元
3 −0.3913J 0.1170 8
5 −0.4068J 0.0820 32
7 −0.4156J 0.0622 128
9 −0.4211J 0.0497 512
11 −0.4249J 0.0412 2048
exact −0.4431J










N サイトハミルトニアン HˆN を対角化して HˆN の固有状態から Tˆ を作り、自由度を落とすと
ころまでは同じである。しかし、系を拡大する時に、右端に新たなサイトを一つだけ付け加え


















表 2.2: Heisenbergモデルに対するNRGの結果。対角化しなければならない行列次元は BRG
の結果 (表 2.3)と同じだが、BRGと比べて精度が良くなっていることが分かる。
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この時N は 4以上の偶数でなければならない。プログラムの都合上N = 4から開始すること
が多い。左側から LL、LR、RL、RRというように名前をつけておく。LLと LRを合わせたブ
ロックはLLLRなどと呼ぶことにする。LLLRを system、RLRRを environment、LLLRRLRR
を superblockと呼ぶことがある。また、くりこみの各ステップで得られる HˆLL, SˆLLを HˆnLL, SˆnLL
などと書く (図 2.4を参照)。ここで、HˆnLLの nはブロック LL内部のサイト数を表し、SˆnLLの n






ψll,lr,rl,rr |ll⟩LL |lr⟩LR |rl⟩RL |rr⟩RR , (2.16)
12
図 2.4: N = 8の場合の系の分割の方法。左側から順に LL、LR、RL、RRと呼ぶ。Hˆ3LLは LL
のハミルトニアンで、Hˆ3RRは RRのハミルトニアンを表す。また、Hˆ3LLLR、ˆH4RLRRはそれぞれ
















|Eρi ⟩ = t(ρ1i, ρ2i, . . . , ρdi), (i = 1, 2, . . . , d), (2.19)
と書き、LLLRに対する変換行列 Tˆ を |Eρi ⟩の成分から次のように作る：
Tˆ =
⎛⎜⎜⎜⎝
ρ11 ρ12 · · · ρ1m





ρd1 ρd2 · · · ρdm
⎞⎟⎟⎟⎠ . (2.20)
































































































2. 有限系アルゴリズムにより、Hˆ N2 +1LL , Hˆ
N
2 +2








LL , . . . , Sˆ
N−3
LL を得る。
この時、Hˆ N2 −3RR , Hˆ
N
2 −4

















RR , . . . , Sˆ
N−1
RR については、それぞれ直前のステップ
で得た Sˆ N2 −3LL , Sˆ
N
2 −4





















LL . . . , Hˆ
N
2 −1





















行う度に Tˆ †Sˆ1LLTˆ , Tˆ †Sˆ2LLTˆ , . . . , Tˆ †SˆnLLTˆ を全て計算し更新していく必要がある。
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第3章 一軸異方性のあるS = 1横磁場近藤
格子模型
本研究では、以下の一軸異方性のある S = 1の一次元近藤格子模型に横磁場を印加した場合
の基底状態についてDMRGを用いて解析する：
































し、Dは一軸異方性の強さを表す。また、cˆ†jσ および cˆjσ は j サイトのスピン σの伝導電子の
生成、消滅演算子である。σˆjは jサイトのスピン 1/2のスピン演算子であり、jサイトの基底












0 0 0 0
0 0 12 0
0 12 0 0
0 0 0 0
⎞⎟⎟⎟⎠ , σˆyj =
⎛⎜⎜⎜⎝
0 0 0 0
0 0 − i2 0
0 i2 0 0
0 0 0 0
⎞⎟⎟⎟⎠ , σˆzj =
⎛⎜⎜⎜⎝
0 0 0 0
0 12 0 0
0 0 −12 0
0 0 0 0
⎞⎟⎟⎟⎠ , (3.7)














⎛⎜⎝0 1 01 0 1
0 1 0
⎞⎟⎠ , Sˆyj = 1√
2
⎛⎜⎝0 −i 0i 0 −i
0 i 0
⎞⎟⎠ , Sˆzj =






Hˆ は伝導電子の全粒子数演算子 Nˆtotと交換する。したがって、ヒルベルト空間を Nˆtotの固
有空間に分けることができる。つまり、Hˆをブロック対角にできる。さらに、次のようなパリ
ティ演算子 Pˆ を考える。これは、σˆzj の四つの固有状態 |vac⟩j , |↑⟩j , |↓⟩j , |↑↓⟩jおよび、Sˆzj の３
つの固有状態 |⇑⟩j , |0⟩j , |⇓⟩jに対して、
Pˆ |vac⟩j = |vac⟩j , Pˆ |↑⟩j = |↓⟩j , Pˆ |↓⟩j = |↑⟩j , Pˆ |↑↓⟩j = |↓↑⟩j , (3.10)
Pˆ |⇑⟩j = |⇓⟩j , Pˆ |0⟩j = |0⟩j , Pˆ |⇓⟩j = |⇑⟩j , (3.11)
のように作用する。Pˆ は σˆzj と Sˆzj の固有値の＋と－を入れ替える働きをしていて、この変換の
もとで Hˆは不変である。よって、
Pˆ−1HˆP = Hˆ ⇔ HˆPˆ = Pˆ Hˆ, (3.12)
となり、Hˆは Pˆ とも交換する。また、Pˆ は明らかに Nˆtotと可換であるので、Hˆは Nˆtotの固有














1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 −1
⎞⎟⎟⎟⎠ · · · 伝導電子, (3.13)
Pˆ =
⎛⎜⎝0 0 10 1 0
1 0 0
⎞⎟⎠ · · · 局在スピン, (3.14)
と行列表示できる。式 (3.13)の固有状態は、








(|↑⟩j − |↓⟩j) ≡ cˆ†j,od |vac⟩j · · · P = −1, Nc = 1, (3.17)
|od, ev⟩j = |↑↓⟩j = cˆ†j,odcˆ†j,ev |vac⟩j · · · P = −1, Nc = 2, (3.18)

























(|⇑⟩j + |⇓⟩j) · · · P = 1, (3.21)






































Sˆxj = |EV⟩j ⟨0|j + |0⟩j ⟨EV|j , (3.27)
Sˆyj = i
(
|0⟩j ⟨OD|j − |OD⟩j ⟨0|j
)
, (3.28)






































































χi,j = ⟨OˆiOˆj⟩ , (3.35)
を計算する場合は端の効果を排除するため、i, jとして系の中心付近を選ぶことが望ましい。し
かし、Oˆiが LLに、OˆjがRRに属する場合、χi,jを計算する際には Oˆi、Oˆjともに LLLRRLRR
の基底で表現しなければならず、行列積 OˆiOˆj を計算することに膨大な時間がかかる。系のサ
イズが十分大きければ χi,jは |i− j|のみに依存すると考えられるため、本研究では χi,jを全て
LL内部で計算することにした。具体的には j = N2 − 1と固定し、i = 1, 2, . . . N2 − 1とした。こ
れにより行列積 OˆiOˆjの次元が LLの状態数mとなり、本研究ではm = 100である。
図 3.1: 相関関数の基準点のとり方。相関関数は全てブロック LL内部で計算する。
次に、実際に計算する物理量や相関関数を定義しておく。伝導電子については、x軸方向の












2 −1−rnˆN2 −1⟩ , (3.38)
で定義する。ここで、N はサイト数であり、⟨· · ·⟩は基底状態による期待値を表す。また、nˆiは













スピンの局所相関関数の平均値 ⟨σˆ · Sˆ⟩を









χzz(r) ∼ r−η, (3.42)
で定義し、χzz(r)が指数減衰する場合、相関長 ξを
χzz(r) ∼ e− rξ , (3.43)
で定義する。
3.3 計算精度







証される。Lanczos法の基底状態の固有値の収束については、nと n− 1回目の固有値の差 δLan
が δLan = En −En−1 < 10−14を満たした場合に収束したとみなした。また、共役勾配法の収束





本章では模型 (3.5)のDMRGを用いて解析した数値計算結果を示す。本研究では、N = 128
サイトで、t = D = 1に固定し、hを 3/19 ≈ 0.16から 3.0、Jについては J = 0.3, 1.0, 1.5, 2.0の
4点、伝導電子のフィリング nc = 1N
∑N
i=1 ⟨nˆi⟩については nc = 1/2, 3/4, 1として、磁化、相関
関数等を計算し、基底状態相図を決定した。nc = 1/2の場合を特に詳細に議論する。nc = 3/4, 1
の場合は強磁性状態が基底状態ではないことが分かったことと、秩序状態の詳細についての差
異こそあれ、定性的には nc = 1/2と同じ振る舞いであるので、計算結果のみ付録Dにまとめ
た。ただし nc = 3/4の場合、電荷密度波が現れることは特筆しておく。




nc = 1/2の基底状態の h− J相図を図 4.1に示す。□、◇、△、がそれぞれ実際に計算した点
である。特徴的なのは、全ての Jにおいて、h ≈ 0.16の低磁場側ではイジング的な秩序相 (△)
が安定化することである。特に J = 2.0の場合は強磁性が現れる。この相では、伝導電子と局在
スピンのスピン相関関数 χzz(r)が遠方でも減衰せず、値が有限に残る。また、広い領域 (◇)で
スピン相関関 χzz(r)が χzz(r) ∼ r−ηのようにべき減衰する、朝永ラッティンジャー流体 (TLL)
的振る舞いが見られる [23]。また、J = 0.3と小さい場合は高磁場側で、伝導電子スピンが飽和
することによるスピンギャップ相 (polarized)(□)が安定化し、J = 1.5, 2.0と大きい場合は中間
磁場領域で伝導電子と局在スピンが強く束縛されることによるスピンギャップ相 (□)が安定化









図 4.1: 128サイト、nc = 1/2の場合の h− J 相図。□で表された点ではスピン相関関数 χzz(r)
が指数減衰している。◇では χzz(r)がベキ減衰し、△では χzz(r)の値が遠方でも有限に残って
おり、J = 0.3と 1.0では波数 π/2の反強磁性状態で、J = 2.0では強磁性状態である。
4.2 磁化
図 4.2(a)に局在スピンの x軸方向の磁化の平均値 ⟨Sˆx⟩の磁場 h依存性を示す。hが大きくな
るとスピンが磁場方向に誘起されることが分かる。特に J = 2.0の場合は、h ≈ 1.5で一旦 ⟨Sˆx⟩
が飽和し、プラトー的になる様子が確認できる。この領域では磁場を増やしても ⟨Sˆx⟩がほとん
ど増加しないことから、局在スピンと伝導電子スピンが強く束縛されていると考えられる。そ
の後 h ≈ 1.96付近で再び増加し、飽和していく様子が確認できる。図 4.2(b)に h ∼ 2.0付近の
拡大図を示す。h ≈ 1.96で不連続な飛びがある可能性があり一次転移的である。
次に伝導電子の x軸方向の磁化の平均値 ⟨σˆx⟩を図 4.3(a)に示す。J = 1.0, 1.5, 2.0の場合は
低磁場側で ⟨σˆx⟩が負になっているが、これは次のように解釈できる。まず、磁場が有限の時は
Hˆhの項により局在スピンは全て磁場方向を向こうとする。この時、伝導電子スピンについて
は、磁場方向を向いて Hˆhでエネルギー利得を得るか、局在スピンと逆方向を向いて HˆJ でエ
ネルギー利得を得るかの二通りがあるが、J > hの時は HˆJ でエネルギー利得を得た方が得な
ので、局在スピンと逆方向 (つまり hと逆方向)を向いて ⟨σˆx⟩が負になるわけである。磁場を
大きくしていくと伝導電子スピンも磁場方向を向き始め、J = 2.0の場合は h ≈ 1.96付近でこ
れが始まっていると考えられる。図 4.2と対応して、h ≈ 1.96までは磁場を増やしても σˆxが
ほとんど変化しない。これは、上述のように伝導電子スピンが局在スピンと強く結合している
ことによる。また、図 4.3(b)に示した ⟨Sˆx⟩と同様に ⟨σˆx⟩も h ≈ 1.96において僅かな飛びが見
られ、転移は一時転移的である。h ≫ J になると、伝導電子スピンは全て x方向に誘起され
⟨σˆx⟩ = 12 × nc = 1/4となる。J = 0.3の場合は h ≈ 2.2で伝導電子スピンが全て x方向に誘起
された結果、⟨σˆx⟩が飽和し ⟨σˆx⟩ = 1/4となっている。
最後に伝導電子と局在スピンの局所スピン相関関数の平均値 ⟨σˆ · Sˆ⟩の磁場 h依存性を図 4.4
に示す。上述したように、低磁場側では HˆJ の効果が支配的であるため ⟨σˆ · Sˆ⟩が負に大きく
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なっている。また、図 4.2(b)、図 4.3(b)と同様に J = 2.0の場合、h ≈ 1.96付近で ⟨σˆ · Sˆ⟩の












(b) J = 2.0、h = 2.0付近の拡大図。
図 4.2: ⟨Sˆx⟩の磁場 h依存性。(a) J = 2.0の場合、h ≈ 1.5でプラトー的な振る舞いが見られ、











(b) J = 2.0、h = 2.0付近の拡大図。
図 4.3: ⟨σˆx⟩の磁場依存性。(a) J = 0.3の場合、h ≈ 2.2付近で伝導電子スピンが飽和する。ま
た、J = 1.0の場合、h ≈ 0.5付近で伝導電子スピンが x方向に誘起され始める。(b) J = 2.0の












(b) J = 2.0、h = 2.0付近の拡大図。
図 4.4: ⟨σˆ · Sˆ⟩の磁場依存性。(a) 低磁場側では HˆJ の効果により、⟨σˆ · Sˆ⟩は負になっている。
(b) h ≈ 1.96付近で ⟨σˆ · Sˆ⟩に僅かな飛びが見られる。
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4.3 スピン分布
J = 0.3, 1.0, 2.0それぞれの場合について、スピン分布のサイト i依存性を議論する。J = 1.5




伝導電子スピンの x成分 ⟨σˆxi ⟩を図 4.5に、局在スピンの x成分 ⟨Sˆxi ⟩を図 4.6に示す。反強磁
性的な相 (h ≈ 0.16)では、イジング異方性からくるギャップが存在するため端の効果は中心ま
で伝わりにくく、ほとんど一様な分布である [図 4.5(a)、図 4.6(a)]。
TLL相 (0.32 ! h ! 2.05)では、2サイトおきの振動に大きな振動が乗った振る舞いが見られ
[図 4.5(a)、図 4.6(b)]、振動の詳細は hにより変化する。伝導電子と局在スピンには反強磁性的




違いが顕著になる (片方はほとんど波数 0である)。⟨σˆxi ⟩の振動の波長が変化するのは、この二
つのフェルミ波数の変化が関係していると考えられる [37]。これを確かめるため、⟨σˆxi ⟩と ⟨Sˆxi ⟩
をフーリエ変換し、スペクトル分布を計算した [図 4.7、図 4.8、図 4.9]。ここで、サイト jの物




















ここで、k = 2πN j, j = 0, 1, 2, · · · , N − 1は波数である。図 4.7に ⟨σˆxi ⟩のスペクトル分布を示す。
いずれの磁場においても、四つのピークが見られる。さらに、これらのピークの波数 kpは、磁
場を大きくしていくと増大するものと、減少するものの二種類が確認できる。この kpは伝導電
子の二つのフェルミ波数 kf1と kf2を反映しており、2kf1, 2kf2, 2π− 2kf1, 2π− 2kf2が kpに相当
すると考えられる。実際、kpの磁場依存性は J = 0とした場合の伝導電子のフェルミ波数から
計算した結果 (付録 Eを参照)と同じ振る舞いを示す [図 4.3]。以上から、TLL相における ⟨σˆxi ⟩
の振動は伝導電子のフェルミ波数で決まることが分かる。また、図 4.9に ⟨Sˆxi ⟩のスペクトルを
示す。図 4.7と同様の傾向が見られるが、磁場を大きくしていくと波数 0以外のスペクトル成
分が小さくなっていくことが分かる。これは、磁場の増大と共に局在スピンがより磁場方向を




スピンギャップ相 (polarized)(2.21 ! h)においては、伝導電子スピンは全て磁場方向を向き



































図 4.6: ⟨Sˆxi ⟩のサイト i依存性。(a) h ≈ 0.16、(b) h ≈ 0.32、(c) h ≈ 2.05, 2.21, 3.00。
I k
k
図 4.7: TLL相における ⟨σˆxi ⟩のスペクトル分布。
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kh
図 4.8: TLL相における ⟨σˆxi ⟩の kp の磁場 h依存性。赤線は J = 0の時の伝導電子の kc =
2kf1, 2kf2, 2π − 2kf1, 2π − 2kf2の磁場 h依存性である。
I k
k
図 4.9: TLL相における ⟨Sˆxi ⟩のスペクトル分布。
J = 1.0のとき
伝導電子スピンの x成分 ⟨σˆxi ⟩を図 4.10に、局在スピンの x成分 ⟨Sˆxi ⟩を図 4.11に示す。低磁
場側の反強磁性的な相 (h ≈ 0.16)で、一様な分布を取る傾向は J = 0.3の場合と同じであるが、
J = 0.3の時よりその傾向がより強くなっている。4.3節で詳細に議論するが、これは J = 1.0
の時のほうがより秩序状態が安定で、イジング異方性からくるギャップが大きいためであると
考えられる [図 4.10(a)、図 4.11(a)]。
スピンギャップ相 (h ≈ 0.32)では伝導電子スピンと局在スピンについてはスピンギャップが
開いているため、中心部分は振動が見られない [図 4.10(b)、図 4.11(b)]。これはスピンギャッ
プの存在により、端の効果が中心部分まで伝わらないと考えられる。この領域は次に議論する
J = 2.0の場合に、より広範囲に見られる。
TLL相 (0.47 ! h ! 2.84)において激しく振動し波長が磁場によって変わっていくのは、前述
したようにフェルミ波数の磁場変化によるものと考えられる [図4.10(b-c)、図4.11(c-e)]。J = 1.0
29
では J = 0.3に比べて HˆJ の効果がより大きいため、TLL相の高磁場側でも振動が確認できる
[図 4.11(e)]。
スピンギャップ相 (polarized)(3 ! h)では、前述した J = 0.3の場合と同様の理由で ⟨σˆxi ⟩と
⟨Sˆxi ⟩はサイトに依存しない [図 4.10(c)、図 4.11(f)]。J = 0.3の時と比べて、スピンギャップ相















































図 4.11: ⟨Sˆxi ⟩のサイト i依存性。(a) h ≈ 0.16、(b) h ≈ 0.32、(c) h ≈ 0.47、(d) h ≈ 1.42、(e)
h ≈ 2.84、(f) h = 3.00。
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J = 2.0のとき
伝導電子スピンの x成分 ⟨σˆxi ⟩を図 4.12に、局在スピンの x成分 ⟨Sˆxi ⟩を図 4.13に示す。ほと
んど全ての領域において ⟨σˆxi ⟩、⟨Sˆxi ⟩の振る舞いは J = 0.3, 1.0で現れたものと定性的に同じで
ある。ここでは以下の二点についてコメントする。
まず、h ≈ 0.16では秩序は強磁性的である。強磁性秩序相 (h ≈ 0.16)では、J = 0.3, 1.0で現
れた反強磁性的秩序相の場合と同様に一様な分布が見られる [図 4.12(a)、図 4.13(a)]。これはど
ちらの相もイジング異方性が強くスピン励起にギャップがあるためと考えられる。
スピンギャップ相 (0.31 ! h ! 1.96)においても、J = 1.0と同様に中心部分は振動が見られ






































相図 (図 4.1)を決定する上で重要である。ここでは、これらの相関関数 χzz(r)の振る舞いと、
その起源について議論する。
J = 0.3のとき
χσzz(r)および、χSzz(r)の距離 r依存性をそれぞれ図 4.14、図 4.15に示す。反強磁性的秩序相
(h ≈ 0.16)では、χzz(r)の減衰が見られず、2サイトおきに振動を繰り返している [図 4.14(a)、
図 4.15(a)]。このことから、2サイトおきに ⟨σˆzi ⟩および ⟨Sˆzi ⟩が反強磁性的に秩序していること
が分かる。この起源は h = 0の場合を考えると容易に理解できる。J = 0の場合、D = 1≫ J, h
なので局在スピンは ⟨Sˆzi ⟩± 1の状態を取り、伝導電子はフェルミ波数 kF まで詰まった状態であ
る。J が小さい領域では HˆJ は弱い摂動と考えても良いので、局在スピンは伝導電子を介して
HˆJ の二次摂動でRKKY相互作用をする [38–40]。この時、D ≫ J より局在スピンのスピン反
転は抑制され、相互作用はイジング的になる。伝導電子を介した相互作用の振動成分は∼ 2kF
が支配的であるので、波長 λ = 2π/2kF = 4のイジング秩序が現れることが理解できる。
磁場が 0.32 ! h ! 2.05の領域では χzz(r)がベキ減衰していることが分かる [図 4.14(b)、図
4.15(b)]。したがって、この領域の有効模型はTLLであることが期待される。ボソン化法など
を用いた解析は本研究の枠を超えるが、今後の課題としたい。
スピンギャップ相 (polarized)(2.21 ! h)では、χzz(r)が指数減衰していることが分かる [図
4.14(c)、図 4.15(c)]。この領域では磁場 hが大きく、全ての伝導電子が低エネルギー側の ϵ−hの
バンドに詰まっており、高エネルギー側のバンド ϵhの底はフェルミエネルギーから h− 2tだけ
上にある。σˆzi は x方向を向いたスピンを反転させることを考えると、h− 2t程度の励起エネル
ギーが必要となり、スピンギャップが開くと考えられる。
最後に、伝導電子のスピン相関関数 χσzz(r)と局在スピンのスピン相関関数 χSzz(r)の減衰のベ






























































































χσzz(r)および、χSzz(r)の距離 r依存性をそれぞれ図 4.17、図 4.18に示す。反強磁性秩序相
(h ≈ 0.16)では、J = 0.3の時と同様の 2サイトおきの振動が見られることから [図 4.17(a)、図
4.18(a)]、⟨Sˆzi ⟩および ⟨σˆzi ⟩が反強磁性的である。J = 0.3の時より ∥χzz(r)∥が大きいことから、
反強磁性的な傾向は強い。
スピンギャップ相 (h ≈ 0.32)ではχzz(r)が指数減衰している [図 4.17(b)、図 4.18(b)]。この減
衰の起源はスピンギャップ相 (polarized)と違い、4.2節で議論した HˆJと Hˆhの競合による、伝導
電子スピンと局在スピンの強い束縛が原因である。これにより、伝導電子スピンもしくは局在ス
ピンを反転するためには有限のエネルギーが必要となり、スピンギャップが開くのは polarized
したスピンギャップ相と同じである。TLL相 (0.47 ! h ! 2.84)ではJ = 0.3の時と同様なχzz(r)
のべき減衰が見られる [図 4.17(c)、図 4.18(c)]。スピンギャップ相 (polarized)(3.00 ! h)では上






















































































図 4.19: 減衰のベキ ηおよび相関長 ξの磁場 h依存性。(a) 伝導電子のスピン相関関数χσzz(r)の
ベキおよび相関長。(b) 局在スピンの相関関数 χSzz(r)のベキおよび相関長。
J = 2.0のとき
χσzz(r)および、χSzz(r)の距離 r依存性をそれぞれ図 4.20、図 4.21に示す。h ≈ 0.16では特に
χSzz(r)、χσzz(r)共に、遠方でも減衰しない成分が見られる [図 4.20(a)、図 4.21(a)]。図 4.4に示し
たように ⟨σˆ · Sˆ⟩ < 0であるから、この磁気秩序は局在スピンと伝導電子スピンが反平行になっ
た強磁性秩序であることが分かる。この状態はいわゆる二重交換模型で現れる強磁性状態 [41]
と本質的に等価である。つまり、伝導電子の運動エネルギーと HˆJ の両方からエネルギー利得
を得る状態として、この強磁性状態が実現される。このような状態は S = 1/2の模型において
も現れており [21]、共通する状態である。χzz(r)がスピンギャップ相で指数減衰 [図 4.20(b)、図






















































































本研究では、横磁場下一軸異方性のある S = 1一次元近藤格子模型の基底状態をDMRGに
より調べ、基底状態における h− J 相図を決定した。その結果、全てのフィリングにおいて低
磁場側ではイジング的な秩序相が安定化することが分かった。J が小さい場合、局在スピン同
士は伝導電子を介したRKKY相互作用をし、波長 λ = 2π/2kF の反強磁性的秩序が現れる。J
が大きい場合、nc = 3/4, 1では反強磁性が、nc = 1/2の場合には二重交換が起源の強磁性が現













伝導秩序変数の相関関数 [42]を調べる必要がある。また、本研究では h ∼ 0.16程度の低磁場
までしか計算できていないが、ゼロ磁場での相図を確認し、本研究で決定した磁場中相図とど
のようにつながるのかを確認しなければならない。さらに J = 0.3, 1.0, 1.5, 2.0の四点しか調べ
ていないため、Jの値による相変化については曖昧である。相境界を正確に特定するためには、
より多くの J の値で χzz(r)の振る舞いを確認する必要がある。
DMRGの精度についても課題が残っている。本研究では、DMRGにおける LLLRの状態数
はm = 100で計算を行ったが、TLL相での χzz(r)の減衰のベキ ηの磁場依存性については、
DMRGの精度が足りないため、特に相境界での振る舞いが不明である。計算結果の精度向上の
ためにはN サイトでの計算結果のm依存性を調べ、正確な値を 1/mで外挿することにより決




Lanczos法は 1950年に Cornelius Lanczosによって開発された [34]。この方法は実対称行列
の絶対値最大の固有値および、固有ベクトルを求める手法である。Lanczos法では与えられた




1. 対象となるN ×N の実対称行列 HˆとN 次元のベクトル |v1⟩を用意する。Hˆの基底状態
を求めたい場合は、基底状態が絶対値最大となるように Hˆの対角成分から十分大きな値
を引いておく必要がある。|v1⟩は規格化されていればなんでも良い。
2. 三重対角行列の対角成分 a1 = ⟨v1| Hˆ |v1⟩を計算する。
3. N 次元のベクトル |v2⟩を
|v2⟩ = Hˆ |v1⟩ − a1 |v1⟩∥Hˆ |v1⟩ − a1 |v1⟩ ∥
, (A.1)
により計算する。この時、|v2⟩は規格化されており、⟨v1|v2⟩ = 0である。
4. 三重対角行列の対角成分 a2および非対角成分 b2を
a2 = ⟨v2| Hˆ |v2⟩ , (A.2)
b2 = ⟨v2| Hˆ |v1⟩ , (A.3)
により計算する。
5. 以下 n " 3とする。N 次元のベクトル |vn⟩を
|vn⟩ = Hˆ |vn−1⟩ − an−1 |vn−1⟩ − bn−1 |vn−2⟩∥Hˆ |vn−1⟩ − an−1 |vn−1⟩ − bn−1 |vn−2⟩ ∥
, (A.4)
により計算する。この時、|vn⟩は規格化されており、⟨vn−1|vn⟩ = ⟨vn−2|vn⟩ = 0である。
6. 三重対角行列の対角成分 anおよび非対角成分 bnを
an = ⟨vn| Hˆ |vn⟩ , (A.5)
bn = ⟨vn| Hˆ |vn−1⟩ , (A.6)
により計算する。
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9. n " 4の時、固有値の誤差 δLanが収束の精度 errorを満たしているか確認する：
δLan = En − En−1 < error, (A.8)
ならば、ステップ 10へ。n = 3または、δLan = En − En−1 " errorならステップ５へ戻





ci |vi⟩ , (A.9)
により計算する。ただし、ciは |En⟩の成分であり、
|En⟩ = t(c1, c2, . . . , cn), (A.10)
である。計算機のメモリに余裕が無い場合は |vi⟩を全て保存することができないので、再






逆反復法はN ×N 行列 Hˆの基底状態の近似固有ベクトル |EGS⟩Appの精度を改善するために
行われる。|EGS⟩Appを Hˆの固有ベクトル |E⟩GS , |E2⟩ , . . . , |EN⟩で次のように展開する：
|EGS⟩App = EGS |EGS⟩+
N∑
i=2
Ei |Ei⟩ . (B.1)
EGS, E2, . . . , ENはHˆの真の固有値とする。|EGS⟩Appの精度が悪い場合、Eiが有限の値を持ってし























|EGS⟩App2 = |EGS⟩App , (B.4)
を解くことで、|EGS⟩App2 を求める。本研究ではこの連立方程式を共役勾配法で求めるが、その
際、係数行列 Hˆ −EAppGS が正定値である必要がある。そこで、∆を正の数として、式 (B.4)の代
わりに、 (
Hˆ − EAppGS +∆
)
|EGS⟩App2 = |EGS⟩App , (B.5)





1. n " 2として、|EGS⟩App1 を改善したい近似固有ベクトルとする。連立方程式(
Hˆ − EAppGS +∆
)
|EGS⟩Appn = |EGS⟩Appn−1 , (B.6)
を解いて |EGS⟩Appn を得る。
40
2. 固有ベクトルの誤差 δInvが収束の精度 errorを満たしているか確認する：
δInv = ∥ |EGS⟩Appn − |EGS⟩Appn−1 ∥ < error, (B.7)




共役勾配法は 1952年にHestenesと Stiefelにより開発された [35]。これは連立方程式
Aˆ |x⟩ = |b⟩ , (C.1)
の解 |x⟩を求めるための反復的手法であり、|x⟩の近似列 |x1⟩ , |x2⟩ , . . . |xn⟩を生成する。反復回
数 nは係数行列 Aˆに依存する。この節では [36]を参考に共役勾配法の説明を行う。
1. 初期ベクトル |x1⟩を決める。
2. |r1⟩ , |p1⟩を次式で計算する：
|r1⟩ = |b⟩ − Aˆ |x1⟩ , (C.2)






4. 以下 n " 2とする。|xn⟩を次式により求める：
|xn⟩ = |xn−1⟩+ αn−1 |pn−1⟩ . (C.5)
5. 近似列の誤差 δCGが収束の精度 errorを満たしているか確認する：
δCG = ∥ |xn⟩ − |xn−1⟩ ∥ < error, (C.6)
ならば、|xn⟩を式 (C.1)の解として共役勾配法を終了する。δCG " errorならば、スッテ
プ 6へ進む。
6. |rn⟩を次式により計算する：













付 録D nc ̸= 1/2の結果
D.1 nc = 3/4
D.1.1 h− J相図
nc = 1/2と比べて、低磁場側の秩序相が広がっている。nc = 1でも同様の傾向が見られ、
伝導電子のフィリングを大きくすると秩序しやすい傾向にある。また、ここでの秩序相は波数
k ≈ 2.39の反強磁性的秩序であり、これは 2kf = πnc = 3π/4 ≈ 2.36の値と極めて近い。さら










































(b) J = 2.0、h = 2.0付近の拡大図。

























図 D.6: ⟨Sˆxi ⟩のサイト i依存性。
46
図D.7、D.8、D.9にそれぞれTLL相における ⟨σˆxi ⟩のスペクトル分布、⟨σˆxi ⟩の kpの磁場 h依
存性、⟨Sˆxi ⟩のスペクトル分布を示す。h ≈ 1.74の時だけピークが二つになっているのが確認でき
る。付録Eで議論するがJ = 0の場合h ≈ 1.4近傍では二つのフェルミ波数がkf1 = kf2 = πとな
る。今の場合、J = 0.3と僅かにJが入った結果h ≈ 1.74付近で kf1 = kf2 = πとなり、したがっ




図 D.7: TLL相における ⟨σˆxi ⟩のスペクトル分布。
k
h
図 D.8: TLL相における ⟨σˆxi ⟩の kp の磁場 h依存性。赤線は J = 0の時の伝導電子の kc =
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図 D.23: 反強磁性的秩序相における χσzz(r)のスペクトル分布。
I k
k
図 D.24: 反強磁性的秩序相における χSzz(r)のスペクトル分布。
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D.1.5 電荷密度波
nc = 3/4の場合、J = 1.0, 1.5, 2.0において、秩序相およびスピンギャップ相で電荷密度波が
発現することが分かった。図D.25(a)、図D.26(a)、図D.27(a)にそれぞれ J = 1.0, 1.5, 2.0の場
合の伝導電子の相関関数 χn(r)の距離 r依存性を示す。2サイトおきの振動が確認できる。ま
た、図D.25(b)、図D.26(b)、図D.27(b)にスペクトル分布を示す。いずれの J > 1.0において

































図 D.27: (a) χSzz(r)の距離 r依存性。(b) χSzz(r)のスペクトル分布。
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(b) J = 2.0、h = 2.0付近の拡大図。


















































図 D.33: ⟨Sˆxi ⟩のサイト i依存性
59
図 D.34、D.35、D.36にそれぞれ TLL相における ⟨σˆxi ⟩のスペクトル分布、⟨σˆxi ⟩の kp の磁
場 h依存性、⟨Sˆxi ⟩のスペクトル分布を示す。他のフィリングと違い、二つのピークを持つこ
とが特徴である。付録 Eで議論するが、nc = 1の場合、J = 0で伝導電子のフェルミ波数は
kf1 = arccos(h/4), kf2 = arccos(−h/4)となる。この時、2π − 2kf1 = kf2, 2π − 2kf2 = kf1であ
り、kc = 2kf1, 2kf2となって ⟨σˆxi ⟩および ⟨Sˆxi ⟩のピークが二つになったと考えられる。
I k
k
図 D.34: TLL相における ⟨σˆxi ⟩のスペクトル分布。
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e−ikj cˆjσ, k =
2π
N
































−2t cos k −h2















−2t cos k −h2























とできる。対角化する行列がエルミートなので U はユニタリー行列となり、U †U = UU † = 1ˆ
となることに注意。1ˆは 2× 2の単位行列である。少し計算すると、
E1 = −2t cos k + h
2
, E2 = −2t cos k − h
2
, (E.6)














また、波数 k = 2π/N おきに伝導電子がとれる状態があるため、




8− 8 cos2 πnc − h2(1 + cos πnc)
4− 4 cos πnc , (E.9)
が分かるので、これを式 (E.7)に代入して kf1, kf2を決定すれば良い。具体的なフィリングの値
を代入して計算すると以下のようになる。
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