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NONLINEAR STARK-WANNIER EQUATION
ANDREA SACCHETTI
Abstract. In this paper we consider stationary solutions to the nonlinear
one-dimensional Schro¨dinger equation with a periodic potential and a Stark-
type perturbation. In the limit of large periodic potential the Stark-Wannier
ladders of the linear equation become a dense energy spectrum because a
cascade of bifurcations of stationary solutions occurs when the ratio between
the effective nonlinearity strength and the tilt of the external field increases.
Ams classification (MSC 2010): 35Q55, 81Qxx, 81T25.
1. Introduction
The dynamics of a quantum particle in a periodic potential under an homoge-
neous external field is one of the most important problems in solid-state physics
and, more recently, in the theory of Bose Einstein Condensates (BECs). Because
of the periodicity of the potential, it is expected the existence of families of station-
ary (metastable) states with associated energies displaced on regular ladders, the
so-called Stark-Wannier ladders [15, 17, 27], and the wavefunction would perform
Bloch oscillations.
Quantum dynamics becomes more interesting when we take into account the in-
teraction among particles. In fact, in the framework of BECs accelerated ultracold
atoms moving in an optical lattice [4, 5, 22, 26, 29] has opened the field to multiple
applications, as well as the measurement of the value of the gravity acceleration
g using ultracold Strontium atoms confined in a vertical optical lattice [11, 21],
direct measurement of the universal Newton gravitation constant G [24] and of the
gravity-field curvature [25].
Motivated by such physical applications we study, as a model for a confined
accelerated BECs in a periodic optical lattice under the effect of the gravitational
force, the nonlinear one-dimensional time-dependent Schro¨dinger equation with a
cubic nonlinearity, a periodic potential V and an accelerating Stark-type potential
W
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∂ψ
∂t
= − ~
2
2m
∂2ψ
∂x2
+
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
V ψ + α1Wψ + α2|ψ|2ψ , (1)
in the limit of large periodic potential, i.e. 0 <   1; that is equation (1) is the
so called Gross-Pitaevskii equation. Here, ~ is the Planck’s constant, m is the
mass of the atom and α2 is the strength of the nonlinearity term; the real valued
parameters m, ~, α1 and α2 are assumed to be fixed. In particular W (x) is a Stark-
type potential with strength α1, that is it is locally a linear function: W (x) = x
for any x belonging to a fixed interval large enough.
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We name equation (1) nonlinear Wannier-Stark equation. The well-known
Wannier-Stark equation, where α2 = 0, has been extensively studied since the
papers by Bloch [3] and Zener [37]. Assuming that the periodic potential V is
regular enough, then the spectrum of the associated operator covers the whole real
axis. On the other side, if we neglect the coupling term between different bands,
then it turns out that the spectrum of such a decoupled band approximation con-
sists of a sequence on infinite ladders of real eigenvalues [30, 31]. The crucial point
is to understand what happen to these eigenvalues when we restore the interband
coupling term [32, 35, 36]. This question has been largely debated and it has been
proved that these ladders of real eigenvalues will turn into ladders of quantum reso-
nances, the so-called Wannier-Stark resonances (see [27] and the references therein).
Analysis of the nonlinear Wannier-Stark equation, where α2 6= 0, is a completely
open problem and it is motivated by recent experiments of BECs in accelerating
optical lattices.
By means of a simple recasting we swap the limit of large potential   1 to
a semiclassical equation (see eq. (3) below) where the strength of the Stark-type
potential and the nonlinearity strength will depend on a semiclassical parameter
h. In the semiclassical limit of h → 0 we will show that the time-independent
nonlinear Schro¨dinger equation may be approximated by means of a discrete time-
independent nonlinear Schro¨dinger equation which stationary solutions may be ex-
plicitly calculated. In particular, a cascade of bifurcations occurs when the ratio
between the nonlinearity strength and the strength of the Stark-type potential in-
creases; in the opposite situation, that is when this ratio goes to zero, we recover a
local Wannier-Stark ladders picture.
Existence and computation of stationary solutions to equation (1) has been al-
ready considered by [13, 19, 20] when α1 = 0; in these papers the authors reduce
the problem of the existence and calculation of stationary solutions to the one re-
lated to a discrete nonlinear Schro¨dinger equation. In this latter problem has
been observed by [2] that stationary solutions may bifurcate when some parame-
ters of the model assume critical values. Here, we extend such analysis to the case
where an external Stark-type potential is present, that is when α1 6= 0. To this
end we must introduce some technical assumptions on W , that is W must be a
locally linear bounded function with compact support; in fact in the case of a true
Stark potential where W (x) = x some basic estimates useful in our analysis don’t
work because W is not a bounded operator. Some results, like the occurrence
of a cascade of bifurcations for the discrete nonlinear Schro¨dinger equation in the
anticontinuous limit has been already announced in a physics-oriented paper [28]
without mathematical details. We should also mention a recent paper [14] where
bifurcations are observed in rotating Bose-Einstein condensates.
The paper is organized as follows: in §2 we introduce the model and we state
our assumptions; in §3 we recall some technical results obtained by [13]; in §4 we
derive the discrete nonlinear Schro¨dinger Wannier-Stark equation; in §5 we compute
the finite-mode stationary solutions of the discrete nonlinear Schro¨dinger Wannier-
Stark equation in the anticontinuous limit, it turns out that a bifurcation tree
picture occurs; in §6 we prove the stability of these stationary solutions when we
recover the discrete nonlinear Schro¨dinger Wannier-Stark equation; finally, in §7-8
we prove that stationary solutions to the complete equation (6) can be approximated
by means of the finite-mode solutions derived in §5.
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Notation. By `pR we denote the space of vectors c = {cn}n∈Z ∈ `p(Z) such that
cn ∈ R are real valued. Similarly,
LpR = {ψ ∈ Lp : ψ is a real valued function} .
Let f and g two vectors belonging to a normed space with norm ‖ · ‖, and
depending on the semiclassical parameter h. By the notation f = g+O˜ (e−S0/h), as
h→ 0, we mean that for any ρ ∈ (0, S0) there exist a positive constant C := Cρ > 0
(independent of h) such that
‖f − g‖ ≤ Ce−(S0−ρ)/h , ∀h ∈ (0, h?) ,
for some h? > 0. By the notation f ∼ g, as h→ 0, we mean that limh→0+ fg = C
for some C ∈ (0,+∞). By the notation f = O(hq), as h→ 0, we mean that there
exists h? > 0 and a positive constant C independent of h such that |f | ≤ Chq for
any h ∈ (0, h?).
By C we denote a generic positive constant independent of h whose value may
change from line to line.
2. Description of the model and assumptions
Here we consider the nonlinear Schro¨dinger equation (1) where the following
assumptions hold true.
Hyp.1 V (x) is a smooth, real-valued, periodic and non negative function with
period a, i.e.
V (x) = V (x+ a) , ∀x ∈ R ,
and with minimum point x0 ∈
[− 12a,+ 12a) such that
V (x) > V (x0) , ∀x ∈
[
−1
2
a,+
1
2
a
)
\ {x0} .
For argument’s sake we assume that V (x0) = 0 and x0 = 0.
In the following let us denote by xn = x0 + na.
Remark 1. In physical experiments [11, 21] on accelerated BECs in optical lattices
the periodic potential has the form V (x) = V0 sin
2(kLx) for some V0, kL > 0; hence
V (x) has a unique minimum point x0 = 0 in the interval
[
− pi2kL ,+ pi2kL
)
. However,
we could, in principle, adapt our treatment to a more general case where V (x) has
more than one absolute minimum point in such interval.
Hyp.2 W (x) is a smooth real-valued function such that
W (x) = x if |x| ≤ Na ,
for some N ∈ N. Furthermore W has compact support Ω ⊃ [−Na,Na].
Remark 2. We require that W (x) is a bounded function with compact support for
technical reasons; indeed, this assumption will play a crucial role in order to prove
the results given in §6, 7, 8. However, in practical experiments [11, 21] on accel-
erated BECs in optical lattices it is expected that BECs perform Bloch oscillations
in a finite region; hence, a model where the external field W has a compact support
and it is locally linear in the finite region where Bloch oscillations occur would fit
the physical device.
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By recasting
F = α1 , h = ~
√
/2m, τ = t/
√
/2m and η = α2 (2)
then the above equation takes the form
ih
∂ψ
∂τ
= −h2 ∂
2ψ
∂x2
+ V ψ + FWψ + η|ψ|2ψ (3)
and the limit of large periodic potential  → 0+ is equivalent to the semiclassical
limit h→ 0+ where
η ∼ F ∼ h2 as h goes to zero. (4)
We recall here some results by [7, 8, 9] concerning the solution to the time-
dependent nonlinear Schro¨dinger equation (3). Let HB be the Bloch operator
formally defined on L2(R, dx) as
HB := −h2 d
2
dx2
+ V . (5)
For any N ∈ N, N > 0, the linear operator H, formally defined as
H = HB + FW
on the Hilbert space L2(R, dx), admits a self-adjoint extension, still denoted by
H. The following estimate hold true (see Proposition 2.1 by [9]): let (q, r) be an
admissible pair 2q =
1
2 − 1r with 2 ≤ q, r ≤ +∞. Let T > 0, then there exists
C := C(q, T, h) such that∥∥∥e−iτH/hψ∥∥∥
Lq([−T,T ];Lr(R))
≤ C‖ψ‖L2(R) , ∀ψ ∈ L2(R) .
In order to discuss the local and global existence of solutions to (3) [9] introduced
the following set in a more general situation where the potential is not bounded
Σ =
{
ψ ∈ H1(R) : ‖ψ‖Σ := ‖ψ‖H1(R) + ‖(V + FW )ψ‖L2(R) <∞
}
.
Then (see Theorem 4.2 by [9]), if ψ0 ∈ Σ there exists a unique solution ψ ∈
C([−T, T ]; Σ) to (3) with initial datum ψ0, such that
ψ,ψ∂x(V + FW ), ∂xψ ∈ L8([−T, T ];L4(R)) ,
for some T > 0 depending on ‖ψ0‖Σ. We must underline that in our case Σ ≡
H1(R) because V and W are bounded functions.
In fact, this solution is global in time for any η ∈ R because 1 < 2/d, where
d = 1 is the spatial dimension, and (3) enjoys the conservation of the mass
‖ψ(·, τ)‖L2(R) = ‖ψ0(·)‖L2(R)
and of the energy
E(ψ) = E(ψ0)
where
E(ψ) := 〈Hψ,ψ〉+ η
2
‖ψ‖4L4
= h2‖∂xψ‖2L2(R) + 〈V ψ, ψ〉+ F 〈Wψ,ψ〉+
η
2
‖ψ‖4L4
We may remark that such results hold true even when the Stark-type potential is
replaced by an actual Stark potential, i.e. W (x) ≡ x. In such a case Σ ⊂ H1(R).
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Here, we look for stationary solutions to equation (3) of the form
ψ(x, τ) = e−iλτ/hψ(x)
for some energy λ ∈ R and wave function ψ(x). Hence, equation (3) takes the form
Hψ + η|ψ|2ψ = λψ . (6)
Remark 3. We must underline that when a stationary solution ψ to equation (6)
is regular enough then ψ is, up to a phase factor, a real-valued function (see Lemma
3.7 by [18] adapted to (6)). Hence, equation (6) can be replaced by the following
equation
Hψ + ηψ3 = λψ . (7)
where ψ is real-valued.
Our aim is to look for real-valued stationary solutions ψ ∈ H1 to (7) with
associated energy λ ∈ R.
Remark 4. Let (Taψ) (x) = ψ(x−a) be the translation operator. Since [HB , Ta] =
0 and [Fx, Ta] = Fa then the stationary solutions to (7) when W is a Stark poten-
tial, i.e. W (x) ≡ x, have associated energies λ displaced on regular ladders; that
is, if ψ(x) is a solution to (7) associated with λ, then ψ(x − a) is a solution to
the same equation associated with λ + Fa. From this fact we expect that, under
some circumstances, the dominant term of the energies λ associated to stationary
solutions to (7) are displaced on ladders for some range of values of λ, even when
W (x) is a Stark-type potential satisfying Hyp.2.
3. Preliminary results. Bloch functions in the semiclassical limit
3.1. Bloch Decomposition and Wannier functions. Here, we briefly resume
some known results by [6, 23] concerning the spectral properties of the self-adjoint
realization, still denoted by HB , of the Bloch operator formally defined on L
2(R, dx)
as (5). Its spectrum is given by bands. Let B = R/bZ = (− 12b,+ 12b], where b = 2pia
and a is the period of the periodic potential V , be the Brillouin zone, the elements
of the Brillouin zone are denoted by k and they are usually named quasi-momentum
(or crystal momentum) variable.
Let ϕl(x, k) denote the Bloch functions associated to the band functions El(k),
l ∈ N. Here, we collect some basic properties about the Bloch and band functions.
The band and Bloch functions satisfy to the following eigenvalues problem
HBϕ = Eϕ (8)
with quasi-periodic boundary conditions
ϕ(a, k) = eikaϕ(0, k) and
∂ϕ(a, k)
∂x
= eika
∂ϕ(0, k)
∂x
.
The Bloch functions ϕl may be written as
ϕl(x, k) = e
ikxΘl(x, k)
where Θl(x, k) is a periodic function with respect to x: Θl(x + a, k) = Θl(x, k).
For any fixed k ∈ B the spectral problem (8) has a sequence of real eigenvalues
E1(k) ≤ E2(k) ≤ · · · ≤ El(k) ≤ · · · ,
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such that liml→∞El(k) = +∞. As functions on k, both Bloch and band functions
are periodic with respect to k:
El(k) = El(k + b) and ϕl(x, k) = ϕl(x, k + b) ,
and they satisfy to the following properties for any real-valued k:
ϕl(x,−k) = ϕl(x, k) and El(−k) = El(k) .
Furthermore, if V (x) is an even potential, i.e. V (−x) = V (x), then ϕl(−x, k) =
ϕl(x, k), ϕl(x, 0) are even functions while ϕl(x, b/2) are odd functions. The band
functions El(k) are monotone increasing (resp. decreasing) functions for any k ∈[
0, 12b
]
if the index l is an odd (resp. even) natural number. The spectrum of HB
is purely absolutely continuous and it is given by bands:
σ(HB) = ∪l∈N[Ebl , Etl ] where [Ebl , Etl ] = {El(k), k ∈ B} .
In particular we have that
Ebl =
{
El(0) for odd l
El(b/2) for even l
and Etl =
{
El(b/2) for odd l
El(0) for even l
.
The intervals (Etl , E
b
l+1) are named gaps; a gap (E
t
l , E
b
l+1) may be empty, that is
Ebn+1 = E
t
l , or not. It is well known that, in the case of one-dimensional crystals,
all the gaps are empty if, and only if, the periodic potential is a constant function.
Because we assume that the periodic potential is not a constant function then one
gap, at least, is not empty. In particular when h is small enough then we have
that the following asymptotic behavior [16, 33, 34]
1
C
h ≤ Eb2 − Et1 ≤ Ch (9)
holds true for some C > 0; hence,the first gap between Et1 and E
b
2 is not empty in
the semiclassical limit. Furthermore, the first band turns out to be exponentially
small, i.e.
Et1 − Eb1 = O˜(e−C/h) for some C > 0; (10)
in (13) we will give an expression for such a constant C.
The Bloch functions are assumed to be normalized to 1 on the interval [0, a]:
2pi
a
∫ a
0
ϕj(x, k)ϕl(x, k)dx = δ
l
j ,
where δlj = 1 when j = l and δ
l
j = 0 when j 6= l (see Eq. (4.1.8) by [6]). Further-
more, the Bloch functions are such that (see Eq. (4.1.6a) by [6])∫
R
ϕj(x, k)ϕl(x, q)dx = δ
l
jδ(k − q)
and (see Eq. (4.1.10) by [6])∑
l∈N
∫
B
ϕm(x, k)ϕl(x
′, k)dk = δ(x− x′) ,
where δ(·) denotes the Dirac’s δ. From the Bloch decomposition formula it follows
that any vector ψ ∈ L2 can be written as (see Eq. (5.1.5) by [6] or Theorem XIII.98
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by [23])
ψ(x) =
∑
l∈N
∫
B
ϕl(x, k)φl(k)dk .
The family of functions {φl(k)}l∈N is called the crystal momentum representation
of the wave function ψ and it is defined as
φl(k) =
∫
R
ϕl(x, k)ψ(x)dx .
By construction any function φl(k) is a periodic function and the transformation
ψ ∈ L2(R, dx)→ Uψ := {φl}l∈N ∈ H := ⊗l∈NL2(B, dk) (11)
is unitary:
‖ψ‖2L2(R,dx) =
∑
l∈N
‖φl‖2L2(B,dk) .
Let Wl(x) be the basic Wannier function associated to the l-th band, that is
Wl(x) =
√
a
2pi
∫
B
ϕl(x, k)dk .
We define a family of Wannier functions {Wl,n(x)}l∈N,n∈Z as
Wl,n(x) = Wl(x− na) =
√
a
2pi
∫
B
ϕl(x, k)e
−inakdk .
Basically, in the semiclassical limit of h small, the Wannier function Wl,n is localized
on the n-th well, that is in a neighborhood of xn. The following properties hold
true ∫
R
Wl,n(x)Wm,n(x)dx = δ
m
l ,
∑
l∈N , n∈Z
Wl,n(x)Wl,n(x
′) = δ(x− x′)
and we have the following relation between the Wannier and the Bloch functions:
ϕl(x, k) =
√
a
2pi
∑
n∈Z
einaxWl,n(x) .
If we set
cnl =
∫
R
Wl,n(x)ψ(x)dx
then we may represent a wave function ψ as
ψ ∈ L2 →Wψ = {cnl }l∈N, n∈Z ∈ `2(N× Z)
Such a transformation W is unitary
‖ψ‖2L2 =
∑
l∈N , n∈Z
|cnl |2
with inverse
ψ(x) =
∑
l∈N , n∈Z
cnl Wl,n(x) . (12)
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Remark 5. The standard “tight binding” model is obtained by substituting (12)
in (3), and it reduces (3) to a discrete nonlinear Schro¨dinger equation. In fact,
in order to improve the estimate of the remainder terms of the discrete nonlinear
Schro¨dinger equation we decompose the wave function ψ(x) on a different base where
the vectors of such a base are obtained by means of the single well semiclassical
approximation described in §3.2.
3.2. Semiclassical construction. Here we restrict our attention to just one band,
say the first one [Eb1, E
t
1]. By assuming h small enough then the gap between the
first band and the remainder of the spectrum is open, see equation (9). Let Π
be the spectral projection of HB on the first band; by [10] we can find a “good”
orthonormal basis {un}n∈Z of Π
[
L2(R)
]
.
In one dimension let
dA(x, y) =
∫ y
x
√
V (q)dq
be the Agmon distance between x and y (associated to the energy level correspond-
ing to the minimum value V (x0) = 0 of the potential V (x)) and let
S0 = dA(xn, xn+1) (13)
be the Agmon distance between two adjacent wells; by periodicity of the potential
V (x) then S0 is independent of the index n.
Here we summarize some important properties of {un}n∈Z (see [10] and Appendix
A by [13]). Let V˜ be the “single well potential” obtained by filling all the well, but
one; that is V˜ (x) = V (x) + θ(x) where θ(x) is a smooth and non negative function
such that θ(x) = 0 in a small neighborhood (x0 − δ, x0 + δ) of x0 and θ(x) > ε
for any x /∈ (x0 − 2δ, x0 + 2δ) for some ε > 0 and 0 < δ < 14a is fixed. Then the
operator H˜ = −h2 d2dx2 + V˜ has discrete spectrum in the interval [0, ε] and we call
such eigenvalues single well states. We denote by Λ1 the first one, the so called
“single well ground state”, and by w0(x) the associated eigenvector.
Remark 6. By means of semiclassical arguments it follows that [16, 33, 34]
dist
(
Λ1, [E
b
1, E
t
1]
)
= O˜
(
e−S0/h
)
.
Furthermore,
Eb2 − Λ1 ≥ Ch
for some C > 0.
If we denote wn(x) = w0(x−na) then the family {wn}n∈Z is a family of linearly
independent vectors localized on the n−th well. Then, taking their projection
Πwn on Π
[
L2(R)
]
and orthonormalizing the obtained family we finally get the
base {un}n∈Z of Π
[
L2(R)
]
.
Lemma 1. The vectors un of the orthonormal base of Π[L
2(R)] are such that:
i. The matrix with real-valued elements 〈um, HBun〉 can be written as
(〈um, HBun〉) = Λ11− βT + D˜,
where T is the tridiagonal Toeplitz matrix, i.e.,
(T )m,n =
{
0 if |m− n| 6= 1
1 if |m− n| = 1 ,
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β > 0 is such that for any ρ > 0 then
1
C
e−(S0+ρ)/h ≤ β ≤ Ce−(S0−ρ)/h (14)
for some positive constant C := Cρ > 0, and the remainder term D˜ is a
bounded linear operator from `p(Z) to `p(Z) with bound
‖D˜‖L(`p→`p) ≤ Ce−(S0+ζ)/h , p ∈ [1,+∞] , (15)
for some positive constant ζ > 0 independent of h and p, and for some
positive constant C which depends only on p.
ii. Let Ta be the translation operator (Taψ) (x) = ψ(x − a), where a is the
period of V . Then, un = T
n
a u0.
iii. All the functions un can be chosen to be real-valued by means of a suitable
gauge choice.
iv. For any ρ′, ρ′′ > 0 and for some positive constant C > 0 independent on
the indexes n and m, we have that
‖umun‖L1 ≤ Ce−[(S0−ρ
′)|m−n|−ρ′′]/h , m 6= n .
v. There exists a constant C > 0 independent of h such that∥∥∥∥∥∑
n∈Z
|un|
∥∥∥∥∥
L∞
≤ Ch−1/2 .
vi. For any p ∈ [2,∞], ‖un‖Lp ≤ Ch−(p−2)/4p, and
∥∥dun
dx
∥∥
L2
≤ Ch−1/2, where
the constants C > 0 are independent of h and n.
4. Construction of the discrete nonlinear Stark-Wannier equation
Let Π the projection operator associated to the first band [Eb1, E
t
1] of HB (see
§3.1) and let Π⊥ = 1−Π. Let
ψ = ψ1 + ψ⊥ where ψ1 = Πψ and ψ⊥ = Π⊥ψ . (16)
By the Carlsson’s construction resumed in §3.2 we may write ψ1 by means of a
linear combination of a suitable orthonormal base {un}n∈Z of the space Π
[
L2(R)
]
,
that is
ψ1(x) =
∑
n∈Z
cnun(x) . (17)
where un ∈ H1(R) and
c = {cn}n∈Z ∈ `2R(Z)
because ψ, and then ψ1, is a real-valued function by Remark 3 and un are real valued
too since Lemma 1.iii. In fact, when we make use of the fixed point argument in
§7 and when we prove the existence result of stationary solutions in §8 we work
with vectors c ∈ `1(R); then in the sequence we may assume that c ∈ `p(R) for any
p ∈ [1,+∞].
Remark 7. By construction
‖ψ1‖Lp =
∥∥∥∥∥∑
n∈Z
cnun
∥∥∥∥∥
Lp
≤
∑
n∈Z
|cn|max
n
‖un‖Lp ≤ ‖c‖`1‖u0‖Lp
≤ Ch−(p−2)/4p‖c‖`1
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by Lemma 1.ii and Lemma 1.vi.
Remark 8. We must underline that the standard tight-binding model is constructed
by making use of the Wannier functions (see (12)) instead of (16) and (17). In
fact, the decomposition (12) turns out to be more natural and it has the advantage
to work for any range of h; decompositions (16) and (17) are more powerful than
(12) in the semiclassical regime of h 1 and they have the great advantage that the
vectors un are explicitly constructed by means of the semiclassical approximation
(see Lemma 1).
By inserting (16) and (17) in equation (7) then it takes the form{
λcn = 〈un, HBψ〉+ F 〈un,Wψ〉+ η〈un, ψ3〉 , n ∈ Z
λψ⊥ = Π⊥HBψ + FΠ⊥Wψ + ηΠ⊥ψ3
, (18)
where c ∈ `2R and ψ⊥ are such that
‖ψ‖2L2 = ‖c‖2`2 + ‖ψ⊥‖2L2 .
The following result immediately follows by Lemma 1.
Lemma 2. We have that
〈un, HBψ〉 = Λ1cn − β(cn+1 + cn−1) + rn1 ,
where β satisfies (14) and
rn1 :=
∑
m∈Z
D˜n,mcm
where D˜n,m is defined by Lemma 1.i and it satisfies to the following estimate for
some ζ > 0: let r1 = {rn1 }n∈Z and c = {cn}n∈Z ∈ `pR, then
‖r1‖`p ≤ Ce−(S0+ζ)/h‖c‖`p , ∀p ∈ [1,+∞] ,
for some positive constant C := Cp > 0.
Let dA(x, y) be the Agmon distance between two points x, y ∈ R and let S0 :=
dA(xn, xn+1), n ∈ Z, be the Agmon distance between the bottoms xn and xn+1
of two adjacent wells of the periodic potential V (for further details see §3.2); by
periodicity S0 does not depend on the index n.
Lemma 3. We have that
〈un,Wψ〉 = aξ˜(n)cn + rn2 + rn3 ,
where for any ρ > 0 there exists C := Cρ such that
‖r2‖`1 ≤ Ce−(S0−ρ)/h‖c‖`1
and there exists C > 0 such that
‖r3‖`1 ≤ C‖ψ⊥‖L2 .
Furthermore, |ξ˜(n)| ≤ C for any n because W is bounded, and
ξ˜(n) =
C0
a
+ ξ(n) + O˜
(
e−S0/h
)
(19)
where ξ(n) is a bounded function such that
ξ(n) = n if |n| ≤ N , and C0 =
∫ a+
a−
x|u0(x)|2dx
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where a± are such that a− < x0 = 0 < a+ and dA(a−, x0) = d(x0, a+) = 12S0; by
construction a+ − a− = a.
Proof. By inserting (16) and (17) in 〈un,Wψ〉 one gets
〈un,Wψ〉 = 〈un,Wψ1〉+ 〈un,Wψ⊥〉
= 〈un,Wun〉cn +
∑
m 6=n
〈un,Wum〉cm + 〈un,Wψ⊥〉 .
Now, we set
rn2 =
∑
m 6=n
〈un,Wum〉cm , rn3 = 〈un,Wψ⊥〉 and ξ˜(n) =
1
a
〈un,Wun〉 .
Estimates of r2 = {rn2 }n∈Z and r3 = {rn3 }n∈Z directly come from the properties
collected in Lemma 1. Indeed
|〈un,Wum〉| ≤ ‖W‖∞‖unum‖L1 ≤ Ce−[(S0−ρ
′)|m−n|−ρ′′]/h
for any ρ′, ρ′′ > 0 and some C > 0, because W is bounded; hence the estimate
‖r2‖`1 ≤
∑
n
∑
m 6=n
|〈un,Wum〉| |cm| ≤ Ce−(S0−ρ)/h‖c‖`1
follows. Similarly,
‖r3‖`1 =
∑
n
|〈un,Wψ⊥〉| ≤
〈∑
n
|un|χΩ, |Wψ⊥|
〉
≤ C‖ψ⊥‖L2
where χΩ is the characteristic function and where Ω is the compact support of W .
Concerning estimate (19) we consider the term 〈un,Wun〉 when |n| ≤ N ; let
〈un,Wun〉 =
∫ na+a+
na+a−
W (x)|un(x)|2dx+
+
∫ na+a−
−∞
W (x)|un(x)|2dx+
∫ +∞
na+a+
W (x)|un(x)|2dx
where∫ na+a+
na+a−
W (x)|un(x)|2dx =
∫ na+a+
na+a−
x|un(x)|2dx
= C0 + na
∫ a+
a−
|u0(y)|2dy = C0 + na
[
1 + O˜
(
e−S0/h
)]
because un(y + na) = u0(y), Lemma 1.ii and Lemmata 4.iii and 7 by [13]. More
precisely, let Ω0 = R \ [a−, a+] then∫ a+
a−
|u0(y)|2dy = 1−
∫
R
|χΩ0(y)|2|u0(y)|2dy
where χΩ0 is the characteristic function on Ω0. Then (the properties below con-
cerning w0 are given in Lemma 4.iii by [13], where w0(x) is the single well ground
state defined in §3.2)
‖χΩ0u0‖L2 ≤ ‖χΩ0w0‖L2 + ‖χΩ0(u0 − w0)‖L2 ≤ O˜(e−S0/2h) + O˜(e−S0/h)
= O˜(e−S0/2h) .
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Hence, ∫ a+
a−
|u0(y)|2dy = 1− O˜(e−S0/h) .
Concerning the estimate of the remainder terms we have that∣∣∣∣∫ na+a−−∞ W (x)|un(x)|2dx
∣∣∣∣ ≤ C ∫
R
χ2(−∞,na+a−)(x)|un(x)|2dx = O˜
(
e−S0/h
)
because W is bounded and by making use of the same arguments as before. Simi-
larly we get the same estimate for
∫ +∞
na+a+
W (x)|un(x)|2dx. 
Remark 9. By construction and since u0 is normalized to one it follows that
|C0| ≤ C for some positive constant C > 0 independent of h.
Finally, concerning the nonlinear term we recall the following result which follows
by [13] (where we choose σ = 1, for the purpose of completeness the detailed proof
is given in a separate appendix).
Lemma 4. We have that
〈un, ψ3〉 = C1c3n + rn4 ,
where
C1 = ‖un‖44 ≡ ‖u0‖44
and
rn4 =
(〈un, ψ3〉 − C1c3n)
satisfies to the following estimate: let r4 = {rn4 }n∈Z, then for any ρ > 0 there exists
C := Cρ such that
‖r4‖`1 ≤ C
[
h−1/2‖ψ⊥‖3H1 + ‖c‖`1‖ψ⊥‖2H1 + ‖c‖2`1h−1/4‖ψ⊥‖H1 + ‖c‖3`1e−(S0−ρ)/h
]
Remark 10. By Lemma 1.vi it follows that C1 ∼ h−1/2 as h goes to zero.
Therefore, equation (18) takes the form{
λcn = (Λ1 + FC0)cn − β(cn+1 + cn−1) + Fξ(n)acn + ηC1c3n + rn ,
λψ⊥ = HBψ⊥ + FΠ⊥Wψ + ηΠ⊥ψ3
(20)
where
rn = rn1 + F (r
n
2 + r
n
3 ) + ηr
n
4 + Fr
n
5 , r
n
5 := a
[
ξ˜(n)− ξ(n)− C0
a
]
cn . (21)
Definition 1. We define the discrete nonlinear Stark-Wannier equation (hereafter
DNLSWE) as
λgn = (Λ1 + FC0)gn − β(gn+1 + gn−1) + Fξ(n)agn + ηC1g3n (22)
where g = {gn}n∈Z ∈ `2R(Z).
As already explained in Remark 2 we expect that the solutions to equation (22)
are displaced, when ξ(n) ≡ n (corresponding to the case W (x) ≡ x), on regular
ladders, that is the solutions λ are of the form λj = λ0 + jFa for some λ0 ∈ R
and any j ∈ Z. We will call, hereafter, the value λj as the j-th rung of the
ladder connected to λ0. In the case that W (x) is a linear function on an interval
[−Na,Na], according with Hyp. 2, then we will see that the structure of the ladder
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locally occurs, so even in such a case we may speak of rungs of such a kind of ladders
of stationary solutions.
5. Anticontinuous limit of the DNLSWE
Let us set
λ˜ := λ− (Λ1 + FC0) , ν := ηC1 , f := Fa (23)
where
f ∼ h2 , ν ∼ h3/2 and β = O˜
(
e−S0/h
)
(24)
since Remark 10 and Lemma 1.i. For argument’s sake, we assume that f , ν ≥ 0.
Hence (22) takes the form
λ˜gn = −β (gn+1 + gn−1) + fξ(n)gn + νg3n . (25)
and in the anticontinuous limit β → 0 then (25) becomes(
λ˜− νd2n
)
dn = fξ(n)dn ,d = {dn}n∈Z ∈ `2R(Z) . (26)
5.1. Finite-mode solutions to the anticontinuous limit equation (26). Here,
we look for stationary solutions d ∈ `2R to (26) under the normalization condition
‖d‖2`2 =
∑
n∈Z
d2n = 1 .
Definition 2. We say that the anticontinuous limit equation (26), under the nor-
malization condition ‖d‖`2 = 1, has a one-mode solution if there exists a set S ⊂ Z,
hereafter called solution-set, with finite cardinality, a real value µS and a normalized
vector dS = {dSn}n∈Z ∈ `2R(Z) where µS and dS solve(
µS − νd2n
)
dn = fξ(n)dn , with dn 6= 0 if n ∈ S (27)
and where dSn = 0 if n /∈ S. The real value µS is hereafter called the “energy”
associated to the stationary solution dS.
When ν = 0 then we simple recover a (kind of) Stark-Wannier ladder, that
is the solution-sets are given by simple sets of the form S = {j} for any j ∈ Z
and we have a family of admitted “energies” µS = fξ(j) with associated stationary
solutions d =
{
δjn
}
n∈Z. In fact, it is an exact Stark-Wannier ladder when ξ(n) ≡ n.
Assume now that the effective nonlinearity strength is not zero, that is ν > 0
for argument’s sake. In such a case, equation (27) has finite mode solutions dS =
{dSn}n∈Z, associated to sets S ⊂ Z with finite cardinality N = ]S <∞, given by
dSn =
{
0 if n /∈ S
±
[
µS−fξ(n)
ν
]1/2
if n ∈ S , (28)
with the condition
µS − fξ(n) > 0 , n ∈ S , (29)
because we have assumed that dSn ∈ R and ν > 0. The normalization condition
reads
1 = ‖dS‖`2 =
∑
n∈S
(dSn)
2 =
∑
n∈S
µS − fξ(n)
ν
. (30)
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In the case N = 1 then S = {j} again for any j ∈ Z and (30) reduces to
µS = ν + fξ(j)
where condition (29) holds true because we have assumed that ν > 0; the associated
stationary solution dS takes the form:
dSn =
{
0 if n 6= j
±1 if n = j .
That is we recover a kind of (perturbed) Stark-Wannier ladder.
Remark 11. From this fact we can conclude that the anticontinuous limit (26)
always admits a ladder-type family of normalized one-mode solutions.
5.2. Finite-mode solutions to equation (27) associated to solution-sets S
with finite cardinality bigger that 1. In order to look for finite-mode solutions
with N > 1 the normalization condition (30) implies that
µS =
ν
N +
f
N
∑
n∈S
ξ(n) with max
n∈S
ξ(n) <
µS
f
. (31)
5.2.1. Existence of finite-mode solutions. Stationary solutions dS associated to the
energy (31) are given by
dSn =
{
0 if n /∈ S
±
[
1
N +
f
νN
∑
`∈S ξ(`)− fν ξ(n)
]1/2
if n ∈ S . (32)
In the case N = 2 let S = {j, j + `1} with `1 > 0. The eigenvalue equation (31)
becomes
µS =
ν
2
+
f
2
[ξ(j) + ξ(j + `1)] (33)
where condition maxn∈S ξ(n) < µ
S
f becomes
fξ(j + `1) <
1
2
ν +
1
2
f [ξ(j) + ξ(j + `1)] ,
that is
0 ≤ [ξ(j + `1)− ξ(j)] < ν
f
. (34)
In conclusion, if
- νf ≤ [ξ(j + `1)− ξ(j)] then (34) is not satisfied and there are no station-
ary solutions associated to solution-sets of the form S = {j + `1, j} with
cardinality 2;
- 0 ≤ [ξ(j + `1)− ξ(j)] < νf we have a family of two-mode solutions associ-
ated to solution-sets S = {j, j + `1} with µS given by (33) and where
dSn =

0 if n 6= j, j + `1
±
[
1
2 +
1
2
f
ν (ξ(j + `1)− ξ(j))
]1/2
if n = j
±
[
1
2 − 12 fν (ξ(j + `1)− ξ(j))
]1/2
if n = j + `1
Finally, we can extend such an argument to any integer number N > 1 obtained
the following result.
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Figure 1. In the left panel we plot the 4 solutions dS1 corre-
sponding to the solution-set S1 = {0, 3, 4}. In the right panel we
plot the solutions dS1 and dS2 given by (32) with sign +, corre-
sponding to the solution-sets S1 and S2 = {0, 2, 5}; both solutions
are associated to the same value of the energy µ.
Theorem 1. Let S = {j + `0, j + `1, . . . , j + `N−1}, with j ∈ Z and 0 = `0 < `1 <
`2 < . . . < `N−1 positive integer numbers such that
ξ (j + `N−1) <
ν
fN +
1
N
N−1∑
k=0
ξ (j + `k) (35)
Then S is a solution-set connected to the j-th rung of a (kind of) Stark-Wannier
ladder and equation (27) has a N -mode solution with
µS =
ν
N +
f
N
N−1∑
k=0
ξ (j + `k) (36)
and associated normalized stationary solution given by (32).
Remark 12. We should underline that some of such a solution may be associated
to the same “energy” µS. For instance let N > 5 and let us consider the sets
S1 = {0, 3, 4} and S2 = {0, 2, 5}. Recalling that ξ is a linear function in both
sets S1 and S2 then they are associated to the same value (where we assume, for
argument sake, that a = 1 and C0 = 0) of energy
µ =
1
3
ν +
7
3
f .
In Figure 1 - left panel - we plot the 4 solutions (32) corresponding to the set S1.
In Figure 1 - right panel - we plot the solutions (32) with sign +, corresponding to
the sets S1 and S2.
Remark 13. If the solution-set S = {0, `1, . . . , `N−1} ⊂ [−N,+N ] then ξn(`),
` ∈ S, is linear and thus we locally recover a Stark-Wannier ladder structure. That
is S′ = {j, j+`1, . . . , j+`N−1} is a solution-set too, provided that |j|, |j+`N−1| ≤
N , and µS
′ − µS = jf . We will say that µS is connected with the 0-th rung of the
ladder, and that µS
′
is connected with the j-th rung of the ladder.
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Remark 14. In the limit of h small enough then νf =
ηC1
Fa ∼ C1 ∼ h−1/2 since
Remark 10 and (24); therefore the stationary solutions dS takes the value dSn = 0 if
n /∈ S and dSn ∼ ±1 if n ∈ S, and the energy µS belongs to an interval with center
ν ∼ Ch3/2, for some C > 0, and with amplitude of order h2.
5.2.2. Bifurcation of stationary solutions. We consider solution-sets S associated
to a given rung of the (kind of) Stark-Wannier ladder satisfying the condition
S ⊆ [−N,+N ] where ξ(n) is a linear function. That is we consider energies µS in
the interval [ν−fN, ν+fN ]. We can see that stationary solutions to equation (27)
associated to such solution-sets S may bifurcate when the ratio ν/f is a positive
integer number.
In order to count how many stationary solutions we have let us introduce the
following function (see Abramowitz and Stegun [1], p. 825).
Definition 3. Let Q(n), n ∈ N, be the number of ways of writing the integer
number n as a sum of positive integers without regard to order, with the constraint
that all integers in a given partition are distinct.
E.g.: Q(1) = 1, Q(2) = 1, Q(3) = 2 and Q(4) = 2.
Theorem 2. When ν/f takes the value of a positive integer number then stationary
solutions to (27), associated to solution-set S ⊂ [−N,N ], bifurcate. Furthermore,
the total number of solutions-sets S associated to a given rung of the (kind of)
Wannier-Stark ladder, assuming that all these sets S are contained in the interval
[−N,+N ], is given by
M(ν/f) =
∑
0<n<ν/f
Q(n) . (37)
Proof. First of all, because the stationary problem (27) is translation invariant
n→ n+ ` and µS → µS − f`, provided that the solution-sets are contained in the
interval [−N,N ], then we can always restrict ourselves to the 0-th rung of the ladder
such that minS = 0, that is the solution-set has the form S = {0, `1, . . . , `N−1}
with 0 < `1 < `2 < . . . < `N−1 < N positive and integer numbers. Hence, (31)
becomes
µS =
ν
N +
f
N
∑
`∈S
` .
and condition (29) implies the following condition on the solution-set S
ν
f
> N maxS −
∑
`∈S
` =
∑
`∈S
[maxS − `] >
∑
`?∈S?
`? (38)
where
S? = {`? := maxS − ` : ` ∈ S} .
Let S?(ν/f) be the collection of sets S? satisfying (38), and let Q?(n) be the
collection of sets of all non negative integer numbers, including the number 0,
which sum is equal to n, without regard to order with the constraint that all
integers in a given partition are distinct; e.g. Q?(1) = {{0, 1}}, Q?(2) = {{0, 2}}
and Q?(3) = {{0, 3}, {0, 1, 2}}. Hence, by construction
S?(n+ 1) = S?(n) ∪Q?(n) .
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Figure 2. Here we plot the values of µ/f associated to station-
ary solution-sets S such that minS = 0 and where N = 1, 2, 3;
we can see a cascade of bifurcations when ν/f increases. Full
line represents the solution corresponding to the 0-th rung of the
Stark-Wannier ladder localized on the 0-th cell (N = 1), broken
lines represent the solutions of the same rung of the Stark-Wannier
ladder localized on two cells (N = 2), and finally point lines rep-
resent the solutions of the same rung of the Stark-Wannier ladder
localized on three cells (N = 3).
In conclusion, we have shown that the counting function M(ν/f) defined as the
number of solution-sets S of integer numbers satisfying the conditions (38) and
such that minS = 0, is given by
M(ν/f) =
∑
0<n<ν/f
Q(n) .
Theorem 2 is so proved. 
Remark 15. A cascade of bifurcation points, when ν/f takes the value of any
positive integer, occurs; indeed, when the ratio ν/f becomes larger than a positive
integer n then Q(n) new stationary solutions appear. This fact can be seen in
Figure 2, where we plot the values of µ/f , when ν/f belongs to the interval [0, 10],
associated to solution-sets S such that minS = 0, that is we plot the value of
energies associated to the 0-th rung of the (kind of) Wannier-Stark ladder. By
translation µ → µ + jf , j ∈ Z, and thus this picture occurs for each rung of the
ladder and then the collection of values of µ associated to stationary solutions is
going to densely cover intervals of the real axis.
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Remark 16. One can see that M(ν/f) grows quite fast, indeed the following as-
ymptotic behavior holds true [1]:
Q(n) ∼ e
pi
√
n/3
4 · 31/4n3/4 as n→∞ .
Hence
M(n) ∼ 1
2
erfi
[√
pi(n/3)1/4
]
∼ exp
[
pi(n/3)1/2
]
2pi(n/3)1/4
as n goes to infinity, where erfi(x) = −i erf(ix) is the imaginary error function. In
particular, because (see Remark 14) νf ∼ C1 ∼ h−1/2, then we have that the energy
µ lies in an interval [ν − fN, ν + fN ] with center at ν ∼ h3/2 and amplitude of
order h2, and the number of stationary solutions is of order
M
(
ν
f
)
∼ h1/8eCh−1/4 as h goes to zero,
for some positive constant C. That is the energy spectrum densely fill the interval
[ν − fN, ν + fN ] when h goes to zero.
Remark 17. Since we assumed that the parameters ~, m, α1 and α2 are fixed and
that   1 then the rescaling (2) immediately implies that the effective nonlinear
coupling strength parameter η is of order h2, where h plays the role of a semiclassical
parameter. Hence, the bifurcation parameter is such that
ν
f
=
ηC1
Fa
∼ h−1/2  1
and we have a dense energy spectrum. One can also consider the case where the
parameters depend on ; a similar approach has been used, e.g., by [12]. If the
nonlinear coupling strength parameter α2 depends on some power by  then η ∼ hu
for some power u and
ν
f
=
ηC1
Fa
∼ hu−5/2 .
If u < 52 then we have a dense energy spectrum as in the case above; if u >
5
2 then
we have a single Stark-Wannier ladder; if u = 52 then we observe the bifurcation
phenomenon.
5.2.3. When do N -mode stationary solutions arise from (N − 1)-mode stationary
solutions? If one looks with more detail the bifurcation cascade one can see that
we have N -mode solutions for any value of N , provided that S ⊂ [−N,N ] for some
N large enough. Let us restrict our analysis, for sake of simplicity, to solution-sets
S contained in the interval [−N,N ] where ξ(n) is a linear function.
As said above, N -mode stationary solutions are associated to solution-sets of the
form
S = {j, j + `1, . . . , j + `N−1} (39)
under condition (29). Now, let us consider, as a particular family of N -mode
solutions, solution-sets of the form (39) for any j ∈ Z and `r+1 − `r = 1, assuming
that |j|, |j +N − 1| ≤ N . They are associated to
µS =
ν
N + fj +
1
2
f(N − 1)
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and then condition (29) implies that
N (N − 1)
2
<
ν
f
Hence, we can observe a second bifurcation phenomenon: stationary solutions as-
sociated to solution-sets with N elements arise from stationary solutions associated
to solution-sets with N − 1 elements when ν/f becomes bigger than the critical
value 12N (N − 1).
We can summarize such a result as follows
Theorem 3. If ν/f < N (N − 1)/2 then stationary solutions to (26), associated
to solution-sets S ⊂ [−N,+N ], are localized on a number of sites less than N , at
ν/f = N (N − 1)/2 a stationary solution localized on N − 1 sites bifurcates and a
new stationary solution localized on N sites arises.
6. Existence of solutions to the DNLSWE
Let µS and d b a finite-mode solution to (26) associated to a solution-set S
given by Theorem 1. Now, we will prove, by a stability argument, that this
solution becomes a solution to (25) when β is small enough. To this end we have
to remind that β goes to zero when h goes to zero according with Lemma 1.i.
Theorem 4. Let νf /∈ N. Let S be a solution-set to (26) with associated energy
µS and normalized stationary solution dS given by (28). We assume that S ⊂
[−N,N ]. Then, if β is small enough there exists a stationary solution gS ∈ `1R to
the DNLSWE (25) associated to λ˜ = µS and such that
‖gS − dS‖`1 = O˜
(
e−S0/h
)
and ‖gS‖`2 = 1 + O˜
(
e−S0/h
)
.
Proof. First of all let us recall that from Remark 14 then µS ∼ Ch3/2 6= 0. In the
following let us omit the upper letters S in dS and gS for sake of simplicity. If we
rescale gn =
[
λ˜
ν
]1/2
g′n and dn =
[
λ˜
ν
]1/2
d′n, and if we set β′ = β/λ˜ and f ′ = f/λ˜
then equations (25) and (26) take the form(
1− g′2n
)
g′n = β
′(g′n+1 + g
′
n−1) + f
′ξ(n)g′n . (40)
with anticontinuous limit(
1− d′2n
)
d′n = f ′ξ(n)d′n . (41)
Therefore, any solution λ˜ and g to (25) is associated to a solution g′ to (40), and
all the solutions d′ to (41) associated to the values λ˜ = µS given by Theorem 1 are
isolated in `1 by construction when there are no bifurcations, that is for νf /∈ N.
Let F1 : (−δ,+δ)× `1R(Z)→ `1R(Z) be the map defined as
(F1(β′,g′))n := −
(
1− g′2n
)
g′n + β
′(g′n+1 + g
′
n−1) + f
′ξ(n)g′n .
We are going to look for solutions g′(β′) to equation F1(β′,g′) = 0; where we
already know that equation F1(0,d′) = 0 has solutions d′ associated to the ones
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given by Theorem 1. We may extend the solutions to (41), obtained in the anti-
continuous limit β′ → 0, to the solutions to equation (40) for β′ small enough if
the tridiagonal matrix
T (β′) := (Dg′F1) (β′,g′) = tridiag(β′, f ′ξ(n)− 1 + 3g′2n, β′) ,
obtained deriving the previous equation by g′n, is not singular at β
′ = 0, where g′n
takes the value of a solution d′n to (32) obtained for β′ = 0. The linearized map
(Dg′F1) (0,d′) can be written as diag(Tn), where
Tn =
fξ(n)
µS
− 1 + 3d′2n and d′2n =
{
0 if n /∈ S
µS−fξ(n)
µS
if n ∈ S . (42)
Hence
Tn =
{
fξ(n)−µS
µS
if n /∈ S
−2 fξ(n)−µS
µS
if n ∈ S
.
Lemma 5. Let h be small enough, then it follows that
inf
n∈Z
|Tn| > 1
2
.
Proof. Assume at first that N = 1. In this case S = {j} for any j ∈ Z such that
|j| ≤ N and
µS = ν + fξ(j) = ν + fj + f
C0
a
+ O˜
(
e−S0/h
)
as h goes to zero, because of Lemma 3. Hence
Tn =
f [ξ(n)− ξ(j)]− ν
µS
+ O˜
(
e−S0/h
)
.
Recalling now that ν = ηC1 ∼ h3/2 and f = Fa ∼ h2 then Tn ∼ −1. Similarly,
we can easily extend such arguments to any integer number N > 1. In this case
S = {j, j + `1, . . . , j + `N−1}, for j ∈ Z and `k ∈ N such that |j|, |j + `k| < M ,
k = 1, . . . ,N − 1. Then
µS =
1
N ν +
f
N
∑
`∈S
`+ f
C0
a
∼ h3/2 ;
hence
Tn =
f(N ξ(n)−∑`∈S `− NC0a )− ν
NµS ∼ −1 ,∀n .
The proof of the Lemma is so completed.

Now we are ready to conclude the proof of Theorem 4. Indeed, by Lemma
5, the linearized map (Dg′F1) (0,d′) is invertible with inverse uniformly bounded.
Therefore, by the Implicit Function Theorem, there exists a neighborhood U of 0
such that if β′ belongs to such a neighborhood U then there exists a unique solution
g′ := g′(β′) to equation F1 (β′,g′) = 0 in a `1-neighborhood of d′, where d′ is an
isolated solution to F1 (0,d′) = 0 because bifurcations occur at νf ∈ N. Since
β′ = O˜ (e−S0/h), for any h small enough, then β′ ∈ U for any h ∈ (0, h?) for
some h? > 0. From this fact and because the map β′ → g′(β′) is C1 then we
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can conclude that when h is small enough then there exists a solution g′ ∈ `1R to
equation F1 (β′,g′) = 0 such that
‖g′ − d′‖`1 = O˜
(
e−S0/h
)
. (43)
By construction it follows also that when λ˜ = µS then
‖d‖`2 = 1 , ‖d′‖`2 =
(
ν
µS
)1/2
and ‖g′‖`2 =
(
ν
µS
)1/2
‖g‖`2
hence
| ‖g‖`2 − 1| ≤ ‖g − d‖`2 ≤ ‖g − d‖`1 = O˜
(
e−S0/h
)
from (43). Then the proof of the Theorem is given. 
Remark 18. Since we can always normalize gS to 1 by means of suitable rescaling
of the nonlinearity parameter ν we can conclude that gS is a normalized solution to
(25) associated to µS for some ν˜ = ν + O˜ (e−S0/h). Furthermore, by construction
(see §3.2), the map ν → µS(ν) is C1 when we are far form the bifurcation points
ν
f ∈ N; then we can conclude that for any ν fixed and such that νf /∈ N then
equation (25) has a solution λ˜ and gS where gS is normalized and it satisfies (43)
and λ˜ = µS + O˜ (e−S0/h).
7. Fixed point argument
Here, we go back to equation (18) and, at first, we justify the existence of ψ⊥
by means of a fixed point argument. Recalling that λ = λ˜ + (Λ1 + FC0) and
λ˜ = µS + O˜(e−S0/h) where µS ∈ [ν − fN, ν + fN ] and where |C0| ≤ C, then the
value of λ corresponding to µS is such that λ = Λ1 +ν+O(h2). Hence, we consider
the second equation of (18) for λ in a neighborhood of Λ1 with width of order h
3/2.
Theorem 5. Let νf /∈ N, ψ = ψ1 + ψ⊥ ∈ L2, where ψ1 = Πψ =
∑
n∈Z cnun and
ψ⊥ = Π⊥ψ, let h > 0 small enough. Let δ0 > 0 be any fixed real and positive
number, then for any c = (cn)n∈Z ∈ `1R(Z), with ‖c‖`1(Z) ≤ δ0, there exists a unique
smooth map
ψˆ⊥ : `1R(Z)→ H1(R)
such that ψ⊥ = ψˆ⊥(c) is a solution to the second equation of (18) for small h > 0.
Moreover, ψˆ⊥(c) is small as h→ 0 in the sense that there exists a positive constant
C > 0, dependent on δ0 and independent of h, such that
‖ψˆ⊥(c)‖H1 ≤ Ch1/2 . (44)
Proof. We make use here of same ideas already developed by [13] adapted to the
case of a tilted periodic potential. Let Λ1 be defined as in §3.2 and let E ∈ R be
fixed. Note that the operator HB+FW −(Λ1−ΓE) on Π⊥L2 has inverse operator
for h sufficiently small provided that
Γ = O(h3/2)
and thanks to the fact that the dist[Λ1, σ(Π⊥HB)] = O(h), that W is a bounded
operator, and that F = O(h2) from (4). Precisely, there exists a constant C > 0
independent of h such that
‖[HB + FW − (Λ1 − ΓE)]−1Π⊥‖L(L2→H1) ≤ Ch−1 .
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Then the second equation of (18) may be written as
ψ⊥ = F2(ψ⊥), (45)
where c ∈ `1R is fixed and where we set Λ1 = λ+ ΓE, ψ = ψ1 + ψ⊥ and
F2(ψ⊥) = Π⊥ [HB + FW − (Λ1 − ΓE)]−1 Π⊥
{−ηψ3 − FWψ1} . (46)
We are going to show that F2 is a contraction map in
Kγ = {ψ⊥ ∈ H1(R) ∩Π⊥L2(R) : ‖ψ⊥‖H1 ≤ γ}
for some γ > 0. Indeed, let ψ⊥, φ⊥ ∈ Kγ and let ψ = ψ1 + ψ⊥ and φ = ψ1 + φ⊥,
we have
‖F2(ψ⊥)‖H1 ≤ C
[ |η|
h
‖ψ3‖L2 + F
h
‖Wψ1‖L2
]
≤ |η|C
h
(‖ψ1‖3L6 + ‖ψ⊥‖3L6)+ Ch‖c‖`1
since Remark 7 and (4). Then, by the Gagliardo-Nirenberg inequality, it follows
that
‖ψ⊥‖3L6 ≤ C‖∂xψ⊥‖L2‖ψ⊥‖2L2 ≤ Cγ3
since ψ⊥ ∈ Kγ , and because by Remark 7 and Lemma 1.vi
‖ψ1‖3L6 ≤ Ch−1/2‖c‖3`1 ≤ Ch−1/2δ30
Hence
‖F2(ψ⊥)‖H1 ≤ C2 := C2(h) = C
[
|η|h−3/2 + |η|h−1γ3 + h
]
= Ch1/2 < γ
for some h small enough. Furthermore
F2(ψ⊥)−F2(φ⊥) = −ηΠ⊥ [HB + FW − (Λ1 − ΓE)]−1 Π⊥
(
ψ3 − φ3) ,
hence
‖F2(ψ⊥)−F2(φ⊥)‖H1 ≤ |η|C
h
(‖ψ‖2L4 + ‖φ‖2L4) ‖ψ⊥ − φ⊥‖H1
≤ C|η|h−1 (‖ψ⊥‖2L4 + ‖φ⊥‖2L4 + ‖ψ1‖2L4) ‖ψ⊥ − φ⊥‖H1
≤ C|η|h−1
(
‖∂xψ⊥‖1/2L2 ‖ψ⊥‖3/2L2 + ‖∂xφ⊥‖1/2L2 ‖φ⊥‖3/2L2 + h−1/4δ20
)
‖ψ⊥ − φ⊥‖H1
≤ C|η|h−1
(
γ1/2 + h−1/4δ20
)
‖ψ⊥ − φ⊥‖H1
≤ C3‖ψ⊥ − φ⊥‖H1
where
C3 := C3(h) = C|η|h−5/4 < 1
since
η = O(h2) .
Then there exists a unique solution ψˆ⊥ = ψˆ⊥(c) ∈ Kγ to equation (45) for small
h > 0. Moreover, by construction the solution ψˆ⊥ is given by
ψˆ⊥ =
∞∑
j=1
(ψ⊥,j − ψ⊥,j−1) + ψ⊥,0
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where ψ⊥,j = F2(ψ⊥,j−1) and ψ⊥,0 = 0. Hence
‖ψ⊥,j − ψ⊥,j−1‖H1 = ‖F2(ψ⊥,j−1)−F2(ψ⊥,j−2)‖H1
≤ C3‖ψ⊥,j−1 − ψ⊥,j−2‖H1
≤ Cj−13 ‖ψ⊥,1 − ψ⊥,0‖H1 ≤ C2Cj−13
and thus
‖ψˆ⊥‖H1 ≤
∞∑
j=1
C2C
j−1
3 =
C2
1− C3 ≤ Ch
1/2
for some positive constant C. This fact completes the proof. 
We must underline that ψ1 linearly depends on c and thus the map c→ ψˆ⊥(c)
is a smooth map. In particular the following result holds true.
Lemma 6. Let c ∈ `1R be such that ‖c‖`1 ≤ δ0, where δ0 is any fixed and positive
number. Then for any q such that ‖c + q‖`1 ≤ δ0 then ψˆ⊥(c + q) there exists and
it is such that
‖ψˆ⊥(c + q)− ψˆ⊥(c)‖H1 ≤ Ch‖q‖`1 .
Proof. Indeed, equation (45) becomes
ψ⊥ + ψq = F2 (ψ⊥ + ψq) (47)
where we set
ψ⊥ := ψˆ⊥(c) and ψq := ψˆ⊥(c + q)− ψˆ⊥(c) .
A straightforward computation gives that
F2 (ψ⊥ + ψq) = F2 (ψ⊥) +R
where
R = Π⊥ [HB + FW − (Λ1 − ΓE)]−1 Π⊥ ×
×
{
−η (3ψ2⊥ψq + 3ψ⊥ψ2q + ψ3q)− FW
(∑
n∈Z
qnun
)}
and (47) reduces to
ψq = R . (48)
The same arguments used in the proof of Theorem 5 yields to the following estimate
‖ψq‖H1 = ‖R‖H1
≤ C
[ |η|
h
(‖ψ⊥‖2L∞ + ‖ψ⊥‖L∞‖ψq‖L∞ + ‖ψq‖2L∞) ‖ψq‖L2 + |F |h ‖q‖`1
]
≤ Ch2‖ψq‖H1 + Ch‖q‖`1
because ‖ψ⊥‖H1 , ‖ψq‖H1 ≤ Ch1/2 and (4). Then ‖ψq‖H1 ≤ Ch‖q‖`1 immediately
follows. 
Remark 19. From Lemma 6 it follows that the linear map Dc(ψˆ⊥) satisfies the
estimate ∥∥∥Dc(ψˆ⊥)∥∥∥L(`1→H1) ≤ Ch .
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8. Existence of stationary solutions
Theorem 6. Let νf /∈ N and let h > 0 small enough. Let dS be a finite-mode nor-
malized solution associated to a solution-set S satisfying the assumption of Theorem
4. Then there exists a stationary solution ψS to equation (20) such that∥∥∥∥∥ψS −∑
n∈S
dSnun
∥∥∥∥∥
H1
≤ Ch1/4 .
Proof. Let us omit, for the sake of simplicity, the upper letter S. We have to
consider the first equation of (20) where λ˜, f and ν are defined by (23):
λ˜cn = −β(cn+1 + cn−1) + fξ(n)cn + νc3n + rn (49)
where rn is defined by (21) and where the map
(c, ψ⊥) ∈ `1R ×H1 → r = {rn}n∈Z ∈ `1R(Z)
is norm bounded by (see Lemma 2, Lemma 3, equation (24), Lemma 4 and Theorem
5)
‖r‖`1 ≤ ‖r1‖`1 + |F | [‖r2‖`1 + ‖r3‖`1 ] + |η| ‖r4‖`1 + |F |‖r5‖`1
≤ Ce−(S0+ζ)/h‖c‖`1 + Cρe−(S0−ρ)/h‖c‖`1 + C|F |h1/2 +
+Cρ‖c‖3`1e−(S0−ρ)/h + C|η|h1/4‖c‖2`1 + Cρe−(S0−ρ)/h‖c‖`1
for some ζ > 0 and for any ρ ∈ (0, S0), where C is a positive constant and Cρ is a
positive constant depending on ρ.
Now, let us consider the following mapping
(c, κ) ∈ `1R(Z)× R→ G(c, κ) = {Gn(c, κ)}n∈Z ∈ `1R(Z)
defined as
Gn(c, κ) = λ˜cn + β(cn+1 + cn−1)− fξ(n)cn − νc3n − κh−2rn (50)
where r := r(c) = r(c, ψ⊥) and where ψ⊥ = ψˆ⊥ (c) is the solution to the second
equation of (20) for small h > 0 given by Theorem 5.
By construction, Gn(c, 0) = 0 coincides with the discrete nonlinear Schro¨dinger
equation DNLSWE (22), while Gn(c, h2) = 0 coincides with equation (49).
Lemma 7. G is a C1 map in (c, κ). In particular:
i. for any fixed ρ ∈ (0, S0) there exists a positive constant C := Cρ > 0 such
that: he map r1 : `
1
R → `1R satisfies
‖ (Dcr1) (c)‖L(`1→`1) ≤ C(1 + ‖c‖2`1)e−(S0−ρ)/h. (51)
ii. the maps r2 : `
1
R → `1R and r5 : `1R → `1R are linear maps such that
‖ (Dcrj) (c)‖L(`1→`1) = O˜
(
e−S0/h
)
, j = 2, 5. (52)
iii. the map r3 : H1 → `1R does not directly depend on c and it is such that∥∥∥(Dcr3)(ψˆ⊥(c))∥∥∥
`1
≤ Ch (53)
for any c ∈ `1R such that ‖c‖`1 ≤ δ0.
iv. the map r4 : `
1
R ×H1 → `1R satisfies∥∥∥(Dcr4)(c,(ψˆ⊥(c)))∥∥∥L(`1→`1) ≤ Ch1/4‖c‖`1 . (54)
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In conclusion
‖Dcr(c)‖L(`1→`1) ≤ C
[
h9/4‖c‖`1 + h3 + (1 + ‖c‖2`1)e−(S0−ρ)/h
]
.
Proof. Estimate (51) has been already proved (see estimate (37) by [13]). Con-
cerning r2 we recall that it is the linear map defined in Lemma 3, hence Dcr2 is
independent of c and such that (see Lemma 1.iv): ‖Dcr2‖`1 = O˜
(
e−S0/h
)
, Simi-
larly for r5 as defined by (21). Concerning r3 we recall that is is defined in Lemma 3
and it does not directly depend on c, furthermore the estimate (52) on the `1-norm
comes from the fact that r3 linearly depends of ψ⊥ and from Lemma 6. Concerning
the term r4 it is defined as r
n
4 = 〈un, ψ3〉 − c3nC1; then immediately follows that
the map c→ r4
(
c, ψˆ⊥(c)
)
is smooth. Furthermore, a straightforward calculation
yields to the following expression
rn4 := r
n
4 (c, ψ˜1, ψ⊥) = 〈un, ψ3⊥〉+ 〈un, ψ˜31〉+ 3〈un, ψ⊥(cnun + ψ˜1)2〉+
+3〈un, (cnun + ψ˜1)ψ2⊥〉+ 3〈un, c2nu2nψ˜1〉+ 3〈un, cnunψ˜21〉
where we set ψ˜1 = ψ1− cnun =
∑
m6=n cmum. Since unψ˜1 = O˜(e−S0/h) by Lemma
1.iv then the leading term in rn4 is given by
rn4 (c, 0, ψ⊥) = 〈un, ψ3⊥〉+ 3c2n〈un, ψ⊥u2n〉+ 3cn〈un, unψ2⊥〉 .
From this fact and because ‖ψ⊥‖H1 ≤ Ch1/2 (Theorem 5), ‖Dcψˆ⊥‖L(`1→H1) ≤ Ch
(Remark 19), ‖un‖L∞ ≤ Ch−1/4 (Lemma 1.vi) and Lemma 1.v then it follows that
the leading term in Dcr4 is estimated by
6‖c‖`1 max
n
‖un‖2L2‖ψ⊥un‖L∞ ≤ Ch1/4‖c‖`1 .
By collecting all these facts and since (4) the the proof follows. 
Now, we fix δ0 ≥ 1, then
sup
‖c‖`1≤δ0
‖r‖`1 ≤ Ch9/4 and sup
‖c‖`1≤δ0
‖Dcr‖`1 ≤ Ch9/4 . (55)
Lemma 8. Let gS and λ˜ be a solution to equation G(gS , 0) = 0, as given by
Theorem 4; the linear map DcG(gS , 0) is one-to-one and onto.
Proof. Again, let us omit the upper letter S when this does not cause misunder-
standing. By construction, the linear map
DcG(gS , 0) : `1R → `1R
is associated to a tridiagonal matrix defined as
tridiag
(
β, λ˜− fξ(n)− 3νg2n, β
)
Here, we make use of the result given in Appendix A by [2]; in particular, because
β is exponentially small as h goes to zero we only have to check that∣∣∣λ˜− fξ(n)− 3g2nν∣∣∣ ≥ Ch3/2 > 0 (56)
uniformly holds true with respect to n, where gS is close to dS and λ˜ is close to
µS . Indeed, the left hand side of (56) turns out to be close to |λ˜Tn|, where Tn is
given by (42) and, by Lemma 5, it is such that |Tn| > 12 for any n; furthermore
λ˜ ∼ h3/2. From this fact and from the argument given in Appendix A by [2] then
the linear map DcG(gS , 0) is one-to-one and onto. 
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Now, we are ready to conclude the proof of Theorem 6. Le gS be the solution
to (22) associated to the finite-mode solution dS satisfying the assumptions of
Theorem 6. By the Implicit Function Theorem, there exist an h-independent δ > 0
such that if |κ| ≤ δ then there exists a unique solution c(κ) in a `1-neighborhood
of gS satisfying G(c, κ) = 0. Then we can conclude that there exists h? > 0 such
that for any h < h? there is a unique solution cS ∈ `1R to G(c, h2) = 0, and it is
such that
‖cS − gS‖`1 = O(h3/4) (57)
since |Tn| > Ch3/2 and (55). Then the Theorem follows where ψS = ψS1 + ψS⊥,
ψS1 =
∑
n∈Z c
S
nun and ψ
S
⊥ = ψˆ⊥(c
S), furthermore∥∥∥∥∥ψS −∑
n
dSnun
∥∥∥∥∥
H1
≤ ‖ψS⊥‖H1 +
∥∥∥∥∥ψS1 −∑
n
dSnun
∥∥∥∥∥
H1
≤ ‖ψS⊥‖H1 +
∥∥∥∥∥∑
n
(cSn − dSn)un
∥∥∥∥∥
H1
≤ ‖ψS⊥‖H1 +
[∥∥cS − gS∥∥
`1
+
∥∥gS − dS∥∥
`1
] ‖u0‖H1
≤ Ch1/2 + C
[
h3/4 + O˜
(
e−S0/h
)]
h−1/2 ≤ Ch1/4
because of Theorems 4, 5, equation (57) and Lemma 1.vi. Theorem 6 is so proved.

Appendix A. Proof of Lemma 4
Let us recall that ψ = ψ1 + ψ⊥ satisfies to the following estimates (see (28) and
(29) in [13])
‖∇ψ1‖L2 ≤ Ch−1/2‖c‖`1
and
‖ψ1‖L∞ ≤ Ch−1/4‖c‖`1 .
Moreover, from Lemma 1, the following inequalities hold true:
‖umun‖L1 ≤ Ce−[(S0−ρ
′)|m−n|−ρ′′]/h , m 6= n∥∥∥∥∥∑
n
|un|
∥∥∥∥∥
L∞
≤ Ch−1/2
‖un‖Lp ≤ Ch−(p−2)/4p ∀p ∈ [2,∞] and ‖∇un‖L2 ≤ Ch−1/2 .
Furthermore, we recall also the following Sobolev inequality (see Theorem 8.8 in
Brezis)
‖u‖L∞(R) ≤ C‖u‖H1(R) , ∀u ∈ H1(R) .
Now, let
rn4 = 〈un, ψ3〉 − C1c3n = fn1 + fn2
where we set
fn1 = 〈un, ψ31〉 − C1c3n
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and
fn2 = 〈un, ψ3 − ψ31〉 .
By the proof of Lemma 3 in [13] we have that for any ρ ∈ (0, S0) there exists
C := Cρ > 0 such that the vector f1 = {fn1 }n∈Z can be estimated as follows
‖f1‖`1 =
∑
n
|fn1 | ≤ C‖c‖3`1e−(S0−ρ)/h .
For what concerns the term f2 = {fn2 }n∈Z we observe that
fn2 = 〈un, (ψ1 + ψ⊥)3 − ψ31〉 = 〈un, ψ3⊥〉+ 3〈un, ψ2⊥ψ1〉+ 3〈un, ψ⊥ψ21〉
where ∑
n
∣∣〈un, ψ3⊥〉∣∣ ≤
〈∑
n
|un|, |ψ⊥|3
〉
≤
∥∥∥∥∥∑
n
|un|
∥∥∥∥∥
L∞
‖ψ⊥‖2L2‖ψ⊥‖L∞ ≤ Ch−1/2‖ψ⊥‖3H1
∑
n
∣∣〈un, ψ2⊥ψ1〉∣∣ ≤ ∑
n,m
|cm|
∣∣〈un, umψ2⊥〉∣∣
≤
∑
n,m
|cm| ‖unum‖L1‖ψ⊥‖2L∞
≤
∑
n,m
|cm| ‖unum‖L1‖ψ⊥‖2H1
≤
∑
m
|cm|
[∑
n
‖unum‖L1
]
‖ψ⊥‖2H1
≤ C‖c‖`1‖ψ⊥‖2H1∑
n
∣∣〈un, ψ⊥ψ21〉∣∣ ≤ ∑
n,m,`
|cm| |c`| |〈unumu`, ψ⊥〉|
≤
∑
n
|cn|2〈|un|3, |ψ⊥|〉+ 2
∑
n
|cn|
∑
` 6=n
|c`|〈|u`|2|un|, |ψ⊥|〉+
+
∑
n
∑
m,` 6=n
|cm| |c`|〈|um| |un| |u`|, |ψ⊥|〉
≤ max
n
[‖un‖2L2‖un‖L∞]∑
n
|cn|2‖ψ⊥‖L∞ +
+2
∑
n
|cn|
∑
6`=n
|c`| ‖unu`‖L1‖u`‖L∞‖ψ⊥‖L∞ +
+
∑
n
∑
m,` 6=n
|cm| |c`|‖unum‖L1‖u`‖L∞‖ψ⊥‖L∞
≤ ‖c‖2`1h−1/4‖ψ⊥‖H1 + 2‖c‖2`1e−(S0−ρ)/hh−1/4‖ψ⊥‖H1 +
+‖c‖2`1h−1/4e−(S0−ρ)/h‖ψ⊥‖H1
≤ C‖c‖2`1h−1/4‖ψ⊥‖H1
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Therefore
‖f2‖`1 ≤ C
[
h−1/2‖ψ⊥‖3H1 + ‖c‖`1‖ψ⊥‖2H1 + ‖c‖2`1h−1/4‖ψ⊥‖H1
]
.
Hence,
‖r4‖`1 ≤ ‖f1‖`1 + ‖f2‖`1
≤ C
[
h−1/2‖ψ⊥‖3H1 + ‖c‖`1‖ψ⊥‖2H1 + ‖c‖2`1h−1/4‖ψ⊥‖H1 + ‖c‖3`1e−(S0−ρ)/h
]
.
References
[1] Abramowitz M., and Stegun I.A., Handbook of Mathematical Functions, National Bureau of
Standards (1972).
[2] Alfimov G.L., Brazhni V.A., and Konotop V.V., On classification of intrinsic localized modes
for the discrete nonlinear Schro¨dinger equation, Phys. D: Nonlinear Phenomena 194, (2004)
127.
[3] Bloch F., U¨ber die Quantenmechanik der Elektronen in Kristallgittern, Z. Phys. 52 (1928)
555
[4] Bloch I., Ultracold quantum gases in optical lattices, Nature Phys., 1, (2005) 23.
[5] Bloch I., Quantum choerence and entanglement with ultracold atoms in optical lattices, Na-
ture, 453 (2008) 1016.
[6] Callaway J., Quantum Theory of the Solid State: Part A and B, (New York and London:
Academic Press) (1974).
[7] Carles R., On the Cauchy problem in Sobolev spaces for nonlinear Schro¨dinger equations
with potential, Portugal Math. (N.S:) 65 (2008) 191.
[8] Carles R., Nonlinear Schro¨dinger equation with time dependent potential, Commun. Math.
Sci. 9 (2011) 937.
[9] Carles R., Sharp weights in the Cauchy problem for nonlinear Schro¨dinger equations with
potential, Zeitschrift fur Angewandte Mathematik und Physik 66 (2015) 2087.
[10] Carlsson U., An infinite number of wells in the semi-classical limit, Asymptotic Analysis 3
(1990) 198.
[11] Ferrari G., Poli N., Sorrentino F., and Tino G.M., Long-lived Bloch oscillations with bosonic
Sr atoms and application to gravity meausrement at the micrometer scale, Phys. Rev. Lett.,
97(2006) 060402.
[12] Fukuizumi R., and Sacchetti A., Bifurcation and stability for nonlinear Schro¨dinger equations
with double-well potential in the semiclassical limit, J. Stat. Phys. 145 (2011) 1546.
[13] Fukuizumi R., and Sacchetti A., Stationary states for nonlinear Schro¨dinger equations with
periodic potentials, J. Stat. Phys. 156 (2014) 707.
[14] Garc´ıa-Azpeitia C., and Pelinovsky D.E., Bifurcations of multi-vortex configurations in ro-
tating Bose-Einstein condensates, Milan J. of Math. 85, (2017) 331.
[15] Glu¨ck M., Kolovsky A.R., and Korsch H.J., WannierStarkresonances in optical and semi-
conductor superlattices, Phys. Rep., 366 (2002) 103.
[16] Helffer B., Semi-classical analysis for the Schro¨dinger operator and applications, Lect. Notes
in math. 1336 (Springer-Verlag: Berlin 1988).
[17] Mendez E.E., and Bastard G., WannierStark Ladders and Bloch Oscillations in Superlattices,
Phys. Today 46 (1993) 34.
[18] Pelinovsky D.E., Localization in Periodic Potentials From Schro¨dinger Operators to the
GrossPitaevskii Equation, London Mathematical Society Lecture Note Series: 390 (2011).
[19] Pelinovsky D.E., Schneider G. and R. MacKay, Justification of the lattice equation for a
nonlinear elliptic problem with a periodic potential, Commun. Math. Phys. 284 (2008) 803.
[20] Pelinovsky D.E. and Schneider G., Bounds on the tight-binding approximation for the Gross-
Pitaevskii equation with a periodic potential, J. Differential Equations 248 (2010) 837.
[21] Poli N., Wang F.Y., Tarallo M.G., Alberti A., Prevedelli M., and Tino G.M., Precision
measurement of gravity with cold atoms in an optical lattice and comparison with a classical
gravimeter, Phys. Rev. Lett., 106 (2011) 038501.
[22] Raizen M., Salomon C., and Niu Q., New light on quantum transport, Phys. Today, 50 (1997)
30.
NLS STARK-WANNIER 29
[23] Reed M., and Simon B., Methods of modern mathematical physics, vol. IV: Analysis of
operators, (Academic press: 1978).
[24] Rosi G., Sorrentino F., Cacciapuoti L., Prevedelli M., and Tino G.M., Precision measurement
of the Newtonian gravitational constant using cold atoms Nature, 510 (2014) 518.
[25] Rosi G., Cacciapuoti L., Sorrentino F., Menchetti M., Prevedelli M., and Tino G.M., Measure-
ment of the Gravity-Field Curvature by Atom Interferometry Phys. Rev. Lett., 114 (2015)
013001.
[26] Saba M., Pasquini T.A., Sanner C., Shin Y., Ketterle W., and Pritcard D.E., Light scattering
to determine the relative phase of two Bose-Einstein condensates, Science, 307 (2005) 1945.
[27] Sacchetti A., Existence of the Stark-Wannier quantum resonances, J. of Math. Phys. 55
(2014) 1.4903509.
[28] Sacchetti A., Bifurcation trees of Stark-Wannier ladders for accelerated BECs in an optical
lattice, Phys. Rev. E 95 (2017) 062212.
[29] Shin Y., Saba M., Pasquini T.A., Ketterle W., Pritchard D.E., and Leanhardt A.E., Atom
Interferometry with Bose-Einstein Condensates in a Double-Well Potential, Phys. Rev. Lett.,
92 (2004) 050405.
[30] Wannier G.H., Wave Functions and Effective Hamiltonian for Bloch Electrons in an Electric
Field, Phys. Rev. 117 (1960) 432.
[31] Wannier G.H., Dynamics of Band Electrons in Electric and Magnetic Fields, Rev. Mod.
Phys. 34 (1962) 645.
[32] Wannier G.H., Stark Ladder in Solids? A Reply, Phys. Rev. 181 (1969) 1364.
[33] Weinstein I.M. and Keller J.B., Hills equation with a large potential, SIAM J. Appl. Math.
45 (1985) 200.
[34] Weinstein I.M. and Keller J.B., Asymptotic behaviour of stability regions for Hills equation,
SIAM J. Appl. Math. 47 (1987) 941.
[35] Zak J., Stark Ladder in Solids?, Phys. Rev. Lett. 20 (1968) 1477.
[36] Zak J., Stark Ladder in Solids? A Reply to a Reply, Phys. Rev. 181 (1969) 1366.
[37] Zener C., Non-Adiabatic Crossing of Energy Levels, Proc. R. Soc. Lond. A 137 (1932) 696.
Department of Physics, Informatics and Mathematics, University of Modena e Reg-
gio Emilia, Modena, Italy.
E-mail address: andrea.sacchetti@unimore.it
