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ON THE EXISTENCE OF A
KAZANTZIS–KRAVARIS / LUENBERGER OBSERVER
VINCENT ANDRIEU∗ AND LAURENT PRALY†
Abstract. We state sufficient conditions for the existence, on a given open set, of the extension,
to non linear systems, of the Luenberger observer as it has been proposed by Kazantzis and Kravaris.
We prove it is sufficient to choose the dimension of the system, giving the observer, less than or equal
to 2 + twice the dimension of the state to be observed. We show that it is sufficient to know only
an approximation of the solution of a PDE, needed for the implementation. We establish a link
with high gain observers. Finally we extend our results to systems satisfying an unboundedness
observability property.
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1. Introduction. We consider the system :
x˙ = f(x) , y = h(x)(1.1)
with state x in Rn and output y in Rp and where the functions f and h are sufficiently
smooth. We are concerned with the problem of existence of an observer for x from
the measurement y.
In a seminal paper [13], Kazantzis and Kravaris have proposed to extend to the
nonlinear case the primary observer introduced by Luenberger in [17] for linear sys-
tems. Following this suggestion, the estimate x̂ of x is obtained as the output of the
dynamical system :
z˙ = Az + B(y) , x̂ = T ∗(z) ,(1.2)
with state z (a complex matrix) in Cm×p and where A is a Hurwitz complex matrix
and B and T ∗ are sufficiently smooth functions.
In the following we state sufficient conditions on f and h such that we can find
(A,B,m) for which there exists T ∗ guaranteeing the convergence of x̂ to x.
To ease readability, we have divided the paper into two parts. In a first part,
we introduce and state our main results which are proved in the second part. Our
first result gives a sufficient condition on f , h, A and B implying the existence of
T ∗ providing an appropriate observer. This condition involves a partial differential
equation whose solution should be injective. In our second result, we propose a set
of assumptions guaranteeing the existence of a solution for this equation. Our third
and fourth results give two sufficient conditions implying the injectivity property of
this solution. Our fifth result shows that an observer can already be obtained if we
know only an appropriate approximation of this solution. This latter result allows
us to propose a new insight in the standard high gain observer. Finally we claim
that all these statements can be extended to the case where the system satisfies an
unboundedness observability property.
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Some notations : We assume the functions f and h in (1.1) are at least locally
Lipschitz. So, for each x in Rn, there exists a unique solution X(x, t) to (1.1), with x
as initial condition.
Given an open set O of Rn, for each x in O, we denote by (σ−O(x), σ+O(x)) the
maximal interval of definition of the solution X(x, t) conditioned to take values in O.
For a set S, we denote by cl(S) its closure and by S + δ the open set :
S + δ = {x ∈ Rn : ∃X ∈ S : |x− X | < δ} =
⋃
x∈S
Bδ(x) ,
where Bδ(x) denotes the open ball with center x and radius δ.
By LfV we denote the Lie derivative of V when it makes sense, i.e. :
LfV (x) = lim
h→0
V (X(x, h))− V (x)
h
.
Finally, B1m denotes the following vector in R
m
B1m = ( 1 . . . 1 )
T
(1.3)
2. Results and comments.
2.1. Existence of a Kazantzis-Kravaris / Luenberger observer. In [13],
m, the row dimension of z, is chosen equal to n, the dimension of x, and T ∗ is the
inverse T−1 of a function T , solution of the following partial differential equation :
∂T
∂x
(x) f(x) = AT (x) + B(h(x)) .(2.1)
The rationale for this equation, as more emphasized in [15] (see also [18]), is that, if
T is a diffeomorphism satisfying (2.1), then the change of coordinates :
ζ = T (x)(2.2)
allows us to rewrite the dynamics (1.1) equivalently as :
ζ˙ = Aζ + B(h(T−1(ζ))) , y = h(T−1(ζ)) .
We then have :
˙︷ ︷
z − ζ = A (z − ζ) .
A being Hurwitz, z in (1.2) is the state of an asymptotically convergent observer of
ζ = T (x). Then, if the function T ∗ = T−1 is uniformly continuous, x̂ = T ∗(z) is an
asymptotically convergent observer of x = T ∗(ζ) = T ∗(T (x)).
This way of finding the function T ∗ has motivated active research on the problem
of the existence of an analytic and invertible solution to (2.1) (see [13, 15] for instance).
But, it turns out that having a (weak) solution to (2.1) which is only continuous and
uniformly injective is already sufficient. By sufficiency we mean, here, that an observer
is appropriate if we have convergence to zero of the observation error associated to
any solution which remains in a given open set O. For the latter, we need :
Definition 2.1 (Completeness within O). The system (1.1) is forward (resp.
backward) complete within O if we have the implication, for each x in O,
σ+O(x) < +∞ =⇒ σ+O(x) < σ+Rn(x) .(2.3)
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In other words, completeness within O says that any solution X(x, t) which exits
O in finite time must cross the boundary of O (at a finite distance). An usual case
where this property holds is when f has an at most linear growth within O.
Theorem 2.2 (Sufficient condition of existence of an observer). Assume, the
system (1.1) is forward complete within O and there exist an integer m, a Hurwitz
complex m ×m matrix A and functions T : cl(O) → Cm×p, continuous, B : Rp →
Cm×p, continuous, and ρ, of class K∞, satisfying :
LfT (x) = AT (x) +B(h(x)) ∀x ∈ O ,(2.4)
|x1 − x2| ≤ ρ(|T (x1)− T (x2)|) ∀(x1, x2) ∈ cl(O)2 .(2.5)
Under these conditions, there exists a continuous function T ∗ : Cm×p → cl(O) such
that, for each x in O and z in Cm×p the (unique) solution (X(x, t), Z(x, z, t)) of :
x˙ = f(x) , z˙ = Az +B(h(x))(2.6)
is right maximally defined on [0, σ+
Rn
(x)). Moreover, we have the implication :
σ+O(x) = σ
+
Rn
(x) =⇒ lim
t→σ+
Rn
(x)
|T ∗(Z(x, z, t))−X(x, t)| = 0 .(2.7)
Remark 2.3 :
1. With the forward completeness within O (2.3), the condition on the left in
(2.7) implies that the solution X(x, t) never exits O and so :
σ+O(x) = σ
+
Rn
(x) = +∞ .(2.8)
2. Theorem 2.2 extends readily to the case where a) y is a scalar, b) the state
x can be decomposed in x = (ξ1, ξ2) and satisfies :
ξ˙1 = f1(ξ1, u) + h(ξ2) , ξ˙2 = f2(ξ2) , y = ξ1
and c) the function B can be chosen linear. In this case the observer is implemented
as the reduced order observer :
˙︷ ︷
z −By = Az + Bf1(y, u) , ξ̂2 = T ∗(z) .
Assuming we have a continuous function T satisfying (2.4), to implement the
observer, we have to find a function T ∗ satisfying :
|T ∗(z)− x| ≤ ρ∗(|z − T (x)|) ∀(x, z) ∈ O × Cm×p
for some function ρ∗ of class K∞. As shown by Kreisselmeier and Engel in [14], such
a function T ∗ exists if T is continuous and uniformly injective as prescribed by (2.5).
In conclusion, a Kazantzis-Kravaris / Luenberger observer exists mainly if we can
find a continuous function T solving (2.4) and uniformly injective in the sense of (2.5).
2.2. Existence of T solving (2.4). To exhibit conditions guaranteeing the
existence of a function T solution of (2.4), we abandon the interpretation above of a
change of coordinates (see (2.2)) and come back to the original idea in [17] (see also
[13] and [4]) of dynamic extension. Namely, we consider the augmented system (2.6).
Because of its triangular structure and the fact that A is Hurwitz, we may expect
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this system to have, at least maybe only locally, an exponentially attractive invariant
manifold in the augmented (x, z) space which could even be described as the graph
of a function as : {
(x, z) ∈ Rn × Cm×p : z = T (x)} .
In this case, the function T would satisfy the following identity, for all t in the domain
of definition of the solution (X(x, t), Z((x, z), t)) of (2.6) issued from (x, z) (compare
with [18, Definition 5]),
T (X(x, t)) = Z((x, T (x)), t) ,
or equivalently :
T (X(x, t)) = exp(At)T (x) +
∫ t
0
exp(As)B(h(X(x, s)))ds .(2.9)
From this identity, (2.4) is obtained by derivation with respect to t. But, since we
need (2.4) to hold only on O, from (2.9), it is sufficient that T satisfies :
T (x) = exp(−At)T (X˘(x, t)) −
∫ t
0
exp(−As)B(h(X˘(x, s)))ds ,
where X˘(x, s) is a solution of the modified system :
x˙ = f˘(x) = χ(x) f(x)(2.10)
where χ : Rn → R is an arbitrary locally Lipschitz function satisfying :
χ(x) = 1 if x ∈ O , χ(x) = 0 if x /∈ O + δu ,(2.11)
for some positive real number δu. So, as standard in the literature on invariant
manifolds, by letting t go to −∞, we get the following candidate expression for T :
T (x) =
∫ 0
−∞
exp(−As)B(h(X˘(x, s)))ds .(2.12)
The above non rigorous reasoning can be made correct as follows :
Theorem 2.4 (Existence of T ). Assume the existence of a strictly positive real
number δu such that the system (1.1) is backward complete within O + δu. Then, for
each Hurwitz complex m ×m matrix A, we can find a C1 function B : Rp → Cm×p
such that the function T : cl(O)→ Cm×p, given by (2.12), is continuous and satisfies
(2.4).
Remark 2.5 : All what is needed here about the function B is that it guarantees
that the function t 7→ | exp(−At)B(h(X˘(x, t)))| is exponentially decaying with t going
to −∞. So in particular (see Remark 3.1) when cl(O) is bounded, B can be chosen
simply as a linear function.
Approaching the problem from another perspective, Kreisselmeier and Engel have
introduced in [14] this same expression (2.12) (but with X instead of X˘ and B the
identity function). Another link between [13] and [14] has been established in [16].
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2.3. T injective. Assuming now we have at our disposal the continuous function
T , we need to make sure that it is injective, if not uniformly injective as specified by
(2.5). Here is where observability enters the game. Following [17], in [13, 15], when
m = n, observability of the first order approximation at an equilibrium together with
an appropriate choice of A and B is shown to imply injectivity of the solution T
of (2.1) in a neighborhood of this equilibrium. In [14], uniform injectivity of T is
obtained under the following two assumptions :
1. The past output path t 7→ h(X(x, t)) is uniformly injective in x with the set
of past output paths equipped with an exponentially weighted L2-norm.
2. The system (1.1) has finite complexity, i.e. there exists a (finite) number M
of piecewise continuous function φi in L
2(R−;R
p) and a strictly positive real number
δ such that we have, for each pair (x1, x2) in O2,
M∑
i=1
[∫ 0
−∞
exp(−ℓs)φi(s)T [h(X(x1, s))− h(X(x2, s))]ds
]2
≥ δ
∫ 0
−∞
exp(−2ℓs)|h(X(x1, s))− h(X(x2, s))|2ds .
Our next result states, that, with the only assumption that the past output path
t 7→ h(X(x, t)) is injective in x, it is sufficient to choose m = n + 1 generic complex
eigen values for A to get T injective. The specific injectivity condition we need is :
Definition 2.6 (Backward O-distinguishability). There exists two strictly pos-
itive real number δΥ < δd such that, for each pair of distinct points x1 and x2 in
O+ δΥ, there exists a time t, in (max{σ−O+δd(x1), σ−O+δd(x2)} , 0], such that we have :
h(X(x1, t)) 6= h(X(x2, t)) .
This distinguishability assumption says that the present state x can be distin-
guished from other states in O + δΥ by looking at the past output path restricted to
the negative time interval where the solution X(x, t) is in O + δd.
Theorem 2.7 (Injectivity). Assume the system (1.1) is backward complete within
O + δu and backward O-distinguishable with the corresponding δd in (0, δu). Assume
also the existence of an injective C1 function b : Rp → Cp, a continuous function
M : O+ δΥ → R+, and a negative real number ℓ such that, for each x in O+ δΥ, the
two functions t 7→ exp(−ℓt)b(h(X˘(x, t))) and t 7→ exp(−ℓt)∂b◦h◦X˘
∂x
(x, t) satisfy, for
each t in (σ˘ −
Rn
(x), 0],
| exp(−ℓt)b(h(X˘(x, t)))| + | exp(−ℓt)∂b ◦ h ◦ X˘
∂x
(x, t)| ≤ M(x) ,(2.13)
where again X˘ is a solution of (2.10), but this time with the function χ satisfying :
χ(x) = 1 if x ∈ O + δd , χ(x) = 0 if x /∈ O + δu .(2.14)
Under these conditions, there exists a subset S of Cn+1 of zero Lebesgue measure such
that the function T : cl(O)→ C(n+1)×p defined, with the notation (1.3), by :
T (x) =
∫ 0
−∞
exp(−As)B1m b(h(X˘(x, s)))ds ,(2.15)
is injective provided A is a diagonal matrix with n + 1 complex eigen values λi arbi-
trarily chosen in Cn+1 \ S and with real part strictly smaller than ℓ.
Remark 2.8 :
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1. Condition (2.13) holds for instance if f , h and b have bounded derivative on
cl(O + δΥ) (see [16]).
2. Theorem 2.7 gives injectivity, not uniform injectivity. As already mentioned,
if O is bounded, continuity and the former imply the latter.
Following Theorem 2.7, for any generic choice of n+1 complex eigenvalues for the
matrix A, the function T given by (2.15) (or equivalently (2.12)) is injective. This says
that the (real) row dimension of z is m = 2n+ 2. It is a well known fact in observer
theory that it is generically sufficient to extract m = 2n + 1 pieces of information
from the output path (with h generically chosen) to observe a state of dimension n
(see for instance [1, 23, 10, 7, 22]). It can be understood from the adage that, the
relation T (x1) = T (x2) between the two states x1 and x2 in R
n, i.e. for 2n unknowns,
has generically the unique trivial solution x1 = x2 if we have strictly more than 2n
equations, i.e. T (x) has strictly more than 2n components.
2.4. Injectivity in the case of complete observability. Another setup where
injectivity can be obtained is when we have complete observability. Namely we can
find a row dimension m and a function b : y ∈ Rp 7→ b(y) = (b1(y), . . . , bp(y)) ∈ Rp so
that the following function H : Rn → Rm×p is injective when restricted to cl(O) :
H(x) =

b1(h(x)) . . . bp(h(x))
Lfb1(h(x)) . . . Lfbp(h(x))
...
...
...
Lm−1f b1(h(x)) . . . L
m−1
f bp(h(x))
 .(2.16)
Here Lifh denotes the ith iterate Lie derivative, i.e. L
i+1
f h = Lf (L
i
fh). Of course, for
this to make sense, the functions b, f and h must be sufficiently smooth. This setup
has been popularized and studied in deep details by Gauthier and his coworkers (see
[11] and the references therein, see also [18]). In particular, it is established in [10]
that, when p = 1, for any generic pair (f, h) in (1.1), it is sufficient to pick m = 2n+1.
With a Taylor expansion of the output path at t = 0, we see that the injectivity of
H implies that the function which associates the initial condition x to the output path,
restricted to a very small time interval, is injective. This property is nicely exploited
by observers with very fast dynamics as high gain observers (see [11]). Specifically,
we have :
Theorem 2.9 (Injectivity in the case of complete observability). Assume the
existence of a sufficiently smooth function b : Rp → Cp such that, for the function H
defined in (2.16), there exist a positive real number L and a class K∞ function ρ such
that we have :
|Lmf b(h(x1)− Lmf b(h(x2))| ≤ L|H(x1)−H(x2)| ∀(x1, x2) ∈ cl(O)2 ,(2.17)
|x1 − x2| ≤ ρ(|H(x1)−H(x2)|) ∀(x1, x2) ∈ cl(O)2 .(2.18)
Then, for any diagonal Hurwitz complex m×m matrix A, with m the row dimension
of H, there exists a real number k∗ such that, for any k strictly larger than k∗, there
exists a function T : cl(O) → Cm×p which is continuous, uniformly injective and
satisfies (see (1.3)) :
LfT (x) = kAT (x) +B1mb(h(x)) ∀x ∈ O .(2.19)
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2.5. Approximation. Fortunately for the implementation of the observer, know-
ing a function T satisfying (2.4) only approximately is sufficient. But, in this case,
we have to modify the observer dynamics.
Theorem 2.10 (Approximation). Assume the system (1.1) is forward complete
within O. Assume also the existence of an integer m, a Hurwitz complex m×m matrix
A and functions Ta : cl(O) → Cm×p, continuous, B : Rp → Cm×p, continuous, and
ρ of class K∞, such that :
|x1 − x2| ≤ ρ(|Ta(x1)− Ta(x2)|) ∀(x1, x2) ∈ cl(O)2 ,(2.20)
the function LfTa is well defined on O and the function E : cl(O) → Cm×p defined
as :
E(x) = LfTa(x)− [ATa(x) +B(h(x))] ∀x ∈ O(2.21)
satisfies :
|E(x1)− E(x2)| ≤ N |Ta(x1)− Ta(x2)| ∀(x1, x2) ∈ cl(O)2 ,(2.22)
where N is a positive real number satisfying :
2N λmax(P ) < 1 ,(2.23)
with λmax(P ) the largest eigenvalue of the Hermitian matrix P solution of :
A
⊤
P + PA = −I .(2.24)
Under these conditions, there exists a function T ∗a : C
m×p → cl(O) and a locally
Lipschitz function F : Cm×p → Cm×p such that, for each x in O and z in Cm×p each
solution (X(x, t), Z(x, z, t)) of :
x˙ = f(x) , z˙ = Az + F(z) +B(h(x))(2.25)
is right maximally defined on [0, σ+
Rn
(x)). Moreover, we have the implication :
σ+O(x) = σ
+
Rn
(x) =⇒ lim
t→σ+
Rn
(x)
|T ∗a (Z(x, z, t))−X(x, t)| = 0 .(2.26)
Remark 2.11 :
1. In (2.21), E represents the error in (2.4) given by the approximation Ta of
T . This error should not be too large in an incremental sense as specified by (2.22)
and (2.23). This indicates that one way to approximate T is to look for Ta in a
set of functions minimizing the L∞ norm on cl(O) of the gradient of the associated
error E. In particular, in the case where O is bounded, it follows from Weierstrass
Approximation Theorem that we can always choose a Hurwitz complex matrix A and
a linear function B so that the constraint (2.23) can be satisfied by restricting ourself
to choose the function Ta as a polynomial in x.
2. The function F in the observer (2.25) can be chosen as any Lipschitz extension
of E ◦ T ∗a outside Ta(cl(O)). This is very similar to what is done in [18] where
a constructive procedure for this extension is proposed. Fortunately, this Lipschitz
extension is not needed in the case where the function E satisfies :
|E(x1)− E(x2)| ≤ N
4
ρ−1(|x1 − x2|) ∀(x1, x2) ∈ cl(O)2 ,
where ρ is the function satisfying (2.20). In this case we take simply (see (3.33)) :
F(z) = E(T ∗a (z)) ∀z ∈ Cm×p.
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The combination of Theorems 2.9 and 2.10 gives us a new insight in the classical
high gain observer of order m as studied in [10] or [18] for instance. Specifically, we
have :
Corollary 2.12 (High gain Observer). Assume the system (1.1) is forward
complete within O and there exist a sufficiently smooth function b : Rp → Cp, a class
K∞ function ρ and a positive real number L such that (2.17) and (2.18) hold with
H and m given by (2.16). Under these conditions, for any diagonal Hurwitz complex
m×m matrix A, there exists a real number k∗ such that, for any real number k strictly
larger than k∗, there exist a function T ∗a : C
m×p → cl(O), left inverse on Ta(cl(O))
of the function Ta : cl(O)→ Cm×p defined as :
Ta(x) = −
m∑
i=1
(kA)−iB1mL
i−1
f b(h(x)) ,(2.27)
and a function F : Rm×p → Rm×p such that, for each x in O and z in Rm×p each
solution (X(x, t), Z(x, z, t)) of :
x˙ = f(x) , z˙ = kAz + F(z) + B1m b(h(x))(2.28)
is right maximally defined on [0, σ+
Rn
(x)). Moreover, we have the implication :
σ+O(x) = σ
+
Rn
(x) =⇒ lim
t→σ+
Rn
(x)
|T ∗a (Z(x, z, t))−X(x, t)| = 0 .(2.29)
Remark 2.13 : When O is bounded and H is injective, uniform injectivity (2.18)
and forward completeness within O hold necessarily. Thus, in this case, we recover
[18, Lemma 1].
2.6. Extension to boundedness observability. Completeness is a severe re-
striction. Instead, it is proved in [4] that a necessary condition for the existence of an
observer providing the convergence to zero of the observation error within the domain
of definition of the solutions is the forward unboundedness observability property.
Definition 2.14 (Unboundedness observable within O). The system (1.1) is
forward (resp. backward) unboundedness observable within O if there exists a proper
and C1 function Vf : R
n → R+ (resp. Vb : Rn → R+) and a continuous function
γf : R
p → R+ (resp. γb : Rp → R+) such that :
LfVf(x) ≤ Vf(x) + γf(h(x)) ∀x ∈ O ,(2.30)
( resp. LfVb(x) ≥ −Vb(x) − γb(h(x)) ∀x ∈ O . )
Fortunately, all our previous results still hold if completeness is replaced by unbound-
edness observability but provided1 :
1. the observer is modified in :
z˙ = γ(y) [Az +B(y)] , x̂ = T ∗(z) ,
where γ is a C1 function satisfying :
γ(h(x)) ≥ 1 + γf(h(x)) ( resp. and γ(h(x)) ≥ 1 + γb(h(x)) ) ∀x ∈ cl(O) .
As suggested in [4], the introduction of γ takes care of possible finite escape time.
This has nothing in common with the objective of error dynamics linearization as
considered in [19].
1The interested reader will find in [3] the precise statements of the corresponding results.
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2. In most occurrences, e.g. (2.4), (2.10), (2.16), (2.19), (2.21), . . . , f is replaced
by fγ defined as :
fγ(x) =
f(x)
γ(h(x))
.
3. Proofs.
3.1. Proof of Theorem 2.2. Because of the triangular structure of the system
(2.6), for each x in O and z in Cm×p, the component Z(x, z, t) of the correspond-
ing solution of this system is defined as long as h(X(x, t)) is defined. So this solu-
tion (X(x, t), Z(x, z, t)) is right maximally defined on the same interval [0, σ+
Rn
(x)) as
X(x, t), solution of (1.1).
Let us now restrict our attention to points x in O satisfying the condition on the
left in (2.7). In this case, with the forward completeness within O, we have (2.8). On
the other hand, from (2.4) and (2.6), we obtain, for each x in O, z in Cm×p and t in
[0, σ+
Rn
(x)),
T (X(x, t))− Z(x, z, t) = exp (At) (T (x)− z) .(3.1)
As A is a Hurwitz matrix, this and (2.8) yield :
lim
t→σ+
Rn
(x)
|Z(x, z, t)− T (X(x, t))| = 0 .
From this, the implication (2.7) follows readily if there exist a continuous function
T ∗ : Cm×p → cl(O) and a class K∞ function ρ∗ : R+ → R+ satisfying :
|T ∗(z)− x| ≤ ρ∗(z − T (x)) ∀z ∈ Cm×p , ∀x ∈ cl(O) ,(3.2)
To find such functions, we first remark, as in [14], that (2.5) and completeness of
C
m×p and Rn imply that T (cl(O)) is a closed subset of Cm×p. It follows that, for
each z in Cm×p, the infimum, in x in cl(O), of |T (x) − z| is achieved by at least
one point, denoted T ∗p (z) (in cl(O)). This defines a function T ∗p : Cm×p → cl(O)
satisfying :
T (T ∗p (z)) = z ∀z ∈ T (cl(O)) ,(3.3)
|T (T ∗p (z))− z| ≤ |T (x)− z| ∀z ∈ Cm×p , ∀x ∈ cl(O) .(3.4)
With (2.5), (3.3) implies that the restriction T ∗p to T (cl(O)) is continuous. Also, with
the triangle inequality, (3.4) gives, for each z in Cm×p and each x in cl(O),
|x− T ∗p (z)| ≤ ρ(|T (x)− z|+ |z − T (T ∗p (z))|) ≤ ρ(2|T (x)− z|) .(3.5)
Now we build the function T ∗ by smoothing out T ∗p . For each z in C
m×p, let
ǫ(z) =
1
2
inf
x∈cl(O)
|T (x)− z| .
(Bǫ(z)(z))z∈Cm×p\T (cl(O)) is a covering of the open set Cm×p \ T (cl(O)) by open
subsets. From Lindelo¨f Theorem (see [6, Lemma 4.1] for instance), there exists a
sequence {zi}i∈N such that
{Bǫ(zi)(zi)}i∈N is a countable and locally finite covering
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by open subsets of Cm×p \ T (cl(O)). For each x in cl(O), each zi in {zi}i∈N and
each z in Bǫ(zi)(zi), we have :
|zi − z| < ǫ(zi) ≤ 1
2
|T (x)− zi| ≤ 1
2
[|T (x)− z|+ |z − zi|] ≤ |T (x)− z| .
With (3.5), this gives :
|x− T ∗p (zi)| ≤ ρ(2|T (x)− zi|) ≤ ρ(2(|T (x)− z|+ |z − zi|)) ≤ ρ(4|T (x)− z|) .
From [6, Theorem IV.4.4], we know that there exists a countable set of C∞ functions
{φi}i∈N : Cm×p \ T (cl(O))→ [0, 1] satisfying, for each z in Cm×p \ T (cl(O)),∑
i
φi(z) = 1 , φi(z) = 0 ∀z /∈ Bǫ(zi)(zi) .
We define the function T ∗ : Cm×p → T (cl(O)) as :
T ∗(z) =
∑
i
φi(z)T
∗
p (zi) if z ∈ Cm×p \ T (cl(O)) ,
= T ∗p (z) if z ∈ T (cl(O)) .
It is continuous when restricted to the open set Cm×p\T (cl(O)) and to the closed
set T (cl(O)). Also, for each z in Cm×p \ T (cl(O)) and each x in cl(O), we get :
|T ∗(z)− x| = |
∑
i
φi(z)T
∗
p (zi)− x| ≤
∑
i
φi(z)|T ∗p (zi)− x| ,
≤
∑
i
φi(z)ρ(4|z − T (x)|) ≤ ρ(4|z − T (x)|) .(3.6)
And, for each z in T (cl(O)) and each x in cl(O), we get readily from (2.5) and (3.3) :
|T ∗(z)− x| = |T ∗p (z)− x| ≤ ρ(|T (T ∗p (z))− T (x)|) = ρ(|z − T (x)|) .(3.7)
With (3.6) and (3.7), (3.2) is established. This proves also that T ∗ is continuous on
whole Cm×p.
3.1.1. Proof of Theorem 2.4. With [12, Corollary I.4.7], we know it exists a
locally Lipschitz function χ : Rn → R satisfying (2.11). It follows that the function
f˘ in (2.10) is locally Lipschitz. Thus, for each x in Rn there exists a unique solution
X˘(x, t) of (2.10), with initial condition x, maximally defined on (σ˘ −
Rn
(x), σ˘ +
Rn
(x)).
Moreover, backward completeness within O+ δu of (1.1) implies backward complete-
ness of (2.10), i.e. σ˘ −
Rn
(x) = −∞. Following [2], this implies the existence of a proper
and C1 function Vb : R
n → R+ and a continuous function γb : Rp → R+ satisfying :
L
f˘
Vb(x) ≥ −Vb(x) − 1 ∀x ∈ Rn .(3.8)
Let α be a strictly positive real number so that A+αI is a Hurwitz matrix. We define
the function Wb : R
n → R as :
Wb(x) = (Vb(x) + 1)
α ,
With the help of Gronwall’s Lemma, (3.8) yields :
Wb(X˘(x, t)) ≤Wb(x) exp(−αt) ∀x ∈ Rn , ∀t ∈ (−∞, 0] .(3.9)
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Since Wb is a proper function and h is continuous, we can find a C
1 function β :
R+ → R+ of class K∞ and a real number β0 such that, for each component hi of h,
we have :
|hi(x)| ≤ β(Wb(x)) + β0 ∀x ∈ Rn .
Let β˘ : R+ → R+ be the function defined as :
β˘(w) =
√
w + β(w) + β0 .
This function is strictly increasing, C1 on (0,+∞) and its derivative β˘′ satisfies :
lim
x→0
β˘′(x) = +∞ .
It admits an inverse β˘−1 : R+ → R+ which satisfies :
β˘−1(|hi(x)|) ≤ Wb(x) ∀x ∈ Rn .(3.10)
Moreover the function η 7→ ηβ˘−1(|η|)|η| is C1 on R\{0} and can be extended by continuity
on R as a C1 injective function. So, with p arbitrary vectors bj in R
m, we define the
function B : Rp → Rm×p as :
B(h) =
(
h1β˘
−1(|h1|)
|h1|
b1 . . .
hpβ˘
−1(|hp|)
|hp|
bp
)
.
Since A+αI is a Hurwitz matrix, (3.9), (3.10) and the backward completeness imply :
1. The existence of strictly positive real numbers c0, c1 and ε such that we have :
| exp(−As)B(h(X˘(x, s)))| ≤ c0 | exp(−As)|Wb(X˘(x, s)) ,(3.11)
≤ c1Wb(x) exp(εs) ∀(s, x) ∈ R− × Rn .(3.12)
2. For each fixed s in R−, the function x 7→ exp(−As)B(h(X˘(x, s))) is contin-
uous.
So Lebesgue dominated convergence Theorem (see [8, The´ore`me (3.149)] for instance)
implies that the following expression defines properly a continuous function T : Rn →
Cm×p :
T (x) =
∫ 0
−∞
exp(−As)B(h(X˘(x, s)))ds .(3.13)
Then, for each x in Rn and for each t in (−∞, σ˘ +
Rn
(x)), we get :
T (X˘(x, t)) − T (x) =
∫ 0
−∞
exp(−As)B(h(X˘(X˘(x, t), s)))ds − T (x) ,
= exp(At)
∫ t
−∞
exp(−Au)B(h(X˘(x, u)))du − T (x) ,
= (exp(At)− I)T (x) + exp(At)
∫ t
0
exp(−Au)B(h(X˘(x, u)))du .
Thus, we obtain, for all x in Rn,
χ(x)LfT (x) = Lf˘T (x) = limt→0
T (X˘(x, t))− T (x)
t
= AT (x) +B(h(x)) .(3.14)
12 V. ANDRIEU AND L. PRALY
With (2.11), this implies (2.4) is satisfied.
Remark 3.1 :
1. For the case where A is diagonalizable, with eigen value λi, and where the
vectors bj are chosen so that the p pairs (A, bj) are controllable, our expression for T
gives for its ith component in the diagonalizing coordinates :
Ti(x) =
∫ 0
−∞
exp(−λis)Bi(h(X˘(x, s)))ds(3.15)
with :
Bi(h) =
(
h1β˘
−1(|h1|)
|h1|
bi1 . . .
hpβ˘
−1(|hp|)
|hp|
bip
)
where each bij is non zero. Note that each of the m rows of the function B is an
injective function from Rp to Rp.
2. If O is bounded, the function s ∈ R− 7→ h(X˘(x, s)) ∈ Rp is a bounded
function, uniformly in x in cl(O). It follows that the inequality (3.12) holds by
choosing the function β˘−1 simply as the identity function. This says that, in this
case, the function B is linear.
3.2. Proof of Theorem 2.7. We first remark that backward O-distinguisha-
bility property of the original system (1.1) implies the same property for the modified
system (2.10). Then we need the following Lemma.
Lemma 3.2 (Coron). Let Ω and Υ be open subsets of C and R2n respectively.
Let g : Υ× Ω→ Cp be a function which is holomorphic in λ for each x in Υ and C1
in x for each λ in Ω. If, for each pair (x, λ) in Υ×Ω for which g(x, λ) is zero we can
find, for at least one of the p components gj of g, an integer k satisfying :
∂igj
∂λi
(x, λ) = 0 ∀i ∈ {0, . . . , k − 1} , ∂
kgj
∂λk
(x, λ) 6= 0(3.16)
then the following set has zero Lebesgue measure in Cn+1 :
S =
⋃
x∈Υ
{
(λ1, . . . , λn+1) ∈ Ωn+1 : g(x, λ1) = . . . = g(x, λn+1) = 0
}
.(3.17)
This result has been established by Coron in [7, Lemma 3.2] in a stronger form except
for the very minor point that, here, g is not C∞ in both x and λ. To make sure that
this difference has no bad consequence and for the sake of completeness, we give an
ad hoc proof in appendix.
To complete the proof of Theorem 2.7 all we have to do is to generate an appro-
priate function g satisfying all the required assumptions of this Lemma 3.2.
Let Ω and Υ be the following open subsets of C and R2n, respectively :
Ω = {λ ∈ C : Re(λ) < ℓ} , Υ = {x = (x1, x2) ∈ (O + δΥ)2 : x1 6= x2} .
By following the same arguments as in the proof of Theorem 2.4, the backward com-
pleteness allows us to conclude :
σ˘ −
Rn
(x) = −∞ ∀x ∈ O + δΥ .
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Then, with (2.13), we get, for each (x, λ, t) in (O + δΥ)× Ω× (−∞, 0],
| exp(−λt) b(h(X˘(x, t)))| ≤ exp([ℓ − Re(λ)]t)| exp(−ℓt)b(h(X˘(x, t)))| ,
≤ exp([ℓ − Re(λ)]t)M(x) .
So Lebesgue dominated convergence Theorem implies that, for each fixed λ in Ω, the
expression
Tλ(x) =
∫ 0
−∞
exp(−λs) b(h(X˘(x, s)))ds
defines properly a continuous function Tλ : O+δΥ → Cp. With similar arguments (see
[8, The´ore`me (3.150)] for instance), with (2.13), we can establish that this function is
actually C1.
Now, let DT : (O + δΥ)2 × Ω→ Cp be the function defined as :
DT (x, λ) = Tλ(x1)− Tλ(x2) ,
=
∫ 0
−∞
exp(−λs)[b(h(X˘(x1, s))) − b(h(X˘(x2, s)))]ds ,
(3.18)
with x = (x1, x2). It is C
1 in x in (O + δΥ)2 for each λ in Ω. Also, as proved in [21,
chap 19, p. 367] with the help of Morera and Fubini Theorems, it is holomorphic in
λ in Ω for each x in (O + δΥ)2. Moreover, since we have, for each a in (−∞, ℓ) ,∫ 0
−∞
exp(−2as)|b(h(X˘(x1, s)))− b(h(X˘(x2, s)))|2 ds ≤ M(x1)
2 +M(x2)
2
2(ℓ− a) < +∞ ,
we can apply Plancherel Theorem to obtain, for each a in (−∞, ℓ) and each x in
(O + δΥ)2,
1
2π
∫ +∞
−∞
|DT (x, a+ is)|2 ds =
∫ 0
−∞
exp(−2as)|b(h(X˘(x1, s)))− b(h(X˘(x2, s)))|2 ds .
(3.19)
Now, for x in Υ, with the distinguishability property, continuity with respect to time
and injectivity of b imply the existence of an open time interval (t0, t1) such that :
|b(h(X˘(x1, s)))− b(h(X˘(x2, s)))| > 0 ∀s ∈ (t0, t1) .
It follows with (3.19) that we have :∫ +∞
−∞
|DT (x, a+ is)|2 ds > 0 .
This says that, for each x in Υ, the function λ 7→ DT (x, λ) is not identically equal
zero on Ω. Since it is holomorphic, this implies that, for each (x, λ) in Υ×Ω, we can
find, for at least one of the p components DTj of DT , an integer k satisfying :
∂iDTj
∂λi
(x, λ) = 0 ∀i ∈ {0, . . . , k − 1} , ∂
kDTj
∂λk
(x, λ) 6= 0 .
So we can invoke Lemma 3.2 with D as function g. With (3.18), it allows us to
conclude that the following set S has zero Lebesgue measure in Cn+1 :
S =
⋃
(x1,x2)∈Υ
{
(λ1, . . . , λn+1) ∈ Ωn+1 : Tλi(x1) = Tλi(x2) ∀i ∈ {1, . . . , n+ 1}
}
.
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3.3. Proof of Theorem 2.9. Our first step consists in proposing a function T
solution of (2.19). The definition (2.16) of H and the inequality (2.17), give, for each
pair (x1, x2) in cl(O)2,
|LfH(x1)− LfH(x2)| ≤ |H(x1)−H(x2)|+ |Lmf b(h(x1))− Lmf b(h(x2))| ,
≤ (1 + L)|H(x1)−H(x2)| .
Also (2.18) implies that, for each Y in H(cl(O)), there exists a unique x in cl(O)
solution of Y = H(x). Hence we can define a Lipschitz function F : H(cl(O)) →
Rm×p satisfying :
F (H(x)) = LfH(x) ∀x ∈ cl(O) .(3.20)
Furthermore, as in the proof of Theorem 2.2, continuity and uniform injectivity of
the function H on cl(O) as given by (2.18) imply that H(cl(O)) is closed. Then it
follows from Kirszbraun’s Lipschitz extension Theorem (see [9, Theorem 2.10.43] for
instance) that F can be extended as a function F˘ : Rm×p → Rm×p satisfying :
|F˘ (Y1)− F˘ (Y2)| ≤ (1 + L) |Y1 − Y2| ∀(Y1, Y2) ∈ Rm×p × Rm×p ,(3.21)
F˘ (Y ) = F (Y ) ∀Y ∈ H(cl(O)) .(3.22)
Let Y(Y, t) denote a solution of the following system on Rm×p :
Y˙ = F˘ (Y ) .
With (3.21), such a solution is unique for each Y in Rm×p, defined on (−∞,+∞) and
satisfies, for some fixed matrix Y0 in R
m×p and for each pair (Y1, Y2) in R
m×p×Rm×p,
|Y(Y1, t)− Y0| ≤ |Y1 − Y0| +
∫ 0
t
|F˘ (Y(Y1, s))− F˘ (Y0)|ds − |F˘ (Y0)| t ,
≤ |Y − Y0| + (1 + L)
∫ 0
t
|Y(Y, s)− Y0|ds − |F˘ (Y0)| t ,
|Y(Y1, t)−Y(Y2, t)| ≤ (1 + L)
∫ 0
t
|Y(Y1, s)−Y(Y2, t)|ds .
With Gronwall inequality, this gives, for all t ≤ 0,
|Y(Y, t)− Y0| ≤ exp(−(1 + L)t)
[
|Y − Y0|+ |F˘ (Y0)|
1 + L
]
− F˘ (Y0)
1 + L
,(3.23)
|Y(Y1, t)−Y(Y2, t)| ≤ exp(−(1 + L)t) |Y1 − Y2| .(3.24)
So, in particular, we have, for each t ≤ 0 and Y in Rm×p,
|F˘ (Y(Y, t))| ≤ (1 + L)
(
exp(−(1 + L)t)
[
|Y − Y0|+ |F˘ (Y0)|
1 + L
])
.(3.25)
Hence, given any diagonal Hurwitz m×m matrix A, with eigen value λi, for each real
number k ≥ 1+L−maxi{Re(λi)} , we can properly define a continuous function R : Rm×p →
Cm as :
R(Y ) =
∫ 0
−∞
exp(−skA)B1m F˘ (Y(Y, s))mds ,(3.26)
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with the notation (1.3), and where F˘ (Y )m denotes the mth row of F˘ (Y ). As for
(3.14), we can prove that we have :
L
F˘
R(Y ) = kAR(Y ) + B1m F˘ (Y )m ∀Y ∈ Rm×m .
But, with (2.16), (3.20) and (3.22), this yields :
LFR(H(x)) = kAR(H(x)) + B1m L
m
f b(h(x)) ∀x ∈ cl(O) .(3.27)
Let now T : cl(O)→ Rn be the continuous function defined as :
T (x) = (kA)−mR(H(x)) −K−1SH(x) ,(3.28)
with the notations :
S =
 λ
−1
1 . . . λ
−m
1
...
...
...
λ−1m . . . λ
−m
m
 , K = diag (k, . . . , km) .(3.29)
We want to show that T is a solution of (2.19). We have :
K−1SH(x) =

∑m
i=1(kλ1)
−iLi−1f b(h(x))
...∑m
i=1(kλm)
−iLi−1f b(h(x))
 .
Thus, for each x in Rn, we get :
K−1SLfH(x) = kAK
−1SH(x) − B1mb(h(x)) + (kA)−mB1mLmf b(h(x)) .(3.30)
In view of (3.28), it remains to compute the Lie derivatives of (kA)−mR(H(x)). From
(2.11), (2.16), (3.20) and (3.22), we get the identity :
Y(H(x), t) = H(X˘(x, t)) ∀t ∈ (σ˘ −O(x), σ˘ +O(x)) ∀x ∈ O .
This gives readily, for all t in (σ˘ −O(x), σ˘
+
O(x)) and x in O,
R(Y(H(x), t)) − R(H(x)) = R(H(X˘(x, t)) − R(H(x))
and therefore :
LFR(H(x)) = LfR(H(x)) ∀x ∈ O .
By continuity this identity extends to cl(O). So, with (3.27), we get :
LfR(H(x)) = kAR(H(x)) + B1m L
m
f (b(h(x))) ∀x ∈ cl(O).
Consequently, with (3.28) and (3.30), we finally obtain, for each x in cl(O),
LfT (x) = (kA)
−mLfR(H(x)) −K−1SLfH(x) ,
= kA
[
(kA)−m R(H(x))−K−1SH(x)]+B1mb(h(x)) ,
= kAT (x) +B1mb(h(x)) .
This proves that the function T defined by (3.28) is solution of (2.19).
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Our second step in this proof is to show that, by picking k large enough, the
function T given by (3.28) is uniformly injective. To simplify the following notations,
to a function f , we associate the function ∆f as follows :
∆f(x1, x2) = f(x1) − f(x2) .
So, for instance, for each pair (x1, x2) in O2, we have :
T (x1)− T (x2) = (kA)−m∆(R ◦H)(x1, x2)) + K−1S∆H(x1, x2) .
With (3.21), (3.26) and (3.24), we get, for each (Y1, Y2) in R
m×p × Rm×p,
|∆R(Y1, Y2)| ≤
∫ 0
−∞
∣∣∣exp(−skA)B1m [F˘ (Y(Y1, s))m − F˘ (Y(Y2, s))m]∣∣∣ ds
≤ (1 + L)
∫ 0
−∞
| exp(−skA)| |B1m| [Y(Y1, s)−Y(Y2, s)| ds
≤ (1 + L) |B1m| |Y1 − Y2|
∫ 0
−∞
exp
(
−s
[
1 + L+ kmax
i
{Re(λi)}
])
ds
≤ (1 + L)|B1m|− [1 + L+ kmaxi{Re(λi)}] |Y1 − Y2| .
This yields, for each pair (x1, x2) in cl(O)2 :
|T (x1)− T (x2)| ≥ |K−1S∆H(x1, x2)| − |(kA)−m∆(R ◦H)(x1, x2)| ,
≥ |∆H(x1, x2)||K| |S−1| −
|(kA)−m| (1 + L)|B1m|
− [1 + L+ kmaxi{Re(λi)}] |∆H(x1, x2)| ,
≥ k−m
(
1
|S−1| −
|A|−m(1 + L)|B1m|
− [1 + L+ kmaxi{Re(λi)}]
)
|H(x1 −H(x2)| .
So, with (2.18), the function T is uniformly injectivity on cl(O) for all k large enough.
3.4. Proof of Theorem 2.10. Following the same arguments as in the proof
of Theorem 2.2, continuity and uniform injectivity (2.20) of the function Ta on cl(O)
imply that Ta(cl(O)) is closed and we can construct a continuous function T ∗a :
Cm×p → cl(O) satisfying :
|T ∗a (z)− x| ≤ ρ(4|z − Ta(x)|) ∀(x, z) ∈ cl(O)× Cm×p .(3.31)
This implies :
T ∗a (Ta(x)) = x ∀x ∈ cl(O) .(3.32)
Now, let us assume for the time being there exists a function F : Cm×p → Cm×p
to be used in (2.25) and satisfying :
|E(x)− F(z)| ≤ N |Ta(x) − z| ∀(x, z) ∈ cl(O)× Cm×p .(3.33)
As a direct consequence, we get the inequality :
|F(z)| ≤ N |z| + M z ∈ Cm×p ,
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for some real number M (= |E(x0)| + N |Ta(x0)|, with some arbitrarily fixed x0 in
cl(O)). It follows that the z dynamics in the system (2.25) satisfy :
|z˙| ≤ (|A|+N) |z| + (M + |B(h(x)))| .
Hence, for each x in O and z in Cm×p, the component Z(x, z, t) of a solution
(X(x, t), Z(x, z, t)) of (2.25) is defined as long as h(X(x, t)) is defined. So this so-
lution is right maximally defined on the same interval [0, σ+
Rn
(x)) as X(x, t) solution
of (1.1).
With (3.31), (2.26) holds if we have :
lim
t→σ+
Rn
(x)
Ta(X(x, t))− Z(x, z, t) = 0 ∀(x, z) ∈ O × Cm×p .(3.34)
To establish this limit, we associate, to each pair (x, z) in O×Cm×p, the matrix e in
Cm×p :
e = Ta(x) − z .
With (2.21) and (2.25), we get :
e˙ = Ae+ E(x)− F(z) .
Let U : Cm×p → R+ be the positive definite and proper function defined as :
U(e) =
p∑
i=1
e⊤i Pei ,
where ei denotes the i
th column of e, ei denotes its complex conjugate and P is given
by (2.24). Using (3.33) and completing the squares, we get :
˙︷ ︷
U(e) =
p∑
i=1
[−|ei|2 + 2ei⊤P (E(x)− F((z))i] ≤ −[1− 2Nλmax(P )] |e|2 ,
≤ −1− 2Nλmax(P )
λmin(P )
U(e) .
So, with (2.23), we have established the existence of a strictly positive real number ε
such that we have :
˙︷ ︷
U(e) ≤ −εU(e) ∀(x, z) ∈ O × Cm×p .(3.35)
This implies, for all t in [0, σ+O(x)) and (x, z) in O × Cm×p,
exp (−εt) U(e) ≥ U(E(x, z, t)) ( = U (Ta(X(x, t))− Z(x, z, t)) ) .(3.36)
With forward completeness within O and the condition in the left of (2.26) (see (2.8)),
this implies (3.34) holds.
It remains to establish the existence of a function F : Cm×p → Cm×p satisfying
(3.33). With (3.32), we see that (2.22) becomes :
|E(T ∗a (z1))− E(T ∗a (z2))| ≤ N |z1 − z2| ∀(z1, z2) ∈ Ta(cl(O))2 .
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Thus, E◦T ∗a is a Lipschitz function on the closed subset Ta(cl(O)). From Kirszbraun’s
Lipschitz extension Theorem, E◦T ∗a can be extended as a function F : Cm×p → Cm×p
satisfying :
|F(z1) − F(z2)| ≤ N |z1 − z2| ∀(z1, z2) ∈ (Cm×p)2 ,
F(z) = E(T ∗(z)) ∀z ∈ Ta(cl(O)) .
So, in particular, we get (3.33).
3.5. Proof of Corollary 2.12. Let λi be the eigen values of a given diagonal
Hurwitz complex m × m matrix A. With the notations (3.29), the function Ta :
cl(O)→ Rm×p defined in (2.27) can be rewritten as :
Ta(x) = −K−1SH(x) .(3.37)
In the following we show that we can find a real number k∗ ≥ 1 such that, if k is
strictly larger than k∗, then the triple (kA, Ta, B1m) satisfies all the assumptions of
Theorem 2.10 :
1. The forward completeness within O is satisfied by assumption.
2. (2.20) is satisfied since, using (2.18) and the definition of Ta in (3.37), we
get, for each pair (x1, x2) in cl(O)2,
|x1 − x2| ≤ ρ(|S−1K| |K−1SH(x1)−K−1SH(x2)|) ,
≤ ρ(|S−1K| |Ta(x1)− Ta(x2)|) .
3. Let the function E : cl(O)→ Rm×p be defined as :
E(x) = −(kA)−mB1mLmf b(h(x)) .
We have to show that this function satisfies (2.21) and (2.22). Using (3.30), we get,
for each x in O,
E(x) +B1mb(h(x)) = −K−1SLfH(x) + kAK−1SH(x) = LfTa(x)− kATa(x) .
So, (2.21) does hold. Also, with (2.17) and k−m|K| ≤ 1, which holds for k ≥ 1, we
get, for each (x1, x2) in cl(O)2,
|E(x1) − E(x2)| = |(kA)−m(B1m(Lmf (h(x1)) − Lmf (h(x2))))| ,
≤ |(kA)−m| |B1m|L |H(x1)−H(x2)| ,
≤ 1
mini |λi|m |B1m|L |S
−1| |Ta(x1)− Ta(x2)| .
Hence, (2.22) is satisfied with N = 1mini |λi|m |B1m|L |S−1| which does not depend
on k.
4. It remains to show that, by choosing k sufficiently large, the constraint (2.23)
is satisfied. As kA is a diagonal complex matrix, the inequality (2.23) is simply :
1
mini |λi|m |B1m|L |S
−1| 1
k (−maxi Re(λi)) < 1 .
Clearly this inequality holds for all k large enough.
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3.6. Technical comments on section 2.6. Due to space limitations, we give
here only some hints on how the results established for the case of completeness can
be extended to the case of boundedness observability.
The introduction of γ in the observer has mainly two consequences :
1. For the error convergence, t, in exp(At) in (3.1) or exp(−εt) in (3.36), is
replaced by the integral
∫ t
0 γ(h(X(x, s)))ds. If σ
+
Rn
(x) = +∞, then,γ being larger
than 1, this integral goes to +∞ as t goes to σ+
Rn
(x). If, instead, σ+
Rn
(x) is finite, then
Vf(X(x, t)) goes to +∞ as t goes to σ+Rn(x). From (2.30) this is possible only if the
above integral tends again to +∞.
2. The function T given in (2.15) is defined in terms of the solutions X˘(x, t)
of the modified system (2.10) with fγ instead of f . So we must show that this
latter system shares the backward O-distinguishability property of the original sys-
tem (1.1). This can be done by associating, to each x in O + δd, the function
τx : (σ
−
O+δd
(x), σ+O+δd(x))→ R defined as :
τx(t) =
∫ t
0
γ(h(X(x, s)))ds .
It admits an inverse τ−1 which is such that we have :
X(x, τ−1x (t)) = X˘(x, t) ∀x ∈ O + δd , ∀t ∈ τx(σ−O+δd(x), σ+O+δd(x)) .
Then it is possible to prove that, if, for some pair (x1, x2) in O2, we have :
h(X˘(x1, t)) = h(X˘(x2, t)) ∀t ∈ (σ˘ −O+δd(x1), 0] ∩ (σ˘ −O+δd(x2), 0] ,
then we have also :
τ−1x1 (t) = τ
−1
x2
(t) ∀t ∈ (σ˘ −O+δd(x1), 0] ∩ (σ˘ −O+δd(x2), 0] .
4. Conclusion. We have stated sufficient conditions under which the extension
to non linear systems of the Luenberger observer, as it has been proposed by Kazantzis
and Kravaris in [13], can be used as long as the state to be observed remains in a
given open set. In doing so, we have exploited the fact, already mentioned in [4, 16],
that the observer proposed by Kreisselmeier and Engel in [14] is a possible way of
implementing the Kazantzis-Kravaris / Luenberger observer.
We have established that a sufficient (row) dimension of the dynamic system
giving the observer is 2 + twice the dimension of the state to be observed. This
is in agreement with many other results known on the generic number of pieces of
information to be extracted from the output paths to be able to reconstruct the state.
We have also shown that it is sufficient to know only an approximation of a
solution of a partial differential equation which we need to solve to implement the
observer. In this way, we have been able to make a connection with high gains
observers.
finally, to get less restrictive sufficient conditions, we have found useful to modify
the observer in a way which induces a time rescaling as already suggested in [4].
At this stage, our results are mainly of theoretical nature. They are concerned
with existence. Several problems of prime importance for practice remain to be ad-
dressed like type and speed of convergence. In these regards, the contribution of
Rapaport and Maloum in [18] is an important starting point.
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Even for the purpose of showing the existence, we have to note that the conditions
we have given can be strongly relaxed if an estimation of the norm of the state is
available. This idea has been exploited in [4] where a truly global observer has been
proposed under the assumption of global complete observability and unboundedness
observability.
Appendix. Proof of Coron’s Lemma 3.2. The idea of the proof is to show
that the set
S =
⋃
x∈Υ
{
Λ = (λ1, . . . , λn+1) ∈ Ωn+1 : g(x, λℓ) = 0 ∀ℓ ∈ {1, . . . , n+ 1}
}
,
defined in (3.17) is contained in a countable union of sets which have zero Lebesgue
measure.
Given (x,Λ, ǫ) in Υ× Ωn+1 × R+∗, we denote by Sǫ,x,Λ the set :
Sǫ,x,Λ =
⋃
x∈Bǫ(x)
{Λ ∈ Bǫ(Λ) : g(x, λℓ) = 0 ∀ℓ ∈ {1, . . . , n+ 1}} .(A.1)
Assume for the time being that, for each pair (x,Λ) in Υ×Ωn+1, we can find a strictly
positive real number ǫ and a countable family of C1 functions σi : Bǫ(x) → Ωn+1,
such that we have :
Sǫ,x,Λ ⊂
⋃
i∈N
σi(Bǫ(x)) .(A.2)
The family (Bǫ(x)× Bǫ(Λ))(x,Λ)∈Υ×Ωn+1 is a covering of Υ × Ωn+1 by open subsets.
From Lindelo¨f Theorem (see [6, Lemma 4.1] for instance), there exists a countable
family
{
(xj ,Λj)
}
j∈N
such that we have :
Υ× Ωn+1 ⊂
⋃
j∈N
Bǫj(xj)× Bǫj (Λj) ,
where ǫj denotes the ǫ associated to the pair (xj ,Λj). With (A.2), it follows that we
have :
S ⊂
⋃
j∈N
⋃
i∈N
σi,j(Bǫj (xj)) ,
where σi,j denotes the ith function σ associated with the pair (xj ,Λj). The set
σi,j(Bǫj(xj)) is the image, contained in Cn+1, a real manifold of dimension 2(n+1), by
a C1 function of Bǫj (xj), a real manifold of dimension 2n. From a variation on Sard’s
Theorem (see [20, Theorem 3, paragraphe 3] for instance), this image σi,j(Bǫj (xj)) has
zero Lebesgue measure in Cn+1. So S, being a countable union of such zero Lebesgue
measure subsets, has zero Lebesgue measure.
So all we have to do to establish Lemma 3.2 is to prove the existence of ε and the
functions σi satisfying (A.2) for each pair (x,Λ)in Υ× Ωn+1. For ε, we consider two
cases :
1. Consider a pair (x,Λ) such that gj(x, λℓ) is non zero for some component λℓ
of Λ and gj of g. By continuity of gj , we can find a strictly positive real number ǫ
such that g(x, λℓ) is also non zero for all x in Bǫ(x) and Λ in Bǫ(λ). In this case, the
set Sǫ,x,Λ is empty.
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2. Consider a pair (x,Λ) such that g(x, λℓ) is zero for each of the n+ 1 compo-
nents of λℓ of Λ. From the assumption (3.16), for each ℓ, we can find a component
gjℓ of g and an integer kℓ satisfying :
∂igjℓ
∂λi
(x, λℓ) = 0 ∀i ∈ {0, . . . , kℓ − 1} ,
∂kℓgjℓ
∂λkℓ
(x, λℓ) 6= 0 .
In this case, following the Weierstrass Preparation Theorem (see [12, Theorem IV.1.1]2
for instance), for each ℓ in {1, . . . , n+ 1}, we know the existence of a strictly positive
real number ǫℓ, a function qℓ : Bǫℓ(x)×Bǫℓ(λℓ)→ C, and kℓ C1 functions aℓj : R2n → C
satisfying, for all (x, λ) in Bǫℓ(x)×Bǫℓ(λℓ),
qℓ(x, λ) gjℓ (x, λ) = (λ− λℓ)kℓ +
kℓ−1∑
j=0
aℓj(x)(λ − λℓ)j .(A.3)
We choose the real number ǫ, to be associated to (x,Λ) in the definition of Sǫ,x,Λ, as :
ǫ = inf
ℓ∈{1,...,n+1}
ǫℓ .
In the following Pℓ : Bǫ(x)× C → C and aℓ(x) : Bǫ(x)→ Ckℓ denote :
Pℓ(x, λ) = (λ − λℓ)kℓ +
kℓ−1∑
j=0
aℓj(x)(λ − λℓ)j , aℓ(x) = (aℓ0(x), . . . , aℓkℓ−1(x)) .
With this definition of ε, we have the following implication, for Λ in Bǫ(Λ) and x
in Bǫ(x),
g(x, λℓ) = 0 ∀ℓ ∈ {1, . . . , n+1} ⇒ (λℓ, aℓ(x)) ∈M ℓ ∀ℓ ∈ {1, . . . , n+1}(A.4)
where M ℓ is the set :
M ℓ =
(λ, (b0, . . . , bkℓ−1)) ∈ C× Ckℓ : (λ− λℓ)kℓ +
kℓ−1∑
j=0
bj(λ− λℓ)j = 0
(A.5)
Our interest in this set follows from the following Lemma, which we prove later on,
Lemma A.1. Let M be the set defined as :
M =
(λ, b0, . . . , bk−1) ∈ C× Ck : λk +
k−1∑
j=0
bjλ
j = 0
 .
There exists a countable family {Mm}m∈N of regular submanifolds of Ck and a count-
able family of C1 functions ρm :Mm → C such that we have the inclusion :
M ⊂
⋃
m∈N
⋃
b∈Mm
{(ρm(b), b)} .(A.6)
2In [12, Theorem IV.1.1], this theorem is stated with the assumption that gj is holomorphic in
both x and λ. However, as far as x is concerned, it can be seen in the proof of this Theorem that
we need only the implicit function theorem to apply. So continuous differentiability in x for each λ
is enough.
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So, for each ℓ in {1, . . . , n+1} we have a countable family {M ℓmℓ}mℓ∈N of regular
submanifolds of Ckℓ and a countable family of C1 functions ρℓmℓ : M
ℓ
mℓ
→ C such
that, for each x in Bǫ(x), if Pℓ(x, λℓ) is zero, then there exists an integer mℓ such that
we have :
aℓ(x) ∈ M ℓmℓ , λℓ = ρℓmℓ(aℓ(x)) .(A.7)
Hence, with (A.4), if :
g(x, λℓ) = 0 ∀ℓ ∈ {1, . . . , n+ 1} ,
then there exists an (n+ 1)-tuple µ = (m1, . . . ,mn+1) of integers satisfying :
aℓ(x) ∈ M ℓmℓ , λℓ = ρℓmℓ(aℓ(x)) ∀ℓ ∈ {1, . . . , n+ 1} .
So, by letting :
Sµǫ,x,Λ =
⋃
{x∈Bǫ(x) : aℓ(x)∈Mℓmℓ ∀ℓ∈{1,...,n+1}}
{
(ρ1m1(a
1(x)), . . . , ρn+1mn+1(a
n+1(x))
}
(A.8)
we have established :
Sǫ,x,Λ ⊂
⋃
µ∈Nn+1
Sµǫ,x,Λ .(A.9)
Comparing (A.2) with (A.9) and using the definition (A.8), we see that a candidate
for the function σi is :
σi(x) =
(
ρℓmℓ
(
RMℓmℓ
(aℓ(x))
))
ℓ∈{1,...,n+1}
where i happens to be the (n+ 1)-tuple µ and RMℓmℓ
: Ckℓ →M ℓmℓ is a “restriction”
to M ℓmℓ since we have to consider only those a
ℓ(x) which are in M ℓmℓ . Finding such
functions RMℓmℓ
such that σi is C
1 may not be possible. But, following [7, Lemma
3.3], we know the existence, for each ℓ, of a countable family of C1 functions Rℓν :
Ckℓ →M ℓmℓ such that we get :
Sµǫ,x,Λ ⊂
⋃
ν∈N
{(
ρℓmℓ
(
Rℓν(a
ℓ(Bǫ(x)))
))
ℓ∈{1,...,n+1}
}
.
In other words the family of functions σi is actually given by the family :
σµ,ν =
(
ρℓmℓ ◦Rℓν ◦ aℓ
)
ℓ∈{1,...,n+1}
i.e. we have :
Sǫ,x,Λ ⊂
⋃
µ∈Nn+1
⋃
ν∈N
σµ,ν(Bǫ(x)) .
Proof of Lemma A.1 : The inclusion (A.6) says that we are looking for a covering
of the set M with some special structure. A covering easily found, but not having
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this special structure, is obtained by choosing a first complex number λ, denoted λ1,
as well as k − 1 other complex numbers λj . Then the bj ’s are given by the identity :
k∏
j=1
(λ− λj) = λk +
k−1∑
j=0
bjλ
j , λ ∈ C .(A.10)
In other words if we denote by η : Ck → Ck the function which gives the bj ’s from
the λj ’s, we have : ⋃
(λ1,...,λk)∈Ck
{(λ1, η(λ1, . . . , λk))} ⊆M .
Specifically, given the elementary symmetric functions si, sum of all the products of
i distinct λj ’s,
si = λ1 . . . λi−1λi + λ1 . . . λi−1λi+1 + . . .+ λk−i+1λk−i+2 . . . λk ,
the bj’s are obtained as :
bj = (−1)k−jsk−j ∀j ∈ {1, . . . , k − 1} .
Also the elementary symmetric functions are related to the sum of similar powers σp :
σp =
k∑
j=1
λpj ,
via the Newton equations :
σi − σi−1s1 + σi−2s2 + . . . + (−1)i−1σ1sk−1 + (−1)iisi = 0 .
The corresponding functions (σp) 7→ (si) and (si) 7→ (bj) are C∞ diffeomorphisms.
To obtain the result stated in the Lemma, we need to invert the function η :
(λℓ) 7→ (bj). This function is known to be an homeomorphism if the λj ’s are defined
up to permutations (See [5, Proposition 1.5.5] for instance). But unfortunately we
cannot go beyond continuity of the inverse because of possible multiple roots. To
round this problem, we choose the multiplicity cℓ of the root λℓ so that the sum of
the cℓ’s is k. So, except if they are all 1, some of them must be 0. Maybe after
re-ordering, we can assume that each c1 to cq is non zero and satisfy :
c1 + . . . + cq = k .
Then we choose q different complex numbers ̟ℓ and we let :
λ1 = . . . = λc1 = ̟1 , λc0+1 = . . . = λc1+c2 = ̟2 , . . .
. . . , λc1+...+cq−1+1 = . . . = λc1+...+cq = ̟q .
This yields :
σp =
q∑
ℓ=1
cℓ̟
p
ℓ .(A.11)
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We stress at this point that, to any k-tuple of λℓ’s in C
k, we can associate, maybe
after a permutation θ of its components, such q-tuples of c = (cr) and ̟ = (̟r), with
̟i 6= ̟j if i 6= j. It follows that the function η can be decomposed as follows :
(λℓ) 7→ θ(λℓ) 7→ (c,̟) 7→ (σp) 7→ (si) 7→︸ ︷︷ ︸
η
(bj) .
This way, given a permutation θ and a root multiplicity vector c, with no zero com-
ponent, we have defined a function γ : Cq \ {̟i = ̟j} → Ck which maps the ̟r’s
into the bj ’s :
γ : ̟ 7→ (σp) 7→ (si) 7→ (bj) .
This function has rank q. Indeed we know that the last two functions above are
diffeomorphisms and, for the first one, we get from (A.11) :
∂σp
∂̟r
= p cr̟
p−1
r .
Since the p’s and cr’s are not zero, we see that the matrix
(
∂σp
∂̟r
)
has full rank since it
has a Vandermonde structure and the ̟r’s are different. Consequently, the jacobian
matrix
(
∂bj
∂̟r
)
of the function γ has full rank q ≤ k. It follows from [6, Theorem
III,4.12, Theorem III, 5.5] that, for each q-tuple ̟ in Cq \ {̟i = ̟j}, there exists a
strictly positive real number ǫ(̟) such that
• Bǫ(̟)(̟) is a subset of Cq \ {̟i = ̟j},
• γ (Bǫ(̟))(̟)) is a regular submanifold of (the real manifold) Ck,
• the restriction of γ : Bǫ(̟)(̟)→ γ
(Bǫ(̟)(̟)) is a diffeomorphism.
We denote by γ−1 the “inverse” function.
The family
{Bǫ(̟)(̟)}̟∈Cq\{̟i=̟j} is a covering by open subsets of Cq \ {̟i =
̟j}. So there exists a countable family (̟i)i∈N such that the family
{Bǫ(̟i)(̟i)}i∈N
is covering by open subsets of Cq \ {̟i = ̟j}. Moreover, since, to each k-tuple (bj)
in Ck, we can associate a pair (c,̟) with ̟i 6= ̟j if i 6= j, any such k-tuple (bj)
is in at least one set γ
(Bǫ(̟i)(̟i)). So, since the number of permutations θ in Ck
and multiplicity vectors c is finite, with varying i and q, we get a countable family
{Mm}m∈N of regular submanifold of Ck defined as :
Mm := γ
(Bǫ(̟i)(̟i))
and a countable family of C1 functions ρm defined as :
γ−1 (c, θ)
ρm : (b0, . . . , bk−1) ∈Mm 7→ ̟ ∈ Bǫ(̟i)(̟i) 7→ (λ1, . . . , λk) ∈ Ck .
Each b = (b0, . . . , bk−1) in C
k is in least one Mm and we have :
η(ρm(b)) = b ,
Our result follows then from :
C
k =
⋃
m∈N
⋃
b∈Mm
{ρm(b)} .
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