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Die weltweite Inanspruchnahme von natürlichen Böden für Siedlungs- 
und Verkehrszwecke ist weiterhin hoch. Das gilt auch für Deutschland, 
wo es noch immer nicht gelungen ist, die Flächenneuinanspruchnahme 
von der wirtschaftlichen Entwicklung abzukoppeln. Das ist das Ziel einer 
Flächenkreislaufwirtschaft mit einem Null-Hektar-Flächenverbrauch, wie sie 
die Bundesregierung in ihrem Klimaschutzplan 2050 anstrebt. 
Die IÖR-Veröffentlichungsreihe Flächennutzungsmonitoring informiert 
über Ursachen, Wirkungen, indikatorbasierte Beschreibung von Stand und 
Entwicklung, Prognosen sowie Best-Practice-Beispielen einer nachhaltigen 
Flächenhaushaltspolitik. Damit sollen der Praxis Informationen an die Hand 
gegeben werden, um dem Flächenverbrauch, der Bodenversiegelung, der 
Zersiedelung und der Landschaftszerschneidung wirksam zu begegnen. 
Dazu werden aktuelle Ergebnisse aus Wissenschaft und Praxis vorgestellt, 
die auf dem Dresdner Flächennutzungssymposium 2019 präsentiert und 
diskutiert wurden. 
Der vorliegende Band fokussiert auf die Themen: internationale und 
nationale Entwicklungen in der Flächenpolitik, Flächenmanagement, 
Flächenmonitoring und -analysen, Bodenversiegelung, Indikatoren und 
Methoden, smarte Datenerhebung sowie Grün in der Stadt.
Das Leibniz-Institut für ökologische Raumentwicklung veröffentlicht 
innerhalb der Reihe IÖR-Schriften mittlerweile den 11. Band zum Thema 
„Flächennutzungsmonitoring“ (www.ioer.de/publikationen/ioer-schriften).
ISBN 978-3-944101-77-4
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Bäume sind eine wichtige Ressource für die Stadt- und Raumplanung. Um diese – bei-
spielsweise zu Klimaschutzmaßnahmen – optimal nutzen zu können, werden entspre-
chende Informationen darüber benötigt. Die Erhebung von Baumstandorten, -höhen, 
Kronendurchmessern etc. vor Ort ist aufwändig und damit zeit- und kostenintensiv. 
Gleichzeitig steht eine große Menge an Fernerkundungsdaten, wie beispielsweise digita-
le Orthophotos oder Geländemodelle, in denen Bäume erfasst sind, zur Verfügung. Die 
Entwicklung geeigneter Methoden, um diese Daten (automatisiert) auszuwerten, ist von 
entscheidender Bedeutung, wobei im Zusammenhang mit der Verarbeitung und Ana-
lyse großer Datenmengen derzeit verschiedene Methoden des maschinellen Lernens, 
insbesondere künstliche Neuronale Netze (kNN), Gegenstand intensiver Forschung sind.
Im Rahmen einer im Großraum der Stadt Leipzig durchgeführten Pilotstudie wird daher 
untersucht, inwiefern das Potenzial von CNNs (convolutional neural networks), einer 
spezifischen Form der kNN, genutzt werden kann, um Informationen über Stadtbäu-
me aus Fernerkundungsdaten abzuleiten. Dabei können einzelne Bäume grob lokalisiert 
und verschiedene Baumgattungen mit einer Gesamtgenauigkeit von bis zu 72 % klassi-
fiziert werden. Außerdem erfolgt eine Bestimmung des Baumalters, der Höhe sowie des 
Kronendurchmessers mit mittleren Fehlerwerten (RMSE) von bis zu 9 Jahren bzw. bis zu 
1,8 m und 1,0 m.
1 Einführung
Grünflächen, insbesondere Bäume, bieten vor dem Hintergrund der Urbanisierung und 
des Klimawandels vielfältige Möglichkeiten, die Lebensqualität, speziell in urbanen Räu-
men, zu erhalten bzw. zu steigern (Food and Agriculture Organisation of the United 
Nations (FAO) 2016). In den letzten Jahren ist daher das Interesse am Thema „Stadt-
grün“ sowohl von Seiten der Behörden als auch der Wissenschaft gestiegen. Für plane-
rische Zwecke ist eine Datengrundlage über Stadtgrün (Stadtbäume, Gründächer, etc.) 
notwendiger Ausgangspunkt, aber nicht immer verfügbar. Fernerkundungsdaten wie 
Satellitenbilder, Luftbilder oder digitale Geländemodelle können hier einen wichtigen 
Beitrag leisten. Darüber hinaus rücken Methoden des maschinellen Lernens weiter in 
den Fokus der Wissenschaft. In dieser Arbeit wird eine Möglichkeit, künstliche Neurona-
le Netze bzw. CNNs zur Ableitung von Informationen über Bäume in urbanen Gebieten 
zu nutzen, vorgestellt.
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2 Künstliche Neuronale Netze zur Auswertung von 
Fernerkundungsdaten
2.1 Aufbau und Funktionsweise künstlicher Neuronaler Netze
Künstliche Neuronale Netze bestehen aus (vielen) vernetzten Recheneinheiten bzw. 
Neuronen, die in Ebenen organisiert sind (Abb. 1). Sie sind eine Form von Modellen, mit 
denen sowohl eine Klassifikation als auch eine Regression durchgeführt werden kann. 
In ersterem Fall entsprechen die Ausgaben den Zugehörigkeitswahrscheinlichkeiten (p) 
zu verschiedenen Klassen; andernfalls werden Zahlenwerte (y) für die untersuchten Ziel-
variablen berechnet.
Abb. 1: Skizze eines künstlichen Neuronalen Netzes mit drei Eingabe- und zwei Ausgabeneuro-
nen. Es lassen sich Eingabeebene (input layer, hellgrau/links), Berechnungsebenen (hidden layers, 
dunkelgrau) und Ausgabeebene (output layer, mittelgrau/rechts) unterscheiden
(Quelle: eigene Darstellung)
Um die Modellparameter, auch Gewichte genannt, anzupassen, werden die Netzwerke 
mit Beispieldaten (examples) trainiert. Man spricht dabei von überwachtem Lernen. Die 
Beispieldaten bestehen aus Eingaben (features), z. B. Bildern, und den zugehörigen Aus-
gaben (labels), z. B. der Baumgattung oder -höhe, anhand derer das Netzwerk „lernt“ 
bestimmte Merkmale in den Eingabedaten den entsprechenden Ausgabeklassen bzw. 
-werten zuzuordnen. Ein Teil der Beispieldaten (Testdatensatz) dient der Evaluation der 
Modelle und wird im Training nicht verwendet.
Da kNN i. d. R. (sehr) viele Parameter besitzen, ist eine dementsprechend große Menge 
an Trainingsdaten notwendig. Außerdem bedeutet sowohl das Training als auch die 
Anwendung dieser Modelle einen verhältnismäßig großen Rechenaufwand. Die erfolg-
reiche Anwendung künstlicher Neuronaler Netze in den letzten Jahrzehnten ist u. a. 
auf die immer bessere Datenverfügbarkeit („big data“) sowie die Entwicklung immer 
leistungsfähigerer Rechner (insbesondere GPUs) zurückzuführen (Lantz 2013).
2.2 Convolutional Neural Networks (CNNs)
Convolutional Neural Networks (CNNs) sind eine speziell zur Klassifikation von Bild- 
bzw. Rasterdaten entwickelte Form der kNN (LeCun et al. 2015). Sie stammen aus dem 
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Bereich der computergestützten Bildverarbeitung (computer vision) und wurden von 
verschiedenen Autoren bereits erfolgreich für verschiedene Fernerkundungsanwendun-
gen eingesetzt (Penatti et al. 2015; Hu et al. 2015; Längkvist et al. 2016; Castelluccio 
et al. 2015). Sie besitzen eine spezielle Struktur, u.a. sogenannte Konvolutions- und 
Poolingebenen, die es ermöglichen, verschiedene (zweidimensionale) Merkmale in den 
Eingabedaten, z. B. Kanten oder Farbverläufe, zu „erlernen“ und entsprechenden Aus-
gabewerten, z. B. bestimmten im Bild erkennbaren Objekten oder Klassen, zuzuordnen.
Da sich Fernerkundungsdaten i. d. R. erheblich von RGB-Bilddaten wie beispielsweise 
Fotos unterscheiden, muss diese Methode für die Anwendung im Fernerkundungskon-
text entsprechend angepasst werden (Nogueira et al. 2017). Dabei muss insbesondere 
die Natur der Daten, z. B. zusätzliche Kanäle für Infrarot- oder Höhenwerte, sowie das 
i. d. R. sehr viel größere Format (mehrere Mio. Pixel) beachtet werden. Dazu wird die 
Modellstruktur auf die jeweilige Anzahl an Kanälen angepasst und große Raster übli-
cherweise mit Hilfe eines Suchfensters abgetastet (Girshick et al. 2013, 2), um kleinere 
Ausschnitte als Eingaben für die CNNs zu verwenden.
3 Pilotstudie zur Ableitung von Informationen über 
Stadtbäume
3.1 Methoden
Das für diese Pilotstudie untersuchte Gebiet befindet sich im Großraum Leipzig 
(Sachsen). Als Datengrundlage stehen digitale Orthophotos (DOPs) mit einer räumli-
chen Auflösung von 20 cm und Rot-, Grün-, Blau- und Infrarotwerten sowie ein digita-
les Gelände- und Oberflächenmodell (DGM, DOM) mit einer Auflösung von jeweils 2 m 
zur Verfügung. Um den Rechenaufwand zu minimieren, werden Rot- und Infrarotka-
nal zu NDVI-Werten (normalized difference vegetation index) zusammengefasst sowie 
die Differenz aus Oberflächen- und Geländemodell berechnet (normalisiertes digitales 
Oberflächenmodell, nDOM), sodass insgesamt drei Raster als Eingabe für die CNNs 
verwendet werden.
Aus diesen Eingaberastern werden, auf Basis des städtischen Straßenbaumkatasters, qua-
dratische Ausschnitte in verschiedenen Formaten (24 x 24, 50 x 50 und 100 x 100 Pixel) 
als Beispieldaten extrahiert und mit verschiedenen Zielwerten (labels) gekennzeichnet 
(in Abb. 2 exemplarisch dargestellt). Insgesamt werden für jedes der drei Formate drei 
verschiedene CNNs mit unterschiedlichen Ausgaben (Zielvariablen) entwickelt. Das ers-
te Modell (CNN1) ist auf die Auswahl von Bildausschnitten, die Bäume bzw. Baum-
kronen enthalten, spezialisiert. Ein weiteres Modell (CNN2) dient zur Klassifikation der 
Baumgattung. Mithilfe eines Regressionsmodells (CNN3) werden außerdem Baum höhe, 
-alter und Kronendurchmesser berechnet.
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Abb. 2: Beispieldaten zur Klassifikation der Baumgattung (Quelle: eigene Darstellung)
Alle Modelle beruhen auf der gleichen Architektur. Diese umfasst je zwei Konvolu-
tions- und Pooling-Ebenen, eine vollständig vernetzte Ebene und eine oder mehrere 
Ausgabeebene(n). Sie unterscheiden sich lediglich in der Eingabe (verschiedene Forma-
te) sowie in der letzten Ebene (verschiedene Zielvariablen).
Der größte Teil (80 %) der erstellten Beispieldaten werden für das Training der Model-
le verwendet, wobei unterschiedliche Trainings- bzw. Regularisierungsmethoden (data 
augmentation, L1- und L2-Regularisierung, Reduktion der Anzahl der Neuronen) ver-
glichen werden. Anschließend werden die Modelle anhand der übrigen Beispieldaten 
(ca. 20 % Testdaten) evaluiert und die jeweils besten CNNs für die Untersuchung eines 
1 km² großen Testgebietes ausgewählt.
Dabei erfolgt eine grobe Lokalisierung einzelner Bäume durch Verwendung des ersten 
Modells (CNN1) in Verbindung mit einem Suchfenster und dient als Basis zur Anwen-
dung der übrigen Modelle (CNN2, CNN3). Deren Ausgaben werden nur für Bildaus-
schnitte bzw. Fensterpositionen berechnet, in denen eine Baumkrone detektiert wurde.
3.2 Ergebnisse
Die Evaluation der Modelle erfolgt zunächst auf Basis der Testdaten, wobei alle Modelle 
anhand eines Genauigkeits- bzw. Fehlerwertes (Metrik) verglichen werden (Tab. 1). Die 
zur Erkennung einzelner Bäume bzw. Baumkronen trainierten Modelle (CNN1) weisen 
sehr hohe Vorhersagegenauigkeiten von nahezu 100 % auf. Für die Modelle zur Klas-
sifikation der Baumgattung (CNN2) werden Gesamtgenauigkeiten (overall accuracy; 
Anteil der korrekt klassifizierten Bildausschnitte) von 65 %-72 % erzielt, wobei für das 
größte Eingabeformat (100 x 100 Pixel) die besten Ergebnisse erzielt werden. Die Ergeb-
nisse der Regressionsmodelle (CNN3) mit den drei Zielvariablen Baumalter, -höhe und 
Kronendurchmesser erreichen für das kleinste Eingabeformat (24 x 24 Pixel) mittlere 
Fehlerwerte (RMSE) von bis zu 9 Jahren, sowie bis zu 1,8 m bzw. 1,0 m.
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Die besten Modelle jedes Eingabeformates (Tab. 1) werden anschließend für die 
Untersuchung eines Testgebietes ausgewählt, wobei dieses mit Suchfenstern in den ent-
sprechenden Formaten (24 x 24, 50 x 50 und 100 x 100 Pixel) abgetastet wird und die 
auf diese Weise extrahierten Bildausschnitte als Eingabedaten den Modellen übergeben 
werden. In diesem Fall ist aufgrund mangelnder Referenzdaten allerdings keine Validie-
rung der Ergebnisse möglich.
Tab. 1: Genauigkeiten bzw. Fehlerwerte der jeweils besten Modelle für die drei Eingabeformate 
(Quelle: eigene Bearbeitung)
Modell Metrik 24 x 24 50 x 50 100 x 100
CNN1 (Baum/nicht Baum) Gesamtgenauigkeit 
(overall accuracy) (%)
97 98 99
CNN2 (Baumgattung) 69 65 72
CNN3 (Baumhöhe)
RMSE (root mean 
squared error)  
(m bzw. Jahre)
1,8 3,0 3,6
CNN3 (Baumalter) 9 28 31
CNN3 (Kronendurchmesser) 1,0 1,5 2,2
Die Modellausgaben für das Testgebiet werden daher visuell und statistisch ausgewer-
tet. Bei der Lokalisierung einzelner Bäume anhand der Ausgaben von CNN1 zeigt sich, 
dass diese für freistehende Einzelbäume deutlich besser funktioniert als in zusammen-
hängenden Beständen (Abb. 3). Dies ergibt sich mit hoher Wahrscheinlichkeit aus der 
Zusammensetzung der Beispieldaten, da diese sich auf Straßenbäume beschränken und 
daher Bäume mit ähnlichem Erscheinungsbild besser detektiert werden.
Die Ausgaben des Modells zur Klassifikation der Baumgattung beschränken sich im 
Wesentlichen auf die in den Beispieldaten am häufigsten vertretene Gattung (Linde/
Tilia). Dabei ist jedoch zu berücksichtigen, dass bei der Modellauswahl lediglich die Ge-
samtgenauigkeit herangezogen wird. Da über die Hälfte der Testdaten Linden sind, wür-
den auch Modelle, die alle Eingaben dieser Klasse zuordnen, eine Gesamtgenauigkeit 
von über 50 % aufweisen. Eine detaillierte Untersuchung der Konfusionsmatrix jedes 
Modells kann Aufschluss über gattungsspezifische Vorhersagegenauigkeiten geben, so-
dass für bestimmte Anwendungsfälle ggf. andere Modelle ausgewählt werden können.
In Abbildung 4 sind die von CNN3 berechneten Kronendurchmesser für einen Aus-
schnitt des Testgebietes visualisiert. Auch hier zeigt sich, dass die Modellausgaben für 
die verschiedenen Eingabeformate jeweils Häufungen in bestimmten Wertebereichen 
aufweisen, wobei ein Zusammenhang zur Verteilung der Zielvariablen in den Beispiel-
daten zu erkennen ist: Werte, die in den Trainingsdaten häufig vorkommen, werden 
auch bei der Anwendung auf neue Daten häufiger vorhergesagt.
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Abb. 3: Lokalisierung von Einzelbäumen im Testgebiet mit Hilfe der Ausgaben von CNN1 für die 
Eingabeformate 24 x 24 (blau). 50 x 50 (grün) und 100 x 100 (rot) Pixel (Quelle: GeoSN, eigene 
Bearbeitung)
Abb. 4: Die mit Hilfe des Regressionsmodells (CNN3) berechneten Kronendurchmesser für die 
verschiedenen Eingabeformate (blau: 24 x 24, grün: 50 x 50, rot: 100 x 100 Pixel) können in 
Verbindung mit den Baumstandorten (CNN1) im Testgebiet visualisiert werden (Quelle: GeoSN, 
eigene Bearbeitung)
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4 Fazit
Die Ergebnisse dieser Pilotstudie zeigen, dass die Anwendung von CNNs zur Ableitung 
von Informationen über Stadtbäume aus Fernerkundungsdaten grundsätzlich möglich 
ist. Dabei können bereits vorhandene Daten (z. B. DOPs, DGM, DOM) genutzt werden. 
Die Verwendung einer nahezu identischen Modellarchitektur zur Ableitung verschie-
dener Informationen (Baumstandort, -gattung, -höhe, -alter, Kronendurchmesser) in 
verschiedenen Maßstäben bzw. Eingabeformaten (24 x 24, 50 x 50, 100 x 100 Pixel) 
zeigt, dass CNNs als generische Werkzeuge sehr flexibel eingesetzt werden können. Die 
für die Bestimmung der jeweiligen Zielvariablen nötigen Merkmale werden während 
des Trainings von den Modellen „erlernt“ (feature learning), sodass kein zusätzlicher 
Arbeitsaufwand entsteht bzw. spezifische Fachkenntnisse in Bezug auf eine geeignete 
Datenvorverarbeitung nötig sind.
Allerdings ist zu beachten, dass je nach Größe des untersuchten Gebietes bei der Ver-
wendung eines Suchfensters erhebliche Rechenzeiten entstehen können. Außerdem ist 
für die Modellgüte nicht nur die Quantität, sondern auch die Qualität, v. a. die Ver-
teilung der Zielvariablen in den Beispieldaten, entscheidend. Je nach Anwendungsfall 
kann die Verfügbarkeit geeigneter Beispieldaten, insbesondere im Bereich der Ferner-
kundung, ein limitierender Faktor für die erfolgreiche Implementierung von CNNs sein.
In der Zukunft könnte diese Methode zur (automatisierten) Erstellung neuer oder Er-
gänzung bestehender Baumkataster genutzt werden. Bis dahin ist allerdings eine Viel-
zahl offener Forschungsfragen zu untersuchen, wie beispielsweise die Übertragbarkeit 
des beschriebenen Ansatzes auf andere Gebiete sowie der Vergleich der Ergebnisse mit 
bereits bestehenden Methoden.
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