INTRODUCTION
The univariate generalized Poisson distribution (GPD), introduced by CONSUL and JMN (1973) , is a well-studied alternative to the standard Poisson distribution. CONSUL (1989) provided a guide to the current state of modeling with the GPD at that time, and documented many real life examples. GPD has also been making appearances in the actuarial literature (see GERBER, 1990; GOOVAERTS and KAAS, 1991; KLING and GOOVAERTS, 1993; AMBAGASPmYA and BALAKRISHNAN, 1994 etc.) . A bivariate generalization was developed by VERNIC (1997) and was applied in the insurance field.
The multivariate generalization that we present in this paper is derived from the GPD in a similar way with the BGPD. In consequence, the BGPD can be obtained from the MGP,,, for m = 2. In section 2 we present some properties of the MGP,,,. The method of moments is used in section 3 for the estimation of the parameters. In section 4 the particular case of the BGPD is considered together with its application in the insurance field, based on the paper of VERNIC (1997) and illustrated with a numerical example. Since the BGPD is well fitted to the aggregate amount of claims for a compound class of policies submitted to claims of two kinds whose yearly frequencies are a priori dependent, it is natural to consider that the MGPm is a good candidate for the aggregate amount of claims for a class of policies submitted to claims ofm kinds.
THE MULTIVARIATE GENERALIZED POISSON DISTRIBUTION

Development of the distribution
If N ~ GPD (A, 0) , then its probability function (p.f.) is given by (CONSUL and SHOUKRI, 1985) f ( Similarly, we obtain the m-dimensional generalized Poisson distribution by taking (m+ 1) independent generalized Poisson random variables, Ni ~ GPD (Ai, Oi), i= O, ..., m, and considering X1 = NI +No, ..., X, , , = N, , , + No. Then (X~, ..., X, , , ), .. MGP, , (A, O) , where A = (A0, Ai, ..., A,,,) and O = (00, 01, ..., 0,,). This method can be called the multivariate reduction method, as an extension of the trivariate reduction method.
It is easy to see that the joint p.f. of (Xi, ..., X,,,) reads p (x~, ..., x,,,) = e(x~ = x~, ..., x,,, = x,,,) 
Properties of the distribution
We will first make some remarks on the GPD. The GPD reduces to the Poisson distribution when 0 = 0 and it possesses the twin properties of over-dispersion and under-dispersion according as 0 > 0 or 0 < 0. When 0 is negative, the GPD model includes a truncation due to the fact thatf(n) : 0 for all n > q (see 2.1). In the following, the moments expressions and the other formulas for the GPD are valid only for the case A > 0, 0 _< 0 < l and q : oo, as discussed in SCOLI_NIK (1998) . This is a point frequently misrepresented in the literature.
In conclusion, we will assume for simplicity that 0> 0. From AMBGASPITIYA and BALAKR1SHNAN (1994) -the probability generating function (p.g.f.) 
.,r,,, = EIfiU =' (Nj-ENj+ No-EN0)O]
From (2.6) and the independence of Nj,j = 0, ..., m, we also have for Oi > O, 
#al...I = /Z~ )
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Marginal distributions
The marginal distributions are
In particular, if Oi = 00 = 0, this reduces to Xi ~ GPD (Ai + Ao, 0) . Elsewhere, Xi is not a GPD. 
Recurrence relations
The marginal p.f. can be computed using the univariate generalized ..., o, a~.-k, O, ..., 0) ).
ESTIMATION OF THE PARAMETERS: METHOD OF MOMENTS
Let (xji, ..., Xmi), i= I, ..., n be a random sample of size n from the population. We will assume that the frequency of the m-tuple (s~, ..., s,,) is  ns,,....,.,,, for sl, ..., s,,, = 0, 1 +2Yc,~'2j~2k, i < j < k
A IVlULTIVARIATE GENERALIZATION OF THE GENERALIZED POISSON DISTRIBUTION 63
The general method
The classical method of moments consists of equating the sample moments to their populations equivalents, expressed in terms of the parameters. The number of moments required is equal to the number of parameters which equals 2(m + 1). For example, using (2.10), (2.11), (3.2) Finally, the solution (M, A0, Aj, j = 1, ..., m) is given by (3.5), (3.6) and (3.7).
Remark. In method I1, the estimation of M is based on the empirical moments from all m variables, while in method I only three variables are taken into consideration by flit10...0.
Considering m = 2, the multivariate generalized Poisson distribution reduces to the bivariate generalized Poisson distribution. The BGPD was introduced by VERNIC (1997) and was applied in the insurance field. The distribution was fitted to the aggregate amount of claims for a compound class of policies submitted to claims of two kinds whose yearly frequencies are a priori dependent. A comparative study with the classical bivariate Poisson distribution and with two bivariate mixed Poisson distributions has been carried out, based on two sets of data concerning natural events insurance in the U.S.A. and third party liability automobile insurance in France. The conclusion, after applying the ~2 goodness-of-fit test, is that the BGPD fits better to the data, so it can be considered as a valid alternative to the usual bivariate Poisson or mixed Poisson distributions. For more details see VERNIC (1997) .
In the following, we will consider another example, based on the accident data of CRESSWELL and FROGATT (1963) , with XI as the accidents in the first period and )(2 as the accidents in the second period. The data are given in table 1, first row in each cell.
The summary statistics for these data are: 
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