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Abstract
This research answers some open questions about the number of reducible translates
of a fixed nonconstant polynomial over a field. The natural hypothesis to consider
is that the base field is algebraically closed in the function field. Since two possible
choices for the base field arise, this naturally yields two different hypotheses. In this
work, we explicitly relate the two hypotheses arising from this choice. Using the
theory of derivations, and specifically an explicit construction of a derivation with a
well-understood ring of constants, we can relate the ranks of the two relative-unit-
groups involved, both of which are free Abelian groups under our hypothesis. These
results allow us to give a more natural (though not stronger) bound on the number
of reducible translates than the bound that was previously known. Also, we extend
this count of reducible translates to a count of reducible composites and find that a
similar bound will hold in this more general setting.
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Chapter 1
Introduction
Just as natural numbers are central to Arithmetic, polynomials are central to Alge-
bra. The analogy between these two is astonishingly wide and unfathomably deep.
Progress in Arithmetic is essentially tied to our understanding of various factorization
properties of integers. Likewise, deciphering the mysteries of polynomial factorization
is key to Algebra. This holds even more emphatically in the theory of polynomial
equations. Study of polynomial equations in two or more unknowns constitutes the
mathematical discipline known as Algebraic Geometry. Since the solutions of mul-
tivariate polynomial equations can be viewed as curves, surfaces, solids, etc., this
leads to a naturally interesting interplay between the algebra of polynomials and the
geometry of the corresponding loci. For example, a (nonconstant) polynomial f(x, y)
is irreducible precisely when the corresponding algebraic curve C : f(x, y) = 0 shares
only finitely many points with any algebraic curve D : g(x, y) = 0, where g(x, y) has
strictly smaller degree than the degree of f(x, y).
For more detailed discussion, consider polynomials in unknownsX1, . . . , Xn (where
n is tacitly assumed to be at least 2) having coefficients in the field of complex num-
bers. Given linearly independent polynomials f1, . . . , fr, we aim to understand the
factorization of the set of linear combinations c1f1 + · · ·+ crfr (where the coefficients
ci are constants) in terms of some intrinsic properties of the collection {f1, . . . , fr}.
More generally (and also more ambitiously), we can consider the set of all linear com-
binations of a fixed family of power-products in f1, . . . , fr, e.g., c1f
3
1 +c2(f1 · · · fr). To
distinguish between these two considerations, the first type of set is referred to as the
“linear system” while the more general one is referred to as the “algebraic system.”
For our purposes here, we shall be content dealing with the case r = 2 and mostly
1
focus on the linear systems.
Historically speaking, the first celebrated result was in the linear case and it was
due to the Italian algebraic-geometer Eugenio Bertini (1846-1933). In 1882 Bertini
proved that under two necessary hypotheses on {f1, . . . , fr}, a linear combination
c1f1 + · · ·+ crfr is irreducible for “almost all” choices of constants c1, . . . , cr. The first
hypothesis is that f1, . . . , fr do not have a common factor and the second hypothesis is
that the system is not “composite with a pencil.” To be composite with a pencil means
there is an integer d ≥ 2 and polynomials g, h such that each fi is a homogeneous
polynomial of degree d in g, h. Here is an explicit simple example: d = 2, f1 = g
2 and
f2 = −h2. Observe that,
c1f1 + c2f2 = c1g
2 − c2h2 = (√c1g +√c2h)(√c1g −√c2h)
for any choice of complex numbers c1, c2. This theorem of Bertini has now become
classical, and has been greatly generalized by the prominent algebraic-geometers En-
riques, Castelnuovo, Matsusaka, Zariski, Grothendieck, and others. The theorem is
of great importance in the sense that it is constantly used in (researching) algebraic
geometry ever since it was brought to light. But the glaring limitation of the theorem
is summed up in the phrase “almost all.” In particular, the exact set of all r-tuples
(c1, . . . , cr) for which c1f1 + · · ·+ crfr is reducible remains virtually unknown even to-
day. A useful qualitative / quantitative description of the set of reducibility is clearly
very desirable.
The investigations and results of this thesis deal with the initial case of this prob-
lem; namely the case where r = 2, f1 = f , and f2 = 1. The factorization of a linear
combination c1f + c2 is of interest only when c1 6= 0. Thus (after dividing out by c1)
it suffices to consider the system of all translates f + c. This system will be compos-
ite with a pencil whenever f is composite with a univariate polynomial, i.e., there
are polynomials g(X1, . . . , Xn) and φ(t), the second having degree ≥ 2, such that
f = φ(g). One way to avoid this is to assume at the outset that f is irreducible. Such
an assumption is not more restrictive than noncomposite-ness since most translates
of any noncomposite f are assured to be irreducible by the Bertini theorem and the
family of all translates of any f + c is the same as the family of all translates of f. For
convenience define redset(f) to be the set of constants c such that f + c is reducible.
The main result of our investigation provides a useful upper bound on the size of
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redset(f). This bound is expressed as the rank of the relative group of units of the
affine coordinate ring of the hypersurface H : f = 0. Our result holds not just for
complex numbers but for all fields k of characteristic 0 provided f remains irreducible
over the algebraic closure of k. Moreover, we can prove a similar bound even in the
case of algebraic systems; this extension is essentially technical in nature. Our main
theorems are in direct response to some questions raised by Abhyankar, Heinzer and
Sathaye in their landmark paper of 2000. At present we do not know how to handle
fields of positive characteristic. We hope to tackle this topic in our future research
on this subject.
3
Chapter 2
Previous Results
Here, we will give an overview of the relevant work done in [6]. The main definitions
and results in this chapter are from that paper.
2.1 The Redset Theorem
Let k be a field and 1 < n ∈ N. Let X1, ..., Xn be indeterminate over k and take
R := k[X1, . . . , Xn]. Fix f , an irreducible element of R \ k.
Definition 2.1. Define the reducible set of f to be
redset(f) := {c ∈ k | f − c is reducible in R}.
By reducible, we mean that f − c = gh for some g, h ∈ R \k. As further notation,
let A := R/fR denote the affine coordinate ring of f . We view k as a subfield of A
via the canonical map pi : R → A. Let L denote the quotient field of A (where here
we are using the fact that f is irreducible in R.) We seek to relate properties of k, A,
and L with the size of redset(f). One particular subset of redset(f) will be important
later.
Definition 2.2. The primary set of f is
primset(f) := {c ∈ k | f − c = ahµ with a ∈ k, h ∈ R, 2 ≤ µ ∈ N}.
The first result given here will be a finiteness result for the redset. First, we
remind the reader of a few basic facts. Recall that, by an affine domain over a field
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k′, we mean a domain containing k′ which is finitely generated as a ring extension of
k′.
Theorem 2.3 (Noether Normalization). Let A be an affine domain over a field k.
Then there are elements y1, ..., yd ∈ A such that the family of yi, 1 ≤ i ≤ d, are
algebraically independent over k and A is integral over k[y1, ..., yd].
Proof. See [28, section V.4, Theorem 8] or [4, Lecture 5, Theorem 46].
Theorem 2.4 (Hilbert Basis Theorem). Every finite ring extension, A, of a Noethe-
rian ring R is also Noetherian.
Proof. See [11, VIII.4.9]
Lemma 2.5. Let V be the subset of k(X1, ..., Xn) consisting of g/h with deg(g) ≤
deg(h). Then V is a discrete valuation ring of k(X1, ..., Xn) over k.
Proof. This is a well-known example of a DVR. See, for example, [29, VI.5, Corollary
2].
Lemma 2.6. Let A be an integral extension of a ring B. Then dim(A) = dim(B).
Proof. See [4, Lecture 5, Theorem 45.3] or [14, Theorem 48].
Lemma 2.7. Let R be a normal local domain with maximal ideal M and quotient field
K. Let L be a finite algebraic extension of K, and let S be the integral closure of R
in L. Then there are only finitely many maximal ideals Q of S such that Q∩R = M .
Proof. Let G be the group of field automorphisms of L over K. Since L is a finite
algebraic extension, G is a finite group; say G = {σ1, ..., σd} and assume σ1 is the
identity map. Note that each σi, when restricted to S, is a (ring) automorphism of
S. Let Q be some maximal ideal of S such that Q∩R = M . It is easy to check that,
for 1 ≤ i ≤ d, we have σi(Q) is also a maximal ideal of S such that σi(Q) ∩ R = M .
Let Qi := σi(Q) for 1 ≤ i ≤ d. We will show that {Q1, ..., Qd} is the set of all ideals
which satisfy the property under consideration. If possible, let P be a maximal ideal
of S such that P ∩ R = M , and such that P 6∈ {Q1, ..., Qd}. Then P cannot be
contained in any Qi, and hence is not contained in Q1 ∪ · · · ∪Qd by prime avoidance.
Let a ∈ P \ ∪di=1Qi, and let b =
∏d
i=1 σi(a). Note that b ∈ K ∩ S, and K ∩ S = R
because R is normal. If b ∈ M then b ∈ Q1 and, since Q1 is prime, we have some
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1 ≤ j ≤ d such that σj(a) ∈ Q1. But then a ∈ σ−1j (Q1) ⊆ ∪di=1Qi, contradicting
our choice of a. Thus, we have that b 6∈ M . Then b is a unit in R, hence a unit
in S, and hence a is a unit in S. But a was contained in P , a maximal ideal of S.
This is a contradiction, so no such P can exist. So the set of maximal ideals under
consideration is exactly {Q1, ..., Qd}.
Then we have the following significant technical lemma, which is the key to much
of what follows. For a ring R, we denote by U(R) the multiplicative group of units
of R, and for a domain R, we will use qf(R) to denote the quotient field of R.
Lemma 2.8 (Lemma from section 4 of [6]). Let A′ be an affine domain over a field k′
such that k′ is algebraically closed in L′ := qf(A′). Then, there exists a finite number
of DVRs V1, V2, ..., Vt of L
′/k′ such that
(i) A′ ∩ V1 ∩ V2 ∩ · · · ∩ Vt = k′
(ii) U(A′)/U(k′) is a free Abelian group of rank at most max(0, t− 1).
Proof. First, we will prove the existence of V1, V2, ..., Vt. Using the Noether Normal-
ization Theorem (2.3), choose Y1, Y2, ..., Ym ∈ A′ which are algebraically independent
over k′, and such that A′ is integral over Â := k′[Y1, ..., Ym]. If m = 0, then A′ = L′
is algebraic over k′; in this case, since k′ is assumed to be algebraically closed in L′,
we have A′ = k′. Obviously, t = 0 in this case, and our assertion holds trivially. So
from now on, assume m ≥ 1.
Let L̂ = k′(Y1, ..., Ym). Define
V̂ = {g/h ∈ L̂ | deg(g) ≤ deg(h)}.
V̂ is known to be a DVR of L′/k′ by lemma 2.5; moreover, clearly Â ∩ V̂ = k′. Let
V ′ denote the integral closure of V̂ in L′.
We want to note that V ′ is a 1-dimensional, semilocal domain. The fact that V ′
is 1-dimensional follows directly from lemma 2.6. Next, we want to see that V ′ must
be Noetherian. Note that V̂ is Noetherian as a DVR. It suffices to show that V ′ is
a finitely-generated ring extension of V̂ . Since A′ is a finite ring extension of k′, it
follows that L′ is a finite extension of L̂. Since L′ is also algebraic over L̂, we can
pick a finite L̂-vector space basis, {a1, ..., am}, for L′. Now given any set of elements
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b1, ..., bl ∈ V ′ ⊆ L′, if l > m, we would have some nontrivial relation
c1b1 + · · ·+ clbl = 0
with ci ∈ L̂ for 1 ≤ i ≤ l, not all ci = 0. Since L̂ is the quotient field of V̂ ,
we can multiply by a common denominator to assume that each ci ∈ V̂ . Let v
be that valuation associated with V̂ as a valuation domain. Considering the values
{v(ci) | ci 6= 0}, we can see that each has nonnegative value, and (reordering if
necessary) we can assume v(c1) ≤ v(ci) for 2 ≤ i ≤ l. Then notice that, for 2 ≤ i ≤ l,
the element ci/c1 has positive v-value, and hence is in V̂ . So we have the relation
b1 +
c2
c1
b2 + · · ·+ cl
c1
bl = 0.
This implies that b1 ∈ V̂ [b2, b3, ..., bl]. Thus, considering V ′ as a module over V̂ , we
see that it can take at most m elements of V ′ to generate V ′ over V̂ . Specifically, V ′
must be a finite ring extension of V̂ . Hence, V ′ is Noetherian by the Hilbert Basis
Theorem. To see that V ′ is quasilocal, note that any maximal ideal M in V ′ would
have the property that M ∩ V̂ would be maximal in V̂ . Combining this with the
fact that V̂ is normal and local as a DVR, the fact that V ′ is semilocal follows from
Lemma 2.7.
Now let V1, V2, ..., Vt be the localizations of V
′ at its maximal ideals. Now Vi are
DVRs of L′/k′. (They are 1-dimensional Noetherian as localizations of V ′ and local
since they are each a localization of V ′ at a maximal ideal.) Also, V ′ = V1 ∩ · · · ∩ Vt.
Now A′ ∩ V1 ∩ · · · ∩ Vt = A′ ∩ V ′. Considering α ∈ A′ ∩ V ′, we see that α is integral
over both Â and V̂ . Let T n+an−1T n−1 + · · ·+a1T +a0 be the minimal polynomial for
α over Â, and let T n+bn−1T n−1 + · · ·+b1T +b0 be the minimal polynomial for α over
L̂. (We can assume that the two polynomials have the same degree since qf(Â) = L̂.)
Note that, then, α satisfies the polynomial
(an−1 − bn−1)T n−1 + · · ·+ (a1 − b1)T + (a0 − b0)
with coefficients in L̂. By minimality, then, we must have ai = bi for each 1 ≤
i ≤ n − 1. So the minimal polynomial for α over L̂ actually has coefficients in Â.
Similarly, the minimal polynomial must have coefficients in V̂ . Thus, α is integral
over Â ∩ V̂ = k′, and by the hypothesis that k′ is algebraically closed in A′, we see
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that α ∈ k′. Thus,
A′ ∩ V1 ∩ V2 ∩ · · · ∩ Vt = k′.
Next we show that U(A′)/U(k′) is a free Abelian group of finite rank. Let Wi
be the valuation associated with Vi (i.e., Wi maps Vi onto Z ∪ {∞}) for i = 1, ..., t.
Define the map
W : U(L′)→ Zt
by
W (z) = (W1(z), ...,Wt(z)) for all z ∈ U(L′).
Since ker(W ) = U(V1) ∩ · · · ∩ U(Vt), we see U(A′) ∩ ker(W ) = U(k′). Thus, we get
the induced group monomorphism W : U(A′)/U(k′)→ Zt. Since subgroups of Zt are
free Abelian groups of rank at most t, the group U(A′)/U(k′) is free Abelian, and the
rank is at most t.
Finally, we show that the rank of U(A′)/U(k′) is actually bounded by t − 1.
Suppose the rank is t; then there exists z1, ..., zt ∈ U(A′) such that the matrix [Wi(zj)]
has nonzero determinant. Hence, the columns of this matrix span the Q-vector space
Qt. Let a1, ..., at ∈ Q be such that∑
j
ajWi(zj) = 1 when i = 1
∑
j
ajWi(zj) = 0 when i 6= 1.
Let a, bj ∈ Z be such that a > 0 and aaj = bj for j = 1, ..., t. Define z = zb11 zb22 · · · zbtt ∈
U(A′) and note
W1(z) =
t∑
j=1
bjW1(zj) = a
t∑
j=1
ajW1(zj) = a > 0
and, similarly, Wj(z) = 0 for j = 2, 3, ..., t. So we have z ∈ A′ ∩ V1 ∩ · · · ∩ Vt =
k′. But this contradicts the assumption that the set W (z1), ...,W (zt) was linearly
independent. Thus the rank must be ≤ t− 1.
This allows us to move on to the Redset Theorem:
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Theorem 2.9 (Redset Theorem). If k is algebraically closed in L, then redset(f) is
finite.
Proof. By the previous theorem, we know there are finitely many DVRs, V1, ..., Vt of
L/k such thatA∩V1∩V2∩· · ·∩Vt = k. LetW (z) = (W1(z), ...,Wt(z)) for all z ∈ U(L),
as in Lemma 2.8. For c ∈ redset(f), let
G(c) := {g ∈ R | 1 ≤ deg(g) < deg(f) and g divides f − c}
and let G := ∪G(c) where the union is taken over c ∈ redset(f). G is contained in
a finite-dimensional k-vector subspace, M, of R = k[X1, ..., Xn] because it is spanned
by all monomials of degree at most deg(f). Let {β1, ..., βd} be an ordered k-basis of
M , and let
νi := min{Wi(pi(β1)), ...,Wi(pi(βd))}
for 1 ≤ i ≤ t. Observe that, for g ∈ G, Wi(pi(g)) ≥ νi. Given g ∈ G, let h ∈ G,
c ∈ redset(f) be such that gh = f − c. Then pi(g)pi(h) ∈ k. Hence,
Wi(pi(g)) = −Wi(pi(h)) ≤ −νi.
Thus, the set of integers {Wi(pi(g))} is bounded below by νi and above by −νi. It
follows that Wi(pi(G)), and hence W (pi(G)), is a finite set. It suffices to show that
each member of W (pi(G)) corresponds to at most one element of redset(f).
Suppose that g1h1 = f − c1, g2h2 = f − c2, and
W (pi(g1)) = (W1(pi(g1)), ...,Wt(pi(g1))) = (W1(pi(g2)), ...,Wt(pi(g2))) = W (pi(g2)).
Since Wi(pi(g1)) = Wi(pi(g2)), we have that pi(g1)/pi(g2) ∈ Vi for each 1 ≤ i ≤ t. Since
this holds for all Vi,
pi(g1)
pi(g2)
∈ V1 ∩ V2 ∩ · · · ∩ Vt.
Now we have that g2h2 = f − c2, so pi(g2)pi(h2) = −c2. Thus, pi(g2)−1 = −c−12 pi(h2) ∈
A, and we have
c :=
pi(g1)
pi(g2)
∈ A ∩ V1 ∩ · · · ∩ Vt = k.
So pi(g1) = cpi(g2) and consequently f divides g1 − cg2. But deg(g1 − cg2) < deg(f),
hence g1 = cg2. Note that deg(g1) ≥ 1, and g1 divides gcd(f − c1, f − c2). This is
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possible only if c1 = c2, because otherwise gcd(f − c1, f − c2) = 1. This proves the
asserted finiteness.
2.2 The Mixed Redset Theorem
Having said that redset(f) is finite, we can improve our understanding by getting
a bound on redset(f) if we think about the problem more generally. Let Z be an
indeterminate over k(X1, ..., Xn). By the generic member of the family (f − c)c∈k we
mean the polynomial f − Z ∈ R(Z). For notation, let
f ] := f − Z
k] := k(Z)
R] := k(Z)[X1, . . . , Xn]
A] := R]/f ]R]
L] := qf(A]).
Here we are thinking of k] as the base field, A] as the affine coordinate ring, and L] as
the function field, of f ]. In this setting, we generalize the definition of the reducible
set to:
redset(f ]) = {c ∈ k(Z) | f ] − c is reducible}.
Under the canonical epimorphism pi] : R] → R]/f ]R], we can make the following
identifications, which will allow us to avoid the use of the extra variable Z, and
simplify some work. Identify
k] = k(f)
A] = k(f)[X1, . . . , Xn] = k
][X1, . . . , Xn]
L] = k(X1, ..., Xn).
Then, applying the Redset Theorem (2.9) in this setting, we get:
Theorem 2.10. If k] is algebraically closed in L], then redset(f ]) is finite.
We also have an obvious injection
redset(f) −→ redset(f ])
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mapping
c 7→ c− Z.
Hence, |redset(f)| ≤ | redset(f ])|.
Under this new setup, we can do better than just saying the redset is finite and
get an actual bound on its size. In particular, we have:
Theorem 2.11 (Mixed Redset Theorem). If k] is algebraically closed in L], then
U(A])/U(k]) is a free Abelian group of finite rank r and | redset(f)| ≤ r.
Before the proof of this theorem, we will need the following lemma, which controls
an interesting subset of redset(f).
Theorem 2.12 (Mixed Primset Theorem). If k] is relatively algebraically closed in
L], then primset(f) = ∅.
Proof. Recall the c ∈ primset(f) means f − c = ahµ with a ∈ k, h ∈ R, 2 ≤
µ ∈ N. In particular, notice that h is algebraic over k] = k(f), hence h ∈ k(f) by
assumption. Then h ∈ k(f) ∩ R = k[f ]. But k[f ] is k-isomorphic to k[T ], where T
is an indeterminate over k. Thus, f − c is irreducible in k[f ] and, specifically, cannot
be factored as ahµ.
We will see later that this proof actually yields a much stronger result (see The-
orem 3.5 below). Also, note that our later Polyredset Theorem (3.6) will have the
Mixed Redset Theorem as a corollary. But for now we can prove the Mixed Redset
Theorem, as in [6].
Proof. (of the Mixed Redset Theorem.) By Lemma 2.8, U(A])/U(k]) is a free Abelian
group of finite rank r < ∞. Assume |redset(f)| = s > r and choose c1, ..., cs ∈
redset(f). By the Mixed Primset Theorem, each f − ci can be written as a product
gihi with gi, hi ∈ R\k and gcd(gi, hi) = 1. Since s > r, there exist integers a1, ..., as,
not all zero, such that ga11 g
a2
2 · · · gass ∈ U(k]). Since gihi ∈ k] for 1 ≤ i ≤ s, replacing
gi by the corresponding hi, if needed, we may assume that ai ≥ 0 for 1 ≤ i ≤ s. Now
it follows that ga11 g
a2
2 · · · gass ∈ R ∩ k(f) = k[f ]. For the same reason, ha11 ha22 · · ·hass ∈
k[f ]. Now, letting T be an indeterminate over L, there exists g, h ∈ k[T ] such that
g(f) = ga11 g
a2
2 · · · gass and h(f) = ha11 ha22 · · ·hass . Observe that
g(f)h(f) =
s∏
i=1
gaii
s∏
i=1
haii =
s∏
i=1
(f − ci)ai .
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Again, k[f ] is k-isomorphic to k[T ], so by the unique factorization property,
g(f) = u
s∏
i=1
(f − ci)bi
where 0 ≤ bi ≤ ai for 1 ≤ i ≤ s, and u ∈ U(k). If, for some i, bi 6= 0, then for
that i, hi divides g(f). Since gcd(gi, hi) = 1, hi divides g(f) if and only if hi divides∏
j 6=i(f − cj)bj . On the other hand, gcd(f − ci, f − cj) = 1 if i 6= j. Hence, we must
have bi = 0 for 1 ≤ i ≤ s. Consequently, g(f) ∈ U(k). But then gi ∈ U(k) for
1 ≤ i ≤ s, contradicting our choice of gi. Thus, | redset(f)| ≤ r.
Example 2.13. In [6], they present examples to show that the Mixed Redset Theorem
is best possible. That is, they provide examples of polynomials in R = k[X, Y ] such
that rank(U(A])/U(k])) has any arbitrary value, and for which redset(f) can have
any value between 0 and rank(U(A])/U(k])). See [6], examples 1-5, pages 59-67.
Letting k∗ be the algebraic closure of k and R∗ = k∗[X1, ..., Xn]. Then in each of
these examples, redset(f) = redset(f)∗ where
redset(f)∗ := {c ∈ k∗ | f − c is reducible in R∗}.
The fact that redset(f) = redset(f)∗ in these examples will be significant later (see
Remark 3.7.)
Having an understanding of the work on this topic that was done in [6], we can
now present explicitly the questions to be answered in this paper.
Questions.
1. A natural generalization of redset(f) would be the set of monic irreducible poly-
nomials Γ ∈ k[T ] such that Γ(f) is reducible in k[X1, ..., Xn]. What can be said
about the size of this set?
2. What is the exact relationship between the hypothesis of the Redset Theorem
and that of the Mixed Redset Theorem? That is, is there a relationship be-
tween k being algebraically closed in L and k(f) being algebraically closed in
k(X1, ..., Xn)?
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3. Is the analog of the Mixed Redset Theorem true in the original case, i.e. without
passing to the generic member and introducting k], etc. Specifically, assuming
k to be algebraically closed in L, is it true that |redset(f)| ≤ rank(U(A)/U(k))?
The rest of this paper will attempt to answer these three questions. Chapter
3 will be devoted to generalizing the definition of redset(f) to what we will call
polyredset(f). Chapter 4 will answer Question 2. Finally, Chapter 5 will answer
Question 3 for fields of characteristic 0.
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Chapter 3
Polyredset
3.1 The Polyredset Theorem
Having gotten a bound on redset(f) via the Mixed Redset Theorem, a natural ques-
tion would be Question 1, above. Explicitly, after noticing that f − c corresponds to
the composition of T − c with f , and that the family {T − c | c ∈ k} are the degree
1 irreducible monic polynomials, we wonder what happens if we consider composites
with f of irreducible monic polynomials of degree larger than 1. So in this section we
will generalize the definitions of redset and primset to polynomials of larger degree.
We will see ultimately that we get the same result as given by the Redset Theorem,
even in this more general case (see Theorem 3.6 below.)
Definition 3.1. As a generalization of redset(f), we define the polynomial reducible
set of f , polyredset(f), to be the set
{Γ ∈ k[T ] monic irreducible | Γ(f) is reducible in k[X1, . . . , Xn] }.
Further, we will write, for each Γi ∈ polyredset(f),
Γi(f) = uig
ei1
i1 g
ei2
i2 · · · g
eiNi
iNi
for some nonzero ui ∈ k, gi1, gi2, . . . , giNi pairwise nonassociate irreducible elements
of R, eij ∈ N, and Ni ∈ N.
Here, we are implicitly assuming the set polyredset(f) is countable to simplify the
notation. There is no canonical choice of such gij, but by the unique factorization
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property, such a factorization is unique up to multiplication by an element of k. So
we are letting a choice of gij be fixed. Clearly, redset(f) ⊆ polyredset(f) after we
identify c ∈ redset(f) with T − c ∈ polyredset(f). Also, when k is an algebraically
closed field, the two sets coincide. Note that each gij cannot be a factor of both Γi(f)
and Γi′(f) for i 6= i′.
Two subsets of polyredset(f) will be of particular interest.
Definition 3.2. Let the polynomial primary set of f , polyprimset(f), be the set
{Γ ∈ polyredset(f) | Γ(f) = ghµ for some g ∈ k, h ∈ R, 1 < µ ∈ N}.
This will be the exact analog of primset(f). Also, let the polynomial unique component
set of f , polyuniset(f), be defined as
{Γi ∈ polyredset(f) | Ni = 1}.
That is, Γ ∈ polyuniset(f) if Γ(f) is, up to a unit in k, some power of an irreducible
polynomial of R. Clearly, polyuniset(f) ⊆ polyprimset(f).
We did not define uniset(f) because there was no particular need to do so, but
it could be defined in the way one would imagine. In [6], uniset is defined for more
general families of the form f−cw for fixed f, w ∈ R. (See Question 4 in that paper.)
So this notation is chosen to match.
We want to compare |polyredset(f)| with the rank of U(A])/U(k]), which is a
finitely-generated free Abelian group when k] is algebraically closed in L]. Without
any such assumption of algebraic closure, define the following free Abelian groups:
G :=
∑
Γi∈polyredset(f)
1≤j≤Ni
Z
G′ :=
∑
Γi∈polyredset(f)
1≤j≤Ni−1
Z.
Then we have the following lemma relating these groups to U(A])/U(k]).
Lemma 3.3. There is a group epimorphism
G
Ψ−→ U(A])/U(k])
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and a group monomorphism
G′ Ψ
′−−→ U(A])/U(k]).
Proof. Let S denote the set of all gij, where gij is a divisor of some Γi(f) for Γi ∈
polyredset(f), as chosen above. Similarly, let S ′ denote the set of all gij where j 6= Ni.
Note that G is indexed by S and G′ by S ′. In either group, we will let eij be the
element which is 0 in every slot except for the slot corresponding to gij, where it is
1. It is clear that the family {eij | i, j are such that gij ∈ S} forms a basis for G, and
that {eij | i, j are such that gij ∈ S ′} similarly forms a basis for G′.
Notice that, since gij divides Γi(f) in R, gij is in U(A
]). Define Ψ by mapping eij
to gijU(k
]) in U(A])/U(k]). By the universal mapping property of sums, this defines
a group homomorphism. We need only to show the map is an epimorphism. Note
that any element of A] can be written as h/α(f) for some h ∈ R, α ∈ k[T ]. This is
a unit in A] if and only if there is some h′/α′(f) with h′ ∈ R, α′ ∈ k[T ] such that
hh′ = α(f)α′(f), i.e., h divides (in R) some element of k[f ]. But since R is a UFD,
this implies that h is, up to a unit, a product of elements of k[f ] and polynomials
gij in S. Since elements of k[f ] are in U(k
]), they are trivial elements of the group
U(A])/U(k]). So it suffices to show that each gij is in the image of Ψ. But this is
clear from the definition of Ψ. So Ψ maps onto the group U(A])/U(k]).
Now we turn our attention to Ψ′. We define the map similarly, by eij 7→ gijU(k]),
and get a homomorphism as above. In this case, we want to show that this map is
a monomorphism. So let aij ∈ Z be such that (aij) ∈ G′ satisfies Ψ′((aij)) ∈ U(k]).
We will show that each aij = 0. We have
Ψ′((aij)) = Π g
aij
ij =
γ(f)
γ′(f)
for some γ, γ′ ∈ k[T ], with gcd(γ, γ′) = 1. Remembering that the family {gij} are
pairwise coprime, we can focus on the gij having positive exponent aij and see that
the product of these is equal to the numerator on the right. That is, letting bij = aij
when aij > 0 and bij = 0 when aij ≤ 0, we have the product Π gbijij = γ(f) in R.
Assuming that γ(f) 6∈ k, let P be any monic irreducible factor of γ in k[T ]. We see
then that P (f) divides Π g
bij
ij , and hence P ∈ polyredset(f). Say P = ΓI . Then gINI
divides P (f), which divides Π g
bij
ij in R, but by the construction of G
′, this cannot
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be. So γ must be in k. Thus, each bij = 0. Similarly, γ
′ ∈ k, and we can see that
each aij = 0. So the original product Ψ
′((aij)) = Π g
aij
ij ∈ k, and since the gij are
pairwise coprime, we must have each aij = 0. So the map is a monomorphism.
This leads us to consider the relationship between the rank of U(A])/U(k]) (when
this is a finitely-generated free Abelian group) and the various Ni. This motivates
the study of polyuniset(f), and we find the following theorem:
Theorem 3.4 (Polyprimset Theorem). Assume that k] is algebraically closed in L].
Then polyprimset(f) = ∅.
Proof. The proof is identical with that of the Mixed Primset Theorem (see Theorem
2.12 above.) If polyprimset(f) 6= ∅, then there is some irreducible monic Γ ∈ k[T ]
such that Γ(f) = ghµ with g ∈ k, h ∈ R, and µ > 1. But then h is algebraic
over k(f), hence is in k(f), implying that Γ(f) factors in k[f ]. This contradicts the
irreducibility of Γ.
As a corollary, we have:
Corollary 3.5 (Polyuniset Theorem). Assume that k] is algebraically closed in L].
Then polyuniset(f) = ∅.
Thus, when k] is algebraically closed in L], we have that each Ni > 1, and that
U(A])/U(k]) is a finitely-generated free Abelian group. Combining this with the
homomorphisms from Lemma 3.3, we have the following:∑
Γi∈polyredset(f)
Ni ≥ rank(U(A])/U(k]))
≥
∑
Γi∈polyredset(f)
(Ni − 1)
≥ | polyredset(f)|.
This gives us the following theorem:
Theorem 3.6 (Polyredset Theorem). When k] is algebraically closed in L],
|polyredset(f)| ≤ rank(U(A])/U(k])).
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Remark 3.7. Compare this to The Mixed Redset Theorem (2.11) to see the improve-
ment. (Under the same assumptions, we get a much stronger result.) Also note that
the Mixed Redset Theorem follows as a corollary of this theorem. It was mentioned
at the end of Chapter 2 that there are examples showing that the Mixed Redset The-
orem is best possible, and that in the examples given, redset(f) = redset(f)∗. Note
that, over k∗, the algebraic closure of k, all irreducible polynomials in one variable
must have degree 1, so polyredset(f) = redset(f)∗ in this case. So we have that
the Polyredset Theorem is best possible in the sense that there are examples where
polyredset(f) = redset(f)∗ and |polyredset(f)| = rank(U(A])/U(k])). Also, in these
examples where redset(f) = rank(U(A])/U(k])), we can conclude that there are no
polynomials in polyredset(f) \ redset(f).
Remark 3.8. Without assuming any condition of algebraic closure, we have∑
Γi∈polyredset(f)
(Ni − 1) ≥ | polyredset(f)| − | polyuniset(f)|
because, when Γi ∈ polyredset(f) \ polyuniset(f), we have Ni > 1. Thus, comparing
this to Theorem 3.6, we see that the assumption that k] is algebraically closed in L] is
essentially ensuring two things: the finiteness of rank(U(A])/U(k])), by Lemma 2.8,
and the finiteness (emptiness) of polyuniset(f) by Corollary 3.5.
Finally, we have an equivalence.
Corollary 3.9. | polyredset(f)| < ∞ if and only if both U(A])/U(k]) is finitely-
generated and | polyuniset(f)| <∞.
Proof. By Lemma 3.3, (U(A])/U(k])) has a subgroup which is free of rank
∑
(Ni−1).
So if U(A])/U(k]) is finitely-generated, that sum is finite. Thus, if polyuniset(f) is
also finite, polyredset(f) is finite by the previous remark. Conversely, if polyredset(f)
is finite, then polyuniset(f) is finite as a subset, and U(A])/U(k]) is finitely-generated
since it can be viewed as a subgroup of G by Lemma 3.3, which is finitely-generated.
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3.2 Other Results Concerning Polyredset(f)
In this section, we seek to deepen our understanding of polyredset(f). Recall that:
polyredset(f) = {Γ ∈ k[T ] monic irreducible | Γ(f) is reducible in k[X1, . . . , Xn] }
and, where k∗ is the algebraic closure of k,
redset(f)∗ = {c ∈ k∗ | f − c is reducible in R∗}.
There is a natural relationship between monic irreducible polynomials in k[T ] and
elements of k∗, because each element of k∗ has a minimal polynomial which is monic
and irreducible. We wish to see how this relates to reducible sets. We can relate
polyredset(f) and redset(f)∗ by the following theorem.
Theorem 3.10. For k a perfect field,
{c ∈ k∗ | c is a root of some Γ ∈ polyredset(f)} ⊆ redset(f)∗.
Proof. Let Γ ∈ k[T ] be monic and irreducible. If deg(Γ) = 1, then Γ has the form
T − c, and saying Γ ∈ polyredset(f) implies that c ∈ redset(f) ⊆ redset(f)∗. So we
focus of the case where Γ has degree at least 2. Over k∗, we can factor Γ = Πmi=1(T−ci)
for some c1, c2, ..., cm ∈ k∗. If Γ ∈ polyredset(f), we have that Γ(f) = gh for some
g, h ∈ R \ k. Let k be the splitting field of Γ over k. We denote by Aut(k/k) the set
of field automorphisms of k fixing k. We have that Aut(k/k) acts transitively on the
roots of Γ, so let σi ∈ Aut(k/k) be such that σi(c1) = ci. Extend each σi to a ring
automorphism of k[X1, ..., Xn] by σ(Xi) = Xi. Then clearly,
k[X1, ..., Xn] = {p ∈ k[X1, ..., Xn] | σi(p) = p for 1 ≤ i ≤ m}.
To show that each ci ∈ redset(f)∗, we assume not—that f−ci is absolutely irreducible
for some 1 ≤ i ≤ m. Then, because we have gh = Γ(f) = Πmj=1(f−cj), we can assume
without loss of generality that f − ci divides g in k[X1, ..., Xn]. But, since g ∈ R,
σj(g) = g for each 1 ≤ j ≤ m. So we have, for 1 ≤ j ≤ m,
f − cj = σjσ−1i (f − ci)
∣∣∣σjσ−1i (g) = g.
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Now if each f − cj divides g, since the various f − cj are pairwise coprime, we must
have Γ(f)|g. But this implies h ∈ k∗, contradicting our assumption that deg(h) > 0.
So we must have that f − ci is reducible over k∗ for each 1 ≤ i ≤ m. The result
follows.
Specifically, we have:
Corollary 3.11. When k is a perfect field, if redset(f)∗ is finite, then polyredset(f)
is finite.
Remark 3.12. Note that the converse is generally not true–if f is irreducible but not
absolutely irreducible, then 0 ∈ redset(f)∗ but clearly this corresponds to no element
in polyredset(f). See further questions in Chapter 6.
To get some further understanding, we study the property of k(f) being alge-
braically closed in k(X1, ..., Xn).
Lemma 3.13. Given f ∈ K[X1, ..., Xn], K(f) ∩K[X1, ..., Xn] = K[f ].
Proof. It is clear that K[f ] ⊆ K(f) ∩ K[X1, ..., Xn]. Conversely, let g ∈ R and
α(f), β(f) ∈ k[f ] be such that
α(f)
β(f)
= g 6= 0,
where we can obviously assume that α and β have no common divisors in k[T ]. Since
k[f ] is k-isomorphic to k[T ], it is a PID. So, if we assume that gcd(α, β) = 1, we would
have α′, β′ ∈ k[T ] such that αα′+ββ′ = 1. Then certainly α(f)α′(f)+β(f)β′(f) = 1,
and hence gcd(α(f), β(f)) = 1. Thus, we would conclude from α(f) = gβ(f) that
β(f) ∈ k. So K(f) ∩K[X1, ..., Xn] ⊆ K[f ], and the equality has been proven.
Lemma 3.14. Let K be a field, and K[X1, ..., Xn] be a polynomial ring. Let f ∈
K[X1, ..., Xn]. Then the ring K[f ] is integrally closed in K[X1, ..., Xn] if and only if
K(f) is algebraically closed in K(X1, ..., Xn).
Proof. For the “if” part, assume K(f) is algebraically closed in K(X1, ..., Xn) and
let g ∈ R = K[X1, ..., Xn] be integral over K[f ]. Then it is also algebraic over
K(f). Since K(f) is algebraically closed in K(X1, ..., Xn), we would have that g ∈
R ∩K(f) = K[f ] by Lemma 3.13.
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Conversely, say a, b ∈ R are such that a/b is algebraic over K(f). By the standard
technique of clearing denominators, we can take a/b to be algebraic over K[f ]. So we
have an equation of the form
αn
(a
b
)n
+ αn−1
(a
b
)n−1
+ · · ·+ α1
(a
b
)
+ α0 = 0
with αi ∈ K[f ] for 1 ≤ i ≤ n. Then we multiply this equation by αn−1n to get
αnn
(a
b
)n
+ αn−1n αn−1
(a
b
)n−1
+ αn−1n αn−2
(a
b
)n−2
+ · · ·+ αn−1n α1
(a
b
)
+ αn−1n α0 = 0(αna
b
)n
+ αn−1
(αna
b
)n−1
+ αnαn−2
(αna
b
)n−2
+ · · ·+ αn−2n α1
(αna
b
)
+ αn−1n α0 = 0.
So we see that αna/b is integral over K[f ]. Since R is a UFD, it is integrally closed
in K(X1, ..., Xn), and hence αna/b must be in R. By hypothesis, K[f ] is integrally
closed in R, hence αna/b must be in K[f ]. Consequently a/b ∈ K(f).
Theorem 3.15. If k] is not algebraically closed in L], then there is some h ∈ R and
Λ ∈ k[T ] with deg Λ > 1 such that f = Λ(h).
This theorem is given with more specifics in [6] as the Refined Lu¨roth Theorem.
The proof we will give is from [5]–see particularly Theorems 2.5 and 2.11.
Proof. We will first prove the following statement: if A is a 1-dimensional subring of
R, then there is a k-homomorphism Φ from R onto k[T ] such that Φ is an isomorphism
on A. So, up to isomorphism, we can assume that A ⊆ k[T ].
To prove this, recall that (X1, ..., Xn) is a prime ideal in R, and consider the prime
ideal P of A given by the intersection (X1, ..., Xn) ∩ A. Since A is 1-dimensional,
P = 0 or P is maximal in A. If P = 0, the natural ring homomorphism Φ : R →
R/(X1, ..., Xn) ∼= k ⊂ k[T ] is an isomorphism on A, since ker(Φ) = A∩(X1, ..., Xn) =
0. Otherwise, assume P 6= 0 (and hence is maximal.) If n = 1, the statement follows
from letting Φ be the identity map on R = K[X1]. So assume that n > 1. Let
Qm be the prime ideal generated by X
m
1 − Xn in R, for m ∈ N. Note that, for
any m, Qm ⊂ (X1, ..., Xn), so Qm ∩ A is a prime ideal of A contained in P . But,
for α ∈ P , there is some M > 1 for which XM1 − Xn does not divide α, and hence
QM ∩A is properly contained in P . Thus, since A is 1-dimensional and P is maximal,
QM ∩ A = 0. So letting Φ1 : R → R/(XM1 − Xn) ∼= k[X1, ..., Xn−1], we see that Φ1
21
is a isomorphism on A. By iterating this procedure, we get the desired Φ. Note that
the Φ defined by these procedures is actually an epimorphism.
Now we return to the main theorem. By Lemma 3.14, we see that our assumption
that k] is not algebraically closed in L] tells us that k[f ] is not integrally closed in R.
Let A denote the integral closure of k[f ] in R. Note that A is 1-dimensional, since it is
integral over k[f ], by Lemma 2.6. From the previous paragraph, then, we can assume
that there is a k-epimorphism Φ : R→ k[T ] which is an isomorphism on A. So identify
A with Φ(A) and consider the chain k ⊆ A ⊆ k[T ]. Since dim(A) = dim(k[T ]) = 1,
we must have that k[T ] is integral over A. Specifically, we see that T is integral over
A. Let h ∈ R be an element of R such that Φ(h) = T , and note that Φ maps k[h]
onto k[T ], so, since Φ is an isomorphism on A, A ⊆ k[h]. Let λ ∈ A[Y ] be the
minimal polynomial for T over A, and note that Φ(λ(h)) = λ(T ) = 0. Since Φ is
an isomorphism on A, we must have λ(h) = 0, i.e., h is integral over A. But A is
integrally closed in R, so k[h] ⊆ A. We now see that A = k[h].
Since A = k[h] and, specifically, f ∈ A, we have that f can be written as f = Λ(h)
for some Λ ∈ k[T ]. If k[f ] is not integrally closed, then Λ must have degree greater
than 1, because otherwise A = k[h] = k[f ].
Remark 3.16. Note that the converse to this theorem is also obviously true–if f =
Λ(h) as described, then h is algebraic over k], but is not in k].
As a corollary of this, we have the following. (See the Composite Pencil Theorem
in[6].)
Corollary 3.17. If k] is not relatively algebraically closed in L], then redset(f)∗ = k∗.
Proof. By Theorem 3.15, in such a case, f would have the form Λ(h). Over k∗, Λ− c
factors for every c ∈ k∗, and thus f − c factors for every c ∈ k∗.
Remark 3.18. If we have f ∈ R = k[X1, ..., Xn] such that k] is not algebraically
closed in L], we know that we can write f as a composite f = Λ(h), by Theorem
3.15. We can choose h of minimal degree, so that h cannot be further written as a
composite h = Λ′(h′) with Λ′ ∈ k[T ] and h′ ∈ k[X1, ..., Xn]. If we choose such an
h, then k(h) must be algebraically closed in L], again by Theorem 3.15. Now for
Γ ∈ polyredset(f), we have that (Γ(Λ(h)) is reducible in R. We consider cases:
1 If Γ(Λ) is a reducible element of k[T ], then Γ ∈ polyredset(Λ).
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2 If Γ(Λ) is irreducible in k[T ], then there is some element u ∈ k so that uΓ(Λ) is
monic irreducible. So uΓ(Λ) ∈ polyredset(h). Since k(h) is algebraically closed
in L, the set polyredset(h) is finite, so there can only be finitely many such Γ.
Conversely, every Γ ∈ polyredset(Λ) certainly is in polyredset(f). However, it is
not expected that every Γ′ ∈ polyredset(h) corresponds to some Γ ∈ polyredset(f).
However, we can conclude the following:
polyredset(f) = polyredset(Λ) ∪ S
where
S := {β ∈ polyredset(h) | β = uΓ(Λ) for u ∈ k, Γ ∈ polyredset(f)}.
Specifically, since S ⊆ polyredset(h) and k(h) is algebraically closed in L], S is finite.
So we have the following.
Theorem 3.19. When k] is not algebraically closed in L], then f can be decomposed
as f = Λ(h) with Λ ∈ k[T ] and h ∈ k[X1, ..., Xn]. Then polyredset(f) is finite if and
only if polyredset(Λ) is finite.
We also have a correspondence between the finiteness of redset(f) and the group
U(A])/U(k]). (Compare the following to Corollary 3.9.)
Theorem 3.20. When k is an infinite field, if |redset(f)| < ∞, we must have
U(A])/U(k]) is finitely-generated.
Proof. By Lemma 2.8, if U(A])/U(k]) is not finitely generated, we certainly cannot
have that k] is algebraically closed in L]. So, by Theorem 3.15, f = Λ(h) for some
Λ ∈ k[T ] with degree at least 2 and some h ∈ R \ k. Consider Λ as a function k → k,
and let
B := {c ∈ k | c = Λ(ω) for some ω ∈ k}.
Note that, for c ∈ k, Λ− c can have at most deg(Λ) roots, so
Bc := {x ∈ k | Λ(x) = c}
is finite for each c. Since every element of k is in some Bc, we have that k = ∪c∈kBc.
So there must be infinitely many c for which Bc 6= ∅. So B is an infinite set. For any
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c ∈ B, Λ− c has a root in k, and hence is reducible. But for such c, f − c = Λ(h)− c
must be reducible, and so redset(f) is infinite.
So consider the following conditions related to the polynomial f :
1. redset(f)∗ 6= k∗.
2. redset(f)∗ is finite.
3. k] is algebraically closed in L].
4. polyredset(f) is finite.
5. redset(f) is finite.
6. U(A])/U(k]) is finitely-generated.
We can sum up the known relations between these thus:
(1) (3) (5)
(2) (4) (6)
//3.17
OO
//(i)
3.6

//2.11
(ii)

77
//3.9 (see also (iii))
Here, a solid arrow represents implication; a dashed arrow representations impli-
cation in certain cases, corresponding to the labels (i)-(iii) below. Unlabelled arrows
are obvious implications.
(i) This implication is Corollary 3.11, when k is perfect, because in Theorem 3.10 we
presented an explicit relationship between the sizes of the two sets. From this
diagram, we can see that it is true more generally.
(ii) When k is infinite–see Theorem 3.20.
(iii) If we also know that polyuniset(f) is finite, this arrow is actually “if and only
if”–see Corollary 3.9.
Specifically, if char(k) = 0, the implications (i) and (ii) also hold.
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Chapter 4
Algebraic Closure Relations
Recall that k is field and k] = k(f) where f is a fixed irreducible nonconstant poly-
nomial in R = k[X1, ..., Xn]. Also, L = qf(R/fR) and L
] = k(X1, ..., Xn). The
hypotheses of the Redset Theorem (2.9) and the Mixed Redset Theorem (2.11) lead
us to consider the following conditions:
(i) k is algebraically closed in L,
(ii) k] is algebraically closed in L].
Question 2 above asked us to relate these two conditions. The following theorem does
this.
Theorem 4.1. If k is algebraically closed in L, then k] is relatively algebraically
closed in L].
Proof. Assume k is algebraically closed in L, and let g, h ∈ R = k[X1, ..., Xn] be
such that g/h is algebraic over k(f). We take this fraction to be reduced, so that
gcd(g, h) = 1, and define D(g/h) = deg(g) + deg(h), where we always define D in
terms of expressions with fully reduced fractions. We proceed by induction on D(g/h).
Assume D(g/h)=0. Then g/h ∈ k ⊂ k(f).
Assume that we have proven that every reduced element g/h of L] which is al-
gebraic over k] with D(g/h) ≤ n − 1 is in k(f) and take g/h algebraic over k] with
D(g/h) = n. If f divides g or h, we can consider the fraction g′/h′ gotten by multi-
plying by a power of f so that gcd(f, g) = gcd(f, h) = 1. Since g′/h′ is still algebraic
over k(f), and D(g′/h′) < D(g/h) = n, we have that g′/h′ ∈ k(f) by the inductive
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hypothesis. Thus, g/h ∈ k(f), in this case. So, without loss of generality, we can
assume gcd(f, g) = gcd(f, h) = 1.
We can also assume, without loss of generality, that deg(h) ≥ deg(g) because
D(g/h) = D(h/g) and g/h is algebraic over k(f) iff h/g is algebraic over k(f). Now
we can take a polynomial over k(f) satisfied by g/h and, multiplying by a common
denominator, we can assume that this polynomial has coefficients in k[f ]. So we have
aij ∈ k such that ∑
0≤i≤M
0≤j≤m
aijf
i
(g
h
)j
= 0
∑
0≤i≤M
0≤j≤m
aijf
igjhm−j = 0
∑
0≤j≤m
a0jg
jhm−j = −f
∑
1≤i≤M
0≤j≤m
aijf
i−1gjhm−j.
Now let pi : R → R/fR be the canonical ring homomorphism. Applying pi to this
equation, we get ∑
0≤j≤m
a0jpi(g)
jpi(h)m−j = 0.
In L = qf(A), this leads to the equation
∑
0≤j≤m
a0jpi
(g
h
)j
= 0.
But since we are assuming k is algebraically closed in L, this would mean pi(g/h) ∈ k.
That is, there is some c ∈ k so that f |g − ch in R. So there is some ζ ∈ R such that
ζf = g − ch. Then g = ζf + ch and note that deg(ζf) ≤ max{deg(g), deg(h)} =
deg(h). So deg(ζ) < deg(h), since f has positive degree.
Now we can rewrite
g
h
=
ζf + ch
h
= f
ζ
h
+ c,
which is algebraic over k(f) if and only if ζ/h is. But D(ζ/h) < D(g/h) = n, so
ζ/h ∈ k(f) by the induction hypothesis. Thus, g/h ∈ k(f). This completes the
induction and hence the proof.
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Example 4.2. We want to notice that the converse of this theorem is false. For
instance, when k is an algebraically closed field, then k is always (regardless of f)
algebraically closed in qf(R/fR), but we wouldn’t expect every polynomial in R to
satisfy the condition of k(f) being algebraically closed in L]. For example, fix any
irreducible polynomial f over k such that k(f) is algebraically closed in L]. By
the Polyredset Theorem (3.6), polyredset(f) is finite, so we can choose any Φ ∈
k[T ] \ polyredset(f). Then Φ(f) is irreducible, k is algebraically closed in qf(R/fR),
but k(Φ(f)) is not algebraically closed in L].
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Chapter 5
Comparison of Ranks
5.1 A homomorphism between groups
Throughout this chapter, let k be a field of characteristic 0.
Recalling some previous notation, we let R = k[X1, ..., Xn] and A = R/P , where
P = fR for f a fixed nonconstant irreducible polynomial in R. Let pi : R → A be
the canonical ring homomorphism and let L = qf(A). Also, let A] = k(f)[X1, ..., Xn]
and let L] = qf(A]) = qf(R).
We now turn our attention to Question 3 from Section 2.2. Recall these two facts,
which follow from Lemma 2.8, and come from [6]:
1. If k is algebraically closed in L, then U(A)/U(k) is a finitely-generated free
Abelian group.
2. If k] is algebraically closed in L], then U(A])/U(k]) is a finitely-generated free
Abelian group.
By the Mixed Redset Theorem, we know that | redset(f)| is bounded by the rank
of the second group. From Theorem 4.1, we know that if k is algebraically closed in
L, then both groups are finitely-generated free Abelian. We seek in this section to
relate the ranks of these two groups. Our main strategy is as follows. In this section,
we will set up an explicit group homomorphism between the two groups. In Section
2, we will introduce the concept of derivations. Section 3 will focus on constructing
a derivation with a specific ring of constants; in Section 4, a further construction will
give us the derivation we require. Finally, in Section 5, we will use this derivation to
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argue that the mentioned homomorphism is in fact one-to-one. This will give us the
relation we seek.
Before we go on, we should notice that the case where n = 1 is uninteresting
because if we assume k] is algebraically closed in L], we see that f must have degree
1. Thus, certainly redset(f) is empty and, moreover, A = R/fR ∼= k and A] =
k(X1) = k
]. So we see that U(A)/U(k) and U(A])/U(k]) are both trivial groups. So
from now on, we will consider only n ≥ 2.
To relate the ranks of these two groups, we will need to study what elements of
U(A]) and U(A) look like, and the relation between them. Let Y be an indeterminate
over k and let
S := {p(f) | 0 6= p(Y ) ∈ k[Y ]} = k[f ] \ {0},
T := {a ∈ R | aR ∩ S 6= ∅},
S∗ := {p(f) | p(Y ) ∈ k[Y ], with p(0) 6= 0} = k[f ] \ fk[f ], and
T∗ := {a ∈ R | aR ∩ S∗ 6= ∅}.
Note that S = U(k]) ∩ R clearly. Similarly, a general element of A] looks like
g/p(f) for some g ∈ R, p ∈ k[Y ]. We previously noted that this element is a unit if
there is some g′/p′(f) ∈ A] such that gg′ = p(f)p′(f). Hence, gR∩k[f ] 6= {0}. So we
see that T represents numerators of elements of U(A]) (or, equivalently, U(A]) ∩R).
Note that S∗ and T∗ restrict S and T respectively to elements which are not divisible
by f .
Also note that S, T , S∗, and T∗ are all multiplicative subsets of R and A] =
S−1R = T−1R. The group U(k) is a multiplicative subgroup of A. For a ∈ R, its
U(k)-coset is denoted by aU(k). Although U(k) is not an additive subgroup, we let
U(k)+P denote the subset of R consisting of elements of the form c+p with c ∈ U(k)
and p ∈ P.
We will soon define a multiplicative map Ψ : A] → A/U(k) by sending an element
g/p(f) of A] to pi(g). Since we will ultimately be considering U(A])/U(k]), we will
need to know when two elements are equivalent in this group. This motivates the
following definition:
Definition 5.1. For 0 6= v ∈ A], define N(v) to be the set of all α ∈ R \P such that
α = svf e for some s ∈ S∗ and e ∈ Z.
Here, we have in A] that v = α/sf e. Remembering that s ∈ S∗ ⊆ k(f), we see
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that α is a numerator for some expression of v in A], with any possible factors of f
removed. Actually, N(v) just collects all numerators of expressions of v where the
denominator is in k[f ] and all powers of f have been factored out. The following
technical lemma will clarify some of the properties of N .
Lemma 5.2. Let v and w be nonzero elements of A]. Then, the following holds.
(i) N(v) is nonempty.
(ii) For all α ∈ N(v) and β ∈ N(w), we have αβ ∈ N(vw).
(iii) pi(α)U(k) = pi(β)U(k) for all α, β ∈ N(v).
(iv) If N(v) ∩ (U(k) + P ) 6= ∅, then N(v) ⊂ U(k) + P.
(v) If N(v) ∩ T 6= ∅, then N(v) ⊂ T∗.
Before we delve into the proof, it might be helpful to give a quick idea what these
actually mean. Part (i) is intuitively obvious–it just says that each g ∈ A] can be
written in the form α/sf e, where α ∈ R and sf e ∈ k[f ]. Part (ii) tells us that N is a
multiplicative map, and (iii) tells us that each element of N(v) is going to be in the
same coset of U(A)/U(k). Parts (iv) and (v) will be useful when we want to study
the behavior of the above-mentioned homomorphism. (See Theorem 5.3.)
Proof.
(i) Note that v is of the form g/p(f) with 0 6= g ∈ R, p(f) ∈ S. Since f is irreducible
in R and g, p(f) are nonzero elements of R, we can write g := f iα, p(f) :=
f js(f) where i, j are nonnegative integers, α ∈ R with gcd(f, α) = 1, and
s ∈ k[Y ] with gcd(f, s(f)) = 1. (So note s(f) ∈ S∗.) Letting e := j − i it
follows that α = svf e and hence α is in N(v).
(ii) This is clear from the definition of N , because if α = svfd and β = s′wf e, then
αβ = ss′vwf e+d.
(iii) Now suppose α, β ∈ N(v) and (s, d), (σ, e) ∈ S∗×Z are such that α = svfd and
β = σvf e. Then we can see that α/sfd = β/σf e. Since α, β ∈ R\P by definition
of N and s, σ ∈ S∗, we can see that d = e and, moreover, σα = sβ. Applying
the canonical epimorphism pi : R→ A to the last equation, we get pi(σ)pi(α) =
pi(s)pi(β). Since s and σ were chosen from S∗, they satisfy pi(s), pi(σ) ∈ U(k).
Thus, we have (iii).
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(iv) For α ∈ N(v), if α ∈ U(k)+P , then pi(α) is in U(k). Thus, by (iii), if β ∈ N(v),
then pi(β) ∈ U(k), i.e., β ∈ U(k) + P .
(v) Suppose N(v) ∩ T is nonempty and pick t ∈ N(v) ∩ T . Since tR ∩ S 6= ∅, we
have tr = h for some r ∈ R and h ∈ S. Now for arbitrary α ∈ N(v), we have
that α = svfd and t = σvf e for some s, σ ∈ S∗ and integers d, e. Thus, we have
ασf e = tsfd.
Since s, σ ∈ S∗, gcd(s, f) = gcd(σ, f) = 1. Similarly, since α, t ∈ N(v),
gcd(α, f) = gcd(t, f) = 1. So we have that d = e and
ασ = ts
ασr = tsr
ασr = sh.
Since s and h are in S, sh ∈ S. Thus, from this equation, we see that αR∩S 6= ∅,
hence that α ∈ T . Since also f does not divide α, we see that α ∈ T∗.
Now we can move on to the desired homomorphism. Let
G := {v | v ∈ A] and N(v) ⊂ U(k) + P}.
Note that G is a multiplicative subset of A].
Theorem 5.3. Define Ψ : U(A]) → A/U(k) by setting Ψ(v) := pi(α)U(k) for any
α ∈ N(v). This map yields a group-homomorphism U(A])→ U(A)/U(k) with kernel
U(A]) ∩G. Moreover, Ψ induces a group-homomorphism
ψ :
U(A])
U(k])
→ U(A)
U(k)
with
Ker(ψ) =
U(A]) ∩G
U(k])
.
Proof. By Lemma 5.2(i), N(v) 6= ∅, and so Ψ gives a definition for each v ∈ U(A]).
Part (iii) of the lemma tells us that the map is well-defined into A/U(k), because
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if α, β ∈ N(v), then, although pi(α) need not be the same as pi(β), we do have that
pi(α)U(k) = pi(β)U(k).
Now we need to see that Ψ actually maps into U(A)/U(k). As previously noticed,
U(A]) = {g/p(f) | g ∈ T and p(f) ∈ S}. So for v ∈ U(A]), we can write v = fdg/p(f)
for d ∈ Z, g ∈ R \ P , and p ∈ k[T ] as above. Then g ∈ T ∩N(v). Thus, by Lemma
5.2(v), N(v) ⊂ T∗. So for any t ∈ N(v), we have t ∈ T∗, and hence we have r ∈ R
and σ ∈ S∗ with tr = σ. Then pi(t)pi(r) = pi(σ) ∈ U(k) ⊆ U(A). So pi(t) ∈ U(A).
Thus, we see that Ψ maps v to pi(t)U(k) ∈ U(A)/U(k), and hence maps U(A]) into
U(A)/U(k). This tells us that Ψ does indeed map into U(A)/U(k), not just into
A/U(k).
The fact that Ψ is a multiplicative homomorphism is just 5.2(ii). It is easy to
check that Ψ(U(k])) = U(k), so that Ψ induces the map ψ.
It remains to describe K := Ker(ψ). For v ∈ U(A]) and t ∈ N(v) we have v ∈ K
if and only if pi(t) ∈ U(k). This is if and only if t ∈ U(k) + P . Thus, K = G∩U(A])
by Lemma 5.2(iv). Note that U(k]) is obviously a subset of G ∩ U(A]).
Remark 5.4. It might be worth pointing out very explicitly the behavior of Ψ. Given
an element v = g/p(f) of A], by factoring out all possible powers of f from g, we
get a new polynomial g′ ∈ R. This will be an element of N(v), so we will have
Ψ(v) = pi(g′).
Now our long-term goal is to show that ψ is a monomorphism, and hence that it
allows us to relate the ranks of the two groups in question. To do this, we need to show
that Ker(ψ) is trivial. To do this, we will show that U(A])∩G ⊆ U(k]). Consider an
element of R which is in U(A])∩G. It has two main properties: since it is in U(A]),
it divides a polynomial in f , and since it is in G, it has the form c + fλ for some
c ∈ U(k) and λ ∈ R. We will show that any polynomial with those two properties is
actually an element of k. To do this, we turn our attention to derivations.
5.2 Derivations: basic notions
Definition 5.5. Let R be a ring and S an R-algebra. A derivation of R into S is an
additive homomorphism D : R→ S which also satisfies the product rule
D(xy) = xD(y) + yD(x)
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for every x, y ∈ R.
Here, we will only be considering derivations of domains, and these have a nice
extension property.
Lemma 5.6. Let R be a domain, K be a field, and D be a derivation from R to K.
Then D can be extended uniqely to a derivation D′ from qf(R) to K.
Proof. This is well-known. See [28], Section 17, Lemma 1. However, it is useful to
note that the unique extension is given by the familiar quotient rule:
D′
(
x
y
)
=
yD(x)− xD(y)
y2
.
We will be interested in studying the elements which are mapped to 0 by a deriva-
tion. So we have the following definitions:
Definitions 5.7. For a subring R′ of R and a derivation D : R → S, if D(x) = 0
for all x ∈ R′, we will say that D is an R′-derivation. Similarly, we will define
RD := {x ∈ R | D(x) = 0}. It is easy to check that RD is a ring (see Lemma 5.8),
called the ring of constants of D in R. If D is a derivation of a field K, the set KD
is a field, and will be called the field of constants.
Note that, given an R′-derivation D, we have that R′ ⊆ RD, but no equality is
implied or, in general, true. The following very basic properties will be used without
mention in what follows.
Lemma 5.8. Let R be a domain and D : R→ S be a derivation. Remember that any
domain can be viewed as a Z-module via the homomorphism sending 1Z to 1R. Then
1. 1 ∈ RD, and hence D(n) = 0 for every n ∈ Z.
2. If g ∈ Rd and g−1 ∈ R, then g−1 ∈ Rd.
3. If g ∈ Rd, then for any x ∈ R, D(gx) = gD(x).
4. If R is a field, the prime subfield of R is contained in RD.
5. RD is additively and multiplicatively closed.
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Proof. The proof of each of these statements follows directly from the basic definition.
Note that (4) follows from (1), (2), and (3). Also, these provide the reasoning as to
why RD is a ring, and (3) explains why it is called the ring “of constants.”
We want to discuss further the existence and uniqueness of extensions of deriva-
tions of fields. To this end, for a field K and a transcendental extension K(X1, ..., Xn),
we will denote by ∂i the usual partial derivative
∂
∂Xi
.
Lemma 5.9. Let K be a field of characteristic 0, F = K(x) an extension field of K,
and D : K → L be a derivation of K into a field L containing F . Then:
(a) If x is transcendental over K, then for any g ∈ L, there is a unique extension of
D′ of D to F such that D′(x) = g.
(b) If x is algebraic over K, then there is a unique extension of D to F .
Proof.
(a) See [28], Section 17, Corollary 1 for proof, but it will be useful to understand the
derivation D′. For any axi with a ∈ K and i ∈ N, the extension must follow
the product rule, so we have D′(axi) = D(a)xi + aixi−1g. Then, D extends
additively to polynomials in x.
(b) See [28], Section 17, Corollary 2 for a full proof. Again, we can see explicitly the
behavior of such an extension. If we pick a minimal polynomial for x over k,
say xe +ae−1xe−1 + · · ·+a1x+a0 = 0 with each ai ∈ K, the product rule would
require
d(x) =
d(ae−1)xe−1 + · · ·+ d(a1)x+ d(a0)
exe−1 + (e− 1)ae−1xe−2 + · · ·+ a1
and this is indeed how the extension is defined.
This lemma extends further via the following, which can be thought of as iterating
the previous lemma
Lemma 5.10. Let K be a field of characteristic 0, F an extension field of K, and
D : K → L be a derivation of K into a field L containing F . Then:
(a) If F = K(X1, ..., Xn) is purely transcendental over K, then for any g1, ..., gl ∈ L,
there is a unique extension D′ of D to F such that D′(xi) = gi for each i.
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(b) If F is algebraic over K, then there is a unique extension of D to F .
Proof. See [28], Section 17, Corollary 1′ and 2′.
Remark 5.11. Some of these statements regarding extensions of derivations will hold
even when char(K) 6= 0, but our main results in the next two sections will require K
to have characteristic 0.
As a consequence of 5.10 (a), we have a nice way to understand derivations on
finite transcendental extensions of fields of characteristic 0.
Lemma 5.12. Let K be a field of characteristic 0, F = K[X1, ..., Xn] a transcen-
dental extension. Then the set of K-derivations of F into itself is a free F -module
of degree n, with basis {∂1, ∂2, ..., ∂n}. Similarly, if F = K(X1, ..., Xn), then the
set of K-derivations of F into itself is an n-dimensional F -vector space, with basis
{∂1, ∂2, ..., ∂n}.
As a quick explanation of this lemma, we see from Lemma 5.10 that it makes
sense to extend the 0 derivation on K to the field K(X1, ..., Xn) simply by choosing
an assignment g1, g2, ..., gn for each Xi. If each gi is chosen in F , then the derivation
maps into F , and any such choice of {gi} yields a valid, unique extension. This
also gives us a nice way to represent such derivations. Given any derivation D :
K[X1, ..., Xn]→ K[X1, ..., Xn], by letting D(Xi) = gi, we can write
D = g1∂1 + g2∂2 + · · ·+ gn∂n
as derivations from F to F .
Our major tool in this chapter will be the construction of derivations on R =
k[X1, ..., Xn] with specified rings of constants. Remember that g ∈ R is in the ring
of constants RD if D(g) = 0. However, it will be helpful for us to consider a more
general notion, that of Darboux polynomial. Recall that, for two elements a, b in R,
we say that a divides b and write a|b if there is some r ∈ R so that ra = b.
Definition 5.13. Given D, a k-derivation of R, we will say that g ∈ R is a Darboux
polynomial of D if g|D(g).
Note each element g of RD is a Darboux polynomial, because g|0. Then we have
the following:
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Lemma 5.14. If K is a field of characteristic 0 and g, h are Darboux polynomials of
a derivation D of K[X1, ..., Xn], then
1. gh is a Darboux polynomial.
2. Any factor of g is a Darboux polynomial.
Proof.
1. Say P1g = D(g) and P2h = D(h) for some P1, P2 ∈ R. Then
D(gh) = gD(h) +D(g)h = gP2h+ P1gh = (P2 + P1)gh.
So gh|D(gh).
2. If g ∈ K, this is trivially true, so assume g 6∈ K. By (1), it will suffice to show
that each irreducible factor of g is a Darboux polynomial. Let α be such a
factor, and write g = αmβ with β ∈ R, m ∈ N, and gcd(α, β) = 1. Assuming g
is a Darboux polynomial, D(g) = Pg for some P ∈ R. Then:
Pg = D(g)
Pg = D(αmβ)
Pαmβ = mαm−1D(α)β +D(β)αm
Pαβ = mD(α)β +D(β)α
mD(α)β = α(Pβ −D(β)).
Since char(K) = 0, m 6= 0, so since g 6∈ K, gcd(α,m) = 1. Then, from α
dividing mD(α)β, and the fact that gcd(α, β) = 1 (by assumption,) we can
conclude α|D(α). Thus, α is a Darboux polynomial.
Remark 5.15. It is important here that char(K) = 0. As a counterexample in
general, let K = F3, the field with 3 elements, and consider the derivation D = ∂1
on K[X1]. Notice that X
3
1 is a Darboux polynomial of K[X1]; in fact, X
3
1 ∈ K[X1]D
since D(X31 ) = 3X
2
1 = 0. Note that X1 is a factor of X
3
1 , but D(X1) = 1 and X1 does
not divide 1.
Given a nonzero f ∈ K[X1, ..., Xn], we wish to investigate the existence of a
derivation D : K[X1, ..., Xn] → K[X1, ..., Xn] such that K[X1, ..., Xn]D = K[f ]. The
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next two sections are devoted to the construction of such a D provided f satisfies
certain requirements. Before we continue, we should note some properties of such
rings of constants in general. Let R = K[X1, ..., Xn]. We have:
Theorem 5.16. Let D : R→ R be a derivation.
1. R ∩ qf(RD) = RD.
2. If char(R) = 0, then RD is integrally closed in R.
Proof.
1. For α, β ∈ RD with β 6= 0 and α/β ∈ R, we can write βγ = α with γ ∈ R.
Then, applying D, we see that βD(γ) = 0. Since R is a domain, D(γ) = 0. So
γ ∈ RD.
2. If x ∈ R is integral over RD, we can choose a monic polynomial g ∈ RD[T ] of
minimal degree such that g(x) = 0. Say
g(T ) := T e + ae−1T e−1 + · · ·+ a1T + a0
with a0, ..., ae−1 ∈ RD. Then we apply the derivation D to the equation g(x) = 0
to get
0 = exe−1D(x) + ae−1(e− 1)xe−2D(x) + · · ·+ a1D(x)
= eD(x)
(
xe−1 + ae−1
e− 1
e
xe−2 + · · ·+ 1
e
a1
)
where we have used the fact that, since char(R) = 0, we have that e 6= 0.
The parenthetical part is a monic polynomial in x with coefficients in RD by
Lemma 5.8, hence is nonzero since it has degree less than e. Thus, D(x) = 0
and x ∈ RD. This tells us that RD is integrally closed in R.
Thus, for there to be a derivation with ring of constants k[f ], we must have the
two properties from the previous lemma. (In fact, there exists such a derivation if
and only if those two properties hold. See Theorem 5.4 in [18].) Luckily, the first
property is always true for rings of the form k[f ]–see Lemma 3.13.
However, Property 2 does not hold for arbitrary polynomials. For instance, if we
consider the polynomial g := (X + Y )2 + 1, it is easy to see that X + Y is integral
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over k[g], but X + Y 6∈ k[g]. Nevertheless, in the case we are considering, we know
that k(f) is algebraically closed in L] = k(X1, ..., Xn), and we do indeed have that
k[f ] is integrally closed in K[X1, ..., Xn], by Lemma 3.14.
5.3 A derivation with trivial field of constants
In this section, we will explicitly demonstrate a derivation with trivial field of con-
stants.
Let k be a field of characteristic 0. Here we show that the derivation
d := ∂1 +X2∂2 + · · ·+X2 · · ·Xn∂n =
∑
1≤i≤n
( ∏
2≤j≤i
Xj
)
∂i
acting on k(X1, ..., Xn) for n ≥ 2 has trivial field of constants, i.e., k(X1, ..., Xn)d = k.
Ther derivation d appears in [8], where the proof uses complex analysis. Instead, we
will present a suitable modification of Suzuki’s proof of Theorem 1 of [23], where he
shows that the derivation
d1 := ∂1 +
1
X1
∂2 +
1
X1X2
∂3 + · · ·+ 1
X1X2 · · ·Xn−1∂n
has trivial field of constants. His derivation is closely related to the derivation d
mentioned above. To elaborate, letting
d2 = X1X2 · · ·Xn−1d1,
it follows that d1 has trivial field of constants if and only if d2 has trivial field of
constants. Note that d2 has the added property of mapping k[X1, ..., Xn] to itself.
This is true more generally:
Useful Fact 5.17. Given a derivation D : k(X1, ..., Xn) → k(X1, ..., Xn) having
trivial field of constants, there is a polynomial α ∈ k[X1, ..., Xn] (namely, a common
denominator for the values D(X1), D(X2), ..., D(Xn)) such that αD is a derivation
with trivial field of constants, and αD maps k[X1, ..., Xn] to itself.
Letting ρ be the field-isomorphism fixing k and mapping Xi to Xn+1−i, it is easy
to see that d = d2ρ. So, having shown that d1 has trivial field of constants, the same
will hold for d.
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Lemma 5.18. For d as defined, 1
X1
6= d(f) for any f ∈ k(X1, ..., Xn).
Proof. Set K = k(X2, ..., Xn) and let d1 be the derivation of K such that d = ∂1 +
X2 · · ·Xnd1. Extend d1 to L = K(X1) via d1(X1) = 0 and note that then d1 and d
are derivations mapping K[X1] to itself. Suppose u ∈ L is such that d(u) = 1X1 and
let h, g ∈ K[X1] be coprime polynomials such that u = h/g with g and h relatively
prime in K[X1]. Then,
1
X1
=
gd(h)− hd(g)
g2
.
Specifically, we must have X1|g in K[X1]. Write g = Xe1g′ with e ≥ 1 and g′ ∈ K[X1]
is such that g′(0) 6= 0. Then
Xe1(g
′)2 = X1g′d(h)− ehg′ − hX1d(g′).
Comparing the X1 - degrees of the two sides of this equation, it is clear that X1 must
divide heg′ in K[X1]. But, since k has characteristic 0, ehg′ 6= 0, and X1 does not
divide g′ by assumption. So X1|h. But we have assumed that gcd(g, h) = 1 in K[X1]
and we have seen already that X1|g, which is a contradiction.
Lemma 5.19. Let L be an algebraic field extension of a field K of characteristic 0
and let d be a derivation of K. Let d′ be the unique extension of d to L. If λ ∈ K
but λ /∈ d(K), then λ 6∈ d′(L).
Proof. First, note first that d′ exists, by Lemma 5.10. Assume that y ∈ L is such that
d′(y) = λ. Let Y be transcendental over K and g ∈ K[Y ] be a minimal polynomial
of y over K. Say
g(Y ) = Y m + am−1Y m−1 + · · ·+ a1Y + a0
with ai ∈ K for 0 ≤ i ≤ m− 1. Let G ∈ K[Y ] be defined by
m−1∑
i=0
d′(ai)Y i + λ
m−1∑
i=1
iaiY
i−1 +mλY m−1.
Then apply d′ to see that 0 = d′(g(y)) = G(y). This gives a polynomial for y over K
of apparent degree less than m. Hence, it must be the zero polynomial. In particular,
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its leading coefficient is 0, i.e.,
d(am−1) +mλ = 0.
Since char(L) = 0, m 6= 0 in L. But then
λ =
−d(am−1)
m
= d
(−am−1
m
)
∈ d(K)
contradicting our hypothesis.
Theorem 5.20. Let d be the derivation d = ∂1 + X2∂2 + · · · + X2 · · ·Xn∂n. Then
k(X1, ..., Xn)
d = k.
Proof. Let
dn = ∂n
dn−1 = ∂n−1 +Xn∂n
and, in general,
di = ∂i +Xi+1di+1
where we are viewing di as a derivation of k(Xi, ..., Xn) for each i. We will proceed
by induction on di, but in the opposite to the usual order–from n to 1.
When l = n, dl = ∂n has field of constants k as a derivation of k(Xn). By the
induction hypothesis, assume that dl = ∂l + Xl+1∂l+1 + · · · + Xl+1 · · ·Xn∂n satisfies
k(Xl, ..., Xn)
dl = k for each l = n, n − 1, ...,m + 1. We prove the corresponding
statement when l = m. Let dm+1 extend dm+1 to k(Xm, ..., Xn) via dm+1(Xm) = 0.
Fix a λ ∈ k(Xm, ..., Xn) \ dm+1(k(Xm, ..., Xn)). (Note that λ exists by lemma 5.18.)
Set d′ = dm+1 + λ∂m.
Let K := k(Xm+1, ..., Xn). Assume that there is u ∈ K(Xm) such that d′(u) = 0.
That is, 0 = dm+1(u(Xm)) + λu
′(Xm) where u′(Xm) denotes ∂mu(Xm). Set u = h/g
with h, g ∈ K[Xm] and gcd(g, h) = 1. If u(Xm) ∈ K, then d′(u) = 0 implies
dm+1(u(Xm)) = dm+1(u(Xm)) = 0, and hence u ∈ k by hypothesis. Otherwise,
letting K denote the algebraic closure of K, let α1, .., αb be the zeroes of u
′(Xm) in K
which are not roots of g(Xm). Pick some c ∈ k \{u(α1), ..., u(αb)}. Now (h−cg)(Xm)
has a root in K, since u(Xm) /∈ K. Let us denote such a root by ζ. If g(ζ) = 0, then
h(ζ) = 0, contradicting that h and g are relatively prime in K[Xm]. Thus, g(ζ) 6= 0.
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Now K is a separable algebraic extension of K, and hence there is a unique extension
d∗ of d to K by Lemma 5.10. Then
d∗(u(ζ)) = d∗
(
h(ζ)
g(ζ)
)
= d∗(c) = 0.
We will now show that
d∗(u(ζ)) = dm+1(u(ζ)) + u′(ζ)d∗(ζ).
For a monomial αζ i ∈ K[ζ], we have
d∗(aζ i)dm+1(α)ζ i +
[
∂n(αX
i
n)
∣∣∣
Xn=ζ
]
d∗(ζ).
This shows that the equation holds for monomials. Since d∗, dm+1, and ∂n are each
linear, this will extend to any polynomial in K[ζ]. We have
g(ζ)d∗(h(ζ))− h(ζ)d∗(g(ζ)) =[
g(ζ)dm+1(h(ζ))− h(ζ)dm+1(g(ζ))
]
+
[
g(ζ)h′(ζ)d∗(ζ)− h(ζ)g′(ζ)d∗(ζ)].
The quotient rule gives
d∗
(
h(ζ)
g(ζ)
)
=
g(ζ)d∗(h(ζ))− h(ζ)d∗(g(ζ))
(g(ζ))2
and
dm+1
(
h(ζ)
g(ζ)
)
=
g(ζ)dm+1(h(ζ))− h(ζ)dm+1(g(ζ))
(g(ζ))2
.
Finally, noting that
(g(ζ))2u′(ζ)d∗(ζ) = g(ζ)h′(ζ)d∗(ζ)− h(ζ)g′(ζ)d∗(ζ),
we get the desired equality.
Now we are assuming that
0 = dm+1(u(Xm)) + λu
′(Xm).
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Substituting Xm = ζ in this equation and using the fact that u
′(ζ) 6= 0 by choice of
ζ, we see that d∗(ζ) = λ. Thus, λ ∈ d∗(K). However, by Lemma 5.19, since λ was
chosen to be in K \ d(K), we have λ /∈ d∗(K). Hence, we have a contradiction, and
no such u can exist.
So we know now that d′ has a trivial field of constants. But notice that, taking
λ = 1
Xm+1
(which is a valid choice of λ by Lemma 5.18,) we have that d′ = dm+1 +
1
Xm+1
∂m, so Xm+1d
′ = Xm+1dm+1 + ∂m = Xm+1dm+1 + ∂m = dm. This establishes our
assertion.
5.4 A derivation with ring of constants k[f ]
In this section our goal is to construct a derivation of R = k[X1, ..., Xn] having ring of
constants k[f ]. As was mentioned previously, the existence of such a derivation was
established in Theorem 5.4 of [18]. It is necessary for us to have a constructive proof
of existence; such a proof is given in [24], Theorem 3.1.
We are working under the assumption that k(f) is algebrically closed in L] =
k(X1, ..., Xn), so by Lemma 3.14, k[f ] is integrally closed in R. First we must fix
some notation. Since f 6∈ k, we have some ∂i(f) 6= 0. Without loss of generality, we
assume ∂n(f) 6= 0.
Although we are only considering redset(f) when n ≥ 2, it is probably worth
pointing out that, when n = 1, the existence of such a derivation is rather trivial: k(f)
can only be algebraically closed in k(X1) if deg f = 1, and in this case, k[f ] = k[X1].
So the zero derivation suffices.
When n = 2, we can use the Jacobian derivation ∂1(f)∂2 − ∂2(f)∂1.
Theorem 5.21. Let R = k[X, Y ], f ∈ R \ k such that k(f) is algebraically closed in
k(X, Y ), and d := ∂X(f)∂Y − ∂Y (f)∂X . Then Rd = k[f ].
Proof. Clearly, k[f ] ⊆ Rd. If the two rings are not equal, we can choose some h ∈
Rd\k[f ]. Since k(f) is algebraically closed in k(X, Y ), we have that h is transcendental
over k(f). Thus, by considering transcendence degree over k, we see that k(X, Y ) is
an algebraic extension of k(f, h). Then we have
k(f, h) ⊆ k(X, Y )d ⊆ k(X, Y ).
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But, from Theorem 5.16, we know that k(X, Y )d is algebraically closed in k(X, Y ).
Since every element of k(X, Y ) is known to be algebraic over k(f, h), it is certainly
algebraic over k(X, Y )d. Thus, k(X, Y )d = k(X, Y ). But it is simple to check that
d(X) = −∂Y (f) and d(Y ) = ∂X(f). So if X, Y ∈ Rd, we would have f ∈ k, a
contradiction. So no such h exists, and Rd = k[f ].
To generalize this construction for n > 2, we use the following argument. Noticing
that ∂1 is a derivation of k(X1) with trivial field of constants, the above Jacobian
derivation has the form ∂n(f)d − d(f)∂n with d = ∂1. We proceed to present a
generalization of this.
The line of argument (specifically the construction, Lemma 5.23, and Theorem
5.24) are from [24].
Let us denote by δ the derivation of K(X1, ..., Xn−1) considered in the previous
section:
δ := ∂1 +X2∂2 + · · ·+X2 · · ·Xn−1∂n−1.
Of course, δ is a derivation of k[X1, ..., Xn−1]. By Theorem 5.20, we have proven that
k(X1, ..., Xn−1)δ = k. Extend δ to a derivation ∆ of k[X1, ..., Xn] by Lemma 5.9(a)
by defining
∆(Xi) :=
{
δ(Xi) if 1 ≤ i ≤ n− 1
0 if i = n .
Define d : R→ R by
d := ∂n(f)∆−∆(f)∂n (5.1)
Then d is a derivation of R by Lemma 5.12. We proceed to show that Rd = k[f ].
Lemma 5.22. Let D be a derivation of a domain R into itself, and let D be the
extension of D to qf(R). Then qf(RD) ⊆ (qf(R))D.
Proof. If α, β ∈ RD with β 6= 0, then it is simple to check that D (α/β) = 0. Thus,
α/β ∈ (qf(R))D.
Lemma 5.23. Let M ⊆ K ⊆ L be fields of characteristic 0, with L algebraic over K.
Let d : K → K be a derivation with Kd = M . Let d : L→ L be the unique extension
of d to L. If M is algebraically closed in L, then Ld = M .
Proof. Fix u ∈ L with d(u) = 0. Now u is algebraic over K. Let g(T ) ∈ K[T ] be the
minimal polynomial of u over K; say g(T ) := Tm + am−1Tm−1 + · · ·+ a1T + a0 with
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a0, a1, ..., am−1 ∈ K. Applying d to the equation g(u) = 0, we get
d(am−1)um−1 + · · ·+ d(a1)u+ d(a0) = 0
Minimality of g(T ) implies d(ai) = 0 for 0 ≤ i ≤ m − 1, hence each ai ∈ Kd = M .
Thus, u is algebraic over M . Since M is algebraically closed in L, u ∈ M . It follow
that Ld = M .
Theorem 5.24. With d given by equation 5.1, Rd = k[f ].
Proof. It is clear that k[f ] ⊆ Rd, so we need only show the other inclusion. By Lemma
5.6, we can extend d uniquely to a derivation d : k(X1, ..., Xn)→ k(X1, ..., Xn). Since
d extends d, we have
k(X1, ..., Xn)
d ∩ k[X1, ..., Xn] = (qf(R))d ∩R ⊇ qf(Rd) ∩R = Rd
where we used Lemmas 5.22 and 5.16, respectively. Let D := d
∂n(f)
. Then D is a
k(f)-derivation since k(X1, ..., Xn)
D = k(X1, ..., Xn)
d.
Now X1, X2, ..., Xn−1, f are algebraically independent over k since ∂n(f) 6= 0. So
we have k(X1, ..., Xn) is an algebraic extension of k(f)(X1, ..., Xn−1). Let D′ denote
the restriction of D to k(f)(X1, ..., Xn−1). We have
D′(Xi) =
d(Xi)
∂n(f)
=
∂n(f)∆(Xi)−∆(f)∂n(Xi)
∂n(f)
=
∂n(f)∆(Xi)
∂n(f)
= δ(Xi)
for 1 ≤ i ≤ n − 1. Thus, D′ is a k(f)-derivation mapping k(f)[X1, ..., Xn−1] to
k(f)[X1, ..., Xn−1], and D′ agrees with δ on the variables Xi. By Theorem 5.20,
k(f)[X1, ..., Xn−1]D
′
= k(f). We are assuming that k(f) is algebraically closed in
k(X1, ..., Xn), and hence by Lemma 5.23, k(X1, ..., Xn)
D = k(f). Since the field of
constants of D and d are the same, we see that k(X1, ..., Xn)
d = k(f). Then
Rd ⊆ k(X1, ..., Xn)d ∩R
= k(f) ∩R
= k[f ]
by Lemma 3.13. Having already proven the other inclusion, we have k[f ] = Rd.
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Remarks.
1. The particular choice of derivation δ is not important. Any derivation δ′ of
k(X1, ..., Xn−1) satisfying k(X1, ..., Xn−1)δ
′
= k could have been used in this
construction. See [24], Section 2, for some other such derivations.
2. In [24], a slightly stronger statement is proven: if we do not assume k[f ] to be
integrally closed in R and use the same construction, we would have Rd is the
integral closure of k[f ] in R.
3. This construction also generalizes. In [6], consideration of the more general
system of the form f − cw as c varies over k leads to the consideration of k ( f
w
)
.
In relation to this, the above construction can be suitably altered to yield a
derivation of k(X1, ..., Xn) with field of constants exactly k
(
f
w
)
. Again, see
[24].
5.5 A comparison between ranks
We are now ready to answer the main question of this chapter. Recall that we are
working under the assumption that f is an irreducible element of R \ k such that k is
algebraically closed in L = qf(R/fR). Under this assumption, we know that both of
the groups U(A)/U(k) and U(A])/U(k]) are finitely-generated free Abelian groups.
In Theorem 5.3, we presented a homomorphism
ψ :
U(A])
U(k])
→ U(A)
U(k)
with kernel
U(A]) ∩G
U(k])
,
where G = {v | v ∈ A] and N(v) ⊂ U(k) + P}. We now want to argue that this
map ψ is a monomorphism.
Since we are assuming f 6∈ k, we can assume without loss of generality that
∂n(f) 6= 0. Let d be the derivation given by Equation 5.1. Specifically, we will use
the fact that d has the form d = ∂n(f)∆ − ∆(f)∂n where ∆ was a derivation of
k[X1, ..., Xn] with ∆(Xn) = 0, as well as the fact that R
d = k[f ] by Theorem 5.24.
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So we seek to understand elements of (U(A]) ∩G)/U(k]). Let v be in U(A])∩G,
and write v as f eg/p(f) for some e ∈ Z, p ∈ k[Y ], and g ∈ R \ fR. Since v is
in U(A]), we have that g|α(f) for some α ∈ k[Y ]. Since v ∈ G, we have that
N(v) ⊂ U(k) + P . Specifically, g ∈ U(k) + P , and so g can be written as g = c+ fλ
for some 0 6= c ∈ k and λ ∈ R. To show that ψ is a monomorphism, we will show
that Ker(ψ) = (U(A]) ∩G)/U(k]) is trivial. Remembering that ψ(v) = pi(g)U(k), it
suffices to show that pi(g) ∈ U(k). Thus our main goal here is to show that, given
some g ∈ R \ fR for which there is g′, λ ∈ R, α ∈ k[Y ], and c ∈ U(k) such that
gg′ = α(f) and g = c + fλ, it must be the case that g is in U(k]). (In fact, since
g ∈ R, we will show that g ∈ k[f ] \ {0}.)
Lemma 5.25. If g ∈ R is a polynomial which divides (in R) an element of k[f ], then
g is a Darboux polynomial of g.
Proof. Since any polynomial in k[f ] is in Rd, it is certainly a Darboux polynomial of
d. Thus, by Lemma 5.14, g is also a Darboux polynomial.
Lemma 5.26. The homomorphism
ψ :
U(A])
U(k])
→ U(A)
U(k)
is one-to-one.
Proof. Let us consider the result of applying d to g. From the previous lemma, g is
a Darboux polynomial, so g|d(g), i.e., there exists a P ∈ R such that gP = d(g).
On the other hand, since we have written g = c + fλ, we can apply d to get d(g) =
d(fλ) = fd(λ). Thus, since gcd(g, f) = 1, we have fg|d(g). Write d(g) = fgζ for
some ζ ∈ R. So letting degn(β) denote the Xn-degree of an element of β ∈ R, we
have that degn(d(g)) = degn g + degn f + degn ζ.
On the other hand, we calculate from the definition of d that
d(g) = ∂n(f)∆(g)−∆(f)∂n(g).
Now since ∆(Xn) = 0, we have that degn(∆(g)) ≤ degn(g) and degn(∆(f)) ≤ degn(f).
Thus, both of the terms in this difference haveXn-degree at most degn(f)+degn(g)−1.
Thus, degn(d(g)) ≤ degn(f) + degn(g)− 1. Comparing this with the above, we must
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have that degn(ζ) < 0. Hence, ζ = 0. But then d(g) = fgζ = 0, and we have
g ∈ Rd = k[f ].
Thus, we have shown that kerψ = (U(A]) ∩ G)/U(k]) is trivial. Hence ψ is a
monomorphism.
This gives us the following theorem:
Theorem 5.27. If k is algebraically closed in L, then
rank(U(A])/U(k])) ≤ rank(U(A)/U(k)).
Proof. If k is algebraically closed in L, then k] is algebraically closed in L] by Theorem
4.1. Thus, by Lemma 2.8, the groups U(A)/U(k) and U(A])/U(k]) are both finitely-
generated free Abelian groups. By Theorem 5.3 and Theorem 5.26, U(A])/U(k]) is
isomorphic to a subgroup of U(A)/U(k). The result follows.
Having related the ranks of these two groups, we can finally answer Question 3,
by combining the previous theorem with the Mixed Redset Theorem (2.11.)
Theorem 5.28 (Strong Redset Theorem). When k has characteristic 0, f is irre-
ducible in R, and k is algebraically closed in L, then
| redset(f)| ≤ rank(U(A)/U(k)).
And, similarly, by combining with the Polyredset Theorem (3.6), we get
Theorem 5.29 (Weak Polyredset Theorem). When k has characteristic 0, f is ir-
reducible in R, and k is algebraically closed in L, then
| polyredset(f)| ≤ rank(U(A)/U(k)).
We have called Theorem 5.28 “strong” because it improves the Redset Theorem
(2.9), which guarantees only finiteness, by providing an actual bound on the size of
redset(f). Of course, because of the relationship given in Theorem 5.27, we can see
that the bound from the Mixed Redset Theorem is actually a better bound. For the
same reason, Theorem 5.29 provides a weaker bound than the one from the Polyredset
Theorem (3.6).
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Chapter 6
Summary and Future Questions
In the previous chapters, we did the following:
1. We generalized the concept of redset(f) by considering the set of monic irre-
ducible polynomials Γ ∈ k[T ] such that Γ(f) is reducible in k[X1, ..., Xn]. We
saw in Theorem 3.6 that this set is bounded above in the same manner as
redset(f).
2. We related the hypothesis of the Redset Theorem and that of the Mixed Redset
Theorem by showing that k being algebraically closed in L implies that k(f) is
algebraically closed in k(X1, ..., Xn).
3. We found that the analog of the Mixed Redset Theorem is true in the original
case, without mention of k], etc. Specifically, assuming k to be algebraically
closed in L and char k = 0, we showed that |redset(f)| ≤ rank(U(A)/U(k)).
Here we mention some further questions that arise.
In Chapter 3, we found some bounds on polyredset(f). But some natural exten-
sions seem apparent:
1. In Theorem 3.10, we showed that, for k a perfect field,
{c ∈ k∗ | c is a root of some Γ ∈ polyredset(f)} ⊆ redset(f)∗.
It seems natural, due to the obvious relationship between c ∈ k∗ and irreducible
monic polynomials, to ask if the other inclusion is true. That is, can we say
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that
redset(f)∗ = {c ∈ k∗ | c is a root of some Γ ∈ polyredset(f)}?
Or, can we say that
polyredset(f) = {Γ ∈ k[T ] | Γ is minimal for some c ∈ redset(f)∗}?
There is one obvious case where this fails to hold–if f is irreducible but not
absolutely irreducible, then 0 ∈ redset(f)∗, but clearly this corresponds to no
element in polyredset(f). So, if we add the condition that f is absolutely
irreducible, do we have the equality? In any case where this equality holds, we
would have redset(f)∗ is finite if and only if polyredset(f) is finite, which would
vastly simplify the list of equivalences at the end of Chapter 3.
2. Are there any conditions on f that ensure polyuniset(f) is finite, or even empty?
We know it is empty when k] is algebraically closed in L], but can we get
away with a weaker condition to ensure finiteness? Again, when we know that
polyuniset(f) is finite, it simplifies our understanding of the equivalences in
Chapter 3.
3. In Theorem 3.20, we saw that, when k was infinite, the finiteness of redset(f)
ensured that U(A])/U(k]) must be finitely-generated. The immediate question
would be: does the same thing hold even when k is a finite field?
4. Continuing from the previous question, consider the case where k is a finite
field. Take k = Z/3Z and let f = (X + Y )2 + 1 in k[X, Y ]. Clearly, we have
that |redset(f)| ≤ 3, but k(f) is not algebraically closed in L] (because X + Y
is algebraic over k(f)). So when k is finite, the finiteness of redset(f) does not
imply k] is algebraically closed in L]. But we might still wonder: when k is
infinite, does redset(f) being finite imply that k] is algebraically closed in L]?
In Chapter 4, we answered the second question for any k. The natural question
in this case is about the converse:
5. What can be said about the converse of Theorem 4.1? We noted at the end of
that section that the converse is, in general, false. But recall that k(f) = k(f−c)
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for any c ∈ k, while A = R/fR 6= R/(f − c)R when c 6= 0. In fact, it can even
be the case that R/fR 6∼= R/(f − c)R; for instance, one may be a domain while
the other is not. Let Ac := R/(f − c)R. If we assume that k] is algebraically
closed in L], is it possible to say something about the number of c ∈ k for which
k is algebraically closed in qf(Ac)? For some c, f−c will not be irreducible, and
hence Ac will not be an integral domain, but by the Mixed Redset Theorem, we
see that there are only finitely many such, so qf(Ac) usually exists. Also, k being
algebraically closed in Ac is equivalent to f − c being absolutely irreducible. So
can we count the number of f − c which fail to be absolutely irreducible if we
work under the assumption that k] is algebraically closed in L]?
The third question in our paper was effectively answered, but only when we assume
char(k) = 0. Answering the question when char(k) = p > 0 is also an interesting
question. So we raise the following:
6. Does the Strong Redset Theorem (5.28) hold even when char(k) 6= 0?
To attempt to modify the argument used in this paper, there are essentially two
issues:
7. Lemma 5.14 used the fact that char(k) = 0. So for this same argument to
work more generally, there either needs to be some restriction on what types
of polynomials are under consideration, or a significantly different argument is
needed to show that divisors of the Darboux polynomials we are interested in
are still Darboux. Can such a thing be done?
8. The second part where char(k) needed to be 0 (in our argument) was in the
construction of the derivation d with Rd = k[f ]. When char(k) = p 6= 0, no
such derivation exists. However, is it possible to construct a higher derivation
that gives the same sort of control supplied by d?
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