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Abstract
This paper derives the non-analytic solution to the Fokker-Planck equation of
fractional Brownian motion using the method of Laplace transform. Sequen-
tially, by considering the fundamental solution of the non-analytic solution,
this paper obtains the transition probability density function of the random
variable that is described by the Itoˆ’s stochastic ordinary differential equa-
tion of fractional Brownian motion. Furthermore, this paper applies the de-
rived transition probability density function to the Cox-Ingersoll-Ross model
governed by the fractional Brownian motion instead of the usual Brownian
motion.
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1. Introduction
It was in the year 1951 when Feller first wrote his paper, Two Singular
Diffusion Problems [1], which aims to study the parabolic partial differential
equation
ut = (axu)xx − ((bx+ c)u)x, 0 < x <∞, (1.1)
✩It is instructive to mention that portions of this paper was submitted to Mahidol
University as part of a research project while the author was a student there.
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where u = u(t, x) and a, b, c are constants with a > 0. In his paper, he
was able to successfully derive its analytic solution along with proving its
existence and uniqueness. As it turns out, this parabolic partial differential
equation is a specific form of the Fokker-Planck equation of the diffusion pro-
cess (or famously known as the Brownian motion). In this paper, we will
refer to this specific form simply as the Fokker-Planck equation of Brownian
motion. In statistical mechanics, the Fokker-Planck equation is a partial dif-
ferential equation [PDE] that describes the time evolution of the probability
density function of the dynamics of a particle that is influenced by random
processes (e.g., Brownian motion). Fokker-Planck equation is also known as
the Kolmogorov forward equation. Due to the extensive applications of the
Brownian motion, it is no doubt that Feller’s paper, Two Singular Diffusion
Problems, have gained a lot of fame. One application that the author is
interested in is its use in developing the fuzzy stochastic volatility model in
the field of mathematical finance (e.g., see [2]), where one of the equations
in the original stochastic volatility model is described by the Fokker-Planck
equation of Brownian motion. For the sake of generality, since Brownian mo-
tion is a special case of fractional Brownian motion [fBm], the author tries to
extend the stochastic volatility model to the case where the Fokker-Planck
equation of Brownian motion is replaced by the Fokker-Planck equation of
fBm. On one hand, the Fokker-Planck equation of fBm has already been
derived by U¨nal [3] (and this will be introduced in later sections). On the
other hand, in order to develop a “fuzzy” version of the extended stochas-
tic volatility model, it is necessary to use the solution to the Fokker-Planck
equation of fBm. Thus, it is compulsory that we find the solution to the
Fokker-Planck equation of fBm before being able to develop the “fuzzy” ver-
sion of the model, and this is the underlying motivation that the author
writes this paper.
This paper can be outlined as follows. Section 2 sets up the general
form of the Fokker-Planck equation of fBm such that it has a similar set
up as [1]. Section 3 gives the definitions and some preliminaries necessary
before deriving the solution to the Fokker-Planck equation of fBm. Section
4 will derive the general form of the non-analytic solution to the Fokker-
Planck equation of fBm via Laplace transforms. Then, section 5 will impose
conditions of the general form of the non-analytic solution to the Fokker-
Planck equation of fBm and prove its existence. Section 6 will provide the
fundamental non-analytic solution to the Fokker-Planck equation of fBm
based on proven claims in the preceding section. Section 7 will apply the
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derived solution to the Cox-Ingersoll-Ross [CIR] model, where the Brownian
motion in the model is replaced by fBm. Finally, section 8 will conclude this
paper and provide some topics that may be further investigated.
2. The Fokker-Planck Equation of Fractional Brownian Motion
We devote this section to the set up of the general form of the Fokker-
Planck equation of fBm since it will be of major use in the next sections.
First, we note that U¨nal [3] derives the Fokker-Planck Equation of fBm
for vector-valued variable by considering Itoˆ’s stochastic ordinary differential
equation of the form
dxi = fi(x, t)dt+ giα(x, t)dB
H
α , 1 6 i 6 n; 1 6 α 6 r.
Then, from Itoˆ’s formula for fBm for a scalar function h(x),
dh(x) =
(
fj
∂h
∂xj
+Ht2H−1gjαgkα
∂2h
∂xj∂xk
)
dt+ gjα
∂h
∂xj
dBHα , (2.1)
U¨nal derives, through the extensive use of properties of expectations, the
Fokker-Planck equation for fBm as
∂p
∂t
+
∂fjp
∂xj
−Ht2H−1∂
2gjαgkαp
∂xj∂xk
= 0, (2.2)
where
• x ∈ Rn is a vector,
• p := p(x, t) is the probability density function,
• fj := fj(x, t) is a drift vector,
• giα(x, t) is a diffusion matrix for all i = j, k,
• dBHα is increment of fBm, and
• H ∈ (0, 1) is the Hurst parameter.
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2.1. The Fokker-Planck Equation of Fractional Brownian Motion for Scalar-
Valued Variable
The scope of this paper is to derive the non-analytic solution to the
Fokker-Planck equation of fBm for scalar-valued variable. Therefore, in this
short subsection, we present the Fokker-Planck equation of fBm for scalar-
valued variable.
In order to transform the variable in equation (2.2) to scalar-valued vari-
able, to be consistent with the mathematical finance context as well as fol-
lowing Hsu’s scheme of substitution [4], and to be consistent with equation
(1.1), we let
• p(x, t) = P (X, t) = u(t, x) = u,
• fj(x, t) = µ(X, t) = (bx+ c),
• gjα = gkα = σ(Xt, t), σ
2(Xt, t) = ax, a ∈ R>0, and
• H = v ∈ (0, 1).
Then, since the parameter (constant) H = v is not restricted to any par-
ticular real number in the interval (0, 1), equation (2.2) can be rewritten
as
ut = (at
2v−1xu)xx − ((bx+ c)u)x, 0 < x <∞, (2.3)
where a, b, c, v are constants with 0 < v < 1. Moreover, note that
• u = u(t, x) depends on both x and t,
• x depends on t,
• a depends on v (but we will refer to a as a constant since v depends on
neither x nor t), and
• t depends on the parameter (constant) v.
Now, in order to be even more consistent with equation (1.1), we relax the
boundedness condition on v such that v > 0.
Remark 2.1. When v = 1/2 (i.e., the Hurst exponent H = 1/2), equation (2.3)
reads as
ut = (at
2v−1xu)xx − ((bx+ c)u)x = (axu)xx − ((bx+ c)u)x,
where 0 < x <∞, and this is equivalent to equation (1.1).
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From this point on, this paper will focus on equation (2.3) [with the
condition that v > 0 and not 0 < v < 1] and derives the non-analytical
solution to equation (2.3) along with proving the existence of the derived
non-analytical solution.
3. Definitions and Preliminaries prior to Solving the Fokker-Planck
Equation of Fractional Brownian Motion
We devote this section to providing the readers with some definitions and
preliminaries before actually solving the Fokker-Planck equation of fBm. We
will follow closely with Feller’s Two Singular Diffusion Problem [1]. Thus,
the readers are encouraged to refer to Feller’s work while reading through
this section. For convenience, the equation that we will dedicate this and the
following sections to is presented here again. That is, the equation is
ut = (at
2v−1xu)xx − ((bx+ c)u)x, 0 < x <∞, (3.1)
where u = u(t, x) and a, b, c, v are constants with a > 0 and v > 0. Notice
that this equation is a linear parabolic equation. This can be seen more
clearly as follows:
ut = (at
2v−1xu)xx − ((bx+ c)u)x
= at2v−1xuxx + (2at
2v−1 − bx− c)ux − bu
=⇒ bu = at2v−1x∂
2u
∂x2
+ (2at2v−1 − bx− c)∂u
∂x
− ∂u
∂t
= F(t, x)∂
2u
∂x2
+ G(t, x)∂u
∂x
− ∂u
∂t
,
where F(t, x) := at2v−1x, G(t, x) := 2at2v−1 − bx− c, and bu is a linear func-
tion in u (where u is a linear function in x). It is worthy to remark that the
Laplace transform will be done with respect to x.
First, it is customary to define what it means for an equation to be a
solution of equation (3.1).
Definition 3.1 (Solution to Equation (3.1)). u(t, x) is a solution of equation
(3.1) if, for x > 0, it has continuous partial derivatives satisfying equation
(3.1). Also, if for every fixed s > 0 and t > 0, the functions e−sxu(t, x)
and e−sxut(t, x) are integrable over 0 < x <∞, and this is uniform in every
interval 0 < to 6 t 6 t1 <∞.
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Furthermore, we let
ω(t, s) =
∫
∞
0
e−sxu(t, x) dx. (3.2)
The Laplace transform of ut(t, x) exists and can be found by differentiating
equation (3.2) formally. Also, note that it is not necessary that the Laplace
transform of ux(t, x) exists since, in general, u(t, x)→∞ as x→ 0.
Next, for ut ∈ L(0, 1), it can be seen that
lim
x→0
∫ 1
x
utdx = lim
x→0
∫ 1
x
(at2v−1xu)xx − ((bx+ c)u)x dx
=⇒ lim
x→0
{(at2v−1xu)x − (bx+ c)u} = −f(t) (3.3)
exists and is bounded in every finite t-interval since u(t, x)→∞ as x→ 0. In
this paper, f(t) will be called the flux of u at the origin with same reasoning
as Feller [1](i.e., from equation (3.1),
∂
∂t
∫ β
α
u(t, x) dx equals the flux at α
minus the flux at β).
To avoid special considerations for the fundamental solutions, we allow
initial values to also be discontinuous functions [1].
Now, let P (x) be a function of bounded variation on the interval (0,∞)
such that P (x)→ 0 as x→ 0, and assume its Laplace transform
pi(s) =
∫
∞
0
e−sx dP (x) (3.4)
exists.
Additionally, we shall have the following definition:
Definition 3.2 ((u(t, x) Having Initial Values P (x))). The solution u(t, x)
has the initial values P (x) if
lim
t→0
∫ x
0
u(t, x) dx = P (x)
at every point of continuity of P (x).
Remark 3.1. This definition makes it necessary that ω(t, s)→ pi(s).
Likewise, we should define what a fundamental solution is.
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Definition 3.3 (Fundamental Solution). A solution u(t, x; ξ) depending on
the parameter ξ > 0 is a fundamental solution if it assumes the initial values{
0 when x < ξ
1 when x > ξ
.
That is, if
ω(t, x; ξ)→ e−sξ.
In this instance, provided that the regularity conditions imposed on our
solutions are satisfied by u(t, x; ξ) uniformly with respect to ξ,
u(t, x) =
∫
∞
0
u(t, x; ξ) dP (ξ)
assumes the initial values P (x).
Prior to ending this section, readers should note that the author have
used the notation, ˜∫
f,
in this paper to denote the indefinite integral of any function f with the
constant of integration being omitted. More specifically, if∫
f(x) dx = F (x) + C,
where C is the constant of integration, then
˜∫
f(x) dx = F (x).
4. Laplace Transforms of the Fokker-Planck Equation of Fractional
Brownian Motion
In this section, we will take the Laplace transform of equation (3.1).
Since the individual terms on the right hand side is not necessarily inte-
grable, we have to be cautious when taking the Laplace transforms of equa-
tion (3.1). However, by assumption, the Laplace transform of the left hand
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side converges for s > 0 [1]. Then, by treating the right hand side as a unit
and by using equation (3.3), this yields
ωt(t, s) := ωt = f(t) + s
∫
∞
0
e−sx{at2v−1(xu)x − (bx+ c)u} dx. (4.1)
Let L be the Laplace transform operator. Then, due to the reason that L{u}
and L{xu} converge for s > 0, L{(xu)x} also converges for s > 0. This
implies that (xu)x is absolutely integrable near x = 0 and
lim
x→0
xu(t, x) = κ
for some constant κ. It is necessary that κ = 0, otherwise u(t, x) would not
be integrable.
From equation (4.1), we have that
ωt = f(t) + at
2v−1s
∫
∞
0
e−sx(xu)x dx (4.2)
−bs
∫
∞
0
e−sxxu dx− cs
∫
∞
0
e−sxu dx.
From equation (4.2), since
∂
∂s
{
e−sxxu
}
exists and is continuous, if we let
ω :=
∫
∞
0
e−sxu dx
=⇒ ωs = −
∫
∞
0
e−sxxu dx (by applying Leibniz integral rule)
=⇒ sωs = −s
∫
∞
0
e−sxxu dx = −
∫
∞
0
e−sx(xu)x dx
then equation (4.2) can be rewritten as
ωt + s(at
2v−1s− b)ωs = −csω + f(t). (4.3)
We require solutions that satisfy the condition
lim
t→0
ω(t, s) = pi(s).
Sequentially, we have the following lemma:
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Lemma 4.1. The solutions of the initial value problem{
ωt + s(at
2v−1s− b)ωs = −csω + f(t)
limt→0 ω(t, s) = pi(s)
(4.4)
where a, b, c, v are constants with a > 0 and v > 0, are given by
ω(t, s) = (4.5)[
e
−G
(
t;
1−sab−2vΓ(2v,bt)ebt
sebt
)
+G⋆
(
0;
1−sab−2vΓ(2v,bt)ebt
sebt
)
·pi
(
sebt
1− sebtab−2v(Γ(2v, bt)− Γ(2v))
)]
+e
−G
(
t; 1−sab
−2vΓ(2v,bt)ebt
sebt
) ∫ t
0
{
f(τ)e
G
(
τ ; 1−sab
−2vΓ(2v,bt)ebt
sebt
)}
dτ,
where
G(µ±; C) :=
˜∫
± c
ab−2vΓ(2v, bµ)ebµ + ebµC dµ
and
G⋆(ν±; C) :=
( ˜∫
± c
ab−2vΓ(2v, bµ)ebµ + ebµC dµ
)
µ=ν
.
(Remark that the functions G and G⋆ are merely notations for the integral
of its respective function specified above.)
Proof. First, we note that a, b, c, v are constants with a > 0 and v > 0. We
suppose, during the derivation, that b 6= 0 to avoid ambiguities. The final
results will also hold for b = 0 since v 	 0.
The characteristic equations of equation (4.4) are
dt =
ds
s(at2v−1s− b) =
dω
f(t)− csω .
The first characteristic equation can be solved as follows:
First, rewrite the differential equation as
ds
dt
= s(at2v−1s− b) = at2v−1s2 − bs.
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Notice that this is a Bernoulli’s Equation in s. So, we let z := 1/s ⇐⇒ s = 1/z.
With this change of variable, we may rewrite the above equation as
dz
dt
− bz = −at2v−1. (4.6)
Using variation of parameters technique, we can solve equation (4.6) as fol-
lows: note that the integrating factor here is µ(t) = e
∫
−b dt = e−bt, and, so,
dz
dt
− bz = −at2v−1
=⇒ e−bt
[
dz
dt
]
+ z
[
d
dt
(e−bt)
]
= e−bt(−at2v−1)
=⇒
∫
d(e−btz) =
∫
e−bt(−at2v−1) dt
=⇒ z = ab−2vΓ(2v, bt)ebt + ebtC1, (4.7)
where C1 is an arbitrary constant, and
Γ(q0, p0) :=
∫
∞
p0
xq0−1e−x dx
is the “upper” incomplete gamma function. (Remark that when p0 = 0,
Γ(q0, p0) = Γ(q0, 0) = Γ(q0),
where Γ(q0) is the usual gamma function.) Substituting z = 1/s back to the
equation (4.7), yields the solution
1
s
= ab−2vΓ(2v, bt)ebt + ebtC1 ⇐⇒ s = 1
ab−2vΓ(2v, bt)ebt + ebtC1
as required.
We further note that from the solution s above,
C1 =
1− sab−2vΓ(2v, bt)ebt
sebt
and , when t = 0, C1 = (1−sab
−2vΓ(2v))/s.
Now, given that s = 1/(ab−2vΓ(2v,bt)ebt+ebtC1), we can solve the second char-
acteristic equation as follows:
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First, we substitute s = 1/(ab−2vΓ(2v,bt)ebt+ebtC1) into the second characteris-
tic equation to get
dω
dt
+
c
ab−2vΓ(2v, bt)ebt + ebtC1
ω = f(t). (4.8)
Recall that we will have the solution ω1 as well as the solution ω2, and the
solution to this ODE will be ω = ω1 + ω2. Thus, we have that
dω1
dt
+
c
ab−2vΓ(2v, bt)ebt + ebtC1
ω1 = 0
=⇒
∫
dω1
ω1
=
∫
− c
ab−2vΓ(2v, bt)ebt + ebtC1
dt.
This implies that
ω1 = C2 exp
( ˜∫
− c
ab−2vΓ(2v, bt)ebt + ebtC1
dt
)
,
where C2 is a constant. For convenience, we define
G(µ±; C) =
˜∫
± c
ab−2vΓ(2v, bµ)ebµ + ebµC dµ.
Next, we multiply
exp
( ˜∫ c
ab−2vΓ(2v, bt)ebt + ebtC1
dt
)
= exp (G(t+;C1))
throughout the equation (4.8) [where ω is now interchanged with ω2 for trivial
reasons] to get
exp(G(t+;C1))
dω2
dt
+ exp(G(t+;C1))
dG(t+;C1)
dt
ω2
= exp(G(t+;C1)) · f(t)
=⇒ ω2 =
∫ t
0
f(τ) exp(G(τ+;C1)) dτ
exp(G(t+;C1))
.
11
Probability Function of Fractional Brownian Motion
The solution of equation (4.8) is, therefore,
ω = ω1 + ω2 (4.9)
= exp(G(t−;C1))
{
C2 +
∫ t
0
f(τ) exp(G(τ+;C1)) dτ
}
.
Sequentially, let C2 = A(C1), where A(y) is an arbitrary function, and
substitute the values
C1 =
1− sab−2vΓ(2v)
s
(i.e., C1 = (1−sab
−2vΓ(2v))/s when t = 0) and
C2 = A(C1)
into the solution ω above (i.e., equation (4.9)) with the imposed initial con-
dition
lim
t→0
ω(t, s) = pi(s)
(i.e., t = 0). Then, we have
ω(0, s) = exp
(
G⋆
(
0−;
1− sab−2vΓ(2v)
s
))
· A
(
1− sab−2vΓ(2v)
s
)
,
where
G⋆(ν±; C) :=
( ˜∫
± c
ab−2vΓ(2v, bµ)ebµ + ebµC dµ
)
µ=ν
.
Equating ω(0, s) to pi(s) and letting
y :=
1− sab−2vΓ(2v)
s
=⇒ s = 1
y + ab−2vΓ(2v)
,
we find
A(y) = pi
(
1
y + ab−2vΓ(2v)
)
· exp (−G⋆ (0−; y)) .
That is,
C2 = A(C1)
= A
(
1− sab−2vΓ(2v, bt)ebt
sebt
)
= pi
(
sebt
1− sebtab−2v(Γ(2v, bt)− Γ(2v))
)
· exp
(
−G⋆
(
0−;
1− sab−2vΓ(2v, bt)ebt
sebt
))
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when C1 = (1−sab
−2vΓ(2v,bt)ebt)/sebt. Substituting C1 and C2 into the solution ω
above (i.e., equation (4.9)), we get
ω = exp
(
G
(
t−;
1− sab−2vΓ(2v, bt)ebt
sebt
))
·pi
(
sebt
1− sebtab−2v(Γ(2v, bt)− Γ(2v))
)
· exp
(
−G⋆
(
0−;
1− sab−2vΓ(2v, bt)ebt
sebt
))
+
[
exp
(
G
(
t−;
1− sab−2vΓ(2v, bt)ebt
sebt
))
·
∫ t
0
f(τ) exp
(
G
(
τ+;
1− sab−2vΓ(2v, bt)ebt
sebt
))
dτ
]
.
After some algebraic manipulations, we can get equation (4.5) as desired.
Remark 4.1. Given
Γ(q0, p0) :=
∫
∞
p0
tq0−1e−t dt
=⇒ Γ(2v, bt)− Γ(2v) =
∫
∞
bt
x2v−1e−x dx−
∫
∞
0
x2v−1e−x dx,
but since b ∈ R, we cannot manipulate the two integrals above further since
the factor bt can either be positive or negative.
5. General Form of the Solutions to the Laplace Transforms of the
Fokker-Planck Equation of Fractional Brownian Motion
We dedicate this section to impose conditions on the factors of equation
(4.5) since we now know that the Laplace transform of any solution u(t, x)
of equation (3.1) must be of the form of equation (4.5).
Lemma 5.1. If equation (4.5) represent the Laplace transform of a solution
u(t, x) then f(t) is given by
eG
⋆(0;−ab−2vΓ(2v,bt))pi
(
− 1
ab−2v(Γ(2v, bt)− Γ(2v))
)
+
∫ t
0
{f(τ)eG(τ ;−ab−2vΓ(2v,bt))} dτ = 0.
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Proof. By definition of a solution, u(t, x) is, for fixed t, integrable near x = 0.
Therefore ω(t, s) → 0 as s → ∞. Note that we have, with even stronger
reason, that ∣∣∣∣∣eG
(
t;
1−s ab−2v Γ(2v,bt)ebt
sebt
)∣∣∣∣∣ω(t, s)→ 0
as s→∞ for all c ∈ R [see Proposition 5.1 in Remark 5.1].
Remark 5.1. We need to check if we can move the limit inside the integral
sign of equation (4.5). Hence, we proved the following proposition by using
dominated convergence theorem.
Proposition 5.1.
lim
s→∞
∫ t
0
{
f(τ)e
G
(
τ ; 1−sab
−2vΓ(2v,bt)ebt
sebt
)}
dτ
=
∫ t
0
lim
s→∞
{
f(τ)e
G
(
τ ; 1−sab
−2vΓ(2v,bt)ebt
sebt
)}
dτ
=
∫ t
0
{
f(τ)e
G
(
τ ;lims→∞
{
1−sab−2vΓ(2v,bt)ebt
sebt
})}
dτ
=
∫ t
0
{f(τ)eG(τ ;−ab−2vΓ(2v,bt))} dτ
for all t and constants a, b, v with v > 0.
Proof. First, we try to prove that
lim
s→∞
G
(
τ ;
1− sab−2vΓ(2v, bt)ebt
sebt
)
= G
(
τ ; lim
s→∞
1− sab−2vΓ(2v, bt)ebt
sebt
)
.
In other words, we try to prove that
lim
s→∞
˜∫ { sebtc
1 + sab−2v(Γ(2v, bτ)ebτ − Γ(2v, bt)ebt)
}
dτ
=
˜∫
lim
s→∞
{
sebtc
1 + sab−2v(Γ(2v, bτ)ebτ − Γ(2v, bt)ebt)
}
dτ.
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However, this case is quite obvious to apply dominated convergence theorem
on any arbitrary interval of integration I since∣∣∣∣ sebtc1 + sab−2v(Γ(2v, bτ)ebτ − Γ(2v, bt)ebt)
∣∣∣∣ 6 kbτ , k > e ≈ 2.71 . . .
for almost every τ ∈ I.
Next, we try to prove that
lim
s→∞
∫ t
0
{
f(τ)e
G
(
τ ;
1−sab−2vΓ(2v,bt)ebt
sebt
)}
dτ
=
∫ t
0
lim
s→∞
{
f(τ)e
G
(
τ ; 1−sab
−2vΓ(2v,bt)ebt
sebt
)}
dτ.
Suppose f ∈ L1(0, t), that is, ∫ t
0
|f | dτ <∞.
Now, we let hs(τ) := f(τ)e
G
(
τ ;
1−sab−2vΓ(2v,bt)ebt
sebt
)
and let
h(τ) := lim
s→∞
hs(τ) = f(τ)e
lims→∞G
(
τ ; 1−sab
−2vΓ(2v,bt)ebt
sebt
)
for almost every τ ∈ [0, t].
It is easy to observe that there exists a functionm : τ 7→ [0, t] (i.e., m(τ) ∈
[0, t] ⊆ R), and c ∈ R with c > e ≈ 2.71 . . . such that hs(τ) = O(cm(τ)) (i.e.,
“Big-O of cm(τ)”). That is, |hs(τ)| is dominated by some function which
doesn’t depend on s for almost every τ ∈ [0, t]. Therefore, it follows that
lim
s→∞
∫ t
0
{
f(τ)e
G
(
τ ;
1−sab−2vΓ(2v,bt)ebt
sebt
)}
dτ
=
∫ t
0
lim
s→∞
{
f(τ)e
G
(
τ ;
1−sab−2vΓ(2v,bt)ebt
sebt
)}
dτ,
and we’re done.
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Lemma 5.2. If f(t) is continuous (this condition can be replaced by bound-
edness since it is a necessary condition) for t > 0, then equation (4.5) is the
Laplace transform of a solution u(t, x) with initial values P (x). The solution
preserves positivity at least whenever f(t) > 0.
Proof. Let L−1 be the inverse Laplace transform operator. We have that, for
fixed t and τ ,
L
−1
{
e
−G
(
t;
1−sab−2vΓ(2v,bt)ebt
sebt
)
+G⋆
(
0;
1−sab−2vΓ(2v,bt)ebt
sebt
)
·pi
(
sebt
1−sebtab−2v(Γ(2v,bt)−Γ(2v))
)}
> 0
and
L
−1
{
e
−G
(
t; 1−sab
−2vΓ(2v,bt)ebt
sebt
) ∫ t
0
{
f(τ)e
G
(
τ ; 1−sab
−2vΓ(2v,bt)ebt
sebt
)}
dτ
}
> 0
due to the reason that the domain of the function pi is Dπ = (0,∞). In
other words, the first factor in equation (4.5) as well as the factor under
the integral represent Laplace transforms of positive functions which have
all regularity properties imposed on our solutions. If P (x) is non-decreasing
then pi(s) is completely monotonic (i.e., pin(s)(−1)n > 0). The argument of
pi ( ) in equation (4.5) is absolutely monotonic (i.e.,
∂n
∂sn
{
sebt
1− sebtab−2v(Γ(2v, bt)− Γ(2v))
}
> 0
[see Remark 5.2]). Hence, the factor pi is completely monotonic or the dif-
ference of two such functions, according as P (x), is non-decreasing or only
of bounded variation. The product of two Laplace transforms are the convo-
lution of the original functions (by the convolution theorem). Moreover, this
operation preserves the regularity properties imposed on our solutions.
Remark 5.2. For this lemma, since the domain of the function pi is Dπ =
(0,∞), it follows that
0 <
sebt
1− sebtab−2v(Γ(2v, bt)− Γ(2v)) <∞
=⇒ ebtab−2v(Γ(2v, bt)− Γ(2v)) < 1
s
→ 0 as s→∞
=⇒ ebtab−2v(Γ(2v, bt)− Γ(2v)) < 0.
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Now, let ψ := ebtab−2v(Γ(2v, bt)− Γ(2v)) < 0 then
sebt
1− sebtab−2v(Γ(2v, bt)− Γ(2v)) =
sebt
1− sψ .
Observe that for n ∈ Z>1,
∂n
∂sn
{
sebt
1− sψ
}
=
(−1)n+1n!ψn−1ebt
[(−1)n(ψs− 1)]n+1 =
n!ψn−1ebt
(1− ψs)n+1 > 0
for both odd and even n since ψ < 0. Additionally, since
sebt
1− sψ > 0 =⇒
∂n
∂sn
{
sebt
1− sψ
}
> 0
for all n = 0, 1, 2, . . . where the derivative of order 0 of the function is the
original function itself.
Lemma 5.3. If P (x) is non-decreasing, then equation (4.5) with f(t) ≡ 0
defines a non-negative solution u(t, x) of
ut = (at
2v−1xu)xx − ((bx+ c)u)x, 0 < x <∞
with initial values P (x) and∫
∞
0
u(t, x) dx ≡ P (∞). (5.1)
(Norm preserving or ‘reflecting barrier’ solution.) For this solution, we have
lim
x→0
u(t, x) = e−G(t;−ab
−2vΓ(2v,bt))+G⋆(0;−ab−2vΓ(2v,bt)) (5.2)
·pi
(
− 1
ab−2v (Γ(2v, bt)− Γ(2v))
)
.
Proof. The existence of a non-negative solution is guaranteed by Lemma 5.2.
Equation (5.1) is equivalent to saying that ω(t, 0) = pi(0) and this follows
trivially from equation (4.5) (also for b = 0). In order to prove equation
(5.2), note that as s→∞, the argument of pi tends to the finite value
−1
ab−2v(Γ(2v, bt)− Γ(2v))
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(since Γ(2v, bt), Γ(2v) converges). Given the function P ⋆(x) where its Laplace
transform is given by expression pi in equation (4.5) this means that a finite
mass is concentrated at x = 0. Near x = 0, therefore, the solution u(t, x)
behaves like the function belonging to the factor of pi, and the lemma follows.
Remark 5.3. Intuitively,
lim
x→0
u(t, x) = lim
s→∞
{
e
−G
(
t; 1−sab
−2vΓ(2v,bt)ebt
sebt
)
+G⋆
(
0; 1−sab
−2vΓ(2v,bt)ebt
sebt
)
·pi
(
sebt
1− sebtab−2v(Γ(2v, bt)− Γ(2v))
)}
= e−G(t;−ab
−2vΓ(2v,bt))+G⋆(0;−ab−2vΓ(2v,bt))
·pi
(
− 1
ab−2v (Γ(2v, bt) + Γ(2v))
)
.
6. Solution to the Fokker-Planck Equation of Fractional Brownian
Motion
In this short section, we present to the readers the fundamental solution
to equation (4.5) along with a way to obtain the solution u(t, x).
The fundamental solution of equation (4.5) occurs when we consider
pi(s) = e−sξ, where ξ > 0 is a parameter. That is, the fundamental solu-
tion is
ω(t, s; ξ) (6.1)
= e
−G
(
t;
1−sab−2vΓ(2v,bt)ebt
sebt
)
+G⋆
(
0;
1−sab−2vΓ(2v,bt)ebt
sebt
)
·e−
(
sebtξ
1−sebtab−2v(Γ(2v,bt)−Γ(2v))
)
+e
−G
(
t;
1−sab−2vΓ(2v,bt)ebt
sebt
) ∫ t
0
{
f(τ)e
G
(
τ ;
1−sab−2vΓ(2v,bt)ebt
sebt
)}
dτ,
where a, b, c, v, ξ are constants with a > 0, v > 0, and ξ > 0.
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Moreover,
u(t, x; ξ) (6.2)
= L−1
{
e
−G
(
t; 1−sab
−2vΓ(2v,bt)ebt
sebt
)
+G⋆
(
0; 1−sab
−2vΓ(2v,bt)ebt
sebt
)
·e−
(
sebtξ
1−sebtab−2v(Γ(2v,bt)−Γ(2v))
)
+
[
e
−G
(
t;
1−sab−2vΓ(2v,bt)ebt
sebt
)
·
∫ t
0
{
f(τ)e
G
(
τ ;
1−sab−2vΓ(2v,bt)ebt
sebt
)}
dτ
]}
,
where a, b, c, v, ξ are constants with a > 0, v > 0, and ξ > 0.
However, due to the non-analyticity of equation (6.1), the inverse Laplace
transform cannot be deduced using analytic methods. Instead, numerical
implementations should be more suitable to extract numerical solutions in
this case.
7. Application to Cox-Ingersoll-Ross Model
In this section, we consider an application of the derived non-analytic
solution of the Fokker-Planck equation of fBm to the CIR model. Specifically,
we will use the derived equation (6.2) to obtain the transition probability
density function of the stock price S at time T given its price at time t,
where t < T . This section follows closely to [4].
First, before we proceed to applying the derived non-analytic solution
of the Fokker-Planck equation of fBm to the CIR model, it is customary
for the author to present to the readers why this application is interesting.
The reason this application is interesting is due to the fact that one of the
earliest well-known applications of Two Singular Diffusion Problems [1] is
its application to the standard CIR model (i.e., CIR model governed by
Brownian motion). Also, since CIR model describes the evolution of stock
price (or any interest rate derivatives in general), the CIR model have been
proven very useful in the area of financial mathematics. Thus, it is only
appropriate to make this application our first priority.
Next, we proceed to the application of our result. Note that since fBm is
the generalized version of the usual Brownian motion, we consider the CIR
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model governed by fBm which assumes that the stock price S follows the
process
dSt = µ(S, t) dt+ σ(S, t) dB
H , (7.1)
where dBH is the fBm with Hurst parameter H ∈ (0, 1), b(S, t) = aS+h are
the dividends in continuous stream that each unit of stock pays out,
µ = rS − b(S, t) = rS − (aS + h),
r is the risk-free interest rate, σ(S, t) = σ
√
S, and σ is a positive constant.
Then, we have
dS = [(r − a)S − h] dt+ σ
√
S dBH
and, so, the transition probability density function P = P (ST |St, T > t) will
satisfy the Fokker-Planck equation
Ht2H−1
∂2
∂St
2 (σ
2STP )− ∂
∂ST
[((r − a)S − h)P ] = ∂P
∂t
. (7.2)
Thus, we let 
a := Hσ2 > 0
v := H > 0
x := ST
ξ := St
b := r −Hσ2
c := −h
t := ∆T = (T − t)
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to obtain
P (ST |St, T > t)
= L−1
e−V
(
∆T ; 1−sHσ
2(r−Hσ2)−2HΓ(2H,(r−Hσ2)∆T )e(r−Hσ
2)∆T
se(r−Hσ
2)∆T
)
·e
V ⋆
(
0;
1−sHσ2(r−Hσ2)−2HΓ(2H,(r−Hσ2)∆T )e(r−Hσ
2)∆T
se(r−Hσ
2)∆T
)
·e
−
(
se(r−Hσ
2)∆T St
1−se(r−Hσ
2)∆THσ2(r−Hσ2)−2H (Γ(2H,(r−Hσ2)∆T )−Γ(2H))
)
+
∫ ∆T
0
f(τ)eV
(
τ ;
1−sHσ2(r−Hσ2)−2HΓ(2H,(r−Hσ2)∆T )e(r−Hσ
2)∆T
se(r−Hσ
2)∆T
) dτ
·e
−V
(
∆T ;
1−sHσ2(r−Hσ2)−2HΓ(2H,(r−Hσ2)∆T )e(r−Hσ
2)∆T
se(r−Hσ
2)∆T
) (ST ) ,
where s is the Laplace variable,
V (µ±; C) :=
˜∫
∓ h
Hσ2(r−Hσ2)−2HΓ(2H,(r−Hσ2)µ)e(r−Hσ
2)µ+e(r−Hσ
2)µC
dµ,
V ⋆(ν±; C) :=
( ˜∫
∓ h
Hσ2(r−Hσ2)−2HΓ(2H,(r−Hσ2)µ)e(r−Hσ
2)µ+e(r−Hσ
2)µC
dµ
)
µ=ν
and f(τ) satisfies Lemma 5.1 with the appropriate substitutions suggested
above and pi(s) is in the form pi(s) = e−sSt . Moreover, remark that ∆T is
treated as a variable prior to taking the inverse Laplace transform. The num-
bers associated with T and t are substituted after taking the inverse Laplace
transform. This is the application of our result and, thereby, concludes our
section.
8. Conclusion and Further Research
The purpose of this section is to conclude the paper and provide readers
with the some related topics or unanswered questions worth to be further
investigated.
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In summary, the author have found the non-analytic solution to the gen-
eral form of the Fokker-Planck equation of fBm along with proving that it
is a solution to the Fokker-Planck equation of fBm as intended. That is, the
author have found the solution to
ut = (at
2v−1xu)xx − ((bx+ c)u)x, 0 < x <∞, (8.1)
where u = u(t, x) and a, b, c, v are constants with a > 0 and v > 0. The
solution is
u(t, x; ξ) (8.2)
= L−1
{
e
−G
(
t; 1−sab
−2vΓ(2v,bt)ebt
sebt
)
+G⋆
(
0; 1−sab
−2vΓ(2v,bt)ebt
sebt
)
·e−
(
sebtξ
1−sebtab−2v(Γ(2v,bt)−Γ(2v))
)
+
[
e
−G
(
t;
1−sab−2vΓ(2v,bt)ebt
sebt
)
·
∫ t
0
{
f(τ)e
G
(
τ ;
1−sab−2vΓ(2v,bt)ebt
sebt
)}
dτ
]}
,
where ξ > 0 is a constant,
G(µ±; C) :=
˜∫
± c
ab−2vΓ(2v, bµ)ebµ + ebµC dµ
and
G⋆(ν±; C) :=
( ˜∫
± c
ab−2vΓ(2v, bµ)ebµ + ebµC dµ
)
µ=ν
.
We have also applied the derived solution to the CIR model, where the
Brownian motion is replaced by fBm.
There are some unanswered questions in this research. One of the main
topics worth pursuing is, of course, actually solving the integral equations in
the solution. By solving the integral equations, equation (6.1) can become
analytic. Consequentially, we will be able to solve equation (6.2). On one
hand, in order to solve the integral equations, readers may try to expand
the gamma functions (both the “upper” incomplete gamma function and
the usual gamma function) into a power series and then solve the integral
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equations. On the other hand, readers may also try to use numerical methods
to solve the integral equations and, consequentially, use numerical methods
to solve equation (6.2) as well if analytical methods are not helpful.
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