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Abstract
An effective construction of relative invariants plays an important role in the study of finite reflec-
tion groups (e.g., [J.E. Humphreys, Reflection Groups and Coxeter Groups, Cambridge Stud. Adv.
Math., vol. 29, Cambridge Univ. Press, Cambridge, 1990]). Using a combinatorial method, R.P. Stan-
ley (cf. [R.P. Stanley, Relative invariants of finite groups generated by pseudo-reflections, J. Algebra
49 (1977) 134–148; Invariants of finite groups and their applications to combinatorics, Bull. Amer.
Math. Soc. (N.S.) 1 (1979) 475–511]) generalized such classical result to a criterion for a module
Sym(V )χ of invariants of G relative to a character χ to be Sym(V )G-free of rank one in the case
where G is any finite complex subgroup of GL(V ). His criterion is useful in invariant theory of finite
groups and in combinatorics. In this paper we will study on relative invariants of a group G con-
sisting of automorphisms of a Krull domain R from the view point of a generalized partial result on
ramifications in number theory mentioned in [H. Nakajima, Reduced ramification indices of quotient
morphisms under torus actions, J. Algebra 242 (2001) 536–549]. We will give a criterion for Rχ to
be a free RG-module of rank one for a 1-cocycle χ of G in the unit group U(R), and consequently es-
tablish a criterion for module of relative invariants of a finite central extension of algebraic tori to be
free, in terms of local characters, which is similar to one in [H. Nakajima, Relative invariants of finite
groups, J. Algebra 79 (1982) 218–234; R.P. Stanley, Relative invariants of finite groups generated by
pseudo-reflections, J. Algebra 49 (1977) 134–148].
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1. Introduction
Let R be a commutative ring with an action of a group G as ring automorphisms. We
denote by RG the subring consisting of invariants of G in R. For a 1-cocycle χ of G in the
unit group U(R) of R, we put
Rχ =
{
x ∈ R | τ(x) = χ(τ) · x (∀τ ∈ G)},
whose elements are said to be χ -invariant, invariants relative to χ or, simply, relative in-
variants of G. Obviously Rχ is regarded as an RG-submodule of R in a natural way.
Let Sym(V ) be the symmetric algebra of a finite-dimensional vector space V over an
algebraically closed field K and let G be a finite subgroup of GL(V ). Then G acts naturally
on Sym(V ) as automorphisms of a K-algebra. A subspace W of the dual space V ∗ of V
with a natural G-action of codimension one is called a reflecting hyperplane relative to G,
if V ∗〈σ 〉 = W for a non-unipotent σ ∈ G. Let H be the set of all reflecting hyperplanes
relative to G. For each W ∈H, put
IW =
{
τ ∈ G | V ∗〈τ 〉 ⊇ W}
and, moreover for a linear character χ ∈ Hom(G,Gm), put
uW(χ) = inf
{
r ∈ Z0 | χ(σ) =
(
detV (σ )
)r
(∀σ ∈ IW)
}
,
where Z0 denotes the set of all non-negative integers. We choose an element LW from
(V ∗)∗ = V in such a way that (LW )⊥ = W . Then we define the polynomial
fχ =
∏
W∈H
(LW )
uW (χ)
in Sym(V ). A characteristic-free version (cf. [5]) of the Stanley criterion for modules of
relative invariants to be free is
Theorem 1.1 (R.P. Stanley [10,11]). The following conditions on the linear character χ of
a finite subgroup G in GL(V ) are equivalent:
(1) Sym(V )χ is a free Sym(V )G-module of rank one.
(2) fχ is an invariant relative to χ .
If these equivalent conditions are satisfied, then the equality Sym(V )χ = Sym(V )G · fχ
holds.
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K of characteristic p  0, whose structure sheaf is denoted by O, with a regular ac-
tion of an affine algebraic group G defined over K . Suppose, moreover, that the equality
Q(O(X)G) =Q(O(X))G between the quotient field of O(X)G and the invariant subfield
holds. Suppose that O(X)Ru(G) is noetherian, where Ru(G) is the unipotent radical of G.
Let Ht1(O(X),O(X)G) denote the set consisting of all prime ideals of O(X) of height
one whose restrictions to O(X)G are, also, of height one. For a minimal prime ideal Q of
O(X)G, let XQ(O(X)) denote the set of prime ideals in Ht1(O(X),O(X)G) lying over Q.
There exists a finite subset Γ of Ht1(O(X),O(X)G) such that
Γ ⊇ suppO(X)
(O(X)χ )∩ Ht1(O(X),O(X)G)(∀χ ∈ Z1(G,U(O(X))) with O(X)χ ∼=O(X)G)
and Xp∩O(X)G(O(X)) ⊆ Γ for all p ∈ Γ . Here suppO(X)(O(X)χ ) stands for the set con-
sisting of all minimal prime ideals p of O(X) satisfying O(X)p = O(X)χO(X)p and
Z1(G,U(O(X))) stands for the group of 1-cocycles of G in U(O(X)) which is repre-
sented as an additive group. Suppose that
suppO(X)
(O(X)χ )⊆ Γ.
For any p ∈ Γ , let IG(p∩O(X)G0) denote the inertia group of G at p∩O(X)G0 (e.g., [8]).
Set U =⋂p∈Γ (O(X)\p) and let πp ∈ p (p ∈ Γ ) be a relative invariant of G0 in U−1O(X)
whose associated 1-cocycle is denoted by
δπp ∈ Z1
(
G0,U
(
U−1O(X)))
such that πp generates principally the maximal ideal pU−1O(X). Let ∆p be the 1-cocycle
in Z1(IG(p ∩O(X)G0),U(U−1O(X))) defined by
∏
q∈IG(p∩O(X)G0 )p
πq
(see 3.8, for detail). Let sp(χ) denote the smallest number a ∈ Z0 satisfying the congruence
χ |
IG(p∩O(X)G0 ) ≡ a ·∆p mod B
1(IG(p ∩O(X)G0),U(T −1p O(X))),
where Tp = ⋂q∈IG(p∩O(X)G0 )p(O(X)\q). We can choose non-negative integers bp(χ)
(p ∈ Γ ) such that
χ |G0 −
∑
sp(χ) · δπp ≡
∑
bp(χ) · δπp mod B1
(
G0,U
(
U−1O(X)))p∈Γ p∈Γ
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∏
p∈∆ bp(χ) = 0 for any minimal subset ∆ of Γ satisfying
∑
p∈∆
N · δπp ∩B1
(
G0,U
(
U−1O(X))) = ∅.
Let D denote the subgroup
∑
p∈Ht1(O(X))\Ht1(O(X),O(X)G)
Z · divO(X)(p)
of the (Weil) divisor group Div(X) of X.
As an application of our main result (cf. Theorem 3.12), we obtain
Theorem 1.3. Let X be an affine normal variety with a regular action of an affine algebraic
group G. Suppose that O(X)Ru(G) is noetherian and Q(O(X)G) =Q(O(X))G. For χ ∈
Z1(G,U(O(X))) such that O(X)χ = {0}, the following conditions are equivalent:
(1) O(X)χ ∼=O(X)G as O(X)G-modules.
(2) suppO(X)(O(X)χ ) ⊆ Γ , dimQ(O(X)G)(O(X)χ ⊗O(X)G Q(O(X)G)) = 1 and the sub-
set
{∑
p∈Γ
(
bp(χ)+ sp(χ)
) · divO(X)(p)+D
}
∩ {divO(X)(f ) | f ∈O(X)χ\{0}}
of divisors on X is non-empty.
If these equivalent conditions are satisfied, then O(X)χ is generated by a single element
f in O(X)χ as an O(X)G-module such that {divO(X)(f )} is equal to the non-empty set of
divisors stated in (2).
1.4. Furthermore suppose that G0 is an algebraic torus and ZG(G0) = G. This case is
studied in [8] with relations to ramification indices. Suppose that the action of G on X is
stable, i.e., there exists a non-empty subset consisting of closed G-orbits (e.g., [2,7]). For
any p ∈ Γ , let IG(p) denote the inertia group of G at p. Then πp defines the cocycle
µπp : IG(p)  σ →
σ(πp)
πp
∈ U(O(X)p)
and, for any χ ∈ Z1(G,U(O(X))) with O(X)χ = {0}, put
tp(χ) = inf
{
a ∈ Z0
∣∣ χ |IG(p) ≡ a ·µπp mod B1(IG(p),U(O(X)p))}.
Each element πp can be chosen to be an invariant of G0 relative to a rational character δπp
of G0. Replacing sp(χ) and bp(χ) with tp(χ) and cp(χ) respectively, we similarly define
non-negative integers cp(χ) as in the definition of bp(χ) in 1.2.
544 H. Nakajima / Journal of Algebra 292 (2005) 540–565Then, we will show a generalization of the Stanley criterion as follows:
Theorem 1.5. Suppose that p = 0 or G0 = {1}. Let X be an affine normal variety with a
stable regular action of G. Suppose that G0 is an algebraic torus and ZG(G0) = G. For
χ ∈ Z1(G,U(O(X))) such that O(X)χ = {0}, the following conditions are equivalent:
(1) O(X)χ ∼=O(X)G as O(X)G-modules.
(2) suppO(X)(O(X)χ ) ⊆ Γ and the subset of divisors on X
{∑
p∈Γ
(
cp(χ)+ tp(χ)
) · divO(X)(p)+D
}
∩ {divO(X)(f ) | f ∈O(X)χ\{0}}
is non-empty.
If these equivalent conditions are satisfied, then the similar assertion as in Theorem 1.3
holds.
In Section 2, we study the restrictions of fractional divisorial ideals of an overring of
the extension of Krull domains S ↪→ R and give an abstract version of a generalization of
the Stanley criterion. In Section 3, we interpret this abstract version as a criterion for the
divisorial lattice Rχ of invariants of an automorphism group G of R relative to a 1-cocycle
χ of G to be RG-free, in terms of local conditions on 1-cocycles of some inertia groups
defined by certain minimal prime ideals. Finally, we will generalize Theorem 1.1 to the
case where R is an affine normal domain with a regular action of an affine algebraic group.
Our generalization seems to be applicable to the study on some topics in invariant theory.
For example, we will establish a decomposition theorem on equidimensional actions of
algebraic tori (e.g., [7]) on conical varieties and examine coregular representations of re-
ductive algebraic groups with simple commutator subgroups in the forthcoming papers of
the author.
The notations N and Z are standard and Z0 stands for the set of all non-negative integers.
2. Restrictions of fractional ideals to subrings
For a real number r , the symbol [r]	 is used instead of the number −[−r] ∈ Z, where [·]
is the Gauss symbol. LetQ(A) and Ht1(A) denote the total quotient ring of a commutative
ring A and the set consisting of all prime ideals p of A of height one (i.e., ht(p) = 1),
respectively. For a ring extension A ↪→ B , put
Ht1(B,A) :=
{
p ∈ Ht1(B) | p ∩A ∈ Ht1(A)
}
and, moreover for any Q ∈ Ht1(A), put
XQ(B) :=
{
p ∈ Ht1(B) | p ∩A = Q
}
.
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by p ∈ Ht1(A) and, for a subset Ω of Q(A), let divA(Ω) be the divisor on A associated
with the divisorialization Ω˜ ·A of Ω ·A if it is a fractional ideal of A. The divisorial ideal
associated to a divisor D is denoted by I(D). Moreover, we denote by suppA(Ω) the set
{
p ∈ Ht1(A) | vA,p(Ω ·A) = 0
}
.
Throughout this section, let R be an integral domain with quotient field K and S a subring
of R whose total quotient ring is a subfield L of K such that S = R ∩ L. If R is a Krull
domain, then so is S and XQ(R) = ∅ for any Q ∈ Ht1(S) (e.g., [4,6]) and we define the
reduced ramification index e(p,p ∩ S) of p ∈ Ht1(R,S) over p ∩ S (for detail, see [6,8]).
The ring R is said to be unramified over S at a subset Γ ⊆ Ht1(R,S), if Rp is unramified
over Sp∩S for each p ∈ Γ .
Proposition 2.1. Suppose that R is a Krull domain and that J is a divisorial fractional
ideal of R. Let DJ denote the formal sum
∑
q∈Ht1(S)
(
max
P∈Xq(R)
[
vR,P(J)
e(P,q)
]	)
· divS(q).
If J ∩L = {0}, then J ∩L is a fractional ideal of S and divS(J ∩L) = DJ.
Under the same circumstances stated as in Proposition 2.1, we need a couple of lemmas:
Lemma 2.2. For any multiplicative system T in R, the localization T −1J of J is a divisorial
fractional ideal of a Krull domain T −1R and
T −1J =
⋂
P∈Ht1(R)
P∩T=∅
JP.
Proof. First, suppose that J is an integral ideal. As J is divisorial,
J =
( ⋂
P∈suppR(J)
JP
)
∩
( ⋂
P∈Ht1(R)\suppR(J)
JP
)
,
which implies J = (⋂P∈suppR(J) JP)∩R. Since suppR(J) is empty or a finite set, we must
have
T −1J =
{ ⋂
P∈suppR(J)
(
JP ⊗R T −1R
)}∩ T −1R
=
( ⋂
P∈suppR(J)
JP
)
∩ T −1R.P∩T=∅
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T −1R =
⋂
P∈Ht1(R)
P∩T=∅
RP,
we obtain the desired assertion in this case (e.g., [1,3]). For a fractional divisorial J, using
an R-morphism defined by a multiplication of a non-zero element from J onto some inte-
gral divisorial ideal I, we reduce the desired equality for J to one for I which is already
treated as above. 
Lemma 2.3. The condition J ∩Q(S) = {0} holds if and only if
vR,P(J) 0
(∀P ∈ Ht1(R) such that P ∩ S = {0}).
If these equivalent conditions are satisfied, then the equality
Q(S)∩ (Sq ⊗S J) =
( ⋂
P∈Xq(R)
JP
)
∩Q(S)
holds for any q ∈ Ht1(S).
Proof. The last assertion follows from the proof of the first one. So it suffices to show only
the equivalence.
“only if part.” There is a non-zero element b in J ∩Q(S). For P ∈ Ht1(R) such that
P ∩ S = {0}, JP is an RP ∩Q(S)-module containing
Q(S) · b = (RP ∩Q(S)) · b ( 1).
Thus vR,P(J ) 0.
“if part.” Let q be any minimal prime ideal of S. Then, by Lemma 2.2, we have
Sq ⊗S J =
( ⋂
P∈Xq(R)
JP
)
∩
( ⋂
P∈Ht1(R)
P∩S={0}
JP
)
and therefore
(Sq ⊗s J)∩Q(S) =
⋂
P∈Xq(R)
(
JP ∩Q(S)
)
contains a non-zero x. We can choose an element t from S\q in such a way that t · x ∈ J,
which shows 0 = t · x ∈ J ∩Q(S). 
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Sq ⊗S
(
J ∩Q(S))= (Sq ⊗S J)∩Q(S) = ⋂
P∈Xq(R)
(
JP ∩Q(S)
)
.
Let P ∈ Xq(R). Since RP ∩Q(S) is a discrete valuation ring of Q(S) containing Sq, it
is a localization of Sq. Consequently, as RP ∩ Q(Sq)  Q(Sq) = Q(S), we must have
RP ∩Q(Sq) = Sq.
Let π and π ′, respectively, be a local parameter of PRP and qSq and put m =
vRP,PRP(J). Since π ′|m| · JP ⊆ RP, the ideal JP ∩ Q(Sq) = JP ∩ Q(S) is also frac-
tional in Sq. Let s and r be the integers satisfying
m = e(P,q) · s + r, 0 r < e(P,q),
and put n = vSq,qSq(JP ∩Q(Sq)). Then
π ′s+1RP = πe(P,q)·s+e(P,q)RP ⊆ πJP
and π ′sRP = πs·e(P,q)RP ⊇ JP, which implies
s + 1 n s.
Suppose that r > 0. If n = s, we have
π ′n ∈ πmRP = π ′n · πrRP,
which is a contradiction. Thus the condition that r > 0 implies n = s + 1. Because
vS,q
(
J ∩Q(S))= max
P∈Xq(R)
vS,q
(
JP ∩Q(S)
)= max
P∈Xq(R)
[
vR,P(J)
e(P,q)
]	
and almost all
vS,q
(
JP ∩Q(S)
) (∀q ∈ Ht1(S), ∀P ∈ Xq(S))
are equal to zero, the formal sum
∑
q∈Ht1(S)
vS,q
(
J ∩Q(S)) · divS(q)
is a divisor D on S, which shows the divisorial fractional ideal I(D) of S associated with
D contains J ∩Q(S). Thus the proof is completed. 
Proposition 2.4. Under the same circumstances as in Proposition 2.1, the ideal J ∩Q(S)
is non-zero principal if and only if the following three conditions are satisfied:
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(2) DJ is a principal divisor on S.
(3) vR,P(I(DJ)R) vR,P(J) (∀P ∈ Ht1(R) such that ht(P ∩ S) 2).
In the case where these conditions hold, the fractional ideal J ∩ Q(S) is generated
by I(DJ).
Proof. Suppose that J ∩Q(S) = S · F , for some F = 0. Then ˜J ∩Q(S) = S · F and both
(1) and the equality DJ = divS(F ) follow from Lemma 2.3 and Proposition 2.1. The last
condition (3) is obvious.
Conversely suppose that the conditions (1), (2) and (3) hold. Then, by (1), (2) and Propo-
sition 2.1,
I(DJ) = ˜J ∩Q(S) = S · F
for some non-zero F ∈Q(S). Thus, since
(
J ∩Q(S))RP ⊇ (J ∩Q(S))P∩S  F,
we see
vR,P(F ) vR,P(J)
(∀P ∈ Ht1(R,S)).
Moreover, as JP ⊇ Q(S) for any P ∈ Ht1(R) such that P ∩ S = {0} (cf. (1)), we have
vR,P(F ) vR,P(J) in this case. Thus, combining (3) with these inequalities, we see
F · S ⊆ J ∩Q(S) ⊆ ˜J ∩Q(S) = F · S,
which completes the proof. 
Corollary 2.5. Under the same circumstances as in Proposition 2.1, the following condi-
tions (1) and (2) are equivalent:
(1) J  1 and, for any q ∈ Ht1(S), there exists a prime ideal P ∈ Xq(R) such that
−e(P,q) < vR,P(J).
(2) J ∩Q(S) = S.
Proof. By Proposition 2.4, we easily see that J ∩Q(S) = S if and only if DJ = divS(S)
and 1 ∈ J. In the case where
vR,P(J) 0
(∀P ∈ Ht1(R)),
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max
P∈Xq(R)
[
vR,P(J)
e(P,q)
]	
= 0
on q ∈ Ht1(S) is equivalent to the one that
∃P ∈ Xq(R) such that −e(P,q) < vR,P(J)
on q ∈ Ht1(S), which shows the assertion. 
Proposition 2.6. Under the same circumstances as in Proposition 2.1, suppose that the
inclusion S ↪→ R is no-blowing-up of codimension one and that
vR,P(J) 0
(∀P ∈ Ht1(R) such that P ∩ S = {0}).
Then J ∩Q(S) is divisorial fractional ideal of S.
Proof. By Lemma 2.3, we see that J ∩ L = {0}, and, by Proposition 2.1, that J ∩ L is a
fractional ideal satisfying
J ∩L =
{ ⋂
P∈Ht1(R,S)
JP
}
∩L =
⋂
q∈Ht1(S)
{ ⋂
P∈Xq(R)
(JP ∩L)
}
=
⋂
q∈Ht1(S)
{
(J ∩L)⊗S Sq
}
.
Thus J ∩L is divisorial. 
Proposition 2.7. Suppose that R is a Krull domain. Let U be a multiplicative system in R
and set A = U−1R ∩ L. Suppose that p ∩ U = ∅ for a (fixed) prime ideal p ∈ Ht1(R,S)
and put Q = p ∩ S. Then:
(1) A = SQ in the case where U = R\p.
(2) ht(pU−1R ∩A) = 1.
(3) pU−1R ∩A = QSQ ∩A.
(4) SQ = ApU−1R∩A.
(5) QSQ = (pU−1R ∩A)ApU−1R∩A.
(6) e(p,Q) = e(pU−1R,pU−1R ∩A).
Proof. Suppose that Rp ⊇ L. Let x be a non-zero element of Q and, in this case, express
1/x = z/y for some y ∈ R\p, z ∈ R. Then y = x · z ∈ QR ⊆ p, which is a contradiction.
So SQ ⊆ Rp ∩ L  L and, as Rp ∩ L is a valuation ring of L, it is the localization of SQ
at a prime ideal of SQ, which shows Rp ∩L = SQ. As U−1R ⊆ Rp, we have
A ⊆ Rp ∩L = SQ.
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Sq∩S = L ⊆ Aq ⊆ L,
which conflicts with dimAq = 1. Thus q ∩ S = {0}, and we see q ∩ S = Q. Consequently
SQ ⊆ Aq, and, as these rings are discrete valuation rings of L, we must have SQ = Aq.
Then
pRp ∩A = pRp ∩ SQ ∩A = QSQ ∩A = qAq ∩A = q
= pRp ∩U−1R ∩A = p
(
U−1R
)
pU−1R ∩U−1R ∩A
= pU−1R ∩A
and SQ = Aq = ApU−1R∩A. The equality in (6) follows from the facts that Rp =
(U−1R)pU−1R and SQ = ApU−1R∩A. 
By Proposition 2.7, we immediately have
Corollary 2.8. Suppose that R is a Krull domain. Let Q be a minimal prime ideal of S
and let U be a multiplicative system in R such that p ∩ U = ∅ for any p ∈ XQ(R). Put
A = U−1R ∩L. Then:
(1) QSQ ∩A ∈ Ht1(A).
(2) {pU−1R | p ∈ XQ(R)} = XQSQ∩A(U−1R).
(3) e(pU−1R,QSQ ∩A) = e(p,Q).
3. Modules of relative invariants
From now on to the end of Proposition 3.14, suppose that R is a Krull domain with an
action of a group G through the automorphism group Aut(R) of R. The group of cocycles
of degree 1 including character groups are represented as additive groups.
Lemma 3.1. The following conditions (1), (2) and (3) on a cocycle χ ∈ Z1(G,U(R)) are
equivalent:
(1) dimQ(RG)(Q(RG)⊗RG Rχ) = 1.
(2) Rχ = {0} and the equality 1f R ∩Q(RG) = ( 1f R)G holds, for any non-zero element
f ∈ Rχ .
(3) Rχ = {0} and the equality 1f R ∩Q(RG) = ( 1f R)G holds, for some non-zero element
f ∈ Rχ .
If Rχ ·R−χ = {0}, then these conditions are satisfied.
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1
f
R ∩Q(RG)⊆ 1
f
Rχ =
(
1
f
R
)G
for any non-zero f ∈ Rχ , the equality in (2) follows from (1).
The implication (3) ⇒ (1) follows from the fact that
1
f
Rχ ⊆Q
(
RG
)
for some non-zero f ∈ Rχ . Suppose that R−χ = {0} and choose a non-zero c from R−χ .
Then, as Rχ  x → c · x ∈ RG is an RG-homomorphism, the equality in (1) holds. 
In the case where Q(RG) = Q(R)G, the conditions in Lemma 3.1 hold for all χ ∈
Z1(G,U(R)) such that Rχ = {0}.
Proposition 3.2. For χ ∈ Z1(G,U(R)), Rχ ∼= RG as RG-modules if and only if the fol-
lowing equalities hold; dimQ(RG)(Q(RG)⊗RG Rχ) = 1 and
1
f
R ∩Q(RG)= RG
for some non-zero f ∈ Rχ .
Proof. “only if part.” Suppose that Rχ = RG · f . Then
(
1
f
R
)G
= RG ⊆ 1
f
R ∩Q(RG)⊆ 1
f
Rχ,
which shows that the conditions are satisfied.
“if part.” By Lemma 3.1, we have
1
f
R ∩Q(RG)=
(
1
f
R
)G
= RG,
and so Rχ = RG · f . 
We derive the next theorem from Corollary 2.5 and Proposition 3.2.
Theorem 3.3. For χ ∈ Z1(G,U(R)), Rχ is a free RG-module of rank one if and only if the
following two conditions hold:
(1) dimQ(RG)(Q(RG)⊗RG Rχ) = 1.
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∀q ∈ Ht1
(
RG
) ⇒ ∃P ∈ Xq(R) such that vR,P(f ) < e(P,q). (3.3.1)
If these equivalent conditions are satisfied, then Rχ = RG · f for arbitrary non-zero ele-
ment f ∈ Rχ such that (3.3.1) holds for f .
Proposition 3.4. Let χ ∈ Z1(G,U(R)) and let H be a normal subgroup of G of finite index.
Suppose that RH is unramified over RG at {P∩RH | P ∈ suppR(Rχ)∩Ht1(R,RG)}. Then
the following conditions (1) and (2) are equivalent:
(1) Rχ is an RG-free module of rank one and
dimQ(RH )
(Q(RH )⊗RH Rχ |H )= 1.
(2) There are non-zero g ∈ Rχ |H and u ∈ U(RH ) such that Rχ |H = RH · g and Rχ  g ·u.
If these equivalent conditions are satisfied, then the equality Rχ = RG · gu holds for the
elements g and u in (2).
Proof. (1) ⇒ (2). By Theorem 3.3, we can choose an element f from Rχ such that (3.3.1)
holds. Let q′ ∈ Ht1(RH ) satisfying that suppR(f )∩Xq′(R) = ∅ and put q′ ∩RG = q. Then,
by (3.3.1), we have P ∈ Xq(R) such that
0 vR,P(f ) < e(P,q).
Since both P ∩ RH and q′ are lying over q and G/H is a finite group, by the Galois
theory of normal domains (e.g., [1,3]), we can choose σ from G in such a way that q′ =
σ(P ∩RH)(= σ(P)∩RH). Then
e(P,q) = e(σ(P),q)= e(σ(P),q′) · e(q′,q) = e(σ(P),q′)
and vR,P(f ) = vR,σ(P)(f ), as R ·f is invariant under the action of G. So, by Theorem 3.3,
we must have Rχ |H = RH · f .
The implication (2) ⇒ (1) follows from the fact RG · gu = Rχ |H and the last assertion
is an easy consequence of this. 
Proposition 3.5. Suppose that Q(RG) = Q(R)G and let χ ∈ Z1(G,U(R)) such that
Rχ = {0}. Let U be a multiplicative system of R invariant under the action of G such
that
p ∩U = ∅
(
∀p ∈
⋃
p∈suppR(Rχ )∩Ht1(R,RG)
Xp∩RG(R)
)
,
p ∩U = ∅ (∀p ∈ suppR(Rχ) satisfying ht(p ∩RG) 2).
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(1) If q is a prime ideal in Ht1(R,RG) such that (
⋃
p∈Xq∩RG(R) p)∩U = ∅, the congruence
vR,p(Rχ) ≡ vU−1R,pU−1R
((
U−1R
)
χ
)
mod e
(
p,q ∩RG)
holds for each p ∈ Xq∩RG(R).
(2) If Rχ ∼= RG as RG-modules, (U−1R)χ ∼= (U−1R)G as (U−1R)G-modules and the
equality (U−1R)χ = Rχ · (U−1R)G holds.
Proof. (1) By Proposition 2.7, we have
Rp ∩Q
(
RG
)= RG
q∩RG
in our circumstance. Let a ∈ Rχ and b ∈ (U−1R)χ to satisfy vR,p(Rχ) = vR,p(a)( 0)
and vU−1R,pU−1R((U−1R)χ)) = vU−1R,pU−1R(b). Then, as Rχ · Rp ⊆ (U−1R)χ · Rp, we
see
a
b
∈ Rp ∩Q(R)G = Rp ∩Q
(
RG
)= RG
q∩RG,
which implies
0 vR,p
(
a
b
)
≡ 0 mod e(p,q ∩RG).
(2) Suppose that Rχ ∼= RG as RG-modules. The condition Q(RG) = Q(R)G implies
that
dimQ(RG)
(
Rχ ⊗RG Q
(
RG
))
= dimQ((U−1R)G)
((
U−1R
)
χ
⊗(U−1R)G Q
((
U−1R
)G))= 1.
According to Theorem 3.3, we can choose a non-zero element f from Rχ in such a way
that
∀Q ∈ Ht1
(
RG
) ⇒ ∃p ∈ XQ(R) such that vR,p(f ) < e(p,Q). (3.5.1)
Then, as Rχ = RG ·f , we have suppR(Rχ) = suppR(f ). Let Q ∈ Ht1((U−1R)G) to satisfy
that XQ(U−1R)∩suppU−1R(f ) is non-empty. Then, this set contains pU−1R for some p ∈
suppR(Rχ) with the condition p ∩ U = ∅. By the definition of U , we see ht(p ∩ RG) 1.
If p ∩ RG = {0}, then the discrete valuation ring ((U−1R)G)Q contains its quotient field
Q(RG), a contradiction. Consequently p∩RG = Q∩RG ∈ Ht1(RG), and, by Corollary 2.8
and (3.5.1), we see that there exists a prime ideal p′ ∈ XQ(U−1R) such that
0 vU−1R,p′(f ) < e(p′,Q).
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which shows the assertion. 
Lemma 3.6. Let H be a normal subgroup of G of a finite index and χ a cocycle in
Z1(G,U(R)). Suppose that
dimQ(RH )
(
Rχ |H ⊗RH Q
(
RH
))= dimQ(RG)(Rχ ⊗RG Q(RG))= 1
and there exists an element F in Rχ satisfying
∀Q ∈ Ht1
(
RG
) ⇒ ∃p ∈ XQ(R) such that vR,p(F ) = 0.
Then Rχ |H = RH · F and suppR(Rχ |H ) = suppR(Rχ).
Proof. Let Q′ be any prime ideal in Ht1(RH ). Then there exists p ∈ XQ′∩RG(R) such
that vR,p(F ) = 0. By the Galois theory of normal rings (e.g., [3]), we can choose σ from
G in such a way that σ(p ∩ RH) = Q′. Thus we see σ(p) ∈ XQ′(R) with the condition
that vR,σ(p)(F ) = vR,p(F ) = 0, as RF is invariant under the action of G. Consequently,
by Theorem 3.3, we must have Rχ |H = RH · F . The last assertion follows from this and
Rχ = RG · F . 
Remark 3.7. Let A be an integrally closed integral domain and M a subgroup of Aut(A).
Let N be a subgroup of M of a finite index. Then Q(AN) = Q(A)N if and only if
Q(AM) =Q(A)M . In fact, suppose that Q(AN) =Q(A)N . For any x ∈Q(A)M , we have
elements y, z ∈ AN such that x = z/y. Express M =⊔ni=1 σi ·N (disjoint union) as a coset
decomposition with σ1 ∈ N . Then y ·∏ni=2 σi(y) ∈ AM , and so
x = z ·
∏n
i=2 σi(y)
y ·∏ni=2 σi(y) ∈Q
(
AM
)
.
Conversely suppose that Q(AM) =Q(A)M . Let w be any element of Q(A)N and choose
a non-zero polynomial F(X) =∑ni=0 aiXi ∈ AM [X] in such a way that F(w) = 0 and
an = 0. Put
F˜ (X) := Xn +
n−1∑
i=0
aia
n−1−i
n X
i ∈ AM [X].
As AN is integrally closed in Q(A)N and F˜ (anw) = 0, we see that anw ∈ AN , which
shows w ∈Q(AN).
3.8. We explain our notations and circumstances which shall be considered as follows.
Suppose that Q(RG) =Q(R)G. Let χ be a 1-cocycle in Z1(G,U(R)) such that Rχ = {0}
and let Γ be a subset of Ht1(R,RG) such that
Γ ⊇ suppR(Rχ)∩ Ht1
(
R,RG
)
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a normal subgroup of G of a finite index stabilizing each p in Γ and, for any p ∈ Γ , let
IG(p ∩RH) denote the inertia group of G at p ∩RH , i.e.,
IG
(
p ∩RH )= {σ ∈ G | x ≡ σ(x) mod p ∩RH (∀x ∈ RH )}.
By Remark 3.7, we haveQ(RIG(p∩RH )) =Q(R)IG(p∩RH ). Let U denote the multiplicative
set
⋂
p∈Γ (R\p). For p ∈ Γ , we define a local parameter and a 1-cocycle in the following
way. As U−1R is a semilocal principal ideal domain (cf. [1]), we fix an element πp which
principally generates pU−1R for each p ∈ Γ . For any subgroup N of G, put
πNp =
∏
q∈Np
πq
and TNp =⋂q∈Np(R\q), where Np denotes the N -orbit of p under the natural action
of N . Let ∆Np be the cocycle in Z1(N,U(U−1R)) defined by
N  τ → ∆Np(τ ) = τ(πNp)
πNp
∈ U(U−1R)
and let δπp be the cocycle in Z1(H,U(U−1R)) defined by
H  σ → δπp(σ ) =
σ(πp)
πp
∈ U(U−1R).
Clearly the first cohomology classes of both cocycles do not depend on the choice of the
local parameters πp’s. Let sIG(p∩RH )p(χ) denote the infimum of
{
a ∈ Z0
∣∣ χ |IG(p∩RH ) ≡ a ·∆IG(p∩RH )p mod B1(IG(p ∩RH ),U(T −1p R))},
where Tp denotes the multiplicative set TIG(p∩RH )p. Let χ
H denote
χ |H −
∑
p∈Γ
sIG(p∩RH )p(χ) · δp ∈ Z1
(
H,U
(
U−1R
))
.
We show the number sIG(p∩RH )p(χ) is independent on the choice of the subgroup H in the
next lemma.
Lemma 3.9. Under the same circumstances as in 3.8, we have, for arbitrary p ∈ Γ ,
(1) ord(∆IG(p∩RH )p mod B1(IG(p ∩ RH),U(T −1p R))) = e(p,p ∩ RG), where Tp =
TIG(p∩RH )p.
(2) 0 sIG(p∩RH )p(χ) < e(p,p ∩RG) and
sIG(p∩RH )p(χ) ≡ vR,p(Rχ) mod e
(
p,p ∩RG).
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{(
T −1p R
)IG(p∩RH )}
pT −1p R∩(T −1p R)IG(p∩RH )
=
(
RIG(p∩RH )
)
p∩RIG(p∩RH )
is a discrete valuation ring and
e
(
pT −1p R,pT −1p R ∩
(
T −1p R
)IG(p∩RH ))= e(p,p ∩RIG(p∩RH ))
= e(p,p ∩RH ) · e(p ∩RH , (p ∩RH )IG(p∩RH ))
= e(p,p ∩RG),
as (RIG(p∩RH ))
(p∩RH )IG(p∩RH ) is unramified over R
G
p∩RG (cf. [3,9]). Since both T
−1
p R and
(T −1p R)IG(p∩R
H ) are principal ideal domains and
e
(
q,q ∩RIG(p∩RH )
)
= e
(
p,p ∩RIG(p∩RH )
) (
q ∈ IG
(
p ∩RH )p),
we see that
(
pT −1p R
)IG(p∩RH ) · T −1p R = (πIG(p∩RH )p)e(p,p∩RG) · T −1p R.
The assertion (1) follows easily from this equality and the inequality in (2) is a consequence
of (1). Let F be a non-zero element of Rχ such that vR,p(Rχ) = vR,p(F ). Then
div
T −1p R(F ) = vR,p(F ) · divT −1p R(πIG(p∩RH )p)
=
(
vR,p(F )−
[
vR,p(F )
e(p,p ∩RG)
]
e
(
p,p ∩RG)
)
· div
T −1p R(πIG(p∩RH )p)
+
[
vR,p(F )
e(p,p ∩RG)
]
div
T −1p R
((
pT −1p R
)IG(p∩RH ) · T −1p R
)
,
where [·] denotes the Gauss symbol. Consequently we must have
vR,p(F )−
[
vR,p(F )
e(p,p ∩RG)
]
e
(
p,p ∩RG)= sIG(p∩RH )p(χ),
which shows the congruence in (2). 
Lemma 3.10. Under the same circumstances as in 3.8, there exist non-negative integers
ap(χ) (∀p ∈ Γ ) such that
∏
ap(χ) = 0p∈XQ(R)
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χH ≡
∑
p∈Γ
ap(χ)e
(
p,p ∩RG) · δπp mod B1(H,U(U−1R))
in Z1(H,U(U−1R)). Consequently:
(1) The sequence (ap(χ) | p ∈ Γ ) is uniquely determined by χ .
(2) Each ap(χ) is independent on the choice of the set Γ and the group H .
(3) There exists a unit u of U−1R satisfying
(
U−1R
)
χ
= (U−1R)G · u∏
p∈Γ
π
ap(χ)e(p,p∩RG)+sIG(p∩RH )p(χ)
p .
Proof. Since sIG(σ (p∩RH ))σ (p)(χ) is constant on σ ∈ G (cf. (2) of Lemma 3.9), the cocycle
χ −
∑
Gp∈G\Γ
sIG(p∩RH )p(χ) ·∆Gp(χ) ∈ Z1
(
G,U(R)
)
,
which is denoted by χG, is well defined (see 3.8), where G\Γ is the set of G-orbits in the
G-set Γ . Clearly we see
χG
∣∣
H
= χH .
Because both rings (U−1R)G and (U−1R)H are factorial and the inclusion (U−1R)G ↪→
U−1R is no-blowing-up and no-blowing-down of codimension one, by Proposition 2.6,
(
U−1R
)
χ
= (U−1R)G · F
for some F ∈ U−1R. Obviously we have
(
U−1R
)
χG
 F
∏
p∈Γ
π
−s
IG(p∩RH )p(χ)
p ,
because, for any non-zero f ∈ Rχ and p ∈ Γ ,
vU−1R,pU−1R(F ) ≡ vU−1R,pU−1R(f ) mod e
(
p,p ∩RG)
and vU−1R,pU−1R(F )  sIG(p∩RH )p(χ). Applying Theorem 3.3 and Corollary 2.8 to the
module (U−1R)χ , for each Q ∈ Ht1((U−1R)G), we can choose P from XQ(U−1R) such
that
vU−1R,P(F ) = sI (P∩R∩RH )P∩R(χ)
(
< e(P,Q)
)
.G
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Lemma 3.1, we have
dimQ((U−1R)G)
((
U−1R
)
χG
⊗(U−1R)G Q
((
U−1R
)G))
= dimQ((U−1R)H )
((
U−1R
)
χH
⊗(U−1R)H Q
((
U−1R
)H ))= 1.
Consequently, applying Theorem 3.3 to the module (U−1R)χG , we have
(
U−1R
)
χG
= (U−1R)G · F ∏
p∈Γ
π
−s
IG(p∩RH )p(χ)
p
and, moreover by Lemma 3.6, we see
(
U−1R
)
χG|H =
(
U−1R
)
χH
= (U−1R)H · F ∏
p∈Γ
π
−s
IG(p∩RH )p(χ)
p .
By (1) of Proposition 3.5 and (2) of Lemma 3.9, we set
ap(χ) =
vU−1R,pU−1R(F )− sIG(p∩RH )p(χ)
e(p,p ∩RG) ∈ Z0.
Then, for some u ∈ U(U−1R), we have
(
U−1R
)
χH
= (U−1R)H · u∏
p∈Γ
π
ap(χ)e(p,p∩RG)
p ,
which implies that
χH −
∑
p∈Γ
ap(χ)e
(
p,p ∩RG) · δπp ∈ B1(H,U(U−1R))
and that, for some u ∈ U(U−1R),
(
U−1R
)
χ
= (U−1R)G · F
= (U−1R)G · u∏
p∈Γ
π
ap(χ)e(p,p∩RG)+sIG(p∩RH )p(χ)
p .
Suppose that (bp(χ) | p ∈ Γ ) denotes a sequence of non-negative integers such that the
following equalities similar to ones for ap(χ) in Lemma 3.10 hold:
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p∈XQ(R)
bp(χ) = 0,
χH ≡
∑
p∈Γ
bp(χ)e
(
p,p ∩RG) · δπp mod B1(H,U(U−1R)).
Then, for an element u′ ∈ U(U−1R),
u′
∏
p∈Γ
π
bp(χ)e(p,p∩RG)
p ∈
(
U−1R
)
χH
= (U−1R)H · u∏
p∈Γ
π
ap(χ)e(p,p∩RG)
p ,
which implies bp(χ) ap(χ) and
w := u−1u′
∏
p∈Γ
π
(bp(χ)−ap(χ))e(p,p∩RG)
p ∈
(
U−1R
)H
.
For each Q′ ∈ Ht1((U−1R)H ), since
∏
P∈XQ′ (U−1R)
bP∩R(χ) = 0,
we see that
suppU−1R(w)∩XQ′
(
U−1R
)
 XQ′
(
U−1R
)
and consequently we have v(U−1R)H ,Q′(w) = 0. This implies that the assertion (1) holds.
Let Γ ′ be a finite subset of Ht1(R,RG) satisfying the condition similar to one for Γ . In
order to show the former half of (2), we may assume that Γ ′ ⊆ Γ . Put W =⋂p∈Γ ′ R\p.
Since Q((W−1R)G) =Q(W−1R)G, by Lemma 3.1, we have
dimQ((W−1R)G)
((
W−1R
)
χ
⊗(W−1R)G Q
((
W−1R
)G))= 1.
Recalling (U−1R)χ = (U−1R)G · F , we deduce from Proposition 2.7 and Theorem 3.3
that (W−1R)χ = (W−1R)G ·F . Thus the former half of the assertion (2) follows from this
equality and the assertion (3). The latter half of (2) is a consequence of (3) and the fact that
sIG(p∩RH )p(χ) is independent on the choice of the group H . 
3.11. Under the same circumstances as in 3.8 and Lemma 3.10, let Dχ denote the
divisor
∑
p∈supp (R )∩Ht (R,RG)
{
ap(χ)e
(
p,p ∩RG)+ sIG(p∩RH )p(χ)} · divR(p)R χ 1
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shows that Dχ is well defined for χ . Let DG denote the subgroup
∑
p∈Ht1(R)\Ht1(R,RG)
Z · divR(p)
of Div(R), which is called the G-blowing part of Div(R).
Using the residue class of the characteristic divisor modulo the G-blowing part, we now
establish the main result of this paper which can be regarded as a generalization of the
Stanley criterion (cf. [10,11]) for Rχ to be a free RG-module of rank one:
Theorem 3.12. Under the same circumstances as in 3.8 and 3.10, the following conditions
(1) and (2) are equivalent:
(1) Rχ ∼= RG as RG-modules.
(2) dimQ(RG)(Rχ ⊗RG Q(RG)) = 1 and
(Dχ +DG)∩
{
divR(f ) | f ∈ Rχ\{0}
} = ∅.
If these equivalent conditions are satisfied, then, for some fχ ∈ Rχ ,
(Dχ +DG)∩
{
divR(f ) | f ∈ Rχ\{0}
}= divR(fχ)
and Rχ = RG · fχ .
Proof. (2) ⇒ (1). Let f be a non-zero element of Rχ such that
divR(f ) ≡ Dχ mod DG
in Div(R). For any Q ∈ Ht1(RG), there is a prime ideal p ∈ XQ(R) such that vR,p(f ) = 0
or ap(χ) = 0, which always implies
0 vR,p(f ) < e(p,Q).
Thus the equality Rχ = RG · f follows from Theorem 3.3. It should be noted that the
observation as above shows also the last assertion of this theorem.
(1) ⇒ (2). Suppose that Rχ = RG · F . Choose a finite subset Γ of Ht1(R,RG) such
as Γ in 3.8 for the module Rχ and put U = ⋂p∈Γ (R\p). Then, as Q((U−1R)G) =
Q(U−1R)G, by Lemma 3.1, we have
dimQ((U−1R)G)
((
U−1R
)
χ
⊗(U−1R)G Q
((
U−1R
)G))= 1
and, by Proposition 3.5, we have
(
U−1R
) = (U−1R)G · F.
χ
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vR,p(F ) = ap(χ)+ sIG(p∩RH )p(χ) (∀p ∈ Γ )
follow from (3) of Lemma 3.10. Noting vR,p(F ) = 0 for any prime ideal p ∈ Ht1(R,RG)\
suppR(Rχ), we see that both ap(χ) and sIG(p∩RH )p(χ) are equal to zero for each p ∈
Γ \suppR(Rχ). This implies the congruence
divR(F ) ≡ Dχ mod DG,
which is desired. 
Remark 3.13. The proof above shows that Dχ in Theorem 3.12 can be replaced with the
divisor
∑
p∈Γ
{
ap(χ)e
(
p,p ∩RG)+ sIG(p∩RH )p(χ)} · divR(p),
where Γ is a set stated as in 3.8.
Proposition 3.14. Suppose that Q(RG) =Q(R)G. Let H be a normal subgroup of G of a
finite index and χ a cocycle in Z1(G,U(R)). If Rχ ∼= RG as RG-modules, then
suppR(Rχ)∩ Ht1
(
R,RG
)
⊆
{ ⋂
f∈Rχ |H \{0}
suppR(f )
}
∪ {p ∈ Ht1(R,RG) | IG(p ∩RH )∣∣RH = {1}}.
Here IG(p ∩ RH)|RH is the group of restrictions of homomorphisms in the group
IG(p ∩RH) to RH .
Proof. Let Γ be a G-invariant finite subset of Ht1(R,RG) satisfying Γ ⊇ suppR(Rχ) and
Γ ⊇ Xp∩RG(R) for any p ∈ Γ . Put U =
⋂
p∈Γ (R\p) Let g be an element of Rχ which gen-
erates Rχ as an RG-module. Then, by Proposition 3.5, we see (U−1R)χ = (U−1R)G · g.
As (U−1R)χ |H is a divisorial (U−1R)H -lattice (cf. Proposition 2.6 and Lemma 3.1) and
(U−1R)H is factorial, there is an element h such that
(
U−1R
)
χ |H =
(
U−1R
)H · h.
Express g as g = w · h for an element w ∈ (U−1R)H . Since g · U−1R is invariant under
the action of G and G ·w ⊆ (U−1R)H , the element h defines a cocycle of G in U(U−1R),
which deduces the equality
v(U−1R)H ,Q′(w) = v(U−1R)H ,σ (Q′)(w)
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XQ((U
−1R)H ) is transitive for each Q ∈ Ht1((U−1R)G), we infer that, for any Q′ ∈
XQ((U
−1R)H ),
XQ
(
U−1R
)= ⊔
Q′′∈G·Q′
XQ′′
(
U−1R
) (disjoint union)
and e(Q′,Q) does not depend on Q′.
Let Q be any prime ideal in Ht1((U−1R)G). Then the equality
vU−1R,P(w) = v(U−1R)H ,P∩(U−1R)H (w) · e
(
P,P ∩ (U−1R)H )
holds, for any P ∈ XQ(U−1R). By Theorem 3.3, we can choose P′ from XQ(U−1R) in
such a way that
vU−1R,P′(g) < e(P
′,Q).
Let Q′ ∈ Ht1((U−1R)H ) to satisfy P′ ∈ XQ′(U−1R). Then Q = Q′ ∩ (U−1R)G and
v(U−1R)H ,Q′(w) < e(Q
′,Q).
Since both sides of this inequality are invariant under the action of G, we see that
v(U−1R)H ,Q′′(w) < e(Q
′′,Q)
for arbitrary Q′′ ∈ XQ((U−1R)H ). For p ∈ Γ such that
P := pU−1R ∈ suppU−1R(w),
by Proposition 2.7, we infer that
1 < e
(
P ∩ (U−1R)H ,P ∩ (U−1R)G)= e(p ∩RH ,p ∩RG).
Thus it follows from the ramification theory (cf. [3,9]) that the restriction of the inertia
group of G/H at p ∩RH to RH , i.e., IG(p ∩RH)|RH , is non-trivial.
If p is contained in suppR(Rχ)∩ Ht1(R,RG), then p ∈ Γ and one of the inequalities
vU−1R,pU−1R(w) > 0, vU−1R,pU−1R(h) > 0
holds. The latter inequality requires that
vR,p(f ) > 0
(∀f ∈ Rχ |H \{0}),
because f is divisible by h in U−1R. Thus the assertion is a consequence of these obser-
vations. 
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field K and R is an affine normal domain over K such that G acts K-rationally on R
as K-algebra automorphisms. Suppose that Q(RG) =Q(R)G and RRu(G0) is noetherian.
Then the subset
{ ⋃
χ∈{χ∈Z1(G,U(R))|Rχ∼=RG}
suppR(Rχ)
}
∩ Ht1
(
R,RG
)
of Ht1(R) is finite.
Proof. Let G′ be the inverse image of the semisimple part of G0/Ru(G0) under the
canonical homomorphism G0 → G0/Ru(G0). Since RG′ is affine over K , there is a fi-
nite generating set Λ in RG′ consisting of relative invariants of G0 as a K-algebra. For any
χ ∈ Z1(G,U(R)) such that Rχ = {0}, by A.R. Magid’s theorem [4], we have
Rχ |
G0
= Rχ˜
for some rational character χ˜ ∈ Hom(G0,Gm). The RG0 -module Rχ˜ is generated by
monomials of elements in Λ. So
⋃
χ∈{χ∈Z1(G,U(R))|Rχ ={0}}
suppR(Rχ |G0 ) ⊆
⋃
f∈Λ
suppR(f ).
Thus, if Rχ ∼= RG, by Proposition 3.14, we see
suppR(Rχ)∩ Ht1
(
R,RG
)
⊆
{ ⋃
f∈Λ
suppR(f )
}
∪ {p ∈ Ht1(R,RG) | IG(p ∩RG0)∣∣RG0 = {1}
}
,
which is a finite set and independent on χ . 
3.16. Proof of Theorem 1.3. By Corollary 3.15, we see that the finite set Γ in 1.2 exists. If
∆ is a minimal subset of Γ such that there exist ap ∈ N (p ∈ ∆) and a unit u of U−1O(X),
satisfying
u
∏
p∈∆
π
ap
p ∈
(
U−1O(X))G0,
then, for p ∈ ∆,
{
pU−1O(X) | p ∈ ∆}= X −1 −1 G0 (U−1O(X)). (3.16.1)pU O(X)∩(U O(X))
564 H. Nakajima / Journal of Algebra 292 (2005) 540–565For any subset ∆ of Γ , the condition that the equality (3.16.1) for a prime ideal p ∈ ∆ is
equivalent to one that ∆ is a minimal subset with the property
{∑
p∈∆
N · δπp
}
∩B1(G0,U(U−1O(X))) = ∅.
Thus, by 3.8, such a subset ∆ as in (3.16.1) is equal to X
p∩O(X)G0 (O(X)) for a prime ideal
p ∈ ∆. Thus the assertion follows easily from Theorem 3.12 and Remark 3.13. 
Proof of Theorem 1.5. Under our circumstances, we have
ord
(
µπp mod B1
(
IG(p),U
(O(X)p)))= e(p,p ∩O(X)IG(p))= e(p,p ∩O(X)G)
for p ∈ Γ (cf. [8] and Lemma 3.9). Suppose that O(X)χ = {0} for a cocycle χ ∈
Z1(G,U(R)) and suppO(X)(O(X)χ ) ⊆ Γ . According to A.R. Magid [4], we may as-
sume that χ |G0 is a rational character of G0. Since the action of G0 is stable (cf. [7]),
O(X)−χ |
G0
= {0} and Q(O(X)G0) =Q(O(X))G0 (e.g., [2,7]). The last equality implies
Q(O(X)G)=Q(O(X))G
(cf. Remark 3.7). Let a and b be, respectively, non-zero elements of O(X)χ and
O(X)−χ |
G0
. Then
c :=
∏
σG0∈G/G0
σ(a · b) ∈O(X)G,
and c is divisible by a in O(X), which shows O(X)−χ = {0}. Thus the equality
dimQ(O(X)G)
(O(X)χ ⊗O(X)G Q(O(X)G))= 1
holds for any χ ∈ Z1(G,U(O(X))) such thatO(X)χ = {0}. As in the proof of Lemma 3.9,
we have
vO(X),p
(O(X)χ )≡ tp(χ) mod e(p,p ∩O(X)G),
which implies s
IG(p∩O(X)G0 )p(χ) = tp(χ) for p ∈ Γ . Consequently, the assertion in Theo-
rem 1.5 follows from Theorems 1.3, 3.12 and Remark 3.13. 
Remark 3.17. Under the circumstances as in 1.4, we suppose that G0 = {1}. Then, Theo-
rem 1.5 asserts that the following conditions are equivalent:
(1) ∑p∈Γ tp(χ) · divO(X)(p) = {divO(X)(fχ )} for a non-zero element fχ ∈O(X)χ .
(2) O(X)χ ∼=O(X)G as O(X)G-modules.
H. Nakajima / Journal of Algebra 292 (2005) 540–565 565If these equivalent conditions are satisfied, then O(X)χ = O(X)G · fχ , where fχ is the
element stated in (1). The Stanley criterion (cf. Theorem 1.1) follows similarly from this
observation as in [5].
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