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Abstract
We study the point spectrum of the nonlinear Dirac equation in any spatial dimension, linearized at one of the
solitary wave solutions. We prove that, in any dimension, the linearized equation has no embedded eigenvalues in
the part of the essential spectrum beyond the embedded thresholds. We then prove that the birth of point eigenvalues
with nonzero real part (the ones which lead to linear instability) from the essential spectrum is only possible from
the embedded eigenvalues or thresholds, and therefore can not take place beyond the embedded thresholds. We also
prove that “in the nonrelativistic limit” ω → m, the point eigenvalues can only accumulate to 0 and ±2mi.
1 Introduction
In the present work, we study the discrete spectrum of linearization of nonlinear Dirac models. The analysis of the
discrete spectrum is crucial for the question of the dynamical stability of solitary wave solutions. While this question
is well-understood in many cases for both the nonlinear Schro¨dinger and Klein–Gordon equations (see e.g. the review
[Str89]), there are numerous open questions for systems with Hamiltonians which are sign-indefinite, such as the
nonlinear Dirac equation or the Dirac–Maxwell system.
The idea to consider self-interacting spinor field has been studied in Physics for a long time, starting with the
pioneering work of Ivanenko [Iva38] and then followed up in [FLR51, FFK56, Hei57]. Widely known are the massive
Thirring model [Thi58] (spinor field with the vector self-interaction) and the Soler model [Sol70] (spinor field with
the scalar self-interaction). The one-dimensional analogue of the Soler model is known as the (massive) Gross–Neveu
model [GN74, LG75].
In the past two decades there has been an increasing interest in the nonlinear Dirac equation. The bibliography is
now so extensive that we do not hope to cover it comprehensively, only giving a very brief account. The existence of
standing waves in the nonlinear Dirac equation was studied in [Sol70, CV86, Mer88, ES95]. Local and global well-
posedness of the nonlinear Dirac equation was further addressed in [EV97] (semilinear Dirac equation in (3+1)D) and
in [MNNO05] (nonlinear Dirac equation in (3+1)D). There are many results on the local and global well-posedness in
(1+1)D; we mention [ST10, MNT10, Can11, Pel11, Huh13].
The stability of solitary wave solutions of the nonlinear Dirac equation was approached via numerical simulations
[RnRnSV74, AS83, AS86, BC12a, MQC+12, XST13] and via heuristic arguments [Bog79, MM86, SV86, BSV87,
CKMS10], based on the analysis of whether the energy functional is minimized under the charge constraint with
respect to dilations and other families of perturbations. The spectrum of the linearization at solitary waves of the
nonlinear Dirac equation in (1+1)D was computed in [Chu08, BC12a], suggesting the absence of eigenvalues with
positive real part for linearizations at small amplitude solitary waves; we will say that such solitary waves are spectrally
stable. The numerical simulations of the evolution of perturbed solitary waves [MQC+12] suggest that the small
amplitude solitary waves in (1+1)D nonlinear Dirac equation are also dynamically stable (or nonlinearly stable). For
the massive Thirring model, which is completely integrable, the orbital stability was proved by means of a coercive
conservation law in [PS14, CPS16]. The asymptotic stability of small amplitude solitary waves in the external potential
has been studied in [Bou06, Bou08, PS12].
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Given a real-valued function f ∈ C(R), f(0) = 0, we consider the following nonlinear Dirac equation in Rn,
n ≥ 1, which is known as the Soler model [Sol70]:
i∂tψ = Dmψ − f(ψ∗βψ)βψ, ψ(x, t) ∈ CN , x ∈ Rn. (1.1)
Above, Dm = −iα ·∇+ βm is the free Dirac operator. Here α = (α)1≤≤n, with α and β the self-adjoint N ×N
Dirac matrices (see Section 1.1 for the details); m > 0 is the mass. We are interested in the stability properties of the
solitary wave solutions to (1.1):
ψ(x, t) = φω(x)e
−iωt, (1.2)
where the amplitude φω satisfies the stationary equation
ωφω = Dmφω − f(φ∗ωβφω)βφω .
In the present work, we study the spectral stability of solitary waves in the nonlinear Dirac equation. Given a particular
solitary wave (1.2), we consider its perturbation, (φω(x) + ρ(x, t))e−iωt, and study the spectrum of the linearized
equation on ρ.
Definition 1.1. We will say that a particular solitary wave is spectrally stable if the spectrum of the equation linearized
at this wave does not contain points with positive real part.
Remark 1.2. Sometimes it is convenient to include a further requirement that the operator corresponding to the lin-
earization at this wave does not contain 4× 4 Jordan blocks at λ = 0 and no 2× 2 Jordan blocks at λ ∈ iR \ {0}; such
blocks are expected to lead to dynamic instability. Related definitions of linear instability are in [Cuc14, BC12b].
In the context of spectral stability, the well-posedness of the initial value problem associated with (1.1) is not
crucial. However in the investigation of the dynamical or Lyapunov stability the local well-posedness would be
essential. Once again the complete account of the works on this subject is beyond our objectives but we briefly mention
some of the classical results related to the three-dimensional case. Escobedo and Vega [EV97] proved the local well-
posedness in theHs-setting with s > (n−1)/2. The charge-critical scaling power (at least in the massless case) being
(n− 1)/2, some works have been devoted to reach this endpoint. For instance, Machihara, Nakamura, Nakanishi and
Ozawa show in [MNNO05] that the H1 regularity in the radial variable with an arbitrarily small regularity in the
angular one is sufficient. This for instance settles the H1-well-posedness problem for radially symmetric initial data.
This can for instance solve the problem for initial data of the form (4.10) for (1.1) in dimension 3. For (1.1), the
non-linearity presents some null-structure which was exploited by Bejenaru and Herr in [BH15, BH16] to prove the
local well-posedness in the H1 setting for n = 3 and in the H1/2 setting for n = 2. Similar results have been obtained
by Candy [Can11] for the massive Thirring model and by Bournaveas and Candy [BC14] in the massless case for both
the Thirring and Soler models, in dimension 2 and 3.
Once the spectral stability is known, one hopes to prove the asymptotic stability of solitary waves using the dis-
persive estimates, similarly to how this has been done for the nonlinear Schro¨dinger equation. First results in this
direction are already appearing: in [BC12b], the asymptotic stability is proved for the translation-invariant nonlinear
Dirac equation case in (3+1)D, with the spectral stability assumption playing a crucial role. We point out that due
to the strong indefiniteness of the Dirac operator (the energy conservation does not lead to any bounds on the H1/2-
norm), we do not know how to prove the orbital stability [GSS87] but via proving the asymptotic stability first. The
only exception is the completely integrable massive Thirring model in (1+1)D, where additional conserved quantities
arising from the complete integrability allow to prove orbital stability of solitary waves [PS14, CPS16]. In the absence
of spectral stability, one expects to be able to prove orbital instability, in the sense of [GSS87]; in [GO12], such
instability is proved in the context of the nonlinear Schro¨dinger equation, in a very general situation.
Since the isolated eigenvalues depend continuously on the perturbation, it is convenient to trace the location of
“unstable” eigenvalues (eigenvalues with positive real part) for linearization at the solitary waves φωe−iωt considering
ω as a parameter. For example, if one knows that solitary waves with ω in a certain interval are spectrally stable, one
wants to know how and when the “unstable” eigenvalues may emerge from the imaginary axis.
We distinguish the following scenari of the development of linear instability:
1. As ω changes, two purely imaginary eigenvalues collide at λ = 0 and then turn into a pair of one positive and
one negative eigenvalues. In particular, such a collision happens at the value of ω when dQ(ω)/dω = 0, which
is the Vakhitov–Kolokolov condition [VK73], or when E(ω) = 0; see [BCS15]. Above, E(ω) and Q(ω) are
the energy and charge of a solitary wave φωe−iωt.
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2. The eigenvalues with positive real part could bifurcate off the imaginary axis, from the collision of purely
imaginary eigenvalues at some point in the spectral gap but away from the origin. Such a phenomenon has been
observed in the nonlinear Dirac equation with cubic and quintic nonlinearities in two dimensions [CKS+15].
3. The eigenvalues with positive real part could bifurcate from the essential spectrum. We will address this scenario
in the present work. We will prove that when |ω| < m, the bifurcations from λ ∈ iR, |λ| < m + |ω|, are only
possible when λ is an eigenvalue. We will also show that such bifurcations are impossible from λ ∈ iR with
|λ| > m + |ω|, that is, outside of the region bounded by the embedded thresholds. See Theorem 2.15 and
Remark 2.18 below.
Let us mention related results. The bifurcations from the embedded thresholds±(m+ |ω|)i have been observed
in [CP06] in the context of coupled-mode equations. At ω = 0, the bifurcations from the collision of thresholds
at λ = ±mi were shown in [KS02] in the context of the massive Thirring model. The bifurcation of a pair of a
positive and a negative eigenvalues at ω = m from the threshold λ = 0 is shown in [CGG14] in the case when
dQ(ω)/dω > 0 for ω . m, in a formal agreement with the Vakhitov–Kolokolov stability criterion [VK73]. We
do not know yet examples of bifurcations from embedded eigenvalues.
We expect that in the non-relativistic limit ω → m the bifurcation of eigenvalues with nonzero real part from
λ = 0 is completely characterized by the Vakhitov–Kolokolov stability criterion: that is, we expect that there
are no such bifurcations if dQ(ω)/dω ≤ 0 for ω . m. We will address this scenario elsewhere.
4. One might speculate that at some value of ω, the eigenvalues with positive real part could arrive from ±i∞. We
expect this never happens; we will address this scenario elsewhere.
While the nonlinear Dirac equation is only a simplified model of self-interacting spinor fields, our approach to
the spectral stability of solitary waves in the nonlinear Dirac equation is also applicable to the Dirac–Maxwell sys-
tem [Gro66, Wak66]. The local well-posedness of the Dirac–Maxwell system was proved in [Bou96]. The existence
of standing waves φ(x)e−iωt in the Dirac–Maxwell system is proved in [EGS96] (for ω ∈ (−m, 0)) and in [Abe98]
(for ω ∈ (−m,m)); for an overview of these results, see [ES02]. We hope that the spectral stability in this model
could be approached by our methods. Another situation where our methods are applicable is the analysis of stability
of gap solitons in nonlinear coupled-mode equations. Such systems appear in the context of photonic crystals [SS94],
where they describe counter-propagating light waves interacting with a linear grating in optical waveguides made of
material with periodically changing refractive index [dSS96, GWH01]. Coupled-mode systems also describe matter-
wave Bose–Einstein condensates trapped in an optical lattice [PSK04]. The numerical analysis of the spectrum of the
linearizations at the gap solitons is performed in [BPZ98, CP06]. The stability analysis of small-amplitude gap soli-
tons based on the study of bifurcations from the embedded eigenvalues of the linear equation in the external potential
is in [GW08].
Here is the plan of the present analysis. The results are stated in Section 2. Our main tools, the Carleman–
Berthier–Georgescu estimates, are derived in Section 3. The exponential decay of solitary waves and of eigenfunctions
is proved in Section 4. Bifurcation of eigenvalues from the essential spectrum is considered in Sections 5. The
unique continuation principle for the Dirac operator from [BG87, Appendix], adapted to our needs, is in Appendix A;
incidentally, our Theorem A.4 proves the conjecture put forward in [Jer86] on unique continuation principle for the
Dirac operator Dm + V with V ∈ Lqloc(Rn), q ≥ n for n 6= 2 and q > 2 for n = 2.
1.1 Notations
We denote the free Dirac operator by
Dm = −iα ·∇+ βm, m > 0.
We will also use the notation D0 = −iα ·∇. Here α ·∇ =
∑n
=1 α
 ∂
∂x , with α
 and β being hermitian N × N
Dirac matrices which satisfy
ααk + αkα = 2δkIN , α
β + βα = 0, β2 = IN , 1 ≤ , k ≤ n.
3
IN is the N ×N identity matrix. The anticommutation relations lead to
Trα = Tr β−1αβ = −Trα = 0, 1 ≤  ≤ n,
and similarly Trβ = 0; together with σ(α) = σ(β) = {±1}, this yields the conclusion that N is even. Let us also
mention that the spatial dimension n and the number of spinor components N satisfy the relation N ≥ 2[(n+1)/2]
[Fed96, Chapter 1, §5.3].
We denote r = |x| for x ∈ Rn, and, abusing notations, we will also denote the operator of multiplication with |x|
and 〈x〉 = (1 + |x|2)1/2 by r and 〈r〉, respectively.
The Fourier transform F : S (Rn)→ S (Rn) is defined by
(Fu)(ξ) =
∫
Rn
e−iξ·xu(x) dx, (F−1v)(x) =
∫
Rn
eiξ·xv(ξ)
dξ
(2π)n
,
and extended by duality to S ′(Rn)→ S ′(Rn).
Given an open subset Ω of Rn, we denote the standard L2-based Sobolev spaces by Hk(Ω,CN ). We denote
H∞(Ω,CN ) = ∩k∈NHk(Ω,CN ). We use the notation Hkcomp(Ω,CN ) for the subset of Hk(Ω,CN ) made up by
function with compact support in Ω. Its closure in Hk(Ω,CN ) is denoted Hk0 (Ω,CN ).
The notation Hkloc(Ω,CN ) is used for the set of function u ∈ L2(Ω,CN ) such that ηu ∈ Hk(Ω,CN ) for any
scalar smooth compactly supported function η on Ω. The notation Hk0,loc(Ω,CN ) stands for the set of functions
u ∈ L2(Ω,CN ) such that ηu ∈ Hk0 (Ω,CN ) for any scalar smooth compactly supported function η on Rn.
For s, k ∈ R, we define the weighted Sobolev spaces
Hks (R
n,CN) =
{
u ∈ S ′(Rn,CN), ‖u‖Hks <∞
}
, ‖u‖Hks = ‖〈r〉s〈P 〉ku‖L2, (1.3)
with 〈P 〉 understood as the multiplication by
√
1 + ξ2 on the Fourier transform side.
We write L2s(Rn,CN ) for H0s (Rn,CN ). For u ∈ L2(Rn,CN ), we denote ‖u‖ = ‖u‖L2 .
For any pair of normed vector spaces E and F , let B(E,F ) denote the set of bounded linear maps from E to F .
For an unbounded linear operator A acting in a Banach space X with a dense domain D(A) ⊂ X , the spectrum
σ(A) is the set of values λ ∈ C such that the operator A − λ : D(A) → X does not have a bounded inverse. The
generalized null space of A is defined by
Ng(A) := ∪
k∈N
ker(Ak) = ∪
k∈N
{v ∈ D(A) ; Ajv ∈ D(A) ∀j < k, Akv = 0}.
The discrete spectrum σdisc(A) is the set of isolated eigenvalues λ ∈ σ(A) of finite algebraic multiplicity,
dimNg(A− λ) <∞.
The essential spectrum σess(A) is the complementary set of discrete spectrum in the spectrum. The point spectrum
σp(A) is the set of eigenvalues (isolated or embedded into the essential spectrum).
For R > 0, we denote
BnR(x0) = {x ∈ Rn ; |x− x0| < R}, BnR = BnR(0).
We also use the following notation for the complement to the closure of a ball:
ΩR = Rn \ BnR = {x ∈ Rn ; |x| > R}. (1.4)
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2 Main results
We consider the nonlinear Dirac equation (1.1),
i∂tψ = Dmψ − f(ψ∗βψ)βψ, ψ(x, t) ∈ CN , x ∈ Rn. (2.1; NLDE)
The nonlinearity is such that the equation is U(1)-invariant and hamiltonian, with the Hamiltonian functional given
by
E(ψ) =
∫
Rn
(
ψ∗Dmψ − F (ψ∗βψ)
)
dx, where F (s) =
∫ s
0
f(t) dt. (2.2)
The charge conserved due to the U(1)-invariance is given by
Q(ψ) =
∫
Rn
ψ∗(x, t)ψ(x, t) dx. (2.3)
If φω(x)e−iωt is a solitary wave solution to (2.1; NLDE), then the profile φω satisfies the stationary equation
ωφω = Dmφω − f(φ∗ωβφω)βφω . (2.4)
Below, we assume that φω is localized in the sense that φω ∈ L2(Rn,CN ).
To consider the linearization at this solitary wave, we assume that in (2.1; NLDE) one has f ∈ C1(R), and consider
the solution in the form of the Ansatz
ψ(x, t) = (φω(x) + ρ(x, t))e
−iωt.
The linearization at a solitary wave is then the linearized equation on ρ, given by
i∂tρ = L(ω)ρ, (2.5)
where
L(ω) = Dm − ω − f(φ∗ωβφω)β − 2f ′(φ∗ωβφω)βφω Re(φ∗ωβ · ). (2.6)
The operatorL(ω) is notC-linear because of the term with Re(φ∗ωβ · ). To work with C-linear operators, we introduce
the matrices representing the action of α with 1 ≤  ≤ n, β, and −i on R2N -valued functions:
α =
[
Reα − Imα
Imα Reα
]
, β =
[
Reβ − Imβ
Imβ Re β
]
, J =
[
0 IN
−IN 0
]
,
where the real part of a matrix is the matrix made of the real part of its entries (and similarly for the imaginary part of
a matrix).
When φω(x)e−iωt is a solitary wave solution to (2.1; NLDE), the profile φω satisfies (2.4); this means that
φω =
[
Reφω
Imφω
]
∈ R2N
satisfies
L−(ω)φω = 0, (2.7)
where
L−(ω) = Dm − ω − f(φ∗ωβφω)β, (2.8)
with
Dm = Jα ·∇+mβ (2.9)
representing the action of Dm on R2N -valued functions. The action of the operator (2.6) is represented in R2N by
L(ω) = Dm − ω − f(φ∗ωβφω)β− 2(φ∗ωβ · )f ′(φ∗ωβφω)βφω. (2.10)
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Recall that we assume f ∈ C1(R)1, hence under an assumption on φω such as
φω ∈ L∞(Rn,CN ),
both L− and L are closed and self-adjoint on the domain
X = H1(Rn,C2N ) = H1(Rn,C⊗R R2N ) (2.11)
to which they are extended by C-linearity. Thus, the linearization (2.5) at the solitary wave takes the form
∂tρ = JL(ω)ρ, ρ(x, t) =
[
Re ρ(x, t)
Im ρ(x, t)
]
∈ R2N . (2.12)
Let us present some general results on the point spectrum of the linearization operator.
Lemma 2.1. The operator JL is closed and its spectrum σ(JL) is symmetric with respect to the real and imaginary
axes.
Proof. The closedness is immediate.
Let λ ∈ σ(JL). The inclusion λ¯ ∈ σ(JL) follows from JL acting invariantly in the subspace L2(Rn,R2N ) ⊂
L2(Rn,C2N ). The inclusion −λ¯ ∈ σ(JL) follows from (−JL)∗ being conjugate to JL:
(−JL)∗ = L∗(−J)∗ = LJ = J−1(JL)J.
For the reader’s convenience, we recall the results [BCS15] on the spectral subspace of JL(ω) (see (2.10)) corre-
sponding to the zero eigenvalue.
Lemma 2.2 (0 ∈ σp(JL)). Assume there exists an open interval I ⊂ (−m,m) such that for each ω ∈ I (2.4) has a
solution φω ∈ L21(Rn,CN)∩H1(Rn,CN) such that the mapping ω ∈ I 7→ φω ∈ L2(Rn,CN) is differentiable. Then
one has:
Span {Jφω, ∂xφω ; 1 ≤  ≤ n} ⊂ ker JL(ω),
Span {Jφω, ∂ωφω, ∂xφω, αφω − 2ωxJφω ; 1 ≤  ≤ n} ⊂ Ng(JL(ω)).
Remark 2.3. We do not claim the complete characterization of ker JL (in particular, there would be eigenvectors
which correspond to rotational symmetries). According to [VK73], the size of the Jordan block corresponding to Jφω
is exactly two (nothing but Jφω and ∂ωφω) as long as ∂ωQ(ω) 6= 0. By [BCS15], the size of the Jordan block
corresponding to each of ∂xjφω is exactly two (nothing but ∂xjφω and αφω − 2ωxJφω) as long as E(ω) 6= 0,
with E(ω) = E(φωe−iωt) defined in (2.2).
Proof. Recall that the operators L−, L are introduced in (2.8) and (2.10). We compute:
L(Jφω) = L−(Jφω)− 2(φ∗ωβ(Jφω))f ′(φ∗ωβφω)βφω = 0. (2.13)
Above, the first term vanishes since φω(x) satisfies L−φω = 0 (cf. (2.7)) and J commutes with L−; the second term
vanishes since the quantity φ∗ωβJφω is real-valued, while Jβ is skew-adjoint. Taking the derivative of (2.7) with
respect to x, 1 ≤  ≤ n, yields
0 = L−∂xφω − 2(φ∗ωβ∂xφω)f ′(φ∗ωβφω)βφω = L∂xφω. (2.14)
Now let us consider the generalized null space. Taking the derivative of (2.7) with respect to ω, we get
0 = L−∂ωφω −φω − 2(φ∗ωβ∂ωφω)f ′(φ∗ωβφω)βφω = L∂ωφω −φω, (2.15)
which shows that ∂ωφω ∈ Ng(JL(ω)). Since
φ
∗
ωβα
φω + (α
φω)
∗βφω = φ
∗
ω{β,α}φω = 0,
1One can proceed with the linearization assuming only Fre´chet or even only Gaˆteaux differentiability.
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we have
L(αφω) = L−(α
φω) = 2J∂xφω − 2ωαφω − αL−φω = 2J∂xφω − 2ωαφω. (2.16)
Similarly, since φ∗ωβ(xJφω) + (xJφω)∗βφω = 0,
L(xJφω) = L−(x
Jφω) = −αφω + xJL−φω = −αφω. (2.17)
Using (2.16) and (2.17), we compute:
JL(αφω − 2ωxJφω) = J(2J∂xφω) = −2∂xφω , (2.18)
which shows that αφω − 2ωxJφω ∈ Ng(JL(ω)).
2.1 Essential spectrum
To be able to study the spectrum of the linearization at a solitary wave, we need to work with operators of the form
JL, where
L = Dm − ω + V (x), V ∈ L∞
(
Rn, End (CN )
)
, ω ∈ [−m,m], (2.19)
where End (CN ) denotes an endomorphism of CN , while J ∈ End (CN ) is skew-adjoint and invertible, such that
J2 = −ICN , [J,Dm] = 0.
The domain of L is D(L) = H1(Rn,CN). The operator L is closed. When V is hermitian-valued, L is also self-
adjoint; but for the moment, we do not assume that V is hermitian-valued. The results on the spectrum of JL are
applicable to the operator JL(ω) from (2.12) which describes the linearization at a solitary wave. The only reason to
change notations from JL to JL is in order to change from C2N -valued spinors to CN -valued ones.
Lemma 2.4. Let n ≥ 1, ω ∈ [−m,m], and assume that
V ∈ Lq(Rn, End (CN )),


2 ≤ q <∞, n = 1;
2 < q <∞, n = 2;
n ≤ q <∞, n ≥ 3.
(2.20)
Then
σess(J(Dm − ω + V )) = i(R\(−m+ |ω|,m− |ω|)).
Remark 2.5. The above result is similar to [RS78, Chapter XIII, Problem 41], adapted to the case of the Dirac operator.
Proof. We will give the proof for n ≥ 3; the cases n ≤ 2 are considered similarly. By the Weyl theorem, it is enough
to prove that for z ∈ C, z 6∈ i(R \ (|ω| −m, m− |ω|) ), the operator V (J(Dm − ω)− z)−1 : L2 → L2 is compact.
Let 2 < p <∞ be such that
1
2
=
1
p
+
1
q
. (2.21)
Note that, in particular, for n ≥ 3 one has p ≤ 2nn−2 . Let χ be the characteristic function of the unit ball, and set
χj(x) = χ(x/j), j ∈ N. Then
‖(1− χj)V
(
J(Dm − ω)− z
)−1‖L2→L2 ≤ ‖(1− χj)V ‖Lp→L2‖(J(Dm − ω)− z)−1‖L2→Lp
is bounded (the second factor in the right-hand side is bounded due to the Sobolev embedding H1(Rn) ⊂ Lp(Rn)),
and moreover the norm of the operator of multiplication by (1− χj)V goes to zero as j →∞:
‖(1− χj)V ‖Lp→L2 ≤ ‖(1− χj)V ‖Lq −→
j→∞
0.
Above, the inequality is due to (2.20) and (2.21). On the other hand, the operator χjV
(
J(Dm−ω)−z
)−1
: L2 → L2
is compact, since
χj
(
J(Dm − ω)− z
)−1
: L2(Rn,CN )→ H1(Rn,CN ) ⊂ Lp(Rn,CN ) (2.22)
7
is compact by the Rellich–Kondrachov compactness theorem, while the operator of multiplication by V acts continu-
ously from Lp to L2. Therefore, the operator
V
(
J(Dm − ω)− z
)
: L2(Rn,CN )→ L2(Rn,CN )
is a limit of the sequence of compact operators χjV
(
J(Dm−ω)− z
)
in the uniform operator norm, and hence is also
compact.
Weyl’s theorem on the essential spectrum [RS78, Theorem XIII.14, Corollary 2] applied to operators iJ(Dm−ω)
and iJ(Dm − ω + V ), which are considered on the domain H1(Rn,CN), allows us to conclude that
σess
(
J(Dm − ω + V )
)
= σess
(
J(Dm − ω)
)
=
{± iz ; z ∈ σess(Dm − ω)},
with
σess(Dm − ω) = R \ (−m− ω,m− ω),
where we took into account that [J,Dm] = 0 and σ(J) = {±i}.
2.2 Carleman–Berthier–Georgescu estimates
One of our main tools is the three-dimensional Carleman–Berthier–Georgescu estimates proved in [BG87, Theorem
5] which we adapt to the context of linearization at solitary waves and generalize to any dimension.
Following the proof of [BG87, Theorem 3], we define the following set of admissible phase functions.
Definition 2.6. Let λ ∈ C and ω ∈ [−m,m] be such that
|λ| − |ω| > m. (2.23)
Let M ≥ 1, N ≥ 1, ρ ≥ 1 and ν > 0. We define the subset
Cλ,ω(M,N , ρ, ν) ⊂ C2(R+)
to be the set of functions which satisfy the following properties:
1. 0 < ϕ′ ≤ N r, ∀r ≥ ρ ;
2. r|ϕ′′| ≤Mϕ′, ∀r ≥ ρ ;
3. (|λ| − |ω|)2 −m2 + ϕ′2 + 2rϕ′ϕ′′ ≥ ν, ∀r ≥ ρ ;
4. if ϕ′ is unbounded then ϕ′′(r) ≥ 0 for r ≥ ρ and limr→∞ ϕ′(r) = +∞.
We also denote
Cλ(M,N , ρ, ν) := Cλ,0(M,N , ρ, ν).
We define
Λ+ = |λ|+ |ω|, Λ− = |λ| − |ω| > m, (2.24)
and introduce the weight functions
µ(r) = 2
(
n+ 16Λ2+r
2 + 8rϕ′(r)
)1/2
, r ≥ ρ; (2.25)
γ(r) =
(
Λ2− −m2 + ϕ′(r)2 + 2rϕ′(r)ϕ′′(r)
)1/2
, r ≥ ρ. (2.26)
Theorem 2.7 (Carleman–Berthier–Georgescu estimates for JL). Let n ≥ 1, m > 0, ω ∈ [−m,m]. Let J ∈
End (CN ) be skew-adjoint and invertible, such that J2 = −ICN , [J,Dm] = 0. Let
λ ∈ iR, |λ| > m+ |ω|.
8
1. Assume that ϕ ∈ Cλ,ω(M,N , ρ, ν) with some M ≥ 1, N ≥ 1, ρ ≥ 1, and ν > 0.
Let V ∈ B (H1comp(Ωρ,CN ), L2(Ωρ,CN )) be a multiplication operator, and assume that there are κ ∈ [0, 1)
and R1 = R1(ϕ, V ) ≥ ρ such that
‖µV v‖ ≤ κ (‖∇v‖2 + ‖γv‖2)1/2 , ∀v ∈ H10 (ΩR1 ,CN ). (2.27)
Then there is R = R(ϕ, V ) ≥ R1 such that for any u ∈ H1(Rn,CN) with suppu ⊂ ΩR and
µeϕ(J(Dm − ω + V )− λ)u ∈ L2(Rn,CN ),
the functions γeϕu, ∇(eϕu), (rϕ′)1/2∂r(eϕu) are in L2(Rn,CN), and moreover
‖∇(eϕu)‖2 + 2‖(rϕ′)1/2∂r(eϕu)‖2 + ‖γeϕu‖2 ≤ 1
(1− κ)2 ‖µe
ϕ(J(Dm − ω + V )− λ)u‖2. (2.28)
2. Assume that there are κ ∈ [0, 1) and R2 = R2(V ) such that
‖(n+ 16Λ2+r2 + 8rf(r))1/2V v‖2 ≤ κ2 (‖∇v‖2 + ‖(Λ2− −m2 + f(r)2)1/2v‖2) , (2.29)
∀f ∈ C(R), f ≥ 0, supr>0 f(r)〈r〉 <∞; ∀v ∈ H10 (ΩR2 ,CN ).
Let M ≥ 1, N ≥ 1, ρ ≥ 1, and ν > 0. Then there is
R = R(M,ρ,m, n, λ, ω, V ) ≥ max(ρ,R2(V ))
such that for any ϕ ∈ Cλ,ω(M,N , ρ, ν) with ϕ′′(r) ≥ 0, r ≥ ρ, and for any
u ∈ H10 (ΩR,CN )
which satisfies
µeϕ(J(Dm − J + V )− λ)u ∈ L2(Rn,CN ),
the functions γeϕu, ∇(eϕu), (rϕ′)1/2∂r(eϕu) are in L2(Rn,CN), and moreover
‖∇(eϕu)‖2 + 2‖(rϕ′)1/2∂r(eϕu)‖2 + ‖γeϕu‖2 ≤ 1
(1− κ)2 ‖µe
ϕ(J(Dm − ω + V )− λ)u‖2. (2.30)
Remark 2.8. That is, in Theorem 2.7 (2) we state that if ϕ′′ ≥ 0, then R(ϕ, V ) from Theorem 2.7 (1) depends on the
class Cλ,ω(M,N , ρ, ν), but not on a particular representative ϕ ∈ Cλ,ω(M,N , ρ, ν).
In Section 3, we state and prove Theorem 3.1, which is a version of Theorem 2.7 for the Dirac operator Dm + V .
The proof of Theorem 2.7 follows from Remark 3.7.
Let us also formulate a convenient condition on the potential V which would be sufficient for the condition (2.29)
to be satisfied.
Lemma 2.9. A sufficient condition for (2.29) to hold for some R2 <∞ is that there are κ′ ∈ (0, κ) and R <∞ such
that
|V (x)| ≤ κ′
√
Λ2− −m2
4Λ+|x| , ∀|x| ≥ R, (2.31)
with Λ± = |λ| ± |ω| from (2.24).
Proof. The inequality (2.29) follows if we have
(n+ 16Λ2+|x|2 + 8|x|K)|V (x)|2 ≤ κ2
(
Λ2− −m2 +K2
)
,
9
valid for |x| ≥ R (with R sufficiently large) and all K ≥ 0. Thus, we need
|V (x)|2 ≤ κ2 Λ
2
− −m2 +K2
n+ 16Λ2+|x|2 + 8|x|K
, ∀K ≥ 0. (2.32)
For 0 ≤ K ≤ 1, one has
κ2
Λ2− −m2 +K2
n+ 16Λ2+r
2 + 8rK
≥ κ2 Λ
2
− −m2
n+ 16Λ2+r
2 + 8r
≥ κ′2Λ
2
− −m2
16Λ2+r
2
, (2.33)
with the last inequality satisfied as long as r ≥ R with R = R(m,n, λ, κ, κ′) sufficiently large. The inequality
(2.33) together with (2.31) yields (2.32), and hence the desired inequality (2.29) in the case K ∈ [0, 1]. At the same
time, taking the derivative in K , we see that the right-hand side of (2.32), considered as a function of K , is strictly
monotonically increasing for K ≥ 1 as long as |x| ≥ R = R(m,n, λ, ω) is sufficiently large. This completes the
proof.
2.3 Absence of embedded eigenstates
The immediate consequence of the Carleman–Berthier–Georgescu estimates is the following result on the absence of
embedded eigenstates for L = Dm − ω + V and JL, for rather general potentials V :
Theorem 2.10. Let n ≥ 1, ω ∈ [−m,m], and V ∈ Lnloc(Rn, End (CN )).
1. Let λ ∈ R \ [−m− ω,m− ω] and assume that there are κ ∈ (0, 1) and R <∞ such that
‖(n+ 16λ2r2 + 8rτ)1/2V v‖2 ≤ κ2 (‖∇v‖2 + ‖((λ+ ω)2 −m2 + τ2)1/2v‖2) , (2.34)
∀τ ≥ 1, ∀v ∈ H10 (ΩR,CN ).
Then λ 6∈ σp(Dm − ω + V ).
2. Let J ∈ End (CN ) be skew-adjoint and invertible, such that J2 = −ICN , [J,Dm] = 0. Let
λ ∈ R \ [−m− |ω|,m+ |ω|]
and assume that there are κ ∈ (0, 1] and R <∞ such that
‖(n+ 16Λ2+r2 + 8rτ)1/2V v‖2 ≤ κ2
(‖∇v‖2 + ‖(Λ2− −m2 + τ2)1/2v‖2) , (2.35)
∀τ ≥ 1, ∀v ∈ H10 (ΩR,CN ),
where
Λ+ = |λ|+ |ω|, Λ− = |λ| − |ω|.
Then
±iλ 6∈ σp (J(Dm − ω + V )) .
Proof. Let us prove Theorem 2.10 (2). Let L = Dm−ω+V and assume that λ ∈ iR, |λ| > m+ |ω|, is an embedded
eigenvalue of JL, with ζ ∈ L2(Rn,CN ) the corresponding eigenvector.
We are going to use Theorem 2.7 (2), where we take ϕ(r) = τr with τ ≥ 1. We note that due to (2.35) and
Lemma 2.9, Assumption (2.29) in Theorem 2.7 (2) is satisfied. LetR = R(1, 1,m, n, λ, ω, V ) be as in Theorem 2.7 (2)
(note that it is independent of τ ≥ 1). Let Θ ∈ C∞(Rn) be a smooth radially symmetric cut-off function with support
in the closure of ΩR+1 and with value 1 in ΩR+2. By Theorem 2.7,
‖((|λ| − |ω|)2 −m2 + τ2)1/2eτrΘζ‖ ≤ ‖(n+ 16(|λ|+ |ω|)2r2 + 8τr)1/2eτr(JL− λ)Θζ‖. (2.36)
Since JLζ = λζ, we have (JL − λ)Θζ = [JL,Θ]ζ = J(D0Θ)ζ. By (2.36),
∀τ ≥ 1, ‖eτrΘζ‖ ≤
∥∥∥( n
τ2
+ 16(|λ|+ |ω|)2 r
2
τ2
+ 8
r
τ
)1/2
eτr(D0Θ)ζ
∥∥∥.
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Taking into account that D0Θ = −iα ·∇Θ is identically zero outside of the ball BnR+2, we conclude that
∀τ ≥ 1, ‖eτrζ‖L2(ΩR+2,CN ) ≤ Ce(R+2)τ‖r∇Θ‖L∞‖ζ‖L2(BnR+2,CN ),
with C < ∞ independent of τ ≥ 1. Since τ could be arbitrarily large, we conclude that supp ζ ∩ ΩR+2 = ∅.
The unique continuation principle, Lemma A.1, ensures that ζ ≡ 0, contradicting our assumption that there were an
embedded eigenvalue λ ∈ iR, |λ| > m+ |ω|.
Theorem 2.10 (1) is proved similarly, by using Theorem 3.1 (2) instead of Theorem 2.7 (2).
A consequence of Theorem 2.10 (1) and Lemma 2.9 is the absence of solitary waves with ω ∈ R, |ω| > m. There
are different possible formulations such as the following:
Theorem 2.11. Let n ≥ 1. For ω ∈ R\[−m,m], there are no solutions φω(x) to (2.4) such that
φω ∈ H1(Rn,CN)
and such that F (x) := f(φ∗ω(x)βφω(x)) satisfies F ∈ Lnloc(Rn), F 6= 0 almost everywhere in x ∈ Rn, and
|F (x)| ≤ κ
√
ω2 −m2
4|ω||x| for x almost everywhere in ΩR,
with some R <∞ and κ ∈ (0, 1).
2.4 Exponential decay of eigenstates
Here we formulate our results on the exponential decay of solitary wave solutions to the nonlinear Dirac equation and
of eigenfunctions to linear Dirac equation (which could be a linearization at a solitary wave; cf. (2.12)).
Theorem 2.12 (Exponential decay of solitary waves). Let n ≥ 1 and assume that f is measurable and lim0 f = 0.
Let ω ∈ (−m,m) and let
φω ∈ L2(Rn,CN ) ∩ L∞(Rn,CN )
be a solution to (2.4) which satisfies
lim
R→∞
‖φω‖L∞(ΩR,CN ) = 0, (2.37)
where ΩR = {x ∈ Rn ; |x| > R}. Then for any µ <
√
m2 − ω2 one has eµ〈r〉φω ∈ H1(Rn,CN).
Theorem 2.12 is proved in Section 4.1.
Theorem 2.13 (Exponential decay of eigenfunctions). Let n ≥ 1 and assume that V ∈ L∞(Rn, End (CN )).
1. Assume that for any ǫ > 0 there is R > 0 such that
‖V v‖ ≤ ǫ‖v‖H1 , ∀v ∈ H1comp(ΩR,CN). (2.38)
Assume that
λ ∈ σp(Dm + V ) ∩ (−m,m).
Then the corresponding eigenfunctions are exponentially decaying: if ζ is an eigenfunction corresponding to λ,
then for any µ < √m2 − ω2 one has
eµ〈r〉ζ ∈ H1(Rn,CN ).
2. Let J ∈ End (CN ) be skew-adjoint and invertible, such that J2 = −ICN , [J,Dm] = 0. Let ω ∈ [−m,m] and
assume that
λ ∈ σp(JL(ω)) ∩ iR.
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(a) If |λ| < m− |ω| and for any ǫ > 0 there is R > 0 such that
‖V v‖ ≤ ǫ‖v‖H1 , ∀v ∈ H1comp(ΩR,CN ), (2.39)
then the corresponding eigenfunctions are exponentially decaying. More precisely, if ζ is an eigenfunction
corresponding to λ, then for any
µ <
√
m2 − (|λ| + |ω|)2
one has
eµ〈r〉ζ ∈ H1(Rn,CN ).
(b) If m− |ω| < |λ| < m+ |ω| and for any ǫ > 0 there is R > 0 such that
‖〈r〉V v‖ ≤ ǫ‖v‖H1 , ∀v ∈ H1comp(ΩR,CN ), (2.40)
then the corresponding eigenfunctions are exponentially decaying. More precisely, if ζ is an eigenfunction
corresponding to λ, then for any
µ <
√
m2 − (|λ| − |ω|)2
one has
eµ〈r〉ζ ∈ H1(Rn,CN ).
Remark 2.14. In the above theorem, the potential V is not necessarily self-adjoint.
We prove Theorem 2.13 (2b) in Section 4.2; the proofs of Theorem 2.13 (1) and Theorem 2.13 (2a) are slightly
shorter and readily follow along the same lines.
2.5 Bifurcations of eigenvalues from the essential spectrum
The next question we consider is how the eigenvalues with nonzero real part could arise. As in Theorem 2.13, we
formulate the results for general Dirac-type operators of the form JL(ω), with
L(ω) = Dm − ω + V (x, ω),
having in mind the linearization (2.12) of the nonlinear Dirac equation at a solitary wave.
Theorem 2.15 (Bifurcation of point eigenvalues). Let n ≥ 1. Let J ∈ End (CN ) be skew-adjoint and invertible, such
that J2 = −ICN , [J,Dm] = 0. Let (ωj)j∈N, ωj ∈ [−m,m], be a sequence with limj→∞ ωj = ω0 ∈ [−m,m], and
assume that V is hermitian and that there is ε > 0 such that

‖〈r〉1+εV (ω0)‖L∞(Rn,End (CN )) <∞,
limj→∞ ‖〈r〉1+ε (V (ωj)− V (ω0)) ‖L∞(Rn,End (CN )) = 0,
(2.41)
where ‖〈r〉1+εV (ω)‖ = ‖〈·〉1+εV (·, ω)‖. Let λj ∈ σp(JL(ωj)), j ∈ N be a sequence such that
Reλj 6= 0 ∀j ∈ N, λj −→
j→∞
λ0 ∈ iR, λ0 6= ±i(m+ |ω0|).
If ω0 = ±m, additionally assume that
λ0 6= 0. (2.42)
Then
λ0 ∈ σp(JL(ω0)).
This theorem will be proved in Section 5.
Remark 2.16. The conclusion of Theorem 2.15 is trivial when V depends continuously on ω and if λ0 ∈ iR with
|λ0| < m − |ω0|, so that λ0 is not in the essential spectrum, and the inclusion λ0 ∈ σp(JL(ω0)) follows from the
continuous dependence of isolated eigenvalues on a parameter ω.
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Remark 2.17. If JL corresponds to the linearization at solitary waves, then, due to the exponential decay of φω (cf.
Theorem 2.12), the condition (2.41) is trivially satisfied for any ω0 ∈ (−m,m) (and with any ε > 0).
Remark 2.18. Combining the results of Theorem 2.15 with Theorem 2.10 on the absence of embedded eigenvalues,
we conclude that for the linearizations at solitary waves the bifurcations of point eigenvalues from the continuous
spectrum beyond the embedded thresholds±i(m+ |ω|) are not possible.
We separately consider the case when ωj → ω0 = m which corresponds to the nonrelativistic limit. This case will
be further investigated in a subsequent work.
Theorem 2.19 (Bifurcations from the spectrum of the free Dirac operator).
Let n ≥ 1. Let J ∈ End (CN ) be skew-adjoint and invertible, such that J2 = −ICN , [J,Dm] = 0. Let
V (ω) ∈ L∞(Rn, End (CN )) for ω ∈ [−m,m], and let (ωj)j∈N, ωj ∈ [−m,m], ωj → ω0 = ±m, and assume that
there is ε > 0 such that
lim
j→∞
‖〈r〉1+εV (ωj)‖L∞(Rn,End (CN )) = 0.
Let λj ∈ σp(JL(ωj)), and let λ0 ∈ iR ∪ {∞} be an accumulation point of the sequence (λj)j∈N. Then λ0 ∈
{0;±2mi}. In particular, λ0 6=∞.
Remark 2.20. In this theorem, we do not need to assume that Reλj 6= 0, ∀j ∈ N and that V is hermitian.
This theorem will be proved in Section 6.
3 Carleman–Berthier–Georgescu estimates
The main ingredient of our proofs is the version of the Carleman estimates for the Dirac operator due to Berthier and
Georgescu [BG87, Theorem 5]. The following result generalizes the Carleman estimates for the Dirac operator in R3
to any dimension.
For λ ∈ R \ [−m,m] and ϕ ∈ Cλ(M,N , ρ, ν) with some M ≥ 1, N ≥ 1, ρ ≥ 1, and ν > 0, we denote
µ(r) = 2
(
n+ 16λ2r2 + 8rϕ′(r)
)1/2
, r ≥ ρ; (3.1)
γ(r) =
(
λ2 −m2 + ϕ′(r)2 + 2rϕ′(r)ϕ′′(r))1/2 , r ≥ ρ. (3.2)
Theorem 3.1 (Carleman–Berthier–Georgescu estimates). Let n ≥ 1, m > 0, λ ∈ R \ [−m,m].
1. Assume that ϕ ∈ Cλ(M,N , ρ, ν) with some M ≥ 1, N ≥ 1, ρ ≥ 1, and ν > 0.
Let V ∈ B (H1comp(Ωρ,CN ), L2(Ωρ,CN )) be a multiplication operator, and assume that there are κ ∈ [0, 1)
and R1 = R1(ϕ, V ) ≥ ρ such that
‖µV v‖ ≤ κ (‖∇v‖2 + ‖γv‖2)1/2 , ∀v ∈ H10 (ΩR1 ,CN ). (3.3)
Then there is R = R(ϕ, V ) ≥ R1 such that for any u ∈ H1(Rn,CN) with suppu ⊂ ΩR and
µeϕ(Dm + V − λ)u ∈ L2(Rn,CN ),
the functions γeϕu, ∇(eϕu), (rϕ′)1/2∂r(eϕu) are in L2(Rn,CN), and moreover
‖∇(eϕu)‖2 + 2‖(rϕ′)1/2∂r(eϕu)‖2 + ‖γeϕu‖2 ≤ 1
(1− κ)2 ‖µe
ϕ(Dm + V − λ)u‖2. (3.4)
2. Assume that there are κ ∈ [0, 1) and R2 = R2(V ) such that
‖(n+ 16λ2r2 + 8rf(r))1/2V v‖2 ≤ κ2 (‖∇v‖2 + ‖(λ2 −m2 + f(r)2)1/2v‖2) , (3.5)
∀f ∈ C(R), f ≥ 0, supr>0 f(r)〈r〉 <∞; ∀v ∈ H10 (ΩR2 ,CN ).
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Let M ≥ 1, N ≥ 1, ρ ≥ 1, and ν > 0. Then there is
R = R(M,ρ,m, n, λ, V ) ≥ max(ρ,R2(V ))
such that for any ϕ ∈ Cλ(M,N , ρ, ν) with ϕ′′(r) ≥ 0, r ≥ ρ, and for any
u ∈ H10 (ΩR,CN )
which satisfies
µeϕ(Dm + V − λ)u ∈ L2(Rn,CN ),
the functions γeϕu, ∇(eϕu), (rϕ′)1/2∂r(eϕu) are in L2(Rn,CN), and moreover
‖∇(eϕu)‖2 + 2‖(rϕ′)1/2∂r(eϕu)‖2 + ‖γeϕu‖2 ≤ 1
(1− κ)2 ‖µe
ϕ(Dm + V − λ)u‖2. (3.6)
Above, ϕ, µ, and γ (see (3.1) and (3.2)) are considered as functions of r = |x|.
Proof. We choose to give a detailed proof which closely follows the argument in [BG87]. We start with several
lemmata. Let Dm = −iα ·∇+ βm, ϕ ∈ C2(R+), and denote
Dϕm = e
ϕ ◦Dm ◦ e−ϕ = Dm + iα ·∇ϕ. (3.7)
The starting point of the analysis is the following lemma which helps to establish the exponential decay of eigenvectors
associated to eigenvalues in the gap.
Lemma 3.2 (Lemma 3, [BG87]). Let Ω ⊂ Rn be an open set and ϕ : Ω→ R a C1 map. For v ∈ H1comp(Ω,CN ),
Re〈(Dm − iα ·∇ϕ+ λ)v, (Dϕm − λ)v〉 = ‖∇v‖2 + 〈v, [m2 − λ2 − (∇ϕ)2]v〉. (3.8)
Proof. Taking into account that ∇ϕ is continuous, due to density of smooth functions with compact support in
H1comp(Ω,C
N ), it is enough to give the proof assuming that v ∈ H∞comp(Ω,CN ).
The statement of the lemma is a consequence of the following computation performed in [BG87]:
(Dϕm + λ)(D
ϕ
m − λ) = (Dϕm)2 − λ2 = eϕ ◦ (D2m − λ2) ◦ e−ϕ = eϕ ◦ (−∆+m2 − λ2) ◦ e−ϕ
= −∆+m2 − λ2 − (∇ϕ)2 +∇ϕ ·∇+∇ ·∇ϕ, (3.9)
where the last term is understood as the multiplication by∇ϕ and then taking the divergence. In the real part of the
corresponding quadratic form the last two terms from the right-hand side of (3.9) cancel, while the real part of the
left-hand side turns into that of (3.8).
For brevity, we adopt the following notations from [BG87]:
Xˆ = x ·∇, D = 1
2
{x,−i∇} = −iXˆ − in
2
.
Notice that D is the generator of dilations and thus in the sense of quadratic forms on H1comp(Ω,CN ),
[D , Dm] = [D , D0] = [−ix ·∇,−iα ·∇] = [α ·∇, x ·∇] = α ·∇ = iD0. (3.10)
In order to analyze the eigenvectors associated to embedded eigenvalues, it will be convenient to subtract the
identity (3.9) from another one (which also involves (Dϕm − λ) in the left hand side) that controls the H˙1 norm.
Starting with D0(Dϕm − λ) and trying to eliminate inconvenient terms (with a factor λ for instance), Berthier and
Georgescu [BG87] have the following lemma (Lemma 4, [BG87]), which we rewrite for arbitrary dimension n ≥ 1.
Lemma 3.3. Let Ω ⊂ Rn be an open set and let ϕ ∈ C2(Ω). Then for any u ∈ H1comp(Ω,CN ),
2Re〈(D0 + 2iλD + {D ,α ·∇ϕ})v, (Dϕm − λ)v〉 (3.11)
= 2‖∇v‖2 + 4Re〈Xˆv, (∇ϕ) ·∇v〉+ 2Re〈Xˆv,∆ϕv〉+ 〈v, (Xˆ(∇ϕ)2)v〉.
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Proof. We present the proof from [BG87] stripped off the external fields. Again, since ∇ϕ and ∆ϕ are continuous,
and since smooth functions with compact support are dense in H1comp(Ω,CN ), the computations below, made in the
former case, will provide the proof for the latter. First, using (3.10), we get
4 Im〈Dv, (Dϕm − λ)v〉 =
2
i
〈v, [D , D0]v〉+ 4 Im〈Dv, (βm + iα · F − λ)v〉
= 2〈v,D0v〉+ 4Re〈Dv,α · F v〉, (3.12)
where F =∇ϕ. Using (3.7) and the identity
(α · S)(α · T ) = S · T + iΣ(S,T ), S, T ∈ Cn, (3.13)
where Σ(S,T ) = ΣjkSjTk, with the matrices Σjk = 12i [α
j , αk] hermitian for each j, k, we have
D0(D
ϕ
m − λ) = −∆+D0βm+ (α ·∇) ◦ (α · F )− λD0
= −∆+mD0β + F · ∇+∆ϕ+ iΣ(∇,F )− λD0.
But Re〈v,D0βv〉 = 0 (due to {D0, β} = 0), 2Re〈v,F ·∇v〉 = −〈v,∆ϕv〉, and
Σ(∇,F ) = Σjk∂j ◦ ϕk = Σjkϕjk +Σjkϕk∂j = −Σkjϕk∂j = −Σ(F ,∇),
hence
2Re〈D0v, (Dϕm − λ)v〉 = 2‖∇v‖2 + 〈v,∆ϕv〉 − 2i〈v,Σ(F ,∇)v〉 − 2λ〈v,D0v〉. (3.14)
The last term is inconvenient as, due to the factor λ, it cannot be controlled properly and uniformly in λ. Adding (3.12)
(multiplied by λ) to (3.14), to get rid of 2λ〈v,D0v〉, we obtain
2Re〈D0v, (Dϕm − λ)v〉 + 4λ Im〈Dv, (Dϕm − λ)v〉
= 2‖∇v‖2 + 〈v, (∆ϕ− 2iΣ(F ,∇))v〉+ 4λRe〈Dv,α · F v〉; (3.15)
see (3.10). Now we eliminate the inconvenient term 4λRe〈Dv,α ·F v〉. Recalling that [D , D0] = iD0, we derive the
identity
{D ,α · F }D0 = {D ,α · FD0}+α · F [D , D0]
= {D ,α · FD0}+ iα · FD0 = {D + i
2
,α · FD0}
= {D + i
2
, (α · F )(−iα ·∇)} = −i{D + i
2
,F ·∇}+ {D + i
2
,Σ(F ,∇)},
where in the last line we used (3.13). The above relation leads to
2Re{D ,α · F }D0 = Im{2D + i,F ·∇}+Re{2D + i,Σ(F ,∇)} = Im{2D + i,F ·∇}+ 2iΣ(F ,∇), (3.16)
where we used the identity Re{D ,Σ(F ,∇)} = 0. The first term in the right-hand side of (3.16) can be written as
Im{2D + i,F ·∇} = −i(DF ·∇+ F ◦∇D +∇ ◦ FD + DF ·∇+ iF ·∇− i∇ ◦ F )
= −i{D , {F ,∇}} −∆ϕ = 2 Im(D{F ,∇})−∆ϕ = −2Re(∇ ◦ x{F ,∇})−∆ϕ
= −4Re(∇ ◦ xF ·∇)− 2Re(∇ ◦ x∆ϕ) −∆ϕ. (3.17)
From (3.16) and (3.17) we obtain
2Re{D ,α∇ϕ}D0 = −4Re(∇ ◦ xF ·∇)− 2Re(∇ ◦ x∆ϕ) −∆ϕ+ 2iΣ(F ,∇),
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2Re〈{D ,α · F }v, (Dϕm − λ)v〉
= 2Re〈{D ,α · F }v,D0v〉+ 2Re〈{D ,α · F }v, iα · F v〉 − 2λRe〈{D ,α · F }v, v〉 (3.18)
= 4Re〈Xˆv,F ·∇v〉+ 2Re〈Xˆv,∆ϕv〉 − 〈v, (∆ϕ− 2iΣ(F ,∇))v〉 + 〈v, Xˆ(F )2v〉 − 4λRe〈Dv,α · F v〉.
Above, we used the identity
2Re〈{D ,α · F }v, iα · F v〉 = 〈v, ({D ,α · F }iα · F − iα · F {D ,α · F })v〉 = 〈v, Xˆ(F )2v〉.
Adding (3.15) and (3.18) yields (3.11).
The following lemma parallels [BG87, Lemma 6] with explicit constants.
Lemma 3.4. Let n ∈ N, ρ > 0. Let ϕ ∈ C2([ρ,+∞)) with ϕ′ > 0, and let us define Z ∈ C([ρ,+∞)) by
Z(r) = 2
(
λ2 −m2 + ϕ′2 + 2rϕ′ϕ′′ − (n− 1)ϕ′′ − (n− 1)
2ϕ′
r
− rϕ
′′2
ϕ′
)
−4
(
(2n− 1)(|λ|+ ϕ′) +m+ 2r|ϕ′′|
µ
)2
. (3.19)
Then for any v ∈ H1comp(Rn,CN ) one has
‖∇v‖2 + 2‖(rϕ′)1/2∂rv‖2 +
〈
v, Zv
〉 ≤ ‖µ(Dϕm − λ)v‖2, (3.20)
and for any u ∈ H1comp(Rn,CN ) one has
‖∇(eϕu)‖2 + 2‖(rϕ′)1/2∂r(eϕu)‖2 +
〈
eϕu, Zeϕu
〉 ≤ ‖µeϕ(Dm − λ)u‖2. (3.21)
Above, ϕ, µ, and Z (see (3.1), (3.19)) are considered as functions of r = |x|.
Proof. Denote αˆ = r−1α · x, where r = |x|. We subtract (3.8) from (3.11) with the aid of the identity
{D ,α · F } = {−iXˆ − in
2
, αˆϕ′} = −2iαˆϕ′Xˆ − iαˆrϕ′′ − inαˆϕ′,
arriving at
2Re
〈[
D0 + 2iλD + {D ,α · F } − 1
2
(Dm − iα · F + λ)
]
v, (Dϕm − λ)v
〉
= 2Re
〈[
− i
2
α ·∇+ 2(λ− iαˆϕ′)Xˆ + (n− 1
2
)λ− m
2
β − i(n− 1
2
)αˆϕ′ − iαˆrϕ′′
]
v, (Dϕm − λ)v
〉
= ‖∇v‖2 + 4Re〈Xˆv, ϕ
′
r
Xˆv〉+ 2Re〈Xˆv,∆ϕv〉+
〈
v,
[
λ2 −m2 + ϕ′2 + 2rϕ′ϕ′′
]
v
〉
. (3.22)
Since
2Re
〈
Xˆv,
ϕ′
r
v
〉
=
〈
Xˆv,
ϕ′
r
v
〉
+
〈
v,
ϕ′
r
Xˆv
〉
=
〈
v,
(
− Xˆ ◦ ϕ
′
r
− nϕ
′
r
+
ϕ′
r
Xˆ
)
v
〉
= −
〈
v,
[
ϕ′′ + (n− 1)ϕ
′
r
]
v
〉
,
which is valid for v ∈ H1comp(Ωρ,CN ) with ρ > 0, we have
2Re〈Xˆv,∆ϕv〉 = 2Re〈Xˆv, ϕ′′v〉 −
〈
v,
[
(n− 1)ϕ′′ + (n− 1)2ϕ
′
r
]
v
〉
.
We use the above relation to rewrite (3.22) as
Re
〈[
− iα ·∇+ 4(λ− iαˆϕ′)Xˆ + (2n− 1)(λ− iαˆϕ′)− βm− 2iαˆrϕ′′
]
v, (Dϕm − λ)v
〉
= ‖∇v‖2 + 4‖(ϕ
′
r
)
1
2 Xˆv‖2 + 2Re〈Xˆv, ϕ′′v〉+
〈
v,
[
λ2 −m2 + ϕ′2 + 2rϕ′ϕ′′ − (n− 1)ϕ′′ − (n− 1)2ϕ
′
r
]
v
〉
.
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For any positive continuous function µ(r), the above relation yields the following inequality:
1
2
∥∥∥ 1
µ
[− iα ·∇+ 4(λ− iαˆϕ′)Xˆ + (2n− 1)(λ− iαˆϕ′)− βm− 2iαˆrϕ′′]v∥∥∥2 + ‖µ(Dϕm − λ)v‖2
2
(3.23)
≥ ‖∇v‖2 + 3‖(ϕ′
r
) 1
2 Xˆv‖2 − ‖( r
ϕ′
) 1
2ϕ′′v‖2 +
〈
v,
[
λ2 −m2 + ϕ′2 + 2rϕ′ϕ′′ − (n− 1)ϕ′′ − (n− 1)2ϕ
′
r
]
v
〉
.
Since 12 (a+ b+ c+ d)
2 ≤ 2(a2 + b2 + c2 + d2), (3.23) leads to
2
(∥∥∥α·∇u
µ
∥∥∥2 + ∥∥∥4λXˆu
µ
∥∥∥2 + ∥∥∥4αˆϕ′Xˆu
µ
∥∥∥2 + ∥∥∥ [(2n− 1)(|λ|+ ϕ′) +m+ 2r|ϕ′′|]v
µ
∥∥∥2)+ ‖µ(Dϕm − λ)v‖2
2
≥ ‖∇v‖2 + 3‖(ϕ′
r
) 1
2 Xˆv‖2 − ‖( r
ϕ′
) 1
2ϕ′′v‖2 +
〈
v,
[
λ2 −m2 + ϕ′2 + 2rϕ′ϕ′′ − (n− 1)ϕ′′ − (n− 1)2ϕ
′
r
]
v
〉
.
(3.24)
To eliminate the first three terms from the left-hand side of (3.24) (with the help of the first two terms from the
right-hand side), we require that µ(r) be such that
2
(∥∥∥α ·∇v
µ
∥∥∥2 + ∥∥∥4λXˆv
µ
∥∥∥2
)
≤ 1
2
‖∇v‖2, (3.25)
∥∥∥4αˆϕ′Xˆv
µ
∥∥∥2 ≤ ∥∥∥(ϕ′
r
)
1
2 Xˆv
∥∥∥2, (3.26)
where
‖∇v‖ :=
( n∑
=1
‖∂v‖2
) 1
2
.
Since ∥∥∥α ·∇v
µ
∥∥∥2 ≤ ( n∑
=1
∥∥∥∂v
µ
∥∥∥)2 ≤ n n∑
=1
∥∥∥∂v
µ
∥∥∥2 =: n∥∥∥∇v
µ
∥∥∥2,
while Xˆv = r∂rv, resulting in
‖Xˆv‖CN ≤ r‖∇v‖CN , ∀v ∈ C1(Rn,CN), (3.27)
we see that (3.25) will hold whenever
2
(
n+ (4λr)2
µ2
)
≤ 1
2
,
µ(r)2 ≥ 4n+ 64λ2 + r2. (3.28)
To satisfy (3.26), again in view of (3.27), it is enough to have
32
rϕ′
µ(r)2
≤ 1. (3.29)
To comply with both (3.28) and (3.29), it is enough to require that
µ(r) ≥ 2
(
n+ 16λ2r2 + 8rϕ′
)1/2
. (3.30)
Taking into account (3.25) and (3.26), the inequality (3.24) yields
2
∥∥∥ 1
µ
[
(2n− 1)(|λ|+ ϕ′) +m+ 2r|ϕ′′|
]
v
∥∥∥2 + ‖µ(Dϕm − λ)v‖2
2
≥ 1
2
‖∇v‖2 + ‖(ϕ′
r
)1/2
Xˆv‖2 +
〈
v,
[
λ2 −m2 + ϕ′2 + 2rϕ′ϕ′′ − (n− 1)ϕ′′ − (n− 1)2ϕ
′
r
− rϕ
′′2
ϕ′
]
v
〉
,
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hence
‖µ(Dϕm − λ)v‖2 ≥ ‖∇v‖2 + 2‖(rϕ′)1/2∂rv‖2
+2
〈
v,
[
λ2 −m2 + ϕ′2 + 2rϕ′ϕ′′ − (n− 1)ϕ′′ − (n− 1)
2ϕ′
r
− rϕ
′′2
ϕ′
]
v
〉
−4
〈
v,
[
(2n− 1)(|λ|+ ϕ′) +m+ 2r|ϕ′′|
µ
]2
v
〉
,
and (3.20) follows.
For u ∈ H1comp(Ωρ,CN ), substituting v = eϕu into (3.20) and using the identity Dϕm(eϕu) = eϕDmu (cf. (3.7)),
we also have
‖∇(eϕu)‖2 + 2‖(rϕ′)1/2∂r(eϕu)‖2 + 〈eϕu, Zeϕu〉 ≤ ‖µeϕ(Dm − λ)u‖2 (3.31)
for any u ∈ H1comp(Ωρ,CN ), proving (3.21).
Lemma 3.5. For any ϕ ∈ Cλ(M,N , ρ, ν) there is R0 = R0(ϕ) ≥ ρ, R0 < ∞, such that for any r ≥ R0 the
following inequality is satisfied:
Z(r) ≥ λ2 −m2 + ϕ′(r)2 + 2rϕ′(r)ϕ′′(r), (3.32)
with Z(r) defined in (3.19). If additionally
ϕ′′(r) ≥ −ϕ
′(r)
4r
, r ≥ ρ, (3.33)
then
R0 = R0(M,ρ,m, n, λ), (3.34)
independent of N > 0 and ν, and it can be chosen uniformly in ϕ ∈ Cλ(M,N , ρ, ν).
Proof. As follows from the definition (3.19), we need to satisfy the following inequality:
2(n− 1)|ϕ′′(r)| + (n− 1)2 ϕ′(r)r + rϕ
′′(r)2
ϕ′(r) + 4
[
(2n−1)(|λ|+ϕ′(r))+m+2r|ϕ′′(r)|
µ
]2
≤ λ2 −m2 + ϕ′(r)2 + 2rϕ′(r)ϕ′′(r). (3.35)
Taking into account the bound r|ϕ′′| ≤ Mϕ′ as long as r ≥ ρ (cf. Definition 2.6) and simplifying some coefficients,
we see that the inequality (3.35) will follow from
2(M + n)2
ϕ′
r
+ 4
[
2 (n|λ|+m+ (M + n)ϕ′)
µ
]2
≤ λ2 −m2 + ϕ′2 + 2rϕ′ϕ′′.
Taking into account the bound µ ≥ 8|λ|r which follows from (3.1), we see that it suffices to satisfy the inequality
2(M + n)2
ϕ′
r
+
(
n|λ|+m+ (M + n)ϕ′)2
4λ2r2
≤ λ2 −m2 + ϕ′2 + 2rϕ′ϕ′′. (3.36)
First we consider the case when ϕ′ is bounded. Using the bound
λ2 −m2 + ϕ′2 + 2rϕ′ϕ′′ ≥ ν, ∀r ≥ ρ,
we see that we will have (3.36) satisfied for r ≥ R as long as
2
(M + n)2
r
sup
r≥R
ϕ′(r) +
(
n|λ|+m+ (M + n) supr≥R ϕ′(r)
)2
4λ2r2
≤ ν. (3.37)
Thus, (3.35) is satisfied for r ≥ R0(ϕ) with R0(ϕ) = C supr≥ρ ϕ′(r) as long as the constant C > 0 is large enough.
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Now let us consider the case rϕ′′ ≥ −ϕ′/4; this case includes the situation when limr→∞ ϕ′(r) = +∞. Due to
this bound from below on rϕ′′, (3.36) will be satisfied if we provide
2(M + n)2
ϕ′
r
+
(
n|λ|+m+ (M + n)ϕ′)2
4λ2r2
≤ λ
2 −m2 + ϕ′2
2
. (3.38)
The above inequality will be satisfied for all ϕ′ ≥ 0 as long as r is large enough to ensure that all the roots of the
polynomial function
ζ 7→ λ
2 −m2 + ζ2
2
− 2(M + n)2 ζ
r
−
(
n|λ|+m+ (M + n)ζ)2
4λ2r2
are negative. One can see that the lower bound on r only depends on M , m, n, and |λ|. Note that one needs
|λ| > m.
Lemma 3.6. Let ϕ ∈ Cλ(M,N , ρ, ν) and let R0 = R0(ϕ) be as in Lemma 3.5.
1. Then there is the following inequality for any u ∈ H1comp(ΩR0 ,CN):
‖∇(eϕu)‖2 + 2‖(rϕ′)1/2∂r(eϕu)‖2 + ‖γeϕu‖2 ≤ ‖µeϕ(Dm − λ)u‖2, (3.39)
with µ and γ defined in (3.1), (3.2).
2. Let V ∈ B (H1comp(Ωρ,CN ), L2(Ωρ,CN )) be a multiplication operator and assume that there are κ ∈ [0, 1)
and R1 = R1(ϕ, V ) <∞ such that
‖µV v‖ ≤ κ (‖∇v‖2 + ‖γv‖2)1/2 , ∀v ∈ H1comp(ΩR1 ,CN ). (3.40)
Then
(1 − κ)
(
‖∇(eϕu)‖2 + 2‖(rϕ′)1/2∂r(eϕu)‖2 + ‖γeϕu‖2
)1/2
≤ ‖µeϕ(Dm + V − λ)u‖, (3.41)
for any u ∈ H1comp(ΩR,CN ) with R = max(R0(ϕ), R1(ϕ, V )).
Proof. The proof of Lemma 3.6 (1) readily follows from Lemma 3.4 and Lemma 3.5.
To prove Lemma 3.6 (2), we apply the assumption (3.40) (where we take v = eϕu ∈ H1comp(ΩR,CN ), with
R = max(R0, R1)) to the inequality (3.39), obtaining
(1− κ)
(
‖∇(eϕu)‖2 + 2‖(rϕ′) 12 ∂r(eϕu)‖2 + ‖γeϕu‖2
) 1
2 ≤ ‖µeϕ(Dm + V − λ)u‖.
This proves (3.41).
Remark 3.7. At this point, we need to mention how Theorem 2.7 is proved. For the functions u± = Π±u, with
Π± =
1
2
(1∓ iJ) (3.42)
the projections onto eigenspaces of J corresponding to ±i ∈ σ(J), we obtain from Lemma 3.6 (1) the following
inequalities:
‖eϕ∇u+‖2 + 2‖(rϕ′)1/2u+‖+ ‖γ+eϕu+‖2 ≤ ‖µ+eϕ((Dm − ω) + iλ)u+‖2,
‖eϕ∇u−‖2 + 2‖(rϕ′)1/2u−‖+ ‖γ−eϕu−‖2 ≤ ‖µ−eϕ((Dm − ω)− iλ)u−‖2,
with appropriate expressions for µ± and γ± (with |λ| ± |ω| > m in place of λ), and, since Π± are self-adjoint, we
may add up the above inequalities, arriving at
‖eϕ∇u‖2 + 2‖(rϕ′)1/2u‖+ ‖min
±
(γ±)eϕu‖2 ≤ ‖max± (µ±)e
ϕ(J(Dm − ω)− λ)u‖2.
Introducing V into the estimates for Dm and for J(Dm − ω) is done verbatim.
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Let us extend (3.21) to u ∈ H10 (Ωρ,CN ) which are no longer compactly supported.
Lemma 3.8. Let ϕ ∈ Cλ(M,N , ρ, ν).
1. Let R0 = R0(ϕ) ≥ ρ be as in Lemma 3.5, so that (3.32) is satisfied for r ≥ R0. Then, for any u ∈
H10 (ΩR0 ,C
N), one has:
‖∇(eϕu)‖2 + 2‖(rϕ′)1/2∂r(eϕu)‖2 + ‖γeϕu‖2 ≤ ‖µeϕ(Dm − λ)u‖2. (3.43)
2. Let V ∈ Lnloc(Rn, End (CN )) and assume that there are κ ∈ [0, 1) and R1 = R1(ϕ, V ) < ∞, R1 ≥ ρ such
that for any v ∈ H10 (ΩR1 ,CN ) one has
‖µV v‖ ≤ κ (‖∇v‖2 + ‖γv‖2)1/2 . (3.44)
If V = 0, then we set R1(ϕ, 0) = ρ. Then for any u ∈ H10 (ΩR,CN ) with R = max(R0(ϕ), R1(ϕ, V )), one
has
(1 − κ)
(
‖∇(eϕu)‖2 + 2‖(rϕ′)1/2∂r(eϕu)‖2 + ‖γeϕu‖2
)1/2
≤ ‖µeϕ(Dm + V − λ)u‖, (3.45)
Remark 3.9. It is enough to assume that (3.44) takes place for v ∈ H1comp(ΩR1 ,CN ), since the latter implies (3.44)
for v ∈ H10 (ΩR1 ,CN ) using ideas of Step 0 of the proof below.
Proof. We will prove Lemma 3.8 (2); then Lemma 3.8 (1) will follow as well.
Step 0. First, we consider the case when ϕ(r) is bounded. Let η ∈ C∞comp([−2, 2]), 0 ≤ η ≤ 1, η|[−1,1] ≡ 1, and
define ηj(x) = η(x/j). Let u ∈ H1(Rn,CN) with suppu ⊂ ΩR, and define
uj = ηju ∈ H1comp(ΩR,CN).
Applying Lemma 3.6 (2) to uj , we have
(1− κ)
(
‖∇(eϕuj)‖2 + 2‖(rϕ′)1/2∂r(eϕuj)‖2 + ‖γeϕuj‖2
)1/2
≤ ‖µeϕ(Dm + V − λ)uj‖.
Using the identities
∇(eϕuj) = ηj∇(e
ϕu) + eϕu∇ηj,
(Dm + V − λ)uj = ηj(Dm + V − λ)u− i(α ·∇ηj)u,
one has
(1− κ)
(
(‖ηj∇(eϕu)‖ − ‖eϕu∇ηj‖)2 + 2
(‖ηj(rϕ′)1/2∂r(eϕu)‖ − ‖(rϕ′)1/2eϕu∂rηj‖)2 + ‖γeϕuηj‖2)1/2
≤ ‖µeϕηj(Dm + V − λ)u‖ + ‖µeϕ(α ·∇ηj)u‖. (3.46)
We claim that
lim
j→∞
‖eϕu∇ηj‖ = 0, lim
j→∞
‖(rϕ′)1/2eϕu∂rηj‖ = 0, (3.47)
lim
j→∞
‖µeϕ(α ·∇ηj)u‖ = 0. (3.48)
Let us prove the inequality (3.48). According to our assumptions, u is in L2 and ϕ is bounded, hence eϕu ∈ L2 and
limj→∞ ‖χ[j,2j](|x|)eϕu‖L2 = 0, while
‖µ∇ηj‖L∞ ≤ ‖∇ηj‖L∞‖χ[−2j,2j]µ‖L∞ = 1
j
‖∇η‖L∞‖χ[−2j,2j]µ‖L∞ (3.49)
20
is bounded since µ(r) = O(〈r〉) (cf. (3.1)), due to ϕ assumed bounded, so that ϕ′ → 0 as r → ∞. The proof of the
second inequality in (3.47) is the same since (rϕ′)1/2 ≤ (N r2)1/2 = O(〈r〉), while the proof of the first inequality is
slightly simpler since there is no linearly growing factor.
Taking into account (3.47), (3.48) and applying the Fatou lemma to ‖ηj∇(eϕu)‖, ‖γeϕuηj‖, and ‖µeϕηj(Dm+V −
λ)u‖, we conclude from (3.46) that, as we stated,
(1− κ)
(
‖∇(eϕu)‖2 + 2‖(rϕ′)1/2∂r(eϕu)‖2 + ‖γeϕu‖2
)1/2
≤ ‖µeϕ(Dm + V − λ)u‖. (3.50)
Unbounded ϕ are considered precisely as in [BG87, Theorem 3], which closely follows the approach of [ABG82].
We assume that ϕ0 := ϕ ∈ Cλ(M,N , ρ, ν), for some M, N , ρ ≥ 1 and ν > 0. Without loss of generality, we also
assume that ϕ0(1) = 0. Below we will consider sequences (ϕǫ)ǫ>0 converging pointwise to ϕ0 from below.
Step 1. Let us assume that ϕ ∈ Cλ(M,N , ρ, ν) is unbounded but that ϕ′ → 0 as r → ∞. We approximate ϕ0 = ϕ
by ϕǫ ∈ C2(R+), ǫ ∈ (0, 1):
ϕǫ(r) =
∫ r
1
ϕ′0(t)
1 + ǫt2
dt.
Then, for r ≥ ρ, the functions ϕǫ are monotonically increasing, satisfy supr≥0 ϕǫ(r) <∞, and
ϕǫ(r) ր ϕ0(r), ϕ′ǫ(r)ր ϕ′0(r), ϕ′′ǫ (r)→ ϕ′′0 (r), r ≥ ρ. (3.51)
To reduce the argument to Step 0 (based on Lemma 3.6 (2)), we need to check that the inequality (3.32) in Lemma 3.5
is satisfied by ϕǫ and the corresponding Zǫ (given by (3.19) with ϕǫ instead of ϕ) for r ≥ R0 = R0(ϕ) as long as
ǫ > 0 is sufficiently small. Since
0 < ϕ′ǫ(r) =
ϕ′0(r)
1 + ǫr2
< ϕ′0(r) ≤ N r, r ≥ ρ, (3.52)
one has ϕ′′ǫ (r) =
ϕ′′0 (r)
1+ǫr2 − 2ϕ
′
0(r)
r
ǫr2
(1+ǫr2)2 and hence
ϕ′′ǫ (r)
ϕ′ǫ(r)
=
ϕ′′0 (r)
ϕ′0(r)
− 2
r
ǫr2
1 + ǫr2
,
∣∣∣∣rϕ′′ǫ (r)ϕ′ǫ(r)
∣∣∣∣ ≤
∣∣∣∣rϕ′′0 (r)ϕ′0(r)
∣∣∣∣+ 2 ≤M + 2. (3.53)
We claim that for any s < 1 arbitrarily close to 1 there exists ǫ0 = ǫ0(s) ∈ (0, 1) such that
ϕǫ ∈ Cλ(M + 2,N , R0, sν), ∀ǫ ∈ (0, ǫ0); (3.54)
according to Definition 2.6, we are left to verify that
λ2 −m2 + ϕ′2 + 2rϕ′ϕ′′ ≥ sν, r ≥ R0. (3.55)
Define
νǫ = inf
r>ρ
(
λ2 −m2 + ϕ′ǫ(r)2 + 2rϕ′ǫ(r)ϕ′′ǫ (r)
)
. (3.56)
Since
2rϕ′ǫϕ
′′
ǫ =
2rϕ′0ϕ
′′
0 (r)
(1 + ǫr2)2
− 4ǫr
2ϕ′0(r)
2
(1 + ǫr2)3
,
one has
ϕ′ǫ(r)
2 + 2rϕ′ǫ(r)ϕ
′′
ǫ (r) − ϕ′0(r)2 − 2rϕ′0(r)ϕ′′0 (r) =
( 1
(1 + ǫr2)2
− 1
)(
ϕ′0(r)
2 + 2rϕ′0ϕ
′′
0(r)
) − 4ǫr2ϕ′0(r)2
(1 + ǫr2)3
.
(3.57)
Due to 2r|ϕ′′0 (r)| ≤Mϕ′0(r) and ϕ′0(r) → 0 as r →∞, the absolute value of the right-hand side of (3.57) goes to zero
as r →∞ uniformly in ǫ ∈ (0, 1). Therefore, for any fixed s ∈ (0, 1), we may choose some finite R∗ = R∗(s) ≥ R0
(with R0 = R0(ϕ) from Lemma 3.5) large enough so that the right-hand side of (3.57) is smaller than sν for r ≥ R∗,
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ǫ ∈ (0, 1), while the left-hand side of (3.36) (with ϕǫ instead of ϕ and with M + 2 instead of M ) is smaller than
(1 − s)ν. Then for ǫ ∈ (0, 1) the functions ϕǫ will satisfy (3.36) (with M + 2 instead of M ) and hence (3.32) for
r ≥ R∗.
At the same time, the convergences (3.51) are uniform on the interval r ∈ [R0, R∗]. Since ϕ satisfies the inequality
(3.32) for r ≥ R0, there is ǫ0 = ǫ0(s) ∈ (0, 1) sufficiently small so that the functions ϕǫ with ǫ ∈ (0, ǫ0) satisfy
Zǫ(r) ≥ s
(
λ2 −m2 + ϕ′ǫ(r)2 + 2rϕ′ǫ(r)ϕ′′ǫ (r)
)
, r ∈ [R0, R∗], (3.58)
where Zǫ is defined by (3.19) with ϕǫ instead of ϕ, while νǫ defined in (3.56) will satisfy
νǫ > sν, ∀ǫ ∈ (0, ǫ0). (3.59)
Together with (3.52) and (3.53), this leads to the desired inclusion (3.54) and to the inequality (3.58) satisfied for all
r ≥ R0 = R0(ϕ).
The previous argument shows that there is ǫ0 ∈ (0, 1) so that for any ǫ ∈ (0, ǫ0),∣∣ϕ′ǫ(r)2 + 2rϕ′ǫ(r)ϕ′′ǫ (r) − ϕ′0(r)2 − 2rϕ′0(r)ϕ′′0 (r)∣∣ ≤ (1− s)ν, r ≥ R0. (3.60)
Then notice that since (3.44) is satisfied for ϕ0, one has
‖µǫV v‖ ≤ ‖µV v‖ ≤ κ
(‖∇v‖2 + ‖γv‖2)1/2 , ∀v ∈ H10 (ΩR1 ,CN ), (3.61)
where µǫ is the expression µ in (3.1) for ϕǫ and R1 = R1(ϕ, V ).
Due to (3.61), we deduce that for all ǫ ∈ (0, ǫ0) and v ∈ H10 (ΩR1 ,CN ), one has
‖µǫV v‖ ≤ κmax
{
1,
∥∥∥ γ
γǫ
∥∥∥
L∞(supp v)
}(‖∇v‖2 + ‖γǫv‖2)1/2 , (3.62)
where γǫ is defined by the expression (3.2) with ϕǫ in place of ϕ. We notice that, in view of (3.56), (3.59), and (3.60),
for ǫ ∈ (0, ǫ0),
max
{
1,
∣∣∣∣ γγǫ
∣∣∣∣
}
≤ max
{
1,
γ2
γ2ǫ
}
≤ 1 + |γ
2 − γ2ǫ |
γ2ǫ
≤ 1 + (1− s)ν
sν
=
1
s
, r ≥ R0,
hence (3.62) yields
‖µǫV v‖ ≤ κ
s
(‖∇v‖2 + ‖γǫv‖2)1/2 , ∀v ∈ H10 (ΩR,CN ),
with R = max(R0(ϕ), R1(ϕ, V )). Due to this bound, (3.50) yields the inequality(
1− κ
s
)(
‖∇(eϕǫu)‖2 + 2‖(rϕ′ǫ)1/2∂r(eϕǫu)‖2 + ‖γeϕǫu‖2
)1/2
≤ ‖µeϕǫ(Dm + V − λ)u‖, (3.63)
valid for any ǫ ∈ (0, ǫ0) and any u ∈ H10 (ΩR,CN ).
By the Fatou lemma applied to the left-hand side of (3.63) (where we use the decomposition ∇(eϕǫu) = eϕǫ∇u +
eϕǫ(∇ϕǫ)u) and the dominated convergence theorem applied to the right-hand side, the same inequality (3.63) holds
for ϕ0 = ϕ instead of ϕǫ. Since s ∈ (0, 1) could be chosen arbitrarily close to 1, we also have
(1− κ)
(
‖∇(eϕu)‖2 + 2‖(rϕ′)1/2∂r(eϕu)‖2 + ‖γeϕu‖2
)1/2
≤ ‖µeϕ(Dm + V − λ)u‖, (3.64)
for any u ∈ H10 (ΩR,CN ).
Step 2. Assume that ϕ ∈ Cλ(M,N , ρ, ν) is such that ϕ′ is bounded at infinity. Let R0 = R0(ϕ) ≥ ρ, R0 < ∞ be
as in Lemma 3.5, so that ϕ satisfies the inequality (3.32) for r ≥ R0. (Since ϕ′ is bounded, such R0 exists by (3.37).)
We approximate ϕ0 := ϕ by ϕǫ ∈ C2(R+), ǫ ∈ (0, 1/4), as follows:
ϕǫ(r) = ϕ0(r
1−ǫ).
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Since ϕ0(r) is increasing and ρ ≥ 1, for each ǫ ∈ (0, 1/4) and r ≥ ρ we have: ϕǫ(r) ≤ ϕ0(r), ϕ′ǫ(r) > 0,
limr→∞ ϕ′ǫ(r) = 0, ϕǫ(r)ր ϕ0(r), ϕ′ǫ(r)→ ϕ′0(r). Thus,
0 < ϕ′ǫ(r) = (1− ǫ)r−ǫϕ′0(r1−ǫ) ≤ (1 − ǫ)r−ǫN r1−ǫ ≤ N r,
ϕ′′ǫ (r) = (1− ǫ)2r−2ǫϕ′′0 (r1−ǫ)− ǫ(1− ǫ)r−ǫ−1ϕ′0(r1−ǫ),
ϕ′′ǫ (r)
ϕ′ǫ(r)
= (1− ǫ)r−ǫϕ
′′
0(r
1−ǫ)
ϕ′0(r1−ǫ)
− ǫr−1,
∣∣∣∣rϕ′′ǫ (r)ϕ′ǫ(r)
∣∣∣∣ ≤ (1− ǫ)
∣∣∣∣r1−ǫϕ′′0 (r1−ǫ)ϕ′0(r1−ǫ)
∣∣∣∣+ ǫ ≤M.
In the last inequality, we took into account that M ≥ 1.
From the identity
ϕ′ǫ(r)
2 + 2rϕ′ǫ(r)ϕ
′′
ǫ (r)
= (1− ǫ)2(1 − 2ǫ)r−2ǫ(ϕ′0(r1−ǫ))2 + 2r(1− ǫ)3r−3ǫϕ′0(r1−ǫ)ϕ′′0 (r1−ǫ)
= (1− ǫ)2(1 − 2ǫ)r−2ǫ [(ϕ′0(r1−ǫ))2 + 2rϕ′0(r1−ǫ)ϕ′′0 (r1−ǫ)]
+
[
(1 − ǫ)3r−3ǫ − (1− ǫ)2(1 − 2ǫ)r−2ǫ] 2rϕ′0(r1−ǫ)ϕ′′0 (r1−ǫ)
we deduce as in the previous step that for any s ∈ (0, 1) there is ǫ0 = ǫ0(s) ∈ (0, 1/4) such that for ǫ ∈ (0, ǫ0) one
has ϕǫ ∈ Cλ(M,N , R0(ϕ), smin{ν, λ2 −m2}). We also deduce that γǫ converges uniformly to γ0.
Now we consider the term
µǫ(r) = 2
(
n+ 16λ2r2 + 8rϕ′ǫ
)1/2
,
rewritten as
µǫ(r) = 2rρǫ(r),
with
ρǫ(r) =
( n
r2
+ 16λ2 + 8
ϕ′ǫ
r
)1/2
.
Due to the local uniform convergence of ϕ′ǫ to ϕ′0 = ϕ, ρǫ converges locally uniformly to ρ0. Since ϕ′ǫ is bounded at
infinity uniformly in ǫ, ρǫ − ρ0 is small at infinity uniformly in ǫ. Hence ρǫ − ρ0 is smaller than ρ0 (which is bounded
from below by 4|λ|) multiplied by an arbitrarily small constant, uniformly in ǫ. We thus obtain from (3.44) that for
any κ′ ∈ (0, κ) there exists ǫ1 = ǫ1(s, κ′) ∈ (0, ǫ0(s)) such that, for any ǫ ∈ (0, ǫ1) and v ∈ H10 (ΩR,CN ), with
R = max(R0(ϕ), R1(ϕ, V )), one has
‖µǫV v‖ ≤ κ
(‖∇v‖2 + ‖γv‖2)1/2 ≤ κ′ (‖∇v‖2 + ‖γǫv‖2)1/2 .
This allows to conclude as in the previous step (using the previous step instead of Step 0), proving that
(1− κ′)
(
‖∇(eϕǫu)‖2 + 2‖(rϕ′ǫ)1/2∂r(eϕǫu)‖2 + ‖γeϕǫu‖2
)1/2
≤ ‖µeϕǫ(Dm + V − λ)u‖,
with R = max(R0(ϕ), R1(ϕ, V )) independent of ǫ ∈ (0, ǫ1). Using the same reasoning as above, we conclude that
this inequality is also satisfied by ϕ0 = ϕ. Finally, since κ′ . κ could be chosen arbitrarily close to κ, we also have
(1− κ)
(
‖∇(eϕu)‖2 + 2‖(rϕ′)1/2∂r(eϕu)‖2 + ‖γeϕu‖2
) 1
2 ≤ ‖µeϕ(Dm + V − λ)u‖.
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Step 3. Assume that ϕ ∈ Cλ(M,N , ρ, ν) is such that ϕ′ is unbounded at infinity (this implies that ϕ′′ ≥ 0). It follows
from Lemma 3.5 that there is R0 = R0(M,ρ,m, n, λ), R0 ≥ ρ, such that ϕ satisfies the inequality (3.32) for r ≥ R0.
We approximate ϕ0 := ϕ by ϕǫ ∈ C2(R+), ǫ ∈ (0, 1):
ϕǫ(r) =
∫ r
1
ϕ′0(t)
1 + ǫϕ′0(t)
dt.
Then ϕǫ are monotonically increasing, satisfy supr≥0 ϕ′ǫ(r) < ∞, and, for each r ≥ ρ, ϕǫ(r) ր ϕ0(r), ϕ′ǫ(r) ր
ϕ′0(r). Moreover, for r ≥ ρ, the following inequalities hold:
0 < ϕ′ǫ(r) =
ϕ′0(r)
1 + ǫϕ′0(r)
≤ N r,
ϕ′′ǫ (r) =
ϕ′′0 (r)
1 + ǫϕ′0(r)
− ǫϕ
′
0(r)ϕ
′′
0 (r)
(1 + ǫϕ′0(r))2
=
ϕ′′0 (r)
(1 + ǫϕ′0(r))2
≥ 0,
ϕ′′ǫ (r)
ϕ′ǫ(r)
=
ϕ′′0 (r)
ϕ′0(r)
1
1 + ǫϕ′0(r)
,
∣∣∣∣rϕ′′ǫ (r)ϕ′ǫ(r)
∣∣∣∣ ≤M.
One has
(ϕ′ǫ(r))
2 + 2rϕ′ǫ(r)ϕ
′′
ǫ (r) =
ϕ′0(r)
2 + 2rϕ′0(r)ϕ
′′
0 (r)
(1 + ǫϕ′0(r))3
+
ǫϕ′0(r)
3
(1 + ǫϕ′0(r))3
;
in the case ǫϕ′ < 21/3 − 1, one concludes that
λ2 −m2 + (ϕ′ǫ(r))2 + 2rϕ′ǫ(r)ϕ′′ǫ (r) ≥ λ2 −m2 +
ν − (λ2 −m2)
2
≥ λ
2 −m2 + ν
2
,
while in the case ǫϕ′ ≥ 21/3 − 1, one deduces
λ2 −m2 + (ϕ′ǫ(r))2 + 2rϕ′ǫ(r)ϕ′′ǫ (r) ≥ λ2 −m2 −
|ν − (λ2 −m2)|
2
+
(2
1
3 − 1)3
2ǫ2
,
which is also larger than λ
2−m2+ν
2 provided that ǫ ∈ (0, ǫ0) with ǫ0 ∈ (0, 1) sufficiently small. One concludes that
ϕǫ ∈ Cλ(M,N , ρ, λ2−m2+ν2 ) for all ǫ ∈ (0, ǫ0) and uses the result and the ideas from the previous step to prove the
inequality
(1−κ)
(
‖∇(eϕǫu)‖2 + 2‖(rϕ′ǫ)1/2∂r(eϕǫu)‖2 + ‖γeϕǫu‖2
) 1
2 ≤ ‖µeϕǫ(Dm+V −λ)u‖, ∀u ∈ H10 (ΩR,CN ),
with R = max(R0(ϕ), R1(ϕ, V )) independent of ǫ ∈ (0, ǫ0), and applies the Fatou lemma and the dominated
convergence theorem to the above inequality to prove (3.43).
Theorem 3.1 (1) follows from Lemma 3.8 (2).
Now we proceed to the proof of Theorem 3.1 (2). Let ϕ ∈ Cλ(M,N , ρ, ν), with ϕ′′(r) ≥ 0 for r ≥ ρ. Then, by
Lemma 3.5, the inequality (3.32) is satisfied for r ≥ R0 = R0(M,ρ,m, n, λ), independent of a particular represen-
tative ϕ ∈ Cλ(M,N , ρ, ν). At the same time, using (3.5) with f(r) = ϕ′(r) (note that supr>0 f(r)/〈r〉 ≤ N < ∞,
in agreement with the assumptions on the function f which appears in (3.5)), and taking into account that ϕ′′ ≥ 0,
we see that the inequality (3.3) is satisfied for r ≥ R1 = R1(ϕ, V ) if one chooses R1 = R1(ϕ, V ) = R2(V ), which
would not depend on ϕ. As follows from Lemma 3.8, the inequality (3.45) is satisfied for u ∈ H10 (ΩR,CN ) with
R = max(R0(ϕ), R1(ϕ, V )) = max(R0(M,ρ,m, n, λ), R2(V ))
independent of a particular ϕ. This finishes the proof of Theorem 3.1.
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4 Exponential decay
4.1 Decay properties of solitary waves
In this section, we provide the proof of Theorem 2.12; it will follow from Lemmata 4.3–4.5.
Let us start with a simple technical inequality adapted from [BG87, Theorem 1].
Lemma 4.1. Let λ ∈ (−m;m) and R0 > 0. Let ϕ : [R0,+∞)→ R be a monotonically increasing C1 function such
that
lim sup
r→∞
ϕ′(r) <
√
m2 − λ2. (4.1)
Assume that V : ΩR0 7→ End (CN ) satisfies the following condition:
∀ε > 0 ∃R > 0 ∀u ∈ H1comp(ΩR,CN ) implies that ‖V u‖ ≤ ε‖u‖H1 . (4.2)
Then there are constants c, R such that
‖eϕu‖H1 ≤ c‖eϕ(Dm + V − λ)u‖, ∀u ∈ L2(ΩR,CN ) ∩H10,loc(ΩR,CN ). (4.3)
Remark 4.2. Since ‖Dmu‖ = ‖(−∆2+m2)1/2u‖ ≥ m‖u‖, the assumption (4.2) is weaker than ‖V (x)‖End (CN ) → 0
as |x| → ∞.
Proof. Without loss of generality, we may assume that R0 = 1. The general case follows by the same ideas and can
be recovered by rescaling.
We deduce from Lemma 3.2 that for any v ∈ H1comp(Rn,CN ),
Re〈(Dm − iα ·∇ϕ+ λ)v, (Dϕm − λ)v〉 = ‖∇v‖2 + 〈v, [m2 − λ2 − (∇ϕ)2]v〉, (4.4)
where Dϕm = eϕ ◦Dm ◦ e−ϕ = Dm + iα ·∇ϕ was introduced in (3.7). For any ε > 0, we have
Re〈(Dm − iα ·∇ϕ+ λ)v, (Dϕm − λ)v〉
≤ ε
2
‖(Dm − iα ·∇ϕ+ λ)v‖2 + 1
2ε
‖(Dϕm − λ)v‖2 (4.5)
≤ 3ε
2
‖∇v‖2 + 3ε
2
‖|∇ϕ|v‖2 + 3ε
2
‖(βm+ λ)v‖2 + 1
2ε
‖(Dϕm − λ)v‖2,
where we took into account that
‖(Dm − iα ·∇ϕ+ λ)u‖2 ≤ (‖D0u‖+ ‖(α ·∇ϕ)u‖+ ‖(βm+ λ)u‖)2
≤ 3(‖D0u‖2 + ‖(α ·∇ϕ)u‖2 + ‖(βm+ λ)u‖2)
and ‖α ·∇ϕ‖End (CN ) = |∇ϕ|. We deduce from (4.4) and (4.5) that(
1− 3ε
2
)
‖∇v‖2 +
〈
v,
[
m2 − λ2 − (1 + 3ε
2
)
(∇ϕ)2 − 3ε
2
(βm+ λ)2
]
v
〉
≤ 1
2ε
‖(Dϕm − λ)v‖2.
Thus, due to the assumption (4.1), there exist c > 0 and R > 0 such that
‖v‖H1 ≤ c‖(Dϕm − λ)v‖, ∀v ∈ H1comp(ΩR,CN). (4.6)
Then, due to the assumption on V , there exist c > 0 and R > 0 such that
‖v‖H1 ≤ c‖(Dϕm + V − λ)v‖, ∀v ∈ H1comp(ΩR,CN ).
Substituting eϕu in place of v and using the identity (Dϕm + V )(eϕu) = eϕ(Dm + V )u, we conclude that there exist
c > 0 and R > 0 such that
‖eϕu‖H1 ≤ c‖eϕ(Dm + V − λ)u‖, ∀u ∈ H1comp(ΩR,CN ). (4.7)
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Let us extend (4.7) to functions u ∈ H10 (ΩR,CN ) which are no longer compactly supported.
First, we consider the case when ϕ(r) is bounded. Let
η ∈ C∞comp([−2, 2]), 0 ≤ η ≤ 1, η|[−1,1] ≡ 1,
and define ηj(x) = η(x/j). Let L2(ΩR,CN ) ∩H1loc(ΩR,CN ) with suppu ⊂ ΩR, and define
wj = ηju ∈ H1comp(ΩR,CN ).
Using the identity (Dm − λ)wj = ηj(Dm − λ)u − i(α∇ηj)u, one has
‖eϕwj‖ ≤ c‖eϕηj(Dm + V − λ)u‖+ c‖eϕ(α∇ηj)u‖. (4.8)
The second term in the right-hand side tends to zero as j → ∞. Indeed, according to our assumptions, u is in L2 and
ϕ is bounded, hence eϕu ∈ L2 and
lim
j→∞
‖χ[j,2j](|x|)eϕu‖L2 = 0,
while
‖∇ηj‖L∞ ≤ ‖∇ηj‖L∞‖χ[−2j,2j]‖L∞ = 1
j
‖∇η‖L∞‖χ[−2j,2j]‖L∞
is bounded. Applying the dominated convergence theorem to the first term in the right-hand side of (4.8) and the Fatou
lemma to the left-hand side, we conclude that
‖eϕu‖ ≤ c‖eϕ(Dm + V − λ)u‖, ∀u ∈ H10 (ΩR,CN ).
Unbounded ϕ are considered precisely as in [BG87, Theorem 3], which in turn follows the approach of [ABG82].
We already presented the details in the proof of Theorem 3.1.
Lemma 4.3. Let n ≥ 1. If n = 1, assume that f is measurable and bounded on bounded sets, with lim0 f = 0; if
instead n > 1, assume that there exists C > 0 such that
|f(s)| ≤ C|s|k, ∀s ∈ R,
{
0 < k ≤ 1/(n− 2), n ≥ 3,
k > 0, n = 2.
Let ω ∈ (−m,m), and assume that φω ∈ H1(Rn,CN ) is a solution to (2.4). Then for any µ <
√
m2 − ω2 one has
eµ〈r〉φω ∈ H1(Rn,CN ).
Proof. For the sake of completeness, we choose to provide a proof of the above lemma. One can use the Combes–
Thomas method, see [His00]. For consistency, let us use Lemma 4.1. The solitary wave profile φω satisfies
ωφω = Dmφω − f(φ∗ωβφω)βφω . (4.9)
The assumptions on f (combined with Ho¨lder and Sobolev inequalities) are to ensure that V = f(φ∗ωβφω)β satisfies
the assumption (4.2) of Lemma 4.1.
Pick µ ∈ (0,√m2 − ω2). Let η ∈ C∞(R+), supp η ∈ (1,+∞), 0 ≤ η ≤ 1 and η|[2,+∞) ≡ 1, and define
ηj(x) = η(x/j). By Lemma 4.1 with φ(r) = µr, u = ηjφω, and V = f(φ∗ωβφω)β, we have ‖eµrηjφω‖H1 ≤
c‖eµrα · ∇ηjφω‖, which provides the conclusion.
In the previous proof, the assumptions on φω and f were made to ensure that V = f(φ∗ωβφω)β for large x is small
compared to the Dirac operator. If for instance we consider (as in e.g. [CV86])
φω =
[
v(r)n1
u(r) (er · σ)n1
]
, (4.10)
where u and v are real-valued and n1 = [1, 0, . . . , 0]t ∈ CN/2, er = xr ∈ Rn, σ = (σ)1≤≤n, then we have the
following statement by repeating the proof of the one-dimensional case away from the origin.
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Lemma 4.4. Let n ≥ 1. Assume that f is measurable and bounded on bounded sets, with lim0 f = 0. Let φω be a
solution to (2.4) of the form (4.10), with u(|x|) and v(|x|) in H1(Rn,CN/2) considered as functions of x ∈ Rn. Then
for any µ < √m2 − ω2 one has eµ〈r〉φω ∈ H1(Rn,CN ).
As the matter of fact, the exponential decay holds for any solitary wave regardless of whether it is of the form
(4.10), as long as one knows that it becomes small at infinity:
Lemma 4.5. Let n ≥ 1. Assume that f is measurable and bounded on bounded sets, with lim0 f = 0. Suppose that
ω ∈ (−m,m) and that
φω ∈ L2(Rn,CN ), lim
R→∞
‖φω‖L∞(ΩR,CN ) = 0
is a solution to (2.4). Then for any µ < √m2 − ω2 one has eµ〈r〉φω ∈ H1(Rn,CN).
Proof. The proof reduces to proving that V = f(φ∗ωβφω)β is small at infinity compared to the Dirac operator. This,
in turn, follows from the assumptions lim0 f = 0 and limR→∞ ‖φω‖L∞(ΩR,CN ) = 0
4.2 Decay of embedded eigenstates before the embedded threshold
In this section, we prove Theorem 2.13 (2b); its proof follows from Lemma 4.7 below.
Let n ≥ 1. Let V : Rn → End (CN ) be measurable, and assume that for any ǫ > 0 there exists R > 0 such that
‖〈r〉V v‖ ≤ ǫ‖v‖H1 , ∀v ∈ H1comp(ΩR,CN ). (4.11)
Remark 4.6. Note that the operator L(ω) in (2.10) is such that (4.11) is satisfied, due to the exponential spatial decay
of φω (cf. Lemmata 4.3–4.5).
Lemma 4.7. Let J ∈ End (CN ) be skew-adjoint and invertible, such that J2 = −ICN , [J,Dm] = 0. Let λ ∈
σp(JL(ω)) satisfy λ ∈ iR, m − |ω| < |λ| < m + |ω|. Then, for any µ <
√
m2 − (|λ| − |ω|)2, an eigenfunction ζ
corresponding to λ satisfies eµ〈r〉ζ ∈ H1(Rn,CN ).
Proof. Let M, N , ρ ≥ 1, ν > 0. Assume that ϕ ∈ C2(R+) satisfies (cf. Definition 2.6 and (4.1))
1. 0 < ϕ′ ≤√m2 − (|λ| − |ω|)2, ∀r ≥ ρ;
2. lim supr→∞ ϕ′(r) <
√
m2 − (|λ| − |ω|)2;
3. r|ϕ′′| ≤Mϕ′, ∀r ≥ ρ ;
4. Λ2− −m2 + ϕ′2 + 2rϕ′ϕ′′ ≥ ν, ∀r ≥ ρ.
Let Π± = 12 (1 ∓ iJ) as in (3.42). Assume that iλ is of the same sign as ω (the other case is treated verbatim
by exchanging the treatment of ζ±); then ω + iλ is outside the spectral gap of Dm while ω − iλ is inside. So,
|ω + iλ| > m, and Lemma 3.8 (1) yields
‖∇(eϕu)‖2 + ‖γeϕu‖2 ≤ ‖µeϕ(Dm − (ω + iλ))u‖2, ∀u ∈ H10 (ΩR0 ,CN ).
Since |ω − iλ| < m and |ϕ′| <√m2 − (ω − iλ)2, we apply (4.7):
‖eϕu‖H1 ≤ c‖eϕ(Dm − (ω − iλ))u‖, ∀u ∈ H1comp(ΩR,CN ).
Summing up the above inequalities (applied to Π−u and Π+u, respectively, with Π± from (3.42)), we have:
‖∇(eϕΠ−u)‖2 + ‖γeϕΠ−u‖2 + ‖eϕΠ+u‖2H1 ≤ ‖µeϕ(Dm − ω − iλ)Π−u‖2 + c2‖eϕ(Dm − ω + iλ)Π+u‖2
≤ ‖µeϕΠ−(Dm − ω − J−1λ)u‖2 + c2‖eϕΠ+(Dm − ω − J−1λ)u‖2,
valid for all u ∈ H1comp(ΩR,CN ), which we rewrite as
‖eϕu‖H1 ≤ 〈c〉‖eϕ(Π+ + µΠ−)
(
(Dm − ω)− J−1λ
)
u‖.
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Increasing R if necessary, we use (4.11) to arrive at
‖eϕu‖H1 ≤ 2〈c〉‖eϕ(Π+ + µΠ−)
(
J(Dm − ω + V )− λ
)
u‖, ∀u ∈ H1comp(ΩR,CN).
The extension of the above estimate to u ∈ H10 (ΩR,CN ) can be done as in the proof of Lemma 3.8 up to Step 2. We
then conclude as in the proof of Lemma 4.3 by applying this estimate to a smooth localization of an eigenvector to the
region ΩR.
5 Bifurcations of eigenvalues from the essential spectrum
In this section we prove Theorem 2.15: the case |λ0| < m+ |ω0| follows from Lemma 5.5 below, while Theorem 2.15
for the case |λ0| > m + |ω0| follows from Lemma 5.13. We start with some basic results on the limiting absorption
principle.
5.1 Results on the limiting absorption principle for the Dirac operator
The limiting absorption principle for the Dirac operator was studied in [Yam73, BH92, BdMBMP93, IM99, BG10].
We reformulate it here since we need a version valid for a spectral parameter from a non-compact set:
Lemma 5.1 (Limiting absorption principle for the Dirac operator). Let s > 1/2, δ > 0, and m ≥ 0. There exists
C0 = C0(s, δ,m) < ∞ (locally bounded in s, δ, and m) such that for all z ∈ C \ ((−∞,−m] ∪ [m,+∞)) with
|z2 −m2| ≥ δ one has
‖u‖L2
−s
≤ C0(s, δ,m)‖(Dm − z)u‖L2s, ∀u ∈ L2(Rn,CN ). (5.1)
Let s > 1/2, m ≥ 0, and z ∈ C \ ((−∞,−m] ∪ [m,+∞)). There exists C1 = C1(s, z,m) <∞ (locally bounded in
s, z, and m) such that
‖u‖H1
−s
≤ C1(s, z,m)‖(Dm − z)u‖L2s , ∀u ∈ L2(Rn,CN ). (5.2)
Proof. By [Agm75, Remark 2 in Appendix A], for any s > 1/2 and δ > 0 there is Cs,δ < ∞ such that for all
v ∈ H2(Rn) and ζ ∈ C, |ζ| ≥ δ, one has
(|ζ|+ 1) 1−k2 ‖v‖Hk
−s
≤ Cs,δ‖(−∆− ζ)v‖L2s , 0 ≤ k ≤ 2. (5.3)
We will apply this inequality to vector-valued functions v ∈ H2(Rn,CN).
Let u ∈ L2(Rn,CN) and z ∈ C \ ((−∞,−m] ∪ [m,∞)). Without loss of generality, we can assume that
(Dm − z)u ∈ L2s(Rn,CN ) (or else there is nothing to prove); it then follows that u ∈ H1(Rn,CN) and v :=
(Dm + z)
−1u ∈ H2(Rn,CN ). One has:
‖u‖Hk−1
−s
= ‖(Dm + z)v‖Hk−1
−s
≤ C(s)‖v‖Hk
−s
+ (m+ |z|)‖v‖Hk−1
−s
, (5.4)
where C(s) < ∞ depends on s only. Applying (5.3) with ζ = z2 −m2, |ζ| ≥ δ > 0, to the right-hand side of (5.4),
we have:
‖u‖Hk−1
−s
≤
(
C(s)(|ζ| + 1) k−12 + (m+ |z|)(|ζ|+ 1) k−22
)
Cs,δ‖(−∆− ζ)u‖L2s ,
for 1 ≤ k ≤ 2. Taking k = 1 and k = 2 and using the identity (−∆− ζ)v = (Dm − z)u, we arrive at the inequalities
(5.1) and (5.2).
We also need the following Hardy-type inequality, along the lines of [Agm75, Appendix B].
Lemma 5.2. For any s > 1/2 and z ∈ R \ [−m,m], there is C2 = C2(s, z,m) < ∞ (locally bounded in s and z)
such that
‖u‖H1s ≤ C2‖(Dm − z)u‖L2s+1, ∀u ∈ L2(Rn,CN ) ∩H1loc(Rn,CN ). (5.5)
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Proof. While the result by Berthier and Georgescu is stated in the three-dimensional case, a careful look at the proof
shows that it is independent of the dimension, being based on [Agm75, Appendix B], which treats any dimension.
For the sake of completeness, we provide the proof. Fix s > 1/2. We use Theorem 3.1 with ϕ(r) = s log〈r〉; this
gives some Rs <∞ and C(s, z) <∞ such that for any R ≥ Rs and for any v ∈ H1(Rn,CN ), supp v ⊂ ΩR, which
satisfies
〈r〉s+1(Dm − z)v = 〈r〉eϕ(Dm − z)v ∈ L2(Rn,CN )
one has 〈r〉sv = eϕv ∈ L2(Rn,CN ) and moreover
‖〈r〉sv‖ ≤ C(s, z)‖〈r〉s+1(Dm − z)v‖. (5.6)
Let η ∈ C∞(Rn) be such that supp η ⊂ ΩR and η|ΩR+1 = 1 for someR > Rs. Let u ∈ L2(Rn,CN )∩H1loc(Rn,CN ).
Without loss of generality, we may assume that ‖(Dm − z)u‖L2s+1 is finite (or else there is nothing to prove); then we
conclude that u ∈ H1(Rn,CN ). Applying (5.6) to ηu ∈ H1(Rn,CN ), supp ηu ⊂ ΩR, one has:
‖ηu‖H1s ≤ C(s, z)‖(Dm − z)ηu‖L2s+1. (5.7)
At the same time, since supp(1− η)u ⊂ BnR+1, we deduce that
‖(1− η)u‖H1s ≤ 〈R+ 1〉2s‖(1− η)u‖H1−s ≤ 〈R + 1〉2sC1(s, z,m)‖(Dm − z)(1− η)u‖L2s ; (5.8)
in the last inequality, we applied (5.2). Using (5.7) and (5.8), we have:
‖u‖H1s ≤ ‖ηu‖H1s + ‖(1− η)u‖H1s
≤ C(s, z)‖(Dm − z)ηu‖L2s+1 + 〈R + 1〉2sC1‖(Dm − z)(1− η)u‖L2s
≤ (C(s, z) + 〈R + 1〉2sC1)
(
‖(Dm − z)u‖L2s+1 + ‖(α · ∇η)u‖L2s+1
)
.
Due to the compact support of ∇η, the inequality (5.2) shows that the second term in the brackets in the right-hand
side is dominated by the first term, which concludes the proof.
We now consider an extension of this result for values outside the real line. Such extension is false in full general-
ity.2 The one we obtain is due to a simple commutator estimate.
Lemma 5.3. Assume that λ ∈ C \ ((−∞,−m] ∪ [m,+∞)). If s ∈ R satisfies |s| < dist(λ, σ(Dm)), then
‖u‖L2s ≤
1
dist
(
λ, σ(Dm)
)− |s| ‖(Dm − λ)u‖L2s , ∀u ∈ L2s−1(Rn,CN ).
Proof. First, we notice that for any u ∈ C∞comp(Rn,CN ), one has
‖[〈r〉s, Dm]u‖ = ‖(D0〈r〉s)u‖ =
∥∥∥α · x
r
s〈r〉s−1u
∥∥∥ ≤ |s|‖u‖L2s−1; (5.9)
note that ‖α · x‖End (CN ) = ‖(α · x)(α · x)‖1/2End (CN ) = ‖x2‖
1/2
End (CN )
= r. Using (5.9), we compute for such u:
‖〈r〉s(Dm − λ)u‖ ≥ ‖(Dm − λ)
(〈r〉su)‖ − ‖[Dm, 〈r〉s]u‖ ≥ ‖(Dm − λ)(〈r〉su)‖ − |s|‖u‖L2s−1.
The above inequality shows that if u ∈ L2s−1(Rn,CN ) and (Dm − λ)u ∈ L2s(Rn,CN ) (if the latter inclusion were
not satisfied then there would be nothing to prove), then (Dm − λ)(〈r〉su) ∈ L2(Rn,CN ). Since Dm is self-adjoint,
one has ‖(Dm − λ)−1‖ = 1/ dist(λ, σ(Dm)); therefore, 〈r〉su ∈ H1(Rn,CN ), and
‖(Dm − λ)u‖L2s ≥ dist(λ, σ(Dm))‖〈r〉su‖ − |s|‖u‖L2s−1 ≥
(
dist(λ, σ(Dm))− |s|
)‖u‖L2s.
This concludes the proof.
2For instance, in the one-dimensional case,
∫
R
|x|s−2|F (x)|2 dx can not be bounded from above by 4
(s−1)2
∫
R
|x|s|F ′(x) − 2F (x)|2 dx if
no restriction on F is imposed such as F has support away from −∞.
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5.2 Bifurcation of eigenvalues before the embedded threshold
Let us consider bifurcations from the interval of the imaginary axis between the embedded thresholds, proving Theo-
rem 2.15 for the case |λ0| < m+ |ω0|. We will formulate our results for the operator family L(ω) = Dm−ω+V (ω),
with V (ω) ∈ L∞(Rn,CN ) zero order and hermitian. Note that L(ω) is not necessarily a linearization at a solitary
wave of the nonlinear Dirac equation.
We start with the following elementary result.
Lemma 5.4 (Krein’s theorem). Let J ∈ End (CN ) be skew-adjoint and invertible and let L be self-adjoint on
L2(Rn,CN ). If λ ∈ σp(JL) \ iR and ζ is a corresponding eigenvector, then
〈ζ, Lζ〉 = 0, 〈ζ, J−1ζ〉 = 0.
Proof. One has JLζ = λζ, Lζ = λJ−1ζ, hence
〈ζ, Lζ〉 = λ〈ζ, J−1ζ〉. (5.10)
Since 〈ζ, Lζ〉 ∈ R and 〈ζ, J−1ζ〉 ∈ iR, the condition Reλ 6= 0 implies that both sides in (5.10) are equal to zero.
Lemma 5.5. Let n ≥ 1. Let J ∈ End (CN ) be skew-adjoint and invertible, such that J2 = −ICN , [J,Dm] = 0. Let
ωj ∈ (−m,m), ωj −→
j→∞
ω0 ∈ [−m,m]. Let
L(ω) = Dm − ω + V (ω), ω ∈ [−m,m],
with V (ω) ∈ L∞(Rn, End (CN )) a zero-order operator-valued function which is hermitian for each ω ∈ [−m,m],
and assume that there is ε > 0 such that

‖〈r〉1+εV (ω0)‖L∞(Rn,End (CN )) <∞,
limj→∞ ‖〈r〉1+ε (V (ωj)− V (ω0)) ‖L∞(Rn,End (CN )) = 0.
(5.11)
Let λj ∈ σd(JL(ωj)) be a sequence such that
λj −→
j→∞
λ0 ∈ iR, |λ0| < m+ |ω0|, (5.12)
with
Reλj 6= 0, ∀j ∈ N. (5.13)
If ω0 = ±m, additionally assume that
λ0 6= 0. (5.14)
Then
λ0 ∈ σp(JL(ω0)). (5.15)
Proof. Let (ζj)j∈N be a sequence of unit eigenvectors associated with eigenvalues λj , so that JL(ωj)ζj = λjζj . It
follows that
(Dm − ωj + λjJ)ζj = −V (ωj)ζj . (5.16)
Let Π± (cf. (3.42)) be the projectors onto eigenspaces of J corresponding to ±i ∈ σ(J), respectively. We denote
ζ±j = Π
±ζj . By (5.13), applying Lemma 5.4, we conclude that 0 = 〈ζj , Jζj〉 = i‖ζ+j ‖2 − i‖ζ−j ‖2, j ∈ N, while
1 = ‖ζj‖2 = ‖ζ+j ‖2 + ‖ζ−j ‖2, j ∈ N; we conclude that ‖ζ±j ‖ = 1/
√
2. Applying Π± to (5.16), we have:
(
Dm − ωj + iλj
)
ζ+j = −Π+V (ωj)ζj , (5.17)
(
Dm − ωj − iλj
)
ζ−j = −Π−V (ωj)ζj . (5.18)
Above, we took into account that [J,Dm] = 0, hence the projections Π± also commute with Dm.
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If the condition (5.12) (as well as (5.14) when ω0 = ±m) is satisfied, then either ω0 + iλ0 ∈ (−m,m) or
ω0 − iλ0 ∈ (−m,m). Both cases are considered similarly; for definiteness, we will assume that
ω0 − iλ0 ∈ (−m,m).
In this case, without loss of generality, we may also assume that
ωj − iλj ∈ (−m,m), ∀j ∈ N. (5.19)
By (5.11), the right-hand side of (5.17) belongs to L2s, s ≤ 1 + ε. Due to (5.19), we may apply Lemma 5.3 to (5.17),
concluding that there is s ∈ (0, 1) such that ‖ζ+j ‖H1s are uniformly bounded when j is large enough (so that iλj + ωj
are sufficiently close to iλ0 + ω0). Thus the sequence (ζ+j )j∈N is precompact in L2(Rn,CN ), and we can choose a
subsequence which converges to some vector ζ+0 ∈ L2(Rn,CN ) of norm ‖ζ+0 ‖ = limj→∞ ‖ζ+j ‖ = 1/
√
2. At the
same time, any subsequence of the bounded sequence (ζ−j )j∈N also contains a weakly convergent subsequence. We
conclude that there is a subsequence (ζj)j∈N which has a nonzero weak limit; this limit is necessarily an eigenvector
of JL(ω0) corresponding to λ0.
5.3 Bifurcation of eigenvalues beyond the embedded thresholds
We now turn to the proof of the limiting absorption principle for the linearized operator in a neighborhood of any purely
imaginary point beyond the embedded thresholds ±i(m+ |ω|), proving Theorem 2.15 for the case |λ0| > m + |ω0|.
In that respect we closely follow the strategy initiated in a work by Jensen and Kato [JK79] which is related to the
approach by [Agm75]. We start with the following identity:
J(Dm − ω + V (ω))− λ = (J(Dm − ω)− λ)
(
1 +
(
J(Dm − ω)− λ
)−1
JV (ω)
)
,
λ ∈ C \ σ(J(Dm − ω)). After diagonalizing J (which commutes with Dm), Lemma 5.1 provides the limiting
absorption principle for J(Dm−ω)−λ; hence, our task reduces to proving that the operatorA(λ, ω) = 1+
(
J(Dm−
ω)− λ)−1JV (ω),
A(λ, ω) : L2−s(R
n,CN )→ L2−s(Rn,CN ), s > 1/2,
has an inverse which is bounded uniformly in λ, with Reλ > 0, in the vicinity of any particular point
(ω0, λ0), ω0 ∈ [−m,m], λ0 ∈ iR, |λ0| > i(m+ |ω0|)
where we know that A is invertible, and also proving that A(ω0, λ0) is not invertible if and only if λ0 is an eigenvalue
of J(Dm − ω0 + V (ω0)).
Proposition 5.6. Let V : Rn → End (CN ) be measurable, hermitian-valued, and assume that there are ε > 0 and
C <∞ such that
‖〈r〉1+εV ‖L∞(Rn,End (CN )) <∞.
Let ω ∈ [−m,m], λ ∈ iR, |λ| > m+ |ω|, s ∈ (1/2, (1 + ε)/2). Then either the operator
A = 1 +
(
J(Dm − ω)− λ
)−1
JV, A : H
1/2
−s (R
n,CN )→ H1/2−s (Rn,CN )
is invertible, or there is a nonzero function F ∈ kerA, F ∈ L2(Rn,CN ).
Proof. By (2.41), for any s < (1 + ε)/2, the map V : u 7→ V u is bounded from H1/2−s to H−1/2s . Due to the limiting
absorption principle for the Dirac operator (cf. Lemma 5.1), the resolvent
R0(λ) := (J(Dm − ω)− λ)−1 , λ ∈ C, Reλ > 0,
can be extended onto the closure of the right half-plane, excluding arbitrarily small open neighborhoods of±i(m±ω)
(we keep the same notation R0 for this extension), so that for any s > 1/2 one has
R0(λ) ∈ B(L2s(Rn,CN ), H1−s(Rn,CN )), λ ∈ C, Reλ ≥ 0, λ 6= ±i(m± ω).
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Due to the decay of V , the operator A − 1 is compact in L2−s if s ∈
(
1/2, (1 + ε)/2
)
. Hence, by the Fredholm
alternative, A is invertible in L2−s if and only if its null space
Ms := kerA|
L2
−s
is trivial.
Let us introduce the Fredholm operatorB = 1+V J
(
J(Dm−ω)+λ
)−1
onH
−1/2
s (Rn,CN ), with s ∈
(
1/2, (1+
ε)/2
)
. We denote its null space by
Ns := kerB|L2s .
Being compact perturbations of the identity, both A and B are Fredholm operators of index zero. As in [JK79, Section
3], the finite-dimensional spaces Ms and Ns are respectively non-decreasing and non-increasing as s grows. Since
A|
H
1/2
−s
and B|
H
−1/2
s
are mutually adjoint,
0 = indA|
H
1/2
−s
= dimkerA|
L2
−s
− dim cokerA|
L2
−s
= dimkerA|
L2
−s
− dimkerB|
L2s
,
is a non-decreasing function of s ∈ (1/2, (1 + ε)/2), hence dimMs = dimNs does not depend on s ∈ (1/2, (1 +
ε)/2
)
. We conclude that the spaces Ms, Ns do not depend on s ∈
(
1/2, (1 + ε)/2
)
; we will denote these spaces by
M and N, respectfully.
One key fact is the following lemma.
Lemma 5.7. Let s > 1/2, ω ∈ [−m,m], λ ∈ iR, |λ| > m+ |ω|. Then
(J(Dm − ω)− λ)R0(λ)v = v, ∀v ∈ H−1/2s (Rn,CN).
Proof. This is an adaptation of [JK79, Lemma 2.4]. Fix v ∈ H−1/2s (Rn,CN ). We note that for λ ∈ iR one has
(J(Dm − ω)− λ)∗ = −(Dm − ω)J − λ¯ = −(J(Dm − ω)− λ), ∀λ ∈ iR,
where we took into account that [J,Dm] = 0. Therefore, for any ϕ ∈ C∞comp(Rn,CN ), since R0(λ)v ∈ H1/2−s , we
have:
〈(J(Dm − ω)− λ)R0(λ)v, ϕ〉 = −〈R0(λ)v, (J(Dm − ω)− λ)ϕ〉.
Using R0(λ)∗ = −R0(λ) for λ ∈ iR, we then write〈
(J(Dm − ω)− λ)R0(λ)v, ϕ
〉
=
〈
v,R0(λ)(J(Dm − ω)− λ)ϕ
〉
= 〈v, ϕ〉,
finishing the proof.
We deduce from Lemma 5.7 that any u ∈M satisfies(
J(Dm − ω + V )− λ
)
u = 0.
In the following, we argue that
M ⊂ L2(Rn,CN ), (5.20)
which would conclude the proof of Proposition 5.6.
The inclusion (5.20) is proved using the following three complementary results.
Lemma 5.8. Let s > 1/2, ǫ > 0. Let Λ ∈ R, |Λ| > m. If f ∈ H−1/2s (Rn,CN ), then
lim
ǫ→0+
Im
〈
f, (Dm − Λ− iǫ)−1f
〉
=
π|Λ|√
Λ2 −m2
∫
ξ2+m2=Λ2
|τP+fˆ(ξ)|2 dσ(ξ),
where τ denotes the trace operator on Sobolev spaceHκ(Rn,CN) of order κ > 1/2, ·ˆ is the unitary Fourier transform
on tempered distributions, dσ is the induced measure on the surface ξ2 +m2 = Λ2, and P± = 12
(
1± dm(ξ)√
ξ2+m2
)
are
the projectors onto positive and negative eigenvalues,±
√
ξ2 +m2, of the symbol dm(ξ) = α · ξ + βm.
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Proof. First we notice that for f ∈ H−1/2s (Rn,CN ), one has:
〈
f, (Dm − Λ− iǫ)−1f
〉
=
∫
Rn
(α · ξ + βm− Λ − iǫ)−1 |fˆ(ξ)|2 dξ
=
∫
Rn
|P+(ξ)fˆ(ξ)|2 dξ√
ξ2 +m2 − Λ− iǫ +
∫
Rn
|P−(ξ)fˆ(ξ)|2 dξ
−
√
ξ2 +m2 − Λ− iǫ ,
and hence
Im
〈
f, (Dm − Λ− iǫ)−1f
〉
=
∫
Rn
ǫ|P+(ξ)fˆ (ξ)|2 dξ
(
√
ξ2 +m2 − Λ)2 + ǫ2 +
∫
Rn
ǫ|P−(ξ)fˆ (ξ)|2 dξ
(
√
ξ2 +m2 + Λ)2 + ǫ2
. (5.21)
Let us assume that Λ > m. In the limit ǫ → 0+, the second integral in the right-hand side of (5.21) tends to 0. The
first integral can be written as∫
Rn
2ǫ
(
√
ξ2 +m2 − Λ)2 + ǫ2 |P
+(ξ)fˆ(ξ)|2 dξ
=
∫
Sn−1
∫
R+
2ǫ
(
√
r2 +m2 − Λ)2 + ǫ2 |P
+(rω)fˆ(rω)|2 rn−1 dr dω
=
∫
Sn−1
∫ ∞
m
∣∣∣P+(ω√r2 −m2)fˆ(ω√r2 −m2)∣∣∣2 2ǫ (r2 −m2)(n−2)/2r dr dω
(r − Λ)2 + ǫ2 ,
which converges, in the limit ǫ→ 0+, to
2π(Λ2 −m2)n−22 Λ
∫
Sn−1
∣∣∣P+(ω√Λ2 −m2)fˆ(ω√Λ2 −m2)∣∣∣2 dω = 2πΛ√
Λ2 −m2
∫
ξ2+m2=Λ2
|τ(P+(ξ)fˆ (ξ)|2 dσ.
This proves the required identity in the case Λ > m. The case Λ < −m is considered similarly.
The second result we need is directly inspired by [CPV05, Proof of Lemma 2.4].
Lemma 5.9. Assume that V is hermitian and there are ε > 0 and C <∞ such that
‖〈r〉1+εV ‖L∞(Rn,End (CN )) <∞.
Let s ∈ (1/2, (1 + ε)/2), ω ∈ [−m,m]. Let λ ∈ iR, |λ| > m+ |ω|.
Then for any F ∈ H1/2−s (Rn,CN) such that
J(Dm − ω + V )F = λF,
the function G := (Dm − ω + Jλ)F = −V F satisfies∫
√
ξ2+m2=|ω∓iλ|
∣∣∣Π±τ(P+(ξ)Gˆ(ξ))∣∣∣2 dσ = 0,
where Π± = 12 (1∓ iJ) is the projector onto eigenspaces of J corresponding to ±i ∈ σ(J) (cf. (3.42)).
Proof. We assume that λ = iΛ, with Λ > m+ |ω|. (The case λ = −iΛ is considered verbatim.)
Applying the spectral projectors Π± to the relation
G = (Dm − ω + Jλ)F
and denoting F± = Π±F , G± = Π±G, we have:
G± = (Dm − ω ± iλ)F± = (Dm − ω ∓ Λ)F± = −Π+V F.
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One has:
lim
ǫ→0+
〈G±, (Dm − ω ∓ Λ− iǫ)−1G±〉 = − lim
ǫ→0+
〈
G±, (Dm − ω ∓ Λ− iǫ)−1Π±V F
〉
= −〈F±,Π±V F〉 = −〈F±, V F 〉.
Summing up the expressions corresponding to ± signs, taking the imaginary part, and applying Lemma 5.8 leads to
0 = − Im〈F, V F 〉 = − Im (〈F+, V F 〉+ 〈F−, V F 〉) =∑
±
lim
ǫ→0+
Im〈G±, (Dm − ω ∓ Λ− iǫ)−1G±〉
=
π|ω + Λ|√
(ω + Λ)2 −m2
∫
√
ξ2+m2=|ω+Λ|
∣∣∣Π+τ(P+(ξ)Gˆ(ξ))∣∣∣2 dσ(ξ)
+
π|ω − Λ|√
(ω − Λ)2 −m2
∫
√
ξ2+m2=|ω−Λ|
∣∣∣Π−τ(P+(ξ)Gˆ(ξ))∣∣∣2 dσ(ξ).
In the very first equality, we used our assumption that V is hermitian.
Since both the coefficients and the integrals in the right-hand side are positive, the conclusion follows.
The last step is needed to exclude non-square-integrable resonances. It is directly inspired by [BG87, Theorem 2].
Lemma 5.10. Let s > 1/2. Let ω ∈ [−m,m]. Let λ = iΛ ∈ iR with Λ > m+ |ω|. If F ∈ S ′(Rn,CN ) is such that
[J(Dm − ω)− λ]F ∈ L2s(Rn,CN )
and if (1± iJ)P+(ξ)(J(dm(ξ)− ω)− λ)Fˆ vanish on the spheres √ξ2 +m2 = Λ ± ω, respectively, then
‖F‖s−1 ≤ C‖[J(Dm − ω)− λ]F‖s, (5.22)
for some constant C <∞ depending on s, λ and ω only.
Proof. The proof of [BG87, Theorem 2] works with a straightforward adaptation of the key [BG87, Lemma 5], which
is a consequence of [Agm75, Appendix B] which in turn is valid in any dimension; the assumptions needed to apply it
are in the assumption of the Lemma.
Remark 5.11. In [BG87], Berthier and Georgescu proved a result similar to (5.22) under the L1loc assumption on the
Fourier transform of F . Such an assumption provides that (1± iJ)P+(ξ)(J(dm(ξ)−ω)−λ)Fˆ vanish on the spheres√
ξ2 +m2 = Λ± ω, respectively.
Lemmata 5.8, 5.9 and 5.10 complete the proof of the inclusion (5.20). Proposition 5.6 follows from (5.20) and
Lemma 5.7.
Proposition 5.12. Let V : Rn× [−m,m]→ End (CN ) be measurable, and assume that there are C <∞ and ε > 0
such that (2.41) is satisfied.
Let ω0 ∈ [−m,m] and let
λ0 ∈ iR, |λ0| > m+ |ω0|, λ0 6∈ σp
(
J(Dm − ω + V (ω))
)
.
Then for any s ∈ (1/2, (1+ε)/2) there exist an open neighborhood I ⊂ [−m,m] of ω0 (I is a one-sided neighborhood
of ω0 if ω0 = ±m) and an open neighborhoodU ⊂ C of λ0 such that for ω ∈ I the resolvent of J(Dm − ω + V (ω))
at λ ∈ U \ iR extends to a continuous mapping
(
J(Dm − ω + V (ω))− λ
)−1
: H−1/2s (R
n,CN )→ H1/2−s (Rn,CN ),
which is bounded uniformly in λ ∈ U \ iR.
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Proof. If λ0 6∈ σp
(
J(Dm − ω0 + V (ω0))
)
, then, by Proposition 5.6, the operator
A(ω, λ) = 1 +
(
J(Dm − ω)− λ
)−1
JV (ω),
A(ω, λ) : H
1/2
−s (R
n,CN )→ H1/2−s (Rn,CN)
is invertible at (ω0, λ0). By the limiting absorption principle (Lemma 5.1), for any s > 1/2, there is an open neigh-
borhood I ⊂ [−m,m] of ω0 (I is a one-sided neighborhood if ω0 = ±m) and an open neighborhood U ⊂ C of λ0
such that R0(λ) = (J(Dm − ω) − λ)−1 remains continuous in the H−1/2s → H1/2−s operator topology for ω ∈ I ,
λ ∈ U , Reλ ≥ 0. Similarly, V (ω) : H1/2−s → H−1/2s remains continuous in the corresponding operator topology for
ω ∈ I ∩ [−m,m] (cf. (2.41)). By continuity in ω and λ, the operator A(ω, λ) is continuous in the H1/2−s → H1/2−s
operator topology, remaining invertible for (ω, λ) in an open neighborhood of (ω0, λ0), with Reλ ≥ 0.
Now we can finish the proof of Theorem 2.15.
Lemma 5.13. Let
(
ωj
)
j∈N, ωj ∈ (−m,m), ωj → ω0 ∈ [−m,m]. Assume that
λ0 ∈ iR, |λ0| > m+ |ω0|, λ0 6∈ σp
(
J(Dm − ω0 + V (ω0))
)
.
Then there is no sequence λj ∈ σp
(
J(Dm − ωj + V (ωj))
)
such that λj → λ0 ∈ iR.
Proof. We use the last part of the proof of Proposition 5.12 to argue by contradiction. Indeed, let (ωj)j∈N, ωj ∈
(−m,m), ωj → ω0 ∈ [−m,m], and assume that λj ∈ σp
(
J(Dm − ωj + V (ωj))
)
, λj → λ0 ∈ iR, |λ0| > m+ |ω0|.
Fix s, s′ such that
1
2
< s < s′ <
1 + ε
2
,
with ε > 0 from (2.41). Since the operator(
J(Dm − ωj)− λj
)−1
JV (ωj)
is bounded from L2−s′ to H
1/2
−s uniformly in j ∈ N, while the latter embeds compactly into L2−s′ , we conclude that
any sequence of eigenvectors (normalized in L2−s′) associated to λj ∈ σp
(
J(Dm−ωj +V (ωj))
)
is compact in L2−s′ ,
converging to a nonzero vector from H1/2−s , leading to a contradiction with the operator
A(λ0) = 1 +
(
J(Dm − ω0)− λ0
)−1
JV (ω0) : H
1/2
−s (R
n,CN )→ H1/2−s (Rn,CN )
being invertible by Proposition 5.12.
This finishes the proof of Theorem 2.15.
6 Bifurcations from the essential spectrum of the free Dirac operator
In this section, we prove Theorem 2.19. The proof follows from Lemma 6.1.
Let us consider families of eigenvalues in the limit of small amplitude solitary waves, which may be present in the
spectrum up to the border of existence of solitary waves: ω → ω0 ∈ {±m}. This situation could be considered as the
bifurcation of eigenvalues from the continuous spectrum of the free Dirac equation.
Lemma 6.1. Let V (ω) ∈ L∞(Rn, End (CN )), ω ∈ [−m,m], and let (ωj)j∈N be a sequence such thatωj ∈ (−m,m)
and ωj → ω0 = ±m. Assume that there is ε > 0 such that
lim
j→∞
‖〈r〉1+εV (ωj)‖L∞(Rn,End (CN )) = 0. (6.1)
If there is a sequence (λj)j∈N such that λj ∈ σp(JL(ωj)), then the only accumulation points of (λj)j∈N in the
extended complex plane are z = 0 and z = ±2mi.
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Proof. Let us consider the case when Reλj 6= 0 for infinitely many j ∈ N. We need to show that for any δ > 0 the
point spectrum of JL(ω) is contained inside an open set
Uδ := Dδ(−2mi) ∪ Dδ(0) ∪ Dδ(2mi),
as long as ω is sufficiently close to ω0. Above, Dδ(z) denotes an open disc of radius δ around z ∈ C.
Fix δ > 0. Let |ω − ω0| < δ; then ±i(m± ω) ∈ Uδ. Since the eigenvalues of J are ±i, the operator J(Dm − ω)
can be represented as the direct sum of operators i(Dm − ω) and −i(Dm − ω). By Lemma 5.1, for any s > 1/2 the
following map is bounded uniformly for z ∈ C \ (iR ∪ Uδ):(
J(Dm − ω)− z
)−1
: L2s(R
n,CN)→ L2−s(Rn,CN ), z ∈ C \ (iR ∪ Uδ). (6.2)
For appropriate values of z ∈ C, the resolvent of JL(ω) is expressed as
(JL(ω)− z)−1 = (J(Dm − ω)− z)−1 1
1 + JV
(
J(Dm − ω)− z
)−1 . (6.3)
Thus, the action
(JL(ω)− z)−1 : L2s(Rn,CN )→ L2−s(Rn,CN) (6.4)
is bounded uniformly in z ∈ C \ (iR ∪ Uδ) as long as the operator
V (ω) : L2−s(R
n,CN)→ L2s(Rn,CN )
of multiplication by V (x, ω) has a sufficiently small norm; it is enough to have
‖V ‖L2
−s→L2s‖
(
J(Dm − ω)− z
)−1‖L2s→L2−s < 1/2. (6.5)
We choose s ∈ (1, (1+ε)/2), with ε from (6.1). Due to the bound on the action (6.2), the inequality (6.5) with ω = ωj
is satisfied for j sufficiently large, since
lim
j→∞
‖V (ωj)‖L2
−s(R
n,CN )→L2s(Rn,CN ) ≤ limj→∞ ‖〈r〉
2sV (ωj)‖L∞(Rn,End (CN )) = 0
by the assumption of the lemma. Due to the boundedness of the action of (6.4), uniformly in z ∈ C \ (iR ∪ Uδ), for
j ∈ N sufficiently large, we conclude that for these large j the point spectrum of JL(ωj) is inside Uδ.
Now let us consider the case when Reλj = 0 for infinitely many j ∈ N. Without loss of generality, let us assume
that ω0 = m. Let Λj ∈ R and Λ0 ∈ R be such that
λj = iΛj ∀j ∈ N, λj → λ0 = iΛ0.
Let L(ω) = Dm − ω + V (ω), and let ζj be eigenvectors corresponding to eigenvalues λj ∈ σp(JL(ωj)), ‖ζj‖ = 1
∀j ∈ N. Applying the projections Π± = 12 (1 ∓ iJ) to the relation L(ωj)ζj = −Jλjζj = −iJΛjζj , we have{
Π−(Dm − ωj + Λj)ζj = −Π−V (ωj)ζj ,
Π+(Dm − ωj − Λj)ζj = −Π+V (ωj)ζj .
Due to [J,Dm] = 0, the above relations take the form{
(Dm − ωj + Λj)Π−ζj = −Π−V (ωj)ζj ,
(Dm − ωj − Λj)Π+ζj = −Π+V (ωj)ζj .
(6.6)
Assume that
Λ0 6∈ {0,±2m}. (6.7)
Since ωj → ω0 = m and Λj → Λ0 6∈ {0,±2m}, without loss of generality, we may assume that either
ωj − Λj ∈ (−m,m), ∀j ∈ N; ωj − Λj → ω0 − Λ0 ∈ (−m,m), (6.8)
36
or
ωj − Λj ∈ R \ [−m,m], ∀j ∈ N; ωj − Λj → ω0 − Λ0 ∈ R \ [−m,m]. (6.9)
In the case (6.8), the first relation from (6.6) yields
Π−ζj = −(Dm − ωj + Λj)−1Π−V (ωj)ζj ,
and, due to the assumption (6.1) on V (ωj), Π−ζj → 0 strongly inH1. In the case (6.9), we apply Lemma 5.2, arriving
at
‖Π−ζj‖ ≤ C‖(Dm − ωj + Λj)Π−ζj‖L21 = C‖Π−V (ωj)ζj‖L21 ≤ C‖〈r〉V (ωj)ζj‖.
The right-hand side goes to zero due to the assumption (6.1). Thus, in either case, Π−ζj → 0 in L2. Similarly,
Π+ζj → 0 in L2, leading to a contradiction to the assumption ‖ζj‖ = 1 ∀j ∈ N. This shows that (6.7) can not be
true.
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A Appendix: Unique continuation principle for the Dirac operator
In this section, we provide a simple version of the unique continuation principle which is sufficient for the sake of our
analysis. The proof is an adaptation of [BG87, Appendix].
Lemma A.1. Let n ≥ 1. Denote D0 = −iα ·∇, where αj , 1 ≤ j ≤ n, are the Dirac matrices. Let ν ∈ C∞(Rn) be
spherically symmetric and strictly monotonically increasing with r. For a ∈ Rn, denote
νa(x) = ν(x − a), x ∈ Rn.
Let Ω be an open connected set of Rn and let V : Ω→ End (CN ) be measurable.
Assume that there exists κ ∈ (0, 1) such that for any u ∈ H1comp(Ω,CN ) and any a ∈ Rn \ suppu there is a
sequence τj →∞ such that
‖e−τjνaV u‖ ≤ κ‖e−τjνaD0u‖, ∀j ∈ N. (A.1)
Assume that ψ ∈ H1loc(Ω,CN ) satisfies
|(D0ψ)(x)| ≤ |(V ψ)(x)| for x almost everywhere in Ω, (A.2)
and that ψ ≡ 0 in a non-empty open set Ω0 ⊂ Ω. Then there exists an open set Ω1 ⊂ Ω such that Ω0 $ Ω1, with
V ψ ≡ 0 and D0ψ ≡ 0 almost everywhere in Ω1.
Proof. The proof below, considered as standard, is given for completeness but boils down for instance to [Geo79,
Lemma 1]. If ψ ≡ 0 in Ω, then there is nothing to prove. Let us assume that ψ is not identically zero in Ω and that
Ω0 := Ω \ suppψ is not empty. Then there is an open ball of size R ∈ (0, 1) located strictly inside Ω0 and touching
the boundary of suppψ at a single point, which we denote x∗. Shifting the coordinates, we assume that this ball is
centered at the origin; we now have:
BnR ∩ suppψ = ∅, ∂BnR ∩ suppψ = {x∗} ⊂ Ω. (A.3)
Let Bnr (x∗) ⊂ Ω be an open ball of radius r ∈ (0, R) centered at x∗. Let η ∈ C∞comp(Bnr (x∗)), η ≡ 1 in Bnr/2(x∗).
Due to (A.3),
R < inf{|x| ; x ∈ suppψ \ Bnr/2(x∗)} ≤ ∞;
see Figure 1. Therefore, there is a finite value R1 > 0 such that
R < R1 < inf{|x| ; x ∈ suppψ \ Bnr/2(x∗)}. (A.4)
Since BnR is strictly inside Ω, we may take R1 smaller if necessary so that BnR1 ⊂ Ω.
R
✲ suppψ
ψ|
Ω0
≡ 0
0
supp∇η
 
 ✠r r
✫✪
✬✩❧✖✕
✗✔
Figure 1: Distance from the origin to suppψ ∩ supp∇η is larger than R.
Applying (A.1) to u = ηψ (note that 0 6∈ suppu) and then using (A.2), one has:
‖e−τjνV (ηψ)‖ ≤ κ‖e−τjνD0(ηψ)‖ ≤ κ‖e−τjνηD0ψ‖+ κ‖e−τjν(α ·∇η)ψ‖
≤ κ‖e−τjνηV ψ‖+ κ‖e−τjν(α ·∇η)ψ‖.
This allows us to conclude that
‖e−τjνV ηψ‖ ≤ κ
1− κ‖e
−τjν(α ·∇η)ψ‖. (A.5)
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Due to (A.4), (α ·∇η)ψ is supported outside of BnR1 ; we conclude that the right-hand side of (A.5) is bounded by
e−τjν(R1)‖(α ·∇η)ψ‖. With τj → ∞ and with ν being strictly monotonic in r, (A.5) shows that ηV ψ = 0 almost
everywhere in Bnr/2(x∗) ∩ BnR1 , hence V ψ = 0 almost everywhere in Ω1 := Ω0 ∪ {Bnr/2(x∗) ∩ BnR1}; by (A.2), one
also has (D0ψ)|Ω1 = 0.
Lemma A.2. Let R < ∞. Let ν ∈ C∞(Rn) be spherically symmetric and strictly monotonically increasing with r.
For any c ∈ (0,
√
3
2 ) and any u ∈ H1comp(Rn,CN ), 0 6∈ suppu, there is τc,ν,u < ∞ such that for all τ ≥ τc,ν,u one
has
‖e−τνD0u‖ ≥ c‖D0(e−τνu)‖.
Remark A.3. The proof shows that the dependence of τc,ν,u on u is via dist(0, suppu) and diam(suppu).
Proof. Substituting eτνu ∈ H1comp(Rn,CN ) in place of u, we need to prove the inequality
‖e−τνD0(eτνu)‖ ≥ c‖D0u‖;
due to the identity e−τν ◦D0 ◦ eτν = α · (−i∇− iτ∇ν), this is equivalent to proving〈
u, α · (−i∇+ iτ∇ν)α · (−i∇− iτ∇ν)u〉 ≥ c2〈u, (−∆)u〉. (A.6)
For simplicity, we substitute τ by 1 (later we will return τ into formulas). Using (3.13),
α · (−i∇+ i∇ν)α · (−i∇− i∇ν) = (−i∇+ i∇ν) · (−i∇− i∇ν) + iΣ(−i∇+ i∇ν,−i∇− i∇ν)
= −∆+ |∇ν|2 −∆ν − iΣ(∇,∇ν) + iΣ(∇ν,∇) = −∆+ |∇ν|2 −∆ν + iΣjk(∇jν∇k +∇k∇jν)
= −∆+ |∇ν|2 −∆ν + iΣjk∇2jkν + 2iΣjk∇kν∇j = −∆+ |∇ν|2 −∆ν + 2iΣjk∇kν∇j ,
with Σjk = 12i [α
j , αk]. We denote the angular momentum tensor by Ljk = xki∇j − xj i∇k and set G := Σ · L =∑
j,k ΣjkLjk. Taking into account that ν is spherically symmetric and denoting ν′ = ∂rν, we have:
α · (−i∇+ i∇ν)α · (−i∇− i∇ν) = −∆+ |ν′|2 −∆ν + (ν′/r)G. (A.7)
Given any θ > 0, we can proceed as follows:
α · (−i∇+ i∇ν)α · (−i∇− i∇ν)
= −∂2r −
n− 1
r
∂r − ∆Sn−1
r2
+ |ν′|2 −∆ν + ν
′
r
(
G+
n− 2
2
)
− (n− 2)ν
′
2r
≥ −∂2r −
n− 1
r
∂r − ∆Sn−1
r2
+ |ν′|2 −∆ν − θ|ν′|2 − 1
4θr2
(
G+
n− 2
2
)2
− (n− 2)ν
′
2r
= −∂2r −
n− 1
r
∂r −
(
1− 1
4θ
)∆Sn−1
r2
+ (1− θ)|ν′|2 −∆ν − (n− 2)
2
16θr2
− (n− 2)ν
′
2r
. (A.8)
The last equality is due to the identity
(
G + n−22
)2
=
(
S − 12
)2
= −∆Sn−1 +
(
n−2
2
)2
, where S is the spin-orbit
coupling operator; see [KY99, p. 849]. Taking into account that the radial part of the Laplace operator is positive-
definite −∂2r − ((n− 1)/r)∂r ≥ 0, and returning the factor τ at ν, we conclude from (A.8) that
α · (−i∇+ iτ∇ν)α · (−i∇− iτ∇ν) ≥ −
(
1− 1
4θ
)
∆+ (1− θ)|τν′|2 − τ∆ν − (n− 2)
2
16θr2
− (n− 2)τν
′
2r
. (A.9)
Given c ∈ (0,√3/2), let θ ∈ (0, 1) be such that 1 − 14θ = c2 ∈ (0, 3/4). The right-hand side of (A.9) is greater than
or equal to (
1− 1
4θ
)
(−∆) = c2(−∆)
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(thus yielding (A.6)) once we make sure that the following expression is positive everywhere on suppu:
(1− θ)τ2|ν′|2 − τ∆ν − 1
4θr2
(
n− 2
2
)2
− |(n− 2)τν
′|
2r
. (A.10)
Since θ < 1, taking into account that infx∈suppu ∂rν(x) > 0 (since suppu is compact) and that r ≥ dist(0, suppu) >
0, we conclude that there is τc,ν,u <∞ such that (A.10) is positive for all τ ≥ τc,ν,u and all x ∈ suppu.
The higher-dimensional version of the unique continuation principle in [BG87, Appendix] follows from the Ho¨lder
inequality and the Sobolev embedding,
‖V ψ‖L2(Ω,CN ) ≤ An‖V ‖Ln(Ω,End (CN ))‖ψ‖H˙1(Ω,CN ), n ≥ 3, (A.11)
with An > 0 the best Sobolev constant, valid for all open sets Ω ⊂ Rn, V ∈ Lnloc(Rn, End (CN )), and ψ ∈
H1comp(Ω,C
N ). Here it is:
Theorem A.4. Let n ≥ 1. Let Ω be an open connected set of Rn. Let V : Ω → End (CN ) be measurable, such that
V ∈ Lnloc(Ω, End (CN )) if n 6= 2 or V ∈ Lqloc(Ω, End (CN )) with q > 2 if n = 2. Assume that ψ ∈ H1loc(Ω,CN ) is
such that ψ = 0 almost everywhere in a non-empty open set Ω0 ⊂ Ω and
|(D0ψ)(x)| ≤ |(V ψ)(x)| for x almost everywhere in Ω.
Then ψ = 0 almost everywhere in Ω.
Remark A.5. Similar (slightly weaker) results have also been obtained in [Jer86, BG87, Man94]; see also the survey
[Ken87]. The counterexamples in [KT02] to the unique continuation principle constructed for the case of the Laplace
operator suggest that the above result is optimal.
Proof. In the one-dimensional case, the statement is a consequence of the uniqueness of ODE solutions. More pre-
cisely, the relation |ψ′(x)| < |V ψ(x)|, with x in an open interval Ω ⊂ R, together with the assumption ψ(a) = 0 at
some a ∈ Ω, leads to
|ψ(x)| ≤ |W (x)| sup
y∈[a,x]
|ψ(y)|, x ∈ Ω,
where W (x) :=
∫ x
a |V (y)| dy is continuous in Ω since V ∈ L1loc(Ω). One deduces that ψ(x) ≡ 0 in the closure of an
open neighborhood of a where |W | < 1. Then, by induction, ψ vanishes identically in Ω.
Let us now assume that n ≥ 3. It is enough to assume that Ω is bounded and so small that
An‖V ‖Ln(Ω,End (CN )) < 12 , (A.12)
with An the best Sobolev constant from (A.11). Fix ν ∈ C∞(Rn) as above (spherically symmetric, strictly mono-
tonically increasing with |x|, x ∈ Rn). We claim that V satisfies the assumption (A.1) of Lemma A.1, with some
κ ∈ (0, 1). Indeed, let u ∈ H1comp(Ω,CN ) and a ∈ Ω \ suppu. By Lemma A.2, there is τ0 = τ 12 ,ν,u(·−a) <∞ such
that for any τ ≥ τ0 one has
‖e−τνaD0u‖ ≥ 1
2
‖D0(e−τνau)‖. (A.13)
Using the Sobolev embedding (A.11), we have:
‖e−τνaV u‖L2(Ω,CN ) ≤ An‖V ‖Ln(Ω,End (CN ))‖e−τνau‖H˙1(Ω,CN ) (A.14)
= An‖V ‖Ln(Ω,End (CN ))‖D0e−τνau‖L2(Ω,CN ) ≤ 2An‖V ‖Ln(Ω,End (CN ))‖e−τνaD0u‖L2(Ω,CN ).
Above, the equality is due to ‖u‖2
H˙1
= 〈∇u,∇u〉 = 〈u, (−∆)u〉 = 〈D0u,D0u〉, while the last inequality is due to
(A.13). One concludes from (A.14) that V satisfies (A.1) with
κ = 2An‖V ‖Ln(Ω,End (CN )),
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with κ < 1 as long as Ω is small enough so that (A.12) is satisfied.
Let ψ ∈ H1loc(Ω,CN ) and assume that
Ω0 := Ω \ suppψ 6= ∅, ψ|Ω 6≡ 0. (A.15)
Then, by Lemma A.1, there exists an open set Ω1 ⊂ Ω such that
Ω0 $ Ω1, (A.16)
with V ψ = 0 andD0ψ = 0 almost everywhere in Ω1. We claim that, as the matter of fact, this would lead to ψ|Ω1 ≡ 0.
Since V ≡ 1 is in Lnloc(Ω1, End (CN )), by the above argument, it satisfies the assumption (A.1) of Lemma A.1 (with
some κ ∈ (0, 1)). Moreover, since D0ψ = 0 almost everywhere in Ω1, the assumption (A.2) is also satisfied (with
V = 1). Due to (A.16), Ω′0 = Ω1 \ suppψ ⊃ Ω0 is non-empty. Assume that ψ|Ω1 6≡ 0. Then, by Lemma A.1, there
exists an open set Ω′ ⊂ Ω1 such that
Ω′0 = Ω1 \ suppψ $ Ω′, (A.17)
with V ψ = ψ = 0 (since now V = 1) and D0ψ ≡ 0 almost everywhere in Ω′. Thus, we would have ψ = 0 almost
everywhere in Ω′, contradicting (A.17). We conclude that ψ|
Ω1
≡ 0, but this, in turn, leads to a contradiction with
(A.16). Therefore, (A.15) results in a contradiction; we conclude that if Ω0 = Ω \ suppψ is non-empty, then ψ
vanishes almost everywhere on Ω.
In dimension n = 2, the proof is similar to the one above, with the following adaptation of (A.14). Given
V ∈ Lqloc(Ω,R2) with q > 2, the Ho¨lder inequality yields
‖e−τνaV u‖L2(Ω,CN ) ≤ ‖V ‖Lq(Ω,End (CN ))‖e−τνau‖Lp∗(Ω,CN ),
where the second factor is bounded with the aid of the Sobolev inequality as follows:
‖e−τνau‖Lp∗(Ω,CN ) ≤ c‖∇e−τνau‖Lp(Ω,CN ) ≤ c vol(Ω)
1
p− 12 ‖∇e−τνau‖L2(Ω,CN ),
with c = c(p) <∞ independent of Ω; above, p∗ > 2 and p ∈ (1, 2) satisfy
1
q
+
1
p∗
=
1
2
,
1
p∗
=
1
p
− 1
n
, n = 2.
The set Ω ⊂ R2 is to be small enough so that
κ := 2c vol(Ω)
1
p− 12 ‖V ‖Lq(Ω,End (CN )) < 1,
and then, using (A.13) as before, we arrive at
‖e−τνaV u‖L2(Ω,CN ) ≤ κ2 ‖D0e
−τνau‖L2(Ω,CN ) ≤ κ‖e−τνaD0u‖L2(Ω,CN ),
with κ < 1; hence, V satisfies the assumption (A.1). The rest of the argument is unchanged.
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