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第１章 序論 
 本論⽂では災害時にも持続利⽤可能なネットワークシステムおよびサービス
の構築を⽬指し、NDN(Named Data Networking)におけるコンテンツへのネー
ミング問題の解決やネットワークの QoS(Quality of Service)の向上を実現する
ために AI(Artificial Intelligence)を利⽤する。利⽤したと仮定した際のネットワ
ーク性能の向上を既存のシステムと⽐較し、提案したシステムの有⽤性を明ら
かにしたので報告する。 
 
 
 
１. １ 研究背景 
１.１.１ 通信を取り巻くトレンド 
 
ネットワークというリソースのインフラとしての機能性・重要性は年々⾼
まっている。ここ数年間において全世界でのネットワークを取り巻く環境は
⼤きく改善している。この流れに伴うように、スマートフォンの爆発的な普
及に伴い、個⼈がアップロードやダウンロードできるコンテンツの量は⾶躍
的に増⼤している。さらに、ハード⾯では最近、IoT(Internet Of Things)に
よるネットへ接続する端末が増えたことによるデータ量の増加(図表 1-1-1)
や MaaS(Mobility as a Service)に代表される⾃動運転による各⾃動⾞同⼠が
通信を⾏い⾃律運転するといった実証実験も⾏われている。そして 2020 年
の東京オリンピックを⽪切りに 5G の本格実⽤化も⾏われようとしている。
このように現代の最新のテクロジーを語る上で通信インフラを切り離すこ
とは難しい。 
 
図 1-1-1 世界のデバイス数の推移および予測 [2] 
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1.1.2 災害時におけるネットワーク 
 
   ユーザにおける通信の役割として⼤きく⼆つの意義がある。⼀つ⽬は、ユ
ーザ間の連絡⼿段としての役割である。携帯電話の普及以降、⼈々は多くの
交流が通信を介して⾏われるようになり、現代では SNS の利⽤も加速し、
ますますオンライン場でのコミュニケーションは活発化している。⼆つ⽬
としては、情報取得としての役割である。⽇々のあらゆる興味・関⼼を持っ
たことに対してネットワークにアクセスして検索エンジンを利⽤すること
で即時にコンテンツを取得が可能となっている。しかし、これらの基盤を⽀
える通信がそのシステムの脆弱性を露呈した事態がある。２０１１年３⽉
１１⽇に発⽣した東⽇本⼤震災である。被害住居は地域によって異なるが
甚⼤な被害が発⽣した地域では固定電話・携帯電話や最終⼿段とされてい
ることが多い防災⾏政無線といった重要インフラそのものに被害が発⽣し、
臨時機材が⽤意されるまでの数週間、それらの通信サービスが利⽤できな
いという事態が起きました。東⽇本⼤震災で発⽣した ICT 関連の主な被害
総数は以下のようなります。 
    
表 1-1-2 東⽇本⼤震災時の ICT 被害状況[2] 
固定電話 携帯電話 防災⾏政無線 
影響回線数 停波基地局数 被害発⽣⾃治体数 
会社 回線数 会社 回線数  
６６⾃治体で発⽣ NTT 約 101 万 NTT 約 6700 万 
KDDI 約 14 万 KDDI 約 3700 万 
SB 約 3 万 SB 約 3800 万 
 
また、被害の少ない地域においても安否確認や情報取得のためにネットワ
ークへのアクセスが集中し、サーバがダウンしてしまうという事態が起き
ました。改めて通信が基地局という場所や機器に依存していまい、分散が⾏
われていないネットワークの問題が明らかになりました。地球環境の変動
により、⾃然災害は増⼤している。特に洪⽔や⽕災、地震時にはネットワー
クのリアルタイム性が重要となりますが、現在のインターネットでは集中
ネットワークのため、サーバのダウンなどでネットワークは弱くなる。そこ
で分散型ネットワークとして ICN が適切となる。 
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1.2 研究⽬的 
 
 本研究の⽬的としては、(1)限られたネットワークリソースの⾼効率利
⽤かつ(2)安定性の⾼い(災害時にも利⽤可能)ネットワークシステムの構
築が⼤きな⽬的となります。 
 この⽬的を達成することで、コンテンツの増⼤や災害時のネットワー
クトラフィックの増⼤にも耐えられるネットワークが実装され、ユーザ
が有事においてもストレスなく、コンテンツの取得が可能となり、より迅
速な避難や⼈命救助にもつなげることが可能となる。 
 (1)および(2)の条件を満たすネットワークとして本研究では NDN を
ネットワーク構成の軸として考慮する。NDN には TCP/IP と異なりサー
バという中央集権的なネットワークの機能を必要とせず、分散型ノード
の各ノードでコンテンツ配信やネーミングが⾏われている。なので、サー
バが壊れてもネットワークとしては機能するので、(1)および(2) の条件
に合致している。 
 しかし、NDN をネットワークとして利⽤するときの問題点としてコン
テンツへの命名法(ネーミング)が問題点となる。NDN のコンテンツ命名
法において本研究では、AI の⾃然⾔語処理、画像認識を利⽤することで
サーバ・クライアント間の認識⽅法を統⼀化し、クライアントが要求した
コンテンツをサーバに正確に送り返すことで NDN の命名法を補填する。  
 また、災害時に適切な場所に適切な量のコンテンツが⾏き届いていか
ないという課題を解決するために、⼈数カウントを⾏って最適な場所に
コンテンツを flooding した際にどれだけネットワークのスループットが
向上するのか評価を⾏い、本システム実装時の有⽤性を⽰す。 
 なお、扱うコンテンツは災害画像に絞り、場⾯としては災害時を想定と
する。 
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第２章 先⾏研究概要 
 
２. １ TCP/IP 
       Transmission Control Protosol/Internet Protocol(TCP/IP)は情報の共有
を⽬的として 1970 年に開発されたものである。しかし、スマホや IoT が普
及することでインターネット上のコンテンツは増⼤し、さらにインターネ
ットの使⽤法は多様化している。また現在、１対１通信だけでなく多対多の
通信が頻繁に⾏われていることや災害などが発⽣した際にサーバにアクセ
スが過度に集中してしまうことで、ユーザがコンテンツをダウンロードで
きないといった問題も発⽣している。 
 
 
 
図 2-1 災害時の TCP/IP ネットワークイメージ 
    
さらに災害時においては Internet が災害において機能不全となることで
図 2-1 のように情報が蓄積されている各サーバへのアクセスも遮断されて
しまい、コンテンツ取得が困難となってしまう。 
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２.２  NDN 
 
NDN は ICN 研究[3]において Content Centric Network(CCN)と並び注
⽬を浴びている新たなアーキテクチャを持ったネットワークである。これ
は IP アドレスに基づきデータ転送を⾏う TCP/IP と異なり、コンテンツの
名前によりコンテンツの要求と転送が⾏われる。このネットワークでは、
Interest と Data という 2 種類のパケットを使⽤することでコンテンツが転
送される。Interest パケットはコンテンンツ要求の時に⽤いられ、Data は
所望のデータをクライアントに送るとき使⽤される。それぞれ下の図に⽰
すような構造をしている。 
 
 
図 2-2-2 Interest および Data パケット構成図 
 
Interest は NDN 内のテーブルに基づいて所望のコンテンツを持つノード
までルーティングされる。Data にはデータが格納され、interest が通った経
路を再び通りクライアントに送られる。Data がクライアントに転送される
時、各コンテンツは通過する各ノードにキャッシュされる。そのため、別の
ユーザーが同⼀コンテンツを要求する際、interest をデータ格納する最も近
くのノードに転送することで Data をダウンロードすることができる。これ
はサーバーの負担やデータ取得時間を削減することができる。 
 
 
 
 
 
 
 
 10 
NDN にはルーティングやデータ取得のために 3 種類の構成要素がある。 
(1)Content Store(CS):ルータが転送したデータパケットを保存するメモリ。
各 NDN ルータが保有する。 
(2)Forwarding Information Base(FIB):Interest を届けるためのルーティン
グテーブル。この中にはコンテンツ名あるいはプリフィックスと呼ばれる
コンテンツ名の⼀部が含まれる。 
(3)Pending Interest Table (PIT):Data が Interest の逆経路をたどることが
できるように、 NDN ノードが Interest を転送し Data が帰ってくるまでの
間、Interest の送信源を要求されたコンテンツ名と Face により保存してお
くテーブル。 
Face はコンテンツの送受信を⾏う論理的なインターフェースである。 
以下の図 2-2-2 に node の構成を⽰す。 
 
 
図 2-2-2 NDN における node 構成図 
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２.３ NS-3 based NDN simulator 
    
  本実験では、NDN や TCP/IP の評価・⽐較を⾏うため NS-3 を⽤いた。
[14]これは離散事象スケジューリングに基づいたオープンソースネットワー
クシミュレーションプラットフォームである。このプログラムは C++で書か
れていて、部分的に内容を書き換えることでノードやリンクパラメータなどを
変更し、オリジナルのネットワークトポロジを作成することができる。 
ndnSIM の基本構成要素を下の図に⽰す。 
ndn::L3Protocol: Face を介し Interest や Data のパケットをやり取りする。 
ndn::Face: NFD face の抽象化は Interest および Data パケットを実際に送受
信するために必要な通信プライマリを実装する。 
ndn::ContentStore: データパケットのネットワーク内ストレージの抽象化。
また、NFD によって使⽤されるデータパケットのキャッシュが⾏われる。 
ndn::pit: NFD の Pending Interest Table（PIT）は、コンテンツ源に転送され
た Interes パケットを追跡します。 そして、それに従いデータのリクエスタに
ダウンストリームで送信する。 
ndn::fib: インタレストの転送をデータソースに向けるために使⽤される転送
情報ベース（FIB）の抽象化。 
ndn::ForwardingStrategy: NFD 内において Interest パケットがいつ、どこで、
どう転送されるかに関する決定を⾏う。 
 
  
図 2-3 NDNsim 基本構成図 
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第３章 システム⼿法 
 
本項では今回の研究で提案するシステムの概略を説明する。 
 
 
３. １ システム構成 
 
 
上の図３.１.１はシステム全体の構成図を⽰す。今回のシステムの詳細な
部分は次項以降で明らかにし、本項ではシステム全体の概略図について説
明する。 
 
 
図３.１.１ システム概略図 
 
 
 
 
 13 
 本システムの特徴としては⼤きく⼆つある。 
⼀つ⽬はネットワークに多対多で接続をしているクライアント（ユー
ザ）・サーバ（監視カメラ）の関係である。⼀般的なクライアント・サーバ
による⼆層アーキテクチャではなく、三層アークテクチャ（プレゼンテー
ション層、ファンクション層、データ層）のような構造を取っていること
で、システム性能や開発・保守効率が向上する。また、データ加⼯などの
処理をサーバー側で実⾏させるため、処理性能の低いクライアント機でも
利⽤できることや、クライアントサーバー間のデータ通信量が減るため、
低速な回線でも応答速度が落ちにくいことも利点となる。また、カメラに
対してノードを付与することで、IoT と同義の役割をカメラに持たせて、ネ
ットワークに接続することで常に最新情報をネットワーク内で共有できる
形にする。 
⼆つ⽬はこれらのネットワークを繋ぐのは NDN となっていることであ
る。⼀つ⼀つのノードにコンテンツがキャッシングされて、最適なフラッ
ディングを⾏うことで、クライアントにコンテンツを返す。また、分散型
ネットワークであるため⼀つのノードが壊れたとしてもネットワークとし
ての機能はシャットダウンするわけではないため、災害などの物理的なダ
メージのみならず、トラフィックの増⼤やウィルスのアタックによるダメ
ージにも強くなっていることで、システムとしての堅牢性も従来の TCP ネ
ットワークに⽐べると⾼くなっている。 
具体的なシナリオとしてこのシステムがどのように作動するのかを説明
する。災害が発⽣した際にユーザはどのような災害が起きたのかという疑
問を持ち、持っているスマホやタブレットで検索を⾏い、インタレストパ
ケットを情報取得のために投げる。このインタレストパケットは⾃然⾔語
処理によってユーザーの曖昧さを含む⾔語の形を成形する。インタレスト
パケットはノードへと渡され、もし該当するコンテンツがノードにキャッ
シュされていればユーザへ返される。 
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３.２ システム構成（AI 部） 
３.２.１  画像認識 
システムにおける AI の画像認識が今回の研究のメインではないが、シス
テムの構成するカメラ側において各災害映像の認識率がどの程度になるの
かについては実証しておく必要がある。以下に本研究における画像認識の対
象およびモデル作成法に関して⽰す。 
⼤規模な地震が発⽣すると、それに伴い⽕災や津波、⼟砂崩れや地割れな
どの⼈命に関わる重⼤な⼆次災害が⽣じる可能性が⾼い。そこで本研究では
画像認識の対象を地震発⽣後に⽣じる⼆次災害とし、⽕災、津波、⼟砂崩れ、
地割れについて画像による認識を⾏った。画像認識により迅速な災害の特定
が可能となり、必要に応じて⼈命の救済や危険地域の特定などに役⽴てるこ
とができる。 
画像認識モデルは機械学習のモデルの⼀つである deep learning を⾏い、
フレームワークとして Chainer を⽤いて、認識および評価を⾏なった。また
アルゴリズムとしては CNN(Convolutional Neural Network)を使⽤した。
CNN[11][12]は画像処理でいうフィルタ処理を⽤いてデータの特徴を抽出
していくニューラルネットワークである。以下の図では CNN での処理の流
れを表している。 
 
 
 
図 3.2.2  CNN の処理 
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   畳み込み層は前層フィルタ処理して特徴量を得ることが可能となる。プ
ーリング層は、畳み込み層から出⼒された特徴量をさらに縮⼩することで
新たな特徴量を得ることができる。畳み込み層には画像の特徴を抽出し、プ
ーリング層は特徴をまとめて処理をしている。これが CNN の基本的な構成
となっている。多数画像の中には、鮮明ではない荒い画像も含まれているが、
プーリングでは前の層の畳み込みの出⼒を粗くサンプリングするようなイ
メージとなっており画像の多少のズレによる⾒え⽅の違いを吸収すること
が可能となり、画像の荒れに対しても対応可能となっている。 
CNN を⽤いて学習を⾏う際にニューラルネットワークでは出⼒結果と
テストデータの差を学習する。この際に学習するデータのうち、⼀つのデー
タを⼊⼒すると学習するオンライン学習や全部のデータを⼊⼒するとすぐ
学習するオフライン学習も不向きとなる。なので、ニューラルネットワーク
ではデータを⼩分けにして学習を⾏うミニバッチ学習が利⽤されている。
これによりデータは１回の学習ごとにランダムにサンプリングされるため、
学習に精度の向上が可能となる。 
   学習の際の画像としては⽕事、津波、⼟砂崩れ、地割れ、その他の画像と
いう 5 つのラベルをそれぞれ 150 枚程度⽤意して、認識を⾏なった。認識
に⽤いた画像の⼀例を以下の図に⽰す。 
 
 
図 3.2.3 認識に⽤いた画像（左上から⽕災、津波、⼟砂崩れ、地割れ） 
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   今回の画像認識のモデルにおける実⾏環境を以下の表に⽰す。 
 
 
表 3.2.1 画像認識の実⾏環境 
Subjects Tools 
OS Ubuntu 16.04 
GPU Titan XP from NVIDIA 
Framework Chainer 
CUDACUDA 8.0 CUDA 8.0 
CuDNN Cu DNNv6.0 
 
 
以上の実⾏環境により作成されたモデルに対して⽕事、津波、⼟砂崩れ、
地割れ、その他の評価⽤画像を 20 枚ずつ認識させた際の各ラベル認識率を
以下に⽰す。 
 
 
 
図 3.2.4 各ラベルの認識率 
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各ラベルの認識率は平均８２％となった。また、カメラ側においては認
識の結果に基づいて、結果が付与される。この際に地理情報に関してはカ
メラノードの Google Geocoder[23]にひもづく緯度経度情報が割り当てられ
て、時間情報(Time stamp)は Python の Time library を⽤いて 1900 年 1 ⽉
１⽇を基準として数値が割り当てられる。以下の⽕災の画像は以下のよう
な⼿順で認識が⾏われる。 
 
 
図 3.2.5 画像認識プロセス 
    
   以上のプロセスで認識された画像に関して以下の図のようにカメラ側お
よび IoT デバイスでネーミングが⾏われる。[1] 
 
 
図 3.2.6 ネーミング構造 
 
 接頭には災害情報を⽰すメッセージタイプが格納される。そして、時間、
場所、経度緯度情報等が付与される。このような統⼀されたネーミングに
よって、システム内での識別が可能となる。 
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図 3.2.7 災害検知システム概要 
     
上の図は、カメラ側で認識された画像がシステム側でどのように通知さ
れるのかを⽰している。画像認識によってコンテンツ名が画像ごとに付与
されるが、（１）災害情報と認識された画像（２）そうでない画像（Others）
によって、ネットワーク内のデータパケットの情報を変える。（１）の場合、
Emergency(警報)を送り、どこ（Where）でいつ(When)何(what)の災害が
起きたかを知らせる。⼀⽅、（２）の場合には、何も起きていないことを送
る。 
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３.２.２  NLP 
 
     ⽕災、津波、またはその他の災害の画像などの画像データをリモートカメ
ラから収集するには、適切なインタレストパケットをカメラに送信すること
が重要である。ユーザーから⼤規模な監視カメラへの要求はセグメント化さ
れ、適切な単語に変換された後、セグメント化された各単語のラベルがシー
ケンスラベル付け計算によって割り当てられる。この研究では、機械学習[6]
を⾃然⾔語ツールキット（NLTK）[6]として使⽤して、形態素解析を実⾏す
る。 NLTK は、条件付きランダムフィールド CRF）を使⽤して、発⽣コス
トと連結コストの評価により、特定のシーケンスデータから出⼒シーケンス
を予測するモデルを⽣成する[5]。 
コンピューターの⾃然⾔語などの⾮構造化データの処理には、さまざまな
形式の前処理が必要である。⽂が単語に分割された後、⽂の特徴量が抽出さ
れ、ベクトル化される。ベクトルとしてデジタル化することにより、⽂間の
類似性を⾒つけ、意味を抽出し、機械翻訳を実⾏することができる。 
形態素解析では、単語の分割に加えて、「名詞」や「動詞」などの品詞ラベ
ルを追加するプロセスも同時に実⾏される。この品詞情報を使⽤することで、
単語分割プロセスの精度が向上し、⽂から名詞のみを抽出してキーワードに
することが可能となる。 
本研究では、機械学習を⽤いて⼊⼒⽂を分析するため、災害情報を含む約
800 ⽂を SNS や災害ニュースサイトから収集した。次に、形態素解析ツール
NLTK を使⽤してすべての⽂を単語に分割し、各単語に品詞ラベルを追加し
ました。表 3.2.2 に、ラベルの例を⽰す。 
     
表 3.2.2 ラベルリスト 
Label Meaning 
LOC Location 
TOD Time of Date 
ORG Organization 
NUM Number 
PSN Person 
DIS Disaster 
O Others 
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各⽂を単語に分割し、上の表に⽰すように単語にラベルを付ける。この作
業をすべての⽂に対して⾏った後、単語をベクトル化し、ラベル付けリスト
に基づいて学習を⾏った後にモデルが作成された。 
 
What disaster occurred on Waseda campus? 
Predicted:		𝑂 , 𝐷𝐼𝑆, 𝑂, 𝑂,𝑂𝑅𝐺,𝑂𝑅𝐺 
Correct:						𝑂 , 𝐷𝐼𝑆, 𝑂, 𝑂, 𝑂𝑅𝐺, 𝑂𝑅𝐺 
2018/04/11 
43200 
[ʻShinjukuʼ] 
Shinjuku 
(35-42-22.0,139-42-28) 
図 3.2.8 ⽂章のラベル付け 
 
作成したモデルによって NLP を⾏うことで、以上のように⽂章が解析さ
れる。このようなモデルの作成によってユーザ側で与えられる曖昧な⽂章
が全てシステム内で⼀意の意味を与えることが可能となる。 
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３.２.３  Flooding 
 
     ユーザがデータを取得する上でコンテンツを取得をする際にどのノード
（ネットワーク上）にパケットを多く送るかを適切に判断することでネット
ワーク上のトラフィックは⼤きく削減できる。 
本研究ではネットワークの対象として、⻄早稲⽥（=net1）、早稲⽥（=net2）
および⼾⼭キャンパス（=net3）を対象として災害に関するパケットを送る
ことを想定する。 
ユーザのインタレストパケットは通常のフラッディング⽅法で他のすべ
てのノードに送信されますが、ネットワークのトラフィックは⾮常に⾼区な
る。 誰かが災害が発⽣した場所に関する情報を要求すると、要求は災害が発
⽣する可能性が⾮常に⾼いノードに送信される。 この情報は、公開データ
[22]によって定義される。下の図は、⻄早稲⽥周辺の⽕災のヒートマップと
なる。 
 
 
図 3.2.9 ⻄早稲⽥周辺の⽕災ヒートマップ 
 
こういったヒートマップによって flooding の際に重み付けを⾏う。ユーザ
が災害発⽣地を問い合わせると、最も可能性の⾼い Net2 から順にパケット
東京 (すべての空港)が送られる。以下の図に flooding の際のアルゴリズム
を⽰す。 
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図 3.2.10 flooding におけるアルゴリズム 
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第４章 シミュレーション・結果 
４.１ シミュレーション⽅法 
 
前章までで提案した ICN を⽤いたコンテンツ配信型ネットワーク⽅式にお
いてユーザがコンテンツを要求した際のネットワークへの負荷特性を既存の
ネットワークシステムである TCP/IP ネットワークと⽐較するためにシミュレ
ーションを実施して評価を⾏う。２.３に⽰した NS-3 モジュールを、ネットワ
ークのシミュレーションツールとして使⽤した。今回のネットワークシミュレ
ーションでは NMS キャンパスネットワークを評価⽤のネットワークトポロジ
として使⽤する。 
 
 
図４.１.１ NMS キャンパスネットワークモデル 
   
   以上のネットワークを適⽤した理由として⼤学キャンパスの特性が上が
る。キャンパスは災害発⽣時の避難所として使⽤され、その多くには、⼤⾯
積および多数の端末をサポートする⼤規模ネットワークがあるためである。
以下の表 4.1.1 には、NMS キャンパスネットワークのネットワーク構成条件
を⽰している。 
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表４.１.１ ネットワーク構成条件 
ネットワーク 
条件 
Links on campus 
(non-LAN) 
Links on campus 
(LAN) 
Links on server 
(Bottleneck) 
Link speed（bps） 1G 100M 100M 
Delay time（ms） 5 1 1 
 
 
４. ２ シミュレーション結果 
 
４.２.１ 画像コンテンツのダウンロード時間の評価 
 
   TCP / IP および ICN ネットワーク上の画像コンテンツのダウンロード
時間を、シミュレーションによって評価した。 このシミュレーションでは、
監視カメラの画像コンテンツのデータサイズを 2.8 M バイト、パケットサイ
ズを 1400 バイト、監視カメラの数を 2024 に設定した。要求に対する画像コ
ンテンツのダウンロード時間をユーザのダウンロード時間によって評価し
た。 結果を図４.２.１に⽰す。横軸にはクライアント数を縦軸にはクライア
ントのコンテンツのダウンロード平均時間を⽰す。⻘線が ICN を⽤いたネ
ットワーク、オレンジ線は TCP を⽤いたネットワークによる結果を⽰す。 
 
 
図４.２.１ クライアント数とダウンロード時間の関係 
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    結果から、ノード数に関係なく、ダウンロード時間が ICN で⼀定であ
ることを⽰しています。 ⼀⽅、TCP / IP はコンテンツをサーバに保存す
るため、必要なノードの数に応じてダウンロード時間が⻑くなる。 
ICN のダウンロード時間は TCP より短いことがわかる。ノードが少な
い場合、TCP はコンテンツのダウンロードにかかる時間が短くなるが、⼀
⽅、多くの⼈々が災害として多くの範囲の情報を要求する場合、ノードの
数が増えても、コンテンツのダウンロード時間は ICN で⼀定である。よっ
て、ICN がより多くのネットワーク範囲をカバーできることは明らかとな
る。 
 
 
４.２.２ 画像コンテンツのダウンロード時間の評価 
 
本研究では、監視カメラ側に⼆次災害に関する状況や特定の場所の安全
を確認するよう依頼する際に、災害地域の安全状況を迅速に確認できるシ
ステムを構築するために、災害の場合、認識された画像はテキストデータに
変換され、ユーザーに送信される（図３.２.７）。シミュレーションにおける、
画像のデータサイズを 2.8Mbyte に設定した。これは画像の平均レートに基
づく。テキストのデータサイズは 0.5M バイトに設定した。総トラフィック
には、すべてのトポロジの送信/受信が含まる。以下の図４.２.２はコンテン
ツ数の増加によるトラフィック量を⽰す。 
 
図４.２.２ 画像・テキストデータのコンテンツ数とトラフィック関係 
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縦軸はトラフィックの合計を⽰し、横軸はコンテンツ数を⽰す。また、
オレンジで⽰す値が画像データ、灰⾊で⽰す値がテキストコンテンツを⽰
す。コンテンツが通常の画像の場合、コンテンツの数が増えるとトラフィ
ックが急激に増加し、ネットワークのパフォーマンスが低下する。 コンテ
ンツが想定システムでテキスト処理される場合、トラフィックの増加はか
なり抑えられる。 トラフィックは約 80％改善されていることがわかる。 
これはトラフィックの点で⼤きな改善であり、⼤災害が発⽣した場合でも、
より多くの⼈々にデータを配信が可能となる。 
 
 
４.２.３ AI の Flooding を⽤いたコンテンツ検索 
 
 
フラッディングで AI システムを使⽤した場合のネットワーク効率のシ
ミュレーション結果を⽰す。 典型的なフラッディングでは、転送されるイ
ンタレストの数は、ノードの数が増えるにつれてはるかに⼤きくなります。 
あらかじめコンテンツの⼈気度が⾼い場所を災害時においてはヒートマ
ップから学習することで転送するコンテンツ数を抑えることが可能とな
る。以下にシミュレーション結果を⽰す。 
 
 
図４.２.３ flooding におけるノード数と転送インタレストの関係 
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縦軸はネットワークインタレストパケット数、横軸にノード数を⽰す。
オレンジの線が通常の ICN におけるインタレスト数、灰⾊が AI 学習済み
の ICN におけるインタレスト数を⽰す。転送されたノード数に対するネ
ットワーク効率については、AI を使⽤して転送されるインタレストの数が
81％減少するため、エリア内の検索は従来のフラッディングに⽐べて⼤幅
に改善されることがわかる。 AI を使⽤すると、ネットワーク内のトラフ
ィックが減少することが明らかとなり、本システムの有⽤性が明らかとな
る。 
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第５章 考察 
５. １ TCP ネットワークから ICN への移⾏によるネットワーク効率化 
 
前章によるシミュレーションから ICN の有⽤性は実証された。ネットワ
ークへ接続するデバイス・ユーザが増⼤する中で４−１の結果からコンテン
ツのダウンロード時間が⼀定に保たれることが明らかとなった。これにより
コンテンツ探索による遅延やトラフィックは削減可能となり、災害時などの
有事におけるトラフィックの増⼤時はもちろん、常時のネットワークの機能
としても活⽤が可能となる。現状のインフラにおいて全てのネットワークを
ICN へ移⾏するということは予算や物理的に不可能な点があるので、今回の
研究のように災害時のキャンパスネットワークといったある⼀つのユースケ
ースに絞った実⽤化が現実的に期待できる。例えば、⼯場の RPA やロボティ
クス化のケースでは通信の遅延が問題となるが、AI と ICN を活⽤することで
名前づけやコンテンツのダウンロードの遅延を防ぐことができるため、安全
性や機能性を確保するためにも有効であると⾔える。ICN はサーバレスにコ
ンテンツの通信を⾏うネットワークであるため、従来の中央集権型とは異な
るネットワーク構成となっている。なので、仮想通貨に代表される技術のブロ
ックチェーンと⾮常に親和性の⾼い技術であると⾔える。今回はセキュリテ
ィの部分に関しての⾔及はしていないがブロックチェーンのセキュリティ⾯
での運⽤と組み合わせることで、さらに実⽤化に近づくと考えられる。 
 
 
５.２ ICN ネットワークへの AI の活⽤ 
 
今回の研究では AI を⼆つの機能で扱った。（１）コンテンツの認識と（２）
Flooding への応⽤である。（１）に関して災害限定ではあるが、画像認識や
⾃然⾔語処理を扱うことで Naming 問題が解決されコンテンツをサーバレス
なネットワークである ICN でも扱うことが可能となった。AI によるコンテ
ンツの学習部分いわゆるティーチングと⾔われる⼯程は最も時間がかかる
領域ではあるが、AI 研究が進んでいく中で最適なアルゴリズムの発⾒等によ
ってかかる時間は年々短くなっている。なので、ネットワークへの AI の活
⽤法はさらに広がっていくと考えられる。（２）に関して 4-3 のシミュレー
ションからあらかじめコンテンツの⼈気度が⾼い可能性のあるネットワー
クへコンテンツを送ることで送信するコンテンツを 8 割ほど減らせることが
わかった。今回の研究のような事前学習のみならずリアルタイムでのカメラ
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による⼈数カウントを⽤いてさらなるネットワークの⾼効率化も期待でき
ると考えられる。 
また今回提案した AI によるネットワーク制御は官⺠による 6G 戦略にも
関係深いものとなっている。現在 5G の商⽤化が各国進んでいく中で早くも
10 年後に向けた通信規格６G の研究が進んでいる。この中で６G は５G よ
りもさらに通信速度が１０倍早くなると⾔われている。さらに IoT 化が進ん
でいく中でノードやエッジでコンテンツを処理する必要性が増す中で、本研
究の AI を活⽤したコンテン Naming ⽅式は６G の要綱の⼀つである AI に
よるネットワーク制御への活⽤も期待できる。 
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