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Abstract
The symmetric nonnegative inverse eigenvalue problem (SNIEP) asks when a list σ =
(λ1, λ2, . . . , λn) of n real numbers is the spectrum of an n× n symmetric nonnegative matrix.
This problem is completely solved only for n  4. Our main goal here is to contribute to the
solution of SNIEP for n = 5. We also give a sufficient condition for a list σ to be realized as
the spectrum of a symmetric positive matrix.
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1. Introduction
The nonnegative inverse eigenvalue problem (NIEP) asks when a list σ =
(λ1, λ2, . . . , λn) of complex numbers is the spectrum of an n× n nonnegative mat-
rix. When λ1, λ2, . . . , λn are real, the symmetric nonnegative inverse eigenvalue
problem (SNIEP) asks when is σ the spectrum of an n× n symmetric nonnegative
matrix. Both problems are of great interest and many papers have been written about
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them, only some of which will be mentioned here. Both are not solved for any n such
that n  5. See [5,11] for some necessary conditions for NIEP.
Suppose now that σ consists of real numbers. It has been shown by Johnson et al.
[6] that NIEP and SNIEP are different in general. That is, one can choose σ so that
it is realizable by a nonnegative matrix but not by a symmetric nonnegative matrix.
More precisely, it is not difficult to see that those problems are the same for n  4.
This can be seen, for example, from papers by Fiedler [3], and Loewy and London
[11].
Consider now σ = (3, 3,−2,−2,−2). It is not realizable as the spectrum of
a 5 × 5 nonnegative matrix by the Perron–Frobenius theory. Consider now σt =
(3 + t, 3,−2,−2,−2) for t > 0. Hartwig and Loewy [4] showed that the smallest
t such that σt satisfies SNIEP is t = 1. On the other hand it is shown in the Ph.D.
thesis of Meehan [13] that there exists 0 < t < 1 such that σt satisfies NIEP. Thus,
NIEP and SNIEP are different already for n = 5. An example illustrating this is also
given in Egleston’s Ph.D. thesis [1].
It is our purpose to consider here SNIEP for n = 5, which, as indicated above,
is not completely solved. We shall give a brief description of what is known in this
case, but first we need some notation and basic definitions.
Since we consider here only real n-tuples, we can assume that σ = (λ1, λ2, . . . ,
λn), where λ1  λ2  · · ·  λn. We say that σ is realizable if it is the spectrum of an
n× n symmetric nonnegative matrix. If σ is realizable then clearly λ1 is the spectral
radius, and we may assume without loss of generality that λ1 = 1. It then follows
that λn  −1. We define
Rn = {σ = (λ1 = 1, λ2, . . . , λn) : σ is realizable}. (1)
In [2], Elsner et al., based on an earlier work of Soules [14], defined the notions
of Soules basis and Soules matrix. McDonald and Neumann [12] slightly extended
the class of Soules matrices. In any case, a Soules matrix is a special type of a real
orthogonal matrix which has remarkable properties related to SNIEP. We now make
the following definition.
Definition 1. The Soules set Sn consists of all σ = (λ1, λ2, . . . , λn) in Rn which
satisfy: There exists an n× n symmetric, nonnegative matrix A and a Soules matrix
R such that RtAR = diag(λ1 = 1, λ2, . . . , λn).
It is shown in [12] that Sn = Rn for all n  4. The major part of [12] is devoted
to SNIEP for n = 5, and to state the major results there we let
a = (1, 1, 1, 1, 1),
b = (1, 1, 1, 1,−1),
c = (1, 1, 1,−1,−1),
d = (1, 1, 0,−1,−1),
e = (1, 0, 0, 0,−1),
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f = (1, 1,−1/2,−1/2,−1),
g = (1,−1/4,−1/4,−1/4,−1/4),
h = (1, 1,−2/3,−2/3,−2/3), (2)
i = (1, 1/2, 1/2,−1,−1),
j = (1, 1,−1/2,−1/2,−1/2),
k = (1, 1/2,−1/2,−1/2,−1/2),
l = (1, 0, 0,−1/2,−1/2).
Theorem 1. [12]
(i) The Soules set S5 is the convex hull of the points a, b, c, d, e, f, g, j, k, l.
(ii) The set R5 is contained in the convex hull of the points a, b, c, d, e, f, g, i, j, k.
Lemma 1. [12] Let σ ∈ R5 and suppose σ is the spectrum of A = At  0. Then
trace(A)  λ2 + λ5.
Remark 1. Actually the lemma is stated for irreducible matrices, but this restriction
can be removed.
Remark 2. It follows immediately from Theorem 1 that any point σ = (λi) in S5
satisfies
∑5
i=1 λi  λ3.
This leaves open the question what is R5, that is, what is the difference between
S5 and R5? Knudsen and McDonald [7] gave an example which shows that S5 is
properly contained in R5.
Define now
U = convex hull of the points c, d, e, i, l. (3)
It is pointed out in [12], and again in [1], that in order to determine R5, it suffices
to find the realizable points in U. Our aim here is to consider this question. To
describe our results we need one additional concept, an extreme spectrum introduced
by Laffey [9].
Let µ = (µ1, µ2, . . . , µn) with µ1  µ2  · · ·  µn (so we don’t assume here
µ1 = 1). Let e be the 1 × n vector of ones. For any x  0, consider µ− xe. Suppose
that µ is realizable. It follows from [9] that there exists a unique d  0 such that
µ− de is realizable but µ− xe is not realizable for x > d . We say that µ is an
extreme spectrum if d = 0. In that case, if µ is the spectrum of A = At  0, we say
that A is an extreme matrix.
It is clear that in order to determine Rn it is enough to find the extreme spectra in
Rn. Thus, we are led to consider the extreme spectra which lie in U.
The paper is organized as follows. In Section 2 we state some preliminary results.
In particular, we define in Section 2 a subset U1 of U which will be the object
278 P. Loewy, J.J. McDonald / Linear Algebra and its Applications 393 (2004) 275–298
of our study. This subset is obtained from U by removing a union of 2 faces of
U, one being part of the Soules set (so is included in R5 anyhow) and the other
consisting of the trace 0 matrices. We show that certain matrices cannot be principal
submatrices of symmetric, nonnegative matrices with spectrum in U1. In Section
3 we give a sufficient condition for a realizable spectrum, for arbitrary n, to be
realizable by a positive symmetric matrix. This condition seems to be of independent
interest. In Section 4 we analyze the (+, 0) patterns for which there exists an extreme
matrix with spectrum in U1. This analysis yields nine possible patterns, which are
further discussed in Section 5. It is shown there that seven of those nine patterns
do not allow extreme matrices with spectrum in U1. This analysis is concluded in
Section 6 with Theorem 4, which describes the 2 patterns that possibly allow extreme
matrices with spectrum in U1. We show that one of these patterns does indeed
yield realizable points in U1 which have not been known previously. In addition,
the discussion of Sections 4 and 5 yields a result about the sparsity of matrices
(not necessarily extreme) with spectrum in U1. This sparsity result is the analogous
result, for n = 5, of the sparsity result obtained by Laffey [8] for general nonnegative
matrices.
2. Preliminary results
In this section we bring some results that will be used to obtain our main results.
The first result, due to Laffey, deals with an extreme matrix.
Theorem 2. [9] Let A = (aij ) be an extreme, n× n symmetric, nonnegative matrix.
Then there exists an n× n symmetric, nonnegative, nonzero matrix Y = (yij ) such
that
(i) AY = YA,
(ii) aij yij = 0 for all i, j.
Consider next the polytope U whose vertices are the points c, d, e, i, l. It is straight-
forward to check that U is actually a simplex and therefore has 5 maximal faces
(obtained by deleting one of the vertices and taking the convex hull of the rest). In
particular, let
F1 = convex hull of c, d, e, l,
F2 = convex hull of d, e, i, l. (4)
Note that F1 is contained in S5, and thus we know any point in it is realizable.
On the other hand, every σ ∈ F2 satisfies trace(σ ) =∑5i=1 λi = 0. Thus, if σ is
realizable the corresponding matrix A must have trace 0 and σ is clearly an extreme
spectrum. It seems that the set of 5 × 5 symmetric, nonnegative matrices with trace
0 has to be dealt separately (certainly Theorem 2 is of no help here because we can
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chose Y = I5). It should also be pointed out that the corresponding problem for 5 × 5
nonnegative matrices has been solved by Laffey and Meehan [10].
Thus we are led to consider here the set U1 defined by
U1 = U/(F1 ∪ F2). (5)
Remark 3. It can be checked that any realizable σ in U1 corresponds to an irreduc-
ible matrix.
In the following discussion we assume that A is an n× n symmetric, nonnegative
matrix. We consider an n× n real orthogonal matrix R of a special type, and want
that RtAR remains nonnegative. We assume throughout, unless otherwise stated,
that θ is an arbitrarily small positive number. Let
c = cos θ, s = sin θ, Q =
[
c s
−s c
]
, R = Q⊕ In−2. (6)
Partition A conformally with R, so
A =
[
B C
Ct D
]
. (7)
Hence
RtAR =
[
QtBQ QtC
CtQ D
]
.
Note that the 2,2 blocks of A and RtAR are the same. We compute first QtBQ, so
let
B =
[
b1 b2
b2 b3
]
. (8)
Then
QtBQ=
[
c −s
s c
] [
b1 b2
b2 b3
] [
c s
−s c
]
=
[
c2b1 − 2csb2 + s2b3 (c2 − s2)b2 + cs(b1 − b3)
(c2 − s2)b2 + cs(b1 − b3) s2b1 + 2csb2 + c2b3
]
. (9)
So we want QtBQ to be a nonnegative matrix.
Now consider the 1,2 block of RtAR, which is QtC. We also need this to be a
nonnegative matrix. A typical column of QtC has the form[
c −s
s c
] [
y
z
]
,
where [y, z]t is a column of C.
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It will be a nonnegative vector whenever [y, z]t has the following patterns[
0
0
]
,
[+
0
]
,
[+
+
]
(10)
(this is obvious in the first two cases and in the 3rd case it follows from our assump-
tion that θ is small).
Note. When we apply this orthogonal similarity we always assume that each column
of C has one of those three patterns.
We now have, under the assumption on θ :
Observation 1. Let A be an n× n symmetric, nonnegative matrix given by (7),
where B is given by (8). Assume also that any column of C has one of the three
patterns given by (10). Let R be an orthogonal matrix given by (6). Then, in each of
the following three cases RtAR  0.
(i) B =
[
b1 b2
b2 0
]
, b1, b2 > 0.
(ii) B =
[
b1 0
0 0
]
, b1 > 0.
(iii) B =
[
b1 0
0 b3
]
, b1  b3 > 0.
Moreover, the 1, 1 block of RtAR (that is, QtBQ) is positive in all three cases
except in (iii) when b1 = b3. In the latter case,QtBQ = b1I2.
Proof. Follows immediately from (9) and the discussion preceding the statement of
this observation. 
If B = b1I2, then 1,1 block of A is not changed by the orthogonal similarity, but
the 1,2 block might change.
We call the orthogonal similarity discussed above a 1, 2 OS because the nontrivial
action occurs in rows and columns 1 and 2 (note also that there is no symmetry
between 1 and 2). Similarly we define any i, j OS, where i and j are distinct (sub-
ject, of course, to the restrictions described which ensure that the matrix after the
orthogonal similarity remains nonnegative).
Remark 4 follows immediately from the definition of U1 and (2).
Remark 4. Let σ = (λi) ∈ U1. Then ∑5i=1 λi < λ3.
Observation 2. Let A be a 5 × 5 symmetric, nonnegative matrix with spectrum σ =
(λi) ∈ U1. Then none of the following five matrices can be a principal submatrix
of A.
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(i) S1 =

a 0 00 0 a
0 a 0

 , a > 0.
(ii) S2 =

a 0 00 b 0
0 0 c

 , a > 0, b, c  0.
(iii) S3 =


a b c 0
b 0 0 b
c 0 0 c
0 b c a

 , a, b, c > 0.
(iv) S4 =


a b d 0
b 0 c
√
b2 + c2
d c a + dc
b
− db
c
0
0
√
b2 + c2 0 a + dc
b

 ,
a, b, c, d, a + dc
b
− db
c
> 0.
(v) S5 =

 a
√
(c − a)(c − b) 0√
(c − a)(c − b) b 0
0 0 c

 ,
a, b > 0, c  a, c  b.
Proof. In each case we use the interlacing inequalities and prove the result by nega-
tion, arriving at a contradiction to Remark 4. Consider first the three cases where the
matrix Si has order 3. We denote its largest eigenvalue by ϑ1. Hence, ϑ1  λ3. For
S1, we have ϑ1 = a, so trace (A)  a = ϑ1  λ3. For S2, we can assume without
loss of generality that a = max{a, b, c} so, ϑ1 = a and trace (A)  a + b + c 
ϑ1  λ3. For S5, the eigenvalues are c, c, a + b − c, so trace (A)  a + b + c 
c = ϑ1  λ3.
Now we consider the two cases where the matrix Si has order 4, and in each
case denote by µ1  µ2  µ3  µ4, its eigenvalues. For S3 the eigenvalues are
a±
√
a2+8b2+8c2
2 , a, 0, so µ2 = a. Hence, trace(A)  2a  a = µ2  λ3. For S4, the
eigenvalues are
a + dc
b
, a − db
c
,
ab + cd ±√a2b2 + 2abcd + c2d2 + 8b2c2 + 8b4
2b
.
Hence trace(A)  3a + 2dc
b
− db
c
 a + dc
b
= µ2  λ3. 
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3. Realizable spectra for positive symmetric matrices
In this section we state a sufficient condition for a list of n real numbers to be the
spectrum of an n× n positive symmetric matrix.
Lemma 2. Let A be an n× n nonnegative, irreducible, symmetric matrix with ei-
genvalues λ1 > λ2  · · ·  λn.Given any t > 0, there exists an n× n positive, sym-
metric matrix with eigenvalues λ1 + t > λ2, . . . , λn.
Proof. There exists a positive, unit vector x such that Ax = λ1x. It is clear now that
A+ txxt is positive and satisfies the requirements. 
Theorem 3. Let A be an n× n nonnegative, symmetric matrix with eigenvalues
λ1 > λ2  · · ·  λn. Given any t > 0, there exists an n× n positive, symmetric
matrix with eigenvalues λ1 + t, λ2, . . . , λn.
Proof. If A is irreducible the proof follows from Lemma 2. So we can assume that
A is reducible and has in fact the following form:
A = A1 ⊕ A2 ⊕ · · · ⊕ Ak, k  2,
where each Aj is irreducible or the 1 × 1 zero matrix. Moreover, we can assume λ1
is the spectral radius of A1, and for 2  j  k, λlj is the spectral radius of Aj for
some 2  lj  n.
Choose ' > 0 such that ' < min{λ1 − λ2, t}.
By Lemma 2 there exists a positive matrix A′2 whose spectral radius is λl2 + 'k−1 ,
and all its other eigenvalues are eigenvalues of A2 (so A2 and A′2 differ in their
spectral radii, but not in the other eigenvalues). Let x(1), x(2) be positive, unit eigen-
vectors of A1 and A′2 corresponding to λ1 and λl2 + 'k−1 , respectively. By Theorem
2.3 of Fiedler [3] there exists ρ1 > 0 such that
B =
[
A1 ρ1x(1)x(2)
t
ρ1x(2)x(1)
t
A′2
]
satisfies: The spectral radius of B is λ1 + 'k−1 , and the spectrum of B is obtained
from the spectrum of A1 ⊕ A2 be replacing λ1 by λ1 + 'k−1 . Note also that B is
nonnegative and irreducible.
By Lemma 2 there exists a positive matrix A′3 whose spectral radius is λl3 + 'k−1 ,
and all its other eigenvalues are eigenvalues of A3. Let y(1), y(2) be positive, unit
eigenvectors of B and A′3 corresponding to λ1 + 'k−1 and λl3 + 'k−1 . Applying again
Theorem 2.3 of [3] there exists ρ2 > 0 such that
C =
[
B ρ2y
(1)y(2)
t
ρ2y(2)y(1)
t
A′3
]
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is nonnegative, irreducible and satisfies: The spectral radius ofC is λ1 + 2'k−1 , and the
spectrum of C is obtained from that of B ⊕ A3 by replacing λ1 + 'k−1 by λ1 + 2'k−1 .
Hence it is also true that the spectrum of C is obtained from that of A1 ⊕ A2 ⊕ A3
by replacing λ1 by λ1 + 2'k−1 . Continuing similarly we finally get a nonnegative,
irreducible matrix G whose spectrum is obtained from that of A by replacing λ1 by
λ1 + '. Since ' < t we get the desired result by Lemma 2. 
Corollary 1. Let A be an n× n nonnegative, symmetric matrix with eigenvalues
λ1  λ2  · · ·  λn. Given any t > 0, there exists an n× n positive, symmetric
matrix with eigenvalues λ1 + t, λ2, . . . , λn.
Corollary 1 improves Theorem 4.1, part 2, of [15].
Corollary 2. Any point in the relative interior of the set of realizable spectra,Rn
(viewed as a subset of n), is realizable by a positive, symmetric matrix.
4. Potential extreme matrices with eigenvalues in U1
In this section we generate the (+, 0) patterns (up to permutation similarities)
that are the potential extreme matrices with eigenvalues in U1. We use throughout
repeatedly Theorem 2, which deals with extreme, symmetric, nonnegative matrices.
We begin by observing that any potential extreme matrix with eigenvalues in U1
satisfies:
(i) A has at least one positive diagonal element.
By assumption, trace(A) > 0.
(ii) A has two positive off-diagonal entries in every row.
Since A is irreducible by Remark 3, it must have at least one nonzero off-diag-
onal element in every row. Suppose A contains a row with only one nonzero in
an off-diagonal position. Then without loss of generality, we can assume that
the first row of A looks like [a11, 0, 0, 0,+], where a11  0. As in Observation
2, we use the interlacing property of the eigenvalues with the leading 4 × 4
principal submatrix of A to show that such a matrix cannot correspond to an
extreme matrix with eigenvalues in U1. Set
B = A[{1, 2, 3, 4}, {1, 2, 3, 4}] =


a11 0 0 0
0 ∗ ∗ ∗
0 ∗ ∗ ∗
0 ∗ ∗ ∗

 ,
where the ∗’s represent positive numbers or zeros, and a11 can also be positive
or zero. Let µ1  µ2  µ3  µ4 be the eigenvalues of B. Clearly a11 is an
eigenvalue of B and hence µj = a11 for some j ∈ {1, 2, 3, 4}. Notice that in
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U1, 0 > λ4. Since λ4  µ4 we know that µ4 is negative. Hence µ4 /= a11. If
µ1 = a11 or µ2 = a11 then trace(A)  a11  µ2  λ3 and we are not dealing
with eigenvalues from U1. The only case left to consider is when µ3 = a11. Let
C = A[{2, 3, 4}, {2, 3, 4}] = B[{2, 3, 4}, {2, 3, 4}]. Then in this instance, C has
eigenvalues µ1, µ2, µ4. where µ1  µ2  a11  0  µ4. By the Perron Frobe-
nius theorem, µ1  |µ4| = −µ4 and thus µ1 + µ4  0 and hence trace(A) 
trace(B) = a11 + trace(C)  µ1 + µ2 + µ4  µ2  λ3 and hence this matrix
cannot be an extreme matrix with eigenvalues in U1.
(iii) A has at least one zero on the diagonal.
If A has all its diagonal elements positive then we can subtract a positive mul-
tiple of the identity from A and get a nonnegative symmetric matrix, contradict-
ing that A is extreme.
(iv) A has a zero in every row.
Suppose not. Then without loss of generality the first row of A is positive and
the first row of Y consists only of zeros. Since Y /= 0, there is a nonzero entry
somewhere in the first row of AY , however the first row of YA consists only of
zeros. Hence AY /= YA. Contradiction.
(v) Y has a nonzero in every row.
Suppose that the first row (and hence column) of Y consists only of zeros. Then
the first column (and hence row) of AY consists only of zeros. Since A is irre-
ducible, there is a nonzero element in an off-diagonal position in the first row.
Without loss of generality a12 > 0. This forces the second row of Y to be zero.
Then the first and second rows and columns of AY must be zero. Since A is
irreducible, there is a nonzero entry in A[{1, 2}, {3, 4, 5}]. Without loss of gen-
erality it is in the third column. But then the third row and column of Y and
hence AY must also be zero. Continuing in this fashion, we see that Y must be
the zero matrix. A contradiction.
We begin by examining the case where there are four nonzero entries in some row
of A. Without loss of generality we assume that row 1 has four nonzero entries.
Case I. Suppose the first row of A looks like [+,+,+,+, 0]. Without loss of gen-
erality we can assume that a52 > 0 and a53 > 0, since there must be two nonzero
off-diagonal entries in the fifth row. Since Y must have a nonzero entry in row 1,
y15 > 0. By looking at the 1,5 entry of AY = YA we see that a55 > 0.
We argue first that the case where a54 > 0 can be reduced to the case where a54 =
0. If a54 > 0, then y54 = 0 and 1,5 entry of AY = YA implies that a11 = a55. Con-
sider for a moment the patterns:

a11 + + + 0
+ ∗ ∗ ∗ +
+ ∗ ∗ ∗ +
+ ∗ ∗ ∗ +
0 + + + a11

 ,
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where the pattern of the ∗′s has yet to be determined. We now apply a 5,1 OS to
this pattern. If θ > 0 is small, then s is small and c is close to 1 so the pattern
does not change. However if we increase θ all the way to π/2, then the entries in
A[{5}, {2, 3, 4}] become negative. Thus there is a choice of 0 < θ < π/2 so that one
or more entries ofA[{5}, {2, 3, 4}] are zero, and the rest are positive. Since a11 = a55,
the pattern of the matrix A[{1, 5}, {1, 5}] does not change. Since at this stage the
pattern does not change if we interchange any of indices, 2, 3 or 4, we can assume
without loss of generality that a54 = 0. If, in addition, a35 or a25 is also zero, then
there are not two nonzero off-diagonal elements in row 5 of A, and this instance
need not be considered. Thus the case where a54 > 0 is covered by the case where
a54 = 0, which we consider next.
Suppose now that a54 = 0. From our initial assumptions above we also have that
a25 > 0, a35 > 0, and a55 > 0. Without loss of generality we can assume that a42 >
0, since there must be two positive off-diagonal elements in row 4. We get the pat-
terns:

+ + + + 0
+ ∗ ∗ + +
+ ∗ ∗ ∗ +
+ + ∗ ∗ 0
0 + + 0 +

 ,
where the pattern of the ∗’s has yet to be determined.
If a44 = 0, we can apply a 1,4 OS to A. This gives us back the same pattern
except that a44 > 0 and a34 > 0. If a44 > 0 initially, then we can still apply a 1,4
OS to A and again conclude that a34 > 0. Thus we need only consider the case
where a34 > 0 and a44 > 0. Since there must be a zero element on the diagonal, we
can assume without loss of generality that a22 = 0.
(a) If a23 > 0, then since there must be a zero entry in the third row of A, it follows
that a33 = 0. We get the pattern:
PIa =


+ + + + 0
+ 0 + + +
+ + 0 + +
+ + + + 0
0 + + 0 +

 .
Since Y has only one nonzero in row 2, and without loss of generality we can
specify one nonzero entry of Y , we assume that y22 = a25. Looking at AY = YA
we see that y33 = a25 from the 2,3 entry; y15 = a12 from the 1,2 entry; and y45 =
a24 from the 2,4 entry. Substituting in, and again considering AY = YA, we see
from the 1,5 and 4,5 entries that
a55 = a11 + a14a24
a12
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and
a44 = a55 − a14a12
a24
= a11 + a14a24
a12
− a14a12
a24
.
From the 2,5 entry we see that
a25 =
√
a212 + a224.
(b) If a23 = 0, then there are two cases to consider. If a33 > 0 then we can apply a 3,2
OS which gives us the same pattern except that a22 > 0 and a23 > 0. But then
the matrix has a strictly positive diagonal and hence the corresponding spectrum
could not be extreme. The last case to consider is when a33 = 0. We get the
pattern
PIb =


+ + + + 0
+ 0 0 + +
+ 0 0 + +
+ + + + 0
0 + + 0 +

 .
Since the first row of Y must contain a nonzero, we can assume without loss of
generality that y15 = a14. The 1,5 entry of AY = YA then implies that y45 =
a55 − a11. Substituting in and looking at the 4,5 entry of AY = YA we get
a14 =
√
(a55 − a11)(a55 − a44).
Case II. Suppose the first row of A looks like [0,+,+,+,+]. Without loss of gen-
erality we can assume that a22 > 0 (A has a positive trace) and a23 > 0 (row 2 must
have two nonzero off-diagonal elements). If row 2 has four nonzero elements then we
can interchange rows and columns 1 and 2 and consider Case I. Thus a24 = a25 = 0.
Our pattern looks like

0 + + + +
+ + + 0 0
+ + ∗ ∗ ∗
+ 0 ∗ ∗ ∗
+ 0 ∗ ∗ ∗

 ,
where the ∗’s are yet to be specified.
(a) Suppose a33 > 0. Then as with row 2, we can assume a34 = a35 = 0. Since we
need two nonzero off-diagonal elements in every row, we see that a45 > 0. This
gives us the pattern
PIIa =


0 + + + +
+ + + 0 0
+ + + 0 0
+ 0 0 ∗ +
+ 0 0 + ∗

 ,
where ∗’s can be zero or nonzero.
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(b) Suppose a33 = 0. If again a34 = a35 = 0, then a54 > 0 since there must be two
off-diagonal entries that are nonzero in the fourth row. Applying a 2,3 OS we
get PIIa. Thus we can assume that at least one of a34 and a35 is nonzero.
(i) Suppose exactly one of a34 and a35 is nonzero. Without loss of generality, we
assume a34 = 0 and a35 > 0. Again we can assume that a45 > 0 since there
must be two nonzero off-diagonal elements in row 4. If a55 is nonzero, then
we have Case I with rows and columns 1 and 5 switched, hence we assume
a55 = 0. If a44 = 0, then the 3,4 entry of AY = YA implies that y24 = 0.
But then the 2,5 entry of AY = YA implies that y25 = 0, leaving Y having
its second row consisting only of zeros. Thus a44 > 0. We get
PIIb(i) =


0 + + + +
+ + + 0 0
+ + 0 0 +
+ 0 0 + +
+ 0 + + 0

 .
Since row 2 of Y must have a nonzero entry, it follows from the 2,5 entry
of AY = YA that both y24 and y25 are nonzero. Without loss of generality
set y25 = a45. Looking at AY = YA we get: y24 = a22 from the 2,5 entry;
y33 = a35a45a23 from the 2,3 entry; y34 =
a22a23
a44
from the 3,4 entry; and y55 =
a22a23a35
a44a45
from the 4,5 entry. Substituting into Y , we get the following two
equations from the 2,4 and 3,5 entries of AY = YA:
a22a44(a22 − a44)+ a22a223 − a44a245 = 0, (11)
a223a
2
45(a22 − a44)+ a235(a44a245 − a22a223) = 0. (12)
Taking a235 times Eq. (11), plus Eq. (12) we get
(a235a22a44 + a223a245)(a22 − a44) = 0.
Thus a22 = a44. Substituting this into Eq. (11), we also get a23 = a45. Substi-
tuting these back into A and Y , and looking at the 1,5 entry of AY = YA we
get y11 = a35 + a12a23a15 . Now the 1,3 entry implies a15 =
a12a13
a14
. The 1,2 and
1,4 entries of AY = YA give us the equations:
a13a14a35 + a214a23 − a213a23 − a12a13a22 = 0, (13)
a12a13a14a35 + a12a214a23 − a12a213a23 − a13a214a22 = 0. (14)
Taking a12 times Eq. (13) minus Eq. (14) we get
(a212 − a214)a22a13 = 0
and hence a12 = a14, and a13 = a15. From the remaining equation in AY =
YA we can conclude
a35 = a22 + a23(a
2
13 − a212)
a12a13
.
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(ii) Suppose both a34 and a35 are positive. Suppose first that a45 = 0. Since the
second row of Y must have a nonzero entry, and so far our pattern is the same
if we interchange indices 4 and 5, we can assume without loss of generality
that y24 > 0. The 2,4 entry of AY = YA then implies that a44 = a22 > 0.
Applying a 2,4 OS does not change the pattern of A[{2, 4}, {2, 4}], how-
ever by increasing θ we can make one or both of a21 and a23 equal to zero,
leaving the rest of the pattern the same. But then there would be at most one
nonzero off-diagonal element in row 2, which we know cannot happen. Thus
we assume a45 is positive. Then the diagonal entries of rows 4 and 5 must be
zero or else we are as in Case I. From the 2,4 and 2,5 entries of AY = YA it
follows that a22 = a45. We get
PIIb(ii) =


0 + + + +
+ a22 + 0 0
+ + 0 + +
+ 0 + 0 a22
+ 0 + a22 0

 ,
where a22 > 0.
This completes the cases where there are four nonzero entries in some row.
Suppose A has at most three nonzero entries in every row. Since A has a nonzero
trace, we can assume that a11 > 0. Without loss of generality we can assume that
a12 and a13 are positive, and a14 = a15 = 0. Now look at row 5. Since a51 = 0, we
can assume without loss of generality that a52 > 0 (row 5 must have at least two
off-diagonal nonzero entries).
Case III. Suppose in addition that a53 > 0. Since row 4 must have two nonzeros in
off-diagonal positions, we can assume without loss of generality that a42 > 0. Now
row 2 has three nonzeros so a22 = a23 = 0.
(a) Suppose that a43 > 0. Then row 3 has three nonzeros so a33 = 0. The only
unspecified entries are a44, a45, a55.
(i) If a45 > 0, then rows 4 and 5 each have three nonzeros thus a44 = a55 = 0.
The 1,4 and 1,5 entries of AY = YA establish that a11 = a45. We get
PIIIa(i) =


a11 + + 0 0
+ 0 0 + +
+ 0 0 + +
0 + + 0 a11
0 + + a11 0

 ,
where a11 > 0.
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(ii) If a45 = 0, we get
PIIIa(ii) =


+ + + 0 0
+ 0 0 + +
+ 0 0 + +
0 + + ∗ 0
0 + + 0 ∗

 ,
where * can be zero or nonzero.
(b) Suppose that a43 = 0. Then since row four must have two nonzeros in off-diag-
onal positions it must be that a45 > 0. This means that row 5 now has three
nonzeros and hence a55 = 0. We get
PIIIb =


+ + + 0 0
+ 0 0 + +
+ 0 ∗ 0 +
0 + 0 ∗ +
0 + + + 0

 ,
where ∗’s can be either zero or nonzero. This completes Case III.
Case IV. Suppose a53 = 0. We need two nonzeros in off-diagonal positions of row
5 so a54 > 0. If a42 > 0, then a23 = 0 and so a34 > 0. In this case, if we permute
indices 4 and 5 then we get Case III, hence we can assume a42 = 0. Since row 4
must have two nonzero off-diagonal entries we conclude that a43 > 0.
Suppose first that a23 > 0. We will show that this pattern is covered by Case
III(b). Since row 2 and row 3 now have three nonzeros in each row, we can conclude
that a22 = a33 = 0. Without loss of generality we can assume y14 > 0, since Y must
have a nonzero element in the first row, and up until this stage, switching indices 2
and 3, and also switching indices 4 and 5, would not change the pattern. Looking at
the 2,4 entry of AY = YA we see that a44 > 0. We get the pattern
P =


+ + + 0 0
+ 0 + 0 +
+ + 0 + 0
0 0 + + +
0 + 0 + ∗

 .
Let
S =


0 0 0 1 0
0 0 1 0 0
0 0 0 0 1
1 0 0 0 0
0 1 0 0 0

 .
Then the patterns SPS−1 are covered in Case III(b).
We now look at the case where a23 = 0. All the entries are specified except the
diagonal entries. Notice that the pattern we get corresponds to a simple cycle with
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loops on some vertices. At least one of the diagonals must be zero. Without loss of
generality a33 = 0. Thus our final pattern is:
PIV =


+ + + 0 0
+ ∗ 0 0 +
+ 0 0 + 0
0 0 + ∗ +
0 + 0 + ∗

 ,
where ∗’s may be zero or nonzero.
5. Eliminating the potential extreme patterns from the list
We are now ready to show that most of the potential extreme patterns listed in
Section 4 cannot have eigenvalues in U1.
PIa. Using Observation 2, we see that A[{1, 2, 4, 5}, {1, 2, 4, 5}] = S4 and hence this
pattern cannot have eigenvalues in U1.
PIb. Using Observation 2, we see that A[{1, 4, 5}, {1, 4, 5}] = S5 and hence this
pattern cannot have eigenvalues in U1.
PIIa. Since there are two ∗’s which can be zero or nonzero, we have four patterns to
consider. If a44 > 0, but a55 = 0, we can apply a 4,5 OS to our matrix and get back
the same pattern except with a55 > 0. If a44 = 0 and a55 > 0, then we can apply a
5,4 OS to our matrix and get back the same pattern except with a44 > 0. Thus there
are only two cases we need to consider in detail: the case where a44 = a55 = 0 and
the case where a44 > 0 and a55 > 0. If a44 = a55 = 0, then from the 4,5 entry of
AY = YA, we see that y44 = y55. In the case where a44 > 0 and a55 > 0, we have
that y44 = y55 = 0. From this point on, we will find it convenient to also work with
orthogonal similarities of A and Y . Let
Q1 =


a12+a13√
2(a212+a213)
− a12−a13√
2(a212+a213)
a12−a13√
2(a212+a213)
a12+a13√
2(a212+a213)


and
Q2 =


a14+a15√
2(a214+a215)
− a14−a15√
2(a214+a215)
a14−a15√
2(a214+a215)
a14+a15√
2(a214+a215)

 .
Set
Q =

1 0 00 Q1 0
0 0 Q2

 .
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Notice that Q is an orthogonal matrix thus Q−1 = QT. Let e be the 2 × 1 vector of
1′s, A1 = A[{2, 3}, {2, 3}], A2 = A[{4, 5}, {4, 5}], Y1 = Y [{2, 3}, {4, 5}] and Y2 =
Y [{4, 5}, {4, 5}]. Set
B = QAQT =


0
√
a212+a213
2 e
T
√
a214+a215
2 e
T√
a212+a213
2 e Q1A1Q
T
1 0√
a214+a215
2 e 0 Q2A2Q
T
2


and
Z = QYQT =


y11 0 0
0 0 Q1Y1QT2
0 Q2Y T1 Q
T
1 Q2Y2Q
T
2

 .
Notice that BZ = ZB, B = BT, Z = ZT, trace(B) = trace(A) and A and B have
the same eigenvalues. We note however that B and Z may not be nonnegative matri-
ces. From the positive entries in A we see that b12 = b13 > 0 and b14 = b15 > 0.
Since z11 = y11 and the first row of Y must have a positive entry, we can assume
that z11 > 0. Without loss of generality set z11 = b14. Notice that Z[{4, 5}, {4, 5}] =
Q2Y2Q
T
2 = Q2(y44I )QT2 = y44Q2QT2 = y44I , where y44 is positive or zero depend-
ing on which of the two cases we are looking at. Thus z45 = z54 = 0 and z44 = z55.
Looking at the first row of BZ = ZB we get four equations:
(z24 + z25 − b12)b14 = 0, (15)
(z34 + z35 − b12)b14 = 0, (16)
(z24 + z34)b12 + (z44 − b14)b14 = 0, (17)
(z25 + z35)b12 + (z44 − b14)b14 = 0. (18)
From Eqs. (15) and (16) we get z25 = b12 − z24 and z34 = b12 − z35. Substituting
into Eqs. (17) and (18) and subtracting one from the other, we see that z35 = z24.
This implies z25 = z34.
Suppose first that z24 = 0. Then from (BZ)[{2, 3}, {4, 5}] = (ZB)[{2, 3}, {4, 5}]
we get
(b23 − b45)b12 = 0, (19)
(b22 − b55)b12 = 0, (20)
(b33 − b44)b12 = 0, (21)
(b23 − b45)b12 = 0. (22)
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Since b12 > 0, it follows that b23 = b45, b22 = b55 and b33 = b44. The submatrix
B[{2, 3, 4, 5}, {2, 3, 4, 5}] has the eigenvalues
b22 + b33 ±
√
(b22 − b33)2 + 4b223
2
,
b22 + b33 ±
√
(b22 − b33)2 + 4b223
2
.
We claim that this forces the spectrum ofA to be realizable by a reducible matrix, and
hence we are not in the region U1. Label the eigenvalues of B (and hence A) as usual
with λ1  λ2  λ3  λ4  λ5. By the interlacing property described in Observation
2, λ1  λ2 = b22+b33+
√
(b22−b33)2+4b223
2  λ3  λ4 =
b22+b33−
√
(b22−b33)2+4b223
2  λ5.
Notice that λ2, λ4 are the eigenvalues of B[{2, 3}, {2, 3}], and hence are also the ei-
genvalues of A1, a nonnegative 2 × 2 matrix. Moreover, λ1 + λ3 + λ5 = trace(A)−
λ2 − λ4 = trace(A)− trace(A1) = trace(A2)  0. Since λ1 is the spectral radius of
A, we know λ1  |λj |, for j = 3, 5. Thus λ1, λ3, λ5 are the eigenvalues of a 3×3
nonnegative matrix and we are not dealing with a matrix whose eigenvalues are in
U1.
The case where z24 = b12 is the same as the case where z24 = 0, except with
indices 2 and 3 switched.
The next case we want to consider is when z24 = b122 . From (BZ)[{2, 3}, {4, 5}] =
(ZB)[{2, 3}, {4, 5}] we get
(b22 + b23 − b45 − b44)b122 = 0, (23)
(b22 + b23 − b45 − b55)b122 = 0, (24)
(b33 + b23 − b45 − b44)b122 = 0, (25)
(b33 + b23 − b45 − b55)b122 = 0. (26)
Subtracting Eq. (24) from Eq. (23) it follows that b44 = b55. Subtracting Eq. (25)
from Eq. (23) it follows that b22 = b33. From Eq. (23), we set b45 = b22 + b23 −
b44. In this instance the eigenvalues of B are b23 + b22, −b22 − b23 + 2b44, b22 −
b23,
b22+b23±
√
(b22+b23)2+8b212+8b214
2 . We now show that these eigenvalues can be par-
titioned into two sets, each of which corresponds to the eigenvalues of a nonnegative
matrix. Since the eigenvalues of B[{4, 5}, {4, 5}] (and hence A[{4, 5}, {4, 5}]) are
b23 + b22, −b22 − b23 + 2b44, these two eigenvalues correspond to the eigenvalues
of a nonnegative matrix. We next establish that the remaining set of three numbers
is also realizable by a nonnegative matrix. Notice that 2b22 = trace(Q1A1QT1 ) =
trace(A1) > 0 and 2(b22 + b23)= (eTQ1)A1(QT1 e) > 0, so b22 > 0 and b22 + b23 >
0. But then
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∣∣∣∣∣∣
b22 + b23 −
√
(b22 + b23)2 + 8b212 + 8b214
2
∣∣∣∣∣∣
<
b22 + b23 +
√
(b22 + b23)2 + 8b212 + 8b214
2
.
If b23 < 0, then b22 − b23 > 0. If b23 > 0 then
|b22 − b23|  b22 + b23 
b22 + b23 +
√
(b22 + b23)2 + 8b212 + 8b214
2
.
In either case we have established that the largest eigenvalue in magnitude is the
largest eigenvalue. The sum of these three eigenvalues is 2b22 = trace(Q1A1QT1 ) =
trace(A1) > 0. This establishes that this set of three numbers is realizable by a non-
negative 3×3 matrix. Thus the spectrum of A corresponds to the spectrum of a reduc-
ible nonnegative matrix and hence we cannot be working with an extreme matrix
whose eigenvalues are in U1.
We now proceed with the assumptions that z24 /= 0, z24 /= b12 and z24 /= b122 .
Then from (BZ)[{2, 3}, {4, 5}] = (ZB)[{2, 3}, {4, 5}] we get the equations
(b22 − b23 + b45 − b44)z24 + (b23 − b45)b12 = 0, (27)
(b22 − b23 + b45 − b55)z24 + (b55 − b22)b12 = 0, (28)
(b33 − b23 + b45 − b44)z24 + (b44 − b33)b12 = 0, (29)
(b33 − b23 + b45 − b55)z24 + (b23 − b45)b12 = 0. (30)
Subtracting Eq. (30) from Eq. (27) we get
(b22 − b33 − b44 + b55)z24 = 0
and hence
b22 − b33 − b44 + b55 = 0. (31)
Subtracting Eq. (29) from Eq. (28) we get
(b22 − b33 + b44 − b55)(z24 − b12) = 0
and hence
b22 − b33 + b44 − b55 = 0. (32)
Adding Eqs. (31) and (32) we get 2(b22 − b33) = 0, hence b22 = b33. Subtracting
Eq. (32) from Eq. (31) we get 2(b44 − b55) = 0, hence b44 = b55.
Substituting into Eq. (29) we get
(b22 − b23 + b45 − b44)z24 + (b44 − b22)b12 = 0. (33)
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Subtracting Eq. (33) from Eq. (27) we get
(b22 + b23 − b45 − b44)b12 = 0.
Setting b45 = b22 + b23 − b44 and substituting back into Eq. (27) we get
(b22 − b44)(2z24 − b12) = 0
and hence b22 = b44 and b45 = b23.
The eigenvalues of B are
b23 + b22, b22 − b23, b22 − b23,
b22 + b23 ±
√
(b22 + b23)2 + 8b212 + 8b214
2
.
Since the eigenvalues of B[{4, 5}, {4, 5}] (and hence A[{4, 5}, {4, 5}]) are
b23 + b22, b22 − b23 these two eigenvalues correspond to the eigenvalues of a non-
negative matrix. As in the case where z24 = b122 , the numbers b22 − b23,
b22+b23±
√
(b22+b23)2+8b212+8b214
2 correspond to the eigenvalues of a nonnegative 3×3
matrix. Thus the spectrum of A corresponds to the spectrum of a reducible nonneg-
ative matrix and hence we cannot be in U1.
PIIb(i). The matrix
A =


0 a12 a13 a12 a13
a12 a22 a23 0 0
a13 a23 0 0 a22 + a13a23a12 −
a23a12
a13
a12 0 0 a22 a23
a13 0 a22 + a13a23a12 −
a23a12
a13
a23 0


has eigenvalues
a22 − a23a12
a13
,
a22a12 + a13a23 ±
√
(a22a12 + a13a23)2 + 8a212(a212 + a213)
2a12
,
a23(a212 − a213)±
√
a223(a
2
12 + a213)2 + 4a12a13a22(a12a13a22 + a213a23 − a212a23)
2a12a13
.
Notice that by using the equation for a35 we see that
a23(a212 − a213)±
√
a223(a
2
12 + a213)2 + 4a12a13a22(a12a13a22 + a213a23 − a212a23)
2a12a13
=
a23(a212 − a213)±
√
a223(a
2
12 + a213)2 + 4a12a13a22(a12a13a35)
2a12a13
.
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It is clear that
a22a12 + a13a23 −
√
(a22a12 + a13a23)2 + 8a212(a212 + a213)
2a12
< 0
and
a23(a212 − a213)−
√
a223(a
2
12 + a213)2 + 4a12a13a22(a12a13a35)
2a12a13
< 0.
In order for our collection of eigenvalues to be in U1, only two can be negative, thus
λj = a22 − a23a12a13 > 0 and j  3. Hence trace(A) = 2a22 > a22 −
a23a12
a13
 λ3, and
we are not dealing with eigenvalues in U1.
PIIb(ii). Notice that A[{2, 4, 5}, {2, 4, 5}] = S1 of Observation 2 and hence this pat-
tern cannot correspond to an extreme matrix with eigenvalues in U1.
PIIIa(i). Notice that A[{1, 4, 5}, {1, 4, 5}] = S1 of Observation 2. This pattern cannot
be an extreme matrix with eigenvalues in U1.
PIIIa(ii). The matrix A[{1, 4, 5}, {1, 4, 5}] = S2 of Observation 2 and hence this
pattern cannot be an extreme matrix with eigenvalues in U1.
PIIIb. Suppose first that a33 = a44 = 0. Then AY = YA shows that a11 = a45 = a54
and A[{1, 4, 5}, {1, 4, 5}] = S1 and hence this pattern cannot be an extreme matrix
with eigenvalues in U1.
Next consider the case where a33 = 0 and a44 > 0. From AY = YA we see that
a44 = a
2
11−a245
a11
. Then the matrix A[{1, 4, 5}, {1, 4, 5}] has eigenvalues a11, a11,− a
2
45
a11
and hence by interlacing we see that trace(A)  a11  λ3 and thus by Observation
2 this pattern cannot be an extreme matrix with eigenvalues in U1.
The case where a33 > 0 and a44 is either positive or zero has not yet been estab-
lished.
PIV. We will see in the next section that this pattern allows eigenvalues in U1.
6. Summary of the main results
Using this method, we have established the possible patterns of extreme matrices
whose eigenvalues are in U1. Consider
H =


+ + + 0 0
+ 0 0 + +
+ 0 + 0 +
0 + 0 ∗ +
0 + + + 0

 and C =


+ + + 0 0
+ ∗ 0 0 +
+ 0 0 + 0
0 0 + ∗ +
0 + 0 + ∗

 ,
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where ∗’s may be zero or nonzero. Note that the graph of H is a house graph with
loops and the graph of C is a simple cycle with loops. From our results in Sections 4
and 5, we can state the following theorem:
Theorem 4. Let A be an extreme matrix with eigenvalues in U1. Then the pattern
of A is either H or C.
A careful analysis of these two patterns is therefore all that is needed to establish
the realizable boundary for the SNIEP, in the case where n = 5 and the trace is
nonzero.
We consider for a moment the face of U examined in both [12,7]. Let
U2 = convex hull of the points c, i, l. (34)
In this face, the eigenvalues have the additional property that λ2 = λ3 and λ4 = λ5,
and thus we can easily graph the relevant regions. The following family of matrices
with pattern C allows us to realize a new collection of 5-tuples as the eigenvalues of
nonnegative symmetric matrix. Let
A =


1
2 − 2a2 2ab 12 0 0
2ab 12 − 2b2 0 0 12
1
2 0 0 b 0
0 0 b 1 − 2a2 − 2b2 a
0 12 0 a 0

 ,
where 0<a< 12 , 0<b<
1
2 . Then this family of matrices has eigenvalues 1,−b2+ 14 −
a2 ±
√
16b4−8b2+32a2b2+5−8a2+16a4
4 ,−b2 + 14 − a2 ±
√
16b4−8b2+32a2b2+5−8a2+16a4
4 .
In fact, as a and b vary through their specified values, the eigenvalues we get trace
out a portion of the curve λ2λ5 = − 14 . If A is any nonnegative symmetric matrix,
then we can choose an orthogonal matrix R such that RTAR is a diagonal matrix
with the eigenvalues of A listed in nonincreasing order down its diagonal. We know
by Perron–Frobenius that the first column of R can be chosen to be nonnegative. Let
. be a diagonal matrix with 1, λ2, . . . , λ5 down the diagonal. Let D be the matrix
whose (1,1)-entry is 1 and all other entries are zero. Let I be the identity matrix. Then
RDRT  0 and has eigenvalues (1,0,0,0,0) and RIRT = I  0 and has eigenvalues
(1,1,1,1,1). Thus both these points are contained in the the polytope formed by solv-
ing R.RT  0 together with the constraints 1 = λ1  λ2  · · ·  λ5  −1. In the
graph below, we graph λ2 = λ3 on the horizontal axis and λ4 = λ5 on the vertical
axis. We illustrate the boundary of the Soules set S5, which is the line λ5 = −1−λ22
and represents the boundary of the points that where shown to be realizable in [12].
If (λ2, λ5) represents any known realizable point in our picture, then all the points in
the the convex hull of (λ2, λ5), (0,0), (1,1) represent realizable points. In particular,
in [7] the boundary of the additional points that were identified as being realizable
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can be plotted by joining (−1+
√
5
4 ,
−1−√5
4 ) to (1,1). The boundary of the region
representing the additional points that have been identified in this paper as being
realizable is given by the curve λ2λ5 = − 14 .
We conclude our paper with a discussion of the sparsity of nonnegative symmetric
matrices whose eigenvalues lie in U1. Laffey [8] showed that if σ = (λ1, λ2, . . . , λn)
is a list of complex numbers which is the spectrum of an n× n nonnegative matrix
B, it is also the spectrum of an n× n nonnegative matrix A which has at most[
(n+1)2
2
]
− 1 positive entries. For n = 5, this bound is 17. His method of proof
cannot be applied to the symmetric case. It is therefore of interest that we have:
Theorem 5. Suppose that σ ∈ U1 and is realizable by a nonnegative symmetric
matrix. Then there exists a 5 × 5 nonnegative symmetric matrix with at most 17
positive entries and having spectrum σ.
Proof. Let A have spectrum σ . Then A is the sum of a scalar matrix and an extreme
matrix (whose spectrum is necessarily in U1), and the extreme matrix must have
pattern H or C above. 
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