We prove a new uniqueness theorem for an inverse scattering problem without the phase information for the 3-D Helmholtz equation. The spatially distributed dielectric constant is the subject of the interest in this problem. We consider the case when the modulus of the scattered wave field |u sc | is measured. The phase is not measured.
Introduction
Phaseless Inverse Scattering Problem (PISP) for a wave-like Partial Differential Equation (PDE) with a complex valued solution is the problem of the reconstruction of an unknown coefficient of this PDE from measurements of the modulus of its solution on a certain set. The phase is not measured. On the other hand, in conventional inverse scattering problems both the modulus and the phase of the complex valued wave field are measured on certain sets, see, e.g. [4, 7, 9, 10, 25, 26, 27] .
Let u = u 0 +u sc be the total wave field, where u 0 is the incident wave field and u sc is the wave field scattered by a scatterer. The main result of this paper is a uniqueness theorem for the PISP for the 3-D Helmholtz equation in the case when the modulus |u sc | of the scattered wave field is measured on a certain surface. The closest previous publication is [19] . In [19] uniqueness was proven for the case when the modulus |u| of the total wave field is measured. Compared with [19] , the main difficulty here is due to the interference of two wave fields: u and u 0 . To handle this difficulty, we develop here some significantly new ideas, which are presented in section 5 as well as in (6.10)- (6.15) .
The first uniqueness result for a PISP was proven in [13] for the 1-D case. In [16, 17] was the underlying one. However, equation (1.1) is easier to investigate since the unknown coefficient q (x) is not multiplied by k 2 here, unlike the Helmholtz equation. Hence, unlike
Problem statement
Consider a non-magnetic and non-conductive medium, which occupies the whole space R 3 . Let c(x) be the spatially varying dielectric constant of this medium. It was established in chapter 13 of the classical textbook of Born and Wolf [5] that if the function c(x) varies slowly enough on the scales of the wavelength, then the scattering problem for Maxwell's equations can be approximated by the scattering problem for the Helmholtz equation for a certain component of the electric field. This justifies, from the Physics standpoint, our work with the Helmholtz equation.
Let Ω, Ψ, G ⊂ R 3 be three bounded domains and Ω ⊂ Ψ ⊂ G. Let ∂Ψ = S ∈ C 2 . Denote 2ρ = min (dist (S, ∂Ω) , dist (S, ∂G)) , where "dist" denotes the Hausdorff distance. We assume that ρ > 0. For any number ω > 0 and for every point y ∈ R 3 denote P ω (y) = {x ∈ R 3 : |x − y| < ω}. We impose throughout the paper the following conditions on the function c(x):
3)
Inequality (2.2) means that the dielectric constant of the medium is not less than the dielectric constant of the vacuum, which is 1. So, (2.4) means that the domain G is embedded in the vacuum. In section 3 we use the fundamental solution of a hyperbolic equation with the coefficient c(x) in the principal part of its operator. The construction of this solution works only if c ∈ C 15 (R 3 ) [20, 34] . In addition, the constructions of [20, 34] require the regularity of geodesic lines, see Condition below. We also note that the minimal smoothness requirements for unknown coefficients are rarely a significant concern in uniqueness theorems for multidimensional coefficient inverse problems, see, e.g. [26, 27] , theorem 4.1 in Chapter 4 of [33] and [15] .
The function c(x) generates the conformal Riemannian metric,
We assume throughout the paper that the following condition holds: Condition. Geodesic lines generated by the metric (2.5) are regular. In other words, each pair of points x, y ∈ R 3 can be connected by a single geodesic line Γ (x, y). A sufficient condition for the regularity of geodesic lines was derived in [35] . For an arbitrary pair of points x, y ∈ R 3 consider the travel time τ (x, y) between them due to the Riemannian metric (2.5). Then [20, 33] 
The solution of the problem (2.6), (2.7) is [20, 33] τ (x, y) = 8) where dσ is the euclidean arc length. Using the above Condition, we conclude that τ (x, y) is a single-valued function in R 3 × R 3 . Let y ∈ R 3 be the position of the point source, r = |x − y| and k > 0 be the wavenumber. We consider the Helmholtz equation with the radiation condition at the infinity
9)
Theorem 8.7 of [7] implies that for each k > 0 the problem (2.9), (2.10) has unique solution u ∈ C 2 (|x − y| ≥ ε) , ∀ε > 0. Consider the incident spherical wave u 0 and the scattered wave u sc ,
In this paper we consider the following PISP: Phaseless Inverse Scattering Problem (PISP). Assume that the function c (x) is given for x ∈ R
3 Ω and it is unknown for x ∈ Ω. Suppose that the following function
where
The main result of this paper is Theorem 1: Theorem 1. Assume that (2.1)-(2.4), (2.12), (2.13) and Condition hold. Then the PISP has at most one solution.
The rest of this paper is devoted to the proof of this theorem. We assume below that its conditions hold.
Connection with a hyperbolic equation
As in [19, 20] , consider the following Cauchy problem
For an arbitrary T > 0 define the domains K (y, T ) and K * (y, T ) as
Let H (t) be the Heaviside function,
Lemma 3.1 [20] . For any fixed source position y ∈ R 3 and for any T > 0, there exists unique solution U(x, y, t) of the problem (3.1), (3.2), which can be represented in the domain K(y, T ) in the form
where the function U(x, y, t) ∈ C 2 (K * (y, T )) and A(x, y) is a certain function such that A(x, y) > 0, ∀x ∈ R 3 , x = y and A(x, y) is continuous with respect to x, y for x = y. Furthermore, for any bounded domain D ⊂ R 3 the function U(x, y, t) decays exponentially with respect to t together with its x, t derivatives up to the second order. In other words, there exist numbers
is the multi-index with non-negative integer coordinates and
Consider the Fourier transform F (U) with respect to t of the function U,
where the function u(x, y, k) is the solution of the problem (2.9), (2.10).
We note that the assertions of this lemma about both the exponential decay and (3.6) were derived in [20] from the results of [37, 38] .
For an arbitrary number θ > 0 denote
Lemma 3.2 follows immediately from (3.4)-(3.6). Lemma 3.2 [19] . For every x ∈ G the function u (x, y, k) is analytic with respect to the real variable k ∈ R + . Furthermore, the function u (x, y, k) can be analytically continued with respect to k from R + in the half complex plane C γ , where γ = γ (G, c, y) > 0 is the number of Lemma 3.1.
Lemma 3.3 follows immediately from (3.3)-(3.6). Lemma 3.3 [19] . Let A(x, y) be the function in (3.3). The asymptotic behavior of the function u(x, y, k) is
where the number M = M (G, c, y) > 0 depends only on listed parameters.
Three lemmata
Lemma 4.1 [19] . Let the function f (k) be analytic for all k ∈ R. Then the function |f (k)| can be uniquely determined for all k ∈ R by the values of |f (k)| for k ∈ (a, b).
j 2 =1 be two sets of integers, all of which are non-negative. In addition, consider two sets of complex numbers {λ
Then N 1 = N 2 = N and numbers involved in (4.1) can be re-numbered in such a way that
Lemma 4.3 follows immediately from Proposition 4.3 of [14] . Lemma 4.3. Let f (k) be an analytic function in the half plane C γ . Assume that the function f (k) has no zeros in C + ∪ R. Also, let the asymptotic behavior of the function f (k) be:
where C, p 1 ∈ C, L ∈ R are some numbers, L 1 > 0, n ≥ 0 and
Then the values of |f (k)| for k ∈ R uniquely determine the function f (k) for k ∈ C + ∪R.
5 Handling the interference of wave fields u and u 0
The main difficulties in the proofs of this section are caused by the above mentioned interference of wave fields u and u 0 . Lemma 5.1. Fix the point y ∈ S. Then there exists a sufficiently small number ω 0 = ω 0 (c, β) ∈ (0, ρ) depending only on the function c and the number β, such that the asymptotic behavior of the function u sc (x, y, k) for |k| → ∞, k ∈ C + ∪ R, x ∈ P ω 0 (y) is
where the function B(x, y, k) is
2)
The functions B 1 (x, y) and |1 − B(x, y, k)| can be estimated as
Furthermore, there exists a sufficiently large number K 0 = K 0 (c, β) > 0 depending only on c and β such that the following estimate holds
Proof. Formulas (5.1)-(5.3) follow immediately from formulas (2.12), (3.7) and (3.8). However, an essentially new element here are estimates (5.4)-(5.6).
By the formula (3.9) of [20] the function A(x, y) has the form
where J (x, y) > 0 is a certain function, which is continuous with respect to x, y ∈ R 3 . Also, formula (3.7) of [20] implies that J (y, y) = 1. Hence, there exists a sufficiently small number ω 1 ∈ (0, ρ) such that 
Hence, using (5.3), we obtain (5.4). We now prove (5.5). By (5.10)
Hence, using (5.2) and (5.4), we obtain
Hence,
which proves (5.5). By (3.8) one can choose a sufficiently large number
This, (5.1) and (5.5) prove (5.6).
Everywhere below each complex/real valued zero of the function u sc (x, y, k) := ϕ x,y (k) as the function of the variable k is counted as many times as its multiplicity is. For any number z ∈ C its complex conjugate is denoted as z.
Lemmata 3.2 and 5.1 imply Corollary 5.1. Corollary 5.1. Fix the point y ∈ S. Then there exists a sufficiently small number ω 0 = ω 0 (c, β) ∈ (0, ρ) depending only on the function c and the number β such that for every fixed point x ∈ P ω 0 (y) the function ϕ x,y (k) has at most a finite number of zeros in the set C + ∪ R.
Lemma 5.2. Fix a point y ∈ S and a point x ∈ P ω 0 (y) , x = y, where ω 0 is the number of Lemma 5.1. Let {a j } m 1 j=1 ⊂ R be the set of all real zeros of the function ϕ x,y (k) and {b j } m 1 j=1 ⊂ C + be the set of all those complex zeros of ϕ x,y (k), which are located in the upper half complex plane C + (Corollary 5.1). Consider the function ϕ x,y (k) defined as
Then the values of the modulus ϕ x,y (k) for k ∈ R together with the values of all real zeros uniquely determine the function ϕ x,y (k) for k ∈ R. Proof. Note that
We now need to apply Lemma 4.3. To do this, we use Lemma 5.1. In notations of Lemma 4.
It follows from (5.4) that p 1 < 1, which means that condition (4.2) holds. Next, (5.12) implies that the function ϕ x,y (k) does not have zeros in C + ∪ R. To finish this proof, we refer to Lemma 4.3 and (5.13).
Proof of Theorem 1
In this proof we use results of sections 3-5. The part of the proof which handles the interference of wave fields u and u 0 is from (6.10) to (6.15).
Assume that there exist two functions c 1 , c 2 which correspond to the same function
Our goal is to prove that
Let u 1 (x, y, k) and u 2 (x, y, k) be two functions u (x, y, k) which correspond to coefficients c 1 and c 2 respectively and let u 1,sc (x, y, k) and u 2,sc (x, y, k) be two corresponding functions u sc (x, y, k). Fix a point y ∈ S. Let ω * = min (ω 0 (c 1 , β) , ω 0 (c 2 , β)) , where the number ω 0 = ω 0 (c, β) ∈ (0, ρ) was defined in Lemma 5.1. Fix a point x ∈ P ω * (y) , x = y. Denote
It follows from (2.13) and Lemma 4.1 that
Using (6.4), we obtain, similarly with [19] , that real zeros of functions ϕ 1 (k) and ϕ 2 (k) coincide.
Consider now zeros of functions ϕ 1 (k) and ϕ 2 (k) in the upper half complex plane C + . By Corollary 5.1 each of these functions has at most a finite number of such zeros. Let {d j } n 1 j=1 ⊂ C + and {e j } n 2 j=1 ⊂ C + be zeros of functions ϕ 1 (k) and ϕ 2 (k) respectively. Then (6.4) and Lemma 5.2 imply that
Let the multiplicity of the zero e j be p j and the multiplicity of the zero d j be q j . Then the partial fraction expansion implies that there exist numbers X j and Y j such that
In (6.7) n ′ 1 , n ′ 2 are some positive integers such that n
Applying the inverse Fourier transform F −1 to functions g 1 (k) and g 2 (k) in (6.6), we obtain [19]
By Lemma 3.1 and (6.3) the inverse Fourier transform of each of functions ϕ 1 (k) and ϕ 2 (k) exists and
10)
where functions U 1 (x, y, t) and U 2 (x, y, t) are solutions of the Cauchy problem (3.1), (3.2) with c (x) = c 1 (x) and c (x) = c 2 (x) respectively. In (6.10) and (6.11) we have used the fact that
Therefore, using the convolution theorem and (6.6)-(6.11), we obtain
Since x ∈ P ω * (y) , x = y and by (5.10) τ (x, y) ≥ √ 1 + β |x − y| , then (3.3) implies that
Hence, using (6.12) and (6.13), we obtain
Since by (6.8) and (6.9) each of functions Q 1 (t) and Q 2 (t) is analytic as the function of the real variable t > 0, then (6.14) implies that
Thus, using Lemma 4.2, (6.8), (6.9) and (6.15), we obtain that zeros of functions ϕ 1 (k) and
Hence, by (6.5) ϕ 1 (k) = ϕ 2 (k) , ∀k ∈ R. Hence, (2.11), (2.12) and (6.3) imply that u 1 (x, y, k) = u 2 (x, y, k) , ∀k ∈ R. (6.16)
Since y is an arbitrary point of the surface S ⊂ R 3 Ω, x = y is an arbitrary point of the ball P ω * (y) and P ω * (y) ∩ Ω = ∅, then, using (6.1), (6.16 ) and the well known theorem about the uniqueness of the continuation of the solution of the elliptic equation of the second order (see, e.g. [24] ), we obtain u 1 (x, y, k) = u 2 (x, y, k) , ∀k ∈ R, ∀y ∈ S, ∀x ∈ R 3 Ψ.
Hence, using Lemma 3.1 and the fact that the Fourier transform is one-to-one, we obtain U 1 (x, y, t) = U 2 (x, y, t) , ∀t > 0, ∀y ∈ S, ∀x ∈ R 3 Ψ. (6.17) Thus, (3.3) and (6.17) imply that τ 1 (x, y) = τ 2 (x, y) , ∀x, y ∈ S, (6.18) where functions τ 1 (x, y) and τ 2 (x, y) correspond to the function τ (x, y) for c = c 1 and c = c 2 respectively. As the last step of the proof, we now apply to (6.18) theorem 3.4 of Chapter 3 of the book [33] . We follow notations of that theorem. Let n 1 (x) = c 1 (x) and n 2 (x) = c 2 (x).
(6.19) By (2.2) n 1 (x) , n 2 (x) ≥ 1. (6.20)
Also, using (2.1) and (2.4) we obtain that there exists a number n 00 > 1 such that
Denote Λ (1, n 00 ) the class of functions n (x) such that the following two conditions hold for every function n (x) ∈ Λ (1, n 00 ) :
1. The function c (x) = n 2 (x) satisfies conditions (2.1)-(2.4) as well as Condition of section 2.
2. n (x) C 2 (Ψ) ≤ n 00 .
By (6.19)-(6.21) both functions n 1 (x) , n 2 (x) ∈ Λ (1, n 00 ) . Therefore, (6.1), (6.18 ) and the estimate (3.66) of theorem 3.4 of Chapter 3 of the book [33] imply (6.2) .
