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Bakalaureuseto¨o¨ koosneb kolmest osast. Neist esimeses kirjeldatakse Jonckheere-Terps-
tra testi ja leitakse teststatistiku ta¨pne ja asu¨mptootiline jaotus. Jonckheere-Terpstra
test on ko˜ige levinum mitteparameetriline test rohkem kui kahe ja¨rjestatud grupi vo˜rdle-
miseks. To¨o¨ teises osas kirjeldatakse u¨ldiselt veel nelja mitteparameetrilist testi, milleks
on modifitseritud Jonckheere-Terpstra test, Terpstra-Mageli test, Cuzicki test ja Shani,
Youngi ja Kangi poolt va¨lja pakutud test. To¨o¨ kolmandas osas vo˜rreldakse eelnevalt
nimetatud viie testi vo˜imsusi ja statistiku arvutamise algoritmi keerukusi. Testi vo˜imsusi
vo˜rreldakse andmete simuleerimise abil.
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Bachelor thesis consists of three parts. First part focuses on Jonckheere-Terpstra
test and finding Jonckheere-Terpstra statistics exact and asymptotic distributions.
Jonckheere-Terpstra test is most used nonparametric test for comparing more than
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two ordered groups. In the second part of the thesis four other nonparamteric tests
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the thesis compares the power and the complexity of algorithms for calculating test
statistics of all five tests.
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Sissejuhatus
Klassikalise statistika meetodid on laialt levinud ning neid on po˜hjalikult uuritud.
Nende keskmes seisab uuritava tunnuse jaotuse pere fikseerimine. Ta¨pse jaotuse leid-
miseks piisab seega ainult jaotuse parameetrite hindamisest. Praktikas osutub ta¨pse
jaotuse leidmine tihtipeale va¨ga keeruliseks. Sellisel juhul on mo˜istlik kaaluda mit-
teparameetrilisi meetodeid. Mitteparameetrilised meetodid ei no˜ua uuritava tunnuse
kohta ta¨pse jaotuse teadmist, vaid la¨htuvad oluliselt u¨ldisematest eeldustest. Seeto˜ttu
ongi mitteparameetrilised meetodid praktikas laialt kasutatavad.
Selle to¨o¨ raames on keskendutud rohkem kui kahe grupi ja¨rjestuse kontrollimiseks
va¨ljamo˜eldud mitteparameetrilistele testidele. Rohkem kui kahe grupi ja¨rjestuse kon-
trollimiseks ma¨a¨ratakse gruppide eeldatav ja¨rjekord, vo˜etakse gruppidest valimid ning
kasutatakse mo˜nda antud to¨o¨s kirjeldatud meetodeid, et veenduda ja¨rjekorra kehtivuses.
Oluline on ma¨rkida, et gruppide eeldatav ja¨rjekord tuleb koostada valimi andmeid
vaatamata. Enimlevinud mitteparameetriline test, mis gruppide ja¨rjekorda kontrollib,
on Jonckheere-Terpstra test.
To¨o¨ esimeses osas kirjeldatakse ka¨sitletavaid kontrollitavaid hu¨poteese, Jonckheere-
Terpstra testi, selle statistiku ta¨pset jaotus ja asu¨mptootilist jaotust suurte valimite
korral. Lisaks tuuakse statistiku modifikatsioonid juhu jaoks kui valimis esineb vo˜rdseid
va¨a¨rtusi. To¨o¨ teises osas tuuakse va¨lja veel neli gruppide ja¨rjestuse kontrollimiseks




Jonckheere-Terpstra test, mis on teadaolevalt u¨ks esimesi teste rohkem kui kahe grupi
ja¨rjestuse kontrollimiseks, leidis esialgselt kasutust peamiselt meditsiinis ja psu¨hholoo-
gias.[1] Jonckheere-Terpstra testi kasutusalaseks na¨iteks sobib inimesete operatsioonija¨r-
gse taastumise aja ja¨rjestuse kontrollimine, so˜ltuvalt taastumise ka¨igus vo˜etud ravimitest.
Vo˜etud ravimite po˜hjal saab jaotada inimesed erinevatesse ru¨hmadesse, fikseerida ru¨h-
made taastumise ja¨rjestuse ning ja¨jrestust Jonckheere-Terpstra testi abil kontrollida.
Jonckheere-Terpstra teststatistik on tegelikult va¨lja to¨o¨tatud T. J. Terpstra poolt.
Jonckheere’i teststatistik ja Terpstra teststatistik on omavahel seotud lineaarteisenduse
kaudu, mis teeb u¨hest statistikust teise tuletamise va¨ga kergeks.[4] Seeto˜ttu on ka selles
peatu¨kis Jonckheere’i ja Terpstra testid eraldi kirjeldatud.
1.1 Hu¨poteesid ja eeldused




nj j = 1, . . . , k
elemendist, kus nj on j-nda valimi maht. Olgu j-nda valimi elemendid (x1j, x2j, . . . , xnj).
Testi jaoks tehtavad eeldused on:
1. valimi elemendid (x1j, x2j, . . . , xnjj), kus j = 1, . . . , k on so˜ltumatud,
2. iga fikseeritud j = 1, . . . , k korral, valimi elemendid (x1j, x2j, . . . , xnjj) on samast
pidevast jaotusest, jaotusfunktsiooniga Fj,
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3. jaotusfunktsioonid F1, . . . , Fk on seoses
Fj(t) = F (t− τj), −∞ < t <∞,
iga j = 1. . . . , k korral, kus F on jaotusfunktsioon pidevale jaotusele tundmatu
mediaaniga θ ja τj on j-nda grupi teadmata mo˜ju jaotusfunktsiooni argumendile.[2,
lk 190]
Jonchkeere-Terpstra testi korral on nullhu¨poteesiks H0 : [τ1 = · · · = τk] ehk grupid ei
eristu vaadeldava tunnuse poolest. Alternatiivseks hu¨poteesiks on H1 : [τ1 ≤ τ2 ≤ · · · ≤
τk], kus va¨hemalt u¨ks vo˜rdustest on range.[1] Seega kontrollib Jonckheere-Terpstra test,
kas gruppide mo˜jud tundmatule jaotusfunktsioonile F on eeldatavas ja¨rjekorras. Olu-
line on ma¨rkida, et ja¨rjekord τ1, . . . , τk on fikseeritud enne valimi vo˜tmist ja ei ole
mo˜jutatud valimi andmetest.
1.2 Jonckheere’i test
Jonckheere’i test baseerub statistikul, mis kasutab Mann-Whitney statistikut sum-







I(xis < xjt), (1)
kus xis on s-nda valimi i-s element ja funktsion I(a < b) on indikaatorfunktsioon.[3]
Esialgu on vaadeldud juhtu, kus valimites kordusi ei esine. Vo˜rdsete elementide juhtu-
mile po¨o¨ratakse ta¨helepanu hilisemates peatu¨kkides.
Mann-Whitney statistikut kasutab Mann-Whitney test, mille abil on vo˜imalik kontrol-
lida, kas kaks gruppi erinevad u¨ksteisest vo˜i mitte.[3] Seepa¨rast on ka loomulik, et
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rohkem kui kahe grupi ja¨rjestuse kontrollimiseks kasutatav test baseerub Mann-Whitney
testil.












Statistiku va¨a¨rtuse arvutamiseks leitakse vastavad Mann-Whiteny statistikud valimite
vahel ja lahutatakse igast u¨hest maha antud valimite mahtude korrutis. Valimi mah-
tude korrutise lahutamine statistikust teostatakse eesma¨rgiga vo˜rdsustada statistiku
keskva¨a¨rtus nulliga.[1]
Na¨ide 1
Statistiku va¨a¨rtuse arvutamise loogikast parema arusaamise tagamiseks on toodud
ja¨rgmine na¨ide. Olgu ja¨rjestatud neli gruppi ja igast grupist olgu vo˜etud viieelemendi-
line valim. Saadud tulemus olgu ja¨rgmine:
I II III IV
9 10 13 16
12 14 15 17
19 21 20 18
28 29 30 27
34 31 40 42
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Soovitakse kontrollida hu¨poteesi H1 : [τI < τII < τIII < τIV ]. Leiame Jonckheere’i






I(x1i < x2j) = 14
ning
U13 = 16 U14 = 14 U23 = 14 U24 = 14 U34 = 14.











ninj = 2(14 + 16 + 14 + 14 + 14 + 14)− 6 ∗ 25 = 22.
1.3 Terpstra statistik







On lihtne na¨ha, et






Ta¨nu leitud seosele on ja¨reldatav ka, et







DS = 4DT. (5)
Seega avaldub Terpstra teststatistik lineaarteisenduse kaudu Jonckheere’i teststatis-
tikust. Ja¨relikult on statistikute ta¨pne ja asu¨mptootiline jaotus eeldatavasti samad.
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Selle seose to˜ttu kutsutakse ka Jonckheere’i ja Terpstra testi kombineeritud nimega
Jonckheere-Terpstra test. Rohkem kasutatakse Terpstra statistikut, sest seda on kergem
arvutada.[2, lk 202]
1.4 Jonckheere’i ja Terpstra statistikute ta¨pne jaotus nullhu¨po-
teesi kehtides, ilma vo˜rdsete valimi va¨a¨rtusteta
Jonckheere’i ja Terpstra statistikute ta¨pse jaotuse leidmine osutub valimi mahtude kas-
vades va¨ga to¨o¨mahukaks. Na¨iteks juba kolme grupi korral, kus igast grupist on vo˜etud







erinevat kombinatsiooni.[2, lk 207]
Kombinatsioonide arv ja¨reldub asjaolust, et nullhu¨poteesi korral on iga N elemendi ja-
gunemise kombinatsioon k valimisse valimimahtudega n1, n2, . . . , nk vo˜rdse to˜ena¨osusega.
Ta¨pse jaotuse leidmine on la¨bi tehtud na¨ite korral, kus esimese grupi valim koosneb
u¨hest elemendist, teise grupi valim u¨hest elemendist ja kolmanda grupi valim kahest
elemendist. Kuigi Jonckheere’i ja Terpstra statistikute va¨a¨rtuse leidmisel ei kasutata
valimi elementide astakuid u¨hisest variatsioonreast, siis ta¨pse jaotuse leidmiseks on




erinevat kombinatsiooni.[2, lk 207]
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Tabelis 1 on toodud Terpstra statistiku va¨a¨rtus erinevate astakute kombinatsioonide
jagunemisel valimite I, II ja III vahel. Tabeli 1 ja¨rgi saame leida Terpstra statistiku
ta¨pse jaotuse, mis on toodud tabelis 2.
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Tabel 2: Terpstra statistiku ta¨pne jaotus nullhu¨poteesi kehtimise korral














Kasutades seost (3) on Terpstra statistiku jaotusest otseselt ja¨reldatav ka Jonckheere’i
statistiku ta¨pne jaotus, mis on va¨lja toodud tabelis 3.
Tabel 3: Jonckheere’i statistiku ta¨pne jaotus nullhu¨poteesi kehtimise korral














Oluline on ma¨rgata, et Jonckheere’i ja Terpstra statistikute ta¨psed jaotused nullhu¨poteesi
kehtides on samad. Tabelis 3 on na¨ha, et jaotused on su¨mmeetrilised. See tuleneb as-
jaolust, et mo˜lema statistiku arvutamiseks kasutatav Mann-Whitney statistiku jaotus
on samuti su¨mmeetriline.[3]
1.5 Jonckheere’i ja Terpstra statistiku keskva¨a¨rtus ja disper-
sioon nullhu¨poteesi kehtides
Jonckheere’i ja Terpstra statistik baseerub Mann-Whitney statistikul. Valimeid i ja j
vo˜rdleva Mann-Whitney statistiku keskva¨a¨rtus nullhu¨poteesi kehtides on H. B. Manni
















































La¨htudes seosest (4) saame, et


















Terpstra statistiku dispersiooni leidmine nullhu¨poteesi kehtides no˜uab palju algebra-
list to¨o¨d ja seeto˜ttu ei ole antud to¨o¨s tuletuska¨iku va¨lja toodud. Terpstra statistiku
dispersioon avaldub T. J. Terpstra artikli [4] po˜hjal kujul:
DT =
N2(2N + 3)−∑kj=1 n2j(2nj + 3)
72
.
La¨htudes seosest (5) saame, et Jonckheere’i dispersioon avaldub kujul
DS = 4DT =




Suurte valimi mahtude korral vo˜ib Jonckheere’i ja Terpstra statistikute ta¨pse jaotuse
leidmine kujuneda va¨ga to¨o¨mahukaks. Sellepa¨rast on mo˜istlik leida statistikute piir-












Nullhu¨potees kukutatakse, kui T ∗ ≥ z¯α vo˜i S∗ ≥ z¯α, kus α on olulisuse nivoo ja z¯α on
N(0, 1) ta¨iendkvantiil.[2, lk 203]
Na¨ide 2
Ja¨rgnevalt on na¨ite 1 andmete po˜hjal leitud Terpstra statistiku asu¨mptootiline jaotus.
Na¨ites vo˜eti vo˜rdsete suurustega viieliikmeline valim ko˜igist neljast grupist. Ta¨pse
jaotuse leidmiseks tuleks la¨bivaadata
20!
5!5!5!5!
≈ 1, 2× 1010
erinevat kombinatsiooni. Selle asemel on mo˜istlik kasutada asu¨mptootilist jaotust.
Na¨ites 1 on leitud Jonckheere’i statistiku va¨a¨rtus. Seose (3) po˜hjal T = 86. Lisaks




(202 − 4× 52) = 75
ja
DT =
202(2× 20 + 3)− 4× 52(2× 5 + 3)
72
≈ 220, 8.
Seega T ∗ = 86−75√
220,8
≈ 0, 74. Olulisuse nivool 0, 05 on z¯0,05 = 1, 65. Kuna T ∗ < z¯0,05, siis
antud na¨ites nullhu¨poteesi ei kukutata.
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1.7 Vo˜rdsed va¨a¨rtused
Siiani on ko˜ik to¨o¨s toodud tulemused saadud eeldusel, et valimites ei leidu vo˜rdseid
va¨a¨rtusi. Selline kitsendus ei ole kindlasti praktiline ja hea oleks saadud tulemused
u¨ldistada ka juhule kui valimites leidub vo˜rdseid va¨a¨rtusi. Selleks saab indikaatorfunk-
tsioon valemis (1) vo˜rdsete argumentide korral va¨a¨rtuseks 1
2
.






N(N − 1)(2N + 5)−
k∑
j=1
nj(nj − 1)(2nj + 5)−
g∑
h=1





























kus g na¨itab vo˜rdsete va¨a¨rtuste gruppide arvu ja th on h-nda vo˜rdsete va¨a¨rtuste grupi
suurus.[2, lk 204] Jonckheere’i statistiku dispersioon korduvate va¨a¨rtuste esinemisel
avaldub seosest (5).
Na¨ide 3
Ja¨rgnevalt on toodud dispersiooni valemi (6) paremaks arusaamiseks lu¨hike na¨ide. Olgu







Jonckheere’i ja Terpstra statistiku leidmiseks on a¨ra ma¨rgitud, et n1 = n2 = n3 = 3






Uij = 5.5 + 5.5 + 5.5 = 16.5.
Ka vo˜rdsete valimite korral kehtib seos (3) ehk
S = 2T − 3× 9 = 6




(92 − 3× 9) = 13, 5.




[9(9− 1)(18 + 5)− 3× 3(3− 1)(6 + 5)− 3(3− 1)(6 + 5)]+
+
1
36× 9(9− 1)(9− 2)[3× 3(3− 1)(3− 2)][3(3− 1)(3− 2)]+
+
1
8× 9(9− 1)[3× 3(3− 1)][3(3− 1)] ≈ 19, 53.
Vo˜rdluseks on leitud sama na¨ite po˜hjal ka Terpstra statistiku dispersioon juhul, kui
korduvaid va¨a¨rtusi ei eksisteeriks:
DT∗ = N
2(2N + 3)−∑kj=1 n2j(2nj + 3)
72
=




Seega on na¨ha, et korduvate va¨a¨rtuste esinemisel statistiku dispersioon va¨heneb.
18
2 Veel teste rohkem kui kahe grupi ja¨rjestuse kon-
trollimiseks
Selles peatu¨kis on lu¨hidalt kirjeldatud veel nelja grupi ja¨rjestuse kontrollimiseks va¨lja
to¨o¨tatud testi. Iga kirjeldatud testi puhul on la¨bima¨ngitud ka statistiku arvutamine
na¨ites 1 esitatud andmete po˜hjal.
2.1 Modifitseeritud Jonckheere-Terpstra test
Modifitseeritud Jonckheere-Terpstra test baseerub Jonckheere-Terpstra testil aga ar-
vestab ka gruppid omavahelist kaugust. Omavahelise kauguse all on mo˜eldud gruppide
kaugust u¨ksteisest testitavas ja¨rjekorras. Kauguse arvestamise mo˜te tuleneb asjaolust,
et grupid on ja¨rjestatud kontrollitavas ja¨rjekorras. Seega omavahel kaugemate gruppide
Mann-Whitney statistiku va¨a¨rtus saab suurema kaalu, sest on olulisem kui naabergrup-
pide Mann-Whitney statistiku va¨a¨rtus. M. Neuha¨user na¨itas, et va¨ikeste valimite korral
on modifitseeritud Jonckheere-Terpstra test vo˜imsam kui harilik Jonckheere-Terpstra
test. Valimi mahtude kasvades, vo˜imsuse erinevus kaob.[5]







kus Uij on i-nda ja j-nda grupist vo˜etud valimite vo˜rdlemise Mann-Whitney statistik.[5]
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Na¨ide 4
Ja¨rgmisena on na¨ite 1 po˜hjal leitud modifitseeritud Jonckheere-Terpstra statistiku va¨a¨r-
tus. Na¨ites 1 on va¨lja toodud ka, et
U12 = 14 U13 = 16 U14 = 14 U23 = 14 U24 = 14 U34 = 14.
Seega
MJT = (2− 1)× U12 + (3− 1)× U13 + (4− 1)× U14 + (3− 2)× U23 + (4− 2)× U24+
+ (4− 3)× U34 = 144.
Modifitseeritud Jonckheere-Terpstra statistikut on vo˜imalik leida ka vo˜rdsete valimite
va¨a¨rtuste korral. La¨henemine on analoogne Jonckheere-Terpstra statistiku leidmisele
vo˜rdsete va¨a¨rtuste korral.[5]
2.2 Terpstra-Mageli test
Erinevalt Jonckheere-Terpstra testist, kus vaadatakse u¨kshaaval la¨bi ko˜ik valimite paarid,
on Terpstra-Mageli test u¨les ehitatud gruppidest vo˜etud valimite samaaegsele vo˜rdlemi-









I(x1m1 ≤ x2m2 ≤ · · · ≤ xkmk),
kus I(a ≤ · · · ≤ b) ta¨histab indikaatorfunktsiooni.[6]
Terpstra-Mageli testi suurimaks puuduseks on statistiku arvutamiseks kuluv to¨o¨maht.
Statistiku arvutamiseks leitavas summas on kokku n1n2 . . . nk liidetavat. Igas liidetavas
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tehakse k−1 vo˜rdlemist.[6] Na¨ite 1 po˜hjal Terpstra-Mageli statistiku va¨a¨rtuse leidmine
osutub seeto˜ttu keeruliseks, sest vajab 54 × 3 = 1875 vo˜rdlemist. Hariliku Jonckheere-
Terpstra statistiku va¨a¨rtuse leidmiseks tehakse 6 × 52 = 150 vo˜rdlemist. Seega vo˜ib
o¨elda, et Terpstra-Mageli statistiku va¨a¨rtuse leidmine on oluliselt ajamahukam, kui
hariliku Jonckheere-Terpstra statistiku va¨a¨rtuse leidmine.
Terpstra-Mageli statistiku u¨lesehitusest on na¨ha, et statistik arvestab ka vo˜rdsete va¨a¨rtus-
tega valimites.
2.3 Cuzicki test
Cuzicki test la¨htub Wilcoxoni astaksumma testist ja on kolmas erinev la¨henemine grup-








kus Rij on i-nda grupi j-nda elemendi astak u¨ldises variatsioonreas.[6]
Na¨ide 5
Ja¨rgnevalt on leitud na¨ite 1 po˜hjal Cuzicki statistiku va¨a¨rtus. Statistiku va¨a¨rtuse leid-
miseks on esmalt koostatud variatsioonrida:
9 10 12 13 14 15 16 17 18 19




CU = 1× (3 + 10 + 1 + 14 + 18) + 2× (5 + 12 + 2 + 17 + 15)+
+3× (4 + 11 + 6 + 16 + 19) + 4× (8 + 9 + 7 + 20 + 13) = 544.
2.4 Shan-Young-Kangi test
Shan-Young-Kangi nimetust kannab test, mille pakkusid va¨lja Guegon Shan, Daniel
Young ja Le Kang 2014 aastal.[6] Sellel testil ametlikult muud nime ei eksisteeri. Shan-
Young-Kangi test on va¨ga sarnane Jonckheere-Terpstra testile. Kahe testi erinevus
seisneb selles, et Shan-Young-Kangi test kaasab statistiku arvutamisesse ka valimi ele-
mentide astakud u¨ldises variatsioonreas, ning po¨o¨rab u¨mber indikaatorfunktsiooni ot-










(Rjm −Ril)I(xjm > xil),
kus Rjm on j-nda grupi valimi m-nda elemendi astak ja I(a > b) on indikaatorfunkt-
sioon.[6]
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3 Kirjeldatud testide vo˜rdlemine
3.1 Kirjeldatud testide ajaline keerukus
Mitte va¨heta¨htsam on suuremahuliste andmete analu¨u¨simisel analu¨u¨simeetodi keerukus.
Meetodi keerukusest saame ra¨a¨kida kui leidub algoritm, mida antud meetod rakendab.
Lisades 1 kuni 5 on va¨lja toodud Pythoni programmeerimiskeeles kirjutatud algoritmid
eelnevalt kirjeldatud testide statistikute va¨a¨rtuse leidmiseks.
Algoritmi ajalist keerukust hinnatakse funktsioonga c(n), kus n on to¨o¨deldavate and-
mete maht (vaadeldaval juhul N , mis on valimite mahtude summa). Ajalise keerukuse
hindamiseks leitakse, millise funktsiooniga on c(n) alt ja u¨lalt asu¨mptootiliselt to˜kesta-
tud. Asu¨mptootilist alt ja u¨lalt to˜kestatust ta¨histatakse c(n) ∈ Θ(f(n)), mis ta¨hendab,
et funktsioon c(n) on asu¨mptootiliselt alt ja u¨lalt to˜kestatud funktsiooniga f(n).[7, lk
21]
Ajalise keerukuse leidmise lihtsustamiseks on eeldatud, et kontrollitakse k erineva grupi
ja¨rjekorda, ning et igast grupist vo˜etud valimi maht on n.
Jonckheere-Terpstra statistiku leidmiseks rakendatav Pythoni porgrammeerimiskeele
algoritm on leitav lisast 1. Jonckheer-Terpstra statistiku leidmise algoritmi ajaline
keerukus on c(n) ∈ Θ(k2n2), sest statistiku leidmiseks la¨bitakse k(k−1)
2
korda funktsiooni
MW, mille ajalise keerukuse funktsioon on c(n) ∈ Θ(n2). Funktsiooni MW ajaline
keerukus tuleneb topelt tsu¨klist funktsiooni sees, mille mo˜lema pikkus on n iteratsiooni.
Modifitseeritud Jonckheere-Terpstra statistiku leidmiseks rakendatav Pythoni program-
meerimiskeele algoritm on leitav lisast 2. Modifitseeritud Jonckheere-Terpstra statistiku
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leidmise algoritmi ajaline keerukus on vo˜rdne Jonckheere-Terpstra statistiku leidmise
algoritmi ajalise keerukusega, sest algoritmid erinevad ainult elementaartehete poolest.
Terpstra-Mageli statistiku algoritmi, mis on leitav lisast 3, ajaline keerukus on c(n) ∈
Θ(nk). Ajaline keerukus tuleneb asjaolust, et statistiku leidmiseks la¨bitakse eelmise
tsu¨kli sees tsu¨klit, mille pikkuseks on n iteratsiooni, k korda.
Cuzicki statistiku algoritm, mis on kirjeldatud lisas 4, keerukus on c(n) ∈ Θ(k2n2), sest
statistiku leidmiseks la¨bitakse k tsu¨klit pikkusega n iteratsiooni ning igas tsu¨kli iterat-
sioonis tehakse elemendi astaku otsimist variatsioonreast, mille ko˜ige optimaalsemaks
keerukuseks on c(n) ∈ Θ(N)), kus N = kn.[8]
Shan-Young-Kangi statistiku leidmise algoritmi ajaline keerukus on c(n) ∈ Θ(k3n3).
Algoritm on leitav lisast 5 ja tema keerukus seisneb k(k−1)
2
korda funktsiooni RMW
rakendamisel. Funktsioon RMW keerukus on c(n) ∈ Θ(kn3), sest funktsiooni sees
la¨bitakse topelt tsu¨klit pikkusega n iteratsiooni ja igas tsu¨kli iteratsioonis leitakse
variatsioonreast element, mille ko˜ige optimaalsemaks keerukuseks on c(n) ∈ Θ(N),
kus N = kn.[8]
Praktikas on ratsionaalne arvata, et gruppide arv k on u¨ldjuhul va¨ike. Suureks vo˜ivad
minna valimi mahud. Selle po˜hjal tuleks eelistada kindlasti Jonckheere-Terpstra, modi-
fitseeritud Jonckheere-Terpstra ning Cuzicki teste, sest nende ajaline keerukus on va¨ikse
k ja suure n-i korral ko˜ige optimaalsem. Keerukuselt ja¨rgneb Shan-Young-Kangi test
ja ko˜ige keerukamaks osutus Terpstra-Mageli test.
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3.2 Kirjeldatud testide vo˜imsuste vo˜rdlemine
Kirjeldatud testide vo˜imsuste vo˜rdlemiseks on erinevatest teadaolevatest jaotustest
simuleeritud valimid ja leitud kui suure to˜ena¨sousega mingi test valimite ja¨rjestuse,
mis tuleneb jaotuse mediaanide ja¨rjestusest, o˜igeks loeb. Vo˜imsuse leidmiseks on val-
imi vo˜tmist korratud 10000 korda. Olulisuse nivooks on vo˜etud 0, 05 ja testide ot-
sused on leitud statistikatarkvara R poolt va¨ljastatud p-va¨a¨rtuste po˜hjal. Andmed
on genereeritud nii nullhu¨poteesile vastavast olukorrast kui ka erinevatest alternatiivse
hu¨poteesi variantidest.
Simuleerimine on la¨biviidud statistikatarkvaraga R ja na¨ide simuleerimise koodst on
toodud lisas 6. Kuna Terpstra-Mageli testile ja Shan-Young-Kangi poolt va¨lja pakutud
testile vastavat funktsiooni statistikatarkvaras R ei eksisteeri, siis on Terpstra-Mageli
testi ja Shan-Young-Kangi testi vo˜imsused vo˜etud G. Shani, D. Youngi ja L. Kangi
artiklist [6], kus on lisaks leitud ka teiste antud to¨o¨s kirjeldatud testide vo˜imsused. Kuna
simuleeritud vo˜imsused artiklis [6] on va¨ga sarnased antud to¨o¨ raames simuleeritud
vo˜imsustele, on alust arvata, et edasised vo˜rdlused on usaldusva¨a¨rsed.
Esimesed simulatsioonid on la¨biviidud kolme normaaljaotuse po˜hjal. Simuleerimistel
kasutatud normaaljaotuste dispersioon on 1. Dispersioon erineb ainult viimasel juhul,
kus andmed on simuleeritud kolmest, nii keskva¨a¨rtuse kui ka dispersiooni poolest, eri-
nevast normaaljaotusest. Ta¨ielikud simuleerimise tulemused on va¨lja toodud tabelis
4.
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Tabel 4: Kirjeldatud testide vo˜imsused normaaljaotusest simuleeritud valimite korral
Jaotus Valimi mahud JT MJT TM CU S
µ=(0,0,0) (10,10,10) 0.052 0.053 0.049 0.046 0.051
(10,15,20) 0.048 0.048 0.048 0.047 0.048
µ=(0,0.5,1) (10,10,10) 0.661 0.664 0.601 0.662 0.679
(10,15,20) 0.790 0.795 0.723 0.800 0.804
µ=(0,1,1) (10,10,10) 0.637 0.650 0.527 0.647 0.684
(10,15,20) 0.645 0.674 0.649 0.664 0.653
µ=(0,0,1) (10,10,10) 0.632 0.643 0.519 0.646 0.683
(10,15,20) 0.885 0.886 0.625 0.865 0.902
µ=(0,1,0.5) (10,10,10) 0.224 0.230 0.144 0.232 0.290
(10,15,20) 0.110 0.155 0.152 0.163 0.143
N(0,9);N(0.6,4);N(1,1) (10,10,10) 0.133 0.125 0.186 0.119 0.153
(10,15,20) 0.164 0.164 0.229 0.164 0.244
Simuleerimiste tulemustena on Shan-Young-Kangi test osutunud ko˜ige vo˜imsamaks
kaheksal juhul kaheteistku¨mnest. Kuuel korral kaheteistku¨mnest oli ko˜ige kehvema
vo˜imsusega Terpstra-Mageli test. Terpstra-Mageli test on µ=(0,0,1) ja valimi mahtude
(10,15,20) korral 0, 277 vo˜rra va¨iksema vo˜imsusega kui selle kombinatsiooni parima testi
Shan-Young-Kangi vo˜imsus. Ja¨ttes va¨lja Terpstra-Mageli testi, varieeruvad ko˜ikide
u¨leja¨a¨nud testide vo˜imsused u¨sna va¨he ning ei erine u¨ksteisest rohkem kui 0, 1 vo˜rra.
Nii va¨ike vo˜imsuste varieerumine teeb statistikute leidmise algoritmi keerukuse va¨a¨rtus-
likumaks, sest kui vo˜imsuses palju ei kaotata, on praktikas parem kasutada ko˜ige opti-
maalsemat meetodit.
Tabelis 5 on toodud ja¨rgmiste simuleerimiste tulemused, kus grupid on ko˜ik ekspo-
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nentjaotusest. Ko˜ikide statistikute vo˜imsused eksponentjaotuse korral on madalad.
Ko˜ige suurema vo˜imsuse saavutas Shan-Young-Kangi test, mille maksimaalne vo˜imsus
oli 0, 552. Shan-Young-Kangi test osutus ka ko˜ige paremaks, olles ko˜ige vo˜imsam viiel
korral ku¨mnest. Ko˜ige kehvemaks osutus taaskord Terpstra-Mageli test, mis oli ko˜ige
kehvema vo˜imsusega seitsmel korral ku¨mnest. Jonckheere-Terpstra test oli ko˜ige keh-
vem neljal korral ku¨mnest. Jonckheere-Terpstra testi ko˜ige suurem vo˜imsuse erinevus
vo˜rreldes ko˜ige vo˜imsama testiga oli ko˜igest 0, 035.
Eksponentjaotuse korral on oluline ma¨rkida, et jaotuse keskva¨a¨rtus ei ole nihketa hin-
nang jaotuse mediaanile. Sellegipoolest on eksponentjaotuse mediaanid samas suuruse
ja¨rjekorras, mis keskva¨a¨rtused.
Tabel 5: Kirjeldatud testide vo˜imsused eksponentjaotusest simuleeritud valimite korral
Jaotus Valimi mahud JT MJT TM CU S
µ=(1,1,1) (10,10,10) 0.046 0.046 0.052 0.047 0.051
(10,15,20) 0.048 0.048 0.052 0.048 0.051
µ=(1,1.5,2) (10,10,10) 0.350 0.351 0.321 0.349 0.367
(10,15,20) 0.428 0.438 0.405 0.438 0.426
µ=(1,2,2) (10,10,10) 0.326 0.329 0.262 0.329 0.351
(10,15,20) 0.327 0.362 0.321 0.361 0.335
µ=(1,1,2) (10,10,10) 0.340 0.343 0.323 0.340 0.362
(10,15,20) 0.534 0.522 0.409 0.510 0.552
µ=(1,2,1.5) (10,10,10) 0.150 0.155 0.104 0.157 0.180
(10,15,20) 0.108 0.130 0.121 0.139 0.121
Ja¨rgmistes simuleerimistes on esimese grupi jaotuseks normaaljaotus, teise ja kolmanda
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grupi jaotuseks aga eksponentjaotus. Taaskord on testide vo˜imsused tagasihoidlikud ja
ko˜ige suurema vo˜imsuse 0, 463 saavutab taaskord Shan-Young-Kangi test. Shan-Young-
Kangi test on viiel korral ku¨mnest ko˜ige vo˜imsam. Terpstra-Mageli test on kuuel korral
ku¨mnest ko˜ige va¨hem vo˜imasam ning kahel korral ko˜ige vo˜imsam test. Jonckheere-
Terpstra test on kolmel korral ku¨mnest ko˜ige va¨hem vo˜imsam test. Ja¨ttes Terpstra-
Mageli testi vo˜rdlemisest va¨lja, on vo˜imsuste erinevused taaskord va¨ga va¨ikesed. Teiste
testide vo˜imsused erinevad vaadeldud simulatsioonides ko˜ige rohkem 0, 045 vo˜rra. Ta¨p-
semad tulemused on va¨lja toodud tabelis 6.
Tabel 6: Kirjeldatud testide vo˜imsused segajaotusest simuleeritud valimite korral
Jaotus Valimi mahud JT MJT TM CU S
µ=(1,1,1) (10,10,10) 0.030 0.029 0.045 0.028 0.030
(10,15,20) 0.027 0.027 0.048 0.029 0.030
µ=(1,1.5,2) (10,10,10) 0.254 0.250 0.240 0.248 0.265
(10,15,20) 0.327 0.334 0.300 0.331 0.328
µ=(1,2,2) (10,10,10) 0.241 0.249 0.200 0.245 0.266
(10,15,20) 0.241 0.269 0.232 0.265 0.243
µ=(1,1,2) (10,10,10) 0.251 0.256 0.267 0.256 0.281
(10,15,20) 0.441 0.418 0.327 0.418 0.463
µ=(1,2,1.5) (10,10,10) 0.099 0.103 0.074 0.102 0.118
(10,15,20) 0.068 0.083 0.078 0.084 0.076
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Kokkuvo˜te
Jonckheere-Terpstra testi puhul on antud to¨o¨s leitud tema statistiku ta¨pne ja asu¨m-
ptootiline jaotus. Valimi mahtude kasvades ei ole tarbekas ta¨pse jaotuse leidmine ja
otsuste tegemisel tuleks la¨htuda asu¨mptootilisest jaotusest. Asu¨mptootiline jaotus on
leitud ka juhul, kui valimites esineb vo˜rdseid va¨a¨rtusi.
Simulatsioonide po˜hjal osutub ko˜ige va¨hem vo˜imsaks testiks Terpstra-Mageli test. Lisaks
on Terpstra-Mageli statistiku arvutamise algoritm ajaliselt ko˜ige keerukam. Kuna
u¨leja¨a¨nud testide vo˜imsused on va¨ga va¨ikeste erinevustega, siis on po¨o¨ratud ta¨helepanu
hoopis testide statistikute arvutamise algoritmide keerukusele. Vaadates algoritmide
ajalisi keerukusi vo˜ib o¨elda, et Shan-Young-Kangi teststatistiku leidmine on alati ajaliselt
keerukam kui Jonckheere-Terpstra, modifitseeritud Jonckheere-Terpstra ja Cuzicki test-
statistiku leidmine. Seega tuleks suurte valimi mahtude korral Shan-Young-Kangi
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Lisad
Lisa 1. Jonckheere-Terpstra statistiku va¨a¨rtuse leidmiseks rak-
endatud Pythoni kood
de f MW ( valim1 , valim2 ) :
MWvalue = 0
f o r element1 in valim1 :
f o r element2 in valim2 :




valim1 = [ 9 , 1 2 , 1 9 , 2 8 , 3 4 ]
valim2 = [ 1 0 , 1 4 , 2 1 , 2 9 , 3 1 ]
valim3 = [ 1 3 , 1 5 , 2 0 , 3 0 , 4 0 ]
valim4 = [ 1 6 , 1 7 , 1 8 , 2 7 , 4 2 ]
JT += MW( valim1 , valim2 )
JT += MW( valim1 , valim3 )
JT += MW( valim1 , valim4 )
JT += MW( valim2 , valim3 )
JT += MW( valim2 , valim4 )
JT += MW( valim3 , valim4 )
p r i n t (JT)
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Lisa 2. Modifitseeritud Jonckheere-Terpstra statistiku va¨a¨rtuse
leidmiseks rakendatud Pythoni kood
de f MW( valim1 , valim2 ) :
MW = 0
f o r element1 in valim1 :
f o r element2 in valim2 :




valim1 = [ 9 , 1 2 , 1 9 , 2 8 , 3 4 ]
valim2 = [ 1 0 , 1 4 , 2 1 , 2 9 , 3 1 ]
valim3 = [ 1 3 , 1 5 , 2 0 , 3 0 , 4 0 ]
valim4 = [ 1 6 , 1 7 , 1 8 , 2 7 , 4 2 ]
MJT += MW( valim1 , valim2 )
MJT += 2∗MW( valim1 , valim3 )
MJT += 3∗MW( valim1 , valim4 )
MJT += MW( valim2 , valim3 )
MJT += 2∗MW( valim2 , valim4 )
MJT += MW( valim3 , valim4 )
p r i n t (MJT)
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Lisa 3. Terpstra-Mageli statistiku va¨a¨rtuse leidmiseks rakendatud
Pythoni kood
TM= 0
valim1 = [ 9 , 1 2 , 1 9 , 2 8 , 3 4 ]
valim2 = [ 1 0 , 1 4 , 2 1 , 2 9 , 3 1 ]
valim3 = [ 1 3 , 1 5 , 2 0 , 3 0 , 4 0 ]
valim4 = [ 1 6 , 1 7 , 1 8 , 2 7 , 4 2 ]
f o r element1 in valim1 :
f o r element2 in valim2 :
f o r element3 in valim3 :
f o r element4 in valim4 :
t imes = times +3
i f element1 <= element2 and element2 <= element3
and element3 <= element4 :
TM += 1
pr in t (TM)
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Lisa 4. Cuzicki statistiku va¨a¨rtuse leidmiseks rakendatud Pythoni
kood
CU = 0
valim1 = [ 9 , 1 2 , 1 9 , 2 8 , 3 4 ]
valim2 = [ 1 0 , 1 4 , 2 1 , 2 9 , 3 1 ]
valim3 = [ 1 3 , 1 5 , 2 0 , 3 0 , 4 0 ]
valim4 = [ 1 6 , 1 7 , 1 8 , 2 7 , 4 2 ]
rank = valim1+valim2+valim3+valim4
rank . s o r t ( )
f o r element1 in valim1 :
CU += rank . index ( element1 )+1
f o r element2 in valim2 :
CU += 2∗( rank . index ( element2 )+1)
f o r element3 in valim3 :
CU += 3∗( rank . index ( element3 )+1)
f o r element4 in valim4 :
CU += 4∗( rank . index ( element4 )+1)
p r i n t (CU)
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Lisa 5. Shan-Young-Kangi statistiku va¨a¨rtuse leidmiseks rak-
endatud Pythoni kood
de f RMW( valim1 , valim2 , rank ) :
MW = 0
f o r element1 in valim1 :
f o r element2 in valim2 :
i f e lement1 > element2 :
MW += rank . index ( element1)−rank . index ( element2 )
re turn MW
S = 0
valim1 = [ 9 , 1 2 , 1 9 , 2 8 , 3 4 ]
valim2 = [ 1 0 , 1 4 , 2 1 , 2 9 , 3 1 ]
valim3 = [ 1 3 , 1 5 , 2 0 , 3 0 , 4 0 ]
valim4 = [ 1 6 , 1 7 , 1 8 , 2 7 , 4 2 ]
rank = valim1+valim2+valim3+valim4
rank . s o r t ( )
S += RMW( valim1 , valim2 , rank )
S += RMW( valim1 , valim3 , rank )
S += RMW( valim1 , valim4 , rank )
S += RMW( valim2 , valim3 , rank )
S += RMW( valim2 , valim4 , rank )
S += RMW( valim3 , valim4 , rank )
p r i n t (S)
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Lisa 6. Statistikatarkvara R simualeerimise koodi na¨idis
l i b r a r y (” c l i n f u n ”)
l i b r a r y (”gMWT”)
l i b r a r y (”PMCMRplus”)
grupp1 <− rep (1 ,10 )
grupp2 <− rep (2 ,10 )
grupp3 <− rep (3 ,10 )
grupp <− c ( grupp1 , grupp2 , grupp3 )
power <− rep (0 , 3 )
i <− 0
whi le ( i < 10000) {
valim1<− rnorm (10 ,0 , 9 )
valim2 <− rnorm ( 1 0 , 0 . 6 , 4 )
valim3 <− rnorm (10 ,1 , 1 )
valim <− c ( valim1 , valim2 , valim3 )
JT <− j onckheere . t e s t ( valim , grupp , ” i n c r e a s i n g ”)
MJT <− gmw( valim , grupp , t e s t =’ j t ∗ ’ , a l t e r n a t i v e = ” g r e a t e r ”)
CU <− cuz i ckTest ( valim , grupp )
i f (JT$p . va lue < 0 . 05 ) {
power [ 1 ] <− power [ 1 ] +1
}
i f (MJT$p. va lues < 0 . 05 ) {
power [ 2 ] <− power [ 2 ] +1
}
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i f (CU$p . va lue < 0 . 05 ) {
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