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Resumo 
O processamento automático da língua natural é um problema multidisciplinar que en-
volve aspectos computacionais e lingüist icos, dentre outros. Neste t rabalho analisamos 
a lgumas das teorias lingüísticas centradas na sintaxe que já foram utilizadas com sucesso 
em sistemas computacionajs. A análise destas teorias e dos sistemas que as implementam 
considera a adequação lingüística e a complexidade computacional associada. Também são 
analisados os paradigmas de programação utilizados na implementação destes sistemas, 
identificando sua..ç; limitações. Apresentamos também um sistema dist ribuído baseado em 
multi-agentes que é capaz de se utilizar dos mecanismos lingüísticos tradicionais ao mesmo 
tempo em que supera parte das limitações dos sistemas que os implementam 
v 
Abstract 
Natural language processing is a multidisciplinar problem that covers, bui is not limited 
to, Computer Science and Linguistics. This master thesis presents a survey on some 
of the syntactic-centered linguistic theories that havl:' been successfuly used in computer 
systems. An analysis of the linguistic adequacy and the romputational complexity of each 
formalism is also presented. An analysis of t he programming paradigml> which were used 
to implement these systems and their limitations is also show-n. Finally a distributed 
system based on t.he muJti-agent paradigm is presented. This system is able to mimic 
many of the traditional system features while overcoming some of thei r limitations. 
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··Nenhuma tecnologia sunciememcntc avançada 
pode ser <hfercncJada de mágica:· 
anônimo 
··Computador~ ~ão inúteis. 
EIP:; ::.õ podem te dar respostas:· 
Pablo PtCCl$SO 
::'\e:,te lrabalho UU!>camol> inve:,ttgar a possibilidade de utilt.tação do:, s islcm~ multi-
agentes no tratamento automático do portugu~s. ..\pesa r das pe::;qutsa!> aecenl e:,, no-
tadamente através do projeto :"JA LA\1AS1 . a ut il ização de ::;istemas mullt-agentes no 
processamento do pot tugue5 tem possibilidades ainda não in,·estigadas. Este trabalho 
pretende demonstrar a adequa~ão do paradigma de mul ti-a.gen1 es para o P rocessamen-
to de Língua Natural (PLN). apresentando-o como uma evolução natura l dos esforços 
aplicados à área. 
-\ adequação do parad1gma de prograrna~ão. no entanto não pode ser demonstrada 
sem a uuhzação de um forma]i .... mo lingüístico. Foram selecionado::; IniCialmente três for-
mali:mw:s ccnuados na simaxe: as Tree Adjoining GrammcH::; (GramÍicas de Adjunção de 
Án·ore') ou T-\Gs) as Extraposition Grarnmars (Gramáuc~ de Extrapos1çào ou XGs) e 
a~ Búund-\10\·cment Gr amrna•~ (Gramáticas de \fovimenta~ao e Anc01agem. ou B\fGs) . 
Este!> formali::»mo::,. ape!ial de já terem sido ut ilizados com suc~so no trai amento do por-
tugue:,. nao foram surktcntemente adaptados para o paTadigma de multi-agentes. As 
dificuldade encontradas durante esta adapta~ão nos le\'a ram a definu um formalismo 
híbrrdo srmplincado a partir das TAGs, mas com caractetísttcas agregadas da::; XGs e 
1 PROTE~l-CC 6 0081/ 95 O. http / /""V.".mf.pucrs.br/links/gnJpos/nalama~fmdex hem!. 
1 
2 
BMGs. Este novo formalismo não deve ser visto como uma tentativa de supera.r a capa-
cidade de reconhecímento ou de descrição de nenhum dos três forma.limos estudados, mas 
como uma tentativa de preservar ao máximo suas habilidades ao mesmo tempo em que 
facilita a distribuição da análise sintática em um ambiente cooperativo. 
Este trabalho conta, ainda neste capít ulo , com uma breve in trodução ao PLN. O 
capítulo 2 contém um breve histórico do surgimento das linguagens artificiais e mostra 
sua inadequação ao PLN. Os formalismos lingüísticos selecionados (TAG, XG e BMG) 
são descritos , assim corno os mecanismos computacionais que originalmente os implemen-
tavam . Para demonstrar que expandir ou simplificar um formalismo para fins específicos 
é um procedimento comum , também apresentamos algumas variantes destes formalismos. 
Para demonstrar como uma destas variantes pode ser implementada utízando mecanismos 
diferentes dos originais também nos referimos a alguns trabalhos correlatos. 
O capítulo 3 apresenta o paradigma multi-agentes através de uma abordagem evolu-
tiva, descrevendo as arquiteturas que vêm sendo utilizadas no PLN no decorrer dos anos: 
dos sistemas tradicionais aos arcabouços2, passando pela orientação a objetos. Também 
são descritas algumas tentativas de reaproveitamento tanto do conhecimento lingüíst ico 
quanto computacional, assim como as dificuldades de integração: manutenção e expansão 
encontradas nas diversas abordagens. Ainda neste mesmo capítulo são apresentados dois 
estudos de caso de sistemas multi-agentes desenvolvidos para o processamento do portu-
guês e, ainda. uma técnica para descrever formalmente um sistema multi-agentes. 
O capítulo 4 descreve o formalismo híbrido definido e apresenta o modelo de agen-
te para o qual foi desenvolvido. É importante frisar que a definição de um formalismo 
origi nal não é gratuita. Ela foi necessária porque o modelo de agente e sua capacidade 
de comunicação foram definidos antes da seleção do modelo lingüístico, o que impediu 
a utilização de algumas características dos formalismos estudados e abriu novas possibi-
lidades de processamento. Para testar o comportamento do formalismo e do modelo de 
agente propostos, foi construído um protótipo em ANST c++ 2.0 capaz de analisar todos 
os exemplos utilizados. A construção de uma gramática ampla, no entanto, não pode 
ser concluída e, por isso, fornecemos um apêndice contendo exemplos de derivação e de 
tratamento de alguns fenômenos lingüísticos para ilustrar o funcionamento do analisador. 
Note que ao definirmos primeiro o mecanismo computac.ional desejado para somen-
te depois decidir qual o formalismo lingüístico adequado, estamos subvertendo a ordem 
tradicional de desenvolvimento. De uma forma geral os sistemas computacionais são de-
senvolvidos para acompanhar uma definição lingüística e não o contrário. O capítulo 5 
traz esta e as dem ais conclusões deste trabalho, além da descrição dos trabalhos futuros 
relacionados com o modelo. 
2 Do inglês frameworks. 
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1.1 Uma breve introdução ao PLN 
Uma língua dita natural (ao contrário das artificiais ou formais) é aquela que já existe , e 
que supre várias funções em nossa interaçã.o com outras pessoas [44], tendo surgido antes 
de sua representação formal. Desta forma os modelos lingüísticos tentam explicar um 
fenômeno naturaJ, ao contrário do que ocorre com as linguagens de programação onde, por 
exemplo. a estrutura é definida antes de sua utilização. sem espaços para ambigüidades. 
l\ão é recente a preocupação do homem em processar, através de máquinas, sua língua 
natural de comunicação. Desde o século XIX lingüistas vêm trabalhando o que se poderia 
chamar ele '·o enfoque maternát.ico'' a ser aplicado à língua, visando a aproximação de 
modelos que reflitam o comportamento desta. No in ício do presente século, t rabalhos 
referentes à elaboração de modelos matemáticos form alizando a linguagem começaram a 
ser conduzidos. com interesse em alguma forma de processamento automático [27]. 
No início da guerra fria surgiu a primeira aplicação computacional que tratava da 
língua humana: sistemas de tradução automática para textos de física do russo para o 
inglês. Segundo (61] esta atividade marca a primeira das três etapas do que hoje se con-
venciona chamar de Processamento da Língua Natural (PLN). Essa etapa foi denominada 
pré~teórica e caracterizava-se pela aplicação de mecanismos rudimentares - baseados em 
dicionários ~ em problemas complexos, com resultados freqüentemente desapontadores. 
A etapa posterior, voltada para a experimentação de teorias lingüísticas, foi chamada 
de "experimental'· : neste período surgiram protótipos restritos3 que aplicavam diferentes 
teonas lingüísticas- com ênfase na sintaxe: semântica ou lógica- para demonstrar 
princípios específicos da língua anal isada ou da representação do conhecimento. Hoje, 
ainda segundo [61], entramos numa etapa empírica, a\'aliativa e centrada no usuário, on-
de as teorias e aplicações são julgadas de acordo com seu sucesso na soluçã.o de problemas 
- inclusive pelo mercado. 
A inda é provável que a tradução automática de textos de física russos atraia interesse, 
mas por motivos d iferentes dos originais. Durante as últimas décadas surg tram novas 
aplicações, linhas de financiamento e incentivos à pesquisa na área. A proliferação dos 
computadores nas mais di\'ersas atiddades humanas- e suas decorrências - não apenas 
manteve, como aumentou o interesse em PL'\. O uso da língua humana parece ser a melhor 
maneira de tornar a comunicação entre homem e computador mais ampla [56] e é um passo 
adequado, depois da utilização das interfaces gráficas [22J, isto porque o ser humano é 
predominantemente visual e verbal [45]. 
Também é economicamente interessante aproximar a máquina do usuário . Além da 
redução dos custos de treinamento, aplicações como [1): 
• sistemas de consulta. onde a língua natura l é utilizada para obter informações de 
3Do inglês toy system.s. 
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um banco de dados, incluindo busca de documentos sobre um determinado tema; 
• identificação de tópicos e sumarização de documentos; 
• tradução automática; 
• sistemas de atendimento automático ao cliente via telefone, tais como transações 
bancárias ou compras em catálogo; 
• ensino assistido por computador: onde a máquina interage com o estudante verbal-
mente ou em textos com formato livre; 
• dispositivos para controle através da voz (ajustar o relógio do vídeo-cassete, por 
exemplo) ; e 
• sistemas cooperativos de resolução de problemas como em um sistema que ajude a 
planejar e agendar envio de encomendas. 
permitem que novos mercados sejam explorados ou que tenham seus custos reduzidos. 
A necessidade de programas de computador para PLN também vem aumentando nas 
últimas décadas pelo efeito conjugado do desenvolvimento da informática e da necessidade 
de tratar volumes cada vez maiores de informação escritas e faladas. Precisamos também 
de programas velozes e eficazes para compor, classificar, armazenar, analisar, questionar 
e traduzir os documentos já produzidos [27}. Os setores econômicos [38] clamam por 
ganhos de produtividade e a língua é um elemento primordial da produção industrial. 
Uma central nuclear: por exemplo, representa 100.000 páginas de documentação técnica. 
A língua também carrega um elemento político, ideológico e cultural: "as línguas que não 
se industrializarem deixarão de ser veiculares, de ser línguas de civilização:' 4 . 
1.2 Problemas intrínsecos ao PLN 
A natureza da língua, entretanto, não é simples5 e a construção de sistemas para seu tra-
tamento automatizado enfrenta tanto problemas de natureza lingüística quanto computa-
cional. O leitor que possui conhecimento técnico em computação pode tentar relacionar 
o PLN com o processamento das linguagens art ificiais de computador como PASCAL ou 
C++. Esta associação, apesar de intuitiva, não é adequada por uma série de fatores [10]: 
"'Declaração do secretário gera l do Conselho da Europa, 1995 [27j. 
5 Nos anos 60 era comum acreditar que a tradução de textos de forma automática era uma questão 
relativamente simples quando comparada com a construção de urn computador capaz de derrotar um 
humano campeão mundial de xadrez. 
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• as lingual) na turats hdam com ambigüidade :\ 5entença ··A bela c~a na fazenda ... 
por exemplo. tem dots significados ma1s comuns. Pode identificat uma construção 
bonita no campo ou uma moça bonita casando no campo t;m analbauor com urna 
gramática suficientemente ampla pode ainda constde>rar que a sentença signifique 
que há uma bela estampa de casa num tectdo ou. mais forçosamente. que alguém 
costurou uma bela casa de botão num tecido ou. a inda, que temos um de:;,enho de 
uma moça bonita ca~arado estampado num tectdo [~3): 
• a estrutura das ~entenças, nas línguas naturais , not mal mente é nHttlO rnai:; comple.'<a 
do que nas artificiais como, por exemplo, em •·o cão que dormia quando Maria 
resolveu sair de ca::sa ao na..,cer do dia parecia cansado, ent rPtant.o nada se poderia 
afi rmar uma vez que aquele cão a1i estirado estava apenas dormindo" tem urna 
estrutura que dificilment e é encontrada nas linguagens artificiais: 
• parece não ext::shr uma maneira simples e univer::sal de repre:,entar o significado de 
sentenças de uma hnguagem natural (63] [10) [I] como. por exemplo, o da sentença 
·o \'inho se dá na pactêncta dos cachos-: 
• estrutura e stgntficado estão necessariamente intE.>rhgados n~ linguagens naturais. 
enquanto que nas arunciais freqüentemente podem e::star separados. 
O objetivo do e~tucio do tratamento automático da:;, línguas é a concepção de lóg1cas 
(programa.o;;) capa/.e:, de tratat de maneira automática os domínios lingüi~ttco~ desta língua 
[38) Estes domíntos podem delimitar parcelas de uma língua. como os text os escritos ou 
uma J.rea de conhecimento com vocabulárjo e gramática.:, lim1tado~, c e~ta1 d1vididos em 
diferentes níveis de tratamento. Uma possível divisão em níveis pnd~ :;er [7] [61): 
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A segmentação em níveis é tradicionalmente aceita pelos lingüistas e estes níveis são 
considerados por alguns como independentes tanto em relação à estrutura quanto à organi-
zação e à função [39], permitindo o tratamento isolado de suas características e problemas. 
1.3 Contornando dificuldades 
A divisão da língua em níveis, com uma organização seqüencial de análise, está refletida 
em muitos dos sistemas de processamento automático [83] que assumem os resultados de 
uma etapa de processamento como a entrada da próxima. Este enfoque seqüencial pode 
ser observado no projeto LEXIS6 , cujo objetivo era o desenvolvimento de ferramentas 
para o tratamento automatizado da língua portuguesa7 . 
A abordagem linear, no entanto, vem sendo questionada [39] [19] [83] [84] [26] tanto 
porque a solução de alguns fenômenos lingüísticos envolve mais de um nível lingüístico, 
quanto em razão da limitação computacional de uma arquitetura seqüencial. A interde-
pendência dos níveis lingüísticos, com a conseqüente necessidade de troca de informação 
entre eles, motivou a busca por alternativas em trabalhos que analisam fenômenos es-
pecíficos, tais como as anáforas [66), elipses [60] e ambigüidade categoria! [21), assim 
como também nos trabalhos mais genéricos [84] [24]. 
A arqui tetura seqüencial também afeta o custo e o período de desenvolvimento dos sis-
temas [94] [20] e dificultam o retrocesso8 abrindo a possibilidade de se perder informações. 
Sua concepção fechada e suas estruturas de controle exigem conhecimento centralizado e 
grandes quantidades de recursos computacionais (22]. 
Para contornar estas limitações arquiteturais surgiram técnicas que envolvem, por 
exemplo, a utilização de dados empíricos ( estocásticos) [15], gramáticas lexicalizadas [77], 
arcabouços9 lingüísticos [94] e combinações entre as abordagens. 
Outra alternativa ao enfoque tradicional são os sistemas multi-agentes. Nestes siste-
mas a tarefa de manipular uma língua natural é executada com base no comportamento 
individual dos componentes do sistema e na estratégia de comunicação entre estes compo-
nentes [19]. Este enfoque é adequado para o tratamento de problemas grandes e complexos 
que requerem conhecimentos de muit.os domínios diferentes, pois favorece o controle da 
complexidade e da evolução do sistema [81]. 
6 http:/ Jwww.inf.pucrs.br / links/ grupos/ lexis/homepage.htm. Instituto de Informática da P UCRS. 
7 Foram desenvo!v;dos diversos sistemas neste projeto. mas os elementos centrais são um léxico com 
informações morfo-sintáticas e um analisador sintático baseado nas Tree Adjoining Grammars [47]. 
8Do inglês backtrackíng. Significa voltar a uma etapa anterior do processamento quando da identifi-
cação de um equívoco. 
9Do inglês frameworks. 
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Formalismos Lingüísticos 
"A formal parsing algorithm !>hould 
not always be used:· 
D. Gries 
''An interpret.ation 'I' sat.isfies a sentence in the table language 
if and only if each entry in the Lable designa~ the value of 
the function designated by the function constant in the 
upper-left corner applied to the obj ects designated 
by the corresponding row and column labels:' 
Genesereth & Nilsson 
·· Logic-al Found,it.tons of 
Art.ificial Intelligence-
Quando pensamos em reconhecer as estruturas de urn;;t língua natural, especialmente a 
sintaxe, é natural buscar auxíl io nas gramáticas e dicionários tradicionais. \Jo entanto, 
os fatores que tornam uma determinada gramática adequada não são os mesmos para o 
leitor humano e para o computador Em um ambiente computacional alguns dos fatores 
determmantes são a generalidade. a seleti,·idade e a facil1dade de compreensão [7] 
Como generalidade entendemos a quantidade de sentenças que urna gramática re-
conhece As gramáticas tradicionais são especialmente competentes neste aspecto pelo 
contínuo refinamento que vêm sofrendo durante os ano~. Isto não impedP que seus me-
canismos careçam de elegância que. apesar de ser um sintoma por demais difuso para ser 
considerado decisi\·o, é um bom indicativo de problemas durante uma adaptação para o 
ambientE' computacional 
Já a scleti,·idade é a capacidade de reconhecimento d(• ~entenças inválidas. Este pro-
blema é freqüentemente tratado atra\·és da enumeração de exceções que, apesar de per-
7 
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mitir uma maior liberdade normativa, insere novos fatores de análise que muitas vezes 
sobrecarregam a descrição de uma gramática e dificultam sua compreensão. 
A facilidade de compreensão é exat amente o terceiro fator desejado numa gramática 
em ambiente computacional Ela é especialmente importante porque a construção de um 
programa de computador lingüístico é uma tarefa complexa, demorada, cara e propensa 
a erros [94J. 
2.1 Sistemas de reescrita 
O interesse, tanto econômico quanto acadêmico, pelos sistemas de computação em conjun-
to com o desenvolvimento de teorias que modelavam mat ematicamente as línguas permi t iu 
o surgimento de novas formas de programação, mais próximas da comun icação humana 
que do mecanismo interno da máquina. 
Os modelos matemát-icos foram utilizados para o mapeamento de estruturas sintát icas 
e permitiram a construção de línguas artificiais, mais conhecidas como linguagens de 
programaçã.o. Estas linguagens possuem uma estrutura mais simples do que a das línguas 
naturais e, ao contrário destas, não devem permitir construções ambíguas. Esta precisão 
descritiva provém dos esforços dos desenvolvedores e do fato que. quando geramos algo a 
partir de um modelo, o objeto gerado se encaixa perfeitamente neste modelo. Este encaixe 
perfeito não ocorre com as línguas naturais porque aqui estamos tentando explicar um 
fenômeno anterior ao próprio modelo. 
As linguagens artificiais, assim como os modelos lingüístico e matemático que as em-
basam, foram aprimorados ao longo do tempo. As linguagens foram categorizadas de 
acordo com sua generalidade, seletividade e, conseqüentemente, complexidade de sua des-
crição. Para compreendermos esta. classificação, suas limitações e as expansões propostas, 
é importante definirmos formalmente os aspectos envolvidos no problema. 
2 .1.1 Definição formal 
A notação matemática é adequada para gerar descrições e definições livres de ambigüidade 
e por isso será utilizada em grande parte deste trabalho . No entanto a compreensão de 
uma definição matemática não é natural para a maioria dos leitores e por isso serão dadas 
explicações informais, assim como exemplos práticos. 
Quando nos depara mos com um problema qualquer é adequado procurar a unidade 
básica que o compõe. Quando construímos um muro podemos utilizar tijolos e podemos 
tratar o próprio muro como uma coleção adequadamente arrumada de tijolos e cimen-
to. Quando falamos de uma língua escrita nossos t ijolos podem ser as palavras e nossa 
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gramática algumas das regras de arrumação destas palavra.s1• 
Assim como em urn muro podemos ter diferentes tipos ri e t i.Jolos, numa língua podemos 
ter palavras diferentes. i\ão existe um nome adequado para a enumeração de tijolos, 
rnas a enumeração de palavras é comumente chamada de onomást tco. Como estamos 
trabalhando com uma simplificação onde as palanas são entidades atôm1cas. podemos 
subst itui-la:, por letras e trocat nosso onomástico por um a lfabeto. 
Quando construÍmO::, um muro queremos que ele fique ::,ólido e por IS:,O u::,amo5 palan-
ques de concreto para a estrutura. Quando queremo::, no:, refenr a uma parede não dizemos 
··aquele 1 etângulo de tijolo~ com dez de largura e trinta de altura colocarlos honzontalmen-
te'' ou o que valha; nós simplesmente dtzemos '·aquela parede'' para que a explicação fique 
mais simples e concisa. Quando esc revemos urna grarnáttca para ambiente computacional 
também queremos solide7 (general idade e seletividade) mas principalrnent(' queremos que 
ela nos traga informações suficientemente detalhadas do que descreve, ou seja. que seja 
clara e precisa sem que se perca em detalhes. Para bto c.eparamos o nosso alfabeto em 
dots gr·upos um de palav1as2 (nos os tijolos) e outro de símbolos e:,peciais usados para 
facall tar a descnção da língua desejada (nossas paredes e palanqu~). ~ pala' ras desta 
gramática sea ào chamadas de ::!Ímbolos terminais e as esta utura::, especiaa:, ~erão chamadas 
de ::,ímbolos não terminais. O porquê desta nomenclatura ficará mais claao ad iant.e. 
Um cornplicantc na nossa ana logia com os muros é o símbolo vazio. Ele corresponde 
aproxtmadamente a urn elemento Yazado no muro. um espaço onde poderia existir um 
tijolo ma:-. que o engenhei to optou por manter ,·azao para ent raa ar ou luz :\a nossa 
gram~it ica e~se .. tijolo·· esper ta! ~erá chamado de símbolo yazto ('sua represent ac;ão gráfica 
~erá a letra grega ép:>ilon (() Q uando temos um conjunto~ composto por letras mab L 
temos que nf = ea =a, qualquer que seja a E E. 
NP~t<' tC>xto as enumerações de símbolos serão notl'ldas por letras gr<?gaR rnaitísculas , 
os símbolos não lerminnis por let ras maiúsculas de nosso a lfabeto e os s ímbolos terminais 
serão notados po1 l<>tras minúsculas; quando não quisermos diferenciar s ímbolos terminais 
de não terrnma1s usaremos letras gregas minúsculas. L"ma língua. isto é. nossa coleção 
arrumada de palanas. será representada por letras maÍU::!CUlas ocidentats 
L. 
geralmente 
2.1.2 Concatenação e fechamento 
Quando tt•mos um conjunto dP símbolos E. definimos a operação de concat cnac;ào como 
a j uMapo::,ição de dob ou mab elementos deste conjunw Sendo a. b E ~. a concatenação 
de a e b ~erá nb: correlatamente a concatenação de a. a e h ~erá aab. 
1 
.\o considerarmos a paJa\"ra como umdade básica estamos assummdo, em prol da clateza. uma Sim-
plificação do problema. 
!L·sado como sinônimo de letra ne5te escopo. 
UNICAMP 
BIBLIOTECA CENTRAL 
~;; ('~r: ·.:·, RCULANTF 
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Esta defi nição intuit iva- e suspeitosament e desnecessária- permite que definamos o 
fechamento de Kleene de um conj unto, que no caso de E é notado como L:•. O fechamento 
de Kleene é a união de todas as concatenações possíveis de todos os elementos de E, 
inclusive €. Isto quer dizer que todas as seqiiências possíveis de elementos de E, não 
impor ta quantas vezes estejam repetidos, pertencem a E'", inclusive a sentença vazia 
formada apenas por é. 
2.1.3 Língua 
Agora que temos uma explicação preliminar, podemos definir formalm ente uma língua 
como um conj unto de palavras sobre um alfabeto finito. Para qualquer conjunto finito E 
de símbolos (E é um alfabeto) , temos que E* = {w1 . . . wnln ~ 1, para cada w1 E E} U { 10}, 
onde t. identifica uma sentença. vazia, ou seja, uma sentença de comprimento zero. Um 
conjunto L é uma língua se e somente se (sse) existe um alfabeto finito EL de forma que 
L Ç Ei_. Desta forma uma língua é um conjunto de sentenças de comprimento finito que 
pode ser expresso pela concatenação de um número fi nito de palavras [12]. 
:V1ais informalmente, isto significa que as línguas são conjuntos de semenças, uma 
sentença é uma seqüencia de palavras e um alfabeto é o conjunto de paJavras válidas. A 
linguagem de programação Pascal. por exemplo, é o conjunto de todas as seqüências de 
palavras que const.it uem programas válidos nesta linguagem; a linguagem dos números 
primos é o conj un to de todas as seqüências de dígitos decimais que representam números 
primos; a linguagem das palavras reservadas em c ++ é o conjunto de seqüências de 
símbolos que só podem ser utilizadas em sit uações especiais. Nos dois primeiro::; casos os 
conjuntos são infi nitos, enquanto que no últi mo é finito. Para este estudo o que importa 
é que; quando falamos das línguas desta forma, não associamos significados às seqüências 
de símbolos, a.penas as classificamos como pertencentes ou não a uma dada linguagem de 
acordo com uma a rrumação pre\'iamente defi n1da [9]. 
Esta defini ção é suficientemente ampla para abranger tanto as línguas naturais como as 
linguagens de programação [12], mas carece da definição de um mecanismo de geração e/ou 
reconhecimento automático ou, pela defi nição adotada, um mecanismo de concatenação de 
palavras do a lfabeto. Este mecanismo, voltando ao exemplo do muro, seri a uma máquina 
capaz de cimentar corretamente os t ijolos e palanques e/ou reconhecer como foi montada 
a estrutura de um muro pronto, d izendo se ele está corretamente construído ou não. 
2.1.4 Mecânica 
O mecanismo abordado neste trabalho é o dos sistemas de reescr ita, cuja defin ição é 
utilizada para auxiliar na demonstração de algumas propriedades das línguas. O sistema 
de reescrita é capaz de identifica r por meio de regras onde uma estrut ura pode ser t rocada 
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por outra equi valente. U ma regra pa ra nosso muro de t ijolo~ poderia ~er um bilhete para 
o mestre de ohras onde dl'zemos que ele p odP trocar grupo5 de qua t ro t ijolos pequenos 
sem furo::, por um outro tijolo maior. desde que com t amanho e p ropriedades equiYalentes 
às do conj unto trocado. 
'\o caso das língua& um sistema de reescrita é um par (~. P), onde~ é o nosso alfabeto 
e Pé um conj unto ordenado de pa res sobre í: (7-t). 0~ elementos p. "f) E P formam uma 
produçao ou regra de teescm a geralmente notada como p ~ .. ,3 para 1nd icar que p p ode 
ser ree.-,crito (substituído) por ,.., a tra\·és da aplicação de p ~I· 
Der ivação 
Para decidirmos se uma determinada sentença pertence a uma dada língua efetuamos um 
processo denominado deri vação. üma derh·ação é a ap licação consecuti va de regras de 
ree:,crita a té que constgamos reconhecer a sentença ou que tenha mos informação suficiente 
para decid tr q ue a sentença de entrada não pertence a linguagem. 
A derivação depende direta mente do sistema de reescrita e por is:;o di7emo:, que. dado 
um sistema de reescrita a relação de deri\·ação ~ sobte o cOnJunto ~· é defin ido como 
se segue: para q ua tsquer pa lavras p e .. , . p ~ ') se aplicasse extstirem palaw as p1, fJ?., a:. 3 
de forma que 
P = PtOP2 'Y = PtBP?. 
e p -t ~1 é uma prod ução do sistem a. O fechamento transiti\·o reflexi"o da relação ~ 
é notada como => ' e p ~· '"1 ~e aplicasse exisurem n ~ 1 palavras p, ... , Pn rais que 
p = Pt ~. = Pn e p, => P•+l se aplique para todo i= 1. ... , 11-1 (7-t]. tJma forma estendida 
de nota r a mesma regra de derivação p ~ '"I é fJ1 a:p2 ~ p1 f3p2 que nos le\'a a genera lização 
ondf' rada p,, a,. Bt E (EN U Er) ·. 
O f<'chamento trans iti VO refl extvo é a capacidade do SIStema aplicar as produçõe, até 
obter um ~ímbolo e:,p t>CJa l que mdica reconhecimellto da sentença ou. aplicar reg;ras sobre 
este símbolo e5pecial até t ransformá-lo na sentença d e ent rada. 
Gramática 
:\ extqencia de um ~tmbolo e:,pecia l que nos indica qua ndo uma den vação ternuna deixa 
claro que é necessári a uma quanudade maior de tnformaçào para que o ~ is t ema fu ncione. 
Estas inform ac;õe::. estão contida:, nas gramáticas. ~o ca~o do muro de tijolos ela conteria 
'l Algumas Yezcs '-amos no~ referir às partes de produção como "lado ~quer do" P. "lado direito-. So 
caso de p -4 "Y o lado esquerdo é p f' o lado direito é •· 
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as regras de como combiná-los para construir uma casa e de como reconhecer que a casa 
está pronta. 
'(;ma gramática é uma quádrupla G = (R, LN , LT· Es) onde R= (E, P) é um sistema 
de reescrita, E1y e Er são alfabetos disjuntos tais que E = EN U Er. Já Es é um sub-
conjunto de EN. Os elementos de LN, Er e Es são mais conhecidos como não terminais, 
termmatS e símbolos iniciais, respectivamente [7 4]. 
~Tais informalmente podemos definir uma gramática como um conjunto de produções 
na forma símbolo -7 símbolo símbolo . . . símbolo onde existem zero ou mais símbolos do 
lado direito. Cada símbolo pode ser um terminal, que está presente em Er, ou um não 
terminal , que deve estar presente no lado esquerdo de alguma produção (e em EN) · Um 
term inal não pode aparecer sozinho no lado esquerdo de urna produção [9] , ou seja, não 
pode ser derivado por sí só e por isso mesmo se chama terminal. 
Uma derivação pode partir de um símbolo da gramática e tentar derivar este símbolo 
até que a sentença de entrada seja encont rada, num processo cha mado derivação des-
cendente4. Também pode tentar agrupar palavras da sentença de entrada em estru turas 
ma10res , tsto é, substit Ui r esta seqüência pelo lado esquerdo de alguma produção cujo lado 
direito seja exatamente esta seqüência. até atingir um símbolo especial. num processo de-
nominado derl\·ação ascendenteS. Em ambos os casos o símbolo especial origem/destino 
deve pertencer ao conjunto de símbolos iniciais (Es). 
D erivação em uma gramática 
Agora que sabemos qual o princípio básico de reconhecimento das sentenças de entrada 
e de como as regras que regem este processo estão organizadas, podemos defin ir corno 
aplicar as regras de reescrita- produções - de uma gramática específica. Est a restrição 
sobre uma gramática específica vão nos permitir t rabalhar com um conjunto de regras 
organizadas de forma a reconhecer ou produzir uma determinada língua. 
Uma denvaç:ão em uma gramática G é qualquer seqüência finita de sentenças 
onde para i = 1. ... , n , existe uma deriYação usando as regras desta gramática (notada 
.. 
como =t ) O,_t 7 8, . Keste caso também podemos adot.ar a notação mais sucinta 00 ~ Bn· 
indicando que urna série de passos foi utiliza.da para chegarmos a 011 a partir de 00 . A 
linguagem gerada por G é [12]: 
L(G) { 'Çu I . d . - S =} =? G} = w E ....J eXJste urna envaçao c ... c w em . 
-----------------------------~00 inglês top-down. 
5Do inglês bottom-up 
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Suponha que de,ejamos 1econhecer todas as semençru; da linguagem onde existam 
apenas ~ palavras a (_) b <' que o número destas palavras numa me!'rna sentença seJa igual. 
Sabendo quai~ as palavra:, de nossa língua já podemo~ definir o conjunto de termma1s 
como ~r = {a.b}. Como símLolo inicial usaremo!> a letla S. de sentença: como não 
prec1samo:-- de nenhuma descnção mais detalhada definimos o cOnJunto de não terminais 
corno~' = {5}. 
Ainda nos faltam a::, produções da gramática, ou seja, seu s 1~tema de ree!>cri ta . 'Csando 
uma lógica simplista conside-raremos que as sentenças desta lmgua possue-m sempre um a 
e um b con espondentes. não importando a ordem em que apareçam. Tsto nos fornece as 
regras 
S--* aSb, S -t bSa e 
ma:, ainda nos falta a lgo que permita a repetição das combmações. o que é fornecido pela 
regra 
s~ss 
É freqüentemente muito difícil pro\·ar que uma determma.da gramática gera a língua 
deseJada Logicamente é um problema indecidh·el [7 ~]. \'ejamos como uma seqüência de 
denvações nesta gramática satisfaz a sentença aabbba. que Ob\·iamente pertence à língua 
de~eJada. 
S::::? SS => aSbS ~ aaSbbS ~ aabbS::::? aabbbSa ~ aabbba. 
Ouua forma de repre~entar este processo é atra,·és de urna á rv01 e. como no:, mostra 





a S b b s oi 
~ I 
a S b t 
I 
Figura 2 1. Rcpre:,entação em forma de árvore da deri\·açào de aabbba. 
Quanto ma1~ comple'\a urna língua. mais comple'{a a gramática que a de!>CrE'Ye. Q uan-
to mais complexa a g1amát ica, mais complicado fica im erpretar :ouéi!> rt-g1a" de 1eescrita e 
mais d1fícil implementar um modt>lo computaciOnal que faça esta interpretação automa-
ticamente. 
11 Em inglê:; parsing. 
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2.1 .5 Hierarquia de gramáticas 
Para simplificarmos uma gramática podemos usar algumas restrições para o formato das 
regras de reescrita. Urna restrição comum é proibir que elementos de Ey sejam reescritos, 
forçando as regras a obedecer ao formato 
onde cada W 1 E Í::y , cada Xi E E.N e cada "fi E (EN U l:y )" [12]. Outra restrição comum é 
limitarEs a um conjunto unitário (74]. 
A qualidade e quantidade de restrições aplicadas sobre as regras de derivação delimitam 
o poder de geração e/ ou reconhecimento de uma gramática. Classicamente estas restrições 
permitem dividir as gramáticas, e conseqüentemente as línguas, em quatro categorias. As 
definições apresentadas a seguir foram sintetizadas a partir de [12] e [74] . 
A primeira categoria de gramática, conhecida como gramática de t.ipo O, pode descrever 
as linguagens recursivamente enumeráveis. Estas gramáticas permitem qualquer tipo de 
produção, inclusive as que retiram símbolos terminais da sentença de entrada e definem 
o contexto onde podem ser aplicadas .. Ião existem restrições para as regras de produção. 
Note que nesta categoria uma sentença derivada não é necessariamente maior do que a 
sentença original porque o lado esquerdo da produção não é necessariamente menor ou 
igual ao lado direito. 
A segunda classe de gramáticas, de tipo 1, é a das que podem descrever as lingua-
gens sensíveis ao contexto. Nestas gramáticas as produções obedecem a forma w1aw2 -t 
w1ww2 , onde w1 e w2 são palavras arbitrárias sobre~' e a E ~N - Observe que a presença 
das palavras arbitrárias W 1 permite especificar em que contexto uma produção pode ser 
utilizada, o que nos habilita a descrever linguagens com grande riqueza de detalhes. 
A terceira classe de gramáticas, de tipo 2 ou livre de contexto, é a mais utilizada em 
linguagens de programação. Suas produções obedecem ao formato a -t w, com a E ~N­
Basicamente uma gramática desta classe permite que um não terminal seja subst ituído 
pelo lado direito de uma produção qualquer onde este não terminal seja o lado esquerdo, 
sem considerar os demais símbolos da sentença, ou seja, o contexto. . "rote que uma 
sentença derivada é sempre maior ou igual em número de palavras do que a sentença 
original , e.xceto quando se puder derivar um símbolo não terminal em €. 
A última e mais restrita categoria é a das gramáticas regulares, ou de tipo 3. As 
produções obedecem a forma a -t a/3, onde a } j3 E ~N e a E Er . 
Esta classificação, comumente denominada "hierarquia de Chomsky" , organiza as 
línguas em conjuntos e subconjuntos. Uma língua que pode ser descrita por uma gramática 
de nível 3 também pode ser descrita por uma gramática de nível 2, ou seja, as línguas de 
nível 3 são um subconjunto das de nível 2. Da mesma forma as de nível 2 formam um 
subconjunto das de nível 1 e estas um subconjunto das de nível O. 
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Este poder de representação também se reflete aproximadamente no~ mecanbmos com-
putacionai- de reconhecimento. Cm programa de computador capaz de manipular uma 
gramática de nÍ\'el 3 também é capaz de manipular gramáti<:a::, de tipo 2: um programa 
para o tipo 2 é capaz de manipular as ~amáticas de tipo 1: um para. o tipo 1 é capaz de 
manipular as de tipo O E' o ... programas para tipo O podem rnanipulat as de todo~ os demais 
tipos. O contrário não é "erdadetro. ou seja. os programas que reconhecem linguagens de 
tipo 2 não po~sucm poder ::,uficiente para reconhecer todru; ru; hnguagcn~ de t tpo 1, por 
exemplo. 
Por out ro lado, um programa mais complexo, capa1. de rrHlnipular gramáticas mais 
complexas, dificilrncute ~ení mais eficiente que um mab simples, const ruído para os tipos 
mais básicos de grarnática, mesmo quando ambos est rvcrem usando H~ mesmas descrições. 
Um analisador para gramáticas livres de contexto, por exemplo, ~cní. mais efici ente que 
um desenvolvido para gramáticas sensh·eis ao contexto quando ambos eslivetem usando 
uma gramática Ih rede contexto. 
Como ,·ímo~1 o teconhecimento de uma sentença como pt•rtE>nct>nte ou não à uma 
linguagem é detcrmtnado pela deri,·ação das produçõe::, da gt amat 1c.1 que a descre,·e. 
Ext~tem diferente:, manei1 (}.:) de representar um proc~o de d<·rh·ação ma:,. para nossos 
propó:::.itos. é suficiente considerar uma án·ore como aquela apre:-.eutada na figura 2.1. 
2.2 A necessidade de formalismos específicos para o 
PLN 
Enquanto o t.ipo da gramática determina sua capactdade gerativa fraca, ou seja, o quão 
especificamente ela pode descrever o conjunto de sentenças qtw JWrtencem a uma dada 
língua, aindA dev(lmos consioerar sua. capacidade geratwa fortr~, 0 11 sPj<l, o quão detalhada 
pode :;e1 a descrição da cst.rut.ura resultante do processo de derivação. 
Tslo p01que. quando con~itleramos o processamento dt> uma língua natural, o signifi-
cado está !,emprE' relacronado com a estrutura gerada durante o ptot'{>sso de derivação. ao 
contrário do quE' ocorre com as linguagens art ificiais. onde o ~igmflcado freqüentemente 
independe dc:-ta C'"t 1 ut ura (10] 
Quando anah~amos a sE'ntença -João ,-ju Y.Ia1 ia com o tele~cópio" , por exemplo. é 
possh·el que obtenhamo!> as est rmuras descritas na figura 2.2 '\a prime1ra alternati,·a a 
estrutura da an·ore de derh·açào !)ugere que 1Iana carrega'"a um telescópio. enquanto que 
na ~egunda a estrutura sugere que João usou um telescopio pata ,·er ~faria 
Como '"ernos. a capacrdade gerati"a fraca de,·e se1 encarada como o menor denomi-
nador comum ~ntre gtamáucas, tendo significado apena~ quando uma gramática falha 
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Figura 2.2: Duas possíveis descrições estruturais para ··João viu Maria com o telescópio .. . 
ao reconhecer sentenças de uma língua cuja categoria é conhecida (16)'. O problema 
mais comum nos sistemas de PLN não está em sua capacidade de identificar as sentenças 
válidas de uma língua, mas na descrição estrutural destas sentenças, o que pode passar 
despeTcebido quando analisamos apenas a capacidade gera.tiva fraca (53]. 
Além do problema da qualidade da descrição, devemos considerar que o ramo da 
matemática discreta que trata da análise sintática - Teoria das Linguagens Formais -
não aborda uma série de problemas importantes [5~): 
não cobre nenhum tipo de semântica explícita; 
2 não especifica a relação entre as estrmuras sintáticas e os princípios de interpretação 
semântica: 
3 analisa as sentenças fora de seu contexto, não permitindo definir a fonte ou a au-
diência: de forma que não existe um conhecimento mútuo assumido para ajudar 
na interpretação semântica, além de não prover nenhuma base para definir qual a 
intenção do autor ou quaJ o impacto que a sentença terá sobre os ouvintes/leitores; 
7 Extraído de [53] 
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4 as sentenças não estão ancoradas em nenhuma referência espaço-temporal ; 
5 a sentença é a unidade méL"<ima de análise, impedindo o reconhecimento de organi-
zações formais ou semânticas extraídas do discurso; 
6 a palavra é a menor unidade de processamento, impedindo que porções menores 
como prefixos e radicais sejam utilizados pru·a extrair informação; e 
T assume que as entradas de um léxico são palavras, impedindo que expressões Idi-
omáticas ou frases feitas sejam tratadas corretamente. 
Nem sempre é necessário analisar todos estes fatores num sistema de PLN, nem esta. 
lista é exaustiva, mas para cada fator que se queira tratar será necessário providenciar uma 
extensão na teoria, o que nos leva a afirmar que são necessários formalísmos e mecanismos 
específicos para o tratamento da língua natural. 
l\Iesmo para as linguagens de p rogramação uma atenção especial é dada aos itens 2 e 
3 desta lista. Por exemplo, o item 2 é freqüentemente trat.ado através de uma estrutura 
de pilha auxiliar chamada pilha semântica: o item 3 é tratado quando, nas linguagens 
fortemente tipadas, temos sobrecarga de operadores e a mesma sentença (que, no caso, 
é um comando) possu_i diferentes efeitos de acordo com o tipo de objeto que serve como 
operando, ou seja, de acordo com a "audiência" do operador. 
2.3 Formalismos para o PLN 
~esta seção discutiremos alguns dos forrnalismos especificamente desenvolvidos para o 
PLN. Não é nossa intenção neste trabalho sermos exaustivos no assunto. até porque 
a quantidade de trabalhos relevantes é demasiado grande, mas sim dest.acar algumas 
característ icas importantes que serão utilizadas mais tarde. 
2.3.1 Gramáticas de adjunção de árvores (TAGs) 
As gramáticas de adjunção [49] [47] fornecem um poder de reconhecimento ligeiramente 
superior ao das grarnát1cas livres de contexto. Este efeito é obtido através da expansão da 
estrutura das produções permitidas na gramática tanto em relação ao objeto de análise 
- com a troca da operação de concatenação de palavras pela composição de árvores -
quanto nas operações permitidas - com a adoção da adjunção corno operação fundamen-
tal. 
Operar com adjunção de árvores, ao invés de reescre,·er e concatenar palavras, permite 
ao formalismo manipular d iretamente a capacidade forte de geração, que é lingüisticamen-
te mais relevante que a capacidade fraca de geração [51]. As linguas de adjunção de ár,·ores 
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(TALs) englobam algumas línguas estrit.amente sensíveis ao contexto8 e fazem com que 
as TAGs se coloquem na categoria das gramáticas "meio sensíveis ao contexto1• (47] [52] 
[91] . Este poder de reconhecimento aumentado, no entanto, é apenas pouco superior ao 
das gramáticas livres de contexto~ como veremos mais adiante. 
Uma TAG é uma quíntupla (Er, :EN, I , A, Es), onde Er contém os símbolos terminais: 
LJ\· os símbolos não terminais e Es é um conj unto unitário contendo o símbolo inicial. I 
e .4 são conjuntos finitos de árvores denominadas elementares. As án·ores em I também 
são chamadas árvores inzciais e as em A de árvores auxiliares [ 4 7]. 
Em uma árvore inicial os nodos interiores são não terminais e os nodos nas fronteiras 
podem ser tanto terminais quanto não terminais; quando um nodo de fronteira for não 
terminal ele será marcado para substituição [75] [51]. 
Em uma án'ore auxiliar os nodos interiores são não t.erminais e os nodos na fronteira 
podem ser tanto terminais quanto não terminais; todos os nodos não terminais da fronteira 
são marcados para substituição exceto um nodo obrigatoriamente presente, chamado nodo 
"pé": este nodo deve ter o mesmo nome que a raiz da árvore [75) {51]. Um esboço 
esquemático das árvores pode ser visto na figura 2.3. 
Árvore inicial: Árvore auxiliar: 
X z 
6 6 
NQdos terminais ou marcados para substituição 
Figura 2.3: Esboço esquemático das á rvores iniciais e auxi liares. 
A pesar da definição das árvores elementares não ser muito restritiva, a idéia é que elas 
sejam de alguma forma mínimas. Nesta filosofia, uma árvore inicial c:orresponderia a uma 
án·ore sentencia! (ou esnutura argumentai) mínima, sem recursão nos não terminais. Por 
sua vez. uma árvore auxiliar, com raiz e nodo pé rotulados X, correspondena à estrutura 
mínima capaz de fornecer recursão durante a derivação. caso exista recursão em X [47]. 
ü ma árvore obtida a partir da composição de oulras árvores é chamada árvore derivada 
e é sobre esta árvore que utilizamos os operadores de adj unção e substituição. 
A definição original do formalismo previa apenas a adjunção como operação de compo-
sição de á rvores, mas em [76] passou-se a con~ar também com a operação de substituição. 
8 Línguas que não podem ser geradas pelas gramáticas I ines de contex~;o. 
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Adjunção 
A operação de adjunção compõe uma nova árvore a partir da combinação de uma árvore 
auxi liar e out ra árvore qualquer. Sendo {3 uma árvore auxiliar cuja raiz é rotulada X e 
Q uma árvore qualquer que contenha um nodo n não marcado para substituição também 
rotulado X, a árvore resultante /, obtida através da adjunção de f3 em a no no do n 

















Figura 2.4: Adjunção: representação esquemática e um exemplo. 
• A sub-árvore t de a, dominada9 por n, é separada, deixando uma cópia de nem a:; 
• A árvore auxiliar (3 é fixada na cópia de n deixada em a; 
• O nodo pé de B é substit uído pela sub-árvore t , ou seja, o nodo raiz de t , n , é afixado 
sobre o nodo pé de e. 
Substituição 
A operação de substituição não altera as propriedades fundamentais das TAGs [51] e 
ocorre apenas nos nodos não terminais da fronteira da árvore derivada. Um exemplo de 
substituição é dado na figura 2.5. Por convenção os nodos marcados para subst ituição 
9 Para árvores, a relação de dominância ocorre quando, para alcançarmos um determinado nodo P1 a 
partir da raiz, obrigatoriamente passamos pelo nodo Po. Neste caso, P0 domina P1. 
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estão assinalados com ,J.. Quando urna substit uição ocorre no nodo n, este nodo é substi-
tuído pela. á rvore adequada. Quando um nodo esti ver marcado para subst it ui ção, apenas 
á rvores derivadas a partir de árvores iniciais podem ser utilizadas na substituição. Por 
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Figura 2.5: Substituição esquemática e um exemplo. 
TAGs como uma e:x.-tensão das gramáticas livres de contexto 
Para. melhor compreendermos o mecanismo das TAGs vamos iniciar uti lizando-as corno 
uma generalização das regras de produção que vimos até agora. Vamos partir então da 
gramática livre de contexto G' 
S ~aTb 
T -t Sa 
T-tTT 
T -r ab 
corn Es = {S}, L.N = {S, T} e Ey = {a, b} (extraído de [41]) . 
Uma TAG tant.o fortemente quanto fracamente equivalente pode ser defi nida como 
G(al = (! ,A ) onde os conj untos I e A estão representados na figura 2.6. Veremos mais 
detalbadamente adia nte que urna gramática é fracamente equivalente a outra quando 
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I. 0. 1 = s A: ~ = T ~ ': "' T A IA A 
3 T b T T T T 





s d .J T b 
A /""-
a T b s a 
Figura 2.6: G ramática TAG G(a) equivalente a G'. 
arnba~ podem rccon hece1 apenas as mesmas sentença::, de cnt rada ü ma gramática é for-
tem(:nte cqun.llente a outra quando. além de reconhecei a!) me:;mas :.-entença::, de entrada. 
fornE>Cl' a:- me:mas de~cn<;õe., estruturaJs. ou seja. constróa as me ·m~ an·o1 ~de derh·ação. 
Yejamo:- alguma:-. cien,·ações em G (a ) = (I . A ) (figura 2.6). Comecemos com a seleção 
das estrutula::- anic1ab (tiguta 2.1). 
~=~,= A 
S a 
/1"" a b a T b 
Figura 2.7: Seleção de a, !3 c "f · 
B·J se a ci adjuntada rrn f'o sobre T como indicado em "V0. A árvore derivada resultante 
; 1 pode ser 'asta na hgura 2.8. 
Pode-:,e conunuar a dPrt\açào adjuntando. por exemplo. {1 , em "' t ::.obre S como indi-
cado em "h A an·ore re:-.ultante ~,.1 é a mostrada na figura 2.9 
Para qualquer gramática li'·rE' de contexto existe uma gramática de adJunção de árvores 
(TAG) tanto fracamcmc quanto fonemente equi ,alente -!IJ O exemplo da figura 2.6 
é fortemente e ronsl~qüentemente fracamente - equ1valente a G'. Em relação às 
gramátiCa!) ll\-res de contexto podemos afirmar que existe alguma TAG G tal que (49] 
{47]: 
(a ) existe uma gramát1ca lavre de contexto G' que é tanto fracamente quanto fortemente 
equivalente a G; 
UNICAMP 
BIBLIOTECA CENTRAl. 
S~C \ O C:RCULANTF 
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:1 b 
Figura 2.8: '}'1: Adjunção de a 1 em {33 sobre T. 
· .. S a .: 
/1~·· ·· ·· 
a T b 
A 
a b 
Figura 2.9: ,..'12 : adjunção de {34 em 'Y t sobre S. 
(b) existe uma gramática livre de contexto G' que é fracamente equivalente a G mas 
não é fortemente equivalente a G; e 
{c) não existe gramática livre de contexto equivalente a G. 
O nem (a) foi exemplificado pela gramática ex-posta na figura 2.6. Agora demonstra-
remos as afirmações (h) e (c). 
Seja G {b} a TAG descrita na figura 2.10. Podemos observar algumas deriYações na 
figura 2.11 e notar que a linguagem gerada por G, 
é uma linguagem livre de contexto. Isto quer dizer que existe uma gramática G' livre 
de contexto fracamente equivalente a G (b) [47]. Mas segundo [13] também sabemos que 
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Figura 2.10: l,;ma TAG sem gramática line de contexto fortemente equi \'alente. 
não existe uma gramática livre de contexto fortemente cqu1 valente a G1bJ· TsLo porque 
uma TAG é capaz de assinalar descrições estruturais a urna língua livre de contexto que 
não pode Sf'r obtida por nenhuma gramática livre de contexto, conf1rmando (b). Para 
denotarmos esta diferença d1zemos que uma TAG gera não apenas uma linguagem - um 
conjunto adequado de sentenças L(G) - mas também um conjunto de árvores denotado 
como T(G} e. no caso de G(b)• T(G(bl) não pode ser gerado por nenhuma gramática livre 
de contexto. apesar de L(G(bJ) poder ser reconhecida. 
'Yo=a.1 = S Y1 = ···s ·. 
I 
E 
. ....-1 ·:~ ~~ 
a T 
./f'....: 













Figura 2.11: Derivação em uma TAG sem gramática line de contexto equiYalente. 
Seja G(r) a TAG dcscri~a na figura 2.12. Podemos caracterizai a l111guagem gerada. 
por G(c) como se segue. lniciemos com uma linguagem livre de contexto: 
L(G(c ) pode ser obtida tomando sentenças de L1 e deslocando alguns ·a·s para a e~querda . 
. -\ defi n1ção precisa de L(GCc ,) é a seguinte: 
L( G) = L1 { wec" In ~ O}. onde u.: é uma cadeia de caracteres de ·a·~ t> 'b'~ tal que 
(i) o número de ·a·s = número de 'b's; e 
(ii ) para qualquer subcadeia de caracteres inicial deu·. o númr.ro de a·~~ numero 
de ·b'-:, 
L(G<d) é uma linguagem estritamente sensíYel ao contexto (47] e port anto não pode 
ser descri ta por uma gramática livre de contexto. Isto pode ser demonstrado fazendo a 
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A: 131 = /1 132 = /1 
a T a s 
A A 
b s c b T c 
Figura 2. 12: TAG G(c) sem gramát ica l1vre d e contexto equivalente. 
interseção de L1 com a linguagem regular a•b•ec• que resulta na linguagem 
L2 é um exemplo bastante conhecido de ling'llagem sensível ao contexto. O resultado da 
interseção de uma linguagem liv re de contexto com uma expressão regular é semp re uma 
linguagem livre de contexto, ou seja, Lt não é uma ling uagem line de context o mas sim 
uma linguagem estritamente sensível ao contexto [47]. 
Adjunção com contexto 
Até agora descreYemos como urna arvore auxilia r {3 pode ser adjuntada em um nodo 
quando este tem o mesmo rótulo que a raiz e o nodo pé de {3 é não terminal e não está 
marcado para substitu ição. Do pomo de \·ista lingüís tico. no entanto, é int.eressante que 
possamos definir quais conjun tos de á rvores p odemos adjuntar num detE:'rminado nodo, o 
que pode ser feito através da especificação de contexto na adju nção. A n oção de contexto 
aqui é muito restrita e tal vez uma tradução mais adequada seria restrição na adjunção 
(da expressao em inglês constraints on adjunctzon) . 
• -\s reslrições podem ser especificadas em qualquer nodo de uma án'ore elementa r onde 
a adjunção seja permitida e estão divididas em três grupos mut uamente exclusivos [51]: 
• Adj unção seletiva (Selective Adjunctwn ou SA (T) }: somente os membros do conjunto 
T Ç A de árvores auxiliares p odem ser adjuntados neste nodo. A adjunção não é 
obrigatória. 
• Adj unção nula (Null Adjunction ou NA): proíbe a adjunção neste nodo. Equivale a 
SA{T ) onde T é um conjunto vazio. 
• Adjunção obrigatória ( Obiigatory Adjunction ou OA(T }) : uma án•ore auxiliar mem-
bro de T Ç A é obrigatoriamente adjuntada neste nodo. 
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E~tP t rpo de restrição v r~a facilitar o desenvoh·irnento de regras para o processamento 
de uma língua natura l e não estão relacionadas à natureza matemát1ca do formalismo. 
Exist t•m no entanto a lgumas propriedades formai s de fechamento que exigem um outro 
tipo de re~tnção na adj unção [·HJ. Para diferencia r a~ regras descritas da~ q ue se seguem. 
esta~ últ1mas são denominada!> restnções locats (da expressão em ingles local constramts). 
Uma T -\G G = (I . A ) com restrições Jocah é uma TAG onde I é o conj un to de 
án·ore-s inicrais e .-l o conj unto de árvores a u..'(ilta r es c para cada á r\'ore auxilia r existe 
uma rc':lt n c;ào (pos~i velmente nula) [47]. A definrçao formal destas rest rições foge ao 
escopo deste t raba lho, mas pode ser encontrada em [50]. Aqu i vamos nos concentrar na 
idé ia cent ra l, exemplificando o fun cionamento do proce:)so de a.nálise das res trições. 
Seja G a T AG descrita na figura 2.13. A á rvore auxilia r /31 pos!) ui uma restrição 
especificad a para a direita de 131• Esta restrição p ode se1 t ratada como um predicado que 
deve :,e r satisfeito em um no do n da á rvore deriYada t pa ra que 3r po~sa ser ad 1 untada em 
t =-obre n. \este exemplo retirado de f-!7] - o predicado L R( o- r,:) é um p redicado 
de contexto adequadoro que será sat isfeito se no nodo n da án·ore t existi r um contexto 
adequado (um corte) da á rvore t que passe através do nodo n P que po:,~ua a forma 
onde p1 e fJ2 são seqüências a rbitrá rias de t ermina is e não terminais e A e o rót ulo de n. 
Se o p1edrcado LR(o- l.:l) for sa11sferto em n is to quer d izet que existe um contexto Ot à 
e~querda de n e um contPxto w1 a direi ta de n [-f i]. 
1: 
A: 
Figura 2.13: TAG G com restriçõe::, locar:. na adjunção 
O precllcado T B(f/>2- ~2 ) é chamado predicado de dominâ ncia e é satisfeit o se no nodo 
11 da <in·ore I existir um caminho a pa rtit da r aiz até a fronterra passando por n na forma 
100o mglês proper analy~t.>. 
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onde p1 e P2 são seqüências arbitrárias de terminais e não terminais e A é o rótulo de n. 
Se o predicado T B (</>2 - w2) for satisfeito em n isto significa que exist-e um contexto Q>2 
acima de n e um contexto w2 abaixo de n (47]. 
A aplicação de restrições locais e de restrições na adjunção aumentam o poder gerat.ivo 
das TAGs sem, no entanto, equipará-lo ao das gramáticas sensíveis ao contexto. Uma 
análise detalhada de como as restrições locais afetam o poder de reconhecimento de uma 
TAG pode ser encontrada em (47] e [48). Em [48], [92] pode ser verificado como as 
restrições na adJunção afetam o poder de reconhecimento. 
TAGs com lmks 
A operação de adjunção nos permite movimentar s ub-árvores específicas da árvore deri-
vada., simulando a movimentação dos constituintes de uma sentença em língua natural. 
Enquanto esta movimentação é interessante do ponto de vista lingüístico, ela é um com-
plicador do ponto de vista formal. Quando analisamos uma derivação em uma gramática 
liHe de contexto, podemos determinar a maneira pela qual uma solução, ou árvore deri-
Yada final foi construída, o que não ocone quando a árvore derivada foi construída usando 
TAGs. 
Determinar que sub-árvores foram geradas a part1r de quais nodos da nossa árvore 
elementar original pode ser interessante para explicitar qual o •·sentido·· da estrutura final , 
ou seja , qual a relação original entre os nodos das árvores e lementares que deram otigem 
à solução. Além disso, as á rvores elementares são o domínio adequado para caracterizar 
algumas dependências, tais como dependências de subcategorização ou preenchimento de 
vazios da estrutura 11 [47]. 
Apesar desta informação não estar completamente disponível nas TAGs, alguma in-
formação pode ser obt ida com a introdução de um tipo especial de relação entre pares 
específico:;, de nodos das árvores elementares denominado ligação ou link. Graficamente 
esta relação será representada corno um arco pontilhado de um nado a~é o outro, assim 
como na figura 2.14. 
Uma ligação é uma relação direcional e assimétrica, ou seja, se um nodo n 1 está ligado 
a um nodo n2 em uma án·ore elementar então [47): 
• n2 c-comanda12 n1 . Isto quer dizer que n2 precede n1 e que existe um nodo m que 
imediatamente domina n 2 e também domina n1. 
11 Elementos que. apesar de preYtstos na estrurura completa inicial. podem não estar presentes na 
solução finaL Quando isto ocorre diz-se que o constituinte que falta não foi realizado. 
12Este conceito está relacionado com à teoria de Government and Bindmg (17] e será noYamente abor-
dado ao tratarmos as Bound Movement Grammars. 
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b c: F G 
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: f h .. - Q 
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Figura 2.14: TAG G com nodos B e Q ligados por um lmk. 
• n1 domina uma cadeia de caracteres nula, que é representada por um símbolo ter-
mina l nos exemplos formais e por E nos lingüísticos 
Lingüist icamente fal ando! tanto n1 quanto n2 pertencem à mesma categoria gramatical 
e somente n 1 vai dominar uma cadeia de caracteres nula. Uma TAG com links é uma 
T...\G onde algumas das án·ores elementares podem ter ltgações determmadas a priori e 
serão referidas apenas como TAGs. 
Dependências cruzadas e encaixadas 
Os links são defin ido~ nas árvores elementares. mas o ponto tmportante é que eles são 
preservados pelas operações de s ubstituição e adjunção [47] [51 ). Durante o processo 
de deri,'ação, no entanto, estes links podem ser '·esti cados"' ou de~locados e explicitam 
dependências tanto cruzadas quanto encaixadas. Para exemplificar este processo vamos 
tomar a gramá~ica descri~a na figura 2.10 e inserir link.s ( fi p;ura 2.15). 
1: a~= s A : ~~= s ~l= T 
I /1 /1 






Figura 2.15: TAG G da figura 2.10 com links. 
Agora obsen·emo:-. a seqüência de deri,·ações da figura 2 16 ond~;> ru. dependências estão 
assina ladal:> abaixo das ::in·ores. A án·ore deri,·ada '/. mostra uma dependê11 cia s1mples 
enqua nto ~,2 mostra dependências encaixadas que surgem após a adjunção de 81 . Já ~íJ 
mostra tanto dep endências encaixadas como c ruzadas após a.s adJu nções consecuti,·as de 
31 e 132- ~ fesmo sem a presença dos links as dep endencias existiriam; eles apenas as 
tornam explícitas. 
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Yo= 
Figura 2.16: Dependências cruzadas e encaixadas durante urna derivação. 
Como podemos observar, apesar dos links serem definidos nas árvores element.ares, eles 
são preservados durante a derivação. No exemplo dado, uma dependência cruzada surgiu 
através de uma adjunção, mas ela poderia ter sido definida diretamente na gramática. 
Apesar de não utilizarmos substituições no exemplo, é fácil entender porque esta ope-
ração também não afeta os l'lnks: ela somente pode ocorrer em um nodo não-terminal 
da fronteira da árvore que não pode ser adjuntado (por definição) . Isto quer dizer que a 
referência original do lmk se mantém posicionalmente fixa. ou seja, onde havia um nodo 
rotulado X sobre o qual se executa urna substituição. continua havendo um nodo rotu-
lado X. Se o nodo é realmente o mesmo ou uma cópia é uma questão irrele,·ante para o 
formal ismo. 
TAGs nas línguas naturais 
As TAGs vêm sendo utilizadas para o processamento, entre out ras línguas, do ingl~s [2], 
francês [l ] e alemão [71}. Também foram utilizadas para o português em [56], onde toda 
uma gramática llOrmativa. do português foi mapeada para uma TAG equivalente. Ut iJjza-
mos esta.~ evidências para indicar que o formalismo é adequado para o processamento da 
língua natural. Seria muiw difícil provar a adequação do formalismo porque não existe 
um consenso sobre quais propriedades tornam um for·malismo adequado para o PLN. Uma 
referência interessante sob este aspecto é (37} onde se aborda a implementação da teoria 
de Gouernment and Binding de Chomsky utilizando-se TAGs. 
Alguns oulros indícios wmam as TAGs atrativas, dentre eles podemos destacar a 
proliferação de publicações e de variações em torno do formalismo e ainda a natureza 
matemática de sua definição e de suas características. Mais tarde também veremos que 
existem estudo!:~ disponíveis sobre como implementar uma ferramenta de a nálise sintát ica 
eficiente. 
Por hora vamos aplicar o poder descritivo das TAGs sobre algum; exemplos lingüísticos 
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para que possamos mstanciar adequadamente a definação formal onda. 
A figura 2 17 contém as á rYores iniciais de uma TAG c a rst rulura de:,t~ án·ores 
reflete uma estru tura argumentai ··mínima·· de \"E'rbo transith·o di reto (na) e uma estrutura 
mínima de \·erbo intransi tivo (a2 ). a 1 reflete diretamente a e::>trutura de sent ençru, simples 
como '·o vendedor era um chato" 
l : ai= s CX• = s ~ /~ 
SN sv A sv A /""' I Det N v SN Dct N v /""' Det N 
Figura 2.17: .. ~rvorcs iniciais que representam a sentença mínima dr um verbo t ransitivo 
direto e de um \erl>o mtransitivo . 
.. ~ figura 2.18 possui d uas representações da mesma e~trutura, uma como án·ore micia1 
(o3) e outra como aux i1iar {Bt); mesma estrutura no sentido de arnba:, repre5entarem 
um do. formatos de sentença 'qu '13 . A utilização desta~ est rutura.... no entanto. se dá 
em operações diferentes - uma na subst ituição e outra na adJunção e sofre restnções 
caracterbticas de cada uma de::tt~ operações. a 3 pode ::ter utilizada para repr~emar a 
sentença "quem perturbou Ivan?", enquanto J 1 pode representar '·que perturbou Ivan ... 
Kotc que existe um lmk determinando a relação da partículc1 'qu· com o conMituime 





qu'"' SN SV 
I /"'... 
ê V SN 
I 
N 
Figura 2.18: Urna árvore inicial e uma án·ore auxilia r repres<>ntando uma das e~truturas 
·qu·. 
Instanciado-sc as a rYores das figuras 2.11 e 2 18 com a sentença~ e~xemplo fornecidas 
podemos obter as den,·ações descntas nas figuras 2.19 e 2.20 Pode-se obsen·ar como as 
TAGs agru pam o::. consti tUintes. mas também que é poSSÍ\el manipular uma gramática 
Ji\'re de contexto para se obter a mesma resposta. 
l\este ponto de\'e-se considerar o quão complexo foi de~crevcr e obt er a derivação 
de::.ejada da sentença com uma ou outra técnica. 
13 Perguntas que contém "que''. "'quando~, ··quanto" , etc. 
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Figura 2.19: Instanciação de Ot· 
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F igura 2.20: Derivação com itens ins tanciados. 
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A literatura aponta que as TAGs possuem uma caracterís'l-ica denominada domínio 
de locahàade eslend~da, referindo-se em parte à própria maneira como as estruturas gra-
maticais são defi nidas (como árvores), à capacidade de deslocar parcelas significativas da 
árvore deri\·ada sem perder as referências locais, e também à capacidade de manter os 
links entre nodos de uma árvore elementar como a nteriormente demonstrado. Esta carac-
terística se reflete, por exemplo, na análise do português durante a manipulação de uma 
sentença 'qu · que envolva, por exemplo, uma oração subordinada, coordenada ou m esmo 
um aposto. Consideremos uma nova árvore inicial o4 e uma nova árvore auxiliar /32 na 
nossa gramática (figura 2.21). 
a.= s 
~ 
qu- ' S ,'~ 
~ SN SV 
,j ~







N V N aS 
Partícula/ 
subordinaúva 
Figura 2.21: Árvores elementares q ue complementam G. 
Podemos acomodar a frase ('q uando compraste caqui?'" na estrutura de a 4 e referenciar 
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o const ituinte suprimido pela partícula 'qu: diretamente. A figura 2.22 mostra como os 
links se preservam na adjunção de ,82 no nodo indicado de a 4 = /t para. acomodat a oraçào 
''quando João convenceu Ivan a comprar caqui?". 
TAGs com features- FB-TAG 
Os verbos da sentença anterior se encontram propositalmente no infinitivo para facilitar 
a construção do exemplo} mas é importante que possamos manipular as informações 
dos itens léxicos para garantir concordância verbal e nominal ou qualquer outro tipo de 
consistência deste tipo. 
As TAGs tratam deste problema através da agregação de informações léxico-morfoló-
gicas aos itens léxicos que são propagadas pela árvore de derivação à medida em que ela 
é gerada. Este processo de propagação também é chamado tree climbmg e as informações 
léxico-morfológicas também podem ser chamadas simplesmente de traços. 
Com a informação disponível é necessário também definir como manipular os dados 
para verificar se as restrições lingüísticas adequadas são satisfeitas. como no caso da 
concordância verbal do nosso exemplo. 
Uma idéia simples que pode ocorrer ao leitor é inserir regras de concordância nos 
nodos das árvores e fazer com que elas se refiram aos demais nodos postcionalmente. 
Por exemplo no caso da figura 2.22 poderíamos aproveitar o tree clzmbing dos traços e 
obrigar o nodo rotulado SN a concordar com o nodo imediatamente a sua esquerda (51 r). 
Idéias s imples geralmente levantam suspeitas e neste caso fundadas. Com esta técnica 
rud tmentar não poderíamos especificar regras que envolvessem nados em níveis diferentes 
da árvore porque uma adjunção pode modificar esta relação. l\tfesmo que garantíssemos 
que a adjunção não ocorreria, pela adoção de uma restrição NA (Null Adjunctzon) nos 
nodos1 este tipo de regra sena mais um complicador na referência posicional. Ainda mais 
grave é que a combinação de traços durante o tr·ee climbing pode tornar a informação 
complexa demais para ser útil. Se um sintagrna nominal 5 N domina imedia.tamente dois 
nomes (N1 • N2 ) - como .José e ?vfadana, por exemplo - SN terá traços masculinos. 
femininos ou ambos? 
Outra idéia simples e que soluciona o problema da referência é identificar univocamente 
cada nodo da árvore na gramática. Neste caso bastaria instanciar os identificadores dos 
nodos e das regras durante a derivação para termos regras sem problemas de referência 
posicional e sem problemas de combinação de traços. ~este caso o que ganharíamos 
sem perceber é wn espaço de busca do tamanho da própria árvore e boa parte do cust.o 
associado às gramáticas sensíveis ao contexto sem nenhum de seus benefícios. 
A solução encontrada na literatura. apesar de inicialmente não parecer simples, é 
elegante e. além de fornecer os mecanismos de concordância. atnda facil ita o próprio 
processo de derivação. Inicialmente apresentada em (87] [89]. as feature based TA Gs, 
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Figura 2.22: Controle de localidade estendida numa sentença 'qu '. 
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ou simplesmente FB-TAGs, apresentam o conceito das feature structttres. Para uma 
apresentação mais detalhada remetemos o leitor para [90]. 
Uma feature structure é um conjunto de predicados que devem ser satisfeitos num 
determinado nodo para que a derivação neste nodo seja considerada correta. Cada nodo 
de uma árvore elementar contém duas jeatu1·e stru.ctures denominadas tope bottom. 
:\ estrutura top de um nodo n contém as regras de unificação - os predicados a 
S(>rem satisfeitos - que fazem referência aos nodos irmãos de n, isto é, àqueles nodos que 
também são imediatamente dominados pelo mesmo nodo que domina imediatamente n. 
A est.rutura bottom de n contém as regras de unificação que fazem referência aos nodos 
dominados por n. 
Quando a derivação é completada os traços top e bottom de todos os nodos são unifi-
cados. Se os traços tope bottom de um nodo não unificam então uma árvore auxiliar deve 
ser adjuntada naquele nodo [75]. O comportamento dos t raços durante uma adju_nção 
pode ser observado na figura 2.23. 
_,--
1 raa. 
F igura 2.23: Comportamento dos traços durante uma adjunção. 
Para cada nodo marcado para substituição podemos associar apenas uma feature struc-
ture que age como uma estrutura top [75]. O comportamento dos traços durante uma 
substituição pode ser observado na figura 2.24. 
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Figura 2.24. Comportamento dos traços durante uma substituição. 
O comporLamcnlo dos conj untos de traços, que prevê tanto a combinação quanto o 
deslocamento dos mesmos, permite que se mantenha o c.:ont.rolP (,)() como as regras de 
unificação serão aplicadas. Cm exemplo de árvore inicial com as fealures à mostra está 




odo <2> [ J 
f'7onwr~ <I>~ L.:OOo <2> li _j 
sv(!ooo <3:) 
~
V Fodo <3>[1 ~N t 
['ffiooo· particíp:J 
Figura 2.25: Parte de uma árvore inicia l com feal1tres à mostra. 
X este exemplo a concordância nominal é checada entre os nodos S, SN e s1· O modo 
é checado enttc S\ · c \ ·gerando um problema: V tem traço bottom indicando particípio 
passado e l · P d~,·e concordai com ele e com Sr que tem um traço top mdicando modo 
1ndlcatJ,·o. Por dcfin1ção. uma adj unção de,·e ocorrer em \ · P 7 que é o nodo onde os traços 
não un1ficam. 
O traço :.particípio" de \ · obrigatoriamente ,·em do item léxico nele afixado e que foi 
omitido na figura 2.25 Suponhamos que seja a flexão do \'erbo "comC:\r .. no parucípio 
passado. ou seja. "cornado · Quando completamo:. a es1 rut ura t·orn a. ::.entença -João 
comido banana" ,·emo5 que realmente a sentença é agramatical e que a re:,trição 0.-\ 
(adjunção obrigatoria) deduz1da a partir da unificação dos traços €~ta correta 
Considere a át vo1 e auxiliar mostrada na figura 2.26. Exccutando-:.e uma adjun,ão 
desta á rvore no nodo 'V P da figura 2.25, é gerada <:omo resultado a ár\'ore desct i ta na 
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F igura 2.26: Árvore auxi liar com f eatures. 
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figu ra 2.27 que representa a sentença '·João tem comido banana" , perfei tamente grama-
tical. 
[!odo: 1nd:J 
~nconta: <1>~] odo: <2> [) s, 
V r:ncorda: <'i:l 
L:.odo: <.3> _J 
r:ncorda. <I> iJ1 L.,:odo: <2.> [ J ..J 
sv G odo <:3~ 
lcm ~ ~ concorda. pessoa· 3ra. @m,m.-gulJ 
modo· md 
Figura 2.27: Deriva.ção de ':João tem comido banana" com unificação correta. 
Enquanto a defi nição das TAGs dada a té agora permi te qu e se selecione qua is estru-
tu ras podem ser adj untadas sobre quais nodos, ela ainda determina uma solução de força 
bruta para determina r o espaço de busca das estruwras da gramá tica quando recebemos 
uma detenninada sentença para análise. Os exemplos dados, por outro lado, se apro-
veitam do conhecimento sobre quais itens p odem ser afixados sobre quats estru turas. A 
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maneila encontrada para modelar computacionalmente este conhecimento ::.obre a relação 
do~ Itens léxicos com a.c; ár\'Ores elementares é chamada lexicahzação gramatical que. no 
caso da~ TAGs. get a a vatiação lexicahzed TAG ou L-TAG. 
TAGs lexicalizadas - L-TAG 
Como vimos. é necessário garantir que os itens léx1cos da sentença de entrada sejam 
alocado::. na árYore elementar adequada, para que tenhamos a derivação desejada como 
solução. 
Originalmente isto era garantido pela Yerificaçào de uma série de restnções - con-
cordância e subcategorização, por exemplo- para cada. á rvore elementar [47). Na figu-
ra 2.17 apresen tamos as estruturas mínimas para um verbo transit ivo direto e uma para 
um verbo intransitivo 1\ós não poderíamos encaixar a fr~e ··o maluco caJU sonrbar· na 
pnmeira estrutura porque a suhcategorização do "erbo é madequada, nem poderíamos 
associar .. o:. problema surg1ram"' com a segunda estrutura porque. como toda a estrutura 
está disponível para análbe desde o in ício do processo de denvação. pode-se ,·enficar que 
não ex 1st e concordancia 
A formalização do processo de verificação de concordancia ,·cio com a::. FB-TAGs como 
,·imo::. antenormente, ma~ a formalização da \·erificação da sul>categorização. assim como 
a operação de ~ubst lt luçào. veio com as TAGs lexicalindas L-TAG-. (16J. [15] 
Uma g1 amá t ica lex1cahzada é composta por [75]: 
• um conjunto finito de e~truturas. cada qual associado a um item léx1co que será então 
chamado de a ncora de~la e~trutura: a est rutura define o dom mio de localidade sobre 
o qual a:, restrições são especificadas; e 
• um n ou ma is operações de composição das est rutura!l. 
-\ primeira parte de::>la de~nição é na verdade um léxico, ou seja, um conJunto finito de 
e~trut uras. cada qual as ociada com uma âncora 11 . As PStrut ur as definrda" daretamente no 
léx1co são chamadas de estruturas elementares: estruturas construída::. pela compo::.ição de 
out ra. . ~ão denomtnadéb e')trutur~ deri,adas. A diferem:~ entre uma e~trutura elementar 
e uma árvore elementar f. a presença da âncora. 
:\ categoria de uma palavra no léxico é dada pela ~trutura que ela ancora. ou ~eja. a 
estrutura que ela selec1ona v ma gramática é dita 1exicalizada quando todéb suas estru-
tUJas e!)tào ancorada~ por um ou rnais itens léxicos (75]. '\ote que quando <.!ois ou mais 
iten:-. a ncoram a mesma estrutura, eles pertencem à m~ma categoria Também é possível 
que uma determtnada c:,trutura seja ancorada por mais de• um item ::,imultaneamente, ou 
14 ~a htcratura sobre gramatlcas lexicahzadas a âncora tambt!rn é chamada de cabcç.'\ (hefH/). 
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seja, que exista mais de um terminal alocado na estrutura. Neste caso podemos selecionar 
um dos itens léxicos como âncora ou assumir que existe uma âncora multi-componente, 
ou seja, para que a estrutura seja utilizada mais de um item léxico deve estar presentet5 . 
Mesmo desconsiderando a ambigüidade categoria!, também podemos ter um mesmo 
item ancorando mais de uma estrutura. Na verdade isto é bastante comum e, neste caso, 
diz-se que o item ancora uma famt?ía de árvores. Uma família de árvores é um conjunto 
de árvores sentenciais que compartilham a mesma estrutura argumentai, abstraída da 
instância da âncora. Em outras palavras, cada árvore de urna família pode ser vista como 
uma transformação da mesma estrutura argumentai [92). Uma possível famíli a de árvores 
pode ser vista na figura 2.28 e corresponde à famílla de árvores dos verbos que pedem 
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Figura 2.28: Possível família de árvores de verbos que pedem apenas um argumento. 
Se podemos ter famílias de árvores que independem da âncora entã.o isto quer dizer 
que as informações de unificação - features - independentes do valor da âncora podem 
ser definidas diretamente nas árvores da família, assim como nas FB-TAGs. Por exemplo 
a concordância entre o sujeito e o verbo da figura 2.25 independe da âncora, ao contrário 
do tempo verbal do nodo V , que depende do item léxico (suprimido na figura). 
t5Expressões idiomáticas como "bateu as botas" - morreu - poderiam formar uma âncora multi-
componente. 
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A definição de gramática lexicalizada dada em (76J lamuéru exige que as estruturas 
do léxiCO tenham um tamanho finito e que as operações de composição gerem um número 
finito de combinações possíveis. Esta definição torna a gramática finitamente ambígua. 
ou seja, não ex1ste nenhuma sentença de tamanho finito que possa ser analisada de infi-
nitas manenas. Consequentemente decidir se uma sentença pertence ou não a uma. dada 
gramát ica é um problema decidível para estas gramáticas [75). 
Sob o aspecto lingüístico uma gramática lexicalizada explícita a relação entre os núcleos 
de uma senl ença e os adjuntos. A medida que associamos os itens léxicos percebemos 
que as árvores iniciais representam uma estrutura argumentai completa enquanto que as 
árvores auxiliares representam os adjuntos - adjetivos, advérbios ou cláusulas relativas, 
verbos auxiliares e predicados que exigem complementos sentcnt'ia is, entre outros [75]. 
As cláusulas sentencíais são representadas por árvores elementares com raiz do tipo 5 , 
ancoradas pelo elemento predicativo que, na maioria dos caso:s, é o verbo principal. 
O comportamento de uma gramática lexicalizada depende do tipo das estruturas defi-
nidas. Em [75) e (2J, mas principalmente, em [92] temos informações !:lobr e as gramáticas 
desenvolvidas para o inglês. Em [56] é descrita uma gramática para o português que não 
considera a lexicaliza\ãO gramatical e possui apenas uma ven,ào limitada das feo.tures. _-\ 
construção de uma TAG robusta para o português continua uma questão em aberto. 
Estratégias de análjse sintática 
A gramática para o inglês do projeto XTAG [92] conta com mai~ df> 1000 ánores divididas 
em 82 famílias diferentes. Kipper [56] aponta indícios de que urna descrição para o portu-
guês sem lexicalrzação ati ngiria a casa das 500 árvores. Como no processo de lexicalização 
o número de á rvores cresce rapidamente - e este é um dos fatores que determinaram a 
adoção da operação de substituição pelo formalismo [76] [75] nada leva a cre r que uma 
gramática equivalenLe a proposta em [92] para o português tenha menos de 1000 árvores. 
Existe um ana lisador sintático estilo CKY16 (55), [93) com custo computacional de 
O(n6) no pior caso [88] definido para as TAGS. :Ko entanto segundo [75] este também é 
o custo do melhor caso para este analisador. Além disso algumas restnções são feitas em 
relação às estruturas gramaticais que são pouco realísticas. tais como supor que um nodo 
possui no máximo dois filhos. 
Dois analisadores estilo Earle) {31], [32]. e [6) foram apre:>enlado~ em (75}. um deles com 
custo computacional O(n6) e outro com custo O(n9). mas ambos tem com componamento 
médio melhor, chegando a ser linear em a lguns casos. ,·ariando de acordo com a gramática. 
Em [75] foi apresentado um limite superior O(n4 ) para TAG~ não ambíguas. Também 
foram encontradas referências de analisadores sintátícos paralelos para TAGs em [6-iJ. [65] 
16Cocke-Kasami-Younger. 
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e [79). 
Independentemente do custo do analisador sintático pode-se aproveitar a lexicalização 
das estru turas para definir uma est ratégia em dois passos para o processo de análise [75]: 
• no primeiro passo o analisador seleciona o conjunto de estruturas correspondentes 
a cada palavra da sentença de entrada. Cada estrutura pode ser encarada como a 
codificação de um conjunto de regras. Uma pala\Ta seleciona uma estrutura quando 
é sua âncora. 
• no segundo passo) o analisador tenta verificar se as estruturas podem ser combina-
das para montar uma solução bem formada. O analisador sintático tenta colocar 
as estruturas correspondentes aos argumentos nas estruturas corresponden tes aos 
predicados e então adj untar, se necessál'io, as estruturas auxiliares correspondentes 
aos adjuntos que as selecionam. 
:\ primeira etapa seleciona a parcela da gramática que é relevante para a sentença 
de entrada, uma vez que apenas as estruturas associadas às palavras são selecionadas 
para o processamento. A quantidade de estruturas selecionadas depende da gramática, 
do número de entradas no léxico e do grau de ambigüidade lexical. 
Na segunda etapa o analisador sintático é capaz de utilizar informações ascendentes17 
não locais para guiar sua busca, uma vez que as estruturas selecionadas durante a primeira 
etapa incorporam as informações Jéxjco-morfológicas das âncoras que as selecionam. Esta 
codificação é ut ilizada para limitar o número de combinações possíveis entre as estruturas. 
Apesar de grande parte das técnicas de derivação para TAGs estar explicada em [75] o 
leitor também pode se referir a [77], onde um conjunto significativo de técnicas é resumido. 
Sumário sobre TAGs 
:\pesar de não ser um formalismo essencialmente li ngüístico) as TAGs são consideradas 
adequadas para o tratamento da ringua natural tanto pelo seu poder de reconhecimento 
como pelo seu domínio de localidade estendido em relação às gramáticas hvres de contexto. 
Possuir poder de reconhecimento superior ao das gramát1cas li\·res de cont exto vem se 
tornando comum entre os formalismos para o processamento da língua natura l. As TAGs 
possuem não apenas esta característica, mas também variantes que fornecem restrições 
na adjunção, aproximando-se das gramáticas de un ificação (FB-TAG) e das abordagens 
lexicalistas (1-TAG) , tornando o formalism o uma alternativa atraente para o PLN. 
A natureza matemática da defin ição das TAGs também é um atrat ivo, assim como 
a disponibilização das provas e dos algori tmos de análise sintática. É curioso notar que 
17 Do inglês bottom-up 
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a~ restriçõe~ locats. como proposto em [47}. perde>ram de-.taque em relação às re:.trições 
na adjunção cuJas característ tcru, são mais lingüíst icas do que propnamente matemáticas. 
de>txando percehet a mudança de foco nos trabalho5 ~obre o formalismo. 
:\o estágio atua l a btbliografia sobre T\Gs vem tratando tanto a~ features quanto a 
lextcahzação como parte integrante do formalismo. sem fazer dist mção entre a:, variantes 
e a TAG simple~. Isto quer dizer que as FB-TAGs. 1 -TAGs e combinações como 1-FB-
TAG:, são denom111adas simplesmente TAGs. 
2.3.2 Uma abordagem centrada na lingüística 
Outra maneira de abordar o PLN é começar pelo es tudo dos fenômenos li ngüísticos, 
detxando o tratamento matemático para um segundo momcnlo. As Bound t\fovement 
Grammars 18 [58] possuem esta característica e são apresentadas como uma extensão das 
Extraposition Gra mmar!l (XGs) (67]. Estes dois formalismo~ (B~fGs e XG~) basetam-se 
em cláusulas lógtcas E' permitem o tratamento de várias mo,·trnentações de const ituintes 
em sentenças do português. tais como, por exemplo. a toptcalização c a formação do 
modo mterrogatho ~mbos O:, formalismos estão embasado:, lingiusucamente na teoria 
de Got:ernment and Btndtng [17) e na teoria das ba rretras { Barrzcr.>) (18). 
Corno a~ B~fG:, a principio. deri'am das XGs. descre\(•remo::. como funcionam as 
XG5 primeiro Como ambas basetam-se nas cláusula~ lóg1cas das DCGs (Definzte Clause 
Grammars), também apresenta remos um breve estudo sob• e elas. E~ta5. explicações serão 
precedidas por uma introdu~ào à 1eoría de Government-Bmding e cla5 barreira:,. 
A teoria de Governmcnt and Binding assume um conj unto d<• premis::,a:, biológicas 
e ~obre apt endJZado que não serão discut1das aqui. Esta mtroduçao tem como obJeti ,·o 
apresentar da fot ma mais simples possível os conceitos de ··movimento•·, ''barrE'ira." e 
'·restrição'' no c:ont,cxto lingüístico que moldou a formulação daH BMGs r XGs. Para 
uma dtscussão mais aprofundada sobre corno a biologia influiu na crtaçào desta teoria 
remetemos o lettor a (69]. 
2.3.3 Introdução à Government and Binding 
Gouemmcnt cmd Bmdmg (GB) é uma teoria que tenta expltca• o que :,ignifica conhecer 
uma língua. L.nta de ... ua~ premissa:, é a existência d e um modulo b10logico que determina 
a capacidade inata de uma pe55oa falar e compreender uma hngu a qualquer. 
O funcionarncnt o deste módulo hngüístico é regido por principio:, e parâmetros que 
pod~m a5sunm urn conjunto finno de \·alores. Cada <.:ombinação de valores destes parâ-
metros. as:,octado a uma configuração dos princípios . mstancta uma língua natural. O 
18Tambem conhecidas cowo G~IA Gramáticas de ~lo\;memac;ão e ,\uc<lragem. 
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conhecimento de um falante da língua inglesa. por exemplo, é tão somente uma configu-
ração do módulo biológico com valores diferentes dos da configuração de um falante da 
língua portuguesa. 
Isto implica em aceitar a existência de uma espécie de gramática universal codificada 
no módulo biológico; também implica em aceitar que a aplicação dos valores dos princípios 
e parâmetros instancia uma espécie de gramática superficial mais diretamente relacionada 
com a estrutura. diretamente observável de uma lingua na·tural e mais próxima do que 
tradicionalmente se descreve nas gramáticas normativas. 
O conhecimento necessário para dominar uma língua é organizado em quatro níveis 
de representação: D-St.ructure (DS - estrutura profunda), S-Structure (SS - estrutura su-
perficial) , Logical Form (LF - forma. lógica) e Phonological Form (PF- forma fonológica). 
Nesta organização, a estrutura profunda abrange a representação '·pura'' da estrutura 
argumento-predicado das sentenças da língua e senre como ligação com o léxico. A forma 
lógica é utilizada para a interpretação semântica e resolve, por exemplo, problemas de 
quantificação e escopo. A forma fonológica t rata da ligação entre a fonologia e a sintaxe. 
A estrutura superficial representa a forma sintática e é o ponto de interação entre os 
demais níveis. A relação destes níveis pode ser visto na figura 2.29. 




Figura 2.39· Organização do conhecimento necessário para instanciar uma língua natural 
segundo GB. 
Cada dominio nesta organização possui um conjunto de regras que determina um nicho 
de competência, ou seja. é responsável por coordenar o funcionamento de um aspecto 
lingüístico tanto individualmente quanto em relação aos demais. 
As representações existentes em DS e SS estã.o relacionadas por uma operação genérica 
de movimentação de constituintes chamada a-move que permite que qualquer um dos 
consLituintes de DS seja deslocado para qualquer outra posição em SS ou vice-versa. As 
representações de SS e LF também estão relacionadas pelo a-move. Já, entre SS e PF 
existem regras mais restritas de movimentação e remoção de constituintes [37]. 
:\ operação genérica a-move permite a movimentação de qualquer parte da estrutura 
que representa uma sentença para qualquer outra posição. Este movimento deixa no local 
original da est rutura uma marca referencial e pode ser restringido pelas regras gramaticais, 
ou seja, pelos princípios. Idealmente cada um destes princípios é simples e especifica 
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os requis1tos da~ estruturas sintát1cas aceitá"eis através da man1pulação das regras de 
governo (government), de c-comando e de ligação (bindmg) entre os itens. ~Iais tarde 
demonstraremos como os conceitos de moümentaçào evoluíram atf:Ô a defin tção do mo,-e-
o e como foram de envoh·idas as regras que restringem este movimento. 
lJma das maneiras de definir a gramaticalidade de uma sentença é aceitar que ela 
é gramatical quando possuir representação em todos os quatro níveis e quando estas 
representações forem coerentes entre si e com as regras que restringem as transformações 
do move-o. Cada nh·el possui seus próprios princípios e parâmetros e a coerência entre 
as representações não necessariamente implica em homogeneidade. 
Outro requisito de gramaticalidade é o princípio de projeçiio, que determina que os 
constituintes de uma sentença sejam a realização de sua representação no léxico. Esta 
projeção permite que as regras sintáticas observem as propriedades de subcategorização, 
impedindo a alt.eração ou eliminação arbitrária de constituin t.es . 
As tentat ivas de descrever, mesmo que introdutoriamente. a teoria de Government and 
Binding em geral resultam numa grande quantidade de material. Para tentar e"itar que 
esta parte introdutón a acabe se tornando por demais ex tensa. optaremos por uma des-
crição evolu tt\"a da teoria centra ndo a descrição nos pontos utilizados pelas B~JGs. \Jais 
adjante voltaremos a Teoria de Govemment and Bindmg com menos alusões biológicas e 
mais especificações lingüísticas. 
2.3.4 Teoria Transformacional 
A~ gramáticas transformacionais foram abordadas anteriormente sob o aspecto matemá-
t ico quando tratamos dos sistemas de reescrita e das TAGs. Lingüist1camente falando, a 
Teoria Transformacional introduz a noção de transformação lingiiíst ica pela determinação 
de quais constitu intes são comuns aos núcleos das frases, pela construção das estruturas 
frasais básicas e pela especificação de qual é o conjunto mínimo necc~sário destas estrutu-
ras para gerar as diferentes sentenças da língua aplicando-sP uma ou mai~ transformações 
[78]. 
Uma grarnálica transformacional. ainda segundo [78). contém: 
• um componente de base: 
regras ~mtagmáticas19 : as gramáticas tradicionais distinguem dois lipos de ca-
tegot i ~: lexica•s (ex: ":'\para nomes) e sintagmátic~ (ex: S":'\ para sintagma 
nominal). as regras sintagmáticas especi ficam a est rutura da~ frase~ em sintag-
mas e dos sintagmas em categorias lexicais (ex: P-+S~ SY). 
19 Em textos de ciência da computação é usado o termo "sintático" como sinônimo de sintagmático. 
Isto nem sempre é adequado porque assim não se respeitam as diferenças de classificação lmgüíst1ca dos 
componentes gramaucais, simphficando a caregorização dos constitumt.es. 
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- um léxico: lista das palavras de uma língua; para cada palavra fornece diver-
sas informações como, por exemplo, a categoria léxica, especificações morfo-
sintáticas, informações sobre subcategorização, etc. Pode conter regras de re-
dundância lexical e de reestruturação. 
uma regra de inserção lexical: indica como uma palavra do léxico pode ser 
manipulada utilizando-se a..s informações lexicais para ser inserida na árvore de 
derivação de uma frase que está sendo analisada. 
Este componente gera as árvores sintáticas das estruturas profundas das frases ( D-
Structures). 
• um componente transformacional 
as transformações são regras de reescrita de árvores que, aplicadas sobre as D-
Structures, geram as estruturas superficiais cujos nodos de fronteira formam as 
sentenças de uma língua. V árias regras transformacionais podem ser aplicadas 
sobre uma mesma estrutura, tanto sobre seus constituintes quant.o sobre a 
estrutura da árvore sintática que os contém. 
As regras t ransformacionais obedecem ao esquema apresentado na figura 2.30. 
Regra Sintática } 
UXJCO 
Regra de inserção léxica 
D·Structures transformações ___ __.;.· -...;>~~ Estruturas superficiai$ 
Figura 2.30: Esquema das regras transforma.cionais. 
2.3.5 Sintaxe X-Barra 
A sintaxe X-Barra [46], definida nos anos 70, permit iu resolver dois problemas inerentes 
à sintaxe sintagmá.tica clássica: 
• um número de categorias mui to limi tado: ausência de categorias intermediárias 
entre os objetos lexicais e os sintagmas que a experiência empírica provou existir. 
Em outras palavras, proveu princípios de subcategorização. 
• uma sinta.,'Ce permissiva demais em relação ao formato das regra..'l de formação de 
frases. Por exemplo, a regra V P ---t DetAdj N nã.o pode ser rejei tada. 
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A partir da versão mais recente da teoria X-Barra, as princtpais categorias foram rede-
fin idas como uma combinação de dois traços, o nominal (~) e o verbal (V). t'ma estrutura 
nominal. ou seja. um substantivo ou um simagma nominal. passou a ser cod tficado como 
[+:--;,-\·].ou simplesmente l\, assim como um \·erbo ou sin tagma vet bal passou a ser codifi-
cado como[-~,+\']. ou sim plesmente\'.:\ combinação[+:\.+\'] (ou apenas A) representa 
os adJetÍ\'OS e advérbios enquanto [-K, -\·] (ou apenas P) reprc-,entam os santagmas pre-
posiciona is20. Existem ainda mais duas categorias não lexicais: COMP (complemento) e 
INFL (inflexão: tempo. voz, etc.) que substituem o símbolo de sentença (S em geral). 
Para cada categoria X existem categorias relacionadas: X 0 ou X (categoria ou papel 
de inserção lexical), X 1 ou X, X2 ou X , e assim por diante. o número de índices ou 
barras é cont roverso mas freqüentemente fica entre O e 2. As categorias com barras ou 
com índices estritamente positivos são denominados projeções-barra ( bar-proJection) de 
X. A categoria com o maior número de barras ou seja, com o maior índice (pode-se supor 
que seja 2), é a projeção maximal de X . 
Para cada categoria X. as regras de composição básicas são: 
r2 -,. -1 .~, --7 spec . .1\. • 
,.1 _____.. r O t 
.1\ ---, .1\ , cp . 
:' ·J ' -o 
.,, --7 cpt. ...-\. . 
X 1 -+ adjunto, X 1 
vl '\ 'I d' t 
..1\ --7 .,, , a JUn O. 
Aqui. spec é um especificador opcional de tipo X 2 (projeção ma..'\:imal) específico de 
cada categoria. Por exemplo, para um determinante é um nome e para os a uxiliares, um 
verbo: cpt é um complemento específico de cada categona; adjunto é um adjunto de tipo 
X 2: em cada regra o X 1 do lado direito é denominado ccnLro da regra. Por exemplo: 
INFL 2 -+ K2INFL 1 . T~FL1 -+ TNFLV2 }su.bsttlucm P -+ SN SV . 
. ~ stntaxe X-Barra é interessante para o PLN porque permite especificar um conjunto 
de regras bastante restriti vas com um alto grau de parametrização. Também permite 
compreender facilmente o desenrolar de uma análise. Fica evidente que nas gramáticas 
deste tipo o léxico assume um papel primordial. 
2.3.6 A evolução do conceito de movimentação 
A Teoria Transformacional apresenta um grande número de monmentações. aplicáveis 
ciclicamente. que complementam as regras de composição gerattva básicas. Como exemplo 
podemos ci tar as regras de formação de perguntas, da f01ma passi\'a. montagem do sujeito 
:!0 Estas duas últimas combmações amda geram debate, com alguns autores defendendo que [+~,+\1 
deve representar os advérbios. Esta discussão. no entanto, foge ao escopo deste trabalho. 
2.3. Formalismos para o PLN 44 
e LOpicalização. Estas movimentações são freqüentemente complicadas, cheias de detalhes 
e são específicas de uma língua natural em particular. 
A sintaxe X-Barra, no entanto, permite que apliquemos estas movimentações sobre 
as regras composicionais básicas. De fat o, os lingüistas tentam generalizar as movimen-
tações originalmente especificadas e reagrupá-las de acordo com a subcategorização dos 
constituintes. Definir qual o conjunto final de l ransformações é um trabalho em eter-
no andamento. mas podemos enumerar algumas transformações obtidas no processo de 
generalização e reagrupamento: 
Movtmentação do SN: descreve como um SN pode ser deslocado dentro de uma fra-
se. Esta transformação subst it ui a apassivação e a construção do sujeito de uma frase. 
Aplicando-a sobre a frase ''parece que João come uma maçã'' podemos obter uJoão parece 
comer uma maçã'' . Este tipo de movimentação ocorre por substituição. O ramo adequado 
da árvore de derivação é substituído por uma sub-árvore e deixa na estrutura um traço 
e. que coindexa sua nova posição com o índice i (teoria dos traços) . .-\ figura 2.31 most ra 
um exemplo desta operação. 
A A 
/""' ->~ A B C B C 
IA IA 




Figura 2.31: Substituição com coindexação. 
A &entença ''João pa rece comer uma maçã'' surge após a plicarmos a movimentação do 
SN sobre a estrutura apresentada na figura 2.32. 
Movimentação 'qu ': descreve como construir uma sentença interroga~iva a partir de 
uma sentença afirmativa. Para transformar "João come uma maçã'. ern uma interrogação 
é necessário transformar o sintagma em pronome e depois deslocar este pronome na frase. 
O resultado obtido '·o quei come João ei?)' apresenta uma im·ersão do verbo e de seu 
suJeito (e surge um traço de coindexação). 
Este moviment o é executado pela adjunção, à esquerda do COMP da frase, do pronome 
interrogativo. Aqui pode-se considerar dois tipos de adjunção: a clássica (adotada nas 
TAGs) e a definida por Chomsky. As diferenças entre ambas são mostradas na figura 2.33. 
A figura 2.34 mostra um exemplo de mov1mentação 'qu 1 • 
A última etapa na evolução das t ransformações é apresentada na teoria de Governmeni 
and Bmding onde, como dissemos anteriormente, todas as movimentações são reduzidas à 
regra genérica move-a:: '·deslocar não importa qual consti t uinte, não importa para onde·· . 
Aqui não existem mais transformações específicas para uma determinada categmia ou 
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estará comendo wtl.l m.tç:i 
Ftgura 2.32. :\fo"imentação de S:\ sobre estlutura original. 
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construção. E:.~e grau de generalismo do mo\'e-Q torna ncce:,sária a introdução de algum 
pnnctpto de aplicação corno. pm exemplo, unificação de traem, (como na~ f'B-TAGs) ou 
restnçoe~ e~t ruturat s de movimentação, que veremos a sPguil . 
2.3. 7 Restrições de movimentação 
Uma tcstt IÇàO é uma cond1ção que deve ser satisfeita pela representação stnLálica de 
uma fta.se. Estas rf's trições podem apresentar um aspecto matemático que orienta a 
den\'ação (é\.') regras gerati\'as), como no caso das TAGs. ou podem assumir formatos 
mai!l relacionados com a lingüística. sem preocupação com o a~pccto computacional. 
1; ma restricão pode definir tlhas. ou seja. subdomínio~ dentt o de uma án·ore de deri-
\'ação de onde não se pode extrai r elementos quando utilizamos as regra~ de mo\ imemação. 
Se em urna etapa da deri\'ação um constituinte C aparecer dentro de uma Ilha e. após 
a aplicação da~ regras de movimentação. esti,·er fora dela. então a de1 ivação resultante 
(estrutura s uperficial) estará mal formada. 
O trabalho de dois lingüistas se destaca no estudo de re:,tnçõe:::. de~H· ttpo· Ross [12] 
e Chom~k). A seguir apresentaremos as restrições de Ro~:::.. adaptadcu, para a sintaxe 
X-Barra po1 [18]. Trataremos do trabalho de Chomsk: quando \'Oltarrno~ a falar sobre a 
2.3. Formalismos para o PLN 46 
A A 
A adjunção clássica de C em I gera A 
B c B 
A 
A adjunção de Chomsky de C em A I gera I B 
B /~ 
C B 
Figura 2.33: Dois tipos de adj unção. 
t.eoria de G overnment and Binding. 
A. Restnção para sintagmas nomznais complexos 
Expressão: não se pode deslocar constit uintes de um COA! P 2 para um N 2 quando 
este CONJP2 for dominado por este N 2 e precedido por um N°. 
Esquema: veja a figura 2.35 
Exemplo: a frase 1·eu creio que João tem este arquivo·· pode ser transformada em "este 
arquivo eu creio que João tem'' , mas :'eu acredito no fato de João ter esle arqui \·d' não 
pode ser transformado em '·este arquivo eu acredito no fato de João ter"' porque a frase 
inicial possui a árvore sintática equivalente a 
eu creio [N2 [N1 no [N° fato ][COJ\1 P2 de João ter este arquivo])] 
B . Restrição sobre estruturas coordenativas 
Expressão: nenhum dos termos de uma coordenação pode ser deslocado para fora da 
estrut ura coordenativa, assim como nenhum componente destes termos individualmente, 
conforme esquematizado na figura 2.36. 
Esquema: 
Exemplo: ··João está comendo uma maçã e uma pêra" não pode ser transformado em 
.. que maçã o João está comendo e uma pêra" 
C. Convenção de Pted-Piping 
Expressão: toda transformação sobre um .l\1 - precedido e seguido por variáveis de 
indexação estrutural que indiquem a adequação desta regra - pode ser aplicada a est e 
NJ e a todo JV'/ não coordenado que o domine desde que não exista nenhuma coordenação 
e nenhum nodo C0:\1?2 no caminho que liga estes dois N 2 , conforme esquematizado na 
figura 2.37. 
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COMP2 
/~ 
spu COMP 1 / /~ :> 
im~crogaliva COMP 0 INFL ~ 
IA 
e Nz JNFL ' 
~~ 
você INFL 0 V2 
I A 
flex sptc: y 1 
IA 




spec COMP 1 
/A 
Interrogativa COMP 0 JNFL 2 
/1 A 
N2 COMP 0 N2 1NFL 1 
1 11~ 
que t t INFLo y2 
I A 
jlex spec v' 
IA 
E yO N ~ 
I I 
faz que faz você 
Figura 2.34: Exemplo de movimentação 'qu ·. 
Esquema: 
Exemplo: '·Eu protegi o chapéu da goteira:·: 
~··a goteira da qual eu protegi o chapéu'' 
~"o chapéu que da goteira eu protegi" . 
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A figura 2.38 mostra que o N2 •·a goteiran pode sofrer extraposição, assim como o 
N'l "o chapéu da goteira'1 porque não existe nenhum nodo coordenativo e nenhum nodo 
COMP2 entre os dois no dos l\r?. . 
A presença de um nodo coordenativo impediria a transformação. corno no exemplo 
"eu protegi o chapéu e a pasta da gotei ra" : 
F igura 2.35: Restrição para sintagmas nominais complexos. 
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Figura 2.36: Restrição de termos coordenados. 
N: 
L 







Figura 2.37: Esquematização do ··pied-piping'·. 
-t'·a gotei ra da qual eu protegi o chapéu e a pasta·· (gramatical); 
-t ··o chapéu que da goteira. eu protegi e a pasta" (agramatical ). 
D. Restnção sobre a projeção mais à esquerda 
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Expressão: não se pode retirar de um N 2 o grupo nominal mais à esquerda que ele 
dom ~na. 
Esquema: 
Exemplo: ·'Eu admiro a coragem dos filhos do mar .. 
-+ .. a coragem que eu adm iro dos filh os do mar" (agramatical); 
-t ''a coragem dos filhos que eu admi ro do mar'' (agramatical) ; 
-t "a coragem dos filh os do mar que eu admiro'' (gramatical); 
-t '·dos filhos do mar eu admiro a coragem" (gramatical). 
A figura 2.39 nos mostra de forma esquematizada como a projeção nominal mais à 
esquerda. q ue no caso do exemplo é ··a coragem'·. fica impedida de deixar a sub-árvore 
dom ~nada pelo J\T2. Isto não ocorre com a projeção mais à direita. que no caso é '·dos 
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eu protegi o chapéu da gotemt 
Figura 2.38: Exemplo de Picd-Piping. 
filhos do mat ··. 
E. Restrição sujetto-fra.~:.e 
Erw~ssào · nenhum constituinte dominado por um CO\fP1 pode !;er mo' imentado 
para fora deste CO:\IP2 se E'Ste for dominado por um N2 e ~e e!)te .V2 for imediatamente 
dominado pela estru t ura da figura 2.40. 
E.rcrnplo: ··o li \'ro 4ue eu comprei era int e ressante": 
-r "<'u o li vro que comprei era interessante'' (agramatical); 
;"comprei o livro que eu cta interessante·· (agramatical): 
-t ··cu comprei o Ih ro que et a interessante" (gramatical mas com sentido a lterado). 
E5ta' mm 1menta~õcs ~e aplicam apenas a~ const ituinte-. dominados pelo CO:\TP2 
Ftgura 2.39: Restrição sobre projeção nominal mab à ~querda. 
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COMP2 
~ 
spec COMP 1 
~ 
COMP 0 INFL2 
Figura 2.40: Estru tura que domina N 2 na restrição sujeito-frase 
e não impedem movimentações mais complexas. Uma destas movimentações pode ser 
observada na sentença '"eu comprei o livro, que era interessante·· . A figura 2.41 nos 
mostra a estrutura da sentença exemplo e destaca o COMP2 cujos subconstituintes não 
podem ser deslocados para fora; note como esta configuração é similar a uma ilha de onde 
os componentes não podem ser retirados. 
o hvro\ que eu comprei 
.... .... ........... .... .. 
Figura 2.41: Exemplo de restrição sujeito-frase 
Posteriormente Chornsky introduziu novas restrições e algumas considerações genéricas 
como, por exemplo} explicações de porque um determinado constit uinte pert.ence a uma 
ilha e não à outra. Algumas restrições definidas por Chomsky são a restrição de sub-
jacência e as restrições sobre os complementos (17], (18]. 
Transformações podem ser aplicadas sucessivamente sobre uma est rutura. Um cons-
tituinte deslocado deixa em sua posição original um t raço que coindexa sua nova posição; 
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se fo r deslocad o novamente cn a-se então uma cadeta de coindexação Cada transformação 
de"e ser a na lisada independent emente e satisfazer todas as rc:;,t r ições 
Govemment and Bmdmg como a última evolução das movimentações 
As últ ima::, evoluçõe:;, da teoria transformacional permtlem uma grande economia quanto 
ao número de regras que de:;,crevem as frases de uma língua 1\a teo ria de Government and 
Bmdmg (17]. (18) as regras de composição gera ti va são apenas cmco e as t ra nsformações se 
reduzem a apenas um movtmento (move-a.) . A esta::, regras se :soma um pequeno número 
de princípios gera is que filtram as frases agramaticais aceitas devido à grande generalidade 
do move-a. 
Segundo a GB a gramatical idade de urna frase é decidida qua ndo &e oblém uma estru-
t ura anotada de superfíc ie bem formada - como por exemplo [COt\fP2 ... (N2PRO,t,) . . .]_ 
:\esta lógtca. move-o pode ser visto como uma função de coindexação entle o elemento 
deslocado e !)Ua posição antes da mmimemação Isto quer dizer qu l" podemos deixar de 
encarar a t rans formação como um mmimento de verdade e passar a t rata- la como uma 
relação entre const ituintes diMantes. 
Usar os resultados obtidos pela G B no tratamento a utomá tico de l íngu a~ natura is traz 
alguma~ vantagens: a teoria é bastante clara (se bem que algun~ aspec tos em relação à co-
ordenação a inda prectsarn de ma iores esclarecimentos), tem um gra nde pode1 expresst,·o: 
a lém dtsso é modula r. concisa. declara ti'a e possui a lto grau de parametnzação. 
Ao cont rán o da teon a transformaciona1 clássica, GB não define regras e::.pecíficas para 
cada ripo de movt mento Este:, movimentos. p or adj unção ou substnuiçao como \' Jmos 
anteriormente. resulta m da aplicação da regra única move·a e d a interação de ,·ários 
princípios e teori as que limitam seu poder e rejeitam as frru;es incorretas 
Algumas d as teori as relacionadas com a restrição de movimento são a própria teoria 
X-Barra, Case Theory1 Th.eta Theory, Movement Theory, Governrnenl Th eor·y, Binding 
Theory e o E.Elended ProJectwn Prmciple. A explicação de w mo e:,te5 diverso!> formalismos 
lingüísticos contri buem na venficação da gramaticahdade e restnnge rn o move-o constitw 
grande esforço e pouca contribuição para compreende• mos as B~IGs t!>to porque não 
existe ,·inculação fo rmal entre as B~IGs e estes formalismos. 
2.3 .8 Extraposition Grammars - XG 
As Extraposttion G ramma rs rora m apresentadas em (67] P estendem o poder de reconhe-
cimento das gramát icas liHe::. de context o com o rnt urto de tratar adequadamente um 
fenômeno lingüíst iCO chamado extraposição à esquerda21 . 
21 Left extrapos1tt0n. 
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A extraposiçào à esquerda é um recurso gramatical utilizado para descrever a formação 
de sentenças interrogativas e cláusulas relativas em línguas ocidentais. tais como o Portu-
guês: Francês, Inglês e Espanhol. Este fenômeno ocorre quando um subconstituinte de um 
constituinte está ausente e algum outro constituinte, à esquerda do que está incompleto, 
representa o subconstituinte que falta de alguma maneira [67). 
Pode-se imaginar que um tipo de constituinte vazio. chamado traço, ocupa o <·buraco'' 
deixado pelo subconstituinte ausente e que o constit uinte à esquerda, que representa a 
parte perdida, é um marcador, indicando que o constituinte à sua direita contém um 
traço. O constituinte em cujo lugar está o traço é dito extraposto para a esquerda e, 
em sua nova posição, é representado pelo marcador. As cláusulas relativas são formadas 
por um marcador, que nos casos mais simples é apenas um pronome relativo, seguido de 
alguma sentença. onde um si.nta.gma nominal foj substituído por um traço. A sentença uo 
homem que~ [5 João vi u t 1 ] era manco": por exemplo, exibe este comportamento. 
O conceito de extraposição para a esquerda é essencial, direta ou indiretamente, para 
muitas descrições formais de cláusulas interrogativas ou relativas . Na descrição deste 
conceito existem muitas restrições globais e "restrições de ilhas" especificando exatamente 
onde ele pode ocorrer [67]. Por exemplo, o conceito de restrição de Ross para sintagmas 
complexos [72], que ,·i mos anteriormente, implica que nenhum pronome relativo que ocorra 
fora de um dado sintagma nominal pode ser referido por um traço que ocorra dentro de 
uma cláusula relativa que é subconstituinte deste sintagma nominaL Isto impossibilita 
configurações com o, por exemplo, 
Tomemos corno ponto de partida a XG da figura 2.42, que está sem seus terminais 
para simplificar: 
sentença - .sintagma_nominal. sintagma_ verbal 
smtagma_nominal - determinante. nome. clàusula_relanva 
sintagma_nominill - 1raço 
cláusula_reJatJva - r ) 
c1áusula_relauva- marcador_de_reJativo. sentença 
marcador_de_relativo ••• ~raço - pronome_relativo 
Figura 2.42: Uma XG para cláusulas relativas simple . 
A construção básica das regras é similar à das Definite Clawe Grammars (DCGs) 
[681 e utiliza o mesmo sistema de cláusulas lógicas (definite clauses) para descrever as 
informações lingüísticas. Estas cláusulas podem assumir a forma 
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que pode ~e r lida como22 ·• P é verdadeiro se Q1. • · ·• Q" ')ào 'erdadeit o~: . ou a forma 
P. 
que pode ser lida como ··pé ,·erdadeiro ... Pé a cabeça da cláusula c Q1, • • •• Qn 5ão os 
objeth·o:, que formam o corpo da cláusula. Os símbolos P Q~, · · . Q,. ~ão literais. l:m 
literal pos:sut um símbolo predrcado e possivelmente alguns argumentos (entre parênteses, 
separados por vírgulru,), como em 
pai(X,Y) falso número(O). 
Urn litC'ral deve ser in terpretado como uma relação ent.re seus argu10cntos, isto quer dizer 
que "pai(X,Y)" denota a relação "pai'' entre X e Y. 
ArgumenLos são termos, ou melhor. objetos parcialmente especificados. Os termos 
podem ser: 
• ,·ariá,eis, stgnificando objetos não especificado:.. (os nomes da-5 vanáveis começam 
com maiúsculas): 
X Case Agreemcnt 
• símbolos atômicos. significando objetos específicos: 
plural o 3 
• termo::; compo::,los. que representam objetos complexo::;: 
s(SYSY) suc{:suc(O)) 
Urn termo composto possui um funtor e algu ns argumentos que sao termos. Termos 
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Figura 2A3. Termos compostos visto:, como ;!rvores 
üm trpo particular de termo - a lista - é bastante utilizado e merece uma notação 
srmplific.:ada O funto1 bináno · · constrói listas não vazias e o átomo ·o· repre~enta. a. lista 
vaz1a. \a notação srmpltficada. 
(a.b~ [XIYJ 
.t.! As XG~ definem um operador " ... ". o que nos leva a adotar "· .. · para representar urna seqüénaa 
de termos. 
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representa respectivamente os termos 
.(a, .(b, 0)) .(X, Y) 
~es~a not ação. a cláusula 
avô(X,Z):- pai{X.Y), pa i(Y,Z) . 
pode ser lida como 'X é avô de Z se X é pai de Y e Y é pai de z·· : já a cláusula 
pai (joão, rna1·ia ). 
pode ser lida como ".João é pai de Maria" (o uso de minúsculas é intencional e pretende 
denotar constantes). 
Um conJunto de cláus ulas define um program a. Um programa define as relações de-
notadas pelos predicados que são cabeças das c lá usuJas. "Gm programa deste t.ipo pode 
ser implementado por um interpret ador de cláusulas, como o PROLOG [73], através de 
um processo de conversão [68), [67]. 
No exemplo da figura 2.42 podemos notar que a últ ima regra não é a representação de 
uma regra livre de contexto nem de uma cláus ula DCG. A intenção do operador i' . . • ' ' é 
permitir a representação da ext raposição em cláusulas relat ivas e aproveitar as in formações 
obtidas quando do processamento do m arcador na análise do traço. A regra do exemplo 
manipula cláusulas relatiYas simples dizendo que um pronome rela tivo deve ser analisado 
como um marcador: seguido por um conjunto desconhecido de constituintes seguidos por 
um traço. A figura 2...14 nos permi te observa r como esta informação é utilizada; mais 
tarde veremos como é processada uma sentença. 
No exemplo da fi gura 2.44 o sínta.gma nominal '·a telha:: sofreu extraposição e foi 
representado por um traço que, ao invés de ser reescrito como uma t;adeia de caracteres 
vazia . guarda informações da a nálise d o marcador. 
A telha marca_de_relarivo o vemo arrancou traço quebrou 
L J 
A telha pronome_relanvo o vemo arrancou rraço quebrou 
Figura 2.44: Aplicação de regra XG para cláusulas rela Livaf:l simples 
Outra diferença em relação às DCGs e GLCs é que o lado esquerdo de uma regra XG 
pode com er muit.os elementos. Estes elementos são .. derivados em conjunto, expandin-
do vários símbolos não contíguos em uma cadeia de caracteres'' [67] . Alguns trabalhos 
2.3. Formalismos para o PLJ\. 55 
apontam que a capacidade de teconhecimento da:> XG::> (e con~eqüentemente as B~fGs) é 
sufictente para o reconhecimento de qualquer conjunto recursivamente enurneráxel (-tO}. 
A forma ge1 ai de uma regra XG é 
St ••• S2 · · · Sk- l ..• Ss. -- > r. 
onde cada segmento s, (separado dos demais por ... ) é uma seqüência de terminais e não 
terminais e~critos na forma da~ DCGs com a yfrgula ·: sendo usada para conca tenação. 
O primetro símbolo em St deve ser um não terminal O lado cltreito da regra ('r') é uma 
regra DCG. 
Q uando muitas regras XG estão envolvidas, a derivação de uma :)enten((a se lorna mais 
com plicada que no exemplo a nterior. Isto porque a apliC'ação de urna regra interage com 
as demais at ravés dos marcadores de ='ilhagem" '<' e '> ·. Para representar os estágios 
intermediários de uma derivação XG definiu-se as cadeia..., de caracteres ilhadas ( brackets 
strmgs). Est~ cadeias de catacteres são formadas por: 
• símbolos terminais: 
• símbolos não termmais; 
• símbolo de meno1 ( <); e 
• símbolo de maior (....-). 
Uma cadeia de caracteres ilhada está balanceada se os símbolos de maior ('> ·) e de 
menor ('< ') estiverem ba lanceados da mesma maneira que estariam se fossem parênteses. 
De~ta forma, uma regra XG 
UI • • • U2 · · · .•• · · · Un - - > 71 · 
pode ser aplicada a urna cadeia de caracter es ilhada 5 ~e 
e cada um do!-~ i nten·alo::, .rt. . . In-t estiver balanceado. -\ su h cadeia de ca1 acteres de s 
entre ,-0 E> .Cn é o inter\'alo23 da aphcação d a regra. ;\uma den\'açào . ., é tce. . crit a como 
t subst ttuindo-se u1 por v :segu tdo por n- 1 símbolos de menor t <) e substit umdo cada 
u2 , . • .• Un por um sina l de maior (> ). O utra forma de tepte5entar este processo é dizer 
que s é sub5tituido por 
XoV << .. <x1 > X2 > ... Xn-l > :..Cn . 
:la Do 111gle~ span. 
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A relação entre a cadeia de caracteres original s e a derivada t pode ser abreviada 
como s =? t. Na nova cadeia de caracteres t, a subcadeia de caracteres entre x0 e Xn é 
o resultado da substituição. Em particular: a aplicação de uma regra com apenas um 
elemento no lado esquerdo não é diferente do que seria numa gramática de tipo O. 
Tomando a regra 
marcador_de_relativo . . . traço~ pronome_relativo. 
sua aplicação sobre 
marcador _de_relativo João viu traço 
produz 
pronome_relativo < Joã.o viu > . 
Após a apl icação desta regra, não é possível aplicar nenhuma regra sobre um segmento 
que esteja parte dentro, parte fora de uma ilha delimitada por '< ' e '> '. A aplicação 
desta regra dividiu a sentença em duas partes isoladas que devem ser analisadas indepen-
dentemente. 
Dada uma XG com símbolo inicial s, a sentença t pertence a linguagem por ela definida 
se existir uma seqüência de aplicação de regras que transforme s em f, e f possa ser 
transformada em t removendo-se todos os símbolos de maior e de menor. 
O efeito produzido pelas restrições de "ilhas" ( bracketing constraints) independe da 
ordem com que as regras são aplicadas [67], [40]. Isto porque, se duas regras são usa-
das numa derivação, os símbolos '<' e '>' introduzidos por cada uma delas devem ser 
compatíveis com a definição de restrição dada. A medida que estes símbolos são inseri-
dos e nunca retirados fica c1aro que a ordem de aplicação das regras é irrelevante. Por 
razões similares, quaisquer duas aplicações de regra numa derivação onde estas regras 
possuam mais de um segmento em seu lado esquerdo, uma e apenas uma das seguintes 
possibilidades se aplica: 
• o intervalo de nenhuma delas tem in terseção com o da outra; ou 
• o resultado de uma das aplicações está completamente contido em um intervalo da 
outra aplicação, ou seja, as aplicações estão encaixadas. 
Da mesma forma com que árvores são utilizadas para visualizar a derivação de sen-
tenças nas gramáticas livre de contexto, grafos de derivação são usados nas XGs. Nestes 
grafos, cada nodo corresponde a uma aplicação de regra ou a um símbolo terminal da sen-
tença derivada. Os arcos que deixam este r1odo correspondem aos símbolos do lado direto 
da regra e os arcos que apontam para o nodo - que podem ser vários - correspondem 
a cada um dos símbolos do lado esquerdo da regra a qual o nodo corresponde. 
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Dos arco:, que represE.>ntam o lado esquerdo da regra. somenle o cot respondente ao 
sJmbolo cabeça é utilizado para definir a ordem (da esquerda para direita) do::; símbolos da 
sentença cuja derivação é representada pelo grafo. Se for mamido apenas o pnmeiro arco 
de entrada de cada nodo do grafo e retirados todos Q:, dernab ct repre::;entaçào resultante 
é análoga a uma án·ote de derivação. 
A topo logta dos grafos de deri\·açào refletem a restn ção de '·ithagr.m" \amos assumir 
a segumte convenção para de::;enhar um grafo de deriYação (61]: 
• os arcos E-ntrando em um nodo são ordenados no sentido h01ário seguindo a seqüência 
de símbt)los que correspondem ao lado esquerdo da regra. a que• o nodo corresponde; 
e 
• os arco::; que partem de um nodo são ordenados no sentido anti-horário seguindo a 
::;eqiiência de !lÍntbolos do lado direito da regra a que o nodo cot responde. 
s 
a b c d 
V . . ··· · ~ ..... . . 
X y 
F igura 2.45: ''Jlhagemn de componentes pot bloquPio 
O grafo obod<'Ce a rPstl'ição de ilhagem se e somente se pud(lr S<'l' c.J csenhado1 seguindo 
esta convenção. scrn cruza,mento de arcos [67]. O desenho da fi gura 2.45 mostra isto 
clarament e. ~e~ la figura o ciclo formado pelos arcos 1. 2. 3 c -l tem o mesmo efeito 
de uma Ilha Taml>ém \'ale notar que as regras aninhadas podem ot:orret no grafo de 
derivação como exemphflcado na figura 2.46. 
Limitações das XGs 
. ..\ capacidade de reconhecimento de um determinado fom1alisrnu é um fator essencial 
para sua adequação ao PL:\. ::\ão se pode deixar, entrelanto, de a nalisar a qua1idade 
das de-.criçõe-, lingülsucas por ele geradas. As B~lG:, f01am propo..,ta~ exatamente pela 
incapacidade das XG~ ern descre\·er aJgumas relações lingüísticas c. em alguns casos. por 
fo rnecer re laçõe~ mcorret a-5. Para que compreendamo:, corno esl as associações podem 
ocorrer, de\'emos compreender o mecanismo de análise smtát1ca dll forma lismo. 







Figura 2.46: Aninhamento de derivações em uma XG 
Uma XG é uma tupla (N, T, 5 , P) onde N e T são conjuntos disjuntos de não terminais 
e terminais, SE N é o símbolo inicíaJ e P é um conjunto finito de produções na forma: 
onde Ai E N A X , E (N U T) . 
Uma derivação em uma XG é definida sobre urna seqüência ''ilhada" ã E (NU T U { < 
, >} )* de símbolos terminais e não terminais. Sejam ti,~ e 1 seqüências deste tipo e P 
um conjunto que contenha regras de tipo 1 e 2, então teremos respectivamente: 
1. &A,B:::? ãX1X2 · · · Xn/3. 
2. ãA1B.B :::? ãX1X2 · · · Xn[i],B. 
desde que os símbolos de maior e menor de 1 estejam balanceados. Uma gramática (ou 
programa) G deriva uma cadeia de caracteres 'W se existir uma seqüência "ilhadan w de 
w de forma que S 't w. 
O grafo de derivação é urna maneira intuit iva de mostrar corno as regras elípticas (que 
possuem o operador .. . ) relacionam um elemento ext.raposto com seu traço. Um grafo de 
derivação observa as restri ções de ilha.gem quando possuir uma representação top-down, 
ordenada da esquerda para direi ta e planar, ou seja, quando puderem ser desenhados de 
acordo com a convenção dada sem cruzar arcos. 
Computacionalmente falando, verificar se um grafo qualquer é planar não é exatamente 
eficiente. O processo de análise mais prático24 é se utilizar um provador de cláusulas -
24Sugerido em (67] e bastante difundido. 
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PROLOG por exemplo- para a deri,·ação e abordar o espaço de husca em profundidade. 
com estratégia top-down e deri"ação mais à esquerda, utillzando llstas para simular uma 
estrutura de p1lha auxiliar. 
Tomemos a seguinte XG25: 
s ~ as. b~. cs. 
a~__..(. 
as ... xb __.. [a]: as. 
bs ~e 
bs . . xc ~ xb, [b], bs. 
cs -1 e. 
CS -1 XC, [c], CS. 
Ela descreve a linguagem de todas as cadeia de caracteres com formato a"b"c" para 
todo n ~ O. que é estritamente sensÍ\'el ao contexto [67] Primeiro mostraremos uma 
derivação usando uma 1écnica simplificada. específica para ~te exemplo Trocaremos 
a derivaçao mais à e.squerda pela derh-açáo mais a d1re1ta e manteremos as cadeias de 
caracter~ Intermediária!) balanceadas e a pilha auxihar ,·azta. Cm não-termmal cuja 
deri\'aÇào resulte em \'aziO ::;erá representado por "( j" para facilitar a \'l::iUaliLaçào. 
s~ as bc;, c~ 
~ a c; b~ ~c cl cs 
- a~ h::, XC [cj XC (('j C~. 
_, a:-. b-.. XC (cj XC (cj [}. 
~ a~ ~h [b] hs < ~ [c] xc [c] [] 
-t a::; xb [b} xb [b] bs < <> [c] > [c) n 
-7 a~ xb [b] xb [h] [] <<'· [c]> [c] O 
__.. [a] as <> [b] xh [b] [] <<> [c] > [c] [] 
~ [n][a] as << '> [b} .> [b] O <<> [c] > [c] [] 
-7 (a] [a] O< ...- > [b) > [b) [)<<>[c]> (c] [) 
-7 aabbcl 
\ote que os trac.:o~ e~pe1ado~ pelos operadores· .. ' já e tão dl~ponl\el~ Imediatamente 
nas cadeias de caracter~ rntermediánas porque a dE't ivação -.e deu à dne1ta e não à 
e:>querda. Por causa desta di~ponibilidade. os traços são retirados da cadela de caracteres 
à med1da em que se fazem necessá1 ios e os marcadores ·<· e · > · aparecem sempre aos 
pares de forma balanceada 
Yejarno;:, agora como o mecanismo genérico trabalharia a mesma deri\'ação. usando a 
pilha auXJJiaJ, com deri\'ação à esquerda: 
lS~ort' que ·a:.' não é a coucatenação dos símbolos ·a· e ·s·, mas apeuas uma \'anável. .\ concatenação 
de a· e 's' seria notada como ·a,s' . 
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S --t as bs cs 
--t (a] as < bs cs 
--t (a] [a] as < < bs cs 
--t [a] [a] [] < < bs cs 
--t [a] [a] [] < < > [b] bs < cs 
--t (a] [a] [] < <> [b] bs <> [c] cs 
--t [a] [a][]<<> [b] > [b] bs < <> [c] cs 
--t [a] [a] [] < < > [b] > [b] O < < > [c] cs 
--t [a] [a][] < <> [b] > (b] O <<> [c] > [c] cs 












Esta técnica é mais fiel à definição original do processo, onde se diz que o processamento 
se dá pelas cabeças das regras, enquanto os elementos posteriores ao operador " . . . " são 
colocados "de lado" esperando por sua realização . . a verdade, a definição original dada 
para as XGs é informal, quase uma mímica do processamento de cláusulas da esquerda 
para direita, em profundidade e com derivação mais à esquerda. 
Esta organização permite que o formalismo reconheça sentenças como ('João disse 
que vai fazer o trabalho ontem'', que exige alguma a.tençã.o de um leitor humano, seja 
tratada corretamente. Por outro lado, sentenças como "A pessoa que a uma amiga deu 
um livro desapareceu" gera um problema: mesmo que através de alguns artifícios26 se 
possa escrever uma gramática capaz de reconhecer a sentença, o mecanismo de análise 
associa erroneamente "A pessoa" a "que a uma amiga" (sem sentido) ao invés de "que 
deu um livro" (o sentido pretendido). 
Esta associação ocorre porque a estrutura utilizada para guardar as informações lin-
güísticas colhidas durante a análise da sentença - uma pilha- não é adequada para 
o tratamento de referências cruzadas, apenas de referências encaixadas. O analisador 
sintático sempre força a associação encaixada, mesmo quando tentamos manipular as 
restrições de ilhas. 
A proposta das BMGs 
As Bl\IIGs foram propostas para superar as d ificuldades encontradas pelas XGs e ampliar 
a gama de fenômenos lingüísticos passíveis de tratamento. Além da extraposição à esquer-
da: foram considerados neste formalismo fenômenos como a form açã.o de interrogativas, 
topicalização, clíticos e cláusulas relativas, além da restrição do escopo dos movimentos 
26 Movimentando-se as restrições de ilha para cercar apenas símbolos terminais e artificialmente posi-
cionando, ou suprimindo, as regras com o operador " ... " [40] . 
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permitidos [58] . Um aspectos elegante deste formalismo é a capacidade de tratar um con-
junto de transformações. não apenas um tipo, sem efetivamente deslocar os constituintes 
durante a análise, apenas guardando as referências de maneira adequada. 
Vimos que as XGs não conseg11em tratar alguns fenômen os lingüísticos devido a sua 
estrutura de armazenamento baseada em pilha. As duas alternativas de expansão mais 
imediatas são a troca da estrutura de pilha por algo mais poderoso (e complexo) ou a 
proliferação de estruturas, isto é, o uso de mais de uma pilha ao mesmo tempo. As BMGs 
adotam a segunda técnica -ou seja, a mult iplicação de estruturas- com mais ênfase. 
mas também redefinem a estrutura de pilha como diferenciação de listas. Apesar dos 
exemplos encontrados na literatura utilizarem estas listas como pilhas, não existe uma 
obrigação formal para isto. 
O problema que surge ao multiplicarmos estruturas de at'mazenamento é decidir qual 
a estrutura de dados onde se deve armazenar e mais tarde buscar as informações. Para 
evitar este problema, as BMGs especificam que cada urna das estruturas de dados pode 
armazenar in formações de apenas um tipo de movimento. Isto permite identificar quais 
regras tratam um determinado fenômeno verificando qual estrutura manipulam mas, por 
outro lado, obriga que se saiba exatamente onde são armazenadast e posteriormente bus-
cadas, as informações da análise. 
A esta multiplicação de estruturas corresponde o surgimento de diferentes tipos de bar-
reiras que substituem'<' e '> · e impedem a correferência imprópria de material lingüístico 
movimentado. Estas baneiras, ou ilhas, são especificadas nas regras através de identifi-
cadores unívocos que substituem o operador : .. :. 
O lado esquerdo de regra BtvfG pode ser igual ao de uma regra DCG, apenas um nã.o 
terminal ou. deYido a estas modificaçôes, assumir a forma 
NT Movimento Cat 
em substituição à notação da regr:J "Cat1 ... Cat2 -4 ,. das XGs. 1\este caso NT representa 
um não terminal. Co.t um terminal ou não terminal e Movimento é o nome da estrutura 
de dados que vai guardar as mformações. 
Pode-se Yerificar por esta especificação que a BMG é mais uma nova generalização 
das DCGs do que propriamente uma expansão das XGs. Isto porque a definição de lado 
esquerdo de regra não permite uma seqüência de símbolos, como ocorre nas XGs. 
Apesar do número de estruturas de armazenamento depender apenas do usuário. sem 
limites impostos pelo formalismo, cada uma delas está relacionada com um fenômeno 
lingüístico diferente, acompanhando o número de movimentações tratadas. Um dos 
possíveis conjuntos de valores que pode ser assum ido é [58]: 
relativo: Se NT puder ser classificado como uma cabeça de cláusula relativa (um 
pronome relativo ou uma preposição seguida de pronome relath·o); 
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corté21 : se NT for uma categoria sintática. que pode ser topicalizada (um sintagrna 
preposicional, uma cláusula subordinada, um núcleo verbal ou um sintagma verbal); 
e 
interrogativo: se NT puder ser categorizado como um sintagma nominal interroga-
tivo ou preposicional. 
O lado direi to de uma regra BMG é composta por uma regra DCG prefixada por 
barreiras. Cada um dos tipos de barreiras tem um nome e está diretamente relacionada 
com uma das estruturas de dados de armazenamento. A forma geral do lado direito de 
uma regra BJ\IIG é 
Tipo_de_barreira NT 
onde NT é um não terminal. Para o o conjunto de estruturas dado anteriormente, o 
Tipo_de_barreira pode assumir os valores ilha28 , ilha_corte, ilha_relativa e 'llha_interrogativ.a. 
Um termo com o formato ilha NT indica que NT deve ser analisado sem que se utilize 
nenhum material lingüístico colhido anteriormente· também não é permitdo que o material 
identificado entre seus su bconstituintes seja usado no processamento do resto da sentença. 
Cláusulas relat ivas e terminais, por exemplo, são precedidos por uma barreira de t ipo ilha. 
Um termo com o formato ilha-corte NT indica que NT deve ser analisado sem que o 
material armazenado na estrutura corte seja correferenciado por nenhum de seus subcons-
tituintes. Ao contrário da barre.ira de tipo ilha, no entanto, o material contido na estrutura 
de dados corte antes do início da análise de NT deve ser obrigatoriamente referenciado 
por um termo que precede ou sucede NT. Todo o material armazenado na estrutura corte 
durante a análise de NT deve ser consumido por algum de seus subconstituintes. Pode-se 
uti li zar este tipo de barreira para prefixar sintagmas nominais, como em 
s --7 ilha_corte, Sintagma..nominal, Sintagma_verbal. 
Esta barreira nã,o impede que o material interrogativo referende o traço na posição de 
sujeito, como no caso da informação associada ao pronome "quem", armazenado no mar-
cador is, e do traço ti no exemplo abaixo: 
Como as informações ocupam estruturas distintas, também é possível que uma cláusula 
relativa coindexe seu traço em uma posição de sujeito, como em 
O cãorelativo[quets[ ti latiu]s] relativomorreu. 
------------------------~~~ 
27Traduzido livremente de slash. 
28 Ilha é o resultado da composição de cada uma das barreiras existentes, e é equivalente a uma seqüência 
contendo todas as barreiras, sem importar a ordem, uma vez que as ilhas são comutativas por definição. 
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'C m termo no formato tlho_relatwa NT é equi\·a lente ao pre\ iamenre definido. O con-
teúdo do material contido na est ru tura relativo antes do início da análise de NT deve 
correferenc1ar um traço não dominado por A-T. A cabeça de urna cláusula relati\'a (pos-
sivelmente um pronome relativo) deYe correfE>renciar um termo dominado por NT. 
Da me5ma forma, em um termo no formato ilha_interroyativa NT o conteúdo da estru-
tura de dados interrogativa presente antes da análi se de NT não pode ser referenciado por 
um termo dominado por NT. A cabeça de cláusula interrogativa (provavelmente também 
um pronome) deve correferenciar um termo dominado por NT. 
A composição comutat iva associativa à direita de duas barrei ras. prefixando um não-
terminal, Yai rest.rmgir o uso das duas estrut uras de armazenamento correspondentes. 
Sejam Bl e B2 as barreiras e Stl e St2 as estruturas de armazenamento correspondentes; 
sejam Mvl e M u2 os dois t1pos de movimento cujas descrições requerem o uso destas estru-
turas e barreiras. O termo BJ B2 NT vai ser interpretado como se segue· o conteúdo das 
estruturas StJ e St2 antes da anál ise de NT devem correferenciar um t raço não dominado 
por NT. Qualquer mat.el ial armazenado durante a análise de NT deve ser corrcferenciado 
por um traço dominado por NT. 
De acordo com as definições a nteriores, uma BMG é uma tupla <1\T, T , T, P. St, B, 
~r. a.. 8 > onde XT é um conjunto de não terminais, T é um conjunto de terminais. I 
é o símbolo inicial da gramática, P é um conjunto de regras BMG corno definidas, St o 
conjunto de estrutu ras de armazenamento de dados (stores), B o conj unto de barreiras. 
M o conjunto de movimentos tratados e a. e p duas funçõe~ bijetivas tais que: a.:Sl-4B; 
B:B-4 \rf, B • o::St~).f. 
2.3.9 Bound-Movement Grammars - BMGs 
A proliferação de estru t uras permite que algumas referências n uzadas possam ser t ra-
tadas. i\Jais espectficamente, perm1te que referências cruzadas sejam tratadas quando 
pertencere111 a fenomenos -e movimentações- diferentes. Esta capacidade ampliada em 
relação às XGs permite que a sentença .. o livro que a uma amtga o João deu desapare-
ceu .. possa ser interp relada cotretamente. A figura 2.47 most ra uma possível árvore de 
derivação. 
!\ão existe um estudo formal sobre a capacidade forte do formalbmo e não é possh·el 
aplicar-se diretamente os estudos sobre as XGs. Esta impossibilidade não deriva da substi-
tu ição do operador • .. : pelas estruturas de armazenamento e bat reiras identificadas, mas 
da impol:isibilidade do lado esquerdo de uma regra B:\1G conter sequênc1a.5 de símbolos 
como defimdo para as XGs. Caso as modificações se rest ringissem ao operador · .. ·. po-
deríamos considerar as XGs como um caso especial das BMGs onde apenas um fenômeno 
lingüístico é tratado e afirmar q ue elas podenam reconhecer todos os conjuntOs recursí-
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F igura 2.47: Possível ár vore de derivação BMG para a sentença "o livro que a uma amiga 
João deu desapareceu''. 
vamente enumerá\'eis [40]. 
Com relação às B~G~. sabemos que as referências anotadas são indiretas. Isto ocor-
re porque seu armazenamento em est rut uras é mapeado através de fu nções que devem 
ser consultadas pelo a nalisador s1ntático, ao contrário do qu E> ocorre com as TAGs, que 
mamém apontadores para os traços correferenciados e coindexados. Não se sabe até onde 
esta característica afeta a clareza P..strutural das soluções, mas sabe-se q ue as regras con-
t idas na gramática devem especificar diretamente como as referências são tratadas sem 
uma regra geral que coordene um funcionamento padrão ( default) 
A proliferação de est ru tu ras permite sobrepujar parte dos problemas das XGs com 
referências cruzadas e cobrir uma ampla gama de fenômenos lingüísticos. Alguns t ipos 
de re ferências possíveis nas T AGs, no entanto, não são nas BMGs, em especial quando 
se trata de coordenações. Isto ocorre porque nas coordenações é possível encontrar o 
mesmo fenômeno lingüístico -ou s~ja, movimentação- em mais de uma posição da 
sentença e com referências cruzadas. A sentença "o pote e a cadeira, vermelho e amarela 
respectiYamente, estavam à venda'· . por exemplo, não é corretamente analisada ut ilizando-
se BMGs. Isto porque o formalismo limita o número de estruturas de armazenamento 
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a uma por fenômeno. o que nos le\·a de \·olta aos pt obl(\mas da5 \Gs '\a sentença o 
analisador :sintático erraria ao associar '-pote·· com ··amarela'" e ··cadeira" com ··vermelho··. 
ficando o usuário do formal ismo ampossibílitado de taatat os problemas trazidos pelo 
-respcct i vamente··. 
E necessário que a!! Bi\IGs sofram uma formalização antes que um e::;Ludo ~obre as 
capacidades forte e fraca de geração possam ser a nalbadas e comparad~ com outros 
formalt::;mos Isto não tmpede. no entanto, que apontemos tndícios de uma capacidade 
geram ·a fraca e complextdade computacional equivalentes a das XGs. obtendo descnções 
melhores das derivações e simplificando o processo de escriLa das gramáticas. Também não 
nos impede de apontar a persistência de alguns problemas com as referrncias cruzadas. 
Capítulo 3 
Mecanismos de implementação 
"An algorithm rnust be seen t.o be believed.'' 
Donald K nuth 
"Einstein argued that t.here mu~t be simplified explanations of 
nature, because God is not capricious or arbitrary 
No such faith comforts the software engineer." 
Fred Brooks 
Xo capítulo anterior abordamo três dos fonnalbmos lingüísticos Já utilazados com su-
cesso no processamento automático da língua portuguesa. Também procuramos levantar 
algumas características computacionais que afetam o desempen ho dos sistE'mas que os 
implementam. Antes de querer exaurir o assunto, buscamos enumerar um conjunto de 
características que a uxiliem na, determinação da abordagem mais adequada de implemen-
tação. 
l\este capítulo Lrataremos das a lternativas de implementação sob o ponto de vista dos 
paradtgmas de programação e desenvolvimento. Abordaremos breve e informalmente a 
metodologia tradictonal de desemolvimento procedural imperati,·o. cent rada nos proces-
sos de resolução, o paradigma de orientação a objetos, centrado nas estruturas de dados 
e suas características, os arcabouços. que tentam forn ecer modelos gerais de organização 
e. finalmente, o paradigma multi-agentes_ O te::-..10 busca mostrar que. quando aplicadas 
ao PLN, estas abordagens possuem um caráter evolutivo. 
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3.1 Sistemas tradicionais 
Os sistemas computacionais tradicionais de PLN: em geral , seguem a teoria lingüíst ica que 
divide o processamento da língua em níveis de tratamento isolados. Esta divisão vai se 
refletir na organização dos sistemas computacionais implementados (26] [22], que adotam 
um fluxo de informação linear ou cíclico, sendo a saída de uma etapa de processamento a 
entrada da etapa subseqüente. 
Esta abordagem serial dificulta a utilização das informações de um nível lingüístico nos 
demais, podendo exigir múltiplas análises sobre um mesmo conjunto de dados. Em outras 
palavras, a informação colhida em uma etapa do processamento deve ser armazenada em 
estruturas de dados aux.iliares que serão utilizadas nas próximas etapas. No caso de uma 
abordagem cíclica, a própria etapa que coleta a informação pode ter que esperar um novo 
ciclo de atividade para se utilizar dos dados coletados. Uma primeira execução coletaria 
os dados e uma segunda execução, em um novo ciclo, as utilizaria. 
E bastante comum no português que as informações de um nível lingüístico sejam 
necessárias para resolver ambigüidades ou fenômenos específicos de outros níveis. Esta 
característica pode ser verificada, por exemplo, na resolução de anáforas [66], elipses [60], 
análise semântica [4], ou mesmo para a resolução da ambigüidade categoria] [22]. 
A abordagem linear também acarreta efeitos negativos no desempenho computacional 
à medida em que as informações lingüísticas coletadas sã.o transportadas para fora de 
seu contexto. Para manter o significado da informação intacto, o projetista fica obrigado 
a definir previamente para quais etapas e em que momento os dados coletados devem 
estar disponíveis. Quando se determina que uma etapa necessita de urna determinada 
informação, os dados devem se propagar por todos os níveis de processamento entre esta 
etapa e a fonte da informaçã.o. Cada uma das fases de análise depende diretamente 
da organização da anterior e manipula todo o conjunto de informações que circula pelo 
sistema, quer faça uso dela, quer seja apenas o conduíte para a próxima etapa. 
A filosofia que rege este tipo de organização supõe que os processos são mais impor-
tantes e duradouros do que os dados que são coletados. Esta escola de pensamento foi 
a dominante na década de 1970 e nas anteriores, não apenas para o processamento das 
línguas naturais, mas no desenvolvimento de sistemas em geral. 
Esta abordagem torna o desenvolvimento de programas de computador lingüísticos 
um processo caro e propenso a erros [94]. A propagação das informações dificulta a 
reutilização de código à medida em que as modificações em um determinado módulo do 
sistema gera efei tos nem sempre previsíveis. A ampliação de um sistema desta natureza 
também é dificultada, assim como sua manutenção. 
Estas críticas nã.o são uma exclusividade dos autores relacionados à in~eligência arti-
ficial , mas bastante freqüentes na literatura de engenharia de software e de orientação a 
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objetos. 
3.2 Sistemas orientados a objetos 
A alternativa mais comum aos sistemas trad ic10nais são os sistemas orientados a obje-
tos. Neste paradigma a atenção se volta aos dados envolvidos no problema, tornando os 
proc~sos coadjuvantes na análise da informação. ?\este caso se assume que os dados são 
mais duradouros que os processos. 
Este efeito é obtido pela representação abstraia de objetos reais e pelo agrupamento de 
processos que manipulam estes objetos em uma única entidade. Esta entidade, definida 
como um conjunto de dados e processos, é genericamente chamada d~ objeto e reúne uma 
série de características que a torna adequada para a reutilização de código. 
Um objeto encapsula as informações que contém: seus dados só podem ser acessados 
através dos processos que contém. Estes processos agregados também são chamados de 
métodos do objelo. O acesso aos métodos é feito através de um mecanismo elementar de 
controle de acesso. 
Quando proibimos a manipulação direta da informação contida em um objeto, ganha-
mos a liberdade de modificar a estrutura de dados que a representa sem comprometer 
nenhuma oulra pane do sistema que não sejam os métodos encarregados de manipular 
est.a informação que, por sua vez, são codificados dentro do mesmo objeto (próximos dos 
dados). 
A relação entre os objetos pode ser representada em uma estrutu ra ··é_um··, ou se-
ja. é poSSÍ\'el criar uma hierarquia de objetos que compartilham caracteftsticas comuns. 
através de um processo denommado herança. Quando queremos que um determmado ob-
jeto compartilhe características e métodos de outro tipo (ou rlassP.) de objetos, podemos 
estipulai que o objeLo herde os dados e os métodos que desejemos. Também podemos 
fazer com que um objeto herde características de várias classes d1st inlas de objetos, o que 
é denominado herança múllipla. Como pode-se notar, quando nos referimos a somente 
um objeto. com dados específicos. nos referimos a ele simplesmente como objeto: quan-
do queremos nos referir a todas as entidades similares, que compartilham a est ru tura de 
dados e os métodO!>, usamos o termo classe. 
O mecanismo de cont role de acesso às partes tle uma classe também afeta a herança. 
Podemos defini• crês tipos de dados e métodos em relação à proteção: 
• público: este dado ou método pode ser aces~ado direlamente por qualquer parte do 
programa. Quando uma classe herda as características de outra, todos os dados e 
métodos definidos como públicos são repassados e continuam públicos; 
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• protegidos: este dado ou método pode ser acessado apenas pelos demais métodos 
do objeto. Quando ocorre uma herança. este dado ou método é repassado como 
privadOj 
• przvado: este dado ou método só pode ser acessado pelos métodos do próprio objeto 
e fica oculto no caso de uma, herança. 
Quando escondemos a informação e a propagamos em conjunto com os métodos que 
a manipulam, diminuímos a complexidade do sistema porque não tratamos mais a infor-
mação fora de seu contexto e não dependemos mais da estrutura de dados que a representa. 
Temos apenas que manter a estrutura de solicitaçào, ou seja, a rotina de chamada. dos 
métodos de cada objeto. A chamada de um método é similar a uma função: no lugar dos 
argumentos da função temos os parâmetros do método mais um argumento implícito que 
é o próprio objeto dono do método que est.a sendo invocado. 
Cada um dos métodos de um objeto possui um nome que o identifica. Est.e nome, no 
entanto, não é um identificador unívoco. É possível definir métodos diferentes com o mes-
mo nome desde que possuam parâmetros de tipos diferentes ou um número diferente de 
parâmetros. Esse processo, chamado sobrecarga, permít.e que utilizemos uma política de 
nomes homogênea para tratar objetos diferentes. Podemos, por exemplo, t ratar a trans-
ferência de qualquer tipo de dados com um método "transfere(de, para, o_que)" ao invés 
de proliferarmos nomes especiais como ''transfere_arquivo_binário(de, para, nome..arq)" 
ou 1·transfere_mensagem_texto(origem. destino , mensagemf Apesar de não liberar o 
programador de escrever um método para cada tipo de transferência. esta técnica torna 
o código mais legível , fácil de entender e manter. 
Alguns objetos, como vimos anteriormente, possuem características compart ilhadas, 
herdadas da hierarquia de classes. Quando essas característ1cas comuns são suficientes 
para determinar como uma tarefa deve ser realizada é desnecessário construir métodos no-
vos. A propagação dos dados e métodos de maneira hierarqu.izada e acumulativa permite 
ao sistema decidir. em alguns casos em tempo de execução, se uma classe de objetos pode 
ser tratada como outra. Esta capacidade dos objetos se comportarem como se fossem de 
outra classe, em geral superior na hierarquia. é conhecida como polimorfismo. Cm objeto 
da classe ''círculo"' pode ser tratado como um objeto da classe "figura..geoméLrica·· desde 
que seja derivado dele. 
É comum que alteremos um método da classe superior na hierarqu ia (ou mãe) nas 
classes derivadas (ou filhas). Algumas vezes é interessante que uma classe mãe funcione 
como um molde genérico do qual os filh os herdam propriedades e métodos. definindo 
desta forma uma interface comum com o sistema. Os métodos da classe mãe podem até 
mesmo ser \-azios, definindo apenas os nomes e parâmetros de cada método. Cada classe 
filha deve implementar estes métodos vazios ( \·irtuais) de acordo com suas características 
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própn~. 
Quando utilizamos o polimorfismo para economizar no desenvoh·imento de métodos. 
o sistema precisa saber qual o método a ser invocado, se o da classe mãe ou o da classe 
filha. \"oltando ao nos o exemplo de figuras geométncas, podemos definir um método 
chamado ··desenha()··: sem parametros explícitos. vazio para a clas!>e mãe e um método 
com o me!lmO nome e parâmetros. mas com o processo de desenho. para cada classe 
derivada. A dectsão de qual método in\·ocar pode ser lomada em tempo de compilação 
com o auxílio de modificadores de tipo1, ou em tempo de execução, em urn processo 
denominado amarração tard ia2• 
Estas características são interessantes à medida em c1ue permitem tratar os diferentes 
tipos de informação envolvidos no PLN de form a homogênea. Outro !lllpccto positivo é a 
possibilidade de se reaproveitar código. 
Podemos considera• os dados morfológicos. semânticos ou sinlát icos corno simplesmen-
te dados sem entra r no mérito de sua natureza, quando queremos passá-los ad1ante na 
cade1a de processamento Isto não impede que os tratemos quando for interessante. desde 
que respeitemos o encap ulamento dos dados. o que nos obn ga a utihzar a mterface de 
comunicação pre"ista. 
É exatamente ~le encapsulamento que nos permite modificar as representações in-
ternas ~em propagar nenhum t tpo de efeito colateral para o restante do sistema Basta 
manter n con::.t:,tencia da intct face dos métodos que. ao ser att ngida. permite que um 
detea rnanadu objeto possa ser reaproveitado em outro sastema. :'\o::.sél!> cla:,.'>es de figuras 
geométncas {JOdem ser utilizadas em diversos programas sem grandes alteraçoes. assim 
como e:,trutura5 de dados ab!)tratas como pilhas, filas, grafos ou qualquea outra classe 
coerente. 
Em gPtal a.-, maiorc:, diOculdades relacionadas com o uso de objetos Sf' referem à 
definiç~o (' implementação dé'J hierarquia de classes c à definição de herança. Em relação 
ao::. s 1s tcma~ dC' PLN existem mais fatores a considerar. 
Quando definimos a rstrutura de classes de um sistema, ou urna biblioteca de tipos. 
tentamos montai um conjunto nexível de objetos. ma"<irnizar o reapro\·eatamento de cód1go 
para rnmim1zar a repeltçào de trabalho e e\·itar a redundànc1a de competenci~. Isto 
quer dizet que em geral os obJelos pertencem a famíhas de classes que pot sua \·ez são 
responsávei., por um domínio específico. ~ão é difícil perceber que. em uma btbhoteca de 
uso geraL classes genén cas como ··desenho'"", '·armazenamento·· ou "grafos·· são entidades 
abstrata::. que servem corno o molde inicial de todo um conJunto de objetos utilizados na 
progra mac;ão. 
'o caso da classe .. desenho- , podemos imaginar classes derivadas para polígonos re-
1 Do Inglês cast. 
:.>oo mglt}s lute bmdmg. 
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guiares, círculos ou canvas3. No caso de uma hierarquia de armazenamento podemos 
prever o surgimento de classes para arquivos-texto, dicionários, arquivos binários; para 
os grafos podemos ter cíclicos ou acícl icos: dirigidos ou não. Uma organ izaçã-o inteligente 
pode minimizar a quantídade de classes que não derivam de nenhurna outra, raízes das 
hierarquias. quando for interessante que mais classes possam ser manipuladas homogene-
amente. O caso extremo desta abordagem é fazer com que todas as classes derivem da 
classe ·objeto'. 
Aumentar a profundidade da hierarquia, no entanto, também tem seu custo. Os obje-
tos instanciados a partir de uma classe herdam os métodos e dados de toda a hierarquia 
(classes-mãe) aumentando o tamanho do programa e, dependendo da linguagem de pro-
gramação, o custo de determinar qual função está amarrada a um objeto em momentos 
específicos da execução do programa4 . 
Um problema específico do domínio é que, quando t.ratamos de línguas naturais , o 
modelo global de comportamento nã-0 é conhecido. Não se sabe exatamente quais compo-
nentes participam de quais atividades e: muitas vezes, não se sabe como um determinado 
componente funciona. Isto não quer dizer que por não poder mimetizar a realidade não 
devamos usar a programação orientada a objetos. Podemos abrir mão das relações mais 
imediatas e abstrair uma estrutura de classes que, dentro de uma. teo1·ia lingüíst ica ou cog-
nitiva específica, tenha competência pa.ra resolver um conjunto determinado de fenômenos 
I i ngü ísticos. 
Restringir o paradigma às limitações dos formalismos retira algo do poder de reapro-
vei tamento dos objetos. Dessa forma eles não podem mais ser retirados de um sistema 
e colocados em outro sem uma adaptação mais ampla. Essa adaptação é facilitada pelo 
encapsulamento de dados e métodos, bastando manter a consistência dos métodos. 
3.3 Arcabouços 
Em alguns domínios especiais, como no PL)i , a hierarquia de classes é menos intuitiva 
do que em outros, como no exemplo de sistema de desenho. Isto advém da dificuldade 
em mimetizar as estruturas que resoh·ern o problema no mundo real e em relacionar 
estas estruturas hierarquicamente. Com uma hierarquia fragmentada é mais difícil que 
consigamos reaproveitar objetos de um sistema em outro. Também é mais comum que 
tenhamos dois ou mais objetos compartilhando a mesma competência. 
Sobreposição de competências em um sistema pode levar ao inchamento do projeto 
finaL à ineficiência e à ineficácia. O desempenho é afetado pelo tamanho do código e pelos 
3 Area da tela onde o programa pode desenhar . 
1 Algumas linguagens, como o c.J..- tratam os objetos como uma categoria especial de upo, o que não 
elimina o problema, apenas o transfere parcialmente para a etapa de compilação. 
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testes que devem ser feitos para determinar quaJ objeto será utilizado para qual propósito; 
neste caso não poderemos contar com a sobrecarga de funções porque, quando falamos de 
objetos reaproveitados, a política de nomes não é necessariamente homogênea. A capaci-
dade final de resolução também pode ser afetada porque ao utilizarmos ora métodos de 
um objeto, ora métodos de outro para urna mesma atividade e uma mesma competência, 
podemos ter semânticas diferentes, mesmo que de maneira sutil. 
Ylesmo em sistemas bastante decantados. como no caso de um sistema de janelas. 
existem problemas. Por exemplo, de quem é a competência de impedir que o conteúdo 
de uma janela não vaze para as demais? A solução da Microsoft (MFC - Microsoft 
Foundation Classes) é considerar que o canvas pode contar com a proteção do sistema 
operacional. A solução da Borland (OvVL-Object 'Windows Library) é considerar que 
o objeto, no caso o próprio canvas, deve garantir que o conteúdo não vaze. Já a solução 
da Sun Microsystems (x.lib- Solaris OpenvVindows 3.5.1) é simplesmente deixar que o 
conteúdo vaze, tornando o programador responsáveL Estas discrepâncias ocorrem mesmo 
quando o objeto em questão (no caso o canvas) possui basicamente os mesmos métodos 
em todos os casos: inclusive com nomes similares. 
Os arcabouços5 tentam disciplinar as competências das classes de um sistema espe-
cificando quais são os domínios e como devem ser preenchidos. Desta form a, ao de-
senvolvermos uma biblioteca de classes para um s istema que obedeça à configuração do 
arcabouço_ poderemos reaproveitar os objetos desta biblioteca em quaisquer outros siste-
mas que também se baseiem no mesmo arcabouço, sem os problemas de sobreposição ou 
de semântica e conservando as vantagens da prog ramação orientada a objetos. 
Ao del imitar competências, os arcabouços definem implicitamente um padrão de reso-
lução para o problema que mapeiam. Os objetos que compõem um s istema baseado neste 
modelo ou arquitet.ura têm uma estrut.ura pré-moldada de troca e compartilhamento de 
informação. 
No caso do PLN, à medida em que novos fenômenos lingüísticos são estudados, novas 
teorias são formuladas e novos t.ipo de integração entre os nichos de compet.ência são 
revelados. Quando tentamos resolver anáforas possessivas no português (66] podemos ter 
a colaboração de informações morfológicas. Por exemplo. na sentença "João jogou seu 
lápis e sua borracha no chão. mas Maria conservou a sua na mão" sabemos que )/faria 
c;egurou a borracha e não o lápis devido ao gênero. O lápis de Maria não foi citado 
(nem sabemos se ele existe) mas a informação de sua existência poderia ser assumida 
como informação presumível pela parte do sistema que trata da análise pragmát ica ou 
semântica [4] . 
Em outros casos a informação morfológica não é suficiente e t.emos que apelar para a 
análise semântica e do discurso. Em uma sentença imediatamente posle1ior à do exem-
s Do inglês frameworks. 
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plo an terior podería mos dizer ''E o seu lápis ficou limpo:· e poderíamos supor que Man a 
possuía um lápis e que, por não tê-lo atirado ao chão, perma neceu limpo. Out ras inter-
pretações também são possíveis; queremos apenas demonstra r a integração dos diversos 
níveis lingüísticos pa ra mostrar que a definição do arcabouço deve levar em consideração 
mui tos ti pos de comunicação. 
A defin ição deste ti po de modelo sofre então de um problema de dosagem. Se o 
arcabouço for demasiadamente genérico, pode não conseguir impedir a sobreposição da 
competência dos objetos; se for por demais rest ritivo acaba por defini r qual hiera rquia de 
classes deve ser construída. 
3 .4 Sistemas Multi-Agentes 
Ao levantarmos as principais características de um conjun to de forma lismos ou paradigmas 
de programação, buscamos enumerar as característ icas desejáveis para a resolução de 
um problema. Qua ndo enumeramos seus problemas estamos tentando definir quando a 
abordagem f> adequada e quais as d ificuldades que teremos ao utilizar este conj unto. 
A orientação a objetos nos p ermite minimizar os efeitos colaterais de uma alteração 
pelo encapsula mento e facilita o reaproveitamento de código devido ao polimorfismo e à 
hierarquia de classes (hera nça). Os arcabouços nos trazem organização no desenvoh·imen-
to do sistema e, por conseqüência: organizam o reapro,·eitamento. 
Se maximizarmos os caminhos de comunicação de um a rcabouço t.e remos ligações de 
todos os componentes com todos os demais componentes. Isto nos permitiria usar a 
mesma arqu itetura mesmo que descobríssemos novas dependências lingüísticas em um 
problema. Esta proliferação de vias de comunicação, no em anto, poderia propiciar o 
surgimento de tn terfaces desnecessárias em vários componentes do sistema, que te riam que 
estar programados para manipular qua lquer informação, fosse para descartá-la , reeuviá-la 
ou dige ri-la. A solução ideal neste caso em que não conhecemos o modelo de resolução 
a priorí seria poder definir os caminhos de comunicação dinamicamente ou tornar sua 
modificação fácil e com poucos (ou nenhum) efeitos colaterai ::,. 
Em relação aos objetos, a situação ideal ser ia defin ir uma maneira de t ra nspla ntá-
los de um sistema a out ro mesmo qua ndo os nichos de competência SE' sobreponham 
ou não resolvam todo o problema, deixando tarefas parcialmente completas. Para que 
isto pudesse acontecer os nomes dos métodos deveriam muda r dinamicamente de acordo 
com o contexto onde o objeto est á inserido e os parâmet ros deveria m ser interp retados 
da mesma forma. Esta sensibi lidade ao contexto do objeto não apenas se limitaria à 
polít ica de nomes, mas também considera ria a semântica de cada sistem a, fazendo com 
que seus métodos se comportassem de acordo com o "meio-ambiente''. Esta é uma tarefa 
especialmente complexa porque exige uma redefi nição dinâmica do que se espera de cada 
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objeto. ou 5eja. ex tge que ~e agreguem obJetivos ao:, objeto:; além dos métodos de re,olução 
do:, problemas. 
Para obter nosso objeto ideal de,·emos considerar que as mfor mações disponh·eis em 
cada ::,istema são diferentes. Em alguns sistemas a a lteração do~ nichos de competência 
pode fazer com que alguns dados não estejam dtspontveis no momento da chamada do 
método por não sPr()m ma1s necessários. ou por ainda não terem sido defi nidos. Alterando 
a natureza da mformaçào e, conseqüentemente, o núme1o e o tipo dos parâmetros que 
attvam urn nwtodo do objeto, não poderíamos mais conl a• com o mE'ca nismo de sobre-
carga, que define qual método chamar de acordo com o nt'Jmeto e tipo dos parâmetros de 
chamada. A comwqüência mais imed iata é que os objccos devem poder "amost rar'' o meio 
para compreende•· o que dele se esperal ou seja, devem ter a ca pat: idadc de "pe1 ceber'·. 
Uma ali crnat iva prática seria maxim izar, assim corno fi le> mo~ com a .. c; vias de comu-
nicação no caso do arcabouço ideal, a operação de sobrecarga Definiríamos apenas um 
métOdo público pa ra o objeto e este método receberia uma pilha de parâ met ros como 
argumento. Sua tmplementação se encarregaria de dectdtr quais métodos mternos seriam 
chamado~ para resoh er o problema. Desta forma sen a gatanlid(l a homogenetdade da 
interface de comunicação não importando qual o sistema onde o objeto e::.tá ::.endo usado. 
Uma ou mais chamadas seria m utilizadas para configurar o comportamento deste objeto 
em relação ao meio. ou seJa. senam utilizadas para perceber o que <'erca o obJeto Seria 
desta forma que o ohjet o obteria a::, informações sobre O:, dernai~ objetos do ~istema e a 
definição do que '-E' espera dele. 
-\ dec1sao de qual (011 quais) métodos chamar a partir d{) urn conJunto de parâmetros 
é deixada a catgo do p1 ograrnadorj projetista nos sistema5 atuais. f\os~o objeto ideal vai 
precisar de mats inf01 mações para tomar esta decisão dinamicamente. Isto quer dizer 
que um ou mais dos parâmetros usados na chamada de nossa função ún1ca devem conter 
elemenLos que auxi liem nesta decisão. Em outras palavras, caclu chamada deve possui r um 
objetivo, rcp rc~('ntado, pt ovavelmente, por uma d iretiva de urn protocolo de negociação. 
Se agruparmo~ o que desejamos do nosso arcabouço idea l com o que dc!,ejamos de nos-
so objeto idea l<' adicionarmos uma definição dinâ mica de n icho~ d(: competência. teremos 
um :::.islema mulr i-agentes. l: m agente encapsula não sonwntr Sl' IJS dado~ e métodos. mas 
também !\Ua pohtica de nomes para os métodos e mesmo o paradtgmt~ em que fo1 lmple-
memado. Ele po~~ui apenas um pomo de entrada. que é a função que recebe as mensagens 
do :>isterna e a rnaneu a çomo esta mensagem é interpretada internamente também é p rí-
\·ada. Ele ~ capaL de perceber o ambiente em que e::,tá 10:-eudo armazenar informações 
sobre o:, dema•~ agente::,. possuir e incorporar objetivos e modtficar :-eu comportamento 
pa1 a real iza1 o que dele ~e espera6 . 
6 Dc uma forma geral espera-se que um agente consiga realiU\r seu!< obJNivos proprios sozinho ou 
cooperanvamente e que• pO'iSa colaborar na resolução de objenvos alheaos ota globai~:. 
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A mudança de paradigma ocorre porque, ao definirmos nosso sistema ideal, movemos 
novamente o foco do processamento. Em um primeiro momento este foco deixou os 
processos e passou aos dados na programação orientada a objetos. Agora deixa os dados 
e passa para a cooperação entre módulos cooperativos que agregam dados e processos. 
Esta alteração de foco traz novos problemas. como a determinação do protocolo de 
cooperação, de uma linguagem comum entre os agentes. de um protocolo de decomposição 
de tarefas e de síntese de resposta . Em uma \'isão mais extrema é possível considerar que 
esta abordagem pode trazer problemas sociais, na medida em que nossos novos objetos 
(agent.es) podem possuir objetivos conflitantes ou comportamentos não cooperativos. 
3.4.1 Definição de agente 
Existem diversas definições para o termo .. agente'· que variam de acordo com a filosofia 
dos sistemas e de quem o define. Algumas destas definições foram sumarizadas [22] e 
serão apresentadas a seguir. 
Um dos conceitos mais intuitivos de agente é uma metáfora que o relaciona com a figura 
ele um representante que atua por outra pessoa [62]. A idéia, neste caso. é relacionar à 
palavra agente um mecanismo computaciona l que execute alguma tarefa sem a necessidade 
de se explicitar seu funcionamento interno. 
Outra definição considera o agente uma entidade real ou virtual inserida em um am-
biente conhecido [81). Esta entidade teria a capacidade de executar ações neste ambiente, 
percebê-lo e representá-lo parcialmente. Um agente dentro deste ambiente deve poder 
comunicar-se com outros agentes e possuir um comportamento autônomo. 
Um agente também foi definido como uma entidade inteligente que possui objetivos e 
busca atingí-los de forma racional e intencional conforme o estado at.ual de seu conheci-
mento [11 ). Seu comportamento autônomo é inerente à sua própria existência e in depende 
da exist ênt:ia de outros agentes. Ele é capaz de criar objetivos próprios, baseado em seu 
interesse rnotivacional , e agir de forma flexível e adaplat.iva para alcançá-los eficientemen~ 
le. 
A autonomia, no entanto, não é uma característica unân ime. Ela pode ser considerada 
não como um elemento integrado à natureza do agente, mas um aspecto relacionado [59). 
Nesta definição um agente é qualquer entidade a que se pode atribuir um estado mental. 
:'-Juma comparação com objetos, podemos dizer que um agente é a instanciação de uma 
classe associada a um conjunto de objetivos. Já um agente autônomo seria a instanciação 
de um agente com um conjunto de motivações associadas. 
Segundo [22] podemos definir um agente como uma unidade computacional indepen-
dente, com algum grau de inteligência, representado pelos estados mentais internos, que 
possui a capacidade de executar ações conjuntas com outras unidades, numa intenção 
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mútua de at ingir um objetivo global em determinado momento. 
Esta última defin1ção é a mais apropriada a nossol' objet h os, mab nos le\·a a definir 
o que é inteligência e o que são intenções para uma entidade art ificial. Con:,iderando 
e:,te problema e a nossa defimçào de objeto ideal. adotaremos uma definição derivada. 
:\qui. para un idades artificiai5, inteligência será entendida como a capac1dade de possui r 
objetivos discernir quais os recursos necessários para ating~r este:, objetivos, mterpretar 
um protocolo de comunicação a ponto de adquirir ou propo1 novos objeti,os. con:,eguir 
tratar partes de um problema composto e de solic1ta1 auxílio, além ele saber comunicar 
suas capac1dades (se apresentar) a um grupo de entidades similares. Intenção é a execução 
de urn conjunt,o de mecanismos que leve a resol ução do problema para o qual o agente 
foi programado ou o cumprimento dos objetivos adquiridos pela solicitação dos demais 
agentes 
1.: ma conseqüência desta definição mais rigida é a cooperação obrigatóri a. ~ão existe, 
dentro desta proposta. e5paço para agentes que recusam a cooperação por outros moth·os 
que não o esgotamento de recur:,os computacionais. 
3.4.2 Tipos de agentes 
Os agentes podem ser classificados quanto a maneira com que realizam suas tarefas de 
duas maneiras (22}-
• Agentes rcatzvos: !:lem recordações de seus ato!:l passados ou pre\'l~ào de açõe:, fu turas. 
o seu comportamcmo é baseado no processo estímulo-resposta. mteragindo através 
da percepção de mudanças no ambiente. ~ão ex1ste uma reptesentação do ambiente 
ou dos agentes, nem uma comunicação de alto nível. Em uma &OCiedac.J e de agentes 
reativos, o comportamento "inteligente'' global emerge do comportamento local de 
uma coleção de entidades simples; por isso, uma sociedade reativa 6 composta por 
um grande número de membros. Seu objetivo fundamen1 a i é uma cspécJe de auto-
satbfaçào. já que pt (>dominam os objetivos locais (35) {81]. 
• Agente.s cogmltuos um agente cogniti\·o ou deliberat ivo possu1 uma representação 
~xplici t a do ambiente e dos outros agentes podendo rac10cinar sobre açõe::. passa-
das e planejar ações futuras. Sua ação inteligente ocorre quaudo o agente possui 
um objct tvo e sabe qua1s ações são necessárias para atingí-to. De posse disto, ele 
"dehbera" sobre aquela ação e a executa. A sociedade é <:omposta por um pequeno 
número de membro:, [35) [81]. 
E~tas categorias de agente::. não são excludentes. mas sim grad uais. Isto quer dizer que 
um agente pode ser definido de maneira mais reativa ou mais cogniti\·a de acordo com as 
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necessidades de projeto. Um agente no qual os fatores com maior peso no processo de 
decisào são os dados colhidos no ambiente7 é mais reativo do que cognitivo. Um agente 
que seja mais dirigido pelos estados internos e pela memória de suas ações anteriores do 
que propriamente pelo ambienteS é mais cognitivo do que reativo. 
3.4.3 Definindo um sistema multi-agentes 
Como dissemos anteriormente, ao adotarmos um sistema multi-agentes (SMA) estamos 
retirando o foco do projeto dos processos e dos dados e colocando-o na interação entre 
módulos cooperativos (agentes). Esta definição, no entanto, não é nem completa nem 
unamme. 
Outro aspecto que deve ser considerado ao definirmos um sistema multi-agentes é a 
decomposiçã.o do problema que será tratado pelo sistema (ou sociedade de agentes). 
Metodologia de decomposição 
Segundo [85] existem quatro etapas que devem ser obedecidas no processo de resolução 
de um problema: decomposição do problema, alocação dos subprob1emas, solução dos 
subproblemas e integração das soluções parciais ou síntese do resultado. 
Alguns fatores determinam a qualidade da solução destas etapas: 
• Cobertura: todos os aspectos do problema devem ser cobertos; 
• Conectividade: a interação entre os agentes deve permitir que as tarefas definidas 
sejam realizadas e integradas na solução global, o que envolve tanto a organização 
dos próprios agentes como da sociedade. Deve existir urna organização física de 
comunicação entre os agentes e, a qualquer momento, uma organização lógica deve 
poder ser aplicada sobre esta estrutura. Isto não quer dizer que a estrutura de 
comunicação deva ser estática; 
• Capacidade: a cobertura e a conectividade devem ser obtidas dentro das possibili-
dades de comunicação1 computação e de recursos da rede de agentes. 
A maneira como o problema foi decomposto influencia diretamente que tipo de infor-
mação cada agente contém e como estes agentes se comunicarão [86). 
A cobertura do problema deve incluir alguma redundância para se obter alguma t o-
lerância à falhas. Estas falhas podem estar relacionadas à incompletude ou incerteza da 
1 Podem ser sensores físicos. interação com o usuário ou mesmo mensagens dos demais agentes. 
8 Mesmo que as ações sejam disparadas por alguma mudança ambiental, interação com o usuário ou 
mensagem de outros agentes. 
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informação relacionada ao problema, o que depende do domínio. ou ao comportamento 
de algum agente. que pode perder a comunicação ou falhar (no sentido computacional). 
Quanto à conectividade devemos considerar a t opologia de interconexão entre os agen-
tes, por onde circularão dados e sinais de controle e a estrutura de comunicação em que 
se baseia a comunicação. 
3.4.4 Tipos de decomposição 
É possível distinguir dois t ipos de decomposição de um problema do ponto de vista de um 
agente [8]. No primeiro tipo, denominado extrínseco, a decomposição é externa ao agente; 
os agentes são capazes de resolver o problema indi vidualmente e o uso de vários deles 
em paralelo busca a aceleração do processo. No segundo tipo , denominado intrínseco, os 
agentes são especialistas cujas capacidades são definidas pelo projetista ou por mecanismos 
de aprendizado. 
Assim como no caso da d ivisão entre agentes reatiYos e cognitivos, esta divisão não é 
excJ udente [8]. 
Decomposição extrínseca 
:\"este t ipo de decomposição o trabalho a ser realizado é di\ idido entre os agentes apenas 
de acordo com a capacidade computacional de resolução do problema, à medida em que 
todos os agem~ são idênticos ou pelo menos têm o mesmo papel no processo de resolução 
do problema. 
A divisão de toda a tarefa de resolução é feita de acordo com os critén os espacial e 
temporal. 
• decomposição espacial: a decomposição espacial é a técnica mais difundida de de-
compo~ição de problemas (85] [33J. Aqui dividimos o problema em áreas geográficas 
e encarregamos os agentes de realizar tarefas idêntica~ em cada uma destas áreas, 
ou seja, a divisão é baseada numa divisão quantitativa dos dados de entrada e/ ou 
saída do proces!)o de aná lise [8]. O grau de interação entre os agentes depende do 
domínio do problema (85) e da granularidade dos agentes (41]. 
• decomposição temporal: aqui a decomposição é baseada em mtervalos de tempo. ou 
seja, de acordo com a quantidade de tempo que os agentes levarão para solucionar 
o problema. 
Neste tipo de decomposição os agentes são praticamente mdependentes e compartilham 
os mesmos objetivos, sem que exista uma hierarquia entre eles (8J . 
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Decomposição intr ínseca 
~este caso a decomposição se baseia na especialização dos agentes. Isto significa que cada 
agente tem um papel diferente no processo de resolução. 
"C m tipo de decomposição que se baseia nesta técnica é funcional ou baseada em tarefas. 
~este caso decompomos o processo de resolução do prob lema e não os dados analisados. O 
objetivo da sociedade é decomposto em vários processos e ações que devem ser realizados 
para se atingir os sub-objet ivos e, desta forma. as ações determinam a decomposição do 
problema [85]. 
A decomposição funcional det ermina uma relação de precedência entre as sub-tarefas, 
ou seja , uma sub-tarefa depende da realização parcial ou total de outras sub-tarefas. Uma 
solução efetiva neste tipo de organização é quebrar o problema de form a que os recursos 
computacionais sejam aproveitados de maneira ótima [85]. Neste caso os agentes podem 
não executar tarefas idênt icas e desta forma. possuir capacidades e objetivos diferentes 
uns dos outros. 
Apesar do gTau de paralelismo oferecido por esta solução ser menor que a apresent.ada 
pela divisão extrínseca, com agentes uniformes, este modelo tem "antagens em relação à 
complexidade dos agentes. Numa variante denominada decomposição baseada em domínio 
[8], destina-se a cada agente apenas uma parte do conhecimento necessário para resolver 
todo o problema, ou seja, determina-se que este agente seja competen te em um domínio 
limitado A limitação do domín io diminui o espa.ço de busca de cada agente individual-
mente, sem a fetar a cobertura do sistema como um todo. Esta característica simplifica 
cada agente e diminui o tempo de resolução de cada sub-tarefa [8), mas nã.o necessaria-
mente o tempo gasto pelo sistema como um t odo, à medida que a síntese da resposta e o 
custo da comunicação entre agentes pode tomar o tempo ganho nas sub-tarefas. 
3.4.5 U m a possível formalização 
O processo de decomposição dos problemas em geral adota soluções ad hoc [8] [85] [41] . 
Uma altemati\·a mais esquemática, apresentada por Uma. Alvares e Dernazeau [85], pode 
ser definida como se segue. 
Seja P um problema ou descrição de tarefa denotada como 
P (S, G, F)~ (.4: E, I , 0), 
onde S = (Sda~os• Srestrições) é o ponto inicial ou os dados iniciais e suas restrições, se 
houver. G é um conjunto de objetivos que devem ser atingidos pelo sistema multi-agentes 
(SMA). usa ndo F. Aqui se assume que G pode ser resolvido solucionando-se Gsub· que 
é o conjunto de sub-tarefas de G. 
A capacidade do SMA pode ser descrita pelos parâmet ros A, E, I e O. 
3.4. Sistemas Multi-Agentes 80 
• um agente A1 pode ser descrito por 
Acap representa a capacidade de resolução do agente em relação aos problemas g. 
Neste caso g não é ig-ual a G nem a Gsub' mas sim uma descrição mais detalhada 
de quais tarefas o agente pode realizar. Desta form a A~ap = {91- 92,- - -, 9m}; 
A~onf é a informação, em um tempo t, de confiabi lídade do agente em relação à 
resolução de um problema g; 
A~lisp é uma informação booleana determinando se o agente está ou não disponível 
no momento t; e 
Aicarga é a medida de carga computacional e de comunicação do agente em um 
momento t. 
Estes parâmetros variam no tempo: ou seja, se em um momento t qualquer ti vermos 
A~isp =O, isto não indica que o agente esteja indisponível indeterminadamente. Em 
um momento t 2 o agente pode estar novamente livre. 
Outras informações críticas como, por exemplo, quais tarefas são prioritárias para 
um agente, ou se o agente é acionado por sensores, também devem ser consideradas 
no caso de existir alguma ambigüidade. 
• E descreYe o ambiente do agente. Esta é uma função parcial da função de entrada 
sr e também a representação dos demais agentes pelo agente AI-
• J descreve o conjunto de interações do agente nos lermos dos protocolos de comu-
nicação. 
• O descreve a organização dos agentes. As ligações existemes entre os agentes .--\1 e 
Ak e as características desta ligação como, por exemplo, se por difusão9 ou direta-
mente, duplex ou simplexl0: com ou sem confirma.çào: solicitado ou não. etc. Est..as 
informações, combinadas com os protocolos de comunicação, nos levam à organ i-
zação do agente. Também definem os poderes relativos dos agentes em relação a 
um determinado objet ivo [85). 
''Do inglês broadcast. 
lONa comunicação simple.c os agentes recebem e emitem informações alternadamente, em tempos de-
terminados para ernitir ou receber. Na comunicação duplex eles podem estar recebendo e enviando 
informação simultaneamente pelo mesmo canal de comunicação. 
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Alguns comentários sobre a técnica d e formalização 
Uma das motivações para o desenvolvimento da metodologia apresentada em (85] é a 
predominância de soluções ad hoc na decomposição de tarefas no desenvolvimento de 
sistemas multi-agentes. 
A técnica apresentada tenta determinar não apenas os conj untos de informação que 
devem ser definidos, mas basear sua construção na comunicação desejada ent re os agentes 
que compõem o SMA. Ao determinar est.a precedência, esta técnica traz problemas no 
reaproveitamento de sistemas existentes. 
Quando desejamos a integração de um ou mais agentes pré-existentes em um novo 
SMA não podemos determinar a funciona lidade do novo sistema apenas considerando a 
comunicação desejada, mas também a comunicação possíveL Assim como a ut.ilização de 
objetos fora de seu sistema original pode t razer problemas semâ nticos (como vimos ante-
riormente) , a utilização de agentes fora de sua sociedade original pode trazer primitivas 
de comunicação que n ão são passíveis de decomposição como. por exemplo, transações 
atômicas com bancos de dados. Alterar est e t ipo de t ransação para atender um nível de 
comunicação mais granular pode trazer conseqüências negatiYas para o sistema. 
Ao considerarmos as técnicas de decomposição de problemas [22) [85] [41] podemos 
reparar que os exemplos são predominantemente determinados p ela natureza dos agentes 
e não pelos mecanismos de comunicação e interação. Entre outras coisas, a granularidade 
do agente (sua competência) deve ser determinada não apenas pela comunicação desejada, 
mas também pela complexidade do problema tratado. pela facilidade de d istribuição das 
tarefas definidas e pelas características do domínio para o qual o SMA foi projetado. além 
de considerar aspectos de reaproveitamento de módulos previamente construídos. 
3.5 Dois estudos de caso 
Apresentaremos agora dois SMA definidos no contexto do projeto NALAMAS (26] e bas-
tante contrastantes no que se refere à natureza dos agentes, aos protocolos de comunicação 
e de interação, mas funcionais sobre um mesmo domínio , o processamento compu Lacionttl 
do português. 
3.5.1 Um Sistema Multi-Agentes para Processamento Distri-
buído de Linguagem Natural 
Este traba lho[25] trata de um sistema multi-agentes encarregado de lidar com a simaxe 
de sentenças do port uguês de modo distribuído. 
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O conjunto G deste sistema, ou seja, seus objetivos, consiste na resolução de um 
conjunto de fenômenos da língua portuguesa: 
• Topicalização: pode ser compreendida como a mudança de um termo para o início 
da oração. Ex.: Léo comeu o peixinho --7 O peixinho, Léo comeu. 
• Posposição do sujeito: normalmente o sujeito da oração vem an tes do núcleo do 
predicado, mas há situações em que ele pode vir após este núcleo. Ex.: Chegaram 
vários carregamentos de cachaça. 
• PP-Attachm ent: ocorre quando existe mais de uma árvore sintática para uma de-
terminada sentença, o que denota. ambigüidade estrutural. Ex.: O menino viu a 
menina com o telescópio. Neste exemplo podemos entender que o menino usou um 
telescópio para ver a menina ou que a menina carregava um telescópio. 
• Const rução relativa: a construção relativa se caracteriza pela presença de um relat i-
,.o (que. quaL quem 1 onde ou cujo) precedido às vezes por urna preposição. Também 
se caract.eriza pela presença de uma estrutura oracional aparentemente incompleta 
logo após o relat ivo. Este relat tvo se articula com um elemento nominal11 formando 
uma seqüência que é um sintagrna nominal. Ex.: O menino que ama a menina caiu. 
• Coordenação: a coordenação se caracteriza pela presença de urna conjunção coOJ·de-
na.da que liga dois constitu intes de mesma classe. Estes dois const ituintes form a m 
um conj unto que é tratado como um constituinte da mesma classe. Ex.: Míriam e 
Tiago fazem Belas-.A rtes: 
• Redução: uma oração coordenada sem suje1to. Ex.(redução simbolizada por [ ]): 
César Impressionava os homens e [ ] beliscava as mulheres. 
• Gappmg: tipo de elipse que ocorre em orações coordenadas onde o elemento verbal 
da segunda oração é omitido. Ex.: (gap representado por [ ]): João comeu a maçã 
e Pedro [] a banana. 
Metodologia de desenvolvimento 
A partir de um conjunto inicial G de objetivos. o sist ema foi baseado em um estudo 
comparativo entre as abordagens disponíveis de processamento lingüístico baseado em 
SMA. 
A escolha de quais sistemas analisar partju do tipo de decomposição escolhido para o 
problema de análise sintática de sentenças. As três formas de decomposição consideradas 
ll Parte de um sintagma nommaL 
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foram a não decomposição, tratando sentenças em paralelo (técnica extrínseca -não há 
simplificação dos agentes), decomposição em sin~agmas e decomposição por palavras. que 
foi a técnica escolhida para eÀ-perimentação. 
Ao assumir a decomposição do problema em termos da competência dos agentes, a 
seqüência de definição do sistema passou do conj unto G para os subconjuntos A~ub' ou 
seja, a definição dos objetivos parciais dos agentes. Apesar desta escolha não necessaria-
mente implicar na definição imediata das capacidades dos agentes (Aêap), isto foi feito em 
detrimento da definição da cooperação desejada. ou seja, dos protocolos de comunicação 
e interação. 
As capacidades de cada agente baseiam-se na organização e arquitetura geral do Word 
Expert Parser (\:VEP) (82]. No WEP cada palavra é tomada como um agente que par-
ticipa do controle global do processo de análise. Os agentes interagem até que cada um 
tenha determinado seu sentido na sentença ou esteja em uma situação em que não pos-
sa prosseguir sem informações adicionais. O conhecimento contido em cada agente do 
sistema envolve sinais de controle, mensagens para os demais agentes, mecanismo de d is-
curso e de conhecimento de mundo, espalhados numa rede cujos arcos contém dados que 
permitem a determinação do sentido da palavra. No sistema apresentado, no entanto. 
os agentes agregam não o conhecimento de cada palavra, mas de categorias de palavras. 
como Yeremos mais acüante. 
O processo de construção da solução adota o conceito das Polaroid Wor-ds, definidas 
para os sistemas Paragram e Absíty [42]. Originalmente definidas para tratar a ambigüida-
de semàntica, estas estruturas possuem frames e slots que são preenchidos à medida em 
que o processamento ocorre. gerando instâncias das Polaroid ~'ords. As informações ne-
cessárias são coletadas durante a definição das dependências emre as palawas da sentença. 
A solução é construída em etapas e vai se revelando aos poucos, junto com o avanço do 
processamento, daí o nome poLarotd. 
Um SMA precisa definir também sua meLodologiade comunicação. Aqui optou-se pelo 
reaproveitamento das primili\·as definidas no Parallel Expert Parser (PEP) [29),[30]. O 
PEP é uma paralelização do \VEP e prevê tanto a comunicação direta qua nto a indireta 
entre os agentes. 
Também foram definidos critérios de in teração e protocolos de comun icação. Os 
princípios que regem a interação neste sistema refletem a granularidade (tratamento por 
categoria de palavras) e a decisão de reaproveitar as primitivas de comunicação do PEP. 
Basicamente existem dois fatores que regem o processamento: 
• Conceito de forças de atração: as palavras podem ser classificadas em categorias 
e estas categorias atraem Lmlas às out ras. Mapeando as forças de atração pode-se 
realizar uma análise sintática. 
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• Definição de mecanismos de restrição para controlar o comportamento dos agentes, 
regido pelas forças de atração: 
- Subcat.egorização: Define o tipo de argumE>nto que deve estar presente em 
posições específicas ao redor dos agentes: 
- Yizinhança: limita a influência das forças de atração de um agente a uma 
determinada distância Sem a definição desta rest1 içào, um verbo atrairia 
todos os substantivos; 
- Restrição semântica: descreve o que um agente espera dos complementos que 
são at raídos. 
Processo de análise 
Apesar dos agentes que rept esentam os termos determinantes da sentença iniciarem o 
processo de análise, é a cooperação ent re os agentes que define as conexões at.raYés dos 
protocolos de negociação de todos os agentes. 
Estas conexões são estabelecidas porque os agentes são estimulados pelas forças de 
atração -essencialmente subcategorização- e dirigidos pelas restrições lingüísticas defi-
nidas. A análise termina quando todos os agentes fizeram suas conexões ou ficaram sem 
opções de negociação. 
O processo é determinado pelo comportamento dos agentes, que é heterogêneo. "Cma 
lista dos agente:, defin idos mais importantes para o processo e uma bre,·e descrição de 
seus comportamentos é most rada a seguir: 
• Ve.,.·bos: buscam seus argumentos e são respon~áveis pelo início da negociação. 
• Substantivos: são passivos e esperam a chegada de propostas de conexão; 
• Preposzções: buscam pot um substantivo à sua direita e se ligam a ele. Alternati-
vamente podem buscar no lado esquerdo por nomes ou verbos: 
• Pronomes relatwos: buscam um Yerbo à sua d1re1ta e se conectam de acordo com o 
gap. Este gap é definido pela presença ou não de um substant ivo entre o agente e o 
\·erbo. Alternativamente podem buscar um substant iYO à esquerda e se conectar. 
• Coordenaçoes: buscam dois agentes de mesma cat.egoria, um de cada lado: e passam 
a agir de acordo com esta categoria; 
• Determmantes: buscam um agente sub:,tantivo à sua direita; 
• Demais agentes: buscam seus modificadores e aqueles a q uem modificam. 
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O comportamento dos agentes não é limitado pela quantidade de conexões feitas. mas 
existe uma direção preferencial para estas conexões, ou seja, uma leitura preferencial da 
sentença de entrada. 
A síntese da resposta 
Os modelos de processamento possíveis para um SMA apl icado ao PLN ai nda são uma 
questão aberta, o que acaba por impedir a determinação de quais os elementos mais 
importames em uma resposta, conforme discutido ameriormente. O processo de síntese1 
no entanto, é necessário para que tenhamos respostas manipuláveis. 
Aqui foram consideradas duas possibilidades de síntese para a resposta do sistema: a 
agregação e a conexão. No caso da agregação um agente é incorporado por outro, desa-
tivado, e tem suas conexões assimiladas e gerenciadas pelo agente incorporador. ~o caso 
da conexão os agentes se conectam uns aos outros e, caso a solução não seja satisfatória, 
simplesmente quebram as conexões; esta última foi a proposta adotada. 
Este protocolo de interação permite que os agentes agentes façam conexões erradas 
globalmente mesmo que estas estejam corretas localmente, demonstrando como a tática 
supera a. estratégia. Quando isto ocorre os agentes que não estabeleceram suas conexões 
podem pedir aos demais que tentem urna nova configuração. Um exemplo de sentença 
onde isto por ocorrer é '·O menino que ama a menina caiu'· tz. 
Os agentes Yerba1s determinam , além do início das negociações, o fim da análise: 
quando Lodos eles estão completamente conectados o processo acaba; se existir um agente 
com conexões incompletas, ele pode pedir auxJlio para a sociedade (d ifusão) e aguardar 
as contribuições. Caso nenhuma contribuição surja a sentença é considerada agramatical 
e o processo pára. 
Asp ectos de implementação 
Analisando-se o protótipo implementado podemos observar que o sistema simula a distri-
buição através de uma lista de agentes, que são ativados de acordo com uma seqüência 
pré-estabelecida. Est.a ordem de ativação pode ser quebrada por mensagens diretas, que 
determinam a mudança imediata de contexto para o agente chamado. Ao final do pro-
cessamento a ordem de ativação é restabelecida; uma seqüência de ati\·ações diretas pode 
determinar uma busca em profundidade, enquanto a lista de ativação pura determinaria 
uma busca em largura. 
1~No caso de um siStema que eStipula um agente para cada pala\Ta, o agente encarregado da palavra 
.. menina" pode ser enganado pela presença do verbo .. caiu" à sua d1reita. Esta "armadilha" não pode ser 
detectada pelo o analisador diretamen~e porque existe uma concordância verbal. ESte fenômeno tambérn 
é conhecido como "caminho do bosque" . Parece correto, parece fácil de se seguir, mas pode levar a 
conseqüências negativas. 
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As mensagens em broadcast são colocadas em uma memória comum que é lida cada 
vez que um agente é acordado. quer seja pela ativação direta, quer seJa pela seqüência 
pré-estabelecida. 
O término do processo de análise pode ser determinado pelo comportamento de qual-
quer uma de duas listas do sistema: VJU_TÉRMI)r0 c :\..\O..FEZJ \ADA. O conteúdo 
da primeira é alterado sempre que um agente consegue estabelecei suas conexões e gera 
uma mensagem de lérmino. Depois de emitir esta mensagem ele \·erifica se existe alguma 
mensagem de térmi no de outro agente na lista. Caso exista uma mensagem deste tipo ele 
coloca seu identificador na lista VTU_TÉRMT0JO ou solicita o reagrupamento do sistema, 
de acordo com seu estado interno. Quando um agente não realiza nenhuma atividade du-
rante sua ativa<;ão, ele insere seu identificador na lista N.ÃO.J'EZ-~ADA 1 que é esvaziada. 
toda vez que qualquer agente realiza uma operação. Quando uma das duas listas estiver 
cheia o processo de análise é considerado completo. 
Algumas considerações sobre o sistema 
Os agentes definidos misturam características reativas e cognitivas, tendo características 
em comum com o sistema PAC0[28). demonstrando que a classificação entre reativo e 
cognitivo pode ser gradual. 
O conceito de Polarotd Word foi estendido e novo;:, fenômeno!-> lingüísticos puderam 
ser tratados. mas alguns problemas persistiram devido à dificuldade em tratar estruturas 
sintagmais e arnb•guidade categoria! Um dos problemas não resolvidos é o t ratamento 
do pp-attachment [25], que acaba sendo resolvido de acordo com a le1tura preferencial do 
sistema, deriYada da busca em profundidade das mensagens diret~. A 5egunda interpre-
tação estrutural do fenômeno só é executada através de uma solução ad hoc. 
O próprio autor define como trabalho futuro o estudo e defini~iio de um novo proto-
colo de resolução de conflitos entre agentes. A persistência deste problema, no entanto; 
pode não ser rPsolrida por um protocolo melhor de ne~ociaçào, uma vez que ele é de-
corrente dn·eto da granula ridade dos agentes. Isto nos leva a ::.upor que a determinação 
da granularidade seja uma etapa anterior à da definição dos protocolos de comunicação e 
interação Isto não significa determmar as capacidades dos agentes (definí-los) . mas srm 
um superconjunto de capacidades do qual selecionaremos o conj unto adequado. depois de 
definirmo:, os protocolos de comunica~ão e interação. 
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3.5.2 Utilização do Paradigma Multi-Agentes no Processamento 
da Linguagem Natural: um Modelo Voltado à Resolução 
da Ambigüidade Léxica Categoria! na Língua Portuguesa 
Este trabalho[22] busca resolver a ambigüidade categoria!, um problema relevante para 
o PLN, enquanto considera as limitações de desempenho dos sistemas tradicionais de 
processamento. 
Para superar as dificuldades de comunicação de dados entre etapas de processamento 
não adjacentes, assim como os problemas trazidos pelas estruturas dP controle centra lizado 
de processamento, é feito um estudo sobre os sistemas multi-agentes voltados ao PLN e 
apresentada uma sociedade baseada em agentes lingüísticos autônomos e distribuídos. 
O problema da ambigüidade foi abordado em relação aos diversos níveis lingüísticos e 
sob vários critérios di ferentes [23] para t ratar construções ambíguas utilizando a interação 
entre os diversos níveis lingüísticos. 
Metodologia de desenvolvimento 
O aspecto cognitivo da sociedade foi analisado para tentar modelar a in teração dos níveis 
semântico, sintático e neuropsicológico e para resolver os problemas de ambigüidade e de 
preferência de leitu ra. Foram considerados um modelo baseado em contexto, um modelo 
exaustivo de processamento e um modelo de acesso ordenado do significado. 
No modelo de dependência de contexto apenas um significado é considerado pelo 
leitor para as palavras do texto. O signjficado escolhido para a palavra é determina do 
pelo contexto onde a palavra é encontrada. 
Já no modelo exaustivo, todos os significados possíveis de uma palavra estão ativos e 
mamidos em memória ao mesmo tempo, independentemente do contexto. Est.e modelo 
considera que o leitor é capaz de determinar quais os significados adequados para as 
palaHas à medida em que as lê e foi o modelo adotado na construção do S\IA. 
O modelo de acesso ordenado indica. que alguns significados são predominantes para 
as palavras, ou seja, elas preferencialmente possuem este s ignificado. As demais possibi-
lidades só são anal isadas quando o significado preferencial não se enca ixa no contexto. 
Enquanto o modelo cognitivo determina o espaço de busca pelo significado, é ne-
cessário determinar quais informações lingüísticas devem ser consideradas para efetuar a 
análise. Desta forma são definidos os aspectos sintático e semânt ico do SMA. Note que a 
determinação destas características dependem do domínio do s istema e não da natureza 
dos agentes. 
A abordagem sintaxista propõe que a ambigüidade categoria) seja tratada de acordo 
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com restrições de co-ocorrência. 1\este caso a rotulação das palavras13 pode ocorrer de uma 
maneira automática ou semi-a utomáu ca a tra,·és de métodos estatísticos ou heurísticos 
(simból ico), ou de acordo com regras gramaticais. 
Já a abordagem semant icista, na maion a dos sistemru, em que é u tilizada [23]. faz uso 
de primi tivas de representação. O método ma is simples é determinar uma rest rição de se-
leção para o significado das palavras da sentença. Apesar destes significados preferenciais 
auxiliarem no processo, não são suficientes para soluciona r todos os casos de ambigüidade. 
especia lmente quando verbos polissêmicos est ão envolvidos 
Out ra possibilidade é a adoção de redes semânticas que possuam mecanismos de análise 
de contexto que possam confrontar as palavras ambíguas com as demais palavras ao seu 
redor[42]. Dada a complexidade destas redes, apenas um pequeno número de palavras foi 
codificada no SMA. I estritas a um subconjunto de seu universo de significados possíveis. 
evitando uma explosão combinatorial f23]. 
Processo d e análise 
E nquanto o domínio do problema determinou quais as características necessárias para a 
resolução da ambigü1dade, a pré-existência de um conj unto de sistemas de PL~ indicou 
o reaproveitamento no projeto dos agentes. Estes sistemas, no entan to, sofreram modi-
ficações para refletir o modelo de agente desejado. Foram incorporados aos agentes uma 
ident idade, uma coleção de capacidades; objetivos e a capacidade de descrever os demais 
agentes. Também foi codificado urn comportamento, ou seja, um módulo que rege as 
reações do agente à medida em que as mensagens do SMA chegam. 
Desta forma podemos considerar que o SMA resultante foi deri'"ado dos reqUisitos do 
domínio1 da granularidade dos sistemas pré-exis tentes e do modelo cogni tivo dos agentes, 
sendo as camadas de comunicação e cooperação conseqüências dest as escolhas. 
Foi definido um agente morfológico que é o responsável pela consulta de cada palav ra 
da 5entença de entrada a um dicionário morfológico. Esta consulta podf> ser total (toda 
a sentença) ou parcial (apenas uma palaHa) e retorna um conjunto de significados para 
cada item consultado. 
:\s capac1dades e habilidades deste agente são representadas interna mente por uma 
árYOre tne; que funciona como índice, e um conj umo de de~critores, que são as entradas 
do dicionário l:ma árvore deste tipo armazena as palavras letra a leLra. construindo 
um cammho da primeira letra. que funciona como raiz da entrada, até a última letra. 
cujo nodo possui um apontador para o descritor da palavra Palavras que possuam o 
mesmo prefixo comparulham o início do caminho. como no ca~o de .. bola .. e .. bolo ... que 
compa rtilham o caminho ""b-o-1" 
13 Do inglês part-of-speech taggmg. 
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Os itens léxicos podem ser inseridos como formas ou bases neste dicionário. No caso da 
inserção como forma, a palavra é codificada direta e completamente nos nodos da árvore 
trie e o fim do caminho aponta para um descritor. Já no caso das bases apenas o prefixo 
invariável da palavra é inserido na árvore. O descritor apontado no fin al do caminho 
de uma base contém, além dos dados contidos para as formas , um apontador para um 
modelo. Os modelos contém todas as terminações que podem ser associadas à base que 
os apontam e a junção da base com qualquer uma das terminações forma uma palavra 
válida. Cada uma das terminações também possui um descritor que contém dados sobre 
gênero, número, grau, etc. Este mecanismo nos permite inseri r apenas a base de um verbo 
e associar esta base a um modelo adequado para a família deste verbo, codificando toda 
as flexões verbais imediatamente. 
Também foi definido um agente sintático cujo funcionamento se base1a nas Tree Adjoi-
mng Grammars (TAG) [47}, conforme preYiamente discutido. Este agente é responsável 
pelas descrições sintáticas do sistema e se baseia nos sistemas definidos em [56). 
O terceiro agente que completa o sistema é semântico e se baseia. na Teoria do Léxico 
Gerativo, como proposto por Pustejovsky [70] . Esta teoria determina a existência de pelo 
menos quatro níveis de representação: estrutura de argument-os, estrutura de eventos, 
estrutura qualia e estrutura de herança lexical. A estrutura léxica determina como um 
1tem se associa com uma expressão sintática. A estrutura de eventos determina quais 
eventos estão associados ao item ou expressão. A estrutura qualia possui os atributos 
essenciais de um objeto, eventos e relações que definem os itens léxicos [34), e a estrutura 
de herança estabelece as relações entre os itens léxicos e os demais conceitos do léxico. 
A estrutura qualia é um sistema relaciona! que descreve a semântica dos itens léxicos 
anavés da codificação de informações sobre os con5ti tuintes, espaço, forma, superfície, 
processo de criação, etc. Estes aspectos são organizados em quatro níveis de significado 
do objeto· constituinte, que descreve as partes de um objeto; formal, que distingue um 
objeto dentro de um grupo maior de objetos; télico, que descreve qual a função ou papel 
esperado do objeto: e agentivo. que descreve o processo de surgimento do objeto. 
Esta rede foi codificada com o auXIlio de uma árvore Tne e descritores, de forma similar 
ao agente morfológico[4] [3]. As diferenças concentram-se nos descritores semânticos e 
na presença de li stas de referências semânticas para codificar cada um dos aspectos da 
estrutura qualia no total de quatro listas, uma lista para a estrutura de argumentos e 
outra lista para a estrutura de eventos. 
A síntese da resposta 
A metodologia de resolução da ambigüidade categoria} desta proposta é, na verdade, um 
protocolo de comunicação e cooperação entre agentes baseados em sistemas pré-existentes. 
A implementação deste protocolo exigiu a incorporação de noYas primitivas de comuni-
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cação, cooperação e interação com o ambiente do S~L-\ para transformar estes sistemas 
pre,-iamente exist entes em agentes. 
Após ter sido determinado o domínio de cada agente, foram definidas as primitiYas de 
comunicação de cada um deles. Estas prirniti,·as também definem os conjuntos Acap e 
.-Psub de cada um destes agentes. 
Cada um dos agentes desta sociedade possui uma espécie de caixa postal para comuni-
cação de forma assíncrona. O protocolo de comunicação do sistema é derivado do KQML 
[36] e se utihza apenas de um subconjunto de primiti\'as que. segundo o autor. melhor 
representam intenções e cooperação, tais como· ask-if, ask-one. tell, reply, broadcast, etc. 
Segundo (23], o uso destas primitivas dispensa a definição de um protocolo específico 
para requisitar informações ou enviar resultados parciais de um agente para o outro. 
Existe, entretam.o. um analisador de mensagens incorporado em cada agente que é en-
carregado de a nalisar e decompor as mensagens que chegam de acordo com a estrutura 
interna da caixa postal de cada agente. Este módulo funci ona corno um especialista sobre 
as possibilidades do agente do qual faz parte. 
Cada agente possui uma estrutura de dados que codifica seus objeti,·os. habilidades e 
seu registro das capacidades e descrições de todos os demab agentes da sociedade (80]. 
De"ido ao fato dos agentes serem heterogêneos faz-se necessária a definição de um 
protocolo de comunicação para regular as interações do S~ I A . Este protocolo foi imple-
mentado também com a~ primitivas de comunicação do KQ~lL e. para resolver os confli tos 
entre as hipóteses linguísticas levantadas pelo processamento, baseia-se no protocolo de 
aprendizado cooperativo [57]. 
Os resultados obtidos pelo sistema, no entanto. não le"·am em consideração a tenta-
ti\'a de prova de uma mesma hipótese contra múlt1plos dados. O S~ f A deYe at1ngir um 
consenso entre as hipóteses, por vezes heterogêneas, levantadas por seus agentes. 
Aspectos de implementação 
O SMA foi implementado utilizando um ambiente de objetos ativos denominado DPSK+ P 
[14] e um ambiente de execução de mul ti-agentes denominado t\IASENV [81] rodando em 
ambiente Sun-Solaris. 
Foi desenvolvido. além dos agentes lingüísticos. um gerenc1ador de mensagens externas 
ao sistema. Este gerenciador é um agente capaz de permitir a interação do sistema S~IA 
com entidades externas, incluindo uma aplicação tradicional. Quando uma aplicação é 
e..'\ecutada. externa ao S1lA. uma mensagem padrão é enviada at ra\·és do gerenciador. Se a 
mensagem for reconhecida por algum dos agentes, um processo é disparado pela sociedade 
até que a solução seja encontrada, ou até que seja determinada a agramat1calidade da 
sentença analisada . 
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Este gerente de comunicações também é responsáYel pela comunicação dos agentes 
com a interface do sistema. Esta interface também é utilizada pa ra verificar e depu-
rar o comportamento da sociedade. Ela permite v isualizar gráfica ou textua lmente as 
mensagens trocadas entre os agentes, mostrar os fenômenos hngüísticos ídenlificados. a 
requisição interna e externa de serviços, etc. 
Algumas considerações sobre o sistema 
Ao optar pelo reaproveitamento de sistemas anteriores e pela coincidência entre os domí-
nios lingüísticos e dos agentes do sistema, o modelo final tem uma granularidade baixa, 
limita ndo a capac idade de paralelização da análise. Em sentenças siutples o processamento 
obedece a seqüência de análises morfológ ica-sintática-semânt ica. 
Já em situações onde existam fenômenos lingüísticos mais complexos, o agente sintático 
é capaz de determinar a existência de um problema e solicitar que os agentes morfológico e 
semân tico e.xecutem tarefas específi cas. Este t ipo de decomposição de tarefas é fortemente 
cognitivo [22] [23] e depende do problema (fenômeno lingüístico) para sintetizar uma 
solução. É da negociação realizada para a solução do problema que surge a resposta final 
do sistema. 
Capítulo 4 
Uma proposta de arquitetura e sua 
implementação 
"Todo programa tem pelo menos um bug e pode ser 
encurtado em uma instrução de máquina Daí. por 
indução. podemos concluir que todo programa pode ser 
reduzido a uma instrução que não funciona.'· 
anôntmo 
.. As soon as we started programming, we found to our surprise 
that it wasn 't as easy to get programs right as we had thoughL. 
Debuggíng had to be discovered . I can remember the exact 
instant when 1 realized that a large part of my life from then 
on was going to be spent in find ing mistakes in my own programs " 
Maurice Wilkes 
designer of EDSAC. 
on programming, 1949 
Os capítulos anteriores abordam o processamento da língua natural at ravés da descrição 
de três formalismos lingüísticos centrados na ~i nta.xe e do~ sistemas computacionais que 
os Implementa m. Buscou-se comparar as propostas de cada sistema com o paradigma de 
progTamaçào e t eoria lingüística vigentes sem. no entanto, tentar construir uma explicação 
defini tiYa sobre os porquês de suas d1ferenças. 
Este capítulo traz o resultado deste estudo anterior na forma de um modelo de pro-
cessamento que. se não resoh·e todos os problemas conhE-cidos e levantados, a bre nm·as 
possibilidades de pesquisa. Este modelo baseia-se no paradigma de multi-agentes e tenta 
se aproveitar de algumas características das TAGs e das B~IGs dentro de um amb1ente 
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distribuído de processamento. 
O modelo que será apresentado foi protol ipado e está plenamente fun ciona l na fonna 
de um agente sintático. Para sua implementação foi utilizada a linguagem de progra-
mação c++. Para aumentar a portabilidade foi obedecido o padrão ANSI 2.0 e nenhuma 
interface gráfica é provida, o que nos permitiu compilar e utilizar com sucesso o sistema 
nos ambientes Linux, Windos9X e Solaris sem a necessidade de alterar o código fonte1 . O 
apêndice A mostra exemplos de gramáticas, sentenças de ent rada e derivações geradas pelo 
protótipo, e fornece algumas informações úteis voltadas ao processo de implementação. 
A apresentação que se segue não foge da organjzação geral da descrição de cada for-
malismo, abordando a descrição lingüística e o mecanismo de derivação correspondente. 
Ta mbém são feitas considerações sobre o modelo e sua incorporação em um SMA he te-
rogêneo. 
4 .1 Motivação- Balanceando distribuição e simpli-
cidade 
O modelo foi motivado parcialmente pela complexidade do PL1\ visto como um problema 
computacional. Foram citados, em conjun to com a descrição do formalismo. trabalhos que 
demonstra m que a complexidade computacional do processamento de uma XG é a mesma 
dos problemas NP-comple~os [40]. Em relação às BMGs, d~vido à ausência de uma defi-
nição mais precisa , não foi possível afirmar o mesmo. mas foram apontados indícios de que 
o problema de seu processamento também é NP-completo. Dos formalismos abordados o 
mais bem posicionado nesta questão são as TA.Gs. ~1 esmo assim, seu custo computacio-
nal atinge O(n6), o que não pode ser considerado ideal , ainda mais porque o algoritmo 
ut ilizado [75] [92] permite apenas á.rvores binárias na deriYação, entre outras limitações 
[71]. 
Devemos observar, no entanto, que apesar do cust.o computacional existem sistemas 
computacionai em uso baseados nestes formalismos. 1s to parece indicar que, em sentenças 
de comprímento razoável pa ra um leitor humano, a análise pode ser feita em um tempo 
aceitável. Além do tamanho das sentenças de entrada, existem três alternat ivas principais 
que podem explicar esse fato: as provas matemáticas de compl eÀridade estão erradas; os 
dados publicados sobre os sistemas baseados nos formalismos estão incorretos; e o conjunto 
de gramáticas utilizado na prática influencia o custo do processamento. 
A primeira alternat.iva é improvável, porém aceitável. O primeiro cálculo de custo 
computacional apresentado para as TAGs fornecia um custo de O(n4 ) [47] , posteriormente 
1 Espera-se que que o protótipo funcione em qtlalquer plataforma que possua um compilador compatível 
com o padrão c-- Af\SI 2.0. mas apenas estes três ambientes foram testados. 
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corrigido para O{n6)[75] . A segunda alternativa não pode ser verificada sem a análise de 
cada sistema, o que teria um custo proibitivo e dificilmente traria resultados diferentes 
dos conhecidos uma vez que estes sistemas foram apresentados em diversos congressos e 
sofreram o crivo de pesquisadores ao redor do mundo. 
A alternativa restante é a de que as gramáticas influenciam diretamente o sucesso dos 
sistemas. É preciso cuidado ao considerarmos esta hipótese como verdadei ra. Suponhamos 
que exista um formalismo cuja capacidade de reconhecimento seja tanto forte quanto 
fracamente igual às descrições destas gramáticas, ou seja, que exista um formalismo que 
consiga descrever exatamente estas gramáticas e nada mais. Este formalismo imaginário 
teria, possivelmente, um custo menor que o dos formalismos originais, dada a premissa 
de que as gramáticas influenciam diretamente no custo do processamento. 
Este custo inferior, no entanto, não pode ser extrapolado para o PLN corno um todo. 
~ão pode-se afi rmar que uma língua natural pode ser reconhecida com um custo menor que 
o dos formalismos originais, ou seja, não se sabe ainda se o tratamento da língua natural 
é um problema intrinsecamente NP-completo ou não. Isto ocorre porque, até onde se 
pôde apurar. nenhum sistema computacional existente pode tratar todos os problemas 
lingüísticos. ou seja, não existem garantias de que nosso formalismo imaginário consiga 
tratar uma língua natural plenamente. Desta forma o custo deste formalismo imaginário 
e do tratamenLo da língua como um todo não são necessariamente iguais. 
Por outro lado, podemos concluir que o desenvolvimento de um sistema simplificado. 
que não trata todos os problemas da língua: é uma proposta válida. Todo o embasamento 
lingüístico das TAGs, por exemplo, depende da hipótese das gramáticas para o PL l não 
necessitarem de toda a capacidade descritiva fornecida pelos formalismos !\TP-completos, 
ou seja. de que basta tratar um subconjunto da língua que os formalismos NP-completos 
tratam. 
Esta simplificação, que é essencialmente lingüística, está relacionada diretamente com 
o grau de sensibilidade ao contexto de cada formalismo, fator essencialmente matemático 
e computacional. Um indício desta relação é o fato de uma gramática li vre de conte;do 
poder ser tratada em tempo polinomial [31] (6] . As TAGs, usando esta lógica, evitam a 
NP-completude porque possuem uma capacidade de reconhecimento pouco maior do que 
a das gramállcas livres de contexto2. 
A definição de um tipo de gramática, no entanto, não pode considerar apenas o custo 
de seu processamento. O objetivo principal de um sistema de PLK é ser capaz de analisar 
e/ou reconhecer os fenômenos lingiiíst icos. Isto quer dizer que não se pode simplificar a 
descrição lingüística até o ponto onde ela deixa de ser útil. Deve-se buscar um compro-
misso entre a simplicidade gramaticaJ e o tipo de resposta que se deseja do sistema. 
2 Este formalismo, no entanto, ainda não foi utilizado com sucesso para o tratamento de coordenação, 
o que indica que pode não ser suficiente para reconhecer uma língua natural completa. 
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Além da utilização de gramáticas simplificadas , outro paliativo para o problema da 
complexidade é utilizar unidades de processamento menores, tais como a sentença. A 
capacidade do sistema analisar um texto completo fi caria, neste caso, dependente de 
módulos externos. O sistema deve, portanto: ser capaz de operar cooperativamente. 
l\'Jesmo na. análise de sentenças, as grandezas de tempo podem ser significativas, o 
que leva a considerar uma paralelização do algoritmo de análise. Lidar com paralelismo, 
não importa qual técnica seja utilizada, envolve a defin ição de uma metodologia para 
escalonar o processamento. No caso dos SMAs, isto não é diferente, apenas mais central: 
é neste ponto que se define qual o ti po de comunicação- e conseqüentemente cooperação 
- desejada entre os agentes. A divisã.o do problema é uma decorrência desta dec isão. 
4.2 Uma v1sao geral do modelo 
O que nos leva a propor este modelo são as vantagens que podem ser obt ida::, com a a 
ut ilização de um form alismo gramatical si mples, paralelizável, e que favoreça o trabalho 
cooperativo entre agentes heterogêneos. \"ale lembrar, no enta nto , que a proposta que 
estamos descrevendo não é uma tentativa de gerar um modelo defin iti vo ou de criar um 
arcabouço para o PLN. Esta descrição reflete tão somente as soluções encontradas d urant e 
a criação do protótipo implementado que, por sua vez, teve suas características definidas 
a partir dos trabalhos relacionados aos projetos Lexis [56] [43] e Nalamas [26] [27] . Estas 
características também buscam contornar os problemas encontrados no tratamento de 
elipses [60] e nos dois sistemas apresentados a nteriormente como estudo de caso [25] [22]. 
A cooperação desejada, como parte essencia l das características do modelo: deve ocor-
rer durante o processo de deri vação para permitir que informações de outros nÍ\·eis de 
processamento q ue não o sintático sejam utilizadas . Um mecanismo tradicional não nos 
permi te quebrar o processamento para amost rar seu desenvolvimento sem qm~ exista uma 
completa compreensão de todo o processo. Um analisador sintático baseado em tabelas3 
(5] . por exemplo, pode ter sua derivação amostrada desde que todos seus dados mais 
o mecanismo de derivação sejam conhecidos. Em oulras palavras, é preciso um outro 
analisador sin tático completo para analisar a derivação. 
Existem ainda os problemas práticos, tais como o compartilhamento de est ru t uras 
de dados, a necessidade de uma política comum de pilha de argumentos e um protocolo 
de interrupção que pare o processamento em urn momento adequado, en tre outros. É 
especialmente complicado modificar o comportamento da derivação neste modelo e o 
processo envolveria a reconstrução completa das tabelas e a reinicialização do processo. 
Estes problemas podem ser contornados em grande parte separando os dados da análise 
3 Do Inglês table drwen. 
4.2. Uma 'isão geral do modelo 96 
do mecanismo de inferência e tornando este~ dados auto-contidos. Seria como fazer com 
que cada tabela de um analisad01 pudesse ser modificada sem a necessidade? de alterar as 
demat~ e, ainda, manter todo o processamento prévio ,·álido As técnicas mais populares 
de análise, tais como o chart parsmg. os anahsadores sintát tcos descendentes recurs1vos 
(ASDR). os analisadores baseados em tabelas e os aut omato::, de pilha. são inadequados 
para este objetivo porque mantém ~eus dados de controle da denvação forterneme amar-
rado~ ao mecanismo de derivação [5]. Ko caso dos analisadores sintáticos d1rig~dos por 
tabel~ ElStes mecanismos de controle são o analisador. 
O modelo proposto, tcnetido em uma organização de agente, ating~ estes objetivos 
adotando uma agenda de processamento, de forma sindlar à~ dos sistemas especialistas 
[7]. Sua organização geral, mostrada na figura 4.1, permite que o processamento seja 
iniciado por um usuário humano atra,·és de uma ordem em lmha de comando ou por 
out ros agentes. !\e::,te segundo caso os agentes si ntáticos ficam ociosos até que algum outro 
agente mforme qual a gramática de entrada e passe a fornecer sentenças para análise. 
o~ componentes do modelo de agente estão separados em dois grande~ grupos. Cada 
caixa de texto representa um objeto independente que pode ~er subst ituído caso necessáno. 
Estes objetos não são subagentes e possuem uma interface de comunicação baseada em 
métodos e predicados. como qualquer objeto. O grupo de objetos número 1 r responsável 
por funções auxiliares de leitura do texto e da gramática a partir de arqUI\'OS do SIStema e 
só são necessário:, quando o agente é iniciado diretamente por um u::,uário humano at raYés 
de linha de comando 
O módulo de carga do texto é responsá\'el pela form atação do texto de acordo com o 
esperado pelo sistema e pode, caso necessár1o. comunicar-se com o sistema para resolver 
a amhigtiidade categoria! E> c.oletat informações associadas às pala' ras da sentença de 
entrada. 
O módulo responsável pela ca1ga da gramática tem corno função isolar o formato 
mterno do SIStema do restante do SI\JA. Substituindo est e objeto por um outro qualquer 
é possí\'el mudar a Sintaxe da gramática do ponto de vista do SI\ IA. desde que se mantenha 
o formato e!iperado pela mterface de <'arga da gramática. Elf> também é responsável pela 
,·alidação da gramática e d~ referências cruzadas que possam '•r a exbt1r. conforme 
\'eremos ma1s adiante. 
O segundo grupo de objetos é o núcleo do analisador. Este núcleo possui uma base 
de conhecimentos indexada e um analisador segmentado em estágios·1 responsável pelo 
processo de derivação, além de uma Interface de comun1cação. 
A mterface de carga da gramática é o responsável pela indPxação da base de conhe-
cimento (gramática) e de'e estar preparado para receber descnções ad icionaiS do S~L\. 
Esta organ1zação permite que a gramática seja incrementada ou alterada durante o pro-
~ U rn ptpeime 


















Figura 4.1: Organização geral de um agente. 
97 
solução 
cesso de derivação, processo este que é, obviamente, dependente do formalismo lingüístico 
adotado pelo sistema e que será descrito mais ad iante. 
O analisador de deri\·ação possui quatro etapas de processamento e permite a recon-
figuração do processamento através do reescalonamento de solicitações. Toda..'> as etapas 
devem ser auto-cont idas e cada módulo deste analisador deve ser capaz de distribuir sua 
carga de processamento para o SMA e receber solicitações deste mesmo SMA. Os dados 
de entrada de cada um dos módulos podem ser reconfigurados sem que isto afete os da-
dos dos demais módulos, ou seja. cada sol icitação é autocontida, tal qual um registro de 
ativação de uma fun ção em um sistema sem variáveis globais. 
Os objetos que implementam os estágios do analísador são responsáveis pela sincro-
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nização e processamento das solicitações provenientes de etap~ a ntet iores e da produção 
de sol icitações para as etapas post eriores . Esta configuração os tra nsforma em produ tOres 
e con::, umidores simultaneamente e, complementando este comportamento, tamb ém são 
responsáveis pelo controle de carga do sist ema . retendo suas ~olici tações quando a etapa 
posterior esti ver saturada e o Sl\IA não puder ser acionado. Q uando um destes módulos 
recebe uma solicitação e o sistema está satu rado, e le de'e ser capaz de a rmazenar a 
solicitação pa ra um momento mais adequado. 
O maior desafio na implementação deste modelo é definir um formato de 1 epresentação 
auto-cont ido pa ra as etapas mtermediárias da aná lise sin táti ca. O ut ro aspecto Importante 
é a capacidadE-' do SMA envia r e receb er informações em cada etapa do processamento, o 
que também afeta a forma como os dados intermedtá rios são a rmazenados 
Este modelo defi ne, antes do formalismo gramatica l, as capacidades de comunicação 
e cooperação desejadas para cada agente . É preciso, no entanto, compreender que ti-
po de informação as etapas intermediá rias de processamento a rmazenam. Para tanto é 
necessário descre,·er o formalismo lingüístico adotado. 
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Sati5fazer as primi t ivas de comunicação. p or si só, não é o objet ivo deste traba lho. O 
sistema de,·e ser capaz de reconhecer / analisar sentenças em português e prover maneiras 
simp le!-! de codificar o conhecimento li ngüístico em gramáticas. A organização do modelo, 
no entanto. não permit e que os formalismos estudados sejam implementados d iret amente. 
uma vez que seus mecanismos migina is de reconhecimento baseiam-se nos ana lisado1es 
sintát icos t1adicionais. 
A a lterna th·a mais direta é a construção de um analisado1 de acordo com o modelo 
que implemente um J os formalismos. Tst o, no entanto, prej udicaria a utilização de ca-
racterística5 in tere5santes presentes em um mas não Prn outro formalismo. A a lterna ti,·a 
adotada foi a criação de um formal ismo novo, deri,·ado do estudo anterior. 
Uma das caracte1 íst icas desejadas para este novo form alismo é o domínio de localidade 
estendido das T-\Gs que permite a manipulação direta da capacidadE> gerat iva forte das 
gramáticas. Para tanto, optou-se por descrições gram aticais estruturadas, mais especifi -
camente án·ores. di ' id1das em rlois grupos: as án ·ores inicia is e as árvores au.'< iliares. 
Ass1m como na definição origina l das L-T:\Gs. as án ·ores tniciais fo rnecem uma des-
crição mínima pa ra a estrut ura frasal que um determi nado const ituinte, gera lmente um 
verbo. determtna. Cada uma das á rvores inicia is deve p rover uma , e apenas uma , p osição 
pa ra a colocação do item léxico que a seleciona , ou seja, para a colocação da â ncora da 
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án·ore. ~ão pode existir mais de uma âncora por árYore. A figura 4.2 mostra um exemplo 
de árvore inicial para o verbo '·comer'·. 
Cada nodo da árvore da figura 4.2 é representado por um rótulo. O sistema não espe-
cifica um conjunto rígido de rótulos, mas obtém seus nomes de um arquivo de entrada ou 
do Sl\·IA durante a leitura da gramática. Tsto é importante porque permite que qualquer 
conjunto de rótulos seja utilizado sem a necessidade de alterar o mecanismo de derivação. 
No exemplo, "S'' é um acrônimo de sentença. ''SN'' de sintagma nominal , "SV" de sin-
tagma verbal, ··DeL"" de determinante, '·Subst" de substantivo e ··V" de verbo. Do ponto 
de vista do analisador isto é indiferente, desde que o conj unto de rót.ulos da gramática 
seja coerente com o utilizado para classificar as palavras da sentença de entrada. Uma 
palavra só pode ser acomodada na estrutura (consumida) se sua categoria tiver um nome 




Dct Subst V Subst 
I 
@vtd_categl 
F igura 4.2: Árvore in icial do verbo comer. 
Existe também um elemento denominado "@vt<.Lcategl 1' . Este é o ponto onde deve ser 
colocada a âncora léxica que seleciona a estrutura. Esta âncora é uma palavra da sentença 
de entrada do sistema e é usada para selecionar a árvore inicial. No caso a palavra foi o 
verbo ''comer'', mas uma mesma estrutura pode ser ancorada por um conjunto de itens 
léxicos. assim como um mesmo item léxico pode aparecer em mais de uma estrutura. A 
forma geral da definição de uma âncora é: 
@nome_âncora= { item1 , · · · ,itemn-l : itemn}={ árvore11 · · ·, árvoren-I : árvoren }· 
.-\inda no exemplo da figura 4.2, qualquer item especificado na âncora '·vtd_categl'· 
pode selecionar a estrutura e, por conseqüência, aparecer na posição de ancoragem. Isto 
permite que definamos estruturas capazes de representar categorias de itens. Um exemplo 
de âncora com estas características pode ser 
@vtd_categl={ comer. comeu, beber. pintou}:{ vtdl} , 
onde '·vtdl" é o nome identificador da árvore inicial selecionada pelas palavras :·comer", 
''comeu'· . .. beber" e ''pintou'·. 
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Associada à definição de uma án·ore inicial ainda está a noção de estrutura mínima 
representando quais constituintes acompanham uma determinada âncora. Esta noção, no 
entanto. é ligeiramente diferente da adotada nas TAGs. corno \·eremos mais adiante. 
Assim como nas TAGs, as árvores auxiliares são utilizadas para expandi r as descnções 
das árvores iniciais. No modelo aqui proposto, no entanto, elas não estão relacionadas 
com a recursâo. Comparando a categoria das palavras com os rótulos da án·ore inicial da 
figura 4.2 vemos que é possível acomodar uma sentença como "o menmo comeu doce··. 
Por out ro lado, não se pode acomodar mais nenhuma informação como, por exemplo, um 
local (··o menino comeu doce no quarto'') ou um instrumento ( .. o menino comeu doce no 
quarto com a colher da vo,·ó·') . 
A figura 4.3 nos mostra duas árvores auxiliares mais a estrutura do exemplo anterior. 
Estas árvores, quando combinadas através da adjunção. permitem incrementar as infor-
maçõe~ que acompanham o verbo '·comer", que ancora a árvore in1cial. Estas mformaçóes 
são opcionais e podem estar relacionadas, por exemplo, com o local ou inst rumento. Co-
dificar as informações opcionais em árvores auxi liares facilita o tratamento do caso geral 

























Figura 4.3: A expansão de uma árvore inicial. 
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Esta mesma figura traz ainda alguns elementos originais em relação às TAGs. Ela 
possui uma marca "_SA'" seguida de uma lista de identificadores entre parênteses ao lado 
do nodo ''SY: .. Esta marca ident ifica um seletor de adjunção, que define um conjunto de 
árvores que podem ser adj untadas naquele nodo. Ao contrário das TAGs originais, onde 
qualquer nodo interior ou exterior não-marcado para subst ituição pode sofrer adjunção, 
apenas os nodos com seletores de adjunção explícitos podem sofrer adjunção. Além disso, 
apenas as árvores auxiliares cujo identificador está na lista do seletor p odem ser utilizadas. 
Note que a implementação "oficiaP: das TAGs [92] , define que uma adj unção é execu-
tada quando a unificação dos traços tope bottom de um nodo falh a. Em outras palaHas, 
ela ocorre quando os predicados cod ificados nestes traços não são sat isfeitos. Dirigir a 
deri vação de acordo com estes predicados é incompatível com o modelo proposto porque 
exige a ut ilização de uma estrutura global para armazenar os dados de controle. Esta 
estrutUTa dificultaria o envio das solicitações de análise para o SMA a partir de segmen-
tos intermediários do analisador , tornando cada solicitação dependente do agente que a 
recebeu. Além disso. a descrição do que fazer quando se encontra um determinado con-
j unto de traços como, por exemplo, adjuntar ou desistir, depende de uma lógica codificada 
no analisador e não na gramát ica, o que é conflita nte com a idéia de independência do 
mecan ismo de inferência em relação à gramática. Ao trocarmos o processamento dos 
predicados pelas listas de adjunção também ganhamos em clareza e simplicidade. 
Existem dois tipos de seletores de adjunção, um para a adj unção obrigatóna e outro 
para a opcional. O operador '·..SA'. indica uma adjunção opcionaJ, ou seja. não é obri-
gatório que ocorra uma adjunção no nodo assinalado. Já o operador ··_ox· especifica 
uma adj unção obrigatória} ou seja, pelo menos uma das árvores auxiliares especificadas 
deve ser adjuntada. Como a adjunção é uma operação entre án·ores, os seletores podem 
aparecer t ambém nos nodos internos e não somente nas folhas das árvores da gramática. 
Para tornar a notação mais concisa foram definidos os operadores "#" e "&'', também 
presentes na figura 4.3. O operador '·~" precede o identificador de lista de árvores a u-
xiliares. Ele substitu i a lista de identificadores nos seletores da adjunção e evita que a 
descriçã.o da árvore fiqu e cheia de identificadores, o que dificultaria a leitura. A forma 
geral de uma lista de án·ores é: 
&lista...á.rvores={árvore1, • · ·• árvoren-l> árvoren}· 
Podemos definir. por exemplo, uma lista &Det ={ Asndet} . É importa nte lembrar que 
não é permitido incluir um identificador de árvore inicial como, por exemplo, "Idet" nesta 
lista porque as árvores iniciais não possuem um nodo pé adequado, ou seja, não podem 
ser adjuntadas. 
Já o símbolo :'#' precede um ident ificador de lista de palavras. Neste caso o nodo 
pode acomodar wna palavra que esteja na lista definida por este idenüficador e não mais 
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as palavras com a categona igual ao rótulo do nodo. Em outra-5 palavras, quando o 
analisador encontra um identificador de lista de palavras ele compara a palcwra. e não 
sua categoria. com os rót ulos contidos na definição da lista. A forma get ai de uma lista 
de palavras é 
#lista_palavra!>={ palaYr~ , · · ·: palawan-t· palavran} . 
e no exemplo do menino comendo doce. podemos definit uma hsta 
#Det ={o. os, a, as, um , uns, uma, umas, aquele, aqueles. aquela. aquelas} 
para guardar os determinantes e::,perados; uma lista 
#PrepPosição = {na. no, nas, nos} 
para guardar as preposições; e, a inda. uma lista 
# Indica_uso = {usando. com} 
para guardar as preposições indicando uso. O a nalisador considera estas li!,ta5 como 
conjuntO'> de identificadores que não precisam ter nenhuma coerência gramatical. 
A responsabilidade de manter os rótulos dos nodos e as palavras dru; listas coerentes 
com a grafia e com a classificação gramatical da~ pala' r~ é de quem cna a gramálica O 
sil:>tema ..,tmplesmente compara rótulos. 
4 .3.1 Conseqüências das modificações para o novo formalismo 
Como dissemos anteriormente, os predicados não foram incorporados no nos~o novo for-
malismo, deixando de influenciar o processo de derivação. Tsto faz com que o sistema 
de1xe de contar com as informações que regulam a adjunção. Estas informações permitem 
que os sistemas baseado;:, na definição original da.s TAGs definam estru[uras bastante ele-
mentar~ e controlem sua expansão através da verificação deste~ predicado:-, Por exemplo. 
uma produção line de contexto ··s ~ S_'YS\ ··- pode estar acompanhada de predicados 
que obriguem a existência de um determinado contexto ao redor de cada nodo do lado 
direito da produção. 
Para compensar a perda destas informações, definiu-se que as adjunçõe~ sú ocorrem 
onde forem explicitamente indicadas pelos seletores de adJunção. Esta abordagem, no 
entanto, faz com que o sistema utilize apenas informações top-down durante a derivação 
e, corno con::,eqüência, analise um conjunto de a lternatl\'as que seriam descartadas por 
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Por outro lado, é possível cont ribuir com o analisador evitando parte das adjunções. 
Para que isto ocorra é preciso que as árvores iniciais sejam mais detalhadas que as encon-
tradas em [92). A própria árvore definida na figura 4.2 obedece este preceito. 
O detalhamento das estruturas aumenta o n úmero de E-stru turas ancoradas porque 
nem todos os constituintes da estrutura frasal precisam estar realizados. Por exemplo. o 
determinante de um sintagma nominal pode ser omitido no português falado no Brasil. 
Pode-se dizer '·João caiu .. ao invés de "O João caiu" . Para amenizar este problema 
optou-se pela definição de um marcador denodo opcionaJ, como se pode ver na figu ra 4.4. 
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Fig11ra 4.4 : Nodos opcionais. 
Qualquer nodo de uma árvore, in terno ou externo, exceto a raiz, pode ser marcado 
como opcional. É possível marcar um nodo que domine a âncora como opcional , mas 
isso não modifica o comportamento do analisador. A presença da âncora continua sendo 
obrigatória na sentença de entrada. 
O operador de adjunção foi modificado para refletir a perda dos predicados. Agora 
o seletor de adjunção de um nodo deslocado, caso exista na posição originaJ , deixa de 
ser vá lido na sua nova posição, ao contrário do que ocorria com os predicados, que eram 
recombinados [89). Além disso, qualquer seletor definido no nodo pé da árvore auxiliai é 
ignorado. como mostra a figura 4.5. 
Esta no\·a definição impede a recursào na adjunção. o que é coerente com o tratamento 
dado às árvores auxiliares, que agora são lingüisticamente definidas como urna construção 
frasal opcional relacionada com uma árvore in icial específica em um nodo determinado. 
A operação de substituição, compensando as modificações softidas pela adjunção, pode 
ocorrer em qualquer nodo externo da árvore, desde que não esteja marcado para adjunção, 
em uma inversão de prioridade das operações em relação à definição original. 
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Será •gnoNdo 
)~ (não unporta a lislll de Jdenúfic-..dores) 
Figura 4-.5: O seletor do nodo pé de uma árvore auxtliar é sempre descartado. 
4.3.2 A linguagem de troca do analisador segmentado 
O formalismo lingüístico, conforme definido até aqui, não possui regras implícitas que 
precisem de um controle externo ou de variáveis globais. A figura 4.6 nos mostra um 
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@vtd_cntegl 
S(A B(c d)l S(SN(Det(#Det) Subst) SV _SA(Aadvlug, Aadvinstrl (V(@vtd_categl) Subst)) 
Figura 4.6: A linearização de uma árvore ue derivação. 
Esta representacão pode ser transmitida mesmo pelo mais rudimentar mecanismo de 
comunicação, que é a transferência de linhas de texto. E la também é independente dos de-
mais segmento~) do ana lisador e tem como único argumento implícito a gramática a partir 
da qual foi montada. Esta gramática deve ser comum entre o agente remetente da solici-
tação e o agente destinatário. Voltaremos a abordar outros aspectos do comparti lhamento 
de gramáticas mais ad1ante. 
O importante aqui é perceber que a representação intermediána adotada é indepen-
dente, auto-contida e pode acomodar qualquer combinação de operadores, marcadores de 
opcional e descrição estrutural que possam aparecer em uma árvore. 
4.3.3 O texto de entrada e os traços morfo-sintáticos 
O sistema permit e que um conj unto de informações indh·iduais acompanhem as palavras 
da sentença de entrada. Estas informações, com exceção da categoria, não são manipu-
ladas, apenas armazenadas para o caso de algum agente (o responsável pela unificação, 
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por exemplo) solicitá-las. Estas informações são idealmente traços morfo-sintáticos, mao;; 
não necessariamente. Podem ser qualquer outra informação que possa ser armazenada no 
forma geral 
palavra categoria [ t raço1,· · · , t raçon_1 , traçon], 
com cada traço podendo assumir uma das form as: 
• Identificador. Apenas um identificador q ualquer. O sistema não entende o que 
os traços significam. Ele apenas os transporta e fornece para o SMA quando o 
texto é solicitado. Pode indicar uma característ ica constante como, por exemplo, 
em ''garoto substantivo [masculino, singulart. onde as constantes ''masculino'' e 
"sing-u lar:' estão associadas à palavra '·garoto". de cat.egoria '·substantivo"'. 
• Identificador = Identificador. Pode dar valor a uma variável como, por exemplo. 
em '·garotinho substantivo [masculino, singular , grau=diminuti vo]", onde a pa.lana 
"garotinho", de ca tegoria hs ubstantivo", tem seu "grau'' determinado como "dimi-
nutivo'·. 
Com este t ipo de anotação podemos forn ecer informações localizadas para agentes 
que não façam parte da subsociedade que trata da análise sintática. Entre outros usos, 
é possível forn ecer os dados para que a. unificação seja executada externamente. Esperar 
que um agente externo complemente o t rabalho do analisador sintático é coerente com a 
filosofia dos SMA. Seria um contrasenso propor uma organização deste tipo e esperar que 
apenas um agente resolva todos os problemas lingüísticos. 
A capacidade de anotar os nodos folhas para acomodar os traços vindos das palavras 
da sentença de ent rada foi generalizado para todos os nodos da árvore de deriYação. Estas 
anot.a.ções são codificadas na gramática e acompanham a movimentação dos nodos durante 
as operações que ocorrem durante uma derivação. A única exceção é o nodo raiz de cada 
árvore am."iliar1 que não pode ser anotado. 
A figura 4. 7 nos mostra uma árvore com no dos anotados e sua forma linearizada, de 
acordo com o formato utihzado nos segmentos do analisador de derivação, para a sentença 
''o vendedor era chato" . As anotações, fornecidas pelo SMA ou pelo arquivo de entrada 
de texto , sofrem os mesmos deslocamentos que seu nodo origina l. Quando adjuntamos 
uma árvore sobre um nodo qualquer , este nodo é deslocado para a posição do nodo pé da 
árvore auxi liar adj unt ada e leva consigo os traços. 
Como nenhuma alteração que venha a ocorrer com estas informações pode afetar o 
processo de derivação seu uso não é limitado. O processo de unificação, no entanto, é uma 
tarefa bastante provável e, por isso, foi desenvolvido um mecanismo para que o autor da 
gramática controle como as informações devem ser ut ilizadas através de uma simplificação 
do conceito de ilha das BMGs. 










vendedor [chato. grau=muito] era chato 
S(SN [sujeito] (Det(O) N(vendedor [chato. grau=mutto] )) SV [estado] (VAux(era) SN [predicado! {N(chato))}) 
Figura 4. 7: t; ma árvore anotada e seu formato hnearizado. 
4.3.4 O processo de unificação 
O pmcesso de unificação tipicamente necessita de informações sintátiCas que permitem 
decidir se uma determinada propriedade é satisfeita ou não. Esta informação é importante 
até mesmo na concordância nomina l, talvez a mais simples das tarefas da unificação para o 
português. As sentenças '·João e ~Iaria foram à feira .. tem um sujei lo composto enquanto 
"saiu João e :\fari a foi à [eira·· não tem, o que é indicado pela própTia estrutura smtática 
ou pelos traços codificado5 nos nodos das árvores elementares. 
Para mdicar como estas informações devem ser utili zadas de acordo com o desejo 
do autor da gramática e. em última instância, o usuário do sistema, o conceito de ilha 
das BMGs foi simplificado e incorporado ao form a lismo proposto. Ao contrário do qut> 
ocon e naquele formalismo, no entanto, estas est.rutmas est ão dissoc iadas das pilhas de 
constituint es. sendo tão somente pontos de verificação codificados na gramática. 
As ilhas, nesta forma simplificada. permitem ao autor da gramática especificar como 
as in formações associadas às paJa,Ta.s da sentenc;a de emrada e aos nados das án·ores 
elementa res são propagadas pela árvore derivada. l,;ma ilha tem a forma geral 
!nomejlha propagação unificação 
onde 
• propagação é um especificador de como as informações são propagadas pela án ·ore. 
Pode assumir as formas 
BLOCK[traço1 , traçon-t. t.raçonL 
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ou 
FREE[ traço 1, t. raçon- 1, traçon]. 
Os identificadores de traços sã.o sintet izados, sendo propagados para o nodo pai 
imediato de acordo com os especificadores. Quando o especificador for um 1·FREE", 
os traços identificados na lista devem ser propagados enquanto todos os demais 
sã.o bloqueados. Já no caso de ~<BLOCK1 • • os traços ident ificados pela lista são 
bloqueados e todos os demais são propagados. Esta lista de ··propagação'' não é 
obrigatória. 
• unificação é um especificador de quais t raços devem ser verificados pelo analisador 
externo de unificação neste ponto da árvore. Este item também é opcional e pode 
assumir a forma 
UNTFY[traço1. traçOn-1, Lra.çon]· 
Um exemplo de como os traços definidos na gramática e associados às palaHas da 
sentença de entrada são codificados pode ser visto na figura 4.8, quE:> mostra uma possível 
derivação da sen tença 110 garot.o jogava bola''. '{) m traço está disponível para o processo 
de unificação em todo o caminho que leva do nodo onde foi definido até a raiz da árvore 
de derivação ou até que se encontre uma restrição que especifique o contrário. 
S UNIFY[número] 
~--------SN UNlFY[número, gênero] sv /""' /""' Det Subst FREE[número. gênero] V Subst FREE[função=objeto_direto] 
I I 
Art @vtd_categ l 
I bola [gênero=fem.inino. número=singular] 
jogava [ tempo=pretérito] 
garoto [gênero=masculino. número=singular, concreto] 
o [gênero=masculíno. número=singular] 
Figura 4.8: Um exemplo de codificação por traços. 
Todas as informações associadas ao artigo ··o .. , por exemplo, estão disponíveis por 
propagação por todo o cami nho até o nodo "S", sendo efetivamente utilizadas no nodo 
:.SX'. Neste nodo os valores dos t raços •·número" e :.gênero" devem ser comparados com 
os valores dos mesmos traços associados à palavra .. garoto" que propagam-se para o nodo 
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··subst"'. A restrição "FREE'. contida no nodo uSN" impede que qualquer outro traço que 
não seja .. número'· ou "gênero·' seja referenciado pelos nodos que o dominam. Este é o caso 
do traço <•concreto ·, associado ao substantivo "g-aroto·'. Outro exemplo de restrição pode 
ser visto no segundo substantivo da sentença, dominado pelo ::,intagma verbal '·SV". que 
bloqueia a propagação de todas as informações, com exceção do traço '·funçãd', ao qual 
é associado o valor ··objeto_direto''. Note que as restrições do tipo .. FREE1' e "BLOCK'. 
são funcionalmente equivalentes. Foram definidos dois Lipos de restrição pensando no 
conforto de quem define a gramática. 
Ajnda no exemplo da figura 4.8, a raiz da árvore indica a necessidade de uma última 
verificação entre o valor do traço "número" associado ao sintagma verbal '·SV" e o valor 
associado ao sintagma nominal. Esta informação, no entanto, não está disponível para o 
sintagma, verbal 1'SV'' porque não pode ser propagada por nenhum nodo que domine. O 
nodo "subst" bloqueia este traço e o verbo acomodado na âncora não o possui. 
A codificação dos traços em constantes e variáveis é apenas sugerida, na medida em 
que o modelo proposto não implementa a unificação. E la, no entanto, é capaz de manipu-
lar não apenas traços morro-sintáticos, mas também predicados mais complexos. Pode-se 
elaborar listas de identificadores que especifiquem um determinado predicado para o ana-
lisador externo ou mesmo, por exemplo, um identificador no léxico-semântico de um outro 
agente [34]. O mecanismo de bloqueio e propagação de traços também é apenas sugerido. 
Ele pode ser substituído por uma linguagem de a utomação (macros) caso necessário. 
4.3.5 O operador " ... " como um inversor de sentido 
Ao propor o uso de ilhas, as BMGs generalizam o operador '' ... " definido pelas XGs. 
Os motivos que levaram a esta generalização já foram d iscut idos anteriormente, assim 
como os efeitos desse operador em relação à complexidade computacional do formalis-
mo. Sua uti lidade, no entanto, torna-o interessante para o processamento de elementos 
desconhecidos na sentença de entrada. 
Para aproveitar sua Aexjbilidade sem comprometer o custo do modelo: ele foi adaptado 
e simplificado. Este operador pode ocupar o espaço de um nodo folha nas árvores da 
gramática, sejam elas iniciais ou auxiliares. Só é permitido um nodo rotulado '· ... " por 
árvore, seja ela da gramática ou de derivação. O analisador garante que nenhuma operação 
efetuada durante a deriva~ào resultará em uma árvore derivada com mais de um nodo 
rotulado ·· .. :·. preservando a ocorrência mais antiga. A figura 4.9 mostra dois exemplos 
de como este operador é removido. 
Ao garantirmos sua unicidade podemos modificar seu significado para indjcar que 
na posição deste operador devemos acomodar um ou mais nodos desconhecidos. Caso 
se queira obter o efeito de '·zero ou mais nodos desconhecidos'' basta marcar o nodo do 
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A al: C A 
~ ~ ~ 
B ••• C_OA(al ) o . . . c B ... C 
~ 
o c 
A a2: c A 
~ ~ ~ 







F C C 
I 
F F C 
I 
Figura 4.9: A remoção da ocorrência mais recente do operador : .. . :· 
operador ~· . .. " como não obrigatório ('·..NO"). Veremos mais adiante que esta modificação 
é sufic iente para evitar a NP-completude. 
4.3.6 As agendas dos segmentos do analisador e alguns exemplos 
simples de derivação 
Tomando a gramática da figura -! .3 como exemplo, mostraremos como o sistema deriva 
algumas sentenças com gra u de complexidade crescente. Antes disso, no entanto, é preciso 
entender como o agente organiza seu conhecimento internamente. 
Cada. segmento do a nalisador possui uma agenda de entrada utilizada para armazenar 
as solicitações até que existam recursos para seu processamento. Cada uma destas agendas 
é preenchida e analisada independentemente através de processos assíncronos (threads). 
A primeira agenda, associada ao primeiro segmento do a nalisador. guarda as sentenças 
de entrada e as informações associadas às pala,•ras desta sentença. Ela é preenchida 
quando o Sl\1:\ solicita o processamento de uma sentença e esvaziada quando o analisador 
inicia o processo de ancoragem, ou seja, de seleção das árvores ancoradas pela sentença 
de ent rada. 
A segunda agenda, associada ao segundo estágio, é preenchida com uma ou mais so-
lic itações geradas pa ra cada sentença de ent rada de acordo com as possíveis ancoragens. 
Ao ancorar a sentença na árvore inicial o processo segmenta a sentença de entrada em 
d uas partes. uma que vai do início da sentença até uma palavra antes da âncora e ou t1·a 
que vai de uma palavra depois da âncora até o final da sentença. A pala\Ta q ue selecionou 
a estrutura é imediatamente acomodada na âncora1 o que transforma a árvore inicial em 
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uma árvore de derivação. Neste ponto ainda não foram a.nalisados nem os seletores de 
adjunção nem os marcadores de nodo opcional e, por isso, estas solicitações são denomi-
nadas solicitações complexas. Esta agenda é esvaziada no terceiro estágio do processo. 
Um exemplo de transição do formato da agenda do primeiro estágio para o da agenda do 
segundo pode ser vista na figura 4.10. 
Estágio I 
o ar r [masc, sing] 
garoto subst [masc, sing] 
comeu verbo [transitivo_direto] 
doce subst [masc, sing] 
no prep [masc. sing] 






art [masc, sing] 
subst [masc, sing] 1 







subst [masc, sing, concreto] 
prep [masc, sing] 









Figura 4.10: Conteúdo das agendas do primeiro e segundo segmentos do analisador. 
A terceira agenda, associada ao terceiro estágio, contém uma ou mais solicitações 
geradas a partir de cada solicitação complexa. Estas solicitações são construídas com a 
aplicação de todas as combinações possíveis de adjunção, com e sem os no dos opcionais. 
Algumas restrições diminuem a quantidade de combinações possíveis como, por exemplo, 
a contagem de nodos. Operações que gerem uma árvore derivada com mais nados folhas 
que o número de palavras da sentença de entrada são descartadas. Neste ponto as árvores 
de derivação não possuem mais nados opcionais nem seletores de adjunção e as solicitações 
passam a ser denominadas solicitações simples. A figura 4.11 mostra como um um seletor 
de adjunção pode ser removido ao efetuarmos todas as adjunções especificadas. Cada 
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entrada da agenda do t.erceíro estágio é composta por urna alternatiYa de derivação mais 
os segmentos de texto e a âncora. Esta agenda é esvaziada no quarto estágio~ que tenta 
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V Subst #Prep_posição Subst 
SN Det Subst SV Alug 
I ~ r------_ 




F igura 4.11: A expansão de um seletor de adj unção "_SA" . 
Caso o processo de acomodação tenha sucesso, o sistema verifi ca se E'xiste alguma 
ilha na árvore de derivação e disponibiliza uma solicitação de un ificação ou a solução, 
conforme o caso. Caso o processo fracasse, são analisadas a.s possibilidade de subsUtuição 
para cada nodo folha, são executadas as alternat ivas adequadas e reagendadas as novas 
alternativas como solicitações complexas na agenda do segundo estágio. 
Apesar de termos representado as árvores de derivação explicitamente: as agendas 
utilizam o formato linearizado. Uma entrada de agenda, seja qual for , também contém 
uma cópia da sentença de entrada, o que evita a necessidade do texto ser tratado como 
uma variável global, o que não seria conveniente para a comunicação entre os agentes. 
Caso a gramá~ica utilizada pelo sistema seja comum a todos os agent..es, uma solicitação 
pode ser considerada atômica e propagada sem necessidade de se armazenar nenhuma 
informação adicional. 
Ainda utilizando a gramática apresentada na figura 4.3, vamos anal isar a sentença 
exemplo (.o menino comeu doce~' . O único item léxico que ancora uma estrutura aqui é 
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"comeu". Ele seleciona a estrutura < vtd1> através da âncora @vtd_categl. Com a.penas 
uma estrutu ra selecionada, apenas uma solicitaçào complexa é gerada. Esta solicitação 
complexa gera apenas uma solicitação simples porque ambas as adjunções previstas no 
seletor ".13A" sâo descartadas por causa do excesso de folhas em relação ao número de 
palavras disponíveis. 
O agente responsável pelo consumo da sentença tenta acomodar, da esquerda para a 
direita, as palavras na árvore derivada, o que ocorre com sucesso neste exemplo. Aqui 
se nota porque uma gramática eficiente neste formalismo deve ter a menor quantidade 
possível de operações definidas. Também se pode observar a importância das árvores 
iniciais serem realmente completas. 
Um exemplo mais interessante de análise pode ser obtida com a sentença "o menino 
comeu doce no quarto". O maior número de palavras na sentença de entrada permite 
que as variações 1 e 3 da figura 4.11 sejam agendadas, além da variação sem nenhuma 
adjunção. Novamente basta acomodar o texto na alternativa 3 para encontrar a solução. 
Neste exemplo a alternativa 2 é descartada por ter nodos-folha demais. 
O interessante aqui é observar as alternativas geradas pelo sistema. Em um exemplo 
maior, como no caso da sentença ''o menino comeu doce no quarto com as mãos'' 5 , todas 
as alternativas da figura 4.11 seriam geradas. A alternativa 1 é gerada com a adjunção 
da árvore c'Aadvinstr" da figura 4.3 no nodo adequado. A alternativa 2 é gerada com a 
adjunção da árvore "Aadvlugn e depois da árvore "Aadvinstr" em seqüência. A alternativa 
3 é gerada pela adjunção da árvore "Aadvlug;' apenas. Estas combinações são definidas 
pela ordem em que os identificadores das árvores aparecem no seletor de adjunção. Note 
que a combinação em que primeiro se adjuntaria "Aadvinstr'· e depois "Aadvlug" nã.o 
ocorre. 
A figura 4.12 mostra esquematicamente como as solicitações simples são montadas a 
partir de uma solicitação complexa com seletores de adjunção e nodos opcionais. 
A presença do operador '' ... " não gera grandes complicações, uma vez que todas as 
derivações possíveis já estão agendadas. Aproveitando o fato deste operador ser único 
em cada árvore de derivação (por definição), o analisador simplesmente inverte a ordem 
de consumo das palavras da sentença de entrada. Ele inicia da esquerda para a direita 
até encontrar o nodo com o operador '' ... '', inverte a direção e passa a consumir da 
direita para a esquerda a partir da última palavra da sentença até encontrar o operador 
novamente. As palavras da sentença de entrada que sobrarem ao final deste processo são 
acomodadas sob o nodo do operador. 
5Se a frase fosse ''o menino comeu doce no quarto com o cachorro" o analisador entenderia que ele usou 
o cachorro como instrumento para comer, o que deixa claro que esta gramática é apenas um exemplo. A 
construção de uma gramática mais inteligente faz parte da lista de trabalhos futuros. 
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S(A) 
S(B _sa(C,D)) 
S(A _no B _no _sa(C,D)) 
S() 










10 alternativas geradas 
(sem restrições de tamanho 
da sentença de entrada) 
Figura 4.12: A expansão de uma solicitação complexa. 
4.3. 7 Sumarizando o formalismo lingüístico 
O formalism o apresentado pode ser considerado como uma simplificação das TAGs com 
algumas características adicionais. As modificações, no entanto, abrangem desde a defi-
nição das árvores elementares, passando pelas operações permitidas e indo a té a maneira 
como o processo de unificação deve ocorrer. Além disso são introduzidas características 
das BMGs e das XGs. o que nos leva a considerar até que ponto este modelo é uma 
simplificação ou um novo formalismo híbrido. 
São utilizadas informações ascendentes6 para iniciar o processamento, na medida em 
que é a lexicalização que define as estruturas iniciais, mas praticamente toda a derivação 
tem lógica top-down. Esta lógica top-down, associada à retirada dos predicados de con-
texto, fez com que a operação de adjunção fosse modificada. Esta modificação também 
levou em consideração o novo papel lingüístico das árvores auxiliares e a diminuição das 
operações decididas implicitamente pelo sistema. 
Algumas facilidades adicionais visam a manutenção das gramáticas e sua generalidade, 
tais como as listas de palavras, que permitem trabalhar diretamente com terminais, ao 
invés de pré-terminais; as listas de árvores, que servem como uma maneira concisa de 
citar uma lista de identificadores; o operador " . . . ",que permite que estru turas esperadas, 
mas com sintaxe pouco previsível, como por exemplo os apostos , possam ser tra.tadas; as 
informações codificadas nos nodos das árvores elementares e nas palavras da sentença de 
6Do inglês bottom-up. 
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entrada: e os pontos de verificação, na forma de ilhas Simplificadas, que permitem que 
o autor da gramática defina a maneira como as informações coletadas durante a análise 
sintática são disponibilizadas. 
O formalismo tem a capacidade de manter referências encaixadas e cruzadas sem as 
limitações das TAGs. Isto ocorre porque estas referências não são mais mantidas através 
de ligações, mas das anotações, como nos mostra a fi gura 4.13. Por outro lado. como 
não existe mais a recursão na adjunção, a quantidade de referencias fica limitada pela 












B [Ll] C 
~ ~ 
b c F G 
A 
b Q[Ll] 
Figura 4.13: Uma ligação explícita e seu equivalente anotado. 
O processo de anotação exige, no entanto, cuidado na formulação dos rótulos. Caso 
existam coincidências de nomes as referências podem ficar confusas, exigindo cuidado na 
sua interpretação. Em especial ~ quando duas instâncias de uma mesma árvore forem 
inseridas durante a derivação por uma substituição ou adjunção, as referências ficarão 
duplicadas. Não se espera que isto ocorra com freqü ência se as árvores auxilia res forem 
utilizadas como uma forma de representar componentes opcionais da est rutura frasal. 
Apesar do formalismo ser derivado de três out.ros formalismos, a combinação obtida. 
pode endereçar vários dos problemas lingüísticos abordados, completa ou parcialmente. 
Uma sentença complexa como '·O livro que a uma amiga o joão deu desapareceu'' , usada 
anteriormente para demonstrar como as BMGs superam as XGs, não pode ser tratada 
diretamente porque as pilhas de referent.es lingüísticos das ilhas foram retiradas. 
Por outro lado, o analisador consegue identificar e selecionar as partes que compõem 
a sentença, facilitando a comunicação com qualquer módulo externo~ que possa tratar 
estas referências. A figura 4.14 mostra como podemos separar as partes da sentença para 
construir solicitações mais simples. 
A tarefa de decompot as chamadas e corrigir as referências necessárias para o trata-
mento dos fenômenos lingüísticos mais complexos depende da organização do restante do 
SMA. O analisador proposto não tem os recursos necessários nem pretende resolvê-los 
sozinho. Seu mérito é prover um conjunto de primitivas de análise sintática que podem 
ser utilizadas dentro de uma sociedade de agentes. 





De1 N ... V 
11~1 
O bvro que a uma arruga o João deu desap.areceu 
Figura 4.14: Separando const ituintes de uma derivação complexa. 
Para que possamos entender como isto é possível, é preciso descrever a parte da soci-
edadP de agentes que trata a sintaxe, ou seja, a subsociedade sintática. 
4.4 A definição da sociedade de agentes 
O forma lismo lingüístico que acabamos de descrever baseia-se não apenas em uma sim-
plificação dos formali smos lingü.ísticos estudados. Muitas de suas características derivam 
das capacidades de comunicação e de cooperação de cada agente do sistema definidas de 
acordo com o modelo geral. 
'Cma das principais características dos agent.es da subsociedade que deve executar a 
análise si ntática é a capacidade de modificar o curso de sua derivação normal conforme 
noYOS dados são fornecidos pelo S.MA. Podemos dizer que seu processo de derivação é 
sensível ao meio. Outra é permitir o incremento interativo da gramática. Os demais 
agentes do SMA devem poder sugerir novas descrições gramaticais ou mesmo remover 
as existentes. A terceira característica principal é permitir que se audite cada etapa do 
processamento. Deve-se poder parar o processamento e verificar o estágio atual da análise, 
todas as descrições parciais, a gramática que está em uso, quais recursos desta gramática 
foram seleciOnados. quai5 foram descartados e o porquê desta escolha. Em out ras palavras, 
o agente deve :.lembrar" do que fez. 
O agente também deve, obviamente: ser capaz de analisar sintaticamente uma sen-
tença. Mais que isso, deve ser capaz de processar várias sentenças em paralelo usando 
a mesma base gramatical. Seu algoritmo de escalonamento deve ser capaz de aproveitar 
os recursos de uma m áquina multi-processada assim como também a disponibilidade de 
várias máquinas em uma rede de computadores. Um esquema de como os agentes operam 
como uma subsociedade pode ser visto na figura 4.15. :--.resta figura podemos perceber que 
os agentes podem se comunicar diretamente para t roca de solicitações sem a colaboração 
do resto do S\4A, o que caracteriza o comporta mento de subsociedade. Esta comuni-
cação pode ser feita entre agentes em uma mesma máquina ou sobre uma rede local de 
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com pu tadores. 
"Sempre que me aconLece alguma coisa importante. está ventando'' -
costumava duer Anil Terra Mb ~ntre todo<: os dias ventosos de sua \'ida.. um 
havia que lhe ficara para sempr~ na memóna, ois o que sucedera nele U\'era 
orça de mudar-lhe a sone por completo. em ue dia da semana tinha 
uilo acontectdo? Em que mês? Em q · ano? om, devia ter sido em 1777 
e se lembrava bem porque esse f o o ano da 
tório do conunente Mas na 
I 7 
Figura 4.15: Il ustrando o funcionamento da sociedade de agentes. 
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Ao compararmos esta descrição informal com a técnica de descrição formal apresentada 
no final do capítulo 3, podemos considerar o conjunto G, da t ripla 
P(S. G: F) ~ (A. E, I. O) 
preenchido Este mesmo método será usado para definir cada um dos conjuntos restantes 
e descrever a sociedade de agentes. 
O conjunto G, que acabamos de descrever, define quais os objetivos da sociedade. O 
conjuntoS também já é conhecido. E le se refere aos recursos e restrições disponíveis para 
o processamento e equivale à nossa gramática e aos dados que acompanham a sentença de 
entrada, ou seja. à parte lingüística do modelo proposto. F é o conjunto de agentes que 
serão utilizados no proc~~amemo. ~este caso usaremos um agente sintático que pode ser 
replicado e distribuído em uma rede de compur.adores formando uma subsociedade. 
A quádrupla seguin te, (A. E , f . 0). se refere às capacidades de cada agente do sistema. 
A subsociedade sint.ática é composta por um ou mais agentes homogêneos que '·repartem" 
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o problema da a nálise sin tática de forma predominantemente extrínseca, ou seja, repartem 
os dados de ent rada e func iona m colaborativa porém independentemente. Cada agente 
pode funcionar como um elemento isolado caso necessário i. 
Prosseguindo na definição temos o conj unto E, que se refere ao ambiente onde o agente 
está inserido. O agente foi desenvolvido em ANSI C++ prevendo seu encapsula mento em 
um objeto CORBA8 . Objetos deste t ipo pocem ser replicados, d istribuídos e se comunicar 
sobre uma interface de rede local, sendo também compatíveis com um grande conj unto de 
linguagens de programaçâ,o modernas. Em outras palavras, quanto ao ambiente compu-
ta.cional, o agente pode ser incorporado em praticamente qualquer plata forma moderna9. 
Este conjunto, no entanto, não se refere apenas ao sis tem a. operacional e à linguagem de 
programação. Ele se refere especialmente aos demais agentes do SMA que, no nosso caso, 
são réplicas do agente que está sendo descrito. 
O conj unto O se refere à organização ent re os agentes. O modelo proposto não detenni-
na uma hierarquia de agentes, a penas uma organização interna. As mensagens recebidas 
do SM.-\ são consideradas sempre confiáveis. os objeti,·os dos agentes são homogêneos e 
os agentes colaboram sempre que existirem recursos djsponíveis. A comunicação é direta, 
assíncrona e bidirecional. 
Faltam ainda definir os conjuntos A e J. O conj unto A se refere às capacidades 
individuais dos agentes e o conjunto J ao modo como os agentes interagem durante o 
processamento. O conjunto I , na verdade, foi o primeiro a ser definido quando apresen~ 
tamos o modelo de agente. Quando apresentam os os mecanismos de implementação do. 
formalismos li ngüísticos, o fizemos em separado pa ra frisar sua independência. Ao de fin ir-
mos a interação desejada antes do nosso formalismo, no entanto, geramos novos requisitos 
que de,·em ser cumpridos. Esses requisitos, que veremos agora, levaram à organização do 
processo de uni ficação, à simplificação do conceito de ilha e às modificações nas operações 
de adjunção e substituição. 
O conj un to A possui os subconj untos {Acap,Aconf' Adisp• Acarga} · O subconjunto 
A disp varia no tempo e mdica se o agente pode ou não responder às solicitações do SMA. 
No nosso caso ele se baseia na carga do sistema e na disponibilidade de memória. O con-
junto Acarga é o responsável por indicar se o sistema comporta ou não novas solicitações 
de serviço. E le foi definido p ara. medir a quantidade de memória disponível para alocação 
7 O desempenho do sistema pode ser prejudicado neste caso porque não será possível bal<mcear a carga 
do processamento nem distribuí-lo sobre uma rede local de computadores. 
8~lais mformações podem ser obt1das em http.f f www.omg.org/corbaf beginners.html, 
http: / f orbitcpp.sourceforge.net ou http:/ fwww.gnu.org. 
9 Através de um encapsulamento CO RBA pode ser inserido efou se comunicar, até o mome11to, nos 
ambientes VMS, A IX. Solaris. linux, WindowsXX. Mac. lrix e SmallTalk. Pode se comunicar coro módulos 
deseD\·olvidos em C, C++, ADA, Pascal, T CL/ TK. Perl, REXX, Lisp. Prolog, etc. No'\-as plataformas 
são adicionadas com freqüência; uma lista atualizada pode ser obtida em http:/ fv;•v.rw.freshmeat .net , 
assim como vánas implementações gratuitas. 
4.4. ..-\ definição da sociedade de agentes 118 
no ~istema. Quando a memória disponível é zero, a carga chega ao má.ximo (100%). A 
carga mínima (O%) é definida pela memória disponível no início do programa. 
Esta definição não é sufic1ente para evitar que os SIStemas se sobrecarreguem. na medi-
da em que a disponibilidade de memória nem sempre é o fator decisivo para o desempenho 
de um computador10. O conjunto Aconf indica a confiabilidade de um agente em resolver 
um problema. :\o modelo proposto. com decomposição extrínseca. este índice é sempre 
máximo (ou 100%). Caso o S~IA descreva o tipo de problema lingübtico a ser tratado 
esta função deve passar a contar com uma tabela de fenõmenos que podem ser anal isados 
completa ou parcialmente. 
Os conjuntos Acap e G sub se confundem na subsociedade sintática, uma vez que seus 
agentes são homogêneos. Cada agente possui um conj unto de capacidades que, quando 
analisadas separadamente, são simples. Ele pode receber uma solicitação de análise que 
contém uma sentença de entrada com as informações morfo-sintáticas a~sociadas. Cada 
agente f. capaz de analisar a sentença de entrada e selecionar as árvores iniciais que devem 
ser utilizadas. ou seja. é capaz de analisar as âncoras da gramática. 
Para cada árvore in1c1al selecionada. o agente monta uma solicitação inicial de pro-
cessamento. Esta solicitação contém todas as informaçõeb necessárias para que a análise 
prossiga, exceto a gramática, que é um argumento implícito. A solicitação é enfileirada 
em uma agenda de processamento e posteriormente enviada ao S~fA ou processada pelo 
próprio agente. de acordo com sua carga, conforme descrito ante1 iormente. Quando uma 
solicitação é em·iada ao S~f.A, sua transmissão é por difusão. Quando um agente recebe 
este tipo de mensagem, responde informando sua carga. O agente soliCitante decide então 
quem será responsável pelo processamento numa comparação direta. Em caso de empate 
ocorre sorteio. 
Em termos do conjunto de capacidades, isto quer di zer que cada agente é capaz de 
solicit.ar uma análise e de responder às solicitações do sistema. Também é cl'l.paz de analisar 
sua carga no momen~o da solicitação e de responder de acordo. Um agente também é 
capaz de "lembrar'" das solicitações que fez e de escolher quem a executará entre os que 
responderam. Caso não existam .. voluntários", o agente é capaz de agenda r a solicitação 
para que ele próprio resolva ou para solicitar no,·amente mais tarde. 
O agente também pode ser configurado para não em•iar solicitações ao s1stema e fun-
cionar isoladamente. Isto permite que ele trabalhe com uma gramática diferente da dos 
demais. Os agentes não são capazes de identificar qual agente usa que gramática, ou seja, 
não identificam conflitos. A resolução deste problema fica a cargo da configuração de cada 
agente fornecida pelo gerente do sistema. seja ele humano ou não. A figura 4 16 mostra 
10 t:m computador com memória infimra e um proces::;ador up1co sucumbina diante da proliferação 
de programas do tipo '"enquanto(verdadeiro) faça 1+1". O processador estaria completamenre ocupado 
mesmo que houvesse muita memória disponível. Cm verificador de carga menos simplóno faz parte da 
lista de trabalhos futuros . 
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Figura 4.16: Gramáticas diferentes impedem a comunicação direta entre agentes. 
Além da habilidade de se comunicar e de solicitar ajuda ao SMA, cada agente é 
capaz de efetuar as operações de substituição e de adjunção, de manipular os seletores de 
adjunção e o operador ': . . : · , ou seja, de analisar a sentença de acordo com o formalismo 
Hngüístico proposto. 
Cada agente também é capaz de identificar quando uma determinada deri,·açâo que 
chegou ao fim necessita de unificação. Basta \'erificar se existem ilhas na árvore derivada 
e, em caso afirmati ,·o. solicitar a unificação por difusão para o S\1:\. Para montar esta 
solicitação o agente é capaz de selecionar a informação relacionada com a deri\'açâo e 
disponibilizá-la coerentemente. Caso não exist a a necessidade de unificação, a derivação 
é considerada uma resposta e é disponibilizada também por difusão. 
Cada agente também têm uma capacidade limitada de aprendizado. Ele é capaz de 
receber novas descrições gramaticais (árvores, ilhas, âncoras e listas de palavras e árvores) , 
de verificar se estas descrições são coerentes com a gramática que carrega e de incorporá-
las à gramática. Estas descrições, no entanto, sempre procedem de fora da subsociedade 
sintática, uma vez que seus agentes não são capazes de construí-las. Elas podem v tr: 
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por exemplo. de um u:,uárro humano atra,·és de um agente mterface ou, também, de um 
agente que tenha um mecan1smo de aprendizado mais complexo. As no,·as descrições, no 
entanto, não são armazenadas na gramática original , ou seja. não 5e tornam permanentes. 
tJm agente sinlático é capaz de descartar uma gramática comple tamente e de carregar 
uma d1ferente ou tecarregar a atual, eliminando as alteraçõe::.. 
Através da comunicação de no,·as estruturas é que o~ agentes podem receber solici-
taçõe:, para efetuar uma adJunção específica. Caso queiramo!) forçar esta operação. basta 
criar uma nova árvorP com um seletor ~_OA(o_que_quero_adjuntar)'' ao lado do nodo onde 
se quer que a adjunção ocorra. 
Cada agente é capaz de identificar um out ro agente a quem deve comunicar suas 
ações. Este outro agente pode ser, por exempJo, uma interface com o usuário. Apesar de 
notificado, este outro agente não é hierarquicamente superior ao agente da subsociedade 
sintática 
Também e posshel fornecer ao agente uma árvore parcialmente denvada e solicitar que 
o agente termme de denvá-la. É exatamente isso que os agente:; fa1.em quando montam 
as solicilaçõe!) de proces~amento e as enviam ao S:\I A. É neces::,ário . no entanto. que o 
ag~nte que em ia ec;ta !>Ohcitação conheça a notação utilinda internamenLP pelos agentes 
da subsocaedade 51ntátJca. Segundo o modelo proposto o S:\fA tem pleno acesso às agendas 
de todo~ os ... egmentos do analisador. o que obriga a implemPntação de mecamsmos de 
controle de ace~c;o11 o~ agentes consideram todas é1." solicnações de anáh::.e e todas as 
descriçõe$ Jingúísuc~ recebadas como ,·álidas e de igual1mportancia. Em outras pala\'Tas. 
são incapaze~ de e5pecificar uma prioridade na análbe ou de identificar urn agente ·ma1-
intendonado'' 
Em relação ao conJunto ! , que codifica as comumcações, podemos dizer que para cada 
capacidade do agent e existe uma primitiva de comu nicação. Como as solicitações são 
atômica~, ou SeJa, contêm todas as informações necessárias para sua reali zação, não é 
necessáa1o irnplernentar urn protocolo de troca de dados complexo, exceto para decidir 
qual agentP d~ve processar uma solicitação quando mais dP um rcspond <' a um pedido. 
Toda capaddade de um agente é implementada por um ser\'ÍÇO confi1 mado. ou ::,eja. 
para cada solic11 ação existe uma resposta de recebimento. Exa!)te amda um limite de 
tempo para o recebimento da resposta que. caso não seja re::,pe1tado. equl\·ale a uma 
falha. 
11 Em C-r+ isto significa a implementação de estruturas de dados seguras para ambiente distribuído, 
ou seja estruturas thread safe 
4.5. Problemas conhecidos 121 
4.5 P roblem as conhecidos 
Um dos problemas encontrados com o modelo de multi-agentes esLá relacionado com o 
cá1culo da complexidade computacional do sistema. Apesar das allerações, o modelo 
proposto ainda possui grande semelhança com as TAGs, o que indicaria um caminho para 
a construção da análise. 
Os elementos adicionais, como o operador '· .. ."', podem ser reduzidos a operações 
similares. Quando dissociado da pi lha de referentes lingüísticos, dentro do modelo de 
processamento baseado em agenda, e sendo único em cada árvore de derivação, este 
operador não altera a complexidade do sistema. Os seletores de adjun<;ão também não 
parecem aumentar o custo do processamento em relação às FB-TAGs. 
O problema, no entanto, surge quando consideramos que um agente só existe dentro 
de uma sociedade e que o comportamento deste agente é afetado por esta sociedade. 
Como calcular o custo computacional de um elemento desconhecido? Um agente definido 
de acordo com o modelo proposto pode ser dirigido indefinidamente por um usuário. 
Também pode ser dirigido por outros agentes através da edição das agendas, o que gera a 
possibilidade de que a tnteração de protocolos de comu nicação não permita uma derivação 
adequada. 
Mesmo se trocarmos a anál ise do custo pela a nálise de convergência do protocolo de 
comunicação, não podemos descartar a possibilidade do sistema. se comportar de maneira 
errática, uma vez que não se conhece o comportamento dos agentes do SMA que não 
pertencem à subsociedade sintática. 
Também existem problemas relacionados com a convergência do modelo gramaticaL 
A definição lingüística dada permite que o número de nodos de uma árTore de derivação 
permaneça constante durante uma derivação. Tsto quer dizer que, como só se descarta 
uma derivação quando não se pode mais adjuntar nem substituir por excesso J e nodos ou 
por falt.a de alternativas, o processamento pode não convergir. A gra1T1 át.ica 
<1 >A -4 B (@ancora) 
<2>8 ~c 
< 3>C --4 B 
onde '"@ancora={pal2}:{J }", leva ria à recursão eterna quando a. sentença de entrada for 
t'pall D [ ], pal2 E [ r'. A palavra <tpal2" da sentenGa de entrada sena ancorada em 
"@ancora '·, mas a palavra "pall '', de categoria ··D", não poderia ser consumida porque 
se espera uma palavra da categoria "B''. Como não existem adjunções possíveis, B seria 
substituído por C. Como não existe um aumento no número de nodos, este por sua vez 
seri a substituído por B e assim por diante. 
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Este problema é fácil de resolver na teoria, mas capcioso na prática. Bastaria definir 
que toda árvore elementar (inicial ou auxiliar) deve consumir ao menos um nodo da sen-
tença de entrada através de uma lista de palavras, ou seja: definir que todas as operações 
passam a ser lexicalizadas. Esta foi a solução encontrada pelas L-T:\Gs, mas não pode 
ser considerada ideal porque torna a.~ gramáticas complicadas, difíceis de construir, usar 
e pouco inruitivas. 
Uma alternativa mais simples é não permitir a definição de á.rYores elementares com 
apenas um nodo folha: o que faria com que qualquer operação de adjunção ou substituição 
aumentasse o número de nodos folha da árvore de derivação. Neste caso, em algum 
momento da derivação o número denodos da árvore derivada superaria o denodos folhas 
e o processamento se encerraria. 
Além dessas alternativas, ainda é possível fatorar automaticamente a gramática de 
entrada para que ela obedeça a qualquer uma destas restrições. Este tipo de fatoração 
é necessária, por exemplo, para analisadores ascendentes recursivos (ASDRs) que tratam 
gramáticas livres de contexto. Este tipo de analisador não suporta recursão à esquerda 
nas produções. 
Optou-se. no entanto, por deixar esta questão em aberto, sob responsabilidade de 
quem escreve a gramática. Na lista de tarefas futuras está a construção de um verificador 
de dependências circulares. 
Capítulo 5 
Conclusões e a continuidade do 
trabalho 
"'Beware of bugs in the above code; 
I ha,·e only proved it correct, not. tn cd it..-
Donald K nuth 
'-A successful [software] tool is one Lhat was used 
to do somethtng uudreamed of by itl) author."' 
S. C. Johnson 
O proce~samento da língua na tural é Intrinsecamente mulu-disciphnar Par a compreen-
dermo!'- como junta r a eficiência computacional com a adequação lingüístka foi necessário 
percorre ' um longo cami nho que passou por diversos campos do conhecimento. O processo 
de aprendizado. do qual fez pa rt e a elaboração de~t.a dissc1t ação, nos levou a reformular 
grande parte do que constderáYamos ··conhecimento sólido'' . Para tenta r dar a lguma or-
dem ~ conclu~õcs a qu~ chegamo~ neste trabalho. \'amoc; segu1r a ordem dos ternas como 
f01 arn apresem ados. 
O dP .. envoh·imento de :;1 temas para o PL:\ é uma tarefa rnulti-d1sciplinar que não 
pode ser Je,·ada a cabo de manerra solitária. .-\pesar de ser poss1vel que um mdivíd uo 
descn,oh·a experiêncra~ que contribuam para a á rea, é preciso coordena r e planejar os 
trabal ho~ individuais visando um objetivo maior. Co01 dena r um grupo de pc~qUJsa que 
envolvr Ciênc1a da Computação. Lingüística e, em algum; casos, B iologia P Medicma, não 
é tarefa ~ imples. Essa dificuldade. somada à plura lidade de objetiYos dos pe::,quisadores: 
talvez seja o ma1or empecilho para o avanço do PL~ . 
C ma das diferentPS VÍSÕe::, sobre O problema da ;:tnáJise automá tica de textos DO:, leva 
à abordagem sinta.xista. Esta abordagem considera a smtaxe como centra l para a com-
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preensão da língua e serve como base para os formalismos estudados. Das XGs, passando 
pelas BMGs, TAGs, pela Teoria das Barreiras, Government and Bindíng, até as soluções 
mais centradas na lexicalização radical , como o Word Expert Parser e o Paralel Expert 
Parser, tentar descobrir qual a estrutura sintática que sustenta a integridade da sentença 
é uma constante. 
A dificuldade de se obter uma explicação definitiva sobre o problema da sintaxe levou à 
multiplicaçã.o dos formalismos. Os formalismos que surgiram, no entanto, também não são 
capazes de resolver o problema por completo e, para cada solução encontrada ou fenômeno 
lingüístico explicado, novos problemas surgem. Estes problemas por vezes se manifestam 
na incompatibilidade das soluções, o que dificulta a integração dos formalismos. 
Uma técnica recorrente no conjunto de forma.lismos analisado é a lexicalizaçã.o. Ela 
permite diminuir o espaço de busca da gramática e organizar o processamento porque 
permite prever quais constituintes devem ser encontrados, dado o conhecimento prévio 
sobre um determinado item léxjco que faz parte do texto analisado. Alguns forma.lismos 
baseiam-se in teiramente na lexicalização enquanto outros a utilizam para minimizar o 
problema da complexidade computacional. 
A complexidade computacional pode ser vista como a medida do tempo ef ou espaço 
necessários para se resolver um problema em ambiente computaci.onal. O tempo necessário 
para analisar um determinado texto (ou uma simples sentença) pode ser substancial, o 
que nos revela que a preocupação com as definições formais é necessária. Os formalísmos 
analisados exibem diferentes graus de preocupaçã.o com a complexidade em sua definição. 
Os formalismos variam dos que se baseiam em propriedades matemáticas até os que 
consideram estas propriedades secundárias. 
A complexidade, no PLN, se relaciona com que tipo de descriçã.o lingüística se de-
seja obter. Uma descrição mais elaborada permite que o sistema identifique com maior 
precisão quais sentenças pertencem a uma determinada língua. Aumentar a precisão sig-
nifica diminuir a quantidade de sentenças válidas descartadas e diminuir a quantidade de 
sentenças incorretas consideradas corretas pelo sistema. 
A capacidade de fornecer descrições mais elaboradas está relacionada com a sensibi-
lidade ao contexto do formalismo utilizado para analisar a sintaxe. Os formalismos que 
se baseiam em gramáticas mostram isso diretamente. Os que se baseiam na lexicalização 
radical mostram isso indiretamente e é necessário estudar seus protocolos de análise, ou 
seja, estudar como constróem uma resposta ou reconhecem uma sentença. 
O artigo que primeiro apresentou as TAGs[47] já perguntava em seu título "Quanta 
sensibilidade ao contexto é necessária para se obter descrições razoáveis?". Não parece 
haver urna resposta consensua.l para esta pergunta. A definiçã.o das XG, por exemplo, 
não toca neste problema diretamente, mas este formalismo é comprovadamente sensível 
ao contexto e tem a mesma complexidade dos problemas NP-completos [40] . Muitos 
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outro:> formah :>mos seguem o mesmo caminho(53]. o que no:> lc\·ou a 1maginar se qualquer 
sistema que trate de uma hngua natural seria necessariamente :\P-completo. 
A~ TAGs possuem um custo computacional polinomial c são apenas parcialmente 
5ensheis ao contexto. :\pesar de:>te formalismo não resoh e• todos o~ problemas lingüís-
ticos. sua pesqui!,a atnda e um campo aberto Sendo asstm, não é po-.shel afi rmar que 
a língua natural é um problema XP-completo. As conclusões sobre complexidade de\·em 
5er tomadas caso a caso. formalismo a form alismo. 
Tomat conhecimento do~ p10blemas que um custo computacional ele\'ado acarreta le-
va naturalmente à busca por a lternat.ivas. uma aná lise dos SIStemas de PLN existentes 
mostra que a ::;irnplcs mímica de parcelas da teoria lingüf:stica, em especial o Lratamento 
isolado da sintaxe, sem levar em consideração informações de outra ordem, gera inefi-
ciência e ineficácia. Para muitos fenômenos , como as elipses e anáforas. é preciso coletar 
informações de \ á rios níveis lingüísticos para sintetizar uma solução. 
Quantos e quais são os níveis de análise neces::;ários \'arta de acordo com os resultados 
esperado::, e o problema lingi.tíst1co tratado por cada sistema A mtegração dPsles nh·eis. 
no entanto, sempre depende de uma política de comunicação e de cooperação. A maneira 
mais stmples de se integral o::. ní\'eis de processamento é fazer com que o~ 1 e..,uJtados de um 
deles sejam a entrada do seguin te, sem colaboração intera t i\'a. Esta fa lta de cooperação 
le,·a a meficiêncaa pela necessidade de múJtiplas análises sobre um mesmo conjunto de 
mformaçoe. 
Os sbtemas de PL '-= são complicados pela própria natureza multtdlsctphnar e pelas 
característica~ da lmgua natural. Esta complicação gera alguns problemas. entre eles 
a dificu ldade de se obter a colaboração entre o~ níveis de anált~e. a dificuldade de se 
reaproveitar os trabalho~ prontos em novos sist emas e a de e coordenar o desenvol\'imento 
de sist.emas ao longo do tempo e frente à mudança das pessoas envolvidas. 
Ao longo do Lempo as técnicas de desenvolvimento evoluíram da programação im-
perativa pa1 a os s is~emas multi-agentes, passando pelos sistemas orientauo5 a objetos e 
arcabouços. Essa evolução foi marcada pela retirada do foco dos sistemas dos processos 
de resol ução dos problema:s (programação imperati\'a). passando pelas entidades en\·oh·i-
das no problema (o1ientação a objetos). pelos domínios de competência que envolvem a 
solução do problema (arcabouços) e chegando finalmente no protocolos de comunicação 
(agentes). 
Um agente 1!->0la não apenas seus dados e proces~os. mas também a interface de seus 
método::. tnternos Ele possui a capacidade de interpretai um protocolo de comumcação. o 
que pea mtte que se especifique uma interface samphficada e única para todas as solicitações. 
Desde que ~e adapte o protocolo de comunicação, um agente pode ~er tn!>erido em qualquer 
slslema nO\'O. mesmo que exista sobreposição dos nível'i de compNêncta ou que o agente 
não preencha um destes níve1s completamente, resolvendo os problema:- de forma parcial. 
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O agente parece ser a unidade básica adequada de desenvolvimento nos sistemas em 
que a arquitetura global do problema não é conhecída ou em que as Lécnicas de para-
lelização tradicionais não sejam adequadas. A mesma interface que esconde os métodos 
internos de um agente protege a sociedade onde ele se insere de suas modificações internas. 
Ao alterar um agente não existem efeitos colaterais fora dele desde que a coerência do 
pro1 o colo de comunicação seja mantida. 
Apesar de ser natural definir um agente a partir de suas capacidades esta técnica nem 
sempre gera as melhores soluções. Ao definir o agente a partir das interações que ele deve 
ser capaz de gerenciar, ou seja, a partir da comunicação desejada na sociedade, podemos 
gerar soluções mais escalonáveis, no sentido da capacidade de bala ncear a distribuição de 
tarefas entre os agentes. 
O modelo proposto de subsociedade sintática, que se utiliza de decomposjção ex-
trínseca, nos leYOU a reformular o conceito de "solução" para uma análise sintática. Com 
a interação vindo antes das capacidades individuais, uma solução passou a ser entendi-
da como qualquer parcela de informação coerente que possa au.xiliar na 1esoluçã.o de um 
problema maior. Mesmo a derivação por completo de uma sentença é parte da solução de 
um problema maior, o da a nálise do texto. 
Es~e modelo busca preservar o domínio de localidade estendido das TAGs, assim como 
incorporar faci lidades de outros formalismos (como as BMGs e XGs) para facilitar a 
construção, expansão e manutenção de gramáticas complexas. 
As motivações lingüísticas do modelo, no entanto. foram ''di rigidas" pelos requisitos 
computacionais, em especial a capacidade de balancear a carga de processamento sobre 
rnúhiplos processadores e/ ou computadores em uma rede local. Esta restrição afeta o 
tipo de dados que o analisador pode manipula r. 
Para resolver o problema do escalonamento optou-se por definir uma estru tura auto-
contida de comunicação. Ao transpor esta unidade de um agente para qualquer outro não 
é mais necessária nenhuma comun1cação adicional. Este objetivo foj apenas parcialmente 
oblido na medida em que a base gramatical pode ser grande demais para que valha a 
pena encapsulá-la dentro deste objeto. 
Para facilitar a organização do algoritmo de escalonamento propõe-se um modelo ba-
seado em agendas (ou filas) de solicitações. Estas agendas podem ser acessadas concorren-
temente e permitem que a parcela do agente que cuida do escalonamento e da distribuição 
de carga seja independente do núcleo do analisador sintático. 
Por outro la.do, o uso de agendas pode aumentar a quantidade de informação armaze-
nada durante o processamento, na medida em que para cada sol ic1taçào inicial de carga 
podem ser geradas muitas alternativas de processamento. O crescimento do espaço, no 
entanto, pode ser controlado da mesma maneira que o processo é escalonado. Uma das 
agendas de entrada fun ciona como uma caixa postal de solicitações que pode ser fechada 
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ou não analisada quando a carga do sistema superar o recomendá,·el. 
O ~1stema basf'ado no modelo proposto não é um trabalho completo. Entre os tra-
balhos futuros estão o refinamento do controle da gra rnát1ca para el irnrnar dependências 
circulares. a implementação de um agente responsável pela unificação: a integração dos 
agentes com outros sistemas e, principalmente, a const rução de urna gramática abran-
gente para o português. Outro ponto interessante é o apnmoramento do mecanismo de 
unificação. que deve passar do simples bloqueio de traços para uma linguagem de scripts 
que permitam operações mais elaboradas. 
O processo de integração envolve não apenas a utilização do modelo como urn analisa-
dor sin tático completo, mas também a análise de sua viabilidade como auxiliar no estudo 
de fenômenos lingüísticos específicos, tais como anáforas e elipses. Este estudo deve per-
mit ir que se ident ifique quais as alterações necessária& frente a novas necessidades. Ao 
analisarmos este tipo de integração poderemos validar a generalidade da proposta. 
Outra possibilidade interessante é identificar como e se este modelo pode ser utiliza-
do como uma fe rramenta de análise do discurso, em especia l para o preenchimento dos 
constitumLes não real izados mapeados nos nodos não obrigatórios. 
C ma das possibi lidades de integração já iniciadas envolve a ut il ização do modelo em 
um indexador semântico de textos baseado no léxico-gerativo de P ustejo,·sky (70], [34}. 
Uma carência neste trabalho é a ausência de uma aná lise da complexidade computa-
cional do sistema, que fica como sugestão para trabalhos futu ros 
Capítulo 6 
Apêndice A- Exemplos de 
derivação 
Neste apêndice estão cont idos alguns exemplos de derivação que pretendem ilustrar o 
funcionamento do protótipo construído. Apesar de não existir um estudo formal sobre 
a capacidade gerativa do formalismo híbrido desenvolvido, esperamos que os elementos 
aqui apresentados sirvam como um indicador de sua capacidade de reconhecimento. 
Para representar as derivações parciais e os resultados encontrados utilizaremos a 
notação linearizada, conforme descrita no capítulo 4. 
6.1 Exemplos triviais 
Alguns exemplos de derivação apresentam um grau ele complexidade baixo demais para 
demonstrar todos os recursos do protótipo, mas servem para ilustrar seu mecanismo de 
derivação. 
Tomemos como exemplo a seguinte gramática 1: 
iniciais 
<icomer> s( sn( det _1\0 ( #det ) subst) 
sv _SA(a_advlug, aJnstr )( Y( @vtdl) 
sn( det -· ro ( #det) subst)) ) 
auxiliares 
<a-advlug> sv( sv alug( prep( #prep) subst) ) 
<a_instr> sv( sv ainstr( v_uso( # indica_uso) sn( det subst)) ) 
àncoras 
1 O formato apresentado é igual ao esperado pelo protótipo. Todas as gramáticas e sentenças de 
entrada utilizadas neste apêndice foram testadas e validadas. 
128 
6.1. Exemplos tri,·iais 
@vtdl = {comer, comeu}: {icomer} 
palavras 
#det = {o, os, a, as, um, uma, uns, umas, aquela , aquele} 
#prep = {na, no, nas, nos, em} 
# indica_uso = {usando, com} 
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Ela foi construída para lídar com algumas construções do verbo '·comer'" , como po-
demos ver pela âncora "@vldl'.. A lista de palavras {.#def' agrega alguns termos que 
podem ser utilizados com a função de determinante. Obviamente esta lista, assim como 
as outras duas, pode ser trocada por regras mais elaboradas. Esta simplificação busca 
simplificar o exemplo. Da mesma forma, a âncora "@vtdl " contém apenas as formas 
'·comer" e "comeu" 1 podendo ser reaproveitada para um conj unto maior de conjugações 
deste e de outros verbos transitivos diretos. 
Conforme descrito no capitulo 4, tanto a gramática quanto a semença de entrada são 
fornec1dos, idealmente, pelo SMA, mas podem Lambém ser lidos de arquivo~ de entrada. 
Neste último caso algumas abreviaturas podem ser utilizadas para diminuir o espaço gas-
to. Os rótulos utilizados para as palavras não seguem um conjunto fixo e permitem que 
o usuário crie seu próprio conjunto de acordo com suas necessidades. A única exigência 
é que a gramát ica use rót ulos idênticos (inc1usive maiúsculas e minúsculas). Algumas 
abreviaturas mais comuns são o uso de "art" no lugar de ''artigo", ''subst" no de "subs-
tantivo" 1 '·vtd" no de ··verbo transitivo direto"', '·sing'· no de '·singular"' e ··masc·· no de 
''masculino··. 
6.1.1 Uma derivação direta 
O primeiro exemplo de derivação é trivial. A sentença de entrada ao menino comeu doce" 
pode ser derivada diretamente sobre a árvore "icomer". Quando o agente sintático lê a.s 
informações de um arquivo lexto ele tem o seguinte formato (a identação é opcional): 
o art [masc, sing] 
menino subst [masc, sing] 
comeu vtd [tempo=pret] 
doce subst [masc, si ng] 
A agenda do primeiro estágio do analisador contém exatamente as informações do 
texto acima. O segundo estágio percorre o texto e identifica que a palaHa '·comeu" está 
presente na ilha ··@vtdl"' e que esta ilha ancora apenas a estrutura inicial ··icomer''. O 
segundo estágio do analisador passa a conter, depois da ancoragem, uma entrada contendo 
o texto dividido em segmentos e uma árvore de derivação construída a partir de '·icomer:•. 
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:\este ponto o primeiro estágio do analisador fica Yazio porque a única sentença de entrada 
foi ancorada e t ransfenda para o segundo estágio. agora dentro do seguinte formato: 
segmento O 
o att [masc. singJ 
menino subst [masc. smg] 
segmento 1 
doce subst [ masc, sing] 
ancora 
comeu ,·td [t.ernpo=prel] 
derivação 
s( sn ( det _NO (#det) subst) 
sv _SA(a_adv lug, a..instr)( v (vtdl(comeu)) 
sn(det _'\0 (#det) subst)) ) 
A troca de mformações entre estágios pode ocorrer de forma síncrona ou assíncrona de-
pendendo da connguração do agente. ~a forma síncrona os esLágios são ativados em uma 
ordem circular constantPmente e ,·erificam a disponibilidade de mformações nas agendas 
dos estágio!:l antcriore:>. :\a forma assíncrona cada estágio verifica ~eu estado (ocupado ou 
desocupado) (• le a agenda do estágio anterior quando seu critét io de decisào2 for apro-
priado e 'enfie a se existem dados disponíveis. Caso extstam ele o~ processa; caso não 
existam ele hiberna pot um tempo pré-determinado antes de fazer nova verificação. Cm 
estágio, opet ando em forma assíncrona pode ser ati,·adu por um agente do S~fA sempre 
que necessát i o att avé~ da mterface de comunicação. Na forma shtcrona as solicitações 
ext.ernas somentr serão atendidas na próxima ativação circular. 
A partit das informações contidas na entrada do segundo est.ágio o terceiro estágio 
identifica a exis1êncil\ de um seletor de adjunção e doi~ marcadores de nodo opcional 
(: . ..NO''). Para r·et.irar os marcadores de opcional, a á rvore derivada do segundo estágio é 
transformada em quatro a lternat ivas. com o segundo nodo opcional e com o primeiro (1). 
com o segundo e sem o pnmeno (2). com o primeiro e sem o ::,egundo (3) e. finalmente. 
sem nenhum dois dois nodos (4) As quatro combinações geradas para a árvore deri,·ada 
sao: 
1) s( sn( det{ #det) subst ) 
S\' ..SA(a..advlug. a_instr)( \·( @vtdl( comeu)) 
sn( det( #det) subst)) ) 
2Uma taxa de ocupação de recursos da máquina anfitriã definida previamente. 
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2) s( sn( subst) 
sv _SA(a_advlug, a_instr)( v( @vtd1( comeu)) 
sn( det( #det) subst)) ) 
3) s(sn( det( # det) subst.) 
sv _SA(a_advlug, a...instr)( v( @vtd1 ( comeu)) 
sn ( subst)) ) 
4) s( sn( subst) 
sv _SA (a_advlug, a_instr)( v( @vtdl( comeu)) 
sn( subst)) ) 
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Cada uma das quatro alternativas ainda possui o seletor de adjunção original que 
permite, mas não obriga (é um ''-SA''), que duas árvores auxiliares sejam adj untadas. 
"a_advlug" e "a_instr'' . Este seletor pode gerar quatro a.hernativas de derivação para cada 
uma das quatro alternativas geradas pelos marcadores denodos opcionais: sem nenhuma 
adjunção, adjuntando somente 1'a_advlug'', a.djuntando "a...instr'· e, adjuntando primeiro 
"a..a.dvlug" e depois "a....instr'' nesta ordem. O processo de análise sintática computa, desta 
forma, dezesseis alternativas de derivação, nem todas promissoras, a partir da combinação 
de três árvores. 
O objeto responsável pelo terceiro estágio sabe, olhando a requisição do segundo 
estágio, que existem quatro palavras na. sentença de entrada e que uma delas funcio-
na como âncora, ou seja, já foi afixada na árvore de derivação. Ele também sabe, olhando 
as alternat ivas geradas pelo marcador de opcional, que a alternativa (1) possui cinco nodos 
folhas, sendo uma delas ocupada pela âncora. Desta forma a alternativa (1) não é inte-
ressante como opçã.o de derivação porque tem nodos-folha demais. É importante lembrar 
que não são permitidas derivações vazias no formalismo usado pelo agente sintático, o que 
conseqüentemente, impede que o número de nodos-folha decresça durante uma derivação. 
As alternativas (2) e (3) possuem quatro folhas cada uma e a alternativa (4) possui três. 
o que torna todas elas viáveis. 
Ao descartarmos uma das alternativas gerada pela remoção dos marcadores de opci-
onais, a de número (1 ), o número de opções de derivação cai de dezesseis para doze. O 
analisador ainda verifica quantos nodos-folha novos são adicionados em cada adjunção. 
Isto é fei to contando quantos nodos-folha cada árvore auxiliar possui e diminuindo um 
deste valor3 . Esta subtração ocorre porque um dos nodos desta árvore auxiliar é o nodo pé, 
que será descartado na adjunção. Desta forma sabemos que a árvore a uxiliar !<a_advlug" 
possui três nodos-folha e vai adicionar dois nodos-folha (3 folhas - 1 pé = 2 nodos novos) 
na árvore derivada. Isto impossibilita sua adjunção nas árvores (2), (3) e ( 4) porque as 
árvores derivadas resultantes teriam seis nodos-folha nos dois primeiros casos e cinco no 
3 Nodo-folha não é sinônimo de terminal. 
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terceiro, sempre contando com a âncora, enquanto a sentença de entrada possui apenas 
quatro palavras. Isto reduz as alternativas de doze para seis. 
1Jsando a mesma lógica de contagem de nodos para a árvore auxiliar ··aJnst~· . sua 
adjunção fica impossibilitada de ocorrer em todas as três alternativas. Isto porque ela 
gera três novos nodos (4 folhas- 1 pé= 3 nodos novos) o que elevaria o tota l de folhas 
das alternativas (2) e (3) para sete e da alternativa (4) para seis. Descartando esta 
alternat iva de adjunção nossas alternativas de derivação caem de seis para três. Esta 
seleção de alternativas não ocorre depois da adjunção, ou seja, o analisador não adjunta 
para depois contar o número nodos fo lhas da árvore resultante. Ele calcula este resultado 
antes de realizar a operação. 
Cada uma das três alternativas não descartadas gera uma entrada livre de seletores de 
adjunção e de marcadores de nodo opcional na agenda do quarto estágio do analisador. 
Cada uma destas entradas contêm a sentença de entrada, segmentada da mesma forma 
que no estágio dois, e mais uma das árvores derivadas: 
.-\) s( sn( subst ) 
sv( v( @vtdl( comeu)) 
sn( det ( #det) subst)) ) 
B) s( sn( det ( # det) subst ) 
sv( v( '@vtdl ( comeu)) 
sn( subst)) ) 
C) s( sn( subst.) 
sv( v ( @vtdl ( comeu)) 
sn( subst.)) ) 
O quarto estágio do analisador do agente seleciona uma alternativa de cada vez e tenta 
acomodar a sentença. de entrada. Neste caso ele obtém sucesso na estrutura (B), que é 
fornecida como solução na seguinte forma: 
segmento O 
o art [masc, sing] 
menino subst [masc, sing] 
segmento 1 
doce subst [masc, síng] 
âncora. 
comeu vtd [tempo=pret} 
derivação 
s( sn( det( # det( o [masc, sing])) subst( menino [masc. sing])) 
sv( v( @vtdl ( comeu [tempo=pret)) 
sn( subs1 ( doce [masc, sing]))) ) 
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As duas alternativas restantes não são descartadas de imediato. O quarto estágio busca 
alternativas de substit uição nas árvores iniciais da gramática . Na gramática exemplo nã.o 
existem substitu ições possíveis. Caso existissem, este estágio geraria todas as combinações 
possíveis e as reagendaria no segundo estágio. Como vimos, o segundo estágio expande 
os seletores e marcadores de opcional, o que garante que cada alternativa reagendada seja 
tratada corretamente mesmo quando possuem novos seletores e marcadores. 
6.1.2 Usando a adjunção 
Para ilustrar um exemplo mais complexo vamos incrementar a sentença do exemplo ante-
rior e manter a gramát ica idêntica. Tornemos a seguin te sentença (sem os traços mor ro-
sintáticos para facilitar a leitura): 
o art [ l 
men mo subst [ l 
comeu vtd [ ] 
doce subst [ ] 
no prep [ l 
quarto subst [ ] 
O primeiro e segundo estágios da análise seguem idênticos, mas o terceiro estágio não 
pode mais descartar a alternativa (1) porque agora a sentença de entrada tem palavras 
suficientes (cinco folhas contra cinco pala\Tas, contando a âncora) . 
Das dezesseis a lternativas de derivação, no entanto, oito são descartadas. Q uatro se 
perdem porque a adj unção das duas árvores auxiliares em seqüência geraria cinco novos 
nodos-folha (dois de '"a_ad vlug" e t rês de "a_instr''). Se estas adj unções ocorressem, 
a alternativa (1) ·ficaria com dez nodos, as alternativas (2) e (3) com nove nodos e a 
alternat iva ( 4) com oito, contra seis palavras da sentença de entrada. 
Das doze alternativas restantes são ainda descartadas mais três porque a á rvore auxiliar 
"ajnstr11 ( três novos nodos) não p ode ser adj untada nas alt.ernativas (1), que ficaria com 
oito nodos, (2) e (3) , que ficariam com sete nodos cada. Das nove alternativas o analisador 
descarta mais uma, a adjunção da árvore auxiliar '·a-advlug'' na alternativa (1), que ficaria 
com sete nados. 
As oito alternativas restantes, portanto. são a.s quatro alternativas origina.is- (1 ), (2), 
(3) e ( 4) - sem adjunção alguma (os seletores são do tipo "J)A" ) mais as alternativas 
geradas pela adjunção de "a_advlug'' (dois nodos novos) em (2), (3) e (4) e, ainda, pela 
adjunção de "aJnstr" em (1), que ficaria com seis nados. As alternativas analisadas 
seriam, desta forma, a-S seguintes: 
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A) ~( sn( ::.uhsl ) 
5\'( ,.( !htdl( comeu)) 
sn( subst)) ) 
B) s( sn( subst) 
S\{ S\( v( Q.\·td l{ comeu)) 
sn( ::,ubst)) 
alug( prep( #prep) ~ubst)) ) 
C) s( sn( subst ) 
sv( S\'( v( @vtdl (comeu)) 
sn ( subst)) 
ain&tr( v_uso( # iHdica_uso) sn( det subst))) ) 
D) s( sn( subst) 
sv( '-( (éh·tdl( comeu)) 
.,n( del( #df'l ) sub::,t)) ) 
E) s( sn{ sub~t) 
S\' ( sv( ,.( oqd1( comeu)) 
sn( det( #der) subM)) 
a lug( prep( # prep) s ubst )) ) 
F) s( sn( det( #det} subst) 
::,\( ,.( o"tdl( comeu)) 
sn( subst)) } 
G) ~c sn( del( #det) sub::,l ) 
sv( sv( \'( Q\'tdl ( comeu)) 
sn ( su b::.l)) 
alug( prcp( #prcp) subst)) ) 
11) s( :;m( det( #deL) subst ) 
S\'( v( º'\'td l ( comeu)) 
s n ( del( #det) subst)) ) 
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A. solução enront rada no quarto estágio é a fornecida pela alternati\'a (G} Como não 
é po~shel f'\:PCUtar sub utuições pela ausência de árvore~ inic1a1s adequadas o processa-
mento se encerra sem reagendamentos. 
C ma semcnça corn mab palavras. tal corno: 
o art [ ] 
menmo subsr [ ] 
comeu \td [ ] 
doce subst [ ] 
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no prep [ l 
quarto subst [ l 
usando vtd [ l 
as art [ l 
mãos subst [ ] 
permite que mais das dezesseis combinações possíveis da gramática sejam geradas e ana-
lisadas. Neste caso apenas uma alternativa seria descartada: a adjunção em seqüência de 
''a_advlug" e "aJnstr" em (1) . As quinze alternativas geradas são as seguintes: 
A) s( sn( subst) 
sv( v( @vtdl( comeu)) 
sn ( su bst)) ) 
B) s( sn( subst) 
sv( sv( v( @vtdl ( comeu)) 
sn( subst)) 
alug( prep( #prep) subst)) ) 
C) s( sn( subst) 
sv( sv( sv( v(@vtdl( comeu)) 
sn( subst)) 
aJug( prep( # prep) subst )) 
ainstr( v_uso( # indica-uso) sn( det subst))) ) 
D) s( sn( subst) 
sv( sv( v( @vtdl ( comeu)) 
sn( subst)) 
ainstr( v_uso( #índica_uso) sn( det subst) )) ) 
E) s( sn( subst) 
sv( v( @vtd1 ( comeu)) 
sn( det( #det) subst)) ) 
F) s( sn( subst) 
sv( sv( v( @vtdl ( comeu)) 
sn( det( #det) subst) ) 
alug( prep( #prep) subst)) ) 
G) s ( sn ( s u bst) 
sv( sv( sv( v( @vtdl ( comeu)) 
sn( det( #det) subst)) 
alug( prep( #prep) subst)) 
ainstr( v_uso{ #indica-uso) sn( det subst))) ) 
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H) s( sn ( subst ) 
S\ '( sv( \"( <htdl ( comeu)) 
sn( de t ( # det) subst)) 
ainstr( \'_uso( # indica_uso) sn( det subst))) ) 
I) s( s n( det{ #det ) subst ) 
S\ ( \ ( @vld1( comeu )) 
&n( subst)) ) 
J) s( sn( det ( #det) subst) 
sv( sv( v( @vtdl ( comeu)) 
sn( su bst)) 
a lug( prep( # prep) subst)) ) 
K) s( sn( det( #det) subst) 
sv( sv( SY( v( @vtdl( comeu)) 
sn ( 5ubst)) 
alug( prep( # prep) subst)) 
ainstr( \'_uso( #indica.uso) sn( det subst))) ) 
L) s( sn( det( #del} subst) 
sv ( sv( ,.( {i \1 dl ( comeu)) 
sn( s ubs t)) 
ain~tr( v_uso( # .ndica_uso) sn( det subst))) ) 
\1) s( s n( det ( #det) subst ) 
sv( ' ( @n .dl ( comeu)) 
sn( det( #det) subst)) ) 
N) s( sn( det( #det) su bst) 
sv( sv( v( @vtdl ( comeu)) 
sn( det( #det) J; ubst)) 
a lug( prep( #prep) subst)) ) 
O) s( s n( det ( # det) subst) 
sv( S\'( v( rgvtdl( comeu)) 
sn ( det( # det) subst.)) 
aínstr( ,._uso( # indíca..uso) sn( det substJ)) ) 
A ::,o}ução encontrada neste caso é a de letra (K) . 
6.2 Reconhecendo referências cruzadas 
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:\o capítulo 3 apresentamos as B~1Gs - Bound-A1ovement Grammars - e mostramos 
como este formalísmo é capaz de reconhecer referências cruzada~ que a5 XGs - Extrapo-
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sition Grammars - não podem. 
O formalismo si mplificado proposto também é capaz de reconhecer a mesma sentença 
e de gerar a mesma árvore de derivação. Dada a sentença de entrada4 : 
o art [ l 
livro subst [ l 
que prel [ l 
a prep [ l 
uma art [ ] 
amiga subst [ ] 
o art [ ] 
Joã.o subst [ J 
deu v t i [ l 
desapareceu v i [ l 
e utilizando a gramática: 
iniciais 
<vLi ni > s( sn _SA(re11)( det ( #det) subst) 
sv (v i ( @v i)) ) 
< reLtopica.lizada> reLtopicalizada( sp( prep sn( det( #det) subst)) 
s( sn( det ( #det) subst) 
sv(vt i)) ) auxiliares 
< rell > sn( sn relativo( cabeça( #que) reLtopicalizada) ) 
âncoras 
@vi= {desapareceu} :{vUni} 
palavras 
#det = {O: os, a , as, um, uma, uns, umas, aquela, aquele} 
#que = {que} 
são analisadas duas alternativas de derivação e um reagendamento, que é gerado quando 
uma tentativa de resolução falha e existem substituições possíveis no quarto estágio do 
analisador. A árvore derivada obtida como resposta é: 
4 Foram utihzadas quatro novas abreviaturas neste exemplo: "prel" no lugar de "pronome relativo'·, 
"prep" no lugar de "preposição" , "vti" no lugar de ''verbo transitivo indireto'' e "vi" no lugar de "verbo 
intransitivo". 
6.3. Provendo recursão 
s( sn( sn( det( #det( o)) subst( livro)) 
relativo( cabeça( #que( que)) 
reLtopicalizada( reLtopicalizada( sp( prep( a) 
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sn( det( #dei( uma)) subst ( amiga))) 
s( sn( det( # det ( o)) subst( João)) 
sv( vti ( deu))))))) 
sv( vi ( @vi ( desapareceu)))) 
6.3 Provendo recursão 
Apesar do formalismo simplificado não permitir a recursão direta nos nodos pés das árvores 
auxiliares, devido a alg-umas restrições derivadas do tipo de comunicação de que o agente 
sintát ico é capaz, um artifício pode ser utilizado para contornar este problema. 
A seguinte gramática utiliza uma substituição para forn ecer a recursào na adjunção 
por meios indiretos: 
iniciais 
< poesiai> s( sn( subst) 
sv( v( @poesia) 
sn -SA(rec)( subst)) ) 




sn( sn prel(#que) 
relat( ,·td sni) ) 
@poesia = { amava}:{poesiai} 
pa1avras 
#det = {o, os, a, as, um, uns , uma, umas, aquela. aquele, ele} 
#que= {que} 
Esta gramática é capaz de reconhecer sentenças como, por exemplo: 
João su bst [ l 
amava vtd [ l 
Maria subst [ l 
que prel [ l 
amava vtd [ l 
Pedro subst [ l 
que prel [ ] 
6.4. Exemplos lingüísticos 
amava vtd [ ] 
Juliana subst. [ l 
que prel [ ] 
comia vtd [ l 
boli nho subst I 1 
A á rvore de derivação resultante desta sentença é: 
s( sn ( s ubst( Joào)) 
sv( v( @poesia( a mava)) 
sn (sn ( subst( Maria)) prel(#que( que)) 
relat(vtd ( amava) 
sni( sni ( sn ( sn( subst( Pedro)) prel( #que( que)) 
relat("td ( amava) 
sni ( sni ( sn( sn ( subst ( Jul.iana)) prel( # que( que)) 
relat( vtd( comia) 
sni( sni ( sn ( subst{ bolinho)))))))))))))))) 
6.4 Exemplos lingüísticos 
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Para demonstrar como o analisador pode manipular sentenças ma is complexas, fo ram de-
finidos exemplos lingüísticos envolvendo coordenações e termos elípticos. Para manipular 
a lguns tipos de elipses podemos de'finir a seguint e gramát ica: 
iniciais 
<vti> s(s _SA(coordl)(sn( det _NO( #det) subst) 
sv( vti ( @vti) prep sn ( det _NO( #det) subst)) ) ) 
<vtdi_part> s( s _$A(coord2, coord5)( 
sn( det -~0( #det) subst.) 
sv( vaux vtdi ( @vtdLpart) 
sn( det _j'\JQ( # det) su bst) 
prep sn ( det _NO( #det) s ubst)) ) ) 
<vtdi> s( s _SA(coord6)( sn( det -1"\JO( #det) subst) 
sv( v·tdi( @vtdi ) sn ( det. .J"\10( #det) s ubst) 
prep sn ( det _NO( #det) subst)) ) ) 
< vtd> s( s _SA(coord3)( sn ( det _'lO( #det) subst) 
sv( vtd( @vtd ) sn ( det. _J~O( # det) subst -SA( posse))) ) ) 
< el > gapping_tl ( sn( det .J"\10 ( #det) s ubst) prep s ubst ) 
<eO> gapping_t2(sn( det -1\JO ( # det) subst ) 
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sn( ciet _'\0( # det) subst)) 
<e2> elipse_t2( sn( det _.\0( # det) subst) 
repete ...SA{ parL.repete)( # repete)) 
<e3> elipse_t3( s _$:\( coord-t)( 
sn( det _\Q( #det) subst ) 
S\" ...SA( nega}( nd sn( det( # det) ~ub:;t)) ) ) 
<e-1 ...... ~ reduction \·tdi( ~\·( vtdi sn ( der _\0( # det ) subst) 
prep sn( subst) ) ) 
<stm p!)n> si mpsn( subst) 
auxiliares 
< nega> sv( negação( # nega) sv) 
< parLrepet e> repete( repete , ·aux) 
< posse> subst. ( suhst prep pposs simpsn) 
<coordl> s( s con.i( #conj) gapping_tl) 
<coord2> ~( ~ conj( #conj) e1Jpse-t2} 
<coord3> s( ~ conj( #cOnJ) ehpse-t3} 
<coord-l> s( s prep pre l elipse_t2) 
<coord5> s( ~ conj( #conj ) reductionstdi) 
<coord6> s( s conj( #conj ) gapping_t2) 
âncoras 
&vu = {gosta} ·{\1.i} 
@\·tdLpart = {dado, com prado} : { ,·tdLpart} 
@ vtdi = {deu}: { ~.· tdi } 
~ vtd = {conquistou} { vtd} 
palavras 
#det = {o, os, a, as, um, uns , urna.. umas , muitos, esses, sua.} 
#COllJ ={e} 
#repete= {Lambem} 
#nef!.,a = { niiO} 
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Esta gramática P capaz de reconhecer sentenç~ complexas ca tacterizando o tipo de 
termo elípLtco na cláusula coordenada. Esta caracterização permite que se "iatba quantos e 
quais l ermo~ são elípttco::, e o que buscar na ~trutura s1ntá tica para preenche-los. :\pesar 
desta gramau ca ter essa rapacidade. ela não pretende re::,oh et· o problema d as elipses 
em cláusulas coordenadas, apen~ demonstrar a capac1dade do analbador. Conforme 
mencionado no capítulo 5. a construção de uma gramática robu:;ta pa ra o português faz 
pane do~ trabalho.., futuros 
Tomemos como exemplo a seguinte sentença· 
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João subst [ l 
gosta Yt i [ ] 
de prep [ ] 
cinema subst [ l 
e conj [ l 
Pedro s ubst [ ] 
de prep [ J 
teatro subst [ ] 
Após analisar treze alt ernativas1 incluindo os reagendamentos, o sistema identifica a 
seguinte solução: 
s( s( s( sn ( subst ( J oão)) 
sv( v ti ( @vt,i ( gosta) ) 
prep( de) sn ( subst( cinema)))) 
conj ( #conj ( e)) 
gapping_Ll ( gapping_tl( sn ( s ubst ( Pedro)) 
prep( de) subst ( teatro))))) 
Uma sentença um pouco mais complexa, também contendo termos elípticos, é a se-
guinte: 
João subst [ ] 
t inha vaux [ ] 
dado vtdi [ ] 
es~es pdem [ ] 
li n os subst [ 1 
ao prep [ ] 
filho subst [ ] 
e conj [ J 
Maria subst [ ] 
tambem adv [ l 
t inha vaux [ ] 
Usando a mesma gramát ica, o s istema analisa cinqüenta e oito alternativas e fornece 
a seguinte solução: 
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s( s( s(sn( subst( .João)) 
sv( vaux( tinha ) vtdi( @\rtdi_part( dado)) 
sn( det( #det( esses)) subst( livros)) 
prep( ao) sn( subst( filho}))) 
conj( #conj( e)) 
elipse_t2( elipsEU2( sn ( subst( Maria)) 
repete( repete( #repete( tambem)) vaux( tinha)))))) 
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Também é possível ana lisar duas ou mais coordenações agrupadas. O mecanismo de 
traços morfo-sintáticos pode ser utilizado1 neste caso, para ident ificar quais constituintes 
devem ser referenciados. Vejamos a seguinte sentença: 
João subst 
conquistou vtd 
















Após avaliar d uzentas 



















e noventa e quatro alternati\'as o ststema deter mina que a 
6.4. Exemplos lingüísticos 
s( s( s( sn( subst( João)) 
sv( vtd( @vtd( conquistou)) 
sn( det( #det( a)) subst( subst( confiança) 
prep( de) pposs( seu) 
simpsn( simpsn( subst( chefe))))))) 
conj( #conj( e)) 
elipse_t3( elipse_t3( s( s( sn( subst( Maria)) 
sv( negação( #nega( não)) sv( vtd( admite) 
sn( det( #det( a)) subst( hipotese)) ))) 
prep( de) prel( que) 
ehpse_t2( el ipse_t2( sn( subst( Pedro )) 
repete( repete( # repete( tambem)) 
vau:x( tenha))))))))) 
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Nesse exemplo podemos observar claramente que o número de combinações ana lisadas 
cresce de acordo com o número de palavras da sentença de entrada e de acordo com a 
ambigüidade da gramática. Ao explicitarmos os seletores de adjunção tornamos possível 
que o autor da gramática controle o grau de ambigüidade. Este exemplo também nos 
dá indícios de que a paralelização pode ser interessante, na medida em que o analisador 
proposto disponibiliza as alternat ivas uma a uma. e não em lote. 
Um outro tipo de elipse pode ser observado na seguinte sentença de entrada: 
João subst [ l 
tem vaux [ l 
comprado vtd [ l 
muitos adjadn [ l 
livros subst [ l 
aos prep [ l 
filhos subst [ ] 
e COnJ [ ] 
oferecido vtdi [ ] 
muitos adjadn [ ] 
discos subst [ l 
a prep [ ] 
mulher subst [ ] 
O sistema, sempre usando a mesma gramática, analisou noventa e quatro alte rnat ivas 
de derivação e determinou que a solução para a sentença é: 
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s( s( s(sn( subst ( João)) 
SY( ''aux( tem) \"tdi ( @vtdi_part ( comprado)) 
sn( det ( # det ( muitos)) subst (livros )) 
prep( aos) sn( subst( filhos)))) 
conJ( #conj( e)) 
reduction_vtd í( reduction_Ytdi( sv( vtd i( oferecido) 
sn( det( # det( muitos)) sub:,t( discos)) 
prep(a) sn( subst(mu lher))))))) 
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Para o agente simático não importa quan tos elementos elípticos existem em uma sen-
tença, desde que a gramática preveja a possibi lidade de sua existência usando marcadores 
de nodo opciona l ou multiplicando o número de árvores. Um exemplo de dois termos 
elíp ticos em uma coordenação pode ser visto na seguinte sentença: 
João subst [ I 
deu Ytd [ I 
flores subst. [I 
a prep r 1 
sua pposs [ 1 
mãe subst [ I 
e conj [I 
Pedro subst ll 
chocolates subst [ ] 
Após analisar vinte e oito a lternatiYas, o agente sintático deterrrunou que a solução 
para este exemplo é: 
s( s( s(sn( subst( João)) 
sv( vtdi ( ~vtdi (deu )) 
sn( subst( flores)) 
prep( a) sn( det( # det ( sua)) subst( mãe)))) 
conj( #couj( e)) 
gapping_t2( gapping_l2(sn( subst ( Pedro)) 
sn( subst( chocola tes)))))) 
6.5 Comentários sobre a paralelização 
Conhecendo o funcionamento dos est ágios do analisador e obsen ando os exemplos deste 
capítulo podemos inferir que a]guns estágios do analisador podem ficar ociosos enquanto 
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outros ficariam sobrecarregados. O terceiro estágio, por exemplo, manipula os marcadores 
de nodo opcional e os seletores de adjunção, consumindo praticamente todo o tempo de 
processamento do analisador para os exemplos fornecidos. 
Isto nem sempre é verdade. na medida em que estamos trabalhando com exemplos 
fabricados. Em uma gramática robusta , capaz de analisar textos reais, o primeiro estágio 
do sistema seria bastante exigido porque seria obrigado a pesquisar o SMA em busca da 
classificação categoria} das palavras e de seus traços morfo-sintáticos. 
Da mesma forma, com uma gramática mais robusta, a ancoragem das sentenças pode 
envolver a pesquisa de uma base de dados considerável antes de ser possível segmentar o 
texto e escolher um conjunto de ancoragens. O quarto estágio, por sua vez, pode ter sua 
carga de trabalho aumentada ao comunicar os resul tados para o SMA. 
O formato do analisador, em estágios independentes, permite que se especifiquem 
políticas especiais de processamento. Caso se identifique que uma aplicação específica 
exija mais de um estágio de análise que dos demais. pode-se especial izar um ou mais 
agentes para realizar apenas uma etapa da análise. Pode-se, por exemplo, dedicar três ou 
quatro agentes , residentes em máquinas anfitriãs ou processadores diferentes , para realizar 
apenas as tarefas do terceiro estágio. Estes agentes aceitariam somente solicitações neste 
formato e requisitariam o processamento das alternatiYas a outros agentes. 
Esta configuração especial de processamento torna o analisador superescalar. no sen-
tido de multiplicai unidades de processamento para operações especificas. Esta é uma 
maneira alternativa de utiliza r a capaddade deste modelo de balancear o custo da análise 
entre máquinas ou processadores diferentes. 
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