This paper develops an efficient three-dimensional localization method for transient acoustic sources, with uncertainty estimation, based on time differences between direct and surface-reflected arrivals at two hydrophones. The localization method accounts for refraction caused by a depth-dependent sound-speed profile using a ray-theoretic approach for calculating eigenray travel times and partial derivatives. Further, the method provides localization error estimates accounting for uncertainties of the arrival times and hydrophone locations, as well as for depth-dependent uncertainties in the sound-speed profile. In the first of two steps, source depth and range to each hydrophone are estimated using an iterative, linearized Gauss-Markov inversion scheme. In the second step, the estimated source ranges are combined with the hydrophone locations to obtain the source location in the horizontal. Localization performance is analyzed in a simulation study, and the linearized localization estimates and uncertainties are validated by comparison with a fully nonlinear (but numerically intensive) Markov-chain Monte Carlo inversion.
I. INTRODUCTION
This paper describes a Bayesian framework for passive three-dimensional (3D) localization of broadband transient underwater sound sources using a pair of hydrophones and taking into account refraction effects and multipath propagation. High-accuracy 3D localization is important for a variety of applications such as marine mammal research, localization of underwater locator beacons (ULBs)-acoustic pingers emitting short-duration pulses-involved in monitoring divers, in search and rescue operations, etc.
Whale research largely relies on acoustics. Detection and localization of cetaceans can be carried out either by passive techniques based on the analysis of clicks, impulsive sounds emitted by the whales, received at a hydrophone array (Watkins and Schevill, 1972; Wahlberg et al., 2001; Teloni, 2005; Tran et al., 2014) , or by active methods including the use of active sonar (Papastavrou et al., 1989) and tagging (Watkins et al., 1999; Madsen et al., 2002; Johnson and Tyack, 2003; Mathias et al., 2012) , or by a combination of the above (Watkins et al., 1993 , Zimmer et al., 2003 . Passive acoustic monitoring is the most discreet observing method, provided that the animal of interest vocalizes within the range of the receiving instruments, typically on the order of 5-10 km for sperm whales (Goold and Jones, 1995; Jaquet et al., 2001) . A simple array configuration commonly used for marine mammal observation involves two hydrophones. Estimates for the animal's bearing can be obtained by measuring the time difference of arrival (TDOA) of the direct arrivals at the two hydrophones (Watkins and Schevill, 1972; Leaper et al., 1992; Hastie et al., 2003) . By combining bearing estimates from multiple hydrophone pairs, range, and depth estimates can be obtained (Baggenstoss, 2011) . Multi-element arrays (Teloni, 2005; Tran et al., 2014) have the advantage of SNR improvement through beamforming and also allow for localization, e.g., by using backpropagation techniques (Voltz and Lu, 1994) or by combining bearing measurements from spatially separated apertures (Tran et al., 2014) . A pair of hydrophones does not have these advantages, but, on the other hand, represents a simple, robust, and low-cost configuration.
By exploiting direct and surface-reflected arrivals at a pair of hydrophones at known depths, 3D localization of pulsed sources can be achieved, as initially shown in the case of a homogeneous-ocean approximation (straight-ray localization) (Skarsoulis et al., 2004; Thode, 2004) . In shallow water environments direct, surface-and bottomreflected arrivals at a single hydrophone can be used to obtain source range and depth estimates in the near field of the hydrophone (Tran et al., 2014) . Refraction effects become important for localization at longer ranges. A number of ray-theoretic methods for two-hydrophone localization have been introduced Kalogerakis, 2005, 2006; Thode, 2005; Mathias et al., 2013) accounting for refraction effects on ray geometry and travel times. Results from these studies indicate that in temperate environments such as the Mediterranean Sea the effects of stratification and associated acoustic refraction are remarkably strong in summer when the sound-speed profile is characterized by a shallow axis and strong nearsurface gradients.
In addition to cetacean observation, passive acoustic localization finds applications in the framework of search and rescue operations. Flight and voyage data recorders on board airplanes and ships are equipped with ULBs which are activated once they come in contact with water, such that they can be detected and located acoustically in the underwater environment. Similar beacons are used as safety equipment by divers for emergency localization. Traditional ULB search is based on using a single hydrophone to first detect the acoustic signal and then try to home-in on the device (Kelland, 2009 ). More elaborate methods use a number (3-4) of surface buoys equipped with underwater hydrophones (sonobuoys) to directly estimate the ULB location in three dimensions. This is obtained by measuring and exploiting TDOAs of the pinger signal (direct arrivals) at the different sonobuoy locations (triangulation), assuming a constant speed of sound (Kelland, 2009; Thomas, 2000) . None of these methods account for the spatial variability of the speed of sound in the ocean and the induced refraction effects. While these effects are negligible at short distances, O(0.1 km), they can become significant for longer distances, O(1 km), depending on stratification conditions and source/ receiver locations (Skarsoulis and Kalogerakis, 2006) .
The method developed in this paper aims to advance the mathematical framework for two-hydrophone passive localization of broadband transient sources by adopting a Bayesian approach (Berger, 1985) . Within this framework, localization is carried out by maximizing the posterior probability of the source location given the TDOA measurements, taking into account the prior information about TDOA observation errors, as well as hydrophone depth and propagation uncertainties. For the solution of the propagation problem and the calculation of travel times in the presence of refraction, ray theory (Brekhovskikh and Lysanov, 1982) is applied. The ray travel-time equations are linearized with respect to source locations, hydrophone depths, and perturbations of the sound-speed profile using analytic partial derivatives. Source ranges and depth are then obtained by applying an iterative inversion scheme. Dosso and Ebbeson (2006) applied an iterative linearized Bayesian inversion scheme to address the general localization problem involving multiple sources and receivers taking into account refraction effects and applying Newton's method to find eigenrays for non-turning direct ray paths. In that work, environmental uncertainties were taken into account by assuming an unknown offset (bias) to the soundspeed profile. Thomson and Dosso (2013) applied this scheme for AUV localization based on TDOAs between receptions at five hydrophones and conducted a study of localization accuracy comparing localization results with results from a non-linear Monte-Carlo approach. Further, Rideout et al. (2013) applied a similar scheme to localize Pacific walruses based on acoustic receptions at three spatially separated hydrophones in the northeastern Chukchi Sea. Lin and Michalopoulou (2014) developed a method based on ray theory, linearization, and particle filtering for sound speed estimation and source localization in the case of a single source and multiple receivers, and applied this method for the analysis of data from the Shallow Water 06 experiment.
In the present work, localization is based on acoustic recordings at two hydrophones by exploiting TDOAS between direct and surface-reflected arrivals. Refraction is taken into account by applying a general ray-tracing approach that also allows turning eigenrays, which may be needed for long-range localization. The sources of uncertainty involve travel-time measurement and hydrophonelocation errors, as in previous studies, as well as depthdependent sound-speed uncertainty. The latter can account for changes in the propagation conditions between the times of sound-speed measurements and acoustic recordings. Such changes are usually depth dependent, e.g., due to nearsurface warming/cooling. Deep-water environments are considered, with ranges of interest of up to several kilometers. Under these conditions it is reasonable to assume that the environment is range independent. Further, in most applications practical limitations preclude measuring the lateral variation of sound speed over the 3D volume of the study area.
In the present approach, the range and depth estimation problem is decoupled from the bearing (azimuth) estimation problem, and the localization is carried out in two steps. In the first step, the depth and the horizontal distance (range) of the source from each hydrophone is estimated by applying an iterative linearized inversion scheme. In the second step, the estimated ranges are combined with the hydrophone locations for the estimation of the source bearing. The advantage of this two-step approach is that the estimation of source ranges and depth relies on the knowledge of the hydrophone depths but not of their position in the horizontal Kalogerakis, 2005, 2006) , so the first step can be applied even if the horizontal locations of the hydrophones are not known. For the estimation of localization uncertainties, the estimated errors in travel-time measurements are taken into account, as well as errors in the knowledge of hydrophone locations and uncertainties of the sound-speed profile. In this case, linear inverse theory provides an analytic solution for localization uncertainties; these are verified by comparison to a fully nonlinear solution based on Markov-chain Monte Carlo sampling (at greatly increased numerical cost).
The contents of this work are organized as follows: In Sec. II the localization method is described. First, the traveltime observables are defined and the localization problem is parameterized by also including hydrophone-depth and sound-speed uncertainties. A ray-theoretic model is used for the calculation of eigenrays and corresponding travel-times (model relations), as well as for the calculation of the Jacobian matrix of partial derivatives. An iterative inversion scheme is then introduced, with linearized Bayesian (GaussMarkov) inversion at each step, to obtain maximum a posteriori (MAP) estimates for the model parameters. Finally, estimated source ranges are combined with position information of the two hydrophones to obtain the source position in the horizontal. Numerical localization results are presented in Sec. III demonstrating the localization performance with respect to initial source position guesses, observation errors, and parameter uncertainties, as well as by comparing localization results with results from a non-linear localization approach. Finally, in Sec. IV the main results of this work are discussed and conclusions are drawn.
II. THEORY AND ALGORITHMS

A. The localization problem
Two hydrophones, H1 and H2 (Fig. 1) , with common time basis (synchronized) pick up direct and surfacereflected acoustic arrivals from a transient source of unknown location (range, depth, and bearing). The hydrophones can be fixed, e.g., moored or towed behind a vessel. The source can also be fixed or moving (e.g., cetaceans). The goal is to estimate the source location at ranges of up to several kilometers using the relative arrival times of the pulsed sound at the two hydrophones. In a first step the two source ranges (one from each hydrophone) together with the source depth are estimated assuming known (measured, e.g., from depth sensors) hydrophone depths. In a second step, if the hydrophone positions in the horizontal are known, these can be combined with the estimated ranges to obtain the azimuthal location of the source.
In the case of moving source and/or hydrophones, travel times depend on actual source and receiver positions at the time of emission and reception, respectively. Assuming low relative velocities the changes in location are small and can be neglected. For example, during the 2 s that the sound takes to cover a 3-km distance, a sperm whale moving at a typical dive speed of 0.8 m/s ($1.5 kn) would change its location by less than 2 m. Source range and depth estimation (step 1 above) can be carried out using moving hydrophones, e.g., towed behind a vessel, as long as their depths are monitored continually (e.g., using depth sensors) and the depths are large enough for the direct and surface-reflected arrivals to be separated in time. On the other hand, bearing estimation (step 2 above) with moving hydrophones could be more demanding, since it relies on knowledge of hydrophone locations in the horizontal which in turn depends on motion dynamics. Such motion effects are not accounted for here.
Denoting by t 1 and t 1r the travel time of the pulsed signal from the source to H1 over direct and surface-reflected paths, see Fig. 1 , and similarly by t 2 and t 2r the travel times to H2, then three relative travel times can be defined: s 1r1 ¼ t 1r À t 1 , s 21 ¼ t 2 À t 1 , and s 2r2 ¼ t 2r À t 2 . These time differences of arrivals (TDOAs) are the data to be used for localization. While the TDOAs s 1r1 and s 2r2 result from the receptions at a single hydrophone, s 21 relies on the synchronization of the two hydrophones.
B. Uncertainties
Hydrophone depths h 1 and h 2 are assumed to be known from independent measurements, e.g., depth sensors. However, these measurements are subject to errors depending on the sensor accuracy and also due to sea surface motion and hydrophone movement. The sound-speed profile c(z) is assumed (approximately) known, e.g., from conductivitytemperature-depth probe (CTD) measurements of the temperature and salinity profile. Uncertainties in the sound-speed profile are due to spatial and temporal variability in the area of interest, e.g., range dependence or changes in the sound speed between the time of the CTD cast and the time of acoustic receptions. Taking into account the extent of the area of interest (ranges of a few kilometers) in deep-water environments, range dependence is neglected. As for temporal variations in the sound-speed profile, these are usually concentrated in the near-surface layers due to surface warming/cooling (e.g., the afternoon effect), and can be approximately represented by a depth-dependent mode which has a support of a few tens of meters with a maximum at the surface.
In the following, the actual hydrophone depths h 1 and h 2 are considered as unknown random variables normally distributed about the measured depths h 1m and h 2m as
where the errors dh 1 and dh 2 are zero-mean random variables with standard deviations dh 1,RMS and dh 2,RMS , respectively. These standard deviations represent the uncertainties of the depth measurements, and are considered known. Similarly, the actual sound-speed profile c(z) is assumed to be a perturbation of the measured sound-speed profile c m (z) of the form
where g(z) is a depth-dependent perturbation mode and # an unknown scale parameter. The mode g(z) can account, e.g., for near-surface warming or cooling during the day. Alternatively, in the case where a set of sound-speed profiles have been measured in an area, c m (z) can be taken as the population mean and g(z) as the first empirical orthogonal function resulting from principal component analysis. In this connection, # is considered as a Gaussian-distributed, zero-mean random variable of known standard deviation # RMS representing the variability of the particular ocean environment. Further, precise knowledge of # RMS is not required to generally account for sound-speed uncertainty, provided it is not badly under-estimated.
C. Inversion approach
The goal of the first stage of the localization is to estimate the two source ranges r 1 and r 2 and source depth z S . Assuming small deviations from reference values r 1' , r 2' , and z S' , linearization of the travel time equations leads to a discrete linear inverse problem, which can be solved iteratively. Further, if r 1 , r 2 , and z S are assumed to be normally distributed about the reference values with specified variances, linearized Bayesian inversion (Gauss-Markov inversion) yields the MAP parameters and an analytic posterior estimate of the model covariance matrix which provides parameter uncertainties. By applying an iterative inversion scheme which updates the reference values for r 1 , r 2 , and z S at each iteration with the estimated values from the previous iteration, the prior distribution on these quantities can be treated as a constraint on the allowed spatial variability from step to step to stabilize the linearized inversion. At convergence, the uncertainties of the recovered source parameters can then be estimated from the linearized approximation to the covariance matrix evaluated at the final solution, allowing the variance of the prior estimates for r 1 , r 2 , and z S to go to infinity for unbiased estimates based only on the data information.
Once r 1 , r 2 , and z S are estimated the source bearing (azimuth) can be obtained if, in addition to the hydrophone depths, the hydrophone locations in the horizontal are also known. In this connection, the range-depth estimation problem is considered first, and the localization in the horizontal is a second step based on the results of the first step and information about the horizontal position of the two hydrophones.
D. Model relations
The model relation expresses the data vector, the vector of acoustic observables of the problem, d as a function of the model vector, the vector of sought parameters, m,
In the present case the data vector is defined as a column vector of the TDOAs:
, where the superscript T denotes transposition. The model vector is defined as a column vector of the source ranges and depth as well as of the hydrophone depths and the sound-speed perturbation parameter:
Expanding the model relation in a generalized Tailor series about a reference model state m ' and retaining first-order terms leads to a linear expression
where d ' ¼ F(m ' ) and J ' ¼ @F/@m is the Jacobian matrix of the relation F evaluated at the linearization reference m ' ,
The Jacobian expresses the sensitivity of relative arrival times to changes in the source ranges r 1 , r 2 , and depth z S , changes of the hydrophone depths h 1 and h 2 , as well as deviations of the actual sound-speed profile from that measured (deviations of the parameter # from zero).
E. Ray tracing
Assuming that the sound-speed profile c m (z) and the vertical sound-speed mode g(z) are piecewise-linear functions of depth z, the calculation of absolute travel times (t 1 , t 1r , t 2 , t 2r ) and relative travel times (s 1r1 , s 21 , s 2r2 ) for any realization of the model vector m ¼ (r 1 , r 2 , z S , h 1 , h 2 , #), as well as the calculation of the corresponding Jacobian can be performed analytically using ray theory. In this case the rays are circular arcs in each layer and the corresponding direct and surface-reflected eigenrays connecting the source and each of the two hydrophones can be found in a straightforward way, e.g., by applying bisection or Newton's method. Similarly, the corresponding absolute travel times can be evaluated using simple closed-form relations.
If the measured sound-speed profile and the vertical sound-speed mode within a layer confined between depths z t (top) and z b (bottom, z b > z t ) are linear functions of depth z (positive downwards),
and a ray enters the layer with grazing angle u 0 (positive upwards), the radius of the circular arc/ray in the layer is R ¼ c 0 =jbjcosu 0 , where c 0 is the sound speed at the depth of the entry, satisfying Snell's law c 0 /cosu 0 ¼ const. The time for the ray to transverse the layer can be calculated as
where c t ¼ a À bz t and c b ¼ a À bz b . If the ray has a turning point within the layer then the entry and exit depth are the same z ¼ z 0 and the result for the travel time is
The calculation of the Jacobian J ' requires the calculation of partial derivatives of travel times with respect to all model parameters. The partial derivative of the travel time of an eigenray connecting the hydrophone and the source with respect to change in the source range r (r 1 or r 2 ) can be easily found to be [see Fig. 2 
where u S is the grazing angle of the eigenray at the source and c S ¼ c(z S ) is the corresponding sound speed. Similarly, the partial derivative of the travel time with respect to change in the source depth [see Fig. 2 
The partial derivative of the travel time with respect to change in the hydrophone depth h (h 1 or h 2 ) is
where u H is the grazing angle of the eigenray at the hydrophone and c H ¼ c(h) is the corresponding sound-speed value. The opposite sign in Eqs. (10) and (11) reflects the opposite effect of a change in source/hydrophone depth on the acoustic path length. Finally, the partial derivative of the travel time of an eigenray connecting the hydrophone and the source with respect to the sound-speed parameter # can be evaluated from the first-order perturbation of the ray-theoretic time integral on the unperturbed eigenray C,
The contribution to the above integral from the layer between z t and z b takes the form
If the unperturbed eigenray has a turning point within the layer then the entry and exit depth are the same z ¼ z 0 and in that case the contribution to the derivative becomes
where the upper sign (À) is for upper turning points and the lower sign (þ) for lower turning points.
F. Bayesian inversion
In the following, d is assumed to be a random data vector normally distributed about the actual measurement vector
with covariance matrix 
with covariance matrix C P ; C P;kl ¼ hdm k dm l i. Assuming uncorrelated TDOA observation errors and regularization constraints, both C d and C P are diagonal matrices. The a posteriori probability density of the model vector m, given the measured data vector d m , is expressed through Bayes' theorem (Berger, 1985) 
Substituting the Gaussian distributions associated with the model parameters and observation errors, this expression becomes
This expression attains its maximum at (Tarantola, 1987) 
This is the MAP solution to the linearized inverse problem, also known as Gauss-Markov inverse. Within the linearized approximation, the a posteriori probability density p mjd ðmjd m Þ is a Gaussian distribution aboutm with covariance matrix C m given by 
The square root of the diagonal elements of C m give the posterior root mean square (RMS) errors of the model components, reflecting the influence of the TDOA observation errors as well as the errors in the hydrophone depths and uncertainties in the sound-speed profile, and also the allowed variability of the ranges r 1 , r 2 , and depth z S . In case there is no a priori information about the latter (r 1 , r 2 , z S ) the corresponding elements of the diagonal of C P should be let grow to infinity, in which case the related terms in C À1 P become negligible.
In the iterative inversion scheme applied here, a first guess is made for r 1 , r 2 , and z S which is used as linearization reference with the actual ranges and depth assumed to be random variables normally distributed about the reference. For the hydrophone depths and the sound-speed profile the measured values (h 1m , h 2m , and # ¼ 0) are used for the same purpose (linearization and a priori constraint), with standard deviations resulting from instrument (depth sensor) specifications and oceanography/climatology in the area of interest. The result of the first inversion iteration is then used as reference model state for the second iteration; in particular, as new linearization reference and a priori constraint for r 1 , r 2 , and z S . In the subsequent iterations the standard deviations for r 1 , r 2 , and z S are gradually relaxed in order to remove the corresponding constraint. For the remaining parameters (h 1 , h 2 , and #), the previous-step solution is only used as linearization reference for the next-step inversion retaining the measured values (h 1m , h 2m , # ¼ 0) and the specified standard deviations as fixed a priori constraints for all inversions.
If convergence is established, this scheme results in position (range-depth) estimates and corresponding error estimates reflecting the influence of observation and hydrophone location errors as well as environmental uncertainty. Convergence means that any further iterations do not change the solution, which in addition should be independent of the initial guess for the source ranges and depth.
G. Horizontal localization
If the horizontal location of the hydrophones is known to reasonable precision, then the source can be localized in the horizontal by combining the hydrophone locations and the estimated ranges r 1 and r 2 .
Adopting a Cartesian coordinate system (x, y) in the horizontal and assuming that the two hydrophone locations (x 1 , y 1 ) and (x 2 , y 2 ) are known, the following relations connect those with the source location (x S , y S ):
From these equations, with known (estimated) ranges r 1 , r 2 and known hydrophone locations (x 1 , y 1 ) and (x 2 , y 2 ), the source location (x S , y S ) can be calculated, subject to leftright ambiguity with respect to the line connecting the two hydrophone locations.
The errors in horizontal positioning can be estimated by considering the first-order perturbation of the above relations
where
, and h ¼ y S À y 2 . Solving these equations for dx S and dy S the latter can be expressed as follows:
If the hydrophone locations (x 1 , y 1 ) and (x 2 , y 2 ) and the range estimates ranges r 1 and r 2 are unbiased, so are the above horizontal location estimates. Assuming that the errors in hydrophone locations are uncorrelated and also independent from the errors in the ranges r 1 and r 2 then the covariance matrix of dx S and dy S can be calculated
In general, hdr 1 dr 2 i 6 ¼ 0 and similarly hdx S dy S i 6 ¼ 0, which means that the errors dx S and dy S are correlated. By rotating the local coordinate system (dx S , dy S ), a direction can be found where the transformed perturbations ðdx 0 S ; dy 0 S Þ are uncorrelated (principal directions). The expression for the rotation angle w (positive anticlockwise) is
III. SIMULATION STUDY
In this section a simulation study is carried out to demonstrate the performance of the linearized iterative localization scheme. A sound-speed profile typical for the eastern Mediterranean in summer is considered, as shown in Fig. 3 . The strong gradients in the near-surface layers give rise to significant refraction effects. The vertical sound-speed mode shown on the right-hand panel in Fig. 3 has support in the upper 30 m, linearly increasing from 0 m/s at 30 m depth to 1 m/s at the surface and accounts for the effects of nearsurface warming or cooling (the parameter # can be positive or negative).
A. Linearization Figure 4 shows a comparison between the actual (circles) and predicted (solid lines) changes in the relative travel times s 1r1 , s 21 , and s 2r2 due to changes of the model vector about a reference state corresponding to r 1 ¼ 1500 m, r 2 ¼ 1300 m, z S ¼ 1000 m, h 1 ¼ 25 m, h 2 ¼ 50 m, and # ¼ 0 m/s. The variability shown on each panel is due to only one model parameter, keeping all other model parameters fixed at their reference values. This figure shows that the actual behaviour is close to linear, at least as far as the onedimensional dependencies are concerned, and is sufficiently described by the linear approximation (solid lines) represented by the diagonal of the Jacobian matrix. The range r 2 clearly has no effect on the travel times recorded on hydrophone H1 and in this respect the relative time s 1r1 is independent of r 2 (upper middle panel in Fig. 4) ; similarly, the range r 1 has no effect on the travel times recorded on hydrophone H2. Further, the hydrophone depth h 2 has no effect on the travel times recorded on hydrophone H1 and in this respect the relative time s 1r1 is independent of h 2 ; similarly, the hydrophone depth h 1 has no effect on the travel times recorded on hydrophone H2.
The effects of the sound-speed uncertainty (parameter #) on the relative travel times is much smaller than that of the hydrophone depths-note the different vertical scales. The effect on the relative travel time s 21 between the two direct arrivals is the weakest. This can be explained by noting that only hydrophone H1 lies within the support of the vertical sound-speed mode and the corresponding direct path to the source at 1000 m depth is only slightly affected, whereas that from hydrophone H2 is outside the support of the mode g(z) and is not affected at all. The largest effects of the parameter # are on the travel times s 1r1 and s 2r2 involving the surface-reflected paths which traverse the nearsurface layer and are thus subject to the full influence of g(z). 
B. Localization
In the following, localization results in the environment described in Fig. 3 are presented. The hydrophones are assumed at depths-measured depths-of 25 m (H1) and 50 m (H2) separated by a horizontal distance of 200 m. The source is assumed at a range of 1000 m from H1, depth 600 m and bearing (azimuthal angle) 40 with respect to the vertical plane containing the two hydrophones.
In order to generate the synthetic data for inversion, the measured sound-speed profile c m (z) is perturbed using the vertical sound-speed mode g(z)- Fig. 3 -by drawing # from a zero-mean normal distribution with # RMS ¼ 1 m/s. Hydrophone depths are also perturbed from the above measured depths by picking dh 1 and dh 2 from a zero-mean normal distribution with dh RMS ¼ 0.1 m (representing the depth uncertainties). Using a ray-tracing code, the eigenrays connecting the source with the perturbed hydrophone locations in the perturbed environment are found, assuming a piecewise linear sound-speed profile, and the corresponding absolute and relative travel times are calculated using the relations described in Sec. II E. Random errors are added to the relative travel times drawn from a zero-mean normal distribution with standard deviation 0.1 ms.
The inversion uses the measured (inaccurate) soundspeed profile and hydrophone depths, rather than the true values. It is initiated by picking an arbitrary source location, i.e., an arbitrary set of values for r 1 , r 2 , and z S , and using this together with the measured hydrophone depths and soundspeed profile as a reference for the first iteration. The model vector is assumed to be normally distributed about these values with diagonal covariance matrix defined corresponding to standard deviations of 0.1 m for the hydrophone depths, 1 m/s for the sound-speed parameter #, 1000 m for the source ranges r 1 and r 2 and 100 m for the source depth z S . The uncertainties on r 1 , r 2 , and z S represent arbitrary selections describing the size of the area within which solutions are sought, and in the subsequent iterations they are gradually relaxed (doubled in each iteration).
In the subsequent iterations, the linearization reference m ' is updated for all parameters using the results of the previous inversion, as is standard practice in iterated linearized inversion. Further, the prior estimates m P are updated for r 1 , r 2 , and z S (to stabilize the inversion), but not for h 1m , h 2m , and # for which the measured values are retained. Once convergence is established the uncertainties of the recovered source range and depth can be estimated from the linearized approximation of the covariance matrix evaluated at the regularized solution. Figure 5 shows the iterative inversion process in the range-depth plane: (r 1 , z S ) in the upper panels and (r 2 , z S ) in the lower panels. (25) and (26). These errors are shown by the heavy solid and dashed lines in the form of error ellipses for one and two standard deviations, respectively. The embedded figure in the upper left panel shows a detailed view of these errors. It is seen that the ellipses fall entirely within the corresponding rectangular error boxes. Their elongated shape points to the shape of the isochrones, the loci of constant difference between direct and surface-reflected arrival times at a single hydrophone (Skarsoulis and Kalogerakis, 2006) . In fact, it is the intersection between two isochrones, one for each hydrophone, that gives the range and depth estimates. It is seen from Fig. 5 that even with very different starting guesses the final results-mean values and uncertainties for the source ranges and depth-are the same and they are obtained in only a few inversion steps. This illustrates the robustness and efficiency of the linearization and iterative inversion approach. Further, it is seen that the inversion estimate lies in the neighbourhood of the true source location which in turn falls within the corresponding error ellipses.
In Fig. 6 the results for the localization in the horizontal are shown based on the range and range-error estimates shown in Fig. 5 and assuming Gaussian zero-mean errors in the horizontal position of each of the two hydrophones with standard deviation of 3 m. The hydrophone locations are again marked by heavy dots and the true source location by the open circle. The localization in the horizontal is subject to left-right ambiguity with respect to the vertical plane containing the two hydrophones. The inversion estimate is marked by the cross. The corresponding uncorrelated errors (rotated coordinates) are shown through the solid and dashed FIG. 5 . Iterative localization in range-depth plane using two different initial position guesses (diamonds). Open circles and heavy dots mark the true source and hydrophone locations, respectively. The Â symbol denotes the result of the first inversion; subsequent inversion results are marked by crosses. The error boxes/ellipses correspond to one and two standard deviations.
line ellipses, corresponding to one and two standard deviations, respectively. Interestingly, the long axes of these ellipses point to the location of the hydrophones. Further, it is seen that the true source location falls within the resulting error ellipses. Figure 7 shows the evolution of the six model parameters through the 11 inversion steps (iterations) corresponding to the left-hand panels of Fig. 5 (initial source location guess r 1 ¼ 2000 m, r 2 ¼ 1200 m, z S ¼ 1500 m). The diamonds and the line-connected error bars show the a priori mean value and the inversion result, respectively, for each inversion step. The linearization reference, also used as the a priori mean for the first three model parameters (r 1 , r 2 , z S ), is taken the same as the inversion result from the previous step. For the remaining three model parameters (h 1 , h 2 , #) the inversion result from the previous step is taken as linearization reference for the next step, but the a priori mean is fixed at the measured values. The horizontal solid lines in Fig. 7 show the true values of the model parameters. The hydrophone depths and the sound-speed parameter are in general different from the measured values (represented by the dashed lines), since the latter are subject to errors/uncertainties. The measured values of these three parameters are taken as the a priori mean for all inversion steps. The convergence of all six model parameters is evident already from the fifth inversion step. The error bars correspond to one standard deviation. It is seen that the true parameter values fall within the error bars of the final steps of the inversion. The last three model parameters (h 1 , h 2 , #) converge to their measured values, after some deviations in the first inversion steps. In this connection one could suggest omitting these parameters from the inversion and introduce them only in the end to estimate the effect of the corresponding uncertainties on the localization accuracy. On the other hand, by including h 1 , h 2 , and # in the inversion a mechanism is established which can absorb shocks of the first iterations which otherwise might cause the range and depth estimates to diverge.
C. Localization errors
It is known from previous works (Skarsoulis et al., 2004) that the localization errors depend on the azimuth of the source. This is illustrated in Fig. 8 where inversions for different values of the source azimuth (10 , 40 , 70 ) are shown. At small azimuthal angles (close to endfire position) the errors in range and depth are small but those in the bearing are large. At the other end, at large azimuthal angles (close to broadside position) it is the other way round: the errors in bearing are small and the errors in range and depth are large. This result is in agreement with previous results obtained for homogeneous ocean conditions (Skarsoulis et al., 2004) . Note that for each of the inversion results shown different realizations of random errors have been applied. Figure 9 shows the inversion results for 40 azimuth but with larger (fivefold) standard deviations for the hydrophone depths and the sound-speed parameter: # RMS ¼ 5 m/s and FIG. 6 . Localization in the horizontal, subject to left-right ambiguity. Open circles and heavy dots mark the true source and hydrophone locations, respectively. The crosses mark the final location estimate from the last iteration. The error ellipses correspond to one and two standard deviations (solid and dashed lines, respectively). dh RMS ¼ 0.5 m. The influence on the size of the error boxes in the horizontal localization (mainly on the error in the radial direction) is evident. Further the increased errors lead to increased variability of the inversion results in the first inversion steps. Nevertheless, even in this case convergence is quickly established (by step 6). Again the true parameter values (horizontal solid lines) fall within the error bars of the final steps of the inversion.
The definition of relative travel times adopted here allows for the separate treatment of travel-time errors in the differences between direct and surface reflected arrivals at the same hydrophone (TDOAs s 1r1 and s 2r2 ) on the one hand, and the difference between direct arrivals at the two hydrophones (TDOA s 21 ). Apart from the error in time estimation the latter is also subject to additional errors associated with the synchronization of the two hydrophones. Regarding the role of the different TDOAs, while s 1r1 and s 2r2 define the two isochrones, one for each hydrophone, the TDOA s 21 controls the intersection of the two. In simple terms, one could consider s 21 as an approximate measure of the range difference jr 1 À r 2 j between the two hydrophones. While small errors in the TDOAs s 1r1 and s 2r2 can significantly change the shape of the isochrones and thus the range and depth estimates; small errors in the TDOA s 21 only change the virtual separation between the hydrophones, and thus are expected to have a smaller effect on the localization accuracy. Figure 10 illustrates this by showing localization results obtained with an RMS error in s 21 of 4 ms, 40 times larger than assumed previously (otherwise the inversion is the same as in Figs. 5-7) . It is seen that the errors in source range, depth and bearing have increased; nevertheless, the results remain useful. Were the errors in the TDOAs s 1r1 and s 2r2 increased by the same amount, localization would be impossible. Figure 11 shows how the localization errors depend on the position of the source in the horizontal and in the vertical. In particular, the left-hand panels show the errors in source range (r 1 ), depth, and bearing (azimuth) as a function of the (x, y) position of a source at a depth of 500 m. Similarly, the right-hand panels show the range, depth, and bearing errors as a function of the (r 1 , z S ) position of a source lying on a vertical plane including hydrophone H1 with bearing (azimuthal angle) 40 with respect to the vertical plane containing the two hydrophones. The left-hand panels in Fig. 11 show that the errors in source range and depth are minimum close to the endfire location (source close to the x axis) and maximum for broadside locations (source at $90 azimuth). The opposite is the case for the errors in bearing estimation: maximum errors in bearing result for source close to endfire and minimum for broadside positions. This is in agreement with results from asymptotic bearing estimation methods assuming source at large distance from the hydrophones (Watkins and Schevill, 1972) . For source locations close to the hydrophones, an increase in bearing estimation error is observed. For source positions away from endfire the bearing errors are quite small, on the order of 2 or less. In conclusion, for source positions away from endfire, good bearing estimates are anticipated, whereas for positions away from the broadside good range and depth estimates are anticipated. The righthand panels in Fig. 11 show that sources close to the surface cannot be localized. This is not a failure of the inversion algorithm, but rather is due to the strongly downwardrefracting sound-speed gradient at these depths such that sources here do not have both direct and surface-reflected ray-paths which connect to the hydrophones. The errors in range and depth increase for source positions approaching the surface or the hydrophone locations in the horizontal. The errors in the bearing exhibit similar behavior; nevertheless, for positions away from the surface and the horizontal location of the hydrophones they are very small.
Since the inversion method and uncertainty analysis presented here is based on a local linear approximation, it is useful to examine the linearization error to quantitatively validate the approach. To do so, the (Gaussian) marginal posterior probability densities for the source location (x s , y s , z s ) as well as for hydrophone depths h 1 and h 2 and sound-speed mode coefficient # from the linearized inversion, Eqs. (19) and (20), underlying the final results in Figs. 5-7, are compared to those computed using a fully nonlinear inversion approach based on the same data and a priori information. The nonlinear inversion is based on numerical sampling of the posterior probability density using the Markov-chain Monte Carlo approach of MetropolisHastings sampling (Gilks et al., 1996) . The sampling is carried out in principal-component space to efficiently sample strongly correlated parameters (Dosso and Dettmer, 2011) . The nonlinear inversion is numerically intensive, requiring orders of magnitude more computation time than the linearized approach. Figure 12 shows close agreement between the marginal densities computed from 100 000 posterior samples collected by Metropolis-Hastings sampling (top distribution in each panel) and those computed via the linearization (bottom distributions). These results indicate that linearization errors are negligible for this problem, and the linearized inversion provides fast and accurate localization and uncertainty estimation.
Finally, Fig. 13 presents an example of localization at longer range illustrating the importance of accounting for refraction. The true source location in this case, marked by an open circle, is at 4 km range from H1, 600 m depth and 10 azimuth. The two hydrophones are at 100 m depth and 200 m separation. The diamond symbol shows the initial guess for the source location. The estimated source location is marked by the cross. The line passing through the cross is the error ellipse corresponding to one standard deviation which in this case has collapsed onto the corresponding isochrone. Two location estimates are shown in this figure, one accounting for refraction (r), i.e., resulting from the inversion which takes into account the measured sound-speed profile, and one assuming a uniform sound speed (u), i.e., resulting from the inversion which takes constant sound speed equal to 1500 m/s. While the (r)-estimate finds the true source position within one standard deviation, the (u)-estimate misses the source by more than 1000 m. Thus refraction effects are important and should be accounted for in the inversion, especially at longer ranges and shallower source depths (Skarsoulis and Kalogerakis, 2006) .
IV. DISCUSSION AND CONCLUSIONS
In this work a method was presented for statistical three-dimensional localization of broadband transient acoustic sources based on observed TDOAs between direct and surface reflected arrivals at two hydrophones. A deep-water range-independent environment is considered, with ranges of interest up to several kilometers. The method accounts for refraction caused by a depth-dependent sound-speed profile using a ray-theoretic approach for the calculation of eigenrays as well as for the calculation of the corresponding travel times. Further, the localization method accounts for uncertainties of the hydrophone locations as well as for depthdependent uncertainties in the sound-speed profile. The latter may be due to the use of oceanographic/sound-speed data collected at a different time than that of the acoustic recordings, and is represented in terms of a depth-dependent mode with a multiplicative coefficient (sound-speed parameter). Further errors refer to the measurement of travel times and time of arrival differences.
The hydrophones can be fixed, e.g., moored, or towed behind a vessel, whereas the transient source can also be fixed or moving. In the case of relative motion, the source position at the time of the emission and at the time of the reception will be different. Nevertheless, for slowly moving sources this difference will be on the order of a few meters (e.g., less than 2 m for relative speeds up to 1 m/s and ranges up to 3 km). Tracking of a moving source can be carried out by using, e.g., smoothness conditions to constraint localization (Tollefsen and Dosso, 2009) dynamics using the Kalman-filter approach (Kay, 1993) . Further, if there are multiple sources, an additional identification problem arises (Baggenstoss, 2011) . The localization method developed here can be combined with these approaches for tracking and identification; however, this is beyond the scope of this paper. Further localization errors can be caused by sea-surface roughness, which affects travel times of reflected arrivals (particularly at large grazing angles; Brekhovskikh and Lysanov, 1982; Miller, 1987; Godin and Fuks, 2003; Skarsoulis and Kalogerakis, 2005) ; these are not explicitly accounted for here but can be included in the assumed travel-time uncertainties.
Following previous formulations for two-hydrophone localization Kalogerakis, 2005, 2006) , the range and depth estimation problem is decoupled from bearing (azimuth) estimation and the localization is carried out in two steps. In the first step, the source depth and the range from each hydrophone are estimated. Then, in a second step, the estimated ranges are combined with the hydrophone locations in the horizontal to obtain the source bearing. The advantage of this approach is that the estimation of source range and depth relies on the knowledge of the hydrophone depths but not of their position in the horizontal, so the first step can be applied even if the horizontal locations of the hydrophones are unknown.
In the present approach, the model relations expressing the TDOAs in terms of the unknown parameters (source ranges and depth, as well as hydrophone depths and soundspeed parameter) are linearized. Then, assuming the model vector to be normally distributed about a reference state with specified variances (prior information), linearized Bayesian inversion (Gauss-Markov inversion) is applied to obtain the MAP parameter values and an analytic posterior estimate of the model covariance matrix which provides parameter uncertainties. An iterative inversion scheme based on recursive application of this approach, updating the reference values at each step, is used for the estimation of the model parameters. While the prior information about the hydrophone depths and the sound-speed parameter errors are kept through all iteration steps, the initial assignments for the errors in the source ranges and depth are gradually relaxed such that the corresponding constraints are removed. In the range-depth estimation cases considered here the iterative linearized inversion scheme converged very quickly-after 3 to 5 iterations-and, further, the final results were independent of the initial guess for the source range and depths, even if the latter were far away from the true source location.
Once the source ranges are estimated, and if the hydrophone locations in the horizontal are known, then the source location (bearing) in the horizontal, as well as the corresponding errors can be obtained. Bearing estimation is subject to left-right ambiguity with respect to the vertical plane containing the two hydrophones; source locations that are symmetric about that plane result in the same TDOAs at the two hydrophones. In many applications in marinemammal or rescue operations it may be apparent which of the two possible solutions is correct from physical knowledge of the environment. It is straightforward to extend the approach developed here to three hydrophones for an unambiguous solution; nonetheless, there are practical advantages and much interest in the simplicity of twohydrophone localization.
Regarding 3D localization accuracy, bearing errors are largest for source locations close to endfire (aligned with the hydrophones in the horizontal) and smallest for source locations close to the broadside (at $90 azimuth) and they are independent of the source range-this is in agreement with results from two-hydrophone bearing estimation methods (Watkins and Schevill, 1972) . On the other hand, range and depth estimation errors are largest at broadside and smallest at endfire positions, and they increase with the source range. Finally, localization errors tend to increase as the source approaches the sea surface. This is associated with the fact that the time difference between direct and surface-reflected arrivals at a certain hydrophone decreases with decreasing hydrophone and/or source depth and increasing source range. An important practical concern associated with small TDOAs is the possibility of overlap between direct and surface-reflected arrivals, which can make defining the corresponding TDOAs difficult. Further limitations may be due to shadow zones or to multipath. Both phenomena are controlled by the sound-speed profile and the hydrophone depths and intensify with increasing range.
The square roots of the diagonal elements of the posterior covariance matrices in the range-depth estimation and the horizontal localization problem give the standard deviations of the corresponding model parameters (source ranges, depth, x and y coordinates). These matrices have significant off-diagonal elements, indicating correlations between the various location parameters. In particular, the range-depth covariance leads to range-depth uncertainty distributed mainly along the isochrones, the loci of constant TDOA between direct and surface-reflected arrivals, at each of the two hydrophones. Further, the covariance between the horizontal coordinates x and y points to principal axes of the corresponding error distributions along the radial and tangential directions with respect to the hydrophone locations. The uncertainty estimates for the source location, hydrophone depths, and sound-speed parameter based on linearization and the Gaussian assumption are found to be in close agreement with marginal posterior probability densities obtained from a fully nonlinear inversion approach (at greatly increased computational effort), indicating that linearization errors are negligible for the particular localization problem.
The localization accuracy deteriorates with increasing errors in hydrophone depths and to a lesser extent with increasing errors in the sound-speed parameter. The reason for sensitivity of the localization on hydrophone depths is the dependence of the shape of the isochrones on the hydrophone depths, as well as on the TDOAs between direct and surface-reflected arrivals at each hydrophone. In this respect the errors in TDOAs s 1r1 and s 2r2 must be small, on the order of 0.1 ms in order to obtain acceptable localization accuracy. On the other hand errors in s 21 have a smaller effect on localization accuracy since they have no influence on the shape of the two isochrones but only affect the virtual separation between the two hydrophones. Indeed, errors in s 21 as large as 4 ms still provide useful localization results. This is exactly the point where the definition of observables plays a significant role. For example, if the relative travel times were defined with respect to t 1 , i.e., if the data vector defined were (s 1r1 , s 21 , s 2r1 ), then an error in the synchronization between the two hydrophones would affect both s 21 and s 2r1 , and could not be tolerated because of its impact on isochrone shape (via s 2r1 ). By defining the data vector as (s 1r1 , s 21 , s 2r2 ), synchronization errors have no influence on isochrone shapes (single-hydrophone TDOA estimation and synchronization are decoupled), and thus useful localization results can be obtained even in the absence of highly accurate synchronization between the two hydrophones.
