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Methods of Computing a Regres-
sion of Yield on Weather 1 
By E. E. HOUSEMAN" 
The method developed by Fisher (5) for examining the 
influence of rainfall on the yield of wheat at Rothamsted has 
formed the basis for a number of investigations: Davis and 
Harrell (3) examined the effects of rainfall and temperature 
on corn yield at various locations in the corn belt; Hopkins 
(7) made a similar study of the influence of weather on 
wheat yield in Western Canada; Schumacher (8), the effect 
of climate on timber growth; while Cochran (2), Davis and 
Pallesen (4), Tippett (10), and others have extended the 
applications. These studies have been stimulated by the 
demand for more reliable methods of forecasting and esti-
mating crop yields as well as by scientific interest in them. 
The application of Fisher's device gives a regression curve 
which shows the effect on yield of a unit change in a given 
meteorological element at any time during the growing 
season. For example, suppose one were investigating the 
relationship between the amount and distribution of rainfall 
and the yield of corn. The ordinate of a point on the regres-
sion curve corresponding to any particular time represents 
the mean effect, in bushels per acre, of an inch of rain at 
that time. If data are available, curves for each of several 
plots of different soil type or plots receiving different fer-
tilizer treatments can be calculated. An examination of the 
curves might reveal some important facts about the manner 
in which the crop's response to weather changes with soil 
type or fertilizer treatment. 
Fisher (5) presented some results on differential response 
of wheat to weather under different manurial treatments. 
Regression curves were obtained for 13 plots in a wheat field 
which had received uniform experimental treatment for a 
large number of years. In discussing the results Fisher says, 
"An examination of these diagrams shows how intimately 
the response of the crop to weather is connected with the 
manurial condition of the soil. Classing the plots solely by 
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inspection of the curves of response to rainfall we shall put 
together every case in which the manurial treatment is alike, 
and indeed the whole series of curves arrange themselves in 
sequence of order of increasing abundance of nitrogenous 
fertilizers." • 
Here, we are mainly interested in presenting expeditious 
methods of handling the data, when applying Fisher's 
method, in a manner which is understandable by those with 
only a small knowledge of statistics, and in addition in includ-
ing enough computational detail in the illustrations so they 
can be used as a guide by the computer. The method will be 
illustrated for two cases: first, for the regression of yield on 
one weather factor; and second, the regression of yield on 
two weather factors simultaneously. 
THE REGRESSION OF CORN YIELD ON THE AMOUNT 
AND DISTRIBUTION OF RAINFALL 
For illustration, data3 on the yield of Hogue Yellow Dent 
in corn varietal tests at Lincoln, Nebr., together with 
rainfall records during the period May 1 to Aug. 28 for the 
years 1906 to 1933, inclusive, have been chosen. The rainfall 
data are tabulated by 5-day intervals in table 1, to be ex-
plained later, and the yields are entered in the second column 
of table 2. 
Prior to the analysis the investigator must decide upon 
the degree of a polynomial needed as a mathematical repre-
sentation of the regression curve; i.e., the effect of rainfall 
during the growing season on yield. In many cases one has 
at least a rough idea regarding the shape of curve to expect, 
and thus has some basis for choosing a polynomial of suitable 
degree. At Lincoln, more than average rainfall during the 
latter part of July or the first part of August is generally 
considered beneficial to corn, whereas additional rain earlier 
or later in the season usually is not so valuable. Therefore, 
the curve is expected to reach a maximum sometime about 
the first of August. The behavior of the curve during May 
and the first part of June is not so easily predicted, but it 
is likely to do one of two things. It may gradually increase 
from the first of May until a maximum is reached or it may 
decrease to a minimum sometime during the first of the 
season before increasing to the maximum around the first 
of August. Subsequent to the maximum, the curve will 
decrease until the last of August. From such reasoning and 
the results of previous investigations, a curve of the third 
3These data are part of t he materia l u sed by Davis a nd H arrell ( 3 ) , a nd t he w riter is 
indebted to them fe r per mi ssion to use their calculation s. 
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degree seemed adequate for the period of time being 
considered. 
DISTRIBUTION COEFFICIENTS 
The first major computing job in finding the regres-
sion curve is calculating a set of coefficients, p'S4, which 
measure various characteristics" of the rainfall distribu-
tion. For each year four distribution coefficients Po, PI, P2, 
and P3, one more than the degree of the regression curve, 
are required. To compute these coefficients it is necessary 
to tabulate the rainfall by small intervals of time; intervals 
of 5 days are presumably small enough. Hence, the rainfall 
data are presented by 5-day intervals in table l. 
Following the tabulation of rainfall data, the marginal 
totals of table 1 are calculated, then checked by finding the 
sum of the last column, 12.29+13.09+ ... +10.93=401.83, 
which should equal the sum of the last row, 14.50+16.91+ 
... +14.06 =401.83. This last row of the table contains the 
values of Po, the total rainfall for each season, which are 
entered in column 3, table 2. The vertical column of mar-
ginal totals will be used later in checking computations. 
The other three distribution coefficients, PI, P2 and P3, 
for each year are computed with the aid of orthogonal poly-
nomial values (table 3) for n =24, the number of 5-day 
intervals in the season. These polynomial values were taken 
from tables6 by Fisher and Yates (6). For convenience in 
computing, table 3 should be cut into three strips, No.1, 
No.2 and No.3, such that the first strip contains the values 
of H, the second the values of ~~ and the third the values 
of ~~ . If one were fitting a fourth degree curve, he would 
have an additional strip with the values of ~~ and another 
coefficient P4 to calculate. 
To find PI for the year 1906 place strip No. 1 beside the 
column of 1906 rainfalls, table 1, and calculate the sum of 
products, 
(0) ( - 23) + (.07) ( - 21) + .. . + (.01) (23) = 40.68 
This number, 40.68, is taken from the dial of the calculator 
, See appendix I. 
• See p age 873 . 
6 The tables of orthogonal polynomial values have been extended by And erson and Houseman 
(1). 
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and entered at the top of column 4, table 2. The value of p] 
for 1907 is found by placing the same strip beside the next 
column and calculating the sum of products, 
(.49) ( -23) + (0) ( -21) + ... + (.47) (23) =-5.69, 
and so on for the remaining years. 
The values of P2 and P3 in the fifth and sixth columns of 
table 2 are obtained in exactly the same manner by using 
strips No.2 and No.3 in place of No. 1. For example, P2 for 
1906 is the sum of products 
(0) (253) + (.07) (187) + ... + (.O}) (253) = -1137 
A satisfactory method of checking the entries in col-
umns 4, 5 and 6 of table 2 is as follows: To check the 
numbers in column 4 place strip No.1 beside the last column 
of table 1 and calculate the sum of products, 
(12.29) ( - 23) + (13.09) ( - 21) + ... + (10.93) (23) = -100.21, 
which should check with the sum of column 4. Columns 5 
and 6 are checked in the same way by using strips No. 2 
and 3, respectively. If the number of years is large it might 
be advisable to separate the list of years into two or more 
groups and check each group separately, since this would 
make it easier to locate an error if one is made. 
The numbers in column 7, table 2, are formed by adding 
the corresponding numbers in columns 2, 3, 4, 5 and 6; for 
example, in the line for 1906, 
65+14.50+40.68-1137 -2952 = -3968.82 
Column 7 is used only for the purpose of checking the com-
putations necessary to obtain table 4. 
An alternat ive method of computing the p's, described 
in appendix II, is most expeditious when the degree of the 
polynomial fitted is high and when no zeros appear in table 
1, as would be the case if temperature data were used. Under 
the latter condition the number of multiplications for find-
ing the p's is cut down about 50 percent, however, this 
saving is partially offset by additions and subtractions, the 
number of which is independent of the degree of the poly-
nomial. 
REGRESSION COEFFICIENTS 
The distribution coefficients are now considered as in-
dependent variables in a multiple regression where yield is 
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the dependent variable; i.e., yield is to be related to the 
properties of the rainfall distribution that the p's measure. 
Consequently, the next step is to apply well-known mUltiple 
regression methods to find the regression of yield on the p's, 
the equation being, 
y = C + Clo p o + ClI Pl + Cl2P 2 + Cl 3 P 3 
where C is a constant. As shown in appendix I, the partial 
regression coefficients, a, are the constants in the third 
degree polynomial originally chosen as a mathematical rep-
resentation of the effect of rainfall on yield. Thus, after 
the a'S are found the regression curve, which depicts the 
effect of rainfall on yield, can be plotted. 
As indicated earlier, the investigator may want a re-
gression curve for more than one plot (or field) at the same 
location. For example, suppose there are two series of yields 
to be related to the same rainfall data. It is clear that the 
p's will be the same for the two series. In such cases where 
the regression for each of two or more dependent variables 
on identical independent variables is found, time is saved by 
computing a set of constants often referred to as multipliers. 
The relationships between the regression coefficients and 
the multipliers are simple, and since the multipliers depend 
only on the values of the independent variables they can 
be used for each regression. In solving for the regression 
coefficients we will follow the well-known Doolittle method 
of solving equations. 
Table 4, the first one needed in calculating the a'S re-
quires no explanation for those who are familiar with mul-
tiple regression. The entries in the table, which correspond 
to the symbolical expressions at the left, are the sums of 
squares and products of yield and the distribution coeffici-
ents in table 2. The symbols, Y and p, represent the values 
in table 2, whereas y and p' represent deviations from the 
means. In the symbolical expressions the Greek letter l 
placed before a term signifies the sum of all terms of which 
that term is a general type. Thus, starting with the first 
line of table 4 and going from left to right we have the 
sum of squares of the yields (column 2, table 2), 
~ y 2 = (65)2 + (73)2 + ... + (38)2 = 67,266.00 
followed by the sums of products of yield by the p's, 
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~ Y Po = (65) (14.50) + (73) (16.91) + ... 
+ (38) (14.06) = 19,064.86 
~ Y Pa = (65) (- 2952) + (73) (1420) + ... 
+ (38) (- 390) = 1,159,301.00 
and finally the sum of the products of yield and the entries 
in the check column, 
~ YS = (65) (- 3968.82) + ... + (38) (- 386.98) = 924,894.64 
As a check on the computations the sum of the first five 
numbers should equal the sixth: 
67,226.00 + 19,064.86+ ... + 1,159,301.00 = 924,894.64 
In the second line are the correction terms used to 
change the sums of squares and products to sums of squares 
and products of deviations from the means. These correc-
tion terms are: 
(~ y)2 IN = (1250)2 128 = 55,803.57 
(~Y) (~po) IN = (1250) (401.83) 128 = 17,938.84 
(~Y) (~S) IN = (1250) (17,375.62) 128 = 775,695.32 
To check, the last correction term should equal the sum of 
the first five: 
775,697.32 = 55,803.57 +17,938.84+ ... +927,991.07 
Line 1 minus line 2 gives the sums of squares and products 
of deviations from mean and is checked like lines 1 and 2. 
The first entry in line 4 is the sum of squares of Po, 
~p~ = (14.50)2+ (16.91)2+ ... + (14.06)2 = 6,202.5251, 
and so on. 
In checking the results in block 2 and the remaining 
blocks it should be remembered that to prevent unnecessary 
repetition the entries below the diagonal are omitted; i.e., 
if the omitted entries were included they would be the same 
as entries above the diagonal symmetrically located. Thus, 
the entries in the second block are checked by going down 
column 2 and across block 2: 
~69 
19,064.86+6,202.52 - 2,291.52 - 96,857.50 +487,332.86 
= 413,451.22 
17,938.84 +5,766.69 -1,438.12 -71,224.37 +298,315.72 
=249,358.76 
1,126.02 + 435.83 - 853.40 - 25,633.13 + 189,017.14 
= 164,092.46 
Similarly, the entries in the third block are checked by going 
down column 3 and across block 3: 
3,130.78 - 2,291.52+69,622.34+218,432.16-
1,257,224.06 = - 968,330.30, 
and so on. 
The corrected sums of squares and products of the p's, 
435.8341 - 853.4016 - 25,633.13 189,017.14 
69,263.6975 200,669.94 -1,182,828.87 
9,224,649.25 - 9,035,420.25 
239,251,546.68 
are now used in computing the multipliers. For convenience 
in carrying out the calculations these numbers are coded 
as shown in table 5. The coding is done by dividing by powers 
of 10, the object being to code the numbers so that as nearly 
as possible the coded numbers are between 0.1 and 1.0. If 
the numbers in the first line are divided by 10, the numbers 
in the first column must also be divided by 10. Similarly, the 
numbers in the second column must be divided by the same 
power of 10 as those in the second line, etc. Any coded num-
ber is equal to the corresponding uncoded number with the 
decimal point moved to the left a number of places equal 
to the sum of the powers of 10 for the line and column in 
which it occurs. For example, the numbers in the second line 
were divided by 102 and the numbers in the third column by 
103 ; hence, the decimal point in 200,669.94 was moved five 
places to the left. 
The coding of the sums of squares and products needs 
a word of caution. It has been the experience of a few mem-
bers of the computing laboratory that errors are easily made 
in coding which may result in much trouble and loss of time. 
There is no arithmetical check on the coding until after the 
regression coefficients have been obtained and a final check 
on all of the work involved in finding them is made. The 
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checks made in table 6 check only the calculations made in 
the table itself. 
The computations of the multipliers are carried out in 
table 6. The numbers in the first line of each of the first 
four blocks are entered from table 5 with the exception of 
those in the check column which are formed as follows: 
2.831797 = 4.358341- .853402 - 2.563313 + 1.890171 
6.896838 = - .853402+6.926370+2.006699-1.182829 
7.764493= -2.563313+2.006699+9.224649- .903542 
2.196315 = 1.890171-1.182829 - .903542 + 2.392515 
Entries in the check column of each block are treated exactly 
like the other entries in the same line. 
A check should be made after the completion of each 
block as indicated in the table because part of the results 
in each block are used in succeeding blocks. Since the checks 
are affected by rounding, the values in the check column 
may not agree to the last digit with those in the body of 
the table. 
The coded multipliers appear at the foot of the columns 
in the last four blocks in reverse order; i.e. , the ones in block 
8 should come first, the ones in block 7, second, etc. In proper 
order they are: 
.407690 
-.027271 
.089667 
-.301708 
-.027271 
.166633 
-.034940 
.090730 
.089667 
- .034940 
.137373 
-.036235 
-.301708 
.090730 
-.036235 
.687502 
Decoding is performed in the same manner as the sums 
of squares and products of the p's were coded by dividing 
(not multiplying) by powers of 10 corresponding to those 
used in coding. The decoded multipliers, table 7, which will 
be designated by the letter c, are now used to find the re-
gression coefficients ao, at, a2, and a3 as follows: 
Symbolically, ao = coo ( ~y Pb) +COI ( ~y pD + 
C02 ( ~ypD +C03 ( ~yp~) 
al =C] O ( ~YPb) +Cll ( ~ypD + 
Cl2 ( ~yPD +CI3 ( ~YP;) 
a2=C20 ( ~YPb) +C21 ( ~ypD + 
C22 ( ~ypD +C23 ( ~yp;) 
a~ =C30 ( ~YPb) + C3] ( ~ypD + 
C32 ( ~ypD +C33 ( ~y p~) 
Numerically, ao = (.00407690) (1126.02) + (.0 427271) 
(7604.44) + (.0589667) (- 102,265.50) + 
( - .05301708) (231,309.93) = 2.76843 
al = ( - .0 427271) (1126.02) + (.04166633) 
(7604.44) + ( - .0634940) (-102265.50) + 
(.0 790730) (231,309.93) = .152726 
a2 = - .00744698 
a3 = - .000746522 
Use of the multipliers, when the regressions for more than 
one series of yields on the same p's are found, is clear. The 
quantities, ~y P6, . • . ~y pL can be computed for each series 
and substituted in the above equations to find the regres-
sion coefficients. 
As a final check on all of the work of finding the a'S the 
quantity ~y P6 should equal, 
ao (~P62) +al (~P6pD +a2 (~P6P~) +a3 (~P6pD 
or putting it numerically, 1126.02 should be nearly equal to 
(2.76843) (435.8341) + (.152726) (- 853.4016) + 
( - .00744698) (- 25,633.13) + ( - .000746522) 
(189,017.14) = 1126.022 
We have now reached a point where an analysis of vari-
ance, table 8, for testing the significance of the regression 
can be computed. The sum of squares attributable to re-
gression equals, 
ao (~YP6) +al~(ypD +a2(~ypD +a3(~ypD 
= (2.76843) (1126.02) + (.152726) (7604.44) 
+ (- .00744698) (-102,265.50) 
+( -.000746522) (231,309.93) =4867.6 
The total number of degrees of freedom is one less than the 
number of years, and the degrees of freedom for regression 
are equal to the number of regression coefficients. From the 
table we note that the rainfall regression accounts for 43 
percent (a highly significant portion) of the total variation 
in yield, and that the standard error of estimate is y285 = 
16.9 bushels per acre. 
The last computing job is that of finding the effect of 
an inch of rainfall for each 5-day interval, column 4, table 9 ; 
i.e., the ordinates of the points on the regression curve, fig. 
1. First, the entries in column 1 are obtained by placing 
al = .15273 in the machine and multiplying it successively 
by the values of H, table 3, (.15273) (- 23) = - 3.513, 
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Fig. 1. a. Average effect of an inch of rain on the yield of Hogue Yellow Dent corn. 
a'. Average effect of an inch of rain independent of temperature. 
(.15273) (-21) = -3.207, ... (.15273) (23) =3.513. Similar-
ly, we arrive at column 2 by placing a2 = - .0074468 in the 
machine and multiplying by the values of ~f, and column 3 
by using a3 = - .00074653 and the values of ~~. Each num-
ber in column 4 is the sum of the corresponding numbers in 
the first three columns plus aD = 2.768. The entries in column 
4 are needed for plotting the regression curve and in the next 
section to illustrate a possible method of forecasting yield. 
DISCUSSION 
The regression curve in fig. 1 shows the mean effect 
of an inch of rain on the yield of Hogue Yellow Dent at 
Lincoln, the average effect of other meteorological elements 
which are associated with rainfall being included. There is 
generally a little more precipitation the first half of the 
season than the last half. Also, the amount of moisture 
needed by the plant increases until about the time it reaches 
its maximum size, so the beneficial effects of rain increase 
until the latter part of July and then decrease as the plant 
approaches maturity. 
The regression curve may be used at any time during 
the season to predict the yield of corn. The multiple cor-
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relation, .65, between yield and the distribution coefficients 
is not high enough to make the curve of much value in pre-
dicting corn yield; however, for illustration a plan that may 
be used is included, table 10. The formula for finding the 
predicted yield at the end of the kth 5-day interval is 
k 
Y =y+~ aj(rj -r j) 
i=l 
where rj represents the mean rainfall for the ith interval 
of time. That is, the actual algebraic deviation of rainfall 
from average for each interval up to the kth is multiplied 
by the corresponding effect of an inch of rain. The sum of 
such products added to the mean yield gives the estimated 
yield at the end of the kth interval, assuming average con-
ditions from then on to the end of the season. For example, 
in table 10 ret the end of the period, July 5-9, 1906, 
14 
~ a;(rj-rj) =(-1.31) (0.0-0.44)+(-1.20) (0.07-0.47)+ 
1=1 
... +(4.09) (3.69-0.59)+(4.56) (0.0-0.81) =11.9 
and the estimated yield is 11.9 +44.6 = 56.5 bushels per acre. 
The final estimate for the season, 61.7, is the same as 
the estimate obtained by substituting the p's for 1906 in the 
regression equation, Y =C+aopo+alP1+a2P2+a3P3. Remem-
bering that the regression equation can be written in the 
form 
Y = y+ao(po - po) + al(PI - PI) +a2(P2 - P2) + a3(P3 - P3) ! ' , 
where y equals the mean yield, Po the mean of Po, etc., we 
find upon substitution of the numerical values of the a's, 
ji's and y that 
Y =4.70+2.768po+.1527 PI- .007447 P2 - .0007465p3. 
Then, substituting the p's for 1906 we have 
Y =4.70+ (2.768) (14.50) + (.1527) (40.68) +( - .007447) 
( -1137) + ( - .0007465) (- 2952) = 61.7. 
In interpreting the results one might raise the question 
as to what characteristics of the distribution of rainfall the 
p's measure; i.e., if yield is correlated with P2, for example, 
what interpretation can be given. Let us consider the simple 
correlation of yield with each of the distribution coefficients 
separately. It is clear that Po equals the total rainfall for the 
season, and that if yield is positively correlated with Po, the 
- R =1'" T O.OO!! 1'2, 
--- R-r- ... 0 .01 f2. 
a 
Time 
fj74 
I. - R .. F + 0 . 001 i3 
2. . •••••. R"'r + 0.0005 ~3 
:5, --- Root: - O.OOO.5~.3 
b 
Time 
Fig. 2. Sketches showing the properties of the rainfall distribution that P' and p3 
measure. 
highest yields of corn are associated with the years which 
have the greatest seasonal rainfall. The quantity Pi is pro-
portional to the regression coefficient of a straight line 
fitted to the rainfall data for each season; i.e., Pi is propor-
tional to the average . increase (or decrease) in rainfall per 
5-day interval during the season. It follows that if yield is 
positively correlated with pi, the higher yields are associated 
with the seasons which have the greatest average increase 
in rainfall per 5-day interval. 
As for P2, suppose that a curve whose equation is 
(1) R=a2+b2~i 
is fitted to the distribution of rainfall for each season, where 
a2 and b2 are constants to be determined, R represents the 
estimated rainfall per 5-day interval, and ~i is a variable 
taking on the values in column 2, table 3. If a2 and b2 are 
determined by the least squares criterion, the value of a2 
is the mean rainfall, r, per 5-day interval for each season 
and b2 is given by the formula, b2 = (~rW /~Wh. Since the 
second distribution coefficient, P2 equals ~r~~ and 1 / ~(W2 
equals a constant, K2, equation (1) can be written 
(2) R =r+K2p2 ~i 
The graph of (2) is a parabola, fig. 2a, which opens upward 
if P2 is positive and downward if P2 is negative. The con-
cavity of the parabola depends upon the numerical value of 
P2, the greater the numerical value of P2, the greater the 
concavity. Thus a positive correlation between yield and P2 
means that the highest yields are associated with the sea-
sons having the smallest amount of rain during the middle 
of the season as compared to the two ends. Actually, if there 
is a correlation it is probably negative. 
The coefficient P3 measures a third characteristic of the 
distribution of rainfall. In this case suppose that the curve, 
(3) R=aa+b3 ~~ 
is fitted to the distribution of rainfall for each season. In a 
manner analogous to that in the previous paragraph, the 
equation, 
(4) R=r+K3P3~~ 
can be obtained where K3 is a constant equal to l/ ~W)2. 
If P3 is positive the graph of (4), fig. 2b, reaches a maximum 
during the first half of the season and a minimum during 
the last half, or vice versa if P3 is negative. The amplitude 
of the wave is proportional to the numerical value of P3. 
Thus if the correlation between yield and P3 is positive, the 
highest yields are associated with the seasons whose dis-
tribution of rain is more nearly like curve (1) than curves 
(2) or (3), fig. 2b. If fourth degree polynomials had been 
used, another coefficient, P4, which measures a still more 
complex characteristic of the rainfall distribution, would 
have been calculated for each season. 
The values of t for testing the significance of the re-
gression coefficients, a, are: 
ao 2.768 
tao=--= 2.57 
s~ (16.88) V.00407O 
al 1.527 
tal=--= 
s~ (16.88)y1.041666 
2.22 
a2 - .007447 
ta2=--= 
sVC;; (16.88)V.061374 
-1.19 
a3 -.0007465 
ta3 = ----=== = - .53 
SYC33 (16.88) V.086875 
where s = y~~b = 16.88, table 8. Only the first two co-
efficients, ao and aI, are statistically significant.7 An exam-
ination of the regression curve shows that these results are 
reasonable. The greater portion of the curve is above the 
zero line, indicating that the highest yields are associated 
with the seasons having the greatest total rainfall. How-
ever, for constant total rainfall the highest yields are as-
sociated with the seasons whose average increase in rainfall 
with time is the greatest. The characteristics measured by 
P2 and P3 do not appear as prominent in the graph as the 
characteristics measured by Po and Pl. 
If both P2 and P3 are omitted from the analysis the sum 
of squares of deviations from regression is increased by 535 
which gives a mean square of 283 as compared to 285, table 
8. Hence, the inclusion of P2 and P3 in the regression gave 
no additional information about yield. 
REGRESSION OF YIELD ON TWO WEATHER FACTORS 
To illustrate the application of Fisher's device when two 
weather factors are considered simultaneously, the yield of 
Hogue Yellow Dent at Lincoln will be related with rainfall 
and maximum temperature. As in the case of rainfall a third 
degree polynomial was considered adequate to represent the 
effect of maximum temperature during the season May 16 
to Aug. 28. May 16 was taken as an initial date instead of 
May 1 since the temperature data previous to May 16 were 
not readily available. Probably an earlier date should be 
used since temperature previous to May 16 may have an 
important effect on germination; however, the value of the 
problem for illustrative purposes is not impaired. The tem-
perature data consisted of daily maximum temperature read-
ings which were averaged by 5-day intervals. The 5-day 
averages were then coded by subtracting 50 from each aver-
age, the results being tabulated like the rainfall data in 
table 1. 
Temperature distribution coefficients, the (J's, in table 11 
were computed and checked in exactly the same manner as 
the p's except that in the place of the e -values for n =24 
the e-values for n=21 were used. We now have eight vari-
7t =2.06 ~t the 5-pelcent point for 24 d.L 
"jil7 
. abIes with which to correlate yield instead of four; the re-
gression equation being, 
(5) y =Cl+aopo+a{Pl+afp2+a~P3+ ~oeo+ ~{el+ ~fe2+ ~~e3. 
Two methods of computing the partial regression coeffi-
cients in (5) will be given. 
FIRST METHOD OF COMPUTING THE 
REGRESSION COEFFICIENTS 
The following method presents nothing new in the way 
of computation. The sums of squares and products about the 
mean of the rainfall and temperature coefficients and yield 
are recorded in table 12. These numbers with the exception 
of those in the first row have been coded and used as before 
(table 6) to obtain a set of multipliers, table 13. The regres-
sion coefficients were then computed as follows: 
ao = (.005214319) (1126.02) + ... 
+ ( - .0 62443214) (- 374,121.93) = 1.49197 
a{ = (.0 45197420) (1126.02) + ... 
+( -.0 71207405) (-374,121.93) = 0.046308 
af = (.0 54641912) (1126.02) + ... 
+( -.082544864) (-374,121.93) = -0.00094574 
a~ = ( - .053552053) (1126.02) + ... 
+(.081558755) (-374,121.93) = -0.00051771 
~o = (.031538394) (1126.02) + ... 
+ ( - .073260583) (- 374,121.93) = - 0.178516 
~{= (.0 41167362) (1126.02) + ... 
+(.082902331) (-374,121.93) = -0.0209344 
~f = ( - .075078545) (1126.02) + ... 
+( -.099493912) (-374,121.93) =0.00043424 
~; = ( - .062443214) (1126.02) + ... 
+(.082819090) (-374,121.93) = -0.00026855 
As an overall check on computing the a"S and the ~"s, 
1126.02 should be nearly equal to (1.49197) (435.8341) + 
(0.046308) (-853.4016) + ... +( -0.00026855) (-125,450.76) 
=1126.027. 
The equation of the curve giving the effect, independ-
ent of temperature, of an inch of rain on yield is 
(6) a'=1.492+(.04631) H-(.0009457) ~f-(.0005177) ~Land 
the equation giving the effect, independent of rainfall, of a 
degree of maximum temperature is 
(7) b' = - .1785 - (.02093) ~{+ (.0004342) ~f - (.0002686) ~~ 
'fI78 
The ordinates of the curves (6) and (7) , figs. 1 and 3, were 
calculated as in table 9 by using the values of a ' and (3 ' , re-
spectively, in place of the values of a, remembering the values 
of ( for n = 21 are needed for equation (7). A comparison 
of the curves in fig. 1 shows how much of the effect of rain-
fall is due to the associated effect of temperature. In July, 
for example, the lower temperature which generally ac-
companies a rain appears to be about as beneficial to corn 
as the rain itself. 
The analysis of variance, table 14, was set up as the 
previous one in table 8; the sum of squares attributable to 
regression in this case being (1.49197) (1126.02) + (.046308) 
(7604.44) + ... + ( -.00026855) ( -374,121.93) =6465. Be-
cause of the high correlation between rainfall and tempera-
ture, the admission of temperature into the analysis gave 
practically no additional information about yield, the stan-
dard error of estimate being V26I = 16.1 as compared to 
16.9 for rainfall alone. 
The predicted yield, using both rainfall and tempera-
ture, at the end of the kth 5",day interval is, 
k k _ 
Y = y + 2;ar (r j-f j) + 2;b r(t j-tj) 
i = 1 i=4 
where rj and t j are the rainfall and maximum temperature 
for the ith period. Table 15 gives a tabular arrangement 
for finding the estimated yield at the end of each 5-day in-
terval. Using the year 1906 as an illustration, at the end of 
the fifteenth period, 
15 
~ ar (rj-f j) = 1.10(0.0 - .44) +.78 (.47 - .07) + ... 
i=1 
+2.19 (.43 - .47) = 2.60 
15 _ 
2; br (t j -tj) = .190 (80.8 -74.2) + ... 
i=4 
-.231 (86.2-89.6) =5.91 
and the estimated yield is 44.6+2.60+5.91=53.1 bushels 
per acre. 
The second method of computing the regression co-
efficients in equation (5) is deferred until later because in 
it the results of the next section are used. 
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Fig. 3. b. Average effect of a degree of maximum ternpearture on the yield of 
Hogue Yellow Dent corn. !Y. Average effect of a degree of maximum temperature 
independent of rainfall. 
REGRESSION OF YIELD ON MAXIMUM TEMPERATURE 
The calculation of the regression of yield on maximum 
temperature is the same as that presented for the rainfall 
regression. Thus with the sums of squares and products of 
the temperature distribution coefficients in the last four 
lines of table 12, one would solve for a set of multipliers, 
etc. These multipliers are recorded in table 17 and used in 
the next section. In this case write as a regression equation 
y =C2+ ~oeo+ ~lel+ ~2e2+ ~3e3 
The values of the ~'s are 
~o = - 0.23899 ~2 = 0.00053535 
~l = -0.028739 ~3 = -0.00032163 
The analysis of variance, table 16, is established in the 
same manner as the one for rainfall. The regression is highly 
significant and the standard error of estimate, y237 = 15.4, 
is slightly lower than 16.1, the standard error when both 
rainfall and temperature were related with yield. Thus rain-
fall gives no information about yield in addition to that 
given by temperature. 
From the graph of the regression curve, fig. 3, we note 
that the average maximum temperature after the middle of 
June was too high for maximum corn production. The right 
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end of the curve turns down, but if the season were extended 
to about the first of October it is very likely that it would 
turn upward. Generally, the two ends of a curve are not as 
reliable as the middle portion. 
SECOND METHOD OF COMPUTING THE 
REGRESSION COEFFICIENTS 
Work involved in solving a set of simultaneous equa-
tions (table 6) increases very rapidly as the number of 
variables increases. The following solution is included since 
it may be more expeditious than the first when a large num-
ber of variables is involved, depending upon what informa-
tion is desired. With this solution, tables such as table 6 are 
kept much smaller since the a"S are found, after removing 
the effect of associated temperature from yield and the 
rainfall coefficients, by correlating the yield residuals with 
the residual rainfall coefficients. That is, the a"S are ob-
tained by correlating the deviations of yield from its regres-
sion on temperature with the deviations of each rainfall 
coefficient from its regression on the temperature coeffi-
cients. Actual computation of the residual yields and of the 
p's is not necessary; we need, however, the sums of squares 
and products of the various sets of deviations which can be 
secured by subtracting sums of squares and products at-
tributable to regression from the corresponding original 
(or total) sums of squares and products. 
The {3"s are easily computed after having found the 
a"S. The procedure could equally well be reversed, i.e., com-
pute the {3"s first and then the a"S. If the arts are computed 
first this method depends upon the results of the tempera-
ture analysis, but if the (3"s are computed first, it depends 
upon the results of the rainfall analysis. 
We shall calculate first the arts in which case partial 
regression coefficients of Po, PI, P2, and P3 on the tempera-
ture coefficients, B's, are needed. The computations are car-
ried out as indicated in table 17 by using relationships8 
similar to those on page 870. These equations involve the 
'Mathematically, Bij =Cio(2;piO~) +c;t( 2;p j OJ) +C,,(2;pjO,) +c,,(2;pjO,) , where B'j equals the 
partial regression coefficient of Pj on 0i and the c's are those given in the middle of table 17 . 
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sums of products of the rainfall and temperature coefficients 
from table 12 and the multipliers from the temperature an-
alysis. The first column in the last part of the table contains 
the partial regression coefficients of Po on the temperature 
distribution coefficients; the second, the partial regression 
coefficients of PIon the O's, etc. The symbolical expression 
at the left of each partial regression coefficient indicates 
how it was computed. 
Regression sums of squares and products9 of the p's 
on the O's in table 18 are computed as indicated in the table. 
The entries along the main diagonal are regression sums of 
squares, 116.6436 being the sum of squares for the regres-
sion of Po on the O's, etc. The remaining entries are regres-
sion sums of products. 
A check on the computation of the partial regression 
coefficients and the r egression sums of squares and products 
is made by comparing the numbers in table 18 which are 
symmetrical with r espect to the main diagonal to see if they 
are equal. If they check as closely as can be expected, one 
can conclude that all of the partial regression coefficients 
and the numbers in t able 19, except those on the main di-
agonal, were computed correctly. To make certain there are 
no errors in the numbers along. the main diagonal they 
should be recalculated. 
The residual sums of squares and products, table 19, 
from the regressions of the p's on the O's are found by sub-
tracting the entries in table 18 from the corresponding sums 
of squares and products of the p"s which are given in both 
table 4 and table 12. Thus : 
435.8341-116.6436 = 319.1905 
- 853.402 - 655.423 = -1508.82 
239,251,546.68 - 50,817,558 = 188,433,989 
9 Letting P j and P k represent the estimated values of Pj and Pk, respectively , we have 2;P; as 
the regression sum of squares for the regression of P j on temperature and 2:P j P k as a regres-
sion sum of products. T he values of :EPj and ~p j Pk are computed by means of the rehtion -
ships , 
:zp~ = B oj ~pj O~+ B l j2;pj O{ +B2jZpj 82+ B 3j ZP j 0; 
:ZPjPk =B oj :ZPkO~ +Blj:ZPkOl+B 2 j:Zp'02 +B 3j:Ep'03 j;;ek 
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The entries in table 19 are now coded and a set of multipliers 
calculated as in table 6. Note that these multipliers, table 
20, are the same as those in the upper left hand corner of 
table 13. 
To complete the job we need the sums of products of 
yield and the rainfall coefficients from which effects of the 
associated temperature have been removed. Letting y" and p" 
stand for the residual values of the rainfall coefficients and 
yield, respectively, the desired quantities are10 
~y" p6' = ~yp6 - (aa') ~ye6 - (ab') ~yei - (ac') ~yef - (ad') ~ye~ 
= 1126.02 - ( - .02958696) (- 21,372.43) - (.00282978) 
(-23,705.00) - (.00008933) (100,909.14)-
(-.00020375) (-374,121.93) =341.35 
~y" pi' = 7604.44 - ( - .29021971) (- 21,372.43) - ( - .09581179) 
(-23,705.00) - (.00282483) (100,909.14) - (.00267350) 
(-374,121.93) =415.79 
~y" pf' = -102265.50 - (3.17820427) (- 21,372.43) -
(.19780845) ( - 23,705.00) - ( - .08489444) (100,909.14) 
- (.02657296) (-374,121.93) = -11142.35 
~y" p~' = 231309.93 - ( - .21606546) (- 21,372.43) -
( - 2.01104501) (- 23,705.00) - ( - .03543204) 
(100,909.14) - (- .29403740) (-374,121.93) =72589.91 
These quantities ~y" p.6', ... , ~y" p(/ and the multipliers 
in table 20 are now used in calculating too a"S in the same 
manner as the a'S: 
a6 =coo(~y" p6') +C01(~Y" pi') +C02(~Y" pf') +C03(~Y" p~') 
= (.02521433) (341.35) + (.0 451973) (415.79) + (.0 546421) 
( -11,142.35) + ( - .05355205) (72,589.91) = 1.49196 
ai = (.0451973) (341.35) + (.0 4289583) (415.79) +( - .0665650) 
( -11,142.35) + (.0 6126894) (72,589.91) = .046307 
af = (.0 546421) (341.35) + ( - .0665650) (415.79) + (.06209996) 
( -11,142.35) + (.0 811371) (72,589.91) = - .00094570 
a~ = ( - .05355205) (341.35) + (.0 6126894) (415.79) + (.0 811371) 
( -11,142.35) + (.0 8901911) (72,589.91) = - .00051773 
Applying the final check on the a"S 
~y" p6' = a6~(p6')2+ai~p6' pi' +af~p6' pf' +a;~p6' p~' 
we find that 341.35 is nearly equal to 
(1.49196) (319.1905) +(.046307) (-1508.82) + (- .00094570) 
( -12,577.0) + ( - .00051773) (148,522.7) = 341.349 
'883 
Finally the Vs can be computed as follows: 
~6 = ~o - a6(aa') - ai(ba') - a;(ca') - aHda') 
~o = - 0.23899 - (1.49196) (- .02958696) - (.046307) 
(- .29021971) - (-.00094570) (3.17820478)-
( - .00051773) (- .21606546) = - .17851 
~{= - 0.028739 - (1.49196) (- .00282978) - (.046307) 
( - .09581179) - ( - .00094570) (.19780845)-
( - .00051773) (- 2.01104501) = - .020934 
~~ = 0.00053535 - (1.49196) (.00008933) - (.046307) 
( - .00282483) - ( - .00094570) (- .08489444) -
( - .00051773) (- .03543204) = .00043425 
~~ = -0.00032163 - (1.49196) (- .00020375) - (.046307) 
(.00267350) - ( - .00094570) (.02657296) - ( - .00051773) 
(- .29403740) = - .00026855 
The amount that the residual sums of squares, 5459, 
from the temperature regression, table 16, is decreased by 
the inclusion of rainfall in the analysis is 
a6(~y/l p6') +a{(~y/l pi') +af(~y/l p~') +aH~y/l p~') 
(1.49196) (341.35) +(.046307) (415.79) + ( - .00094570) 
( -11,142.35) + ( - .00051773) (72,589.91) = 501.49 
The analysis of variance for testing the significance of 
this reduction is as follows: 
Degrees Sum of Mean 
Source of variation of freedom squares square 
Dev.iations from temperature regression 23 5459 
Reduction due to inclusion of rainfall 501 125 
Deviations from the regression including 
both rainfall and temperature 19 4958 261 
Since 125 is smaller than 261 we conclude as before that 
the inclusion of rainfall in the analysis gives no additional 
information about yield over that of maximum temperature 
alone. 
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1906 
May 1-5 .(l(l 
6-10 .07 
11-15 .01 
16-20 .00 
21-25 .76 
26-30 .69 
1907 
.49 
.00 
.02 
.39 
1.58 
.67 
1908 
.71 
.54 
.53 
.10 
2.15 
L~5 
June 31-4 .04 .37 
2.02 
.39 
1.14 
2.30 
.07 
2.37 
4.99 
1.72 
1.43 
5-9 .00 
10-14 .00 
15-19 1.74 
20-24 .37 
25-29 .97 
July 30-4 3.69 
5-9 .00 
10-14 .43 
15-19 1.39 
20-24 .03 
25-29 .96 
.00 
.88 
1.07 
1.52 
.00 
.02 
.30 
.49 
1.29 
5.13 
1.10 
.00 
.02 
.55 
August 30-3 1.99 .00 .00 
4-8 1.12 3.43 .09 
9-13 .00 .00 .28 
14-18 .10 .07 .73 
19-23 .13 .01 .52 
24-28 .01 .47 .97 
Total 14.50 16.91 27.26 
(Continued on next page.) 
Table 1. PRECIPITATION BY 5-DAY INTERVALS. 
1909 
.00 
.03 
3.48 
.89 
.76 
.39 
.13 
2.15 
.00 
.17 
.71 
.00 
2.44 
1.33 
.42 
.00 
.00 
.51 
1.27 
.00 
.03 
.00 
.00 
.11 
14.82 
1910 
1.34 
.74 
.10 
•. 55 
.05 
.83 
.w 
1.81 
.00 
.00 
.00 
.18 
.48 
2.43 
.09 
.00 
.02 
.01 
1911 1912 
.22 
.67 
.99 
.16 
1.08 
.83 
.36 
.24 
.13 
.02 
.00 
.06 
.00 .48 
.45 .50 
.02 2.14 
.09 .01 
.00 .00 
.00 .01 
.00 .16 
.83 .45 
.00 .44 
.06 .28 
.94 .20 
.00 .65 
1913 
1.57 
1.41 
.25 
2.45 
.34 
.00 
1.46 
.23 
.00 
.02 
.23 
.08 
.25 
.04 
.10 
.01 
.14 
1.61 
1914 
.14 
.00 
.00 
.01 
.07 
3.98 
.38 
4.69 
4.50 
.00 
.49 
.02 
.72 
.17 
.00 
.00 
.22 
3.34 
.87 .95 .<S4 .05 1.02 
.16 .23 1.10 .00 .01 
.0'2 .00 .02 .16 .94 
3.62 2.45 2.45 .15 .00 
1.02 .66 .24 .00 .40 
2.93 .03 .00 .00 .12 
17.35 10.66 9.98 10.55 21.22 
1915 
.34 
.11 
.00 
1.73 
.71 
1.88 
.87 
.35 
.17 
1.74 
.01 
.10 
1.26 
.69 
.81 
1.46 
.31 
1.92 
1916 
.00 
.12 
2.28 
.65 
.33 
.09 
.09 
.00 
.81 
.42 
1.29 
.51 
.03 
.00 
.01 
1.18 
.00 
.00 
1917 1918 
.80 .00 
.00 .63 
.00 .00 
.16 .02 
2.29 1.10 
.74 .84 
.33 1.37 
2.14 .30 
.35 .00 
.02 .00 
.05 .13 
3.09 .96 
.05 .12 
.00 .03 
.31 .21 
.00 1.55 
.11 .58 
.00 .02 
1919 
.79 
.01 
.81 
.16 
.00 
.01 
3.37 
1.66 
.78 
.00 
.01 
1.92 
.03 
.01 
.00 
.04 
.00 
.00 
1920 
.38 
.07 
1.59 
.25 
.78 
.50 
.20 
.72 
.00 
.04 
.01 
1.28 
.11 
.71 
1.09 
.04 
.00 
.84 
3.67 2.62 .21 .00 .32 1.01 
.90 .00 1.68 .33 .94 .00 
.19 2.11 .59 .03 2.19 .60 
.90 .95 .00 .33 .00 .40 
.33 .00 .08 .03 .32 1.83 
.66 .02 .07 .00 1.05 .61 
21.1 1 13.51 13.07 8.58 14.42 13.06 
1921 
.25 
2.69 
.05 
.06 
.00 
.05 
2.79 
1.10 
.40 
.06 
.00 
.08 
1.63 
.27 
.41 
1.92 
.00 
.49 
.02 
1.17 
.19 
.18 
.48 
1.41 
15.70 
ffJ 
00 
<:ll 
May 1-5 
6-10 
11-15 
16-20 
21-25 
26-30 
June 31-4 
&-9 
10-14 
15-19 
20-24 
25-29 
July 30-4 
5-9 
10-14 
15-19 
20-24 
25-29 
August 30-3 
4-8 
9-13 
14-18 
19-23 
24-28 
Total 
1922 
.15 
.23 
.33 
.15 
2.23 
.13 
.01 
.23 
.15 
.07 
.74 
.75 
.60 
2.07 
.40 
1.11 
.96 
1.51 
.00 
.35 
.00 
.10 
.24 
.00 
12.51 
1923 
.90 
.12 
1.02 
.38 
.65 
.24 
3.03 
1.61 
.27 
.05 
.06 
.23 
.00 
.00 
.13 
1.35 
.00 
.30 
.17 
3.13 
.10 
1.77 
.00 
.08 
15.59 
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1924 
.38 
.19 
.()O 
.05 
.41 
.83 
.48 
.56 
1.05 
.46 
.76 
1.35 
.04 
.99 
.97 
2.40 
.02 
.24 
.11 
.34 
.24 
.37 
.01 
.00 
12.25 
1925 
.01 
.29 
.87 
.01 
.00 
.06 
.31 
1.00 
1.00 
3.34 
.50 
.50 
.00 
.07 
.65 
.00 
.22 
1.13 
.02 
1.44 
1.9& 
.42 
.76 
.00 
14.55 
1926 
.73 
1.62 
.00 
.35 
.01 
.23 
.38 
.02 
.79 
.00 
1.31 
.08 
.12 
.73 
.39 
.00 
.54 
.06 
.00 
.02 
1.41 
.99 
1.05 
.00 
10.83 
1927 
.20 
.31 
.17 
.06 
.02 
.31 
.27 
.08 
.70 
1.37 
.40 
.00 
.61 
.00 
.07 
1.15 
.10 
.51 
.51 
.43 
.90 
.18 
.49 
.62 
9.96 
1928 
.59 
.03 
.65 
1.48 
.00 
.00 
.82 
.04 
.92 
.32 
1.48 
.36 
.21 
1.06 
.46 
2.11 
1.24 
.00 
1.97 
.00 
.00 
1.42 
.34 
.55 
16.05 
1929 
.13 
.34 
.67 
.20 
.01 
.50 
2.37 
.49 
.00 
.08 
.27 
.08 
.01 
3.17 
.80 
.01 
.06 
.00 
1.27 
.03 
.00 
.00 
.16 
.32 
10.97 
1930 
.02 
1.83 
.19 
.59 
.03 
.44 
.33 
.02 
1.29 
.32 
.00 
.99 
.38 
.01 
.()Q 
.00 
.56 
.11 
.00 
.85 
.79 
.55 
1.31 
.00 
10.61 
1931 
1.56 
.42 
.01 
1.79 
.00 
2.63 
.01 
2.15 
.35 
.00 
1.91 
.00 
.57 
.00 
.96 
.41 
.00 
.00 
.94 
.35 
1.69 
.04 
.11 
.22 
16.12 
1932 
.03 
.33 
.09 
.00 
1.19 
1.09 
1.98 
.43 
.04 
1.24 
.46 
.05 
1.46 
.42 
.00 
.00 
1.&3 
1.16 
1.62 
.12 
1.45 
.45 
.00 
.49 
15.63 
1933 
.20 
.05 
.46 
.00 
.69 
.18 
.00 
.00 
.72 
.00 
.07 
1.50 
.24 
1.20 
1.79 
1.33 
1.31 
.00 
.00 
.58 
.16 
.04 
3.35 
.19 
14.06 
Total 
12.29 
13.09 
14.70 
12.66 
17.24 
19.95 
24.34 
29.74 
18.56 
14.13 
13.86 
15.65 
16.50 
22.69 
13.11 
19.32 
9.11 
15.94 
20.65 
18.80 
16.04 
18.66 
13.87 
10.93 
401.83 
4J 
00 
m 
1fJ87 
Table 2. YIELD" OF OORN AT LINCOLN, NEBRASKA, AND 
THE RAINFALL DISTRIBUTION COEFFICIENTS. 
Yield Rainfall coefficients Sum 
Year Y po PI P' P' S 
2 3 4 5 6 7 
1906 65 14.50 40.68 -1137 2952 3968.82 
1907 73 16.91 5.69 - 716 1420 788.22 
1908 63 27.26 97.88 -1224 9450 8218.38 
1909 41 14.82 88.42 - 381 732 318.40 
1910 58 17.35 93.43 1304 4346 5818.78 
1911 43 10.66 15.98 514 - 375 208.64 
1912 48 9.98 41.84 18 98 215.82 
1913 8 10.55 -11().09 616 -2958 -2433.54 
1914 53 21.22 55.06 -1156 8086 6949.16 
1915 75 21.11 47.79 451 -2343 -2650.10 
1916 62 13.51 20.63 76 -2314 -2141.86 
1917 47 13.07 49.93 366 2470 ~114.14 
1918 3 8.58 30.20 325 695 351.38 
1919 21 14.42 9.34 134 4820 4980.08 
1920 54 13.06 27.54 357 897 1348.60 
1921 65 15.70 18.34 235 868 1165.36 
1922 47 12.51 4.77 697 -2542 -3184.26 
1923 61 15.59 12.57 200 331 595.02 
1924 39 12.25 8.79 868 - 747 -1572.54 
1925 38 14.55 34.91 392 1360 1055.46 
1926 10.83 1.11 424 -1375 - 936.06 
1927 66 9.96 29.04 116 841 830.00 
1928 38 16.05 30.07 306 -2263 -2484.88 
1929 55 10.97 22.87 489 584 138.10 
1930 9 10.61 3.33 355 399 770.28 
1931 30 16.12 74.58 34 911 916.54 
1932 47 15.63 21.67 470 738 352.30 
1933 38 14.06 86.96 136 390 386.98 
Total 1250 401.83 -100.21 -4963 20787 17375.62 
Mean 44.64 14.35 - 3.579 - 177.25 742.4 
* Average yield pel' acre of Hogue Yellow Dent in corn varietal tests. 
988 
Table 3. f-Values* for n=24. 
~,' U ~3' 
-23 253 -1771 
-21 187 847 
-19 127 133 
-17 73 391 
-15 25 745 
-13 17 949 
-11 53 1023 
9 83 987 
7 -107 861 
-125 665 
-137 419 
-143 143 
-143 143 
-137 419 
-125 665 
-107 861 
83 987 
11 53 -1023 
13 17 949 
15 25 745 
17 73 391 
19 127 133 
21 187 847 
23 253 1771 
"From tables of f-values. Ref. (6) and (1). 
Table 4. SUMS OF ::QUARES AND CROSS PRODUCTS COMPUTED FROM TABLE 2. 
Block Y po Pl P' P' S 
2 3 4 5 6 
2:Y'. 2:Y po. 2:Ypl • . .. 2:YS 67.226.00 19.064.86 3.130.78 - 323.828.00 1.159.301.00 924.894.64 
P :Y)'/N. (2:Y) ( 2:po)/N • • • • • (2:Y) (2:3)/N 55.803.57 17.938.84 -4.473.66 -221.562.50 927.991.07 775.697.32 
- ----
~y2 , XYPo, Xy.ot, . . . , Xys 11.422.43 1.126.02 7.604.44 -102.265.50 231.309.93 149.197.32 
l::PJ, XpOPl, ••• , x,poS 6.202.5251 -2.291.522 - 96.857.50 487.332.86 413.451.22 
(2: po)'/N. ( 2:po) (2:Pl)/N •...• ( 2:po) (2:S)/N 2 5.766.6910 -1.438.121 -71.224.37 298.315.72 249.358.76 
- --- -
X(pO)2, 2;.00.01, • • • , l::p~s 435.8341 - 853.402 -25.633.13 189.017.14 164.092.46 ~ 
Xpi J 2; .01.02, ••. , ZPlS 69.622.342 218.432.16 -1.257.224.06 - 968.330.30 00 <:0 
(2:pl)'/N. (2:Pl) (2:p,)/N •.. • • (2:Pl) (2:S)/N 3 358.644 17.762.22 74.395.19 - 62.186.10 
-----
2: ( .01 )2 , Xpip~ , .. • J 2:.015 69.263.698 200.669.94 - 1.182.828.87 - 906.144.20 
Xpi , 2;P2P3, l::P2S 10.104.341.00 -12.719.916.00 -2.817.828.34 
( 2:p,)'/N. ( 2:p ,) ( 2:p,)/N. ( 2:p ,) (2:S)/N 4 879.691.75 - 3.684.495.75 -3.079.828.65 
l:: (P2)2, l::P2P31 1:,.03 :; 9.224 .649.25 - 9.035.420.25 262.000.31 
:2;.0 5, l::P3S 254.683.667.00 242,353,160.80 
(2:p,)'/N. ( 2:p ,) (2:S)/N 5 15.432.120.32 12.899.536.17 
----- -
2: ( p')' . 2:p,s 239.251.546.68 229.453.624.63 
Table 5. CODED SUMS OF SQUARES AND CROSS PRODUCTS. 
po /10 pi/10' p, /10' p, / 10' 
p,/10 4.358341 -.853402 -2.563313 1.800171 
pl/102 6.926370 2.006699 -1.182829 
p,/10' 9.224649 - .903542 
pa/10- 2.392515 
Table 6. SOLUTION OF EQUATIONS. 
Block Instructions* 
Enter first line of table 5 
Multiply line 1 by -1/(1.1) = -.229445 
Check : (2.1) + (2.2) + (2.3) + (2.4) (2.5) 
Enter second line of table 5 
Multiply line 1 by (2.2) 
Add lines 4 and 5 
Multiply line 6 by -1/(6.2) = -.147945 
Check: (7.2) + (7.3) + (7.4) = (7.5) 
Enter third line of table 5 
Multiply line 1 by (2.3) 
Multiply line 6 by (7.3) 
Add lines 9, l() and 11 
Multiply line 12 by -1/(12.3) = -.135463 
Check: (13.3) + (13.4) = (13.5) 
4 Enter fourth line of table 5 
Multiply line 1 by (2.4) 
Multiply line 6 by (7.4) 
Multiply line 12 by (13.4) 
Add lines 15, 16, 17, and 18 
Check: (19.4) = (19.5) 
Line I 
1 
2 
3 
4 
5 
6 ' 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
1 2 
4.358341 - .853402 
-1. .195809 
6.926370 
- .167104 
6.759266 
-1. 
Column 
3 
- 2.563313 
.588139 
2.006699 
- .501920 
i.504779 
- .222625 
9.224649 
-1.507584 
- .335001 
7.382064 
-1. 
' The symbol (2.3), for example, representa in the instructions the value, .588139, in line 2, column 3. 
4 Check 
1.890171 2.831797 
- .433690 - .649742 ~ 
~ 
-1.182829 6.896838 0 
.370112 .554491 
- .812717 7.451329 
.120237 -1.102387 
- .903542 7.764493 
1.111683 1.665490 
.180931 -1.658852 
.389072 7.771131 
- .052705 -1.052701 
2.392515 2.196315 
- .8' 9748 - 1.228122 
- .097719 .895925 
- .020506 - .409577 
1.454542 1.454541 
Ta!ble 6. (Continued). SOLUTION OF EQUATIONS. 
B10ek I Instructions" Line 
--I Enter reciprocal of (19.4) 21 
8 
Multiply (2.4), (7.4), and (13.4) by (22.4) 22 
Multiply (2.3) and (7.3) by (23.3) 23 
Multiply (2.2) by (24.2) 24 
Check: (25.1) (1.4) + (24.2) (4.4) + (23.3) (9.4) + (22.4) (15.4) = 1 25 
Enter reciprocal of (12.3) 
Enter (23.3) in (27.4), Multiply (2.4), (7.4), (13.4) by (27.4) 
Multiply (2.3) and (7.3) by (28.3) 
Multiply (2.2) by (29.2) 
Check: (30.1) (1.3) + (29.2) (4.3) + (28.3) (9.3) + (27.4) (9.4) 
Enter reciprocal of (6.2) 
Enter (24.2) in (32.4), Multiply (2.4) and (7.4) by (32.4) 
Enter (29.2) in (33.3), Multiply (2.3) and (7.3) by (33.3) 
Multiply (2.2) by (34.2) 
Check: (35.1) (1.2) + (34.2) (4.2) + (33.3) (4.3) + (32.4) (4.4) 
Enter reciprocal of (1.1) 
Enter (25.1) in (37.4), Multiply (2.4) by (37.4) 
Enter (30.1) in (38.3), Multiply (2.3) by (38.3) 
Enter (35.1) in (39.2), Multiply (2.2) by (39.2) 
Oheck: (40.1) (1.1) + (39.2) (1.2) + (38.3) (1.3) + (37.4) (1.4) 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
-.298163 
-.021311 
.017766 
- .301708 
.015715 
.080794 
-.006842 
.089667 
-.039349 
-.020550 
.032628 
-.()27271 
.229445 
.130848 
.052737 
- .005340 
.407690 
Column 
.082663 
.008067 
.090730 
-.004357 
-.030583 
- .()34940 
.147945 
.010909 
.007779 
.166633 
-.027271 
-.036235 
-.036235 
.135463 
.001910 
.137373 
- .034940 
.089667 
4 
.687502 
.687502 
-.036235 
$ 
I-' 
-:090730 
- .301708 
Table 7. DECODED MULTIPLIERS. 
.00407690 
-.0'27271 
.0'89667 
-.0'301708 
Note: .0'89667 ~.0000089667. 
-.0'27271 
.0'166633 
-.0'34940 
.0'90730 
.0'89667 
-.0'34940 
.0'137373 
-.0'36235 
C" 
-.0'301708 
.0'90730 
-.0'36235 
.0'687502 
Table 8. ANALYSIS OF VARIANCE OF CORN YIELDS. 
Degrees of 
Source of variation freedom 
Total 27 
Rainfall regression 
Deviations from regression 23 
"Highly significant, F = 1217/285 4.27 
Fat 1% point for d.f. 4 and 23 is 4.26 
Sum of 
squares 
11422 
4868 
6554 
Mean 
square 
1217'· 
285 
Table 9. CALOULATION OF THE EFFEGr OF AN INCH OF RAlN 
ABOVE AVERAGE. 
No. of 
interval 
5 
6 
8 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
2~ 
24 
al~i 
-3.513 
-3.207 
-2.9 :)2 
-2.596 
-2.291 
-1.985 
-1.680 
-1.374 
-1.069 
.764 
.458 
.15~ 
.153 
.458 
.764 
1.069 
1.374 
1.680 
1.985 
2.291 
2.596 
2.902 
3.207 
3 513 
u2E; 
-1.884 
-1.392 
.946 
.544 
.186 
.127 
.395 
.618 
.797 
.931 
1.020 
1.065 
1.065 
1.020 
.9~1 
.797 
.618 
.395 
.127 
.186 
.544 
.946 
-1.392 
- 1.884 
a3~3 a 
1.322 -1.31 
.632 -1.20 
.099 .98 
.292 .66 
.556 .26 
.708 .20 
.764 .72 
.737 1.27 
.643 1.85 
.496 2A4 
.313 3.02 
.107 3.57 
.107 4.09 
.313 4.56 
.496 4.96 
.643 5.28 
.737 5.5) 
.764 5.61 
.708 5.59 
.556 5.43 
.292 5.11 
.099 4.62 
.632 3.95 
-1.322 3.07 
~93 
Table 10. USE OF THE REGRESSION CURVE TO PREDICT YIELD. 
Mean effect Actual 
Average of an inch rainfall Predicted 
Date rainfall above average for 1906 ~ai( rl -rj) yield 
May 1-5 .44 - 1.31 .00 .6 45.2 
6-10 .47 -1.20 .07 1.1 45.7 
11-15 .52 .US .01 1.6 46.2 
16-20 .45 .66 .00 1.9 46.5 
21-25 .62 .26 .76 1.9 46.5 
26-30 .71 .20 .69 1.9 46.5 
31-4 .87 .72 .04 1.3 45.9 
June 5-9 1.06 1.27 .00 0.0 44.6 
10-14 .66 1.85 .00 1.2 43.4 
15-19 .50 2.44 1.74 1.8 46.4 
20-24 .50 3.02 .37 1.4 46.0 
25-29 .56 3.57 .97 2.9 47.5 
30-4 .59 4.09 3.69 15.6 60.2 
July 5-9 .81 4.56 .00 11.9 56.5 
10-14 .47 4.96 .43 11.7 56.3 
15-19 .69 5.28 1.39 15.4 60.0 
20-24 .33 5.50 .03 13.7 58.3 
25-29 .57 5.61 .96 15.9 60.5 
30-3 .74 5.59 1.99 22.9 67.5 
August 4-8 .67 5.43 1.12 25.3 699 
9-13 .57 5.11 .00 22.4 67.0 
14-18 .67 4.62 .10 19.8 64.4 
19-23 .50 3.95 .13 18.3 62.9 
24-28 .39 3.07 .01 17.1 61.7 
; 
~94 
Table 11. YIELD AND DISTRIBUTION COEFFICIENTS. 
Rainfal1 coefficients Temperature coefficients 
Year Yield po PI p. p, 00 01 02 O. 
1906 65 14.50 40.68 -1137 -2952 1754 380 630 -1049 
1907 73 16.91 - 5.69 - 716 1420 1738 594 5263 -2630 
1908 63 27.26 -97.88 -1224 9450 1702 376 3666 -9667 
1909 41 14.82 -88.42 - 381 732 1774 845 2274 837 
1910 58 17.35 93.43 1304 4346 1760 598 -10271 - 56 
1911 43 10.66 15.98 514 - 375 1850 - 40 -10423 -1432 
1912 48 9.98 41.84 18 98 1792 384 2540 -1513 
1913 8 10.55 -110.09 616 -2958 1891 894 6195 951 
1914 53 21.22 -55.06 -1156 8086 1832 303 6072 -3955 
1915 75 21.11 47.79 451 -2343 1609 566 9095 1581 
1916 62 13.51 20.63 76 -2314 1793 658 9925 -7093 
1917 47 13.07 -49.93 366 2470 1750 578 8105 -7602 
1918 3 8.58 -30.20 325 695 1879 482 2111 1990 
1919 21 14.42 - 9.34 134 4820 1797 620 -12655 -5821 
1920 54 13.06 27.54 357 897 1745 339 8550 328 
1921 65 15.70 -18.34 235 868 1839 156 1343 4044 
1922 47 12.51 - 4.77 697 -2542 1790 574 2610 7437 
1923 61 15.59 -12.57 200 331 1734 434 7330 1291 
1924 39 12.25 - 8.79 868 - 747 1704 836 2291 4696 
1925 38 14.55 34.91 392 1360 1793 198 5370 6497 
1926 3 10.83 1.11 424 -1375 1819 397 1232 - 126 
1927 66 9.96 29.04 116 841 17()6 2()7 8380 -591() 
1928 38 16.05 30.07 306 -2263 1742 551 2379 -4851 
1929 55 10.97 -22.87 489 584 1759 634 4497 1600 
193() 9 1().61 - 3.33 355 399 1811 621 -14628 -3()28 
1931 30 16.12 -74.58 34 911 1810 393 9369 3680 
1932 47 15.63 21.67 470 738 1782 389 5782 -298() 
1933 38 14.06 86.96 136 390 1853 -143 7976 2596 
y 
p; p, 
p; p, 
80' 8, 8, 
8; 
y 
11422.43 
Po 
1126.02 
435.8341 
Table 12. SUMS OF SQUARES AND PRODUCTS ABOUT THE MEANS. 
p; p, p, 8, 8, 
7604.44 -102,265.50 231,309.93 -21,372.43 -23,705.00 
-853.402 - 25,633.13 189,017.14 -2,930.93 -1,501.64 
69263.698 200,669.94 -1,182,828.87 -16,764.52 -134,948.44 
9,224,649.25 - 9,035,420.25 323,538.00 -113,015.00 
239,251,546.68 -249,068.4'2 - 2,798,506.00 
98,335.43 -87,600.00 
1,594,142.00 
8; 8, 
100,909.14 -374,121.93 
1,301.15 -125,450.76 
-874,966.49 708,230.68 <t} 
-28,007,600.50 6,387,432.75 <0 
- 53,302,867.36 -147,080,583.18 01 
92,779,86 1,362,756.43 
1,303,492.00 -1.478,191.00 
376,163,812.71 126,967,482.36 
494,019,218.68 
Table 13. MULTIPLIERS FOR CORRELATING YIELD WITH RAINFALL AND TEMPERATURE. 
Cia Cil Ci 2 Ci3 Cj4 CJl'.i Ci6 Cp 
COj .005214319 .0'5197420 .0' 4641912 -.0'3552053 .0'1538394 .0'1167362 -.0'5078545 -.0'2443214 
elj .0'5197420 .0'2895837 -.0'6565021 .0'1268932 .0'1205596 .0'3306679 .072592202 -.071207405 ~ C2j .0'4641912 -.0'6565021 .0'2099959 .0'1137246 - .0'6203538 -.078901691 .0'1559858 -.0'2544864 
C'I -.0'3552053 .0'1268932 .0' 1137246 .0'9019110 -.076993318 .072001918 .0'1091884 .0' 1558755 en 
C4j .0'1538394 .0'1205596 - .0'7203538 - .076993318 .0'2142307 .0'2169568 -.073783029 -.073260583 
C6j .0'1167362 .0'3306679 -.078901691 .072001918 .0'2169568 .0'1070071 -.0'1362835 .0'2902331 
C6j - .075078545 .072592202 .071559858 .081091884 -.073783029 -.0'1362835 .0'4369517 -.0'9493912 
e7j - .0'2443214 -.071207405 -.0'2544864 .0'1558755 -.073260583 .0'2902331 -.0'9493912 .082819090 
'897 
Table 14. ANALYSIS OF VARIANOE OF OORN YIELDS. 
Source of variation 
Total 
Rainfall and temperature regression 
Deviations from regression 
*Signi ficant. F = 808/261 = 3.09 
Degrees of 
freedom 
27 
8 
19 
Sum of 
squares 
11422 
6465 
4957 
F at 5% point for d.f. 8 and 19 is 2.48 
Table 15. PREDICTION OF YIELD DURING 1906. 
Time R ainfall Temperature 
Interval AveragelActuallEff€ctl _ Average I ActuallEffectl 
rj fj ai ~ai(ri -rj) ti tj hi 1;b;(tj -tj) 
.44 .00 1.10 - .48 
.47 .07 .78 - .80 
.52 .01 .56 -1.08 
4 .45 .00 .43 -1.27 74.2 80 .8 .190 1.25 
5 .62 .76 .39 -1.22 77.4 81.6 .098 1.66 
6 .71 .69 .41 -1.23 76.0 68.2 .021 1.50 
.87 .04 .50 -1.64 77.3 78.6 -.042 1.45 
1.06 .00 .64 -2.32 79.3 87.2 -.094 .70 
.66 .o() .82 -2.86 82.4 81.2 -.135 .87 
10 .50 1.74 1.03 -1.59 84.1 85.6 -.166 .62 
11 .50 .37 1.26 -1.75 86.3 76.8 -.190 2.42 
12 .56 .97 1.51 -1.13 86.9 86.8 -.207 2.44 
13 .59 3.69 1.75 4.29 88.5 82.4 -.218 3.77 
14 .81 .00 1.98 2.69 88.6 82.6 ....:.226 5.13 
15 .47 . . 43 2.19 2.60 89.6 86.2 -.231 5.91 
16 .69 1.39 2.36 4.25 88.4 81.() - .235 7.65 
17 . 53 .03 2.50 3.50 . 89.5 85.2 - .239 8.68 
18 .57 .96 2.58 4.51 89.4 86.6 -.245 9.37 
19 .74 1.99 2.60 7.76 87.4 86.2 -.253 9.67 
20 .67 1.12 2.55 8.90 87.7 83.0 -.265 10.92 
21 .57 .00 2.41 7.53 86.7 85.2 -.283 11.34 
22 .67 .10 2.18 6.29 88.3 95.6 -.307 9.10 
23 .50 .13 1.85 5.60 86.0 92.4 -.340 6.92 
24 .39 .(H 1.40 5.07 84.9 80.4 -.382 8.64 
Table 16. ANALYSIS OF VARIANCE OF CORN YIELDS. 
Source of variation 
Total 
Temperature regression 
Deviations from regression 
**Highly significant F = 6.29 
Degrees of 
freedom 
27 
4 
23 
Sum of 
squares 
11422 
5963 
5459 
Mean 
square 
808* 
261 
Predicted 
yield 
44.1 
43.8 
43.5 
44.6 
45.0 
44.9 
44.4 
43.0 
42.6 
43.6 
45.3 
45.9 
52.7 
52.4 
53.1 
56.5 
56.8 
58.5 
62.0 
64.4 
63.5 
60.0 
57.1 
58.3 
Mean 
square 
1491** 
237 
Table 17. CALCULATION OF THE REGRESSIONS OF THE p'S ON THE 8·S. 
Sums of products of p' and 8' taken from table 12 
po pi , p, p, 
a b c d 
8. -2,930.93 -16,764.52 323,538 -249,068 
8, -1,501.64 -134,948.44 -113,015 -2,798,506 
8, 1,301.15 -874,966.49 -28,007,600 -53,302,867 
8, -125,450.76 708,230.68 6,387,433 -147,080,583 
Multipliers derived from sum of squares and products of temperature coefficients 
cia ejl Ci 2 Cj3 
a' b' c' d' 
COj .0'11098228 .0'5772786 .0'548877 -.0'3029790 
elj .0'5772786 .0'66235052 -.0'2813055 .0' 1112420 
C2j .0'548877 -.0'2813055 .0'29288353 -.0'7762956 
C3j -.0'3029790 .0'1112420 -.0'7762956 .0'23106334 
Partial regression coefficients 
po P1 P' P3 
a" b" c" d" 
80 (aa') -.02958696 (ba') -.29021971 (ca') 3.17820427 (da' ) -.21606546 
81 (ab') -.00282978 (bb') -.09581179 (cb') .19780845 (db' ) -2.01104501 
8, (ac') .00008933 (be') -.00282483 (cc') -.08489444 (de') .03543204 
83 (ad') -.00020375 (bd') .00267350 (cd' ) .02657296 (dd') - .29403740 
Note: (aa') stands for the sum of the product of corresponding numbers in columns a and a': (-2930.93) (.0'11098288) + ... + 
(-125450.76) (-.0'3029790) = -.02958696 
.rJ 
~ 
00 
po 
P1 
P' 
P3 
Table 18. REGRESSION SUMS OF SQUARES AND PRODUCTS OF THE RAINFALL COEFFICIENTS. 
p o 
(aa") 116.6436 (ab") 
(ba") 655.420 (bb") 
(ea") - 13,056.2 (eb") 
(da") 40,494.3 (db") 
P1 
655.423 (ae") 
22,160.1 (be") 
13,124.6 (ee" ) 
97,765 .2 (de") 
P' 
- 13,056.1 
13,124.6 
3,553,337. 
- 728,405. 
(ad") 
(bd") 
(cd") 
(dd") 
p' 
40,494.4 
97,765.9 
-728,406. 
50,817,558. 
Note : (aa") ~ (-2930.93) ( - .02958696) + (-1501.64) (-.00282978) + (1301.15) (.048933) + ( - 125450.76) ( - .0' 20375) ~116.6436. 
~ 
~ 
1900 
Table 19. RESIDUAL SUMS OF' SQUARES AND PRODUCTS OF 
THE RAINFALL COEFFICIENTS. 
Po P; P; P; 
PO 319.1905 -1,508.82 -12,577.0 148,522.7 
PI 47,103.6 187,545.3 -1,280,595. 
P; 5,671,312. -8,307,014. 
pi 188,433,989. 
Table 20. MULTIPLIERS FROM SUMS OF SQUARES AND PRODUCTS 
OF RESIDUAL RAINFALL COEFFICIENTS. 
CjO Cil Cj2 Cj3 
COj .0'521433 .0'51973 .0'46421 -.0'355205 
elj .0'51973 .0'289583 -.0'65650 .0'126894 
C2j .0'46421 -.0'65650 .0'209996 .0'11371 
C3j -.0'355205 .0'126894 .0'11371 .0'901911 
Table 21. ALTERNATIVE MErHOD OF CALCULATING THE 
DISTRffiUTION COEFFICIENTS. 
Rainfall by 5- d ~; ~; ~3 day intervals, 1906 
3.69 .97 4.66 2.72 1 -143 -143 
.00 .37 .37 - .37 3 -137 -419 
.43 1.74 2.17 -1.31 -125 -665 
1.39 .00 1.39 1.39 -107 -861 
.03 .00 .03 .03 83 -987 
.96 .04 1.00 .92 11 53 -1023 
1.99 .69 2.68 1.30 13 17 -949 
1.12 .76 1.88 .36 15 25 -745 
.00 .00 .00 .00 17 73 -391 
.10 .01 .11 .09 19 127 133 
.13 .07 .20 .06 21 187 847 
.01 .00 .01 .01 23 253 1771 
9.85 4.65 14.50 5.20 
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APPENDIX I 
DERIVATION OF THE REGRESSION FUNCTION 
First, let us consider a simple regression of corn yield 
on the total rain falling during the 4 months, May, June, 
July and August. It is very unlikely that rain falling in 1 
month will have the same effect on yield as rain falling 
in some other month. In other words, a simple regression 
of yield on total rain may be inadequate since the distribu-
tion of rain is not taken into account. 
One would expect to obtain a better estimate of yield 
by using a regression such as, 
Y = C+alrl +a2r2+aara+a4r4 
where the a's are partial regression coefficients and the r's 
are independent variables representing the rain falling in 
each of the 4 months. But generally the effect of rain the 
first part of the month is on an average different from the 
effect for the latter part; i.e., smaller subdivisions than a 
month may be needed. As the number of subdivisions in-
creases, arithmetical and statistical difficulties increase and 
the evaluation of the regression 
n 
(1) Y =C+alrJ+a2r2+ ... +anrn=C+~ air! 
I~I 
by the usual methods becomes impractical. 
In searching for a method of evaluating the regression 
when the season is divided into small intervals, Fisher ob-
served that one would expect the true partial regression co-
efficients for adjoining intervals to differ only by a small 
amount, since the partial regression coefficient al is a meas-
ure of the average effect of rain falling during the ith in-
terval. In fact, if the population regression coefficients 
could be plotted against time, it is not unreasonable to ex-
pect them to fall on a continuous curve, i. e., that the average 
effect of rain on yield changes continuously during the season. 
Assuming that the effect changes rather slowly, the regres-
sion coefficients will follow approximately a polynomial 
curve. Hence, the partial regression coefficients can be ex-
pressed as a function of time t, 
(2) al = bo+b1t, +b2t~+ ... +bkt~ 
where the b's are unknown constants to be determined and 
i stands for the ith interval. Substituting (2) in (1) we have 
(3) Y =C+l:(bo+bltl+b2t~+ ... +bkt~)rl 
= C+bol:rl +bl~rltl +b2~r;t~ + ... +bkl:rlt~ 
Letting Xo = ~rh Xl = ~rith ... , Xk = l:rlt~; (3) becomes 
Y =C+boXo+b1X1+ ... +bkXk 
If records of rainfall are available so that the rain fall-
ing during successive, short intervals of time can be tabu-
lated for each of a number of growing seasons, a set of X's 
can be calculated for each season. These X's can then be 
considered as independent variables with which the yields, 
Y, are to be related. Thus, the b's in equation (3) become 
partial regression coefficients in a new multiple regression 
with a much smaller number of variables, depending upon 
the degree of polynomial required, and can be found by the 
application of multiple regression methods. With the b's 
evaluated, the graph of equation (2) can be plotted to show 
how the effect on yield of an inch of rain above average 
varies during the growing season. 
Many, if not all, of the previous investigators have used 
orthogonal polynomials of one form or another in place of 
the ordinary polynomial in equation (2). Perhaps the most 
convenient form of orthogonal polynomials to use is the one 
given by Fisher and Yates (6), in which case equation (2) 
can be written 
(4) ai=aO+al~{i+a2~fi+' .. +ak~kl 
where ~{, ~f, . . . , ~k are orthogonal polynomial functions of 
time, t, of degrees 1, 2, ... , k, respectively. Substituting (4) 
in (1) we have 
(5) Y =C+~(ao+al~{i+' .. +ak~ki)ri 
= C + aO~ri + al~ ~{iri + .. . ' + ak~ ~kiri 
Letting PO=l:rh PI=~~{lrh"" Pk=l:~kiri 
(5) becomes Y =C+aopo+alPI+' . . +akPk. 
Since suitable values of the t's have been tabulated (6), (1), 
the computation of the p's for each season is easily carried 
out. Then the a'S for the regression function (4) can be de-
termined by using multiple regression methods to relate 
yield with the P's. 
Regardless of whether one uses equation (2) or equa-
tion (4) as a regression function, identically the same re-
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sults are obtained and neither method seems to have much 
advantage over the other. In either case exactly the same 
computational procedure can be followed; the only differ-
ence being that in the second case values of ~[, ~~, . . . , 
U are used in place of t, t2, ... , tk. In this bulletin the 
second regression function is used, and consequently values 
of ~{, ~~, and ~~ appear in table 3 instead of the values, 
t= -23, -21, ... , -3, -1,1,3, ... ,21,23 
t2 = 529, 441, ... , 9, 1, 1, 9, ... , 441, 529 
t 3 = -12167, -9261, ... , -27, -1,1,27, ... , 9261,12167 
the center of the season being used as an origin and each 
interval taken as two units in order to avoid fractional 
values. 
It may be observed that if polynomials of the form 
r=PO +PI~{ ... +Pk~k 
are fitted to the distribution of rainfall for each season, the 
least squares criterion gives, 
~r ~ ( ~[r) ~ ( ~kr) 
PO=li' PI = ~ ( W 2 ' ... ,Pk= ~Uk)2 
as formulas for determining the p's. Therefore, using the 
same equally spaced intervals to determine the p's as are 
used to find the p's we have 
Po = np o, PI = ~ ( ~{)2PI' ... , Pk = ~ ( ~k)2pk 
That is, the p's are proportional to the coefficients of or-
thogonal polynomials fitted to the sequence of rainfall for 
each season. The relationships existing between the X's and 
coefficients of polynomials fitted to each season's rainfall 
are more complicated. 
APPENDIX II 
AN ALTERNATIVE METHOD OF CALCULATING THE 
DISTRIBUTION COEFFICIENTS 
One year's data, 1906, is sufficient to illustrate this 
method of computing the p's. The necessary data are given 
in table 21. The first column contains the rainfall for the 
last 12 intervals of the season; i. e. , column 1 starts at the 
top with the rainfall for the interval July 30 to Aug. 4 and 
ends with the rainfall for the last interval of the season. 
Column 2 contains the rainfall for the first 12 intervals 
of the season written in reverse order; i.e., it starts with the 
rainfall for the interval July 25-29 and ends with the rain-
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fall for the first interval. If the number of 5-day intervals 
had been odd, one-half of the rainfall for the median period 
would have been written at the top of column 1 and one-half 
at the top of column 2. 
The numbers in column 3 are formed by adding the 
corresponding numbers in columns 1 and 2, 3.69+.97 =4.66, 
etc., and the numbers in column 4 by subtracting the num-
bers in the second column from those in the first, 3.69 - .97 
=2.72, etc. As a check the sum of column 3 should equal 
the sum of the first two columns, 9.85+4.65 = 14.50, and 
the sum of column 4 should equal the difference, 9.85 -4.65 
= 5.20. The last three columns contain the lower half of the 
e-values given in table 3. 
The distribution coefficients for 1906 are calculated as 
follows: 
Po = ~s = 14.50 
Pi = ~d~{ = (2.27) (1) + ( - .37) (3) + . .. + (.01) (23) =40.68 
P2 =~s~~ = (4.66) ( -143) + (.37) ( -137) + ... + (.01) (253) 
= -1137 
P3 =~d~~ = (2.72) (-143) + ( -.37) ( -149) + ... + (.01) (1771) 
= -2952 
where the letters sand d stand for the items in columns 3 
and 4, respectively. If this method is used a table, A, con-
taining columns like column 3, table 21, for each year, 
and a second table, B, with columns like column 4 should 
be made. The ~'-values in columns 5, 6, and 7, table 21, could 
be written on strips of paper and the desired sums of prod-
ucts conveniently calculated. 
To check the computed p's add the numbers in table 
A horizontally to obtain a vertical column of marginal totals. 
The grand total of table A should equal the sum of column 
3, table 2. The sum of products of the ~~-values and the 
column marginal totals should equal the sum of column 5, 
table 2. Similarly, to check columns 4 and 6, add the num-
bers in table B horizontally to obtain a vertical column of 
marginal totals. The sum of products of the marginal total 
and the values of ~{ and of ~~ should equal the sums of 
columns 4 and 6, respectively. 
A more extensive account of this alternative method may 
be found in the bulletin by Anderson and Houseman (1). 
