Abstract: Attitude estimation of an aircraft utilizing navigation satellite carrier phase measurements is studied. An Extended Kalman Filter (EKF) for the Euler angles is augmented by an artificial neural network (ANN) to improve its estimation performance. MLP and RBFN networks are trained for various levels of manoeuvre and measurement noise under complex manoeuvre scenarios. It is shown that the ANN provides significant improvement in the EKF performance. RBFN scores distinctly over MLP in terms of training time and estimation accuracy. The RBFN is optimized and the improvement through multipoint training is estimated.
INTRODUCTION
Navigation satellite systems such as GPS and GLONASS emit carrier signals with extremely stable and accurate frequency and phase. Measurements of differential phase of satellite signals between two or more spatially separated antennas mounted on a platform can be used to determine the attitude of the platform (Cohen et al., 1992; Lu et al., 1993) . Determination of satellite attitude in space has been suggested using this method. However, attitude determination of aircraft is more challenging because of their higher dynamics, i.e., higher rates of manoeuvre.
Instantaneous measurements of satellite signal phase, and hence the vehicle attitudes derived from them, tend to be noisy. Because of the presence of nonlinearities, the extended Kalman filter (EKF) is employed at present to obtain optimal attitude estimates (Gelb, 1974; Zarchan, 2000) . However, the EKF has certain limitations in terms of stability, adaptability and observability. It also requires perfect system and measurement models, and all noise processes to be white, Gaussian and known. Any violation of these assumptions results in degradation of the estimation accuracy, convergence rate and possibly failure of the filter.
Artificial neural networks (ANN) can 'learn' to map input-output relationships in a generic way, without specific a priori knowledge about them. Therefore a properly chosen neural network is capable of aiding the EKF to improve the accuracy of the attitude angle estimates after adequate training (Guanrong, 1994; Vaidehi et al., 2001; Vepa, 1993) . This paper focuses on the effectiveness of neural networks of different types and complexities to improve the performance of the EKF for aircraft attitude estimation based on satellite signal phase measurement.
ATTITUDE DETERMINATION
The principle of attitude determination using satellite carrier phase measurements is shown in Fig. 1 (Ellis and Greswell, 1979) . A master (M) and a slave (S) antenna separated by a baseline vector a B (expressed in wavelengths) are mounted on a vehicle. The direction of the satellite with respect to the vehicle is denoted by the unit line-of-sight (LOS) vector s R . The satellite signal arrives at the closer antenna slightly before reaching the other. The differential propagation distance r between the antennas is the projection of a B onto s R , which translates into a phase difference  at the carrier signal frequency. By measuring  a receiver can determine r. The measured phase difference  m is written in terms of the unknown body attitude as A is a matrix representing the attitude of the body B with respect to the external reference frame R, s R is the sightline vector in the reference frame R, a B is the baseline vector in the body frame B,  m is the measured phase difference,  e is the unknown measurement error, and  is the satellite signal carrier wavelength.
The objective is to find the matrix B R A , or its equivalent parameters in terms of the Euler angles or quaternions, from a set of phase difference measurements in Eq. (1).
FLIGHT SCENARIO AND MEASUREMENT SIMULATION
A case is considered in which four antennas mounted on an aircraft. Carrier phase measurements across three symmetric baselines (a 1 , a 2 , a 3 in the plan view shown in Fig. 2 ) are utilized for attitude determination. The aircraft is simulated to 'fly' along pre-determined flight paths and its attitude is computed as a function of time. The expected phase differences of the carrier signal across the antenna baselines corresponding to these known attitude angles are computed with respect to two visible GPS satellites (Wu, 1998) . To this, white Gaussian noise of known variance is added to simulate the measurements.
Using the above 'measurements', an EKF estimation of the attitude is performed, and compared with the known attitude angles in order to obtain the estimation error. The EKF is then augmented with an artificial neural network (ANN) which is first subjected to supervised learning by using the estimation error (of the stand-alone EKF) and filter gain as input parameters. Following the training phase, the ANN-EKF combination is switched over to the operating or 'test' mode wherein the ANN correction output is combined with the basic EKF output to yield the augmented output. The performance of the ANN-augmented EKF is evaluated by comparing the augmented output with the known attitude parameters.
The GPS satellite orbits and positions have been simulated using a software simulator. Aircraft simulations are based on a commercial/transport class, performing flight maneuvers under both training and test conditions. The flight paths have been simulated under the following conditions and assumptions: Three flight profiles are considered in this study: (1) circular maneuver (Fig. 3 ) of varying radii, simulating various bank angles both clockwise and anticlockwise motion, (2) double-loop or 'figure-of-eight' path (Fig. 4) , also called 'roll-doublet', and (3) laterally undulating path composed of semicircular segments of decreasing radius, i.e. increasing maneuver (Fig. 5) . 
MLP Network
The MLP is a popular neural network employed for varied problem solving using supervised learning through the error back-propagation algorithm (Haykin, 2005) . The standard delta rule is used to update the weights of the network: 
RBF Networks
These networks are designed as a curve fitting (approximation) problem [15] . It involves three layers, which include the input, the output, and the hidden layer. The hidden layer applies a nonlinear transformation from the input space to the output space. The following Green's function has been used as the activation function of the hidden i th neuron:
where x t is the input, c i is center,  I is the radius (or width), and h is the overlap parameter. The RBF network (RBFN) was optimized for 200 neurons and an overlap parameter of 25.
Network Architecture
ANN aiding of EKF is carried out in two phases: training and operation (Simon, 2001; Fisher and Rauch, 1994) . The architecture for the training phase is shown in Fig. 6 The true attitude angles as well as the error quantities used for supervised training are known during the simulation process. 
RESULTS
Two cases were considered for the study, one focusing on maneuver and the other on measurement noise levels. 
Case I
The ANN here was trained for roll angle variations in a circular pattern (Fig. 3) and then the ANN-EKF performance was tested for the two test maneuvers shown in Figs. 4 and 5. The phase measurement noise was held constant at 4 for this study. The RBFN was found to train much faster (average 23.433 s) than the MLP (53.548 s). The percentage reduction in estimation error due to ANN aiding of EKF over the stand-alone EKF is shown in Table 1 for the training phase and in Table 2 for the operational phase. It is evident that the RBFN offers distinctly better estimation accuracy than the MLP. Therefore only figures comparing the RBFN aided EKF with the stand-alone EKF are presented below. The double-loop maneuver of Fig. 4 involves a bank angle of 26.59, thereby testing the network capability within its training bounds (38.3). To test the ANN beyond the training bounds, the undulating flight path of Fig. 5 is used, with bank angles over segments varying up to 45. Table 2 shows that operation within the training bounds leads to better performance of the ANN-EKF compared to operation outside the bounds. 
Case II
Here the ANN was trained for varying levels of measurement noise, using a double-loop maneuver with bank angle of 26.59. The percentage reduction in estimation error due to RBFN aiding of EKF over the stand-alone EKF during training is seen from the measurement errors in Table 3 .
The performance of the stand-alone EKF shows strong degradation with increase in measurement noise. During the operational phase the network was subjected to measurement noise of 15. The errors for the stand-alone EKF and the RBFN-aided EKF are shown in Figs. 10 and 11 respectively. The RMS errors for the two cases and the percentage improvement achieved by RBFN aiding are listed in Table 4 . The overall performance of the ANN aided EKF is markedly superior to that of the stand-alone EKF for a wide range of operating conditions and error inputs. Between the two classes of ANNs, RBFN is found to score over the MLP network in terms of system complexity, training speed and estimation accuracy. Once the training is imparted to the ANN, the operation is quite straightforward, permitting real-time implementation even for aerospace applications. This can also be used for improving the performance of medium-and low-accuracy GPS attitude sensing applications.
The ANN is able to improve the EKF performance by compensating for unmodeled states and biases, and probably benefits from the constraints imposed on EKF by its assumptions. 
