Abstract. A methodology to optimize the design of an offshore tsunami network array is presented, allowing determination of the placement of sensors to be used in an Early Tsunami Warning System framework. The method improves on previous sensor location methods by including multiple tsunami parameters as a measure of the predictive accuracy through a single cost function. The use of different tsunami parameters allows for a network which is less subject to bias found when using a single parameter. The resulting network performance was tested against a historical event, suggesting that having such a network in 5 place could have provided meaningful information for the hazard assessment. The low number of sensors required may be useful in implementing such networks in places where funding of denser arrays might be of concern.
analyzed the possible coastal locations where sensors can provide a meaningful lead time, in a near field setting. These locations concentrate along narrow bands that run roughly parallel to subduction zones. In addition, one of the most important factors for tsunami forecasting based on offshore tsunami data is the array configuration of tsunami stations. The accuracy of tsunami source reconstruction strongly depends on the azimuthal coverage of recording stations with respect to the source area (e.g. Pires and Miranda, 2001; Piatanesi et al., 2001; Bernard et al., 2001) . In other 5 words, accuracy depends whether the sensors are located close to the main beam of tsunami energy. In addition, when an adequate amount of sensors surround the tsunami source area with substantial azimuth coverage, it is possible to determine with greater detail the tsunami source. Hence, a dense network of sensors might be required. To date, only four developed countries, the U.S., Japan, Canada and Oman, are able to maintain dense cabled sensor networks. A major handicap is the high cost of the sensors themselves and their installation, as well as their subsequent operation and maintenance. For instance, Japan has 10 a few submarine cabled seafloor observatory networks (e.g. the S-net, DONET1 and DONET2 systems) that provide data in real time. A 1000 km cabled observatory with 164 bottom pressure sensors was installed at an estimated cost of US$ 500M (Bernard and Titov, 2015) . This high cost may pose a significant hurdle for developing countries along subduction zones, such as Chile or other countries on the eastern Pacific seaboard, where the seismogenic zone is extensive. However, despite this potential economic hurdle, it is relevant to study whether less dense arrays could provide a working solution at lower cost.
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The placement of tsunameters has been based on expert judgment which considered technical aspects such as variability and location of seismic sources (Schindelé et al., 2008) , travel time (Schindelé et al., 2008; Omira et al., 2009; Williamson and Newman, 2018) , financial (Araki et al., 2008) , and legal aspects (Abe and Imamura, 2013) , among others. Bernard et al. (2001) suggested that along-strike sensor spacing of about 175-700 km is required to characterize the main energy beam of 20 M w ∼ 8.0 events with just three sensors. The actual spacing will depend on the allowed elapsed arrival time to the sensors. In order to improve the tsunami warning efficacy to design tsunamis observation networks, Schindelé et al. (2008) ; Omira et al. (2009) took into account the seismicity to identify possible sources, and designed the optimal placement of sensors using as target function the travel time and a set of delays. In particular, Schindelé et al. (2008) use 16, evenly spaced sources spanning a long stretch of coast of the Western Mediterranean basin, which are used to test the efficacy of a set of two predefined arrays.
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13 tsunameters spaced about 50-90 km yield the best results. Omira et al. (2009) use just a single scenario for each of five tsunamigenic zones, but on a smaller domain, resulting in a array consisting of just three sensors. On the other hand, Spillane et al. (2008) carried out an optimization approach to place DART buoys in Aleutians and Alaska regions. Time detection was the main restriction to place tsunameters, where it was found that adding more than three sensors did not improve the results significantly. Mulia et al. (2017a) used a similar approach, but a dimensionality reduction approach was incorporated to initiate 30 the optimization. Unlike the previous cases where the goal was to address performance for a wide range of sources, Mulia et al. (2017a) and Mulia et al. (2017b) aim at the best placing of sensors to characterize a large-magnitude, target scenario.
Here, the focus is to capture with great detail the characteristics of non-uniform slip by maximizing the accuracy of inverting a set of stochastic scenarios on a predefined domain. Inverted slips are compared against each stochastic source, under the assumption that tsunami parameters will be well determined if the earthquake source is well retrieved. Hence, no evaluation of 35 the tsunamis are performed. An initial set of 30 sensors is obtained, which can be reduced to 23 sensors at specific locations after optimization. This highlights that in pursuing the detailed structure of slip, a large number of sensors is required. Finally, Saunders and Haase (2018) proposed an improvement in slip characterization for the Cascadia Subduction Zone testing five different, dense sensor arrays. To assess the quality of results, the root mean square, maximum fault slip, tsunami amplitude at the coast and percentage of coastline hit by the high amplitudes waves between recovered from inversion and input data were 5 compared, which expands on the preferred use of travel times as assessment parameter.
In the perspective of cost-performance ratio, it might be of interest to establish the minimal number and location of sensors required to provide a reasonable estimation. This purpose cannot be reached without taking into consideration the azimuthal coverage and the time required for observation, which strongly depends on the spatial relationship between the tsunami source 10 and the tsunameters (e.g. Bernard et al., 2001) . Although it is true that for both tsunami warning and scientific purposes, more data is always desirable, the number of deployments can limited for economic and technical reasons. For developing countries, a solution balancing cost and precision might be more appealing.
Consequently, in the present work, a methodology for estimating the optimal placement of a small numbers of sensors is 15 used and tested. To carry out an objective comparison, three different tsunami parameters are considered in unison to find the optimal configuration. The performance of the resulting network is evaluated by simulating its application to the tsunami of Pisagua 2014 (Catalán et al., 2015) .
Methodology
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The overall objective is to determine an optimal array configuration of offshore tsunami sensors for near-field tsunami forecasting, to be used as a data source for a tsunami inversion technique. In what follows, the analysis will focus in optimizing the forecast accuracy of relevant tsunami parameters, and leaving aside other possible considerations such as cost or technical constraints on sensor placement. The methodology assumes the sensor are capable of providing free surface data at sufficient temporal resolution, therefore it is considered independent of the type of sensor. The methodology is similar in scope to previ-25 ous studies (e.g. Schindelé et al., 2008; Omira et al., 2009 ), but here other tsunami parameters are included in the assessment.
The method builds on the premise that, in order to determine the tsunami source, an inversion procedure must be implemented.
While an inversion algorithm can be subject to a wide range of errors and uncertainties on its own, for the purpose of the present work it is hypothesized that using a single inversion procedure will weigh equally those errors allowing comparison among different sensor configurations. Consequently, it is the procedure presented herein can be applied independently of the 30 inversion method, and the nature of the sensors. Similarly, other sources of signal noise such as atmospheric variations, tides, etc. It is noted also that in actual operational conditions, incoming data from sensors could need to be pre-processed as to improve the signal to noise ratio. For instance, Tsushima et al. (2012) use a 60 s moving average to process data from ocean bottom pressure sensors. Moreover, in some cases, the quality of the data could be dependent on distance to the source. For the present case, these effects are not considered and it is assumed the inversion process is free of its influence. In addition, it is expected that the resulting network could be used for a range of source locations, hence spatial dependencies are not considered and weighed equally.
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In this case, the "tsunami Forecasting based on Inversion for initial sea-Surface Height" (tFISH) algorithm is used (see Tsushima et al., 2009, for details) . To carry out the inversion analysis, offshore tsunami waveform data are inverted (in real time in an operational setting) to estimate the initial distribution of the sea surface displacement. Coastal tsunami waveforms are then synthesized by linearly combining pre-computed tsunami Green's functions weighted by the resulting initial distribution. The method allows for considering the coseismic displacement in the inversion procedure, thereby allowing to place 10 sensors in the seismogenic zone. More details about tFISH can be seen in Tsushima et al. (2009 Tsushima et al. ( , 2012 .
The use of Green's functions is preferred over directly modeling individual events to target sensor locations (e.g. Schindelé et al., 2008) because it allows for testing and comparing a large number of sensor configurations at low computational cost, provided a quantitative parameter or cost function is defined for the comparison. To compute the Green's Function for each 15 subfault patch, a numerical scheme of the linear long-wave equations is used to propagate each tsunami elemental source to a set of predefined forecast points. The initial sea surface model for each Green's function is represented by a Gaussian function.
Overlapping Green's functions are considered to express smooth variations of sea-surface displacement with a finite number of discrete elements (Aida, 1972) . For the purposes of the present work, a set of nearly 1000 Green's functions is considered.
Each of them is of dimensions of 700 x 700 arc seconds, with its centers spaced 0.15 arc-deg. They cover an area spanning 20 about 7
• × 3 • (latitude and longitude), consistent with the so called Northern Chile Gap (Comte and Pardo, 1991; Metois et al., 2013) . In what follows, although an inversion process can benefit by other data sources such as Deep ocean Assessment and
Reporting of Tsunamis (DART) buoys, these are not considered in the analysis under the premise that the area of interest is developing a completely new system. On the other hand, for the particular case of Chile, the location of the existing DART buoys in the area of interest is such that requires longer observation times than the ones studied here (Williamson and Newman, 2018) .
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Tsunami free surface time series, η(t), are computed at a set of offshore and coastal observation points for a prescribed duration of the event, T . The offshore observation points are considered possible locations of a single observing station or sensor, and a subset of sensors is termed a sensor array. Typically, these are located at absolute depths such than nonlinear effects can be neglected thereby linear superposition of tsunami time series can be performed with minimal errors. The coastal 30 observation points correspond to tide gages, which are used to evaluate the predictive performance at the coast.
The overall procedure considers that given a source event, and for a given observation array, it is possible to estimate an inverted tsunami source solution. This solution is then propagated to the coastal points, where a set of relevant parameters are assessed to evaluate the quality of the solution by comparing it against a target scenario calculated independently. To this end,
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the error in three tsunami parameters is estimated. As others (e.g. Schindelé et al., 2008; Omira et al., 2009) , tsunami arrival time is considered a key parameter, as it is essential in a TWS framework to provide a timely hazard assessment.
The definition of arrival time is relatively loose and could refer to different stages of the tsunami, such as the first exceedance of a threshold, the first local crest, first initial trough of N-waves, and others (e.g. Hayashi et al., 2011) . Here, two different 5 definitions are considered in order to make the analysis more robust. The first definition defines the time T 1 at which the tsunami exceeds a certain threshold
This arrival time definition is also used by the German-Indonesian Tsunami Early Warning System (GITEWS) (Rakowsky et al., 2013) . However, considering that in some cases, the tsunami time series might not exceed the threshold, a second arrival 10 time is defined as the time when a proxy for the slope of the free surface exceeds a certain threshold
In this case, the idea is to establish a measure of the rate of change of the tsunami signal as an early proxy for the first local maximum. In doing this, it is assumed that the actual free surface slope is proportional to the rate of change as per the long wave approximation
However, the accuracy in predicting the free surface time series is also relevant for a TWS. A key parameter is the maximum tsunami amplitude (here denoted as H), which is the parameter used to categorize the hazard in most existing TWSs. The maximum tsunami amplitude is estimated as
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It is of note that neither arrival time nor the maximum tsunami amplitude consider the accuracy in retrieving the shape of the waveform. Hence, the skill estimator is also introduced (S k ), as this index is commonly used to evaluate numerical performance of a model (e.g. Hampson et al., 2011 )
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where η for and η obs are the time series forecasted from the inverted source, and the target or observed source at a location of interest, respectively. n represents the number of time steps of the time series.
In assessing the accuracy, the error between observed and forecasted quantities is estimated for arrival times and maximum tsunami amplitudes. However, one possible difficulty in establishing a standard metric is that each of these parameters has 5 its own scale with significantly different ranges of values. For example, while a error in arrival time of a a few minutes can be considered reasonable (for instance, less than five), a variation in height of more than one meter can signify a large error.
To provide a common comparison basis for all possible sensor configurations, each parameter error is adimensionalized by dividing by the reference provided by the observed dataset. In addition, it is possible that one parameter having a large error could bias the combined assessment to be implemented. Therefore, the error estimated is capped under the consideration that 10 errors larger the observed value will be treated as equally significant. This is is implemented as follows
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where m = 1, 2 applies for the different time travel parameters. In the case of the skill, S k = 1 indicates that the magnitude of the error is comparable or greater than the observed values. Zero values mean a perfect fit on the indicator. In addition, whether each quantity is under or overestimated is not considered relevant and absolute values are used.
20
While it is possible to analyze each of these metrics independently, it is also desirable to identify the sensor configuration that yields the minimum combined error. However, it might be relevant for the user to give preference to one of the metrics above the others. Hence, to combine all estimators into a single quantitative estimate, a forecasting accuracy function is introduced
which allows quantifying the total error of the estimation at the forecasting point j given an offshore array i. α, β and γ are 25 weights that allow for user-defined tuning of the relative importance of each parameter. The sum of the weights should add to one, as to preserve the comparison basis. As a first estimation, α = 0.40, β = 0.40 and γ = 0.20 are considered, owing to the larger weight attributed to arrival time in previous research. Moreover, as to couple both definitions of arrival times, the error estimator associated to this parameter was considered as the average of each percentage error, ∆T = 0.5(∆T 1 + ∆T 2 ). In this way, it is possible to quantitatively compare the performance of all sensor arrays at any given forecast point. By introducing the saturation value, errors ∆T m or ∆H exceeding 100% are not penalized in excess and do not bias the overall error, allowing highlighting the effect of the other parameters in the comparison.
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However, it is of interest to test global accuracy of the method at several forecast points simultaneously. For instance, to evaluate how a given network configuration improves the predictive capability at several coastal sites. The overall performance is computed by simply adding up the individual results at forecast points of interest, given a sensor array i
where N is the number of forecast points. Upon calculating the global error by means of Eq. 10 considering all possible off-10 shore arrays, the candidate array is selected as that featuring the minimal global error (min(GE i )). As in the case of the Eq. 9, it is possible for Eq. 10 to be biased by a few forecast points. To this end, it is imposed that each forecasting point j of the array should have an accuracy function value smaller than a certain threshold (F i,j (∆T, ∆H, S k ) < µ, ∀j). This is equivalent to ensuring a minimal forecast capacity on each forecasting point j.
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Regarding the construction of a sensor array, prior research indicates that two to four observation stations are capable of constraining the source parameters quite well if the stations are optimally located relative to the main tsunami energy beam, and adding more data does not significantly improve the inversion results (e.g. Percival et al., 2011; . On the other hand, the relative distance of the sensors will depend on the time allowed to record the tsunami (e.g. Bernard et al., 2001 ).
Hence, given an earthquake, it is possible to define the area (henceforth termed listening area A l ) over which the tsunami 20 waves have already propagated away from the source(e.g. Williamson and Newman, 2018) . A minimum of two sensors must be considered inside this area. This equivalent to defining a data observation time, if the tsunami propagation speed is known.
This time, termed T 0 , represents the time the TWS allows for recording of the tsunami before performing an inversion.
To test the performance of the sensor arrays, a set of tsunami sources must be considered. While it is possible to test a large 25 set of sources over a large domain as in Schindelé et al. (2008) , here the focus is set on using sources located at the extreme of the area of interest, under the assumption that these will correspond to the worst scenario for the arrays owing to the decrease in sensitivity of detection as sensors are located further away of the main tsunami energy beam. Finally, once a sensor array has been defined, the candidate network is tested using other locations for synthetics sources and past events.
For the purpose of testing the possible sensor arrays, two tsunamigenic earthquakes, with seismic moments (M w ) 8.3 and 8.5
respectively, are considered as scenarios. These were determined by Cienfuegos et al. (2014) as representative events for the Northern Chile Gap. These are located just in front of Arica, near the Chile-Perú border, and just north of Peninsula Mejillones, as seen in Fig. 1 . They also flank the rupture area of the 2014 Pisagua Earthquake. These scenarios were estimated from the 5 interseismic coupling model of Chlieh et al. (2011) , information on interseismic slip rates and convergence. The choice of the scenarios is based on the assumption that these constitute the worst case for performing an inversion. Hence, the optimal array should be capable of detecting each scenario and others located in between them.
A set of ∼ 1000 unit tsunami sources were distributed uniformly over an area spanning 160 × 680 km. Tsunamis were 10 propagated using the tsunami model JAGURS (Baba et al., 2016) to eight coastal stations (coinciding with existing tide gages operated by the National Hydrographic and Oceanic Service of the Chilean Navy, SHOA, by its acronym in Spanish). A subset of these will constitute the forecast points where the accuracy functions F i,j are valuated. They are also propagated to an array of virtual observation points, each of which denote the possible location of a sensor. JAGURS is a numerical model for dispersive tsunami wave modeling. This is a parallel software which solves the nonlinear Boussinesq dispersive equations in spherical 15
coordinates. To solve these equations, a leapfrog staggered-grid, finite-difference calculation scheme is used. Bathymetry considered GEBCO global data with spatial resolution of 30 arc seconds. All Green's functions were calculated in advance and stored in a database, from which appropriate functions were extracted and used for the inversion and forward calculation.
Although in operational conditions, the time series recorded at an actual sensor will also include other signals that could 20 be considered as tsunami noise, these are not considered here under the premise that the approach used herein is to discriminate among sensor configurations, assuming the treatment of tsunami noise is equivalent across sensors. Similarly, it is noted that possible operational restrictions regarding sensor placement are obviated although they could be implemented straightforwardly. The relative position of each sensor to the tsunami scenarios, determine the tsunami arrival time to the sensor but also the elapsed observation time of data usable for inversion. In existing inversion procedures, each sensor uses a different observation time, sufficient to gather at least a quarter of the initial tsunami waveform. Here, the observation time T 0 is defined as to determine an area such as any sensor located inside of this area could record at least half a tsunami wavelength (0 < t < T 0 ). This defines the listening area, A l . It is noted that the observation time is also restricted by the tsunami arrival to the coast, in order 5 to provide sufficient lead time for an eventual warning. As a starting point, T 0 =10 min is used, consistent with the observed tsunami arrival for 2014 Pisagua tsunami (Catalán et al., 2015) .
Each of the tsunami scenarios is propagated to determine its propagation time and estimate the listening area. Considering the time restriction imposed, there is relatively small region where the listening area A l of both scenarios overlap. Hence, it is 10 possible to place a sensor that would serve both the northern and southern sections, located in the outer rise offshore of Iquique (see yellow triangle in Fig. 1) . To find the location of the other sensors, the listening area for each scenario is discretized regularly every 0.25 arc degrees (∼ 30 km) in both latitude and longitude, which is significantly less than the tsunami wavelength in the area. Each node is considered a possible sensor location. In addition, the nodes are to be located at depths large enough for tsunami nonlinear effects to be considered negligible, thereby ensuring consistency with the assumption by the inversion 15 algorithm. As a consequence, 99 and 113 possible nodes are defined in the northern and southern parts, respectively, denoted as black squares in Fig. 1 . The difference in the number of nodes is due to the differences in the source dimensions, and in tsunami celerity arising from the bathymetry, which in unison determine different listening areas. A sensor array was defined by the pairing of the common sensor and each of the possible nodes.
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To carry out the analysis, each scenario is propagated forward to all forecast points (FPs), using the Nonlinear Shallow Water Equations as implemented in the model COMCOT. The time series at nodes in deep water are considered as target (observed) time series to be used in the inversion process, whereas the use of coastal forecast points is aimed at establishing the quality of the assessment (see below). The use of a different tsunami model in propagating the signal and in preparing the database of Green's functions allows for differences in the target tsunami time series to those of the database, to reduce possible overfitting 25 in the inversion. No other source of variability, such as noise, is considered. It is also assumed that tsunami-tide interactions do not play a significant role in this area.
For each of the 212 sensor arrays (99 and 113, for each scenario), these observed tsunami time series are used to invert the tsunami source. Once a source is determined, the linear combinations of the Green's functions consistent with the source 30 weights are used to estimate the forecast time series in the coastal points. It is of note that the use of linear superposition at shallow coastal points might be subject to inaccuracies arising from neglecting nonlinear interactions, and other process such as bathymetry-induced effects such as resonance. However, it is expected that omitting these process will affect the accuracy but not does limit discriminating among sensor configurations. Moreover, coastal points are located at 200 m. depths to reduce the effect of nonlinearity. Consequently, the observed (from the full tsunami simulations using COMCOT) and the forecasted (from the linear combination using inverted source solutions) are compared to assess the accuracy of the solution. To this end, individual and aggregate error estimates (Eqs. 6-10) are calculated .
Coastal points are located in front of the main cities where a tide gage is present, at 200 meters depth, consistent with the linear propagation used by tFISH. Waveforms obtained through inversion were compared with observed waveforms by means of the Eq. 9.
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In Figs. 2 and 3 , the accuracy of the estimation is presented as a space map of the value of each of the error estimates defined by Eqs.6 -9, presented as a colorscale. Each grid point corresponds to the location of the second sensor of the array. Smaller values (red colors) indicate better accuracy. Results are presented when the evaluation is carried out using as a observed time series that of a coastal forecast point j at Arica and Patache, respectively.
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The errors in arrival time, ∆T , (Fig. 2a and 3a) , show better results when the sensors are close to the forecast point. This could be due to a better correspondence in arrival time between offshore and coastal waters. Arica and Patache show a distinct behavior, where Arica is more sensitive to the sensor location, with an error of ∼ 35% on average, and accuracy reaching saturation at some locations ( errors equal or greater than 100%). Patache shows less sensitivity and a better accuracy overall, partly because it benefits from the fixed sensor being located in front of it, making the results less sensitive to the placement of 15 the secondary sensor.
The error in amplitude, ∆H is shown in Fig. 2b and 3b) . Unlike the case of the arrival time, the performance at Arica and Patache are similar, suggesting that the movable sensor is more relevant in determining the tsunami amplitude, allowing for a better estimation. This pattern is related to the directivity of the tsunami energy radiation. When the tsunami source has 20 an aspect ratio (length to width) greater than one, most of the tsunami energy is radiated perpendicular to the major axis of the source (Kajiura, 1970 (Kajiura, , 1972 . Consequently, errors smaller than 17% are found in some cases where the sensor is located close to the main energy beam. In contrast, when the sensor is located parallel to the major axis, where weaker amplitudes are radiated, tsunami wavefronts used as input do not contain information about the maximum tsunami energy so that the initial sea surface is underestimated and leads also to underestimation of the amplitude at FPs. When sensors are located outside the 25 main energy beam, accuracy decreases rapidly down to the saturation limit. The location of the fixed sensor does not allow for improved inversions, explaining the similar performance at both sites. The difference in performance of the amplitude error and the travel time highlights the need of including the amplitude as a relevant tsunami parameter. Similar conclusions are obtained from the skill indicator, where higher forecasting accuracy is obtained for sensor arrays 30 with at least one sensor located in the main energy beam. The combination of these individual errors in the forecasting accuracy function, F i,j follows the same trend (panels d, in Fig. 2-3) . The minimum global error is found in the area opposite to Arica, and is influenced by the amplitude error but aggregates the structure of the error in arrival time. On the other hand, in Patache, the global error distribution shows less contrast between locations than in Arica. These results reinforce the idea that a single error estimate such as arrival time is not sufficient to identify the best placement, but it also shows that using a single forecast point as a reference can be affected by local dependencies. It is important to note there is a smooth transition from lesser quality results (blue colors) to good quality results (red colors) for all estimators, which means that the spatial discretization used in sensor placement suffices to capture the error dependencies.
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The aggregate of the forecasts at coastal points is estimated using Eq. 10, considering four coastal points for each scenario (N =4 in Eq. 10), namely Arica, Pisagua, Iquique and Patache, for the northern scenarios; and Patache, Tocopilla, Mejillones and Antofagasta for the southern scenario. The choice is due to their proximity to the source in each event and their importance in the north of Chile. Fig. 4 shows the global error for both events. As before, the spatial maps show a slight concentration of improved accuracy near the epicenter of earthquakes, but the variability is reduced owing to the averaging effect of considering several forecast coastal points in unison in the evaluation. Despite this, it is still possible to identify locations where a sensor could be deployed that yield the best overall performance. Therefore, the final array configuration is determined by identifying the configuration with minimum global error EG i and that the total error for each coastal forecast point, F i,j is less than 5 µ = 0.55, to ensure a good quality at each FP. The selected coordinates of the sensor array are shown in Table 1 for reference. 
Discussion
The methodology presented allows for an objective comparison of several array configurations, by using a set of relevant tsunami parameters. On the other hand, the method was tested by defining a minimum of two sensors to form a sensor array, under the premise that this represents the least expensive implementation. Testing for arrays comprising a larger number of sensors, and/or tsunami parameters, is straightforward and are not considered further in this work.
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In addition, it is possible that for actual implementations, the selection of a sensor may provide additional restrictions. For example, the ability to transmit data in real time constraining to line-of-sight placement, or communications coverage; or deployment away from the trench to reduce the effect of seismic noise and coseismic signals, among many possible restrictions.
Such restrictions were not considered herein as they can be sensor-specific, though they could be easily incorporated in the 10 method by simply restricting locations where a sensor can be deployed.
The methodology proposed considered two characteristic scenarios located at the extremes of the area of interest. It is relevant to evaluate the capabilities of the proposed network in other cases to ensure that the proposed configurations do offer good performance not only for the target scenarios. To this end the southern event (M w 8.5) was modeled in different epicentral 15 locations along the subduction zone, every 0.5 arc degree along strike (see Fig 5) . In addition, the listening time was changed (T 0 =10, 15 and 20 min) to investigate the effect of record length on the forecast. of Chile, where the seismic zone is located very close to the coast, this may prevent the use of this information as a trigger for early warning, but it could be considered in the later stages of the emergency cycle. For instance, this information can be used to refine initial hazard assessments derived by other means, such as the existing database of precomputed scenarios.
Regarding the sensor array performance for different scenarios, it is possible to observe a decrease in performance as the 5 scenario is closer to the reference forecast point. This can be seen as a poor accuracy in the northern FPs (Arica to Iquique) for events with epicenters at latitudes -19.5
• and -20
• (see dark blue data in the upper left corner of Fig. 6a) , and a worsening of the accuracy as the epicenters are located further south (see the evolution of the error for Tocopilla). This is due to the forecast points being placed close or inside the zone of the predicted coseismic deformation for the actual event, which prompts an early arrival in the observed signal. However, owing to the short listening time, the tsunami source solution results in a source 10 of small spatial dimensions (see for example Fig. 7b , although for a different scenario). As result, the arrival time yields a large error. In the other cases, F i,j averages 40% which is considered a good performance for this observation time. As the observation time is increased, the error in the prediction drops significantly and values as low as F i,j ≈ 20% error can be obtained.
As an additional test for evaluating the potential performance of the sensor array, the tsunami of Pisagua on April 1st, 2014
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(M W 8.1) was used as source scenario. It is noted that this event has a smaller magnitude than the scenarios used in designing the network, and also that it has a non-uniform slip distribution, with two patches of slip. Synthetic tsunami waveforms at the location of the sensor array were obtained by a numerical simulation of the tsunami using the initial rupture model proposed by Hayes et al. (2014) . As before, the accuracy of the assessment is evaluated using the coastal forecast points and different listening times, although in this case, the actual tide-gage records are considered. These were obtained from the IOC Sea Level
20
Monitoring Facility website.
Results are summarized in Table 2 and the initial surface solutions are shown in Fig. 7 . It can be seen that within 10 min, the performance of the method is inadequate, with large errors and providing an inverted initial surface that only detects a localized source. As the observation time is increased, the errors decrease significantly, with the reconstructed sea surface condition now 5 having an appropriate extension but a smaller peak displacement. The solution is improved for T 0 = 20 min, with errors as low as 8% (40% on average), and the solution includes traces of the secondary peak on the north west of the rupture. However, as mentioned before, such a sensor array would have only provided a timely assessment for locations outside the main rupture zone, since the observed tsunami arrival at the tide gages in Iquique and Pisagua was less than 15 min Catalán et al., 2015) . This suggests that the proposed network is capable of identifying smaller events with non-uniform slip reasonably well, in reasonable time. It is of note also that the location of this scenario does not coincide with either of the scenarios used to design the network. However, two of the sensors are located close but not directly into the main energy beam. When considered in unison, these two tests suggest that the sensor network considered would be appropriate for tsunamis generated by earthquakes 15 of magnitude similar and larger than that of the initial target scenarios. It is possible, however, that a different network would be obtained if different target scenarios were used for the design. Nevertheless, the methodology allows for identifying a suitable sensor array. This stresses that one relevant step prior to the implementation of the methodology would be to determine these target scenarios by other means. In the present case, the choice was based on data available for the Northern Chile Gap.
On the other hand, the methodology expands on previous research by incorporating quantitatively different tsunami parameters in a cost function which can be minimized. However, the selection of the weights (α, β and γ ) in the cost function F i,j , Eq. 9, was arbitrary. To test the influence of these weights in the assessment, a sensitivity analysis was carried out. Each weight was modified by up to ±0.1, with a 0.05 step. In addition, the case where only one parameter was used is also considered, yielding 23 weight combinations as shown in Table 3 .
As a first step, it is analyzed whether modifying the weights induces a change in the selection of the sensor array. In Fig   8a-d , sample spatial maps of the global error EG are shown for some of the weight combinations (baseline combination, and combinations 10, 12 and 20, see Table 3 for details). It can be seen that although there is a variation of the value of the error, 5 and also some variation of the spatial distribution of the magnitudes, the overall structure is consistent. The notable exception is combination 20, which only considers α = 1.0, thus considering only the error in arrival times. Fig. 8e shows the value of the global error EG for each array configuration, as a function of the weight combination. For all combinations, the minimum error is obtained for the array 62, which is the one initially determined. This could be due to several factors. For instance, that the sensitivity range used in this test did not suffice to alter the result. However, even when only one parameter is considered, the solution remains unaltered. Consequently, it could be possible that the solution is controlled by only one parameter. For instance, the error in amplitude ∆H yields the minimum errors in several combinations (see red colors for combination 21 in Fig.   8e ). However, there are some instances where it is the arrival time the parameter yielding the minimum error (see combination 20) . Therefore, it is concluded that the use of a cost function combining both parameters maximizes the ability to capture well the overall structure of the tsunami signal. Moreover, the choice of weights proposed appears to be a good compromise among
Regarding the effect of the weighting on the accuracy assessment, it was also tested how much do the accuracy estimates for the Pisagua tsunami change with the different combinations of weights. The results are shown in Fig. 9 , where it can be seen that in general, most forecast points have a relatively stable assessment, typically varying by less than 10% in the and Antofagasta (which are overlapped since they have a similar, but not equal error, close to the saturation limit), shows a large drop in the error associated with the arrival time. The situation reverses when only the skill is considered (combination 22), when Arica and Iquique improve the estimation but Patache worsens significantly. Therefore, it is found that the use of multiple parameters is essential in producing a more complete estimation of the error for determining the optimal configuration.
5
The above results suggest the methodology is capable to deliver a working tsunami observation system comprised by just three sensors. Although the general rule that the spacing between sensor should be in the range ∼ 200-400 km (Bernard et al., 2001 ) is somewhat preserved, the spacing between sensors differs, between 110 and 225 km, approximately. This yields a less dense network as the one proposed by either Schindelé et al. (2008) and Omira et al. (2009) . Moreover, the methodology 10 Table 3 . Parameter space of weighting functions used. allows for the optimal placement of the sensors on this range of distances. On the other hand, the results show that, similarly to what is assumed by Gusman et al. (2014) , the optimal placement corresponds to the area where the maximum displacement occurs. Considering the inherent uncertainty in predicting the slip distribution of the next earthquake, stochastic methods could be incorporated to this methodology to further refine the results. However, with the simulations performed here, it is possible to see that a small number of sensors can provide a baseline solution which would have been appropriate for an event such as 5 that of Pisagua, 2014.
However, at least in a local context where arrival times are very short, it is also important to consider the actual benefit of incorporating such an evaluation in the context of early warning. The present results reaffirm that short observation times yield less accurate results. The balance between a quick assessment and accuracy must be considered in an Early TWS, and when 10 the inherent uncertainties in inverting both earthquake and tsunami data are considered (Cienfuegos et al., 2018) , it seems reasonable to propose that this information should be used for hazard assessment at later times of the emergency cycle, to refine quick hazard assessments estimated by other means, and not necessarily as the method for first evaluation.
Conclusions
This study presented a methodology, based on numerical simulations of near field tsunami forecasting, to determine an optimal 15 array configuration of offshore tsunami sensors, with the goal of objectively determine the placement of the minimum set of sensors capable of providing an accurate estimation of the initial sea surface. To provide an objective basis for the comparison, three parameters are considered to assess the accuracy, thus expanding on previous methodologies that rely solely on arrival time. The joint use of the three estimators, arrival time ∆T , tsunami amplitude ∆H, and model skill S k was robust when compared against a single parameter.
20
The methodology was tested in Northern Chile. Results showed that a configuration comprising a minimum of three sensors is capable of providing accurate estimations of the tsunami arrival time and peak amplitudes for the first wave. In this way, three sensors suffice to cover a 600 km stretch of coast when earthquakes in the M w 8.0 range are considered.
Results show that there is a strong dependency between the location of the sensors and error estimators; arrival times are 25 accurately predicted with sensors located opposite to the coastal point of interest. In addition, better results for tsunami amplitudes and skill are obtained when sensors are located inside the uplift or in front of it.
It should be noted that the methodology as proposed, assumes that incoming signals to the sensor network are accurate and free of noise. This assumption could not be applicable for certain type of sensors and some restrictions could be introduced in 30 future work.
As a result, the methodology proposed shows promising potential to be used as an operational tool in defining the location of possible tsunameters, especially for sparse configurations in countries where the financial cost of implementing and maintaining dense networks could be an insurmountable hurdle. 
