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Magnetic fields break time-reversal symmetry, which is leveraged in many settings to enable the
nonreciprocal behavior of light. This is the core physics of circulators and other elements used
in a variety of microwave and optical settings. Commercial circulators in the microwave domain
typically use ferromagnetic materials and wave interference, requiring large devices and large fields.
However, quantum information devices for sensing and computation require small sizes, lower fields,
and better on-chip integration. Equivalences to ferromagnetic order—such as the XY model—can
be realized at much lower magnetic fields by using arrays of superconducting islands connected by
Josephson junctions. Here we show that the quantum-coherent motion of a single vortex in such an
array suffices to induce nonreciprocal behavior, enabling a small-scale, moderate-bandwidth, and
low insertion loss circulator at very low magnetic fields and at microwave frequencies relevant for
experiments with qubits.
I. INTRODUCTION
In order to scale up quantum computing devices, the
supporting hardware for qubits must appropriately scale
down. Essential components include elements for signal
routing and isolation, such as circulators, as well as low-
noise amplifiers, filters, and cooling systems. While de-
velopment in improving miniaturization and effectiveness
of these components progresses apace [1–9], traditional
circulators remain bulky and require high magnetic fields
for operation.
Creating a circulator requires nonreciprocal behavior
induced by implicit or explicit breaking of time-reversal
symmetry. This is then combined with microwave engi-
neering to enable unidirectional transmission with little
to no loss in a clockwise or counterclockwise fashion over
a large operating bandwidth. The nonreciprocal behavior
observed in commercial ferrite junction circulators, which
are commonly utilized in smaller systems, is a result of
the Faraday effect. The interaction between a magnetic
field, e.g., from a permanent magnet, and the central
ferrite discs of the device create circulation via wave in-
terference and magnetically induced gyration [10]. As a
result, circulators are fundamentally limited in size by
the signal wavelength. With their large size and reliance
on strong fields, the prospect of employing ferrite circula-
tors in large quantum computing schemes is a challenge
for the field, though some progress in wavelength-size
devices [11] has been made. This requires finding small-
volume, on-chip solutions that operate at low magnetic
field and enable the isolation of quantum devices and
corresponding precise qubit control and measurement.
One partial solution to this problem is generating non-
reciprocity via the quantum Hall effect, where magnetic
∗ brr215@umd.edu
fields break time-reversal symmetry and quantum Hall
edge modes are utilized in passive devices to observe cir-
culation [12, 13]. Other proposed solutions take a non-
magnetic approach, using frequency conversion in driven
systems and irreversible dynamics (loss) or synthetic
gauge fields in a Floquet basis to generate nonreciprocity
[3, 4, 14–18]. However, to date, the only static, low-field,
subwavelength approach uses particle tunneling in small
Josephson junction arrays (JJAs) or quantum phase slip
junctions, utilizing their behavior in magnetic fields—the
Peierls phase in tunneling—to break time-reversal sym-
metry [19, 20]. Both of these proposed devices suffer
from challenges in implementation due to susceptibility
to charge noise, difficulties in implementing robust quan-
tum phase slip devices, and poor performance in opera-
tional bandwidth.
Here we address these challenges by moving from a
Cooper pair tunneling device to a persistent current (vor-
tex) tunneling device via insertion of additional Joseph-
son junctions. Our approach, shown schematically in
Figs. 1a and 1b, builds upon the three-island Josephson
junction loop proposed by Koch et al. [19] and further
explored by Mu¨ller et al. [20]. In contrast to those works,
we suggest operating in a non-charge-conserved, interme-
diate regime of Josephson energy and charging energy be-
ing similar. By keeping the Josephson energy similar to
the charging energy, we can maintain quantum-coherent
vortex dynamics rather than having the microwave re-
sponse behavior be dominated by spin waves, as occurs
at large Josephson energy. We show a reduction in sensi-
tivity to charge and flux noise while enabling large band-
width operation.
To understand this performance, we draw an anal-
ogy to bulk superconductors, where the Meissner effect
leads to persistent currents around holes in a supercon-
ductor. In the limit of large tunneling rates, these cur-
rents are fixed to each hole. This is related to the dual
picture of a lattice of vortices with large effective mass
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2trapped around each hole. However, as the kinetic term
increases by decreasing capacitance, and phase-slips are
made available by the introduction of tunnel junctions
(Josephson junctions), the vortices are able to move.
Some devices, such as the flux qubit [21, 22], have demon-
strated the ability to prepare a superposition of different
vortex states for a small circuit [23, 24]. We suggest that
the successful operation of our proposed device arises by
exploiting the behavior of such coherent vortices in a
magnetic field, analogous to the behavior of the ferrite
system where the XY model of the junctions acts as an
effective ferromagnet.
This paper is organized as follows. Section II intro-
duces the central circuit model to be explored, motivating
this choice by presenting an investigation of vortices in
the model and their potential role in device functionality.
Section III couples the central circuit to external circuits
to investigate transmission properties of the system. A
theoretical analysis in the single excitation limit is pre-
sented, resulting in the single photon scattering matrix
(S-matrix), followed by conditions for ideal circulation.
Numerical results related to bandwidth, circulation, and
noise performance are shown in Section IV, and we con-
clude and provide an overview of results in Section V.
In the appendices that follow, we numerically examine
two flux points in addition to the one investigated in
Section IV and provide additional details regarding the
noise analysis presented in Section IV.
II. VORTEX-BASED NONRECIPROCITY
A. Model circuit
Here we investigate a minimal model of a circuit for our
proposed system which consists of three superconducting
islands connected to each other and a central grounded
island via Josephson junctions, as shown in Fig. 1b, all
threaded by an external flux Φ. We note that the central
ground can, in principle, be replaced by a capacitive is-
land with Cisland  CJ, the nominal capacitance of each
island. The overall Hamiltonian is:
HCC = 4EΣ (Nˆ−Ng)TK−1(Nˆ−Ng)+EJ V (ϕˆ,Φ) . (1)
The operators Nˆ and ϕˆ are the vectors of number and
phase operators for each island of the circuit, with in-
dividual elements satisfying the commutation relation
[ϕˆj , Nˆk] = iδjk. EJ is the Josephson energy of each junc-
tion and EΣ is the circuit’s charging energy, defined as
EΣ =
e2
2CM
where CM is the largest eigenvalue of the cir-
cuit’s capacitance matrix C, defined in Eq. (2). K−1 is
the dimensionless inverse capacitance matrix appropri-
ate for the circuit, found by factoring CM from C
−1. As
it is written, HCC only stipulates the central circuit be
a superconducting, three-island system containing iden-
tical Josephson junctions. By specifying the elements of
K−1 and the tunneling potential V (ϕˆ,Φ) we establish the
FIG. 1. (a) A schematic representation of the model with a
generic central circuit threaded by external flux Φ via an ex-
ternal magnetic field applied perpendicular to the plane. Each
resonator (enumerated above) and voltage source Vgi is cou-
pled to an island of the central circuit via capacitors CC and
CG, respectively. (b) The central circuit model, with identi-
cal Josephson junctions  having Josephson energy EJ and
capacitance CJ, with labeled loop currents through each third
of the model: Iˆ1, Iˆ2, and Iˆ3. (c) A visual of the persistent-
current vortices that may exist in each third of the circuit.
particular central circuit for the system explored in this
work. This allows us to compare to prior work without
substantial computational difficulty.
We define K−1 by inverting the capacitance matrix C,
C =
 CS −CJ −CJ−CJ CS −CJ
−CJ −CJ CS
 , (2)
where CS = CC + CG + 3CJ with CJ the capacitance
of each Josephson junction, CC the coupler capacitance,
and CG the residual capacitance to ground. For this ma-
trix, CM = CC + CG + 4CJ is the largest eigenvalue.
Factoring CM from C
−1 we can then find:
K−1 =
1 + δ δ δδ 1 + δ δ
δ δ 1 + δ
 , (3)
where δ = CJCC+CG+CJ .
The inductive terms, corresponding to tunneling
3through the Josephson junctions, are described by
V (ϕˆ,Φ) = −
3∑
i=1
[cos(ϕˆi+1 − ϕˆi − 2piA)
+ cos(ϕˆi)]
, (4)
where we take i+1 = 4 and i = 1 to be the same. We note
that this potential is equivalent to the XY model where
the phase ϕ represents the angle of the U(1) degrees of
freedom.
The acquired Peierls phase factor, 2piA, is equal to the
line integral of the vector potential in a counterclockwise
fashion around each third of the device:
2piA =
2pi
Φ0
∮
A · dl = 2piΦ
3Φ0
. (5)
This A corresponds to the frustration of the circuit, i.e.,
the flux penetration per loop of the device in terms of
the magnetic flux quantum.
In what follows, we denote the eigenstates of HCC as
|εm〉 with eigenenergy εm, and label the ground state |G〉.
These are parametric functions of A, and periodic in A.
B. Entering the vortex regime
The behavior and properties of the central circuit,
shown in Fig. 1b, depend on the relative size of the two
characteristic energy scales in the system: the energy
associated with Cooper pair tunneling between islands,
EJ, and the energy associated with putting a single elec-
tron on an island, EC ∼ EΣ. In the two extreme en-
ergy limits, EJ  EC or EJ  EC, the relevant excita-
tions are charges or vortices, respectively [25–27]. Note
that charges have the same properties in the charged-
dominated regime that vortices have in the tunneling-
dominated regime [26, 28]. In the charge-dominated
regime, where EJ  EC, charges are well-defined, mas-
sive particles that feel a Lorentz force in the presence
of an electromagnetic field and acquire an Aharanov-
Bohm phase (represented in the charge basis as a Peierls
phase) when moving around an area containing a mag-
netic field [29, 30]. However, in this regime, external
voltages and other sources of charge disorder, such as
offset charge, have a dramatic effect on circuit behavior
due to the very small capacitances necessary to achieve
large EC.
In the classical tunneling limit, where EJ  EC, vor-
tices are the topological excitations of the XY model
that behave as massive (and essentially classical) par-
ticles. They respond to the presence of external current
by experiencing a force perpendicular to the current flow
(a Lorentz force), and the presence of external charge on
the islands affects a moving vortex the same way a mag-
netic field affects a moving charge (an Aharanov-Casher
effect for vortices) [26–28, 31]. In this way, charges and
vortices are dual to each other, with these mirrored prop-
erties being manifestations of the charge-vortex duality
that exists in JJAs. However, the vortex domain has two
characteristic excitations: the topological excitations, as
just described, as well as plasma oscillations (spin waves
in the XY model language) that correspond to the re-
sponse of a classical circuit of inductors and capacitors
with values set by the expectation value of the Joseph-
son inductance for the nominal ground state (see, e.g.,
Ref. [32]). The plasma oscillations do not break time-
reversal symmetry; in essence, the Meissner effect traps
flux in the vortices, and thus, all time-reversal symmetry-
breaking terms arise only from vortex motion. When
EJ  EC, this motion becomes exponentially slow due to
the challenge of tunneling between allowed current con-
figurations, and thus, one cannot make a circulator in
this regime.
We wish to identify an energy regime using this du-
ality, where time-reversal symmetry is broken in the mi-
crowave regime and charge noise is not relevant. We thus
focus on EJ ∼ EC as a regime where vortices can move
and charge noise may be reduced, enabling the potential
for noise-resistant nonreciprocity in the form of unidirec-
tional signal transmission that is robust in the presence
of random variation in offset charge. In this way, the
model may act as an ideal circulator.
This intermediate regime has been partially explored
by Koch et al. [19] and Mu¨ller et al. [20]. However,
in those works, the system was defined with a charge-
conserving three-island Josephson junction loop, and to-
tal charge on the small capacitance region was fixed. In
what follows, we leverage the connection of each island
to ground via an additional Josephson junction to enable
large charge number fluctuations and suppress charge
noise. This leads to circulator performance driven by
vortex behavior rather than Cooper pair behavior.
C. Quantum behavior of vortices in the
intermediate tunneling regime
To explore the vortex picture, we set EJ = EC to en-
sure that there are sufficient phase fluctuations to war-
rant a quantum treatment of the vortex dynamics, and
numerically diagonalize HCC [given by Eq. (1)] for a
range of A from 0 to 0.5, as the eigenvalues are symmetric
in A→ −A and periodic (same for A+1 as for A). We de-
note the corresponding energy eigenstates |εn〉 and eigen-
values εn, with implicit dependence onA understood. We
note for our chosen parameters (EJ = EC = 30 GHz) and
eventual optimum operating point (near A = 0.2484),
that the lowest energy spin-wave excitation occurs at ap-
proximately 30 GHz, far higher than the low-energy ex-
citations (in the few GHz regime) we consider here. As
a result, we expect the predominant dynamics to be that
of vortices, not spin waves.
We approximate the full Hilbert space using a charge
basis |n1, n2, n3〉 for Cooper pairs on each island, with
|ni| ≤ 4. We checked truncation and found no differ-
ence by incrementing the maximum allowed charge by
4one. This creates a Hilbert space dimension of 93 and
is straightforward to solve on a personal computer. The
energy eigenvalues of the circuit as a function of A are
shown in Fig. 2a. We note the presence of level-crossings
at A ≈ 0.2 and A ≈ 0.26 within the first four energy
levels due to the high symmetry of the system.
We now consider the low-energy space of this system,
and examine the presence and behavior of localized vor-
tices. For low-frequency excitations (in the few GHz
regime), and starting from the circuit ground state, we
can expect to only explore superpositions of the first few
eigenstates. To see the vortices, we identify the opera-
tors associated with the persistent currents around each
of the small loops in our central circuit, shown in Fig. 1b:
Iˆi = sin(ϕˆi+1 − ϕˆi − 2piA)
+ sin(ϕˆi) − sin(ϕˆi+1) ,
(6)
where we take i + 1 = 4 and i = 1 to be the same. To
find the true current in the system, one multiplies Eq. (6)
by IC, the single-junction critical current. Fig. 1c shows
a schematic representation of each of these loop currents
for our model of interest.
A local vortex is identified by a nonzero loop current in
one or two of the three loops. Note that if all three loop
currents are equal, there is only a persistent current cir-
culating about the exterior. For the energy eigenstates,
Fig. 2b shows that the expectation values of each of the
three loopcurrents are the same, and thus the eigenstates
do not correspond to localized vortex states, though each
eigenstate has a distinct persistent current around the ex-
terior of the circuit. We also see that the level crossings
manifest themselves in the subsequent persistent-current
analysis, proving them to be regions of flux that create
dramatic changes in behavior due to changes in the na-
ture of the ground state, as seen in Figs. 2b, 2c, 3c, and
3d. Our chosen operating point for circulation, shown
with a vertical grey line, is away from these crossings.
While there are no localized vortices for energy eigen-
states, an incoming microwave photon can lead to the
excitation of superpositions of circuit states. To exam-
ine this, we consider the matrix elements of the three
loop currents over the first three eigenstates {|ε0〉 (=
|G〉), |ε1〉 , |ε2〉}, denoted Ikli = 〈εk| Iˆi |εl〉, whose mag-
nitudes are shown in Fig. 2b and Fig. 2c. The symmetry
of the circuit requires that the absolute value of each of
the current operator matrix elements be independent of
i, that is, the loop to which they correspond. However, as
we now show, superpositions of eigenstates exhibit local-
ized vortices due to nontrivial phases of the off-diagonal
matrix elements Ikli for k 6= l.
We write the argument of the Imni matrix elements as
φmni . The differences φ
mn
i − φmni+1 only take the values
{0,±2pi/3}, as expected by the three-fold symmetry of
the system. We now consider their role in circulation.
Examining a superposition cm |εm〉+cn |εn〉 with m > n,
FIG. 2. (a) The first twenty energy eigenvalues as a function
of A, the flux penetration per loop. The relevant levels for this
analysis are indicated in the legend; higher levels are grayed
out. (b) Expectation values of the persistent currents in the
ground state, first excited state, and second excited state for
each loop (i = 1, 2, 3) of the circuit shown in Fig. 1b as a
function of A. (c) Magnitudes of three of the off-diagonal
elements of the loop current operators in the eigenbasis for
each loop (i = 1, 2, 3) as a function of A. Note that the true
currents require re-scaling by IC (here taken to be one). The
circuit is periodic on A ∈ {0, 1} and anti-symmetric about
A = 0.5, hence only 0 ≤ A ≤ 0.5 is shown here. Parameters
chosen for these plots are EJ/h = EC/h = 30 GHz, where
EC =
e2
2CJ
, EJ/EΣ = 18, and CC = CG = 7CJ. Offset charge
is tuned such that the total Cooper pair number in the ground
state is approximately 1.3, with Ng1 = Ng2 = Ng3 = 0.444.
we see that the ith loop current operator has an expec-
tation value at time t of
〈Iˆi(t)〉/IC = |cm|2Immi + |cn|2Inni
+ 2|cm||cn||Imni |
× cos (ωmnt− θmn + φmni ) ,
(7)
where φmni is the argument of the off-diagonal matrix el-
ement Imni , θmn is the argument of c
∗
mcn, and ωmn =
(Em−En)
~ . Thus, we find a superposition of two states
has, in general, a local vortex, and that these local vor-
tices circulate (countercirculate) about the system when
φmni − φmni+1 = ±2pi/3 at a frequency ωmn. This is shown
schematically in Fig. 3.
5Accordingly, we define the directional function for the
difference in φmni variables modulo 2pi as
Θmn =

+1
0
−1
if φmni − φmni+1 =

+2pi/3
0
−2pi/3
, (8)
to allow us to plot the behavior of potential local vor-
tices for different values of m, n, and A, including the
existence or absence of vortex circulation and what direc-
tion. Θ takes the value +1 for clockwise circulation, -1
for counterclockwise circulation, and 0 for no circulation
(absence of a local vortex). The directionality of vortex
circulation associated with the two-state superpositions
0− 1 and 0− 2 as a function of A are shown in Figs. 3c
and Fig. 3d, respectively.
D. Connecting vortex behavior with microwave
response
We now consider what happens if an oscillating volt-
age is applied to the jth island of the central circuit via a
coupling capacitor. We denote the coupling as ~Ωj(t)Bˆj ,
with Bˆ = K−1Nˆ the vector of dimensionless voltages
on each island. Using linear response theory, we can
evaluate the expected loop currents at a later time for
a perturbation Ωj(t) ∝ δ(t) as
Pij(t) = −i
〈
[Iˆi(t), Bˆj(0)]
〉
, (9)
where we use P as in a dimensional setting this quantity
has units of power, scaling as 2eICCM , and can be inter-
preted as the power in the circuit induced by the drive.
Using the Green’s function relations, we then also expect
that a monochromatic excitation at frequency ω gives the
Fourier transform of this value for the expected long-time
response of the different current operators. We will also
examine, for the microwave response, the voltage-voltage
correlation function,
Tij(t) = −i
〈
[Bˆi(t), Bˆj(0)]
〉
, (10)
whose Fourier transform will be identified later as the
transmission matrix of the circuit.
Working this out explicitly,
Pij(t) = −i 〈G| [eiHtIˆie−iHt, Bˆj ] |G〉
= −i 〈G| Iˆi
∑
n
e−iεnt |εn〉〈εn| Bˆj |G〉+ h.c. , (11)
and
P˜ij(ω) = −i 〈G| Iˆi
∑
n
|εn〉〈εn|
ω − εn + iγ/2 Bˆj |G〉 , (12)
where γ → 0+ is taken to ensure causal ordering and
Pij(ω) = P˜ij(ω) + P˜
∗
ij(−ω). We note that a narrowband
FIG. 3. The linear response of the loop currents in the central
circuit due to the presence of a voltage on the first island. The
contributions from the (a) first excited state and (b) second
excited state are shown, demonstrating the creation and mo-
tion of vortices as a result of an incoming signal at our chosen
operating point A ≈ 0.2484. Vortex tunneling is shown in
the two-state superpositions of (c) the ground state and first
excited state and (d) the ground state and second excited
state as a function of A, the flux penetration per loop. As in
Fig. 2, the circuit is periodic on A ∈ {0, 1} and anti-symmetric
about A = 0.5, hence only 0 ≤ A ≤ 0.5 is shown here. +1.0
indicates clockwise vortex tunneling, -1.0 indicates counter-
clockwise vortex tunneling, and 0 indicates the absence of a
vortex. Parameters for these plots are the same as Fig. 2.
signal will preferentially excite states near the signal fre-
quency, as is apparent in P˜ij(ω)’s denominator.
Examining Eq. 11, we can interpret the linear response
behavior as the evaluation of 〈Iˆi〉 for a state of the form
|G〉 − i∑n |εn〉〈εn| (∑j ΩjBˆj) |G〉 for Ωj → 0. Thus we
can conclude that, insofar as Bˆj produces superpositions
of energy eigenstates, we can expect the creation of mov-
ing vortices within the array upon an incoming signal.
As we expect sinusoidal signals near the 0− 1 and 0− 2
transition frequencies, we plot the terms of Pi1(t) corre-
sponding to the first and second excited states in Fig. 3a
and Fig. 3b [denoting the nth term of Pi1(t) as p
n
i1(t)] to
demonstrate the basic expected dynamics of the system.
6Noting that −P1j(−t) corresponds to the expected
voltage at island j due to a current at loop 1, we can
see the emergence of circulator dynamics: a voltage cre-
ates vortices, which rotate, and re-radiate into the leads.
Crucially, we note that the observed rotation of vortices
corresponds to highly nonreciprocal behavior, and thus
we can expect generically that this central circuit will
provide the opportunity for building a circulator. How-
ever, substantial practical details must now be worked
out. We do so below, focusing on the linear response
(low power) regime.
III. CENTRAL CIRCUIT COUPLED TO
EXTERNAL CIRCUITS
A. The full circuit model
We now consider the central, three-island supercon-
ducting circuit capacitively coupled at each island to a
resonator and voltage source, as shown in Fig. 1a. These
resonators are included to enable effective impedance
matching between incoming microwave signals and the
central circuit, and will be tuned in frequency and cou-
pling to enable optimal performance. Each resonator
port is opened to an external source of microwaves, i.e.,
a transmission line, allowing signals to flow into and out
of the system. The central circuit, specified above in
Section II A, is threaded by an external flux Φ via the
application of an external magnetic field.
The Hamiltonian for this model is composed of terms
corresponding to the transmission lines, resonators, and
central circuit, as well as each circuit-resonator interac-
tion and resonator-transmission line interaction. Gener-
ally, this may be written as:
H = HTL + HR + HCC + HCC-R + HR-TL . (13)
Taking the weak-coupling limit, the rotating-wave ap-
proximation, and the Markov approximation, each con-
tribution to the Hamiltonian in Eq. (13) can be expressed
as:
HTL =
3∑
k=1
∫
dν ~ν bˆ†k(ν)bˆk(ν)
HR =
3∑
k=1
~ωR aˆ†kaˆk
HCC = 4EΣ (Nˆ −Ng)TK−1(Nˆ −Ng)
+ EJ V (ϕˆ,Φ)
HCC-R =
3∑
k=1
~g (aˆk + aˆ†k)Bˆk
HR-TL =
3∑
k=1
∫
dν i~
√
κ
2pi
(
bˆ†k(ν)aˆk − aˆ†k bˆk(ν)
)
.
(14)
HTL [33] describes each transmission line as containing
an identical continuous spectrum of modes over frequency
ν. HR [19] is the contribution from the system’s three
identical resonators, consisting of a single low-lying mode
with a characteristic frequency ωR. The operators aˆ
†
k and
aˆk create or destroy a photon in the k
th resonator and
satisfy the usual commutation relation: [aˆj , aˆ
†
k] = δjk.
Similarly, bˆ†k(ν) and bˆk(ν) create or destroy a photon in
the kth transmission line and satisfy the commutation
relation: [bˆj(ν), bˆ
†
k(ν
′)] = δjkδ(ν − ν′).
HCC-R and HR-TL [19, 33] are the interactions between
each circuit island and resonator and between each res-
onator and transmission line, respectively. By treating all
resonators and all transmission lines as identical, we take
the coupling constants, κ and g, to be identical across all
three interactions, and will later optimize to ensure the
best circulator performance. The operator Bˆk, as defined
in Section II D, is a dimensionless operator corresponding
to the dimensionless voltage on the kth island, defined as
the kth row of Bˆ = K−1Nˆ .
Lastly, HCC is as defined in Section II A and describes
the central superconducting circuit. Here we also in-
cluded applied voltages Vgk (shown in Fig. 1a) that can
lead to charge offset noise Ngk on each island.
B. Single excitation S-matrix analysis
For this analysis, we work in the low-power, single ex-
citation limit, wherein we consider only one photon as
input to or output from the system and require that the
excitation energy in the system only exist in one com-
ponent of the system at any one time— in one of the
resonators, one of the transmission lines, or as an excited
state of the central circuit. Upon enforcing this limit, we
establish the S-matrix of the system using input-output
theory. First, we write a generic state in this single exci-
tation manifold as a superposition of each of these pos-
sibilities:
|Ψ0〉 =
3∑
k=1
dkaˆ
†
k |G〉 +
∑
n
cn |εn〉
+
3∑
k=1
∫
dνfk(ν) bˆ
†
k(ν) |G〉 ,
(15)
where dk, cn, and fk(ν) are time-dependent complex
probability amplitudes for each state, and we abbrevi-
ate, with a slight abuse of notation, the ground state
|0, 0, 0, G, 0, 0, 0〉 as |G〉, and the excited circuit state
with no photons in any resonator or transmission line
|0, 0, 0, εn, 0, 0, 0〉 as |εn〉. The summation over n is a
summation over only the excited states of the circuit—
it excludes the ground state as this state is not in the
manifold being considered.
By using the Schro¨dinger equation, we establish equa-
tions of motion for the time-varying complex probability
7amplitudes appearing in Eq. (15). With these equations
of motion, we can utilize input-output theory [33, 34]
to develop a relation connecting in-going and out-going
mode amplitudes via the S-matrix. Proceeding with this
analysis results in the usual input-output relation,
fout(ω) = S(ω) fin(ω) , (16)
where fin(ω) and fout(ω) are the in-going and out-going
single photon mode amplitudes in frequency space that
reference either the initial or final time ts defined by:
1√
2pi
∫
dν e−iν(t−ts)fk(ν, ts) =
{
fin,k if t > ts
fout,k if t < ts
.
(17)
The single photon S-matrix is found by solution in the
frequency domain for the coefficients in our ansatz, |Ψ0〉.
In frequency space we have:
S(ω) = 13×3 + κ χ(ω) , (18)
where the inverse susceptibility of the resonators com-
bined with the central circuit is given by:
χ−1(ω) = [ i(ω − ωR)− κ
2
] 13×3 + g2 T (ω) . (19)
The elements of the circuit-specific term T (ω) are defined
relative to starting in the ground state of the central cir-
cuit as:
Tjk(ω) =
∑
n
1
iω − iεn/~ 〈G| Bˆj |εn〉 〈εn| Bˆk |G〉 , (20)
where we drop the tilde to indicate the complex-valued
Fourier transform of the voltage-voltage linear response
function given by Eq. (10) in Section II D. Having es-
tablished the constituent pieces of this single photon S-
matrix, we can now move forward to determine the nec-
essary conditions for the desired ideal circulation.
C. Conditions for ideal circulation
Having established the S-matrix using input-output
theory, we would like to determine what conditions ex-
ist on parameters of the circuit such that this matrix
matches that of an ideal circulator’s S-matrix:
Sccw =
0 1 00 0 1
1 0 0
 Scw =
0 0 11 0 0
0 1 0
 . (21)
Examination of Eqs. (18) and (19) indicates that any
nonreciprocal behavior must originate from the circuit-
specific term in the S-matrix, T (ω), as all other compo-
nents are trivially diagonal. Focusing on this coupling
matrix, we will now work to find conditions for nonre-
ciprocity. Since the central circuit of our model is sym-
metric with respect to cyclic permutation, the diagonal
elements of T (ω) are all equal, as are the off-diagonal el-
ements that are cyclic permutations of each other, i.e.,
T12 = T23 = T31 and T21 = T32 = T13. With this in
mind, we rewrite Eq. (20) as:
T (ω) = −i
 β α α∗α∗ β α
α α∗ β
 , (22)
with α = Tii+1 and β = Tii.
We note that this problem can be solved exactly— do-
ing so reveals that optimal performance will occur when
frequency shifts of the resonators due to the central cir-
cuit are compensated, and when the coupling to the cen-
tral circuit is matched to the resonator decay. Explicitly,
for a signal at target frequency ωT, these conditions are
ωR = ωT − g2β , (23)
and
κ = 2|α|g2 . (24)
Rewriting S(ωT) for these optimal values, we have the
following matrix equation:
S(ωT) = 1− 2
1 + i
 0 ei∆θ/6 e−i∆θ/6e−i∆θ/6 0 ei∆θ/6
ei∆θ/6 e−i∆θ/6 0
 . (25)
This shows that near resonance (ω ≈ ωT), the S-matrix
will be dominated by the behavior of T (ω). The first
terms that contribute to nonreciprocal behavior can be
understood by expanding (1 + iηT (ω))−1 in η < |T |.
We see terms in the series that correspond to clock-
wise or counterclockwise circulation beginning and end-
ing at the same port, namely T21T32T13 and T12T23T31,
respectively. If the central circuit is reciprocal, the quan-
tity |T12T23T31 − T21T32T13|, which represents the de-
structive interference between a signal going clockwise
and counterclockwise around the circuit, should be zero.
However, if the system is ideally nonreciprocal, they in-
stead constructively interfere. Writing α = |α|ei∆θ/6,
where the phase is written in terms of the difference accu-
mulated between a clockwise and counterclockwise path
∆θ, we have |T12T23T31 − T21T32T13| = 2|α|3| sin(∆θ/2)|.
Thus for optimal behavior,
∆θ =
{
0,±2pi... , Reciprocal
±pi,±3pi... , Nonreciprocal . (26)
We now have three conditions on our system that,
when satisfied, yield ideal circulation in either the clock-
wise or counterclockwise direction:
(a) ωT s.t. ∆θ = ±pi,±3pi...
(b) κ = 2|α|g2
(c) ωR = ωT − g2β
. (27)
8With these conditions, as long as the central circuit has a
target frequency for which the phase difference condition
in Eq. (27a) holds, we may choose one of the external cir-
cuit parameters and let the conditions given in Eqs. (27b)
or (27c) determine the others. Note that these results
are consistent with previous work, e.g., Ref. [35]. Addi-
tionally, these results specify the phase differences corre-
sponding to clockwise (CW) or counterclockwise (CCW)
transmission, yielding:
∆θ =
{
−pi, 3pi,−5pi... , CW Transmission
pi,−3pi, 5pi... , CCW Transmission . (28)
With these final steps, we have all we need to explore our
system.
IV. NUMERICAL RESULTS
We now proceed with a numerical analysis, exploring
the input-output properties of the entire system using the
analytical results established in Sections III B and III C.
Broadly speaking, we wish to enforce the conditions for
ideal circulation given in Eq. (27) and then examine the
S-matrix given altogether by Eqs. (18), (19), and (20).
As there are a variety of different regimes of the central
circuit, we investigated various values of external flux A
as described in Appendix A. The best performing region
was identified near A = 0.2484, and we focus on this in
what follows.
To evaluate performance, we compute the elements of
T (ω) [Eq. (20)] using the energy eigenstates and eigen-
values established numerically in Section II C. With the
elements of T (ω), we find the phase difference ∆θ as a
function of potential incoming signal frequency ω. Exam-
ining the phase difference allows us to identify target fre-
quencies where ∆θ = ±pi,±3pi..., and use Eqs. (27b) and
(27c) to set external circuit parameters that fix κ, ωR,
and g. We can then examine relevant S-matrix proper-
ties, as well as introduce variation in the offset charge
on each island and flux penetration per loop to test the
system’s susceptibility to charge and flux disorder, i.e.,
variations of these parameters on timescales well below
the circuit’s bandwidth.
There are numerous points for which the phase dif-
ference condition is satisfied, as indicated in Fig. 4. Of
particular interest are instances like the third and fourth
points, found at ∆θ = −pi where ωT3 ≈ 3.33 GHz and
at ∆θ = 3pi where ωT4 ≈ 5.12 GHz, respectively. At the
third point, the first derivative of the phase difference is
zero, indicating much more stability with regard to fre-
quency than at other target frequencies. At other points,
the first derivative is much larger and a small change in
frequency results in significantly larger changes to ∆θ.
The fourth point is situated between the first and second
excited energies of the central circuit. Due to the close
proximity of this target frequency to two resonances of
the circuit, it may be easier to inject energy into the cir-
cuit here than at other nonreciprocal points. In both
FIG. 4. Above, we highlight the energy level structure at our
chosen operating point A ≈ 0.2484 and the available tran-
sitions from the ground state. The plot below shows the
phase difference ∆θ as a function of driving frequency ω,
with insets that indicate the predominant vortex dynamics.
Dashed vertical lines indicate the target frequencies at which
∆θ = ±pi, ±3pi...— the values that satisfy the conditions for
nonreciprocity. These points are enumerated for future ref-
erence. The red and blue vertical lines indicate the first and
second excited energies, respectively, for the central circuit.
Parameters chosen for this plot are EJ/h = EC/h = 30 GHz,
where EC =
e2
2CJ
, EJ/EΣ = 18, CC = CG = 7CJ, and
A ≈ 0.2484. Offset charge is tuned such that the total Cooper
pair number in the ground state is approximately 1.3, with
Ng1 = Ng2 = Ng3 = 0.444.
cases, intuition suggests that these target frequencies,
ωT3 and ωT4, may allow for increased bandwidth of the
system. This possibility will be explored upon examina-
tion of elements of the S-matrix in Section IV A.
A. Bandwidth, nonreciprocity, and circulation
We now determine performance via the S-matrix prop-
erty that the normalized output power at the ith port
provided input at the jth port is given by |Sij |2. We fix
the external circuit parameters g, κ, and ωR for the center
frequencies ωTi with i = 1, 2, 3, 4, the target frequencies
identified in Fig. 4. We remark that for large bandwidth
9TABLE I. External Circuit Parameters for Nonreciprocal
Points
Point ωT (GHz) g (GHz) κ (GHz) ωR (GHz)
1 0.4595 1.6 0.00985 0.5855
2 1.3418 1.6 0.00775 1.4847
3 3.3319 1.6 0.07734 3.5655
4 5.1285 1.6 1.57189 5.3257
operation, g needs to be as large as possible, but making
stronger coupling to the resonator has limits in both ωR
and in circuit behavior for maintaining EC ≈ EJ. For
now, we fix g to a reasonable but large value of g = 1.6
GHz and use Eq. (27) to determine κ and ωR. Table I
shows the resulting parameters for the first four target
frequencies in Fig. 4.
For each set of external circuit parameters specified
by the target frequencies in Table I, we wish to examine
the bandwidth of the resulting transmission between two
ports. For each case, the direction of maximum trans-
mission is identified by the phase difference in Fig 4, and
we plot the normalized output power (in dB), displaced
by the target frequency of each for comparison. These
results are shown in Fig. 5a.
We define the bandwidth as a 3 dB window: the width
of the signal in frequency space over which transmission
is greater than 50 %. Examination of Fig. 5a indicates
that the parameters for the first and second points result
in bandwidths of approximately 15 MHz. At the third
and fourth points, however, we see much larger band-
widths. At the third point we find a bandwidth of ap-
proximately 125 MHz, while the parameter set for the
fourth point yields a very large bandwidth of approxi-
mately 1.3 GHz. These considerably larger bandwidths
appear to confirm the intuition described previously: fea-
tures in the phase difference like that at the third point
in Fig. 4 can lead to increased bandwidth, but even larger
bandwidth is achieved when nonreciprocal points are sit-
uated near resonances—e.g., the fourth point—providing
greater ease in inserting energy into the system (that is,
a large |α|) and a larger range of frequencies over which
it is possible to do so. Since this large bandwidth is de-
sirable in systems such as these, we proceed now using
the external circuit parameters for the fourth point (at
∆θ = −pi where ωT4 ≈ 5.12 GHz).
Upon fixing external circuit parameters to maximize
bandwidth, we examine nonreciprocal behavior and ideal
circulation in the system. To do so, we compare trans-
mission from a single port to each of the three outputs,
plotting the normalized output powers (in dB) at each
port provided input at a single port to observe any circu-
lator behavior. Fig. 5b shows the resulting transmission
to each port provided input at port one.
We see in Fig. 5b that microwave signals only prop-
agate in one direction; there is a clear preferred di-
rection of signal transmission, with full transmission at
ω ≈ 5.12 GHz in the clockwise direction. Fig. 5b demon-
strates the system is lossless and nonreciprocal, and at
ω ≈ 5.12 GHz, matched— all characteristics of an ideal
circulator’s S-matrix [10]. Note that due to the three-
fold rotational symmetry of the system, these results are
reproduced under all cyclic permutations.
B. Resilience to charge and flux noise
Thus far, our analysis has assumed high symmetry:
identical, static offset charges Ngi on each island due to
the presence of applied voltages Vgi as well as identical
loop areas in the central circuit (ensuring identical flux
penetration per loop). In particular, given our expecta-
tion that charge offset is not a strong effect, we arbitrarily
set Ng1 = Ng2 = Ng3 = 0.444 Cooper pairs, A ≈ 0.2484,
and subsequently tuned the external circuit parameters
for ideal circulation in the prior parts of this section.
However, sources of noise that break this high symmetry
are inevitable. Each island of the superconducting circuit
may be subject to random variation in the offset charge
that will necessarily affect performance given the energy
regime in which we have chosen to work. Similarly, static
flux variations across the device due to imperfections in
manufacture of the central circuit or local impurities, un-
expected magnetic field gradients, and other phenomena
will likely degrade the ideal circulation we have observed
in Section IV A. Therefore, we wish to address to what
degree this is the case by introducing these sources of
noise into our analysis.
To test the system’s susceptibility to local charge noise,
we begin with the system tuned for ideal circulator be-
havior with equal, fixed offset charges Ngi. We then in-
troduce an additional random offset charge ∆i that is
unique for each island and sampled from a normal dis-
tribution with a mean of Nµ = 0 and a standard devi-
ation Nσ in units of Cooper pair number. As detailed
and defined in Appendix B, we assess performance in the
presence of charge noise by examining ERΥ0 and Υ as a
function of Nσ, shown in Figs. 5c and 5e, respectively.
These quantities convey the distribution of the minimum
of the extinction ratio for those noise samples resulting
in less than 1 dB of insertion loss and the likelihood that
this is the case using a sample size of 1000 noise samples.
Upon increasing Nσ, we observe an initial decrease in
performance indicated by the increase in E˜R
Υ
0 (the me-
dian of the distribution of ERΥ0 ), as shown in Fig. 5c.
However, at Nσ ≈ 0.35 Cooper pairs we observe satu-
ration to E˜R
Υ
0 ≈ -18 dB. This saturation is reasonable
given that the behavior of the circuit is unchanged upon
rescaling by any integer number of Cooper pairs. Once
Nσ exceeds ≈ 0.35, the distribution is wide enough to
encompass this rescaling. The device yield Υ displays
similar behavior with increasing Nσ, as shown in Fig. 5e,
where the likelihood of large transmission also saturates
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FIG. 5. (a) A comparison of the normalized output power at the ith port given input at the i± 1th port for each set of external
circuit parameters shown in Table I. For the first, second, and fourth points, transmission direction is such that |Si,i−1|2 is
plotted. For the second point, |Si,i+1|2 is plotted. (b) A comparison of normalized output powers at each port assuming input
at port one. At ω ≈ 5.12 GHz we observe full transmission in a clockwise fashion to the second port with zero transmission in
the opposite direction, indicative of circulator behavior. Parameters and offset charge used are the same as in Fig. 4. External
circuit parameters are set according to the fourth point, shown in Table I. The median of ERΥ0 (defined in Appendix B as the
extinction ratio for devices with less than 1 dB of insertion loss), E˜R
Υ
0 , is plotted as a function of the standard deviation of
(c) the charge noise distribution Nσ and (d) Rσ, the distribution of fractional flux penetration per loop. Error bars indicate
the spread from the first to third quartile of ERΥ0 for each value of Nσ and Rσ. Device yield Υ (defined in Appendix B as the
fraction of devices with less than 1 dB of insertion loss) is plotted as a function of (e) Nσ and (f) Rσ. Parameters for ideal
tuning in plots (c)-(f) are the same as in (b).
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at ≈ 0.35 to just over 50 %. It is very promising that
even in the presence of essentially arbitrary, static charge
noise, the system retains its nonreciprocity.
To test the system’s susceptibility to flux noise, we be-
gin with the system tuned for ideal circulator behavior
where all three loops of the central circuit are equal in
area and penetrated by a flux A ≈ 0.2484. We then in-
troduce random variation in the flux penetration of each
loop, ∆′i, that is unique for each loop but maintains the
total area and flux penetration of the ideal case, i.e.,
∆′1 + ∆
′
2 + ∆
′
3 = 0, to account for tuning the flux op-
timally for a given device (where the total field can be
varied but not, perhaps, the individual loop fields). We
take ∆′i to be a fraction of A, the original flux penetra-
tion per loop, sampling from a normal distribution with
a mean of Rµ = 0 and a standard deviation Rσ. As de-
tailed and defined in Appendix B, we assess performance
in the presence of flux noise by examining ERΥ0 and Υ as
a function of Rσ, shown in Figs. 5d and 5f, respectively.
As stated above, ERΥ0 and Υ convey the distribution of
the minimum of the extinction ratio for those noise sam-
ples resulting in in less than 1 dB of insertion loss and
the likelihood that this is the case using a sample size of
1000 noise samples.
Upon increasing Rσ, we observe a decrease in perfor-
mance indicated by the increase in E˜R
Υ
0 (the median
of the distribution of ERΥ0 ), as shown in Fig. 5d. This
degradation in performance is more substantial than in
the charge noise case— decreasing more rapidly and sat-
urating at Rσ ≈ 0.05 to E˜R
Υ
0 ≈ -12 dB. Note that this
flux noise model encompasses both random variations in
loop area, e.g., imperfections in manufacture, as well as
static flux variations across the device that may occur.
We do not consider variation in total flux penetration, as
this quantity can be experimentally calibrated.
V. CONCLUSIONS
In this work, we have presented a theoretical analy-
sis of a compact superconducting circuit operating as a
circulator. Our investigation shows that operating in a
non-charge-conserved regime with mobile vortices in the
XY model, where the charging energy and Josepheson en-
ergy scales are similar, leads to a reduced dependence of
performance on both static charge and flux noise. Fur-
thermore, the presence of both clockwise and counter-
clockwise vortex circulation at nearby energies appears
to enable wide bandwidth performance that approaches
one GHz.
However, a variety of open questions remain for further
investigation. A crucial operational question is the per-
formance of the system at higher powers, beyond the sin-
gle photon limit. We anticipate that further exploration
of the vortex tunneling picture may elucidate regimes of
operation where photon-vortex-photon terms enable high
power operation, but may also require more complex cir-
cuit designs. Another key question is whether ordered
vortex states, such as those arising in larger arrays, can
exhibit robust edge modes for vortex circulation that may
further reduce the effects of noise and disorder in circula-
tor performance. Additionally, actual implementation of
this type of system in an experimental setting will help
improve our understanding of quantum vortex dynamics
and may lead to other new avenues of exploration for
these and other topological excitations.
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Appendix A: Investigation of additional external
flux regions
Upon examination of the energy levels of the central
circuit as a function of A, shown in Fig. 2a of the main
text, we identify three qualitative regions of behavior oc-
curring from 0 ≤ A . 0.2 (region 1), 0.2 . A . 0.26
(region 2), and 0.26 . A ≤ 0.5 (region 3). In the main
text, we present the results of an analysis from region 2,
where A ≈ 0.2484. Here we investigate two additional
flux values, A = 0.17 and A ≈ 0.36, in the first and third
regions, respectively (highlighted in Figs. 6 and 7). In
contrast to the large bandwidth circulator performance
found at A ≈ 0.2484, we find that the chosen points in
the first and third regions do not exhibit similar qualities.
We understand this behavior as follows.
In region 1, we note that the second and third ex-
cited states are nearly degenerate while the first excited
state maintains a nearly constant separation from the
ground state, mirroring the ground state, as evidenced in
Figs. 2a and 2b of the main text. Furthermore, in this re-
gion there are no circulating vortices between the ground
and first excited states, in contrast to that with the sec-
ond excited state, shown in Figs. 3c and 3d. Since the
expected mode of circulator operation is via the tunnel-
ing of persistent current vortices, points for ideal trans-
mission should not occur around the first excited state.
This is confirmed by examining the phase difference at
A = 0.17, shown in Figs. 6a and 6b, where ideal nonre-
ciprocal points do not appear until the second and third
excited states. This is understood by noting that between
the ground and both the second and third excited states
there exists circulating and counter-circulating vortices,
analogous to the vortex dynamics of the first and sec-
ond excited states in region 2. We also note that at
A = 0.17, the energy level structure of the first, second,
and third excited states (highlighted in Fig. 6) is similar
to that of the ground, first excited, and second excited
states at A ≈ 0.2484 in region 2 (as investigated in the
main text). However, the proximity of the second and
third excited states at A = 0.17 is an order of magni-
tude smaller than the separation of the first and second
excited states at A ≈ 0.2484. Examining performance at
A = 0.17, we find transmission is relatively large around
the second and third excited states, shown in Figs. 6c
and 6d, as compared to transmission at higher energy
nonreciprocal points (not shown here). However, due to
the far closer proximity of the second and third excited
states (as compared to the first and second excited states
at A ≈ 0.2484), we find much smaller bandwidth when
compared to that found at A ≈ 0.2484.
In region 3, the energy level structure is markedly dif-
ferent than either of the other two regions. As shown
in Fig. 7, the first excited state is very low in energy,
nearly equivalent to the ground state, and higher energy
states are overall more accessible. Vortices are present
between the ground and both the first and second excited
states (as well as others). In fact, the first and second
FIG. 6. Above, we highlight the energy level structure at
A = 0.17 in region 1 and the relevant transition from the
ground state. The phase difference ∆θ as a function of driv-
ing frequency ω is shown below in (a) and (b), where dashed
vertical lines indicate the nonreciprocal target frequencies,
enumerated for future reference. The red, blue, and purple
vertical lines indicate the first, second, and third excited ener-
gies, respectively, for the central circuit. Parameters for these
plots are as in Fig. 4 of the main text, except with A = 0.17.
For the enumerated nonreciprocal points in (b), we show (c)
transmission bandwidth and (d) signal circulation. Parame-
ters are as in (a) and (b), where the procedure for determining
g, κ, and ωR is identical to that described Section IV A in the
main text.
excited states exhibit circulating and counter-circulating
vortices that are qualitatively similar to that of the sec-
ond region. For this reason, numerous points for ideal
circulation around these resonances should occur, which
is confirmed by the phase difference found at A ≈ 0.36,
shown in Figs. 7a and 7b. However, despite the abun-
dance of vortex dynamics and overall lower energy as
compared to either the first or second regions, the result-
ing performance—shown in Figs. 7c, 7d, and 7e—is not
as good as that found in region 2. This is perhaps due
to the larger separation of energy levels, in particular be-
tween the first and second excited states, in contrast to
the first and second excited states in region 2.
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FIG. 7. Above, we highlight the energy level structure at
A ≈ 0.36 in region 3. The phase difference ∆θ as a func-
tion of driving frequency ω is shown below in (a) and (b),
where dashed vertical lines indicate the nonreciprocal target
frequencies, enumerated for future reference. The red and
blue vertical lines indicate the first and second excited ener-
gies, respectively, for the central circuit. Parameters for these
plots are as in Fig. 4 of the main text, except with A ≈ 0.36.
For the enumerated nonreciprocal points in (a) and (b), we
show transmission bandwidth in (c) and (d). For point 5,
we show signal circulation in (e). Parameters are as in (a)
and (b), where the procedure for determining g, κ, and ωR is
identical to that described Section IV A in the main text.
Appendix B: Details of the Noise Investigations
We begin by defining an extinction ratio ER that com-
pares the transmission in each direction between two
ports of the circuit:
ER =
20 log10
(
|SijSji |
)
if |Sij | < |Sji|
20 log10
(
|SjiSij |
)
if |Sij | > |Sji|
. (B1)
This metric provides a comparison between the desired
direction of transmission and the undesired, reverse direc-
tion of transmission. For an ideal circulator, ER→ −∞,
thus in practice, the more negative this quantity, the
more nonreciprocal the device. The minimum of the ex-
tinction ratio ER0 (as a function of frequency) is what
we will use to assess the system’s response to noise.
Similarly, we define the insertion loss IL between two
ports of the circuit as
IL =
{
20 log10 (|Sij |) if |Sij | > |Sji|
20 log10 (|Sji|) if |Sij | < |Sji|
. (B2)
The insertion loss quantifies the amount of transmission
lost between two ports of the circuit. For zero transmis-
sion, IL → −∞. However, in an ideal circulator there is
full transmission between two ports of the system, result-
ing in IL = 0. To help characterize the system’s response
to noise, we will examine the maximum of the insertion
loss IL0, where the closer this value is to zero, the better
the performance.
Upon introducing either charge noise or flux noise (as
described in the main text), sampled from a normal dis-
tribution with standard deviation Nσ or Rσ, respectively,
we examine both ER0 and IL0 for a total of 1000 noise
samples. As an example, Fig. 8a shows the pairwise plot
of ER0 and IL0 for 1000 charge noise samples for which
Nσ = 0.25. Similarly, Fig. 8b shows the same pairwise
plot but for 1000 flux noise samples for which Rσ ≈ 0.34.
We then impose a performance threshold, examining
only those noise samples for which there is less than 1
dB of insertion loss (IL ≥ −1), shown visually by the
points within the shaded regions of Fig. 8. We define
this subset of points as ERΥ0 , characterizing this distri-
bution by calculating its quartiles for increasing Nσ or
Rσ. Figs. 5c and 5d of the main text display the median
of this distribution E˜R
Υ
0 with error bars from the first to
third quartiles as a function of Nσ and Rσ, respectively.
We also define the device yield Υ as the probability for
transmission to exceed the imposed threshold (IL ≥ −1).
This is approximated by
Υ =
# of Samples with IL ≥ −1
Total # of Samples
. (B3)
Figs. 5e and 5f display this probability for increasing Nσ
and Rσ, respectively.
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FIG. 8. A pairwise plot of the minimum of the extinction
ratio ER0 and the maximum of the insertion loss IL0 in the
presence of (a) charge noise for 1000 samples from a noise
distribution with a mean of Nµ = 0 and a standard deviation
Nσ = 0.25 and (b) flux noise for 1000 samples from a noise
distribution with a mean of Rµ = 0 and a standard deviation
Rσ = 0.033705. Shading indicates the device yield Υ— the
fraction of points that constitute ERΥ0 . Parameters and offset
charge for ideal tuning are the same as in Fig. 4. Results
shown are specifically for transmission between ports one and
two, but are representative of the circuit overall due to circuit
symmetry and the sampling from identical noise distributions
at each island.
