Introduction.
Let X, (j= 1, 2, • • • ) be a sequence of independent random variables with the same distribution, and consider the random variable Y = Xi-\-X2-\-• ■ ■ +Xn. The limiting distribution of Y (as X-> oo) when N is an integer-valued random variable whose distribution depends on a parameter X has been studied in detail by Robbins [l] . 2 In this paper we shall attempt to extend some of Robbins' results by considering a more general type of statistic Y\, which reduces to Y in a special case. We shall also consider the limiting distribution of a second statistic F2, which reduces to the arithmetic mean Y/N in a special case.
Where possible, we shall follow Robbins' notation. The probability that N = k (k = 0, 1, 2, • ■ • ) will be denoted by co*, where the = Wjfc(X) are functions of X so that, for all X, co& ^ 0 and £jtL0 «* = 1 • Furthermore, we set Clearly a, y2, and 8(t) are functions of X. We restrict ourselves in this paper to cases for which limit 0(0 =g(t)
x-»» where g(t) is a characteristic function, so that (N-a)/y has a limiting distribution as X-* «>. this conditional distribution Fk(u) shall be subject to the essential restriction that there exist constants a and c (with c>0) so that
where g-(/) is another characteristic function. It is clear that Fj will reduce to Y when Fk(u) is the kth convolution with itself of a random variable X such that E{X) = a, E(X-a)2 = c2, 0<c2< oo. Now let o-2 = ac2+y2a2, and consider the random variable Fi -aa Zx =-(X Theorem 1. Suppose a ?*0. If as X-»oo /j'm^ a = oo, a/y2 = m (0<m< <x>), then Z\ has a limiting distribution whose characteristic function 4>(<) is given by
The proof consists in showing that limitx-oo E(eitZl) =$(*-) for every real i. In the proof we shall use o(l) to denote a quantity which ->0 as X-»oo, and o*(l) to denote a quantity which ->0 as k-* °o.
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Since the hypotheses of Theorem 1 imply y-> oo as X-* oo, we find that i>{ 1 (N-a)/y\ >y1/2} =o(l) from Tchebycheff's inequality. Hence By proceeding in a similar manner, it is easy to verify that if either of the two sets of conditions (1) a^O, limit a = °°, limit a/y2 = oo , or (2) a = 0, limit a = oo, limit ct/y2 = m' (0 <m' f£ oo) hold, then Z\ has a limiting distribution with characteristic function q(t). Theorem 2. If as X-►<» limit a= », limit a/y2 = m' (0<m'^ oo), then Zt has a limiting distribution corresponding to the characteristic function m(t).
The statistic
The proof again consists in showing that limit x~oo E(eitZl) =m(t). is a sequence of independent observations on a random variable whose fourth central moment p4 is finite. If we make use of the known fact that the sample variance (based on k observations) is asymptotically normal with mean ju2 and variance (ji4-IJ%)/k, it follows from Theorem 1 that as X-the limiting distribution of (Ft -X|U2)/(Xit4)1/2 is normal with zero mean and unit variance.
For the second example, let N have a binomial distribution with parameters X, p, q= 1 -p, so that a>* = C\,kpkqK~k (k = 0, 1, 2, • • -,X). Now let Y2 = r/N where r is the number of successes in N independent trials with constant probability P of a success. It follows from Theorem 2 that (X£)1/2[F2 -P] has in the limit a normal distribution with zero mean and variance P(l -P). The statistic in the second example arose in a problem considered by Birnbaum and Sirken where F2 represented the percentage of people voting yes when only 7Y out of a random sample of X were available for interviewing. The limiting distribution of F2 for this special case was obtained by Birnbaum and Sirken by a different method.
