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Abstract
In this paper, we focus on the existence and uniqueness of solu-
tions of boundary value problems for a coupled system of fractional
differential equations with four-point boundary conditions involving
ψ-Caputo fractional derivatives. Our investigation is based on Leray-
Schauder alternative and Banach’s fixed point theorem. Two examples
are presented to illustrate the applicability of the results developed.
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1 Introduction
Fractional differential equations have been studied extensively in the litera-
ture because of their applications in various fields of engineering and science,
for example, see the monographs [18–20, 22, 25]. The study of qualitative
properties of solutions for different fractional differential equations such as
existence, uniqueness, stability, continuous dependence, etc., has become an
important area of investigation in recent years. For instance, we mention
here few recent works by Abbas, M.I. [1] - [7], also see the references cited
therein.
The topic of boundary value problems for fractional differential equa-
tions has also received considerable attention during recent decades. At the
same time, it has become widely seen that coupled boundary value prob-
lems have gained an importance role in view of their great utility in handling
∗miabbas77@gmail.com
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of applied nature such as: ecological models [17], anomalous diffusion [21],
systems of nonlocal thermoelasticity [23], the heat equations [27], etc. For
some recent theoretical results on the topic, we refer the reader to a series
of papers [9–11,24,28] and the references cited therein.
Very recently, Almeida [12], introduced a Caputo type fractional deriva-
tive with respect to another function called by ψ-Caputo fractional operator.
He also studied some properties like the semigroup law, a relationship be-
tween the fractional derivative and the fractional integral, Taylor’s theorem,
Fermat’s theorem, etc. For recent works involving ψ-Caputo fractional op-
erator, we refer the reader to a series of papers [8, 13–15,26].
In this paper, we establish the existence and uniqueness results of the
following coupled system of fractional differential equations:

CD
α;ψ
0+
x(t) = f(t, x(t), y(t)), t ∈ [0, 1], 1 < α < 2
CD
β;ψ
0+
y(t) = g(t, x(t), y(t)), t ∈ [0, 1], 1 < β < 2
x(0) = y(0) = 0,
x(1) = λx(η), y(1) = µy(ξ), 0 < η, ξ < 1, λ, µ > 0
(1.1)
where CDα;ψ
0+
,CD
β;ψ
0+
denote the ψ-Caputo fractional derivatives of order α, β
and f, g : [0, 1] × R2 → R are given continuous functions.
This paper is organized as follows. In Section 2, we give some definitions
and lemmas used in this paper. Existence and uniqueness results for (1.1)
are derived in Sections 3. Two examples are provided in Section 4.
2 Preliminary and Lemmas
In this section, we recall definitions, properties and lemmas of the new ψ-
Caputo fractional derivative.
Definition 2.1. ( [12, 13]) For α > 0, the left-sided ψ-Riemann-Liouville
fractional integral of order α for an integrable function σ : [a, b] → R with
respect to another function ψ : [a, b]→ R that is an increasing differentiable
function such that ψ
′
(t) 6= 0, for all t ∈ [a, b] is defined by
I
α;ψ
a+
σ(t) =
1
Γ(α)
∫ t
a
ψ
′
(s)(ψ(t) − ψ(s))α−1σ(s)ds, (2.1)
where Γ is the Euler Gamma function.
Definition 2.2. ( [12]) Let n ∈ N and let ψ, σ ∈ Cn([a, b],R) be two func-
tions such that ψ is increasing and ψ
′
(t) 6= 0, for all t ∈ [a, b]. The left-sided
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ψ-Riemann-Liouville fractional derivative of a function σ of order α is de-
fined by
D
α;ψ
a+
σ(t) =
(
1
ψ
′(t)
d
dt
)n
I
n−α;ψ
a+
σ(t)
=
1
Γ(n− α)
(
1
ψ
′(t)
d
dt
)n ∫ t
a
ψ
′
(s)(ψ(t) − ψ(s))n−α−1σ(s)ds,
where n = [α] + 1 and [α] denotes the integer part of the real number α.
Definition 2.3. ( [12]) Let n−1 < α < n, n ∈ N and let ψ, σ ∈ Cn([a, b],R)
be two functions such that ψ is increasing and ψ
′
(t) 6= 0, for all t ∈ [a, b].
The left-sided ψ-Caputo fractional derivative of a function σ of order α is
defined by
CD
α;ψ
a+
σ(t) = Dα;ψ
a+
[
σ(t)−
n−1∑
k=0
σ
[k]
ψ (a)
k!
(ψ(t) − ψ(a))k
]
,
where σ
[k]
ψ (t) =
(
1
ψ
′ (t)
d
dt
)k
σ(t) and n = [α] + 1 for α 6∈ N, n = α for α ∈ N.
Further, if σ ∈ Cn([a, b],R) and α 6∈ N,then
CD
α;ψ
a+
σ(t) = In−α;ψ
a+
(
1
ψ
′(t)
d
dt
)n
σ(t)
=
1
Γ(n− α)
∫ t
a
ψ
′
(s)(ψ(t) − ψ(s))n−α−1σ[n]ψ (s)ds.
Thus, if α = n ∈ N, then CDα;ψ
a+
σ(t) = σ
[n]
ψ (t).
Lemma 2.4. ( [13]) Let α > 0. The following holds:
If σ ∈ C([a, b],R), then
CD
α;ψ
a+
I
α;ψ
a+
σ(t) = σ(t), t ∈ [a, b].
If σ ∈ Cn([a, b],R), n− 1 < α < n, then
I
α;ψ
a+
CD
α;ψ
a+
σ(t) = σ(t)−
n−1∑
k=0
ck(ψ(t)− ψ(a))
k, t ∈ [a, b],
where ck =
σ
[k]
ψ
(a)
k! .
Lemma 2.5. ( [13,18]) Let t > a, α ≥ 0 and β > 0. Then
• Iα;ψ
a+
(ψ(t)− ψ(a))β−1 = Γ(β)Γ(β+α)(ψ(t) − ψ(a))
β+α−1,
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• CDα;ψ
a+
(ψ(t) − ψ(a))β−1 = Γ(β)Γ(β−α)(ψ(t)− ψ(a))
β−α−1,
• CDα;ψ
a+
(ψ(t) − ψ(a))k = 0, for all k ∈ {0, 1, · · · , n− 1}, n ∈ N.
Lemma 2.6. (Leray-Schauder alternative [16]) Let T : E → E be a com-
pletely continuous operator (i.e., a map that restricted to any bounded set
in E is compact). Let S(T ) = {x ∈ E : x = νT (x), for some 0 < ν < 1}.
Then either the set S(T ) is unbounded or T has at least one fixed point.
3 Main Results
Let C([0, 1],R) be the space of all continuous functions defined on [0, 1].
Let X = {x(t) : x(t) ∈ C([0, 1],R)} be a Banach space endowed with the
norm ‖x‖X = supt∈[0,1] |x(t)| and Y = {y(t) : y(t) ∈ C([0, 1],R)} be a
Banach space endowed with the norm ‖y‖Y = supt∈[0,1] |y(t)|. Thus the
product space (X × Y, ‖ · ‖X×Y ) is also a Banach space with the norm
‖(x, y)‖X×Y = ‖x‖X + ‖y‖Y for (x, y) ∈ X × Y .
Lemma 3.1. Let h ∈ C([0, 1], ,R) be a given function and 1 < α < 2. Then
the unique solution of{
CD
α;ψ
0+
x(t) = h(t), t ∈ [0, 1]
x(0) = 0, x(1) = λx(η),
(3.1)
is given by the integral equation
x(t) =
1
Γ(α)
∫ t
0
ψ
′
(s)(ψ(t) − ψ(s))α−1h(s)ds +
1
∆1
[
1
Γ(α)
∫ 1
0
ψ
′
(s)(ψ(1) − ψ(s))α−1h(s)ds
−
λ
Γ(α)
∫ η
0
ψ
′
(s)(ψ(η) − ψ(s))α−1h(s)ds
]
(ψ(t) − ψ(0)), (3.2)
where
∆1 = λ(ψ(η) − ψ(0)) − (ψ(1) − ψ(0)) 6= 0.
Proof. First, let x ∈ C([0, 1]) be a solution of (3.1). Then, by Lemma 2.4,
we get
x(t) =
1
Γ(α)
∫ t
0
ψ
′
(s)(ψ(t)−ψ(s))α−1h(s)ds+ c0+ c1(ψ(t)−ψ(0)). (3.3)
Applying the boundary conditions x(0) = 0, x(1) = λx(η) implies that
c0 = 0 and
1
Γ(α)
∫ 1
0
ψ
′
(s)(ψ(1) − ψ(s))α−1h(s)ds + c1(ψ(1) − ψ(0))
=
λ
Γ(α)
∫ η
0
ψ
′
(s)(ψ(η) − ψ(s))α−1h(s)ds + λc1(ψ(η) − ψ(0)),
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which implies that
c1 =
1
∆1
[
1
Γ(α)
∫ 1
0
ψ
′
(s)(ψ(1)−ψ(s))α−1h(s)ds−
λ
Γ(α)
∫ η
0
ψ
′
(s)(ψ(η)−ψ(s))α−1h(s)ds
]
.
which, on substituting in (3.3), completes the solution (3.2).
Conversely, If x(t) satisfies the integral equation (3.2), then by applying the
ψ-Caputo fractional derivative CDα;ψ
0+
to both sides of equation (3.2) and
using Lemmas 2.4 and 2.5, we obtain
CD
α;ψ
0+
x(t) = h(t).
Finally, it remains to show that the boundary conditions in (3.1) are satis-
fied. Clearly, x(0) = 0 and the direct computations lead to x(1) = λx(η).
This completes the proof.
Similarly, the general solution of CDβ;ψ
0+
y(t) = h(t), y(0) = 0, y(1) =
µy(ξ) can be obtained from
y(t) =
1
Γ(β)
∫ t
0
ψ
′
(s)(ψ(t) − ψ(s))β−1h(s)ds+
1
∆2
[
1
Γ(β)
∫ 1
0
ψ
′
(s)(ψ(1) − ψ(s))β−1h(s)ds
−
µ
Γ(β)
∫ ξ
0
ψ
′
(s)(ψ(ξ) − ψ(s))β−1h(s)ds
]
(ψ(t) − ψ(0)), (3.4)
where
∆2 = µ(ψ(ξ)− ψ(0)) − (ψ(1) − ψ(0)) 6= 0.
Lemma 3.2. Assume that f, g : [0, 1] × R2 → R are continuous functions.
Then (x, y) ∈ X × Y is a solution of (1.1) if and only if (x, y) ∈ X × Y is
a solution of the coupled system of integral equations
x(t) =
1
Γ(α)
∫ t
0
ψ
′
(s)(ψ(t) − ψ(s))α−1f(s, x(s), y(s))ds
+
1
∆1
[
1
Γ(α)
∫ 1
0
ψ
′
(s)(ψ(1) − ψ(s))α−1f(s, x(s), y(s))ds
−
λ
Γ(α)
∫ η
0
ψ
′
(s)(ψ(η) − ψ(s))α−1f(s, x(s), y(s))ds
]
(ψ(t)− ψ(0)),
y(t) =
1
Γ(β)
∫ t
0
ψ
′
(s)(ψ(t) − ψ(s))β−1g(s, x(s), y(s))ds
+
1
∆2
[
1
Γ(β)
∫ 1
0
ψ
′
(s)(ψ(1) − ψ(s))β−1g(s, x(s), y(s))ds
−
µ
Γ(β)
∫ ξ
0
ψ
′
(s)(ψ(ξ) − ψ(s))β−1g(s, x(s), y(s))ds
]
(ψ(t)− ψ(0)).
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Let us define the operator T : X × Y → X × Y as
T (x, y)(t) =
(
T1(x, y)(t)
T2(x, y)(t)
)
(3.5)
where
T1(x, y)(t) =
1
Γ(α)
∫ t
0
ψ
′
(s)(ψ(t) − ψ(s))α−1f(s, x(s), y(s))ds
+
1
∆1
[
1
Γ(α)
∫ 1
0
ψ
′
(s)(ψ(1) − ψ(s))α−1f(s, x(s), y(s))ds
−
λ
Γ(α)
∫ η
0
ψ
′
(s)(ψ(η) − ψ(s))α−1f(s, x(s), y(s))ds
]
(ψ(t)− ψ(0)),
(3.6)
and
T2(x, y)(t) =
1
Γ(β)
∫ t
0
ψ
′
(s)(ψ(t) − ψ(s))β−1g(s, x(s), y(s))ds
+
1
∆2
[
1
Γ(β)
∫ 1
0
ψ
′
(s)(ψ(1) − ψ(s))β−1g(s, x(s), y(s))ds
−
µ
Γ(β)
∫ ξ
0
ψ
′
(s)(ψ(ξ) − ψ(s))β−1g(s, x(s), y(s))ds
]
(ψ(t) − ψ(0)).
(3.7)
In order to establish our main results, we introduce the following as-
sumptions.
(A1) The functions f, g : [0, 1] × R2 → R are continuous and there
exist real constants L1, L2 > 0 such that
|f(t, x1, y1)− f(t, x2, y2)| ≤ L1(|x1 − x2|+ |y1 − y2|),
|g(t, x1, y1)− g(t, x2, y2)| ≤ L2(|x1 − x2|+ |y1 − y2|),
∀t ∈ [0, 1] and xi, yi ∈ R, i = 1, 2.
(A2) There exist real constants ki, li ≥ 0, i = 1, 2 and k0 > 0, l0 > 0
such that
|f(t, x, y)| ≤ k0 + k1|x|+ k2|y|, |g(t, x, y)| ≤ l0 + l1|x|+ l2|y|,
∀t ∈ [0, 1] and xi, yi ∈ R, i = 1, 2.
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In the following, for brevity, we use the notations:
γ1 =
M1
Γ(α+ 1)
[
(ψ(1) − ψ(0))α +
(|λ|+ 1)
|∆1|
(ψ(1) − ψ(0))α+1
]
γ2 =
M2
Γ(β + 1)
[
(ψ(1) − ψ(0))β +
(|µ|+ 1)
|∆2|
(ψ(1) − ψ(0))β+1
]
γ3 =
L1
Γ(α+ 1)
[
(ψ(1) − ψ(0))α +
(|λ|+ 1)
|∆1|
(ψ(1) − ψ(0))α+1
]
γ4 =
L2
Γ(β + 1)
[
(ψ(1) − ψ(0))β +
(|µ|+ 1)
|∆2|
(ψ(1) − ψ(0))β+1
]


(3.8)
Ω0 =
(
1
Γ(α+ 1)
[
(ψ(1) − ψ(0))α +
(|λ|+ 1)
|∆1|
(ψ(1) − ψ(0))α+1
]
+
1
Γ(β + 1)
[
(ψ(1) − ψ(0))β +
(|µ|+ 1)
|∆2|
(ψ(1) − ψ(0))β+1
])
l0
Ω1 =
1
Γ(α+ 1)
[
(ψ(1) − ψ(0))α +
(|λ|+ 1)
|∆1|
(ψ(1) − ψ(0))α+1
]
k1
+
1
Γ(β + 1)
[
(ψ(1) − ψ(0))β +
(|µ|+ 1)
|∆2|
(ψ(1) − ψ(0))β+1
]
l1
Ω2 =
1
Γ(α+ 1)
[
(ψ(1) − ψ(0))α +
(|λ|+ 1)
|∆1|
(ψ(1) − ψ(0))α+1
]
k2
+
1
Γ(β + 1)
[
(ψ(1) − ψ(0))β +
(|µ|+ 1)
|∆2|
(ψ(1) − ψ(0))β+1
]
l2
Ω∗ = max{Ω1,Ω2}


(3.9)
3.1 The uniqueness result via Banach’s fixed point theorem
Theorem 3.3. Assume that (A1) hold. Then the coupled system (1.1) has
a unique solution on [0, 1] provided that
(γ3 + γ4) < 1, (3.10)
where γ3 and γ4 are given in (3.8).
Proof. Assume that r > 0 is a real number satisfying
r ≥
γ1 + γ2
1− (γ3 + γ4)
,
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First we shall show that T Br ⊂ Br, where T is given by (3.5) and
Br = {(x, y) ∈ X × Y : ‖(x, y)‖X×Y ≤ r}.
Set supt∈[0,1] |f(t, 0, 0)| = M1 < ∞ and supt∈[0,1] |g(t, 0, 0)| = M2 < ∞.
For (x, y) ∈ Br, t ∈ [0, 1], we have
|T1(x, y)(t)|
≤
∣∣∣∣∣ 1Γ(α)
∫ t
0
ψ
′
(s)(ψ(t) − ψ(s))α−1f(s, x(s), y(s))ds
∣∣∣∣∣
+
∣∣∣∣∣ 1∆1
[
1
Γ(α)
∫ 1
0
ψ
′
(s)(ψ(1) − ψ(s))α−1f(s, x(s), y(s))ds
−
λ
Γ(α)
∫ η
0
ψ
′
(s)(ψ(η) − ψ(s))α−1f(s, x(s), y(s))ds
]
(ψ(t)− ψ(0))
∣∣∣∣∣
≤
1
Γ(α)
∫ t
0
ψ
′
(s)(ψ(t) − ψ(s))α−1(|f(s, x(s), y(s)) − f(t, 0, 0)| + |f(t, 0, 0)|)ds
+
1
|∆1|
[
1
Γ(α)
∫ 1
0
ψ
′
(s)(ψ(1) − ψ(s))α−1(|f(s, x(s), y(s)) − f(t, 0, 0)| + |f(t, 0, 0)|)ds
+
|λ|
Γ(α)
∫ η
0
ψ
′
(s)(ψ(η) − ψ(s))α−1(|f(s, x(s), y(s))− f(t, 0, 0)| + |f(t, 0, 0)|)ds
]
|ψ(t)− ψ(0)|
≤
1
Γ(α)
∫ t
0
ψ
′
(s)(ψ(t) − ψ(s))α−1(L1(|x(s)|+ |y(s)|) + |f(t, 0, 0)|)ds
+
1
|∆1|
[
1
Γ(α)
∫ 1
0
ψ
′
(s)(ψ(1) − ψ(s))α−1(L1(|x(s)|+ |y(s)|) + |f(t, 0, 0)|)ds
+
|λ|
Γ(α)
∫ η
0
ψ
′
(s)(ψ(η) − ψ(s))α−1(L1(|x(s)| + |y(s)|) + |f(t, 0, 0)|)ds
]
|ψ(t) − ψ(0)|
≤
1
Γ(α)
∫ t
0
ψ
′
(s)(ψ(t) − ψ(s))α−1(L1(‖x‖X + ‖y‖Y ) +M1)ds
+
1
|∆1|
[
1
Γ(α)
∫ 1
0
ψ
′
(s)(ψ(1) − ψ(s))α−1(L1(‖x‖X + ‖y‖Y ) +M1)ds
+
|λ|
Γ(α)
∫ η
0
ψ
′
(s)(ψ(η) − ψ(s))α−1(L1(‖x‖X + ‖y‖Y ) +M1)ds
]
(ψ(1) − ψ(0))
≤
1
Γ(α+ 1)
[
(ψ(1) − ψ(0))α +
(|λ|+ 1)
|∆1|
(ψ(1) − ψ(0))α+1
]
(L1r +M1),
which implies that
‖T1(x, y)‖X ≤
1
Γ(α+ 1)
[
(ψ(1)−ψ(0))α+
(|λ|+ 1)
|∆1|
(ψ(1)−ψ(0))α+1
]
(L1r+M1).
(3.11)
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Similarly, we can find that
‖T2(x, y)‖Y ≤
1
Γ(β + 1)
[
(ψ(1)−ψ(0))β+
(|µ|+ 1)
|∆2|
(ψ(1)−ψ(0))β+1
]
(L2r+M2).
(3.12)
Consequently, from (3.11) and (3.12), we get
‖T (x, y)‖X×Y ≤
1
Γ(α+ 1)
[
(ψ(1) − ψ(0))α +
(|λ|+ 1)
|∆1|
(ψ(1) − ψ(0))α+1
]
(L1r +M1)
+
1
Γ(β + 1)
[
(ψ(1) − ψ(0))β +
(|µ|+ 1)
|∆2|
(ψ(1) − ψ(0))β+1
]
(L2r +M2)
= (γ1 + γ2) + (γ3 + γ4)r
≤ r.
Hence, T Br ⊂ Br.
Now, for (x1, y1), (x2, y2) ∈ X ×X and for any t ∈ [0, 1], we get
|T1(x1, y1)(t)− T1(x2, y2)(t)|
≤
1
Γ(α)
∫ t
0
ψ
′
(s)(ψ(t) − ψ(s))α−1|f(s, x1(s), y1(s))− f(t, x2(s), y2(s))|ds
+
1
|∆1|
[
1
Γ(α)
∫ 1
0
ψ
′
(s)(ψ(1) − ψ(s))α−1|f(s, x1(s), y1(s))− f(t, x2(s), y2(s))|ds
+
|λ|
Γ(α)
∫ η
0
ψ
′
(s)(ψ(η) − ψ(s))α−1|f(s, x1(s), y1(s))− f(t, x2(s), y2(s))|ds
]
|ψ(t)− ψ(0)|
≤
L1
Γ(α)
∫ t
0
ψ
′
(s)(ψ(t) − ψ(s))α−1(|x1(s)− x2(s)|+ |y1(s)− y2(s)|)ds
+
L1
|∆1|
[
1
Γ(α)
∫ 1
0
ψ
′
(s)(ψ(1) − ψ(s))α−1(|x1(s)− x2(s)|+ |y1(s)− y2(s)|)ds
+
|λ|
Γ(α)
∫ η
0
ψ
′
(s)(ψ(η) − ψ(s))α−1(|x1(s)− x2(s)|+ |y1(s)− y2(s)|)ds
]
|ψ(t) − ψ(0)|
≤ γ3(‖x1 − x2‖+ ‖y1 − y2‖),
which implies that
‖T1(x1, y1)− T1(x2, y2)‖X ≤ γ3(‖x1 − x2‖+ ‖y1 − y2‖). (3.13)
Similarly, we can find that
‖T2(x1, y1)− T2(x2, y2)‖X ≤ γ4(‖x1 − x2‖+ ‖y1 − y2‖). (3.14)
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It follows from (3.13) and (3.14) that
‖T (x1, y1)− T (x2, y2)‖X×Y ≤ (γ3 + γ4)(‖x1 − x2‖+ ‖y1 − y2‖).
From the above inequality, we deduce that T is a contraction in view of the
condition (3.10). Hence it follows by by Banach’s fixed point theorem that
there exists a unique fixed point for the operator T , which corresponds to a
unique solution of problem (1.1) on [0, 1]. This completes the proof.
3.2 The existence result via Leray-Schauder alternative
Theorem 3.4. Assume that (A2) hold. If Ω∗ < 1, then the coupled system
(1.1) has at least one solution on [0, 1], where Ω∗ is given in (3.9).
Proof. First we show that the operator T : X × Y → X × Y is completely
continuous. By the continuity of functions f and g, the operator T is con-
tinuous.
Let K ∈ X × Y be bounded. Then there exist constants N1 > 0, N2 > 0
such that |f(t, x(t), y(t))| ≤ N1 and |g(t, x(t), y(t))| ≤ N2. Then for any
(x, y) ∈ K, we get
|T1(x, y)(t)| ≤
1
Γ(α)
∫ t
0
ψ
′
(s)(ψ(t) − ψ(s))α−1|f(s, x(s), y(s))|ds
+
1
|∆1|
[
1
Γ(α)
∫ 1
0
ψ
′
(s)(ψ(1) − ψ(s))α−1|f(s, x(s), y(s))|ds
+
|λ|
Γ(α)
∫ η
0
ψ
′
(s)(ψ(η) − ψ(s))α−1|f(s, x(s), y(s))|ds
]
|ψ(t)− ψ(0)|
≤
N1
Γ(α+ 1)
[
(ψ(1) − ψ(0))α +
(|λ|+ 1)
|∆1|
(ψ(1) − ψ(0))α+1
]
,
which implies that
‖T1(x, y)‖X ≤
N1
Γ(α+ 1)
[
(ψ(1)−ψ(0))α+
(|λ|+ 1)
|∆1|
(ψ(1)−ψ(0))α+1
]
. (3.15)
Similarly, we get
‖T2(x, y)‖Y ≤
N2
Γ(β + 1)
[
(ψ(1)−ψ(0))β+
(|µ|+ 1)
|∆2|
(ψ(1)−ψ(0))β+1
]
. (3.16)
From (3.15) and (3.16), it follows that T is uniformly bounded.
Next, we shall show that the operator T is equicontinuous.
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Let t1, t2 ∈ [0, 1] with t1 < t2. Then we have
|T1(x, y)(t2)− T1(x, y)(t1)|
≤
∣∣∣∣∣ 1Γ(α)
∫ t2
0
ψ
′
(s)
[
(ψ(t2)− ψ(s))
α−1 − (ψ(t1)− ψ(s))α−1
]
f(s, x(s), y(s))ds
∣∣∣∣∣
+
∣∣∣∣∣ 1Γ(α)
∫ t2
t1
ψ
′
(s)(ψ(t1)− ψ(s))
α−1f(s, x(s), y(s))ds
∣∣∣∣∣
+
∣∣∣∣∣ 1∆1
[
1
Γ(α)
∫ 1
0
ψ
′
(s)(ψ(1) − ψ(s))α−1f(s, x(s), y(s))ds
−
λ
Γ(α)
∫ η
0
ψ
′
(s)(ψ(η) − ψ(s))α−1f(s, x(s), y(s))ds
]
(ψ(t2)− ψ(t1))
∣∣∣∣∣
≤
N1
Γ(α+ 1)
[
(ψ(t2)− ψ(0))
α − (ψ(t1)− ψ(0))
α
]
+
N1
|∆1|Γ(α+ 1)
[
(ψ(1) − ψ(0))α + |λ|(ψ(η) − ψ(0))α
]
(ψ(t2)− ψ(t1)),
which imply that ‖T1(x, y) − T1(x, y)‖ → 0 independent of (x, y) ∈ K as
t2 − t1 → 0. Also, we get
|T2(x, y)(t2)− T2(x, y)(t1)|
≤
N2
Γ(β + 1)
[
(ψ(t2)− ψ(0))
β − (ψ(t1)− ψ(0))
β
]
+
N2
|∆2|Γ(β + 1)
[
(ψ(1) − ψ(0))β + |µ|(ψ(ξ) − ψ(0))β
]
(ψ(t2)− ψ(t1)),
which imply that ‖T2(x, y) − T2(x, y)‖ → 0 independent of (x, y) ∈ K as
t2 − t1 → 0.
Therefore, the operator T is equicontinuous. Consequently, by Arzela`-
Ascoli’s theorem, we deduce that the operator T is completely continuous.
Finally, we shall show that the set
S = {(x, y) ∈ X × Y : (x, y) = νT (x, y), 0 < ν < 1}
is bounded.
Let (x, y) ∈ S, then (x, y) = νT (x, y). For any t ∈ [0, 1], we have
x(t) = νT1(x, y)(t), y(t) = νT2(x, y)(t).
Then we have
|x(t)| = |νT1(x, y)(t)| ≤ |T1(x, y)(t)|
≤
k0 + k1|x|+ k2|y|
Γ(α+ 1)
[
(ψ(1) − ψ(0))α +
(|λ|+ 1)
|∆1|
(ψ(1) − ψ(0))α+1
]
,
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and
|y(t)| = |νT2(x, y)(t)| ≤ |T2(x, y)(t)|
≤
l0 + l1|x|+ l2|y|
Γ(β + 1)
[
(ψ(1) − ψ(0))β +
(|µ|+ 1)
|∆2|
(ψ(1) − ψ(0))β+1
]
.
Hence, we get
‖x‖X ≤
1
Γ(α+ 1)
[
(ψ(1) − ψ(0))α +
(|λ|+ 1)
|∆1|
(ψ(1) − ψ(0))α+1
]
(k0 + k1‖x‖X + k2‖y‖Y ),
‖y‖Y ≤
1
Γ(β + 1)
[
(ψ(1) − ψ(0))β +
(|µ|+ 1)
|∆2|
(ψ(1) − ψ(0))β+1
]
(l0 + l1‖x‖X + l2‖y‖Y ),
which imply that
‖x‖X + ‖y‖Y ≤ Ω0 +max{Ω1,Ω2}‖x+ y‖X×Y = Ω0 +Ω∗‖x+ y‖X×Y ),
where Ω0,Ω1,Ω2 and Ω
∗ are given in (3.9). Consequently, we get
‖(x, y)‖X×Y ≤
Ω0
1− Ω∗
, (3.17)
which proves that the set S is bounded. Therefore, by Lemma 2.6, the
operator T has at least one fixed point. Hence the coupled system (1.1) has
at least one solution on [0, 1]. The proof is completed.
4 Examples
Example 4.1. Consider the following coupled system of ψ-Caputo fractional
differential equations:

CD
3
2
;ψ
0+
x(t) = e
−3t
75+t (sinx(t) + |y(t)|) +
e−t
1+t2
, t ∈ [0, 1],
CD
4
3
;ψ
0+
y(t) = 12t2+100
( |x(t)|
1+|x(t)| + sin y(t)
)
+ sin t+ 1,
x(0) = y(0) = 0,
x(1) = x(12), y(1) = y(
1
3).
(4.1)
Here, α = 32 , β =
4
3 , η =
1
2 , ξ =
1
3 , λ = µ = 1, f(t, x, y) =
e−3t
75+t (sinx+ |y|)+
e−t
1+t2
and g(t, x, y) = 1
2t2+100
( |x|
1+|x| + sin y
)
+ sin t+ 1.
Obviously, on can find that:
|f(t, x1, y1)− f(t, x2, y2)| ≤
1
75
(|x1 − x2|+ |y1 − y2|),
|g(t, u1, v1)− g(t, u2, v2)| ≤
1
100
(|x1 − x2|+ |y1 − y2|),
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from which, we get L1 =
1
75 and L2 =
1
100 .
Let us take ψ(t) = 3t2. Clearly, ψ is an increasing function on [0, 1] and
ψ
′
(t) = 6t is a continuous function on [0, 1].
Using the given data, the condition (3.10) becomes
γ3 + γ4 = 0.1910978713 + 0.3633970871 = 0.5544949584 < 1.
Thus, all the assumptions of Theorem 3.3 are satisfied. Hence it follows
that the coupled system (4.1) has a unique solution for on [0, 1].
Example 4.2. Consider the following coupled system of ψ-Caputo fractional
differential equations:

CD
3
2
;ψ
0+
x(t) = 1√
625+t
cos t+ e
−t
200 sinx(t) +
1
300
y(t)|x(t)|
1+|x(t)| , t ∈ [0, 1],
CD
4
3
;ψ
0+
y(t) = e
−2t
2
√
1600+t
+ 1270 sinx(t) +
1
3(60+t) sin(y(t)),
x(0) = y(0) = 0,
x(1) = x(12 ), y(1) = y(
1
3 ).
(4.2)
Obviously, we get
|f(t, x, y)| ≤
1
25
+
1
200
‖x‖X +
1
300
‖y‖Y ,
|g(t, x, y)| ≤
1
80
+
1
270
‖x‖X +
1
180
‖y‖Y .
Thus k0 =
1
25 , k1 =
1
200 , k2 =
1
300 , l0 =
1
80 , l1 =
1
270 , l2 =
1
180 .
Using (3.9), we find that
Ω∗ = max{Ω1,Ω2} = max{0.2062532154, 0.5020208267} = 0.5020208267 < 1.
Therefore, the assumptions of Theorem 3.4 are satisfied. Hence, the
coupled system (4.2) has at least one solution on [0, 1].
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