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Abstract
Advances in deep learning have enabled the development of
models that have exhibited a remarkable tendency to rec-
ognize and even localize actions in videos. However, they
tend to experience errors when faced with scenes or exam-
ples beyond their initial training environment. Hence, they
fail to adapt to new domains without significant retraining
with large amounts of annotated data. Current algorithms are
trained in an inductive learning environment where they use
data-driven models to learn associations between input ob-
servations with a fixed set of known classes. In this paper,
we propose to overcome these limitations by moving to an
open world setting by decoupling the ideas of recognition and
reasoning. Building upon the compositional representation
offered by Grenander’s Pattern Theory formalism, we show
that attention and commonsense knowledge can be used to
enable the self-supervised discovery of novel actions in ego-
centric videos in an open-world setting, a considerably more
difficult task than zero-shot learning and (un)supervised do-
main adaptation tasks where target domain data (both labeled
and unlabeled) are available during training. We show that
our approach can be used to infer and learn novel classes
for open vocabulary classification in egocentric videos and
novel object detection with zero supervision. Extensive ex-
periments show that it performs competitively with fully su-
pervised baselines on publicly available datasets under open-
world conditions. This is one of the first works to address
the problem of open-world action recognition in egocentric
videos with zero human supervision to the best of our knowl-
edge. We will make our code and data publicly available to
foster the exploration of this challenging and important task.
Introduction
Advances in deep learning have enabled the development of
models that have exhibited a remarkable tendency to recog-
nize (Fathi, Li, and Rehg 2012; Liu, Kuipers, and Savarese
2011; Singh, Arora, and Jawahar 2016; Sudhakaran, Es-
calera, and Lanz 2019; Zhang, Li, and Rehg 2017) and lo-
calize actions (Aakur and Sarkar 2020; Jain et al. 2015) in
videos. However, they tend to experience errors when faced
with scenes or examples beyond their initial training envi-
ronment. Hence, they fail to adapt to new domains with-
out significant re-training with large amounts of annotated
Copyright c© 2021, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.
Input	Video:	Take	Plate
Energy-based	Inference
Over	Pattern	Theory	
Representations
Output	Interpretation:	Take	Plate
Ground	Concepts	in	Initial
Concept	Space
Create	Contextualized	Search	Space	
with	Abductive	Reasoning
Objects
Plate         0.51
Box           0.12
Bowl         0.04
Actions
Take         0.51
Put           0.12
Clean       0.11
Establish	Correspondence
Across	Domains
Source	Domain
Concepts
Book             0.37
Table            0.25
Frisbee         0.65
Target	Domain
Concepts
Box             0.12
Bowl           0.04
Plate           0.51
Commonsense	Knowledge
Figure 1: The proposed framework for open world inference
in egocentric videos with zero supervision using common-
sense knowledge.
data. We argue that this limitation stems from two com-
mon themes: inductive learning and knowledge representa-
tion. The former refers to their tendency to experience er-
rors when faced with scenes or examples beyond their ini-
tial training environment and hence fail to adapt to new do-
mains or similar domains. The latter refers to the need for
significant, carefully curated re-training of existing models
to learn new concepts. Hence, one must account for every
eventuality when training these systems to ensure their per-
formance in real-world environments. The combination of
these two issues means that current systems are restricted
to narrow, domain-specific environments with specific, pre-
defined rules.
In this paper, we propose to overcome these limitations
by moving to an open world setting by decoupling the ideas
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of recognition and reasoning. Building upon the composi-
tional representation offered by Grenander’s Pattern Theory
formalism (Grenander 1996), we show that attention and
commonsense knowledge can be used to enable the self-
supervised discovery of novel actions in egocentric videos in
an open-world setting. We show that our approach can be ap-
plied directly to open vocabulary classification in egocentric
videos and show that it performs competitively with fully su-
pervised baselines on two publicly available datasets. This is
one of the first works to address the problem of open-world
action recognition in egocentric videos with zero human su-
pervision to the best of our knowledge.
Contributions. In short, we make the following contribu-
tions in this work: (i) we are among the first to address the
problem of open-world activity interpretation in egocentric
videos with zero human supervision i.e., we do not require
target domain data or associated training annotations, (ii)
we formulate a novel hybrid model that integrates common-
sense knowledge and symbolic reasoning with the represen-
tation learning capabilities of deep neural networks to help
overcome the increasing dependency on annotated training
data, (iii) we show that the use of compositional concept rep-
resentations using Pattern Theory can help learn semantic
correspondences across domains and tasks, and (iv) show
that the proposed approach can extend beyond egocentric
videos to learn novel concepts grounded in commonsense
knowledge and data-driven feature correspondence.
What is an Open World? We consider an environment
to be a closed world if it only consists of concepts (i.e., ob-
jects and actions), which have a one-to-one correspondence
annotated training data that is available to a model. This is
the case for most works trained in a supervised setting where
the set of labeled concepts is static across training and test
phases. In an entirely open world, there are no such restric-
tions on the vocabulary. Any combination of concepts can
co-occur in a given scene, beyond often what is captured
in curated training data. While there can exist varying lev-
els of “openness” across worlds, we consider the scenario
where the set of elementary concepts is fixed but captured in
a very large vocabulary. Elementary recognition or detection
models do not exist for all concepts. Hence the models have
access to possible concepts that can exist in a scene but may
not have encountered them before during training. Note that
this is similar to zero-shot learning where there are seen and
unseen classes, but there is one key difference. The vocab-
ulary is still fixed under a zero-shot setting i.e., there are a
fixed set of unseen classes, which are a combination of el-
ementary concepts such as actions and objects. In an open
world, there is an unrestricted number of unseen classes that
can exist and hence makes for a more complex and challeng-
ing task that extends beyond learning data-driven correspon-
dences between data and labels.
Related Work
Fully supervised approaches treat egocentric action recog-
nition as a supervised, classification problem and assign the
semantics to the video in terms of labels. Much of the re-
cent success in egocentric action recognition (Ma, Fan, and
Kitani 2016; Sudhakaran, Escalera, and Lanz 2019; Singh,
Arora, and Jawahar 2016; Ryoo, Rothrock, and Matthies
2015) has been through the use of deep neural networks such
as two-stream approach models (Ma, Fan, and Kitani 2016),
attention-based models (Sudhakaran, Escalera, and Lanz
2019) and cascaded feature learning approaches (Ryoo,
Rothrock, and Matthies 2015).
Zero-shot learning models (Zhang, Li, and Rehg 2017;
Jain et al. 2015; Liu, Kuipers, and Savarese 2011) do not
require as much supervision and learn semantic correspon-
dences that extend beyond training classes to unseen test
classes. The common approaches are to either use an at-
tribute space or embedding space that captures the seman-
tics of a scene and helps extend beyond the training label
by exploiting the semantic correspondences across classes.
However, the success of such models relies on the presence
of “seen” training classes that allow it to establish semantic
correspondences to recognize a finite set of unseen actions.
We are not restricted by this constraint since we exploit the
compositional properties of objects and their functionality to
move beyond fixed training vocabulary.
Learning Concepts with Zero Supervision
In this section, we introduce our computational framework
for learning novel concepts with zero human supervision.
We begin with a brief discussion of Grenander’s Pattern
Theory formalism (Grenander 1996; Aakur, de Souza, and
Sarkar 2019a) for building compositional structures of con-
cepts. We introduce a novel formulation for learning seman-
tic correspondences between concepts across domains and
show how it can be extended to reasoning about action-
object interactions for open-world action recognition.
Building Compositional Representations
We represent knowledge through the flexible representation
offered by Grenander’s Pattern Theory formalism (Grenan-
der 1996; Aakur, de Souza, and Sarkar 2019a). Each concept
is defined as a generator gi ∈ Gs, where Gs is called the
generator space. Each generator is an atomic unit of repre-
sentation that can represent the presence of a concept in a
given observation. We consider the generator space (Gs) to
be a finite collection of all possible concepts required to de-
scribe a scene. Hence, it can be divided into disjoint subsets
Gα, each representing a finite set of concepts that can exist
in a given domain. For example, GKitchen can represent the
set of concepts (knife, spoon, cut, bake, batter, etc.) that are
present in the kitchen domain, whereas Gzoo represents the
set of concepts that can exist in the zoo domain. Hence the
generator space can be defined as Gs =
⋃
α∈AG
α, where
A represents the set of all possible domains. In this work,
we allow A to be unconstrained i.e., it can span all possible
domains, and α is the generator index that specifies a single
domain or dataset.
Each generator has a set of links called bonds that can
be used to connect with other generators. Each generator
gi has a fixed number of bonds called the arity of a
generator denoted by w(gi)∀gi ∈ GS . Each bond repre-
sents a semantic assertion that allows it to connect with
other compatible generators through bond interaction. Each
bond is directed and hence allow us to represent complex
semantic structures that can capture the hierarchy of the
semantic assertion being expressed. The possibility of a
closed bond (i.e. a complete link) or open bond (incomplete
or dangling link) is determined by the bond relation
function ρ[β(gi), β(gj)], which defines the compatibil-
ity of two bonds β(gi) and β(gj) between two generators, gi
and gj , respectively. Bonds are quantified using the strength
of the semantic relationships between generators through the
bond energy function:
esem(β
′(gi), β′′(gj)) = tanh(φ(gi, gj)). (1)
where φ(.) represents the strength of the expressed assertion
between concepts gi and gj through their respective bonds β′
and β′′. The tanh function normalizes the output from φ(.)
to range from -1 to 1. This is important to note as there can
exist negative assertions between two incompatible concepts
and helps capture contrasting semantic assertions.
Expressing Complex Semantics. Generators combine
with other generators through compatible bonds to form
complex structures called configurations. Formally, a con-
figuration c is a connector graph σ whose sites 1, . . . , n are
populated by a collection of generators g1, . . . , gn expressed
as c = σ(g1, . . . , gi); gi ∈ GS . The collection of generators
g1, . . . , gi represents the semantic content of a given config-
uration c. We allow the connector graph to vary and hence
define a set of all feasible connector graphs σ to be Σ, known
as the connection type. The probability of a configuration c
is a function of its total energy E(c), which is defined as
E(c) = −
∑
(β′,β′′)∈c
esem(β
′(gi), β′′(gj)) (2)
and the probability of the configuration is given by P (c) ∝
e−E(c). Hence, lower energy indicates higher probability.
Knowledge Source: ConceptNet. While our approach is
general enough to handle multiple sources of commonsense
knowledge such as OpenIE (Martinez-Rodriguez, Lopez-
Arevalo, and Rios-Alvarado 2018) and FrameNet (Baker,
Fillmore, and Lowe 1998), we use ConceptNet (Liu and
Singh 2004; Speer and Havasi 2013) as the source of
general-purpose, commonsense knowledge to populate the
generator space Gs, the bond structure of each generator
and quantify semantic assertions (φ(·)). ConceptNet en-
codes cross-domain semantic information in a hypergraph,
with nodes representing concepts connected through la-
beled, weighted edges. ConceptNet contains more than 3
million concepts connected through more than 25 different
assertions (semantic relations), with each assertion specify-
ing and quantifying the semantic relationship between the
two concepts. The weight of each edge determines the va-
lidity of the assertion based on the sources.
Learning Novel Semantic Correspondences
Given this background on knowledge representation with
Pattern Theory, let us now define how to perform open-world
inference. First, we formally define the task of open world
inference as the learning of one or more mapping functions
fn : G
i ←→ Gj that establishes correspondences between
two disjoint generator sets Gi and Gj . Each mapping func-
tion fn is a multi-valued, bijective function that associates
each generator gi ∈ Gi, the source domain, with a set of
plausible generators gˆj ∈ Gj in a co-domain or target do-
main. Note that each mapping function fn is multi-valued
i.e. it associates each generator gi ∈ Gi to one or more gen-
erators gˆj ∈ Gj . It is also a bijective function i.e. each func-
tion fn is both injective (fn(gi) = fn(gj) iff. gi = gj) and
surjective (i.e. there exists function gˆj = fn(gi)∀gˆj ∈ Gj ,
where gi ∈ Gi). Hence, each concept generator in the target
domain has at least one corresponding function that provides
provenance from the source domain.
In visual concept learning, there are two types of map-
ping functions: (i) a data-driven function fd(·) that repre-
sents the feature-wise correspondence between the domains
Gi and Gj , and (ii) a knowledge-driven function fk(·) that
represents the semantic correspondence between the two do-
mains. The presence and composition of the two functions
result in various learning settings. In the traditional super-
vised learning setting, where both data and associated la-
bels are used, the process can be defined as gˆj = fk ◦ fd :
Gi ←→ Gj = fk(fd(gi)). This represents the learning
of a feature mapping function fd that establishes feature
correspondence between the source and target domains fol-
lowed by learning a label or semantic correspondence. In
the zero-shot learning setting, the semantic mapping func-
tion is partially known. Some classes do not have any la-
bels associated with them. Hence it can be represented as
gˆj = f
′
k ◦ fd : Gi ←→ Gj = f ′k(fd(gi)), where f ′k repre-
sents a partial semantic mapping function. For open-world
inference, the learning of the fd(·) is not always possible
since it is not reasonable to assume access to data examples
from all domains simultaneously. Hence, we define the open
world inference as gˆj = fk : Gi ←→ Gj = fk(gi). Hence
our goal is to learn the semantic correspondence function
fk : G
i ←→ Gj , given a set of concepts from the source
domain (Gi) and the target domain (Gj).
We define the semantic mapping function fk to be a com-
bination of the semantic relatedness and the contextualized
semantic similarity of two concepts. We define semantic re-
latedness to be a measure of the semantic relationship shared
between two concepts. It is distinct from similarity, which is
a more compositional measure of the semantic relationship.
Hence, the mapping function would be able to balance the
compositional properties of concepts when computing the
semantic correspondences across domains without degener-
ating into simple pairwise relatedness factors. For example,
the concept “car” can be said to be similar to the concept
“bus” than the concept “road” since they share a mutual
compositional concept of being “vehicles”. The idea of re-
latedness, on the other hand, would rank the concepts “bus”
and “road” equally with the concept “car”, even though they
cannot be used interchangeably in terms of functionality and
affordance. Formally, we define the mapping function as
fk(gi, gˆj) = σ
( dcs(gi, gˆj)
drel(gi, gˆj)
)
(3)
where dcs(·) refers to the contextualized semantic similarity
and drel(·) is the semantic relatedness between gi and gˆj ,
and σ is a nonlinear function. We capture the compositional
relationship between two concept generators by using the
notion of contextualization (Gumperz 1992), which uses the
relevant presuppositions from prior knowledge to help es-
tablish semantic correspondences between concepts across
domains. Specifically, presupposition refers to the inherent
knowledge of a concept, such as its properties and shared se-
mantics with other concepts. We compute the contextualized
semantic similarity dcs(·) as follows
dcs(gi, gˆj) =
n∑
gl,gm∈P (gi,gˆj)
ωφ(gl, gm) (4)
where P (gi, gˆj) is the shortest path between the concept
generators gi and gˆj in ConceptNet that has at least one
compositional assertion that connects them. We only con-
sider the named assertions IsA and HasProperty to be com-
positional assertions. ω is a weight value that is used to
penalize longer contextualization paths and hence mitigate
the effect of noise and bias introduced due to the scale of
ConceptNet. We sample ω from an exponential decay func-
tion as a factor the length of the path length between the
two concepts and is defined as ωk = γ(1 − )k, where k
is the distance from gi in the path P (gi, gˆj). The related-
ness drel(·) exploits the analogical properties of Concept-
Net Numberbatch (Speer, Chin, and Havasi 2016) embed-
ding and is computed by the cosine similarity between the
vector embedding of the two concepts.
Vocabulary Expansion with Abductive Reasoning
Learning semantic correspondences, as defined above, is
particularly useful when learning associations across nouns
or objects since it is possible to define compositional rela-
tionships to establish similarity across domains to ensure
that the concepts can be used interchangeably, particularly
with respect to their affordance. This property is harder to
exploit when learning concepts that are verbs or actions
since the affordance is harder to establish across domains.
Hence, there is a need to expand the learned vocabulary
within a given domain. We tackle this problem through the
notion of abductive reasoning through which we generate
and evaluate multiple candidate hypotheses (action or verb
concepts) in a given domain (Gj). This allows us to con-
strain the search space to those concepts that share the affor-
dance of the object concepts in the given domain.
Formally, we define abductive reasoning to be an opti-
mization process that aims to find the optimal action gen-
erator g˜i ∈ {g˜1, g˜2, g˜3, . . . g˜n} that has the maximum af-
fordance conditioned upon the observed object generators
gk ∈ Gi ∪Gj and prior, commonsense knowledge about the
evidence, Ct. This can be expressed as the optimization for
arg max
g˜i∈{g˜1,g˜2,g˜3,...g˜n}
p(g˜i|Ct, gk) (5)
where gk represents the observed object concept in the target
domain Gj and its corresponding concept from the source
domain Gi. This optimization involves the empirical com-
putation of the probability of occurrence for each action
or verb hypothesis g˜i given the commonsense knowledge
Ct, captured in ConceptNet. To account for noise and bias
inherent in large-scale knowledge bases such as Concept-
Net, we allow for top-K action concepts that connect the
concepts from both source and target domains. The opti-
mization process defined in Equation 5 will enable us to
rank and provide pseudo-confidence scores for each action
concept’s presence in a given video and reason about the
scene composition to allow for expanding the vocabulary
in the target domain Gj . The set of candidate action con-
cepts (G˜j = {g˜1, g˜2, g˜3, . . . g˜n}) can be pre-defined using
domain knowledge or expanded through ConceptNet traver-
sal as done for producing the contextualized similarity path
P (gi, gˆj) from Equation 4. The former represents a more
closed world and allows for a smaller search space while
the latter represents a truly open world. We experiment with
both approaches and show that the proposed approach is
a significant step towards completely open-world learning
with unconstrained vocabulary.
Open World Egocentric Action Recognition
This section introduces our open-world egocentric action
recognition framework, as illustrated in Figure 1. Our ap-
proach has four core components: (i) object-centric spatial
region proposal, (ii) an attention-driven localization process,
(iii) concept generator population, and (iv) an inference pro-
cess to identify the current action being performed.
Initial Concept Space: Object-centric Perception
In our approach, we will not be starting de novo. Instead,
we begin with an initial concept space initialized by a base,
source domain Gs from which we expand our vocabulary
with abductive reasoning. We draw inspiration from the the-
ory of “developmental start-up software” (Wellman and Gel-
man 1992), or cognitive capabilities present early in devel-
opment. In this work, we choose the concepts found in the
MS COCO dataset (Lin et al. 2014) as our base source do-
main. We use off-the-shelf object detection models such as
YOLOv4 (Bochkovskiy, Wang, and Liao 2020) and Faster
R-CNN (Ren et al. 2015; Wu et al. 2019) as initial corre-
spondence functions fsd and f
s
k to learn associations between
a given input data It and concept generators gi ∈ Gs. The
former learns to localize the concepts in space, and the lat-
ter learns to associate concept labels with the localization.
Using these functions, we create region proposals (ri ∈ R)
in each input frame It of a given video segment. We set the
detection threshold to a relatively lower value (≈ 0.25) to
account for uncertainties that can arise when encountering
novel scenes. We use these object-centric region proposals
as plausible regions of attention to identify the action.
Selecting Concepts with Attention
In arriving at a representation, we face a packaging prob-
lem (Maguire and Dove 2008). Given a novel visual scene
and the many observed objects, which should be chosen to
understand the current action? What properties of the scene
such as objects and their properties are essential to under-
standing why or how they are related to the scene? These
questions help construct representations that offer a deeper
Method Supervision Target Domain Target Domain GTEA Gaze GTEA Gaze+Data Annotations (Accuracy) (Accuracy)
CNN Baseline Full 3 3 38.05 75.85
ZSL Baseline* Partial 3 3 40.65 43.44
Ours Top-1 None 7 7 1.45 14.78
Ours Top-5 None 7 7 9.15 37.99
Ours Top-10 None 7 7 21.15 56.84
Table 1: Object (noun) recognition performance under an open world setting in egocentric videos.
understanding of the observed input. Following cognitive
theories of attention (Horstmann and Herwig 2015, 2016),
we use the gaze or the attention of the person performing
the task to select regions that are most relevant to the cur-
rent action. We use a simple selection algorithm that filters
all region proposals and returns the collection of proposals
that have a higher probability of capturing the current action
context. We do so by assigning an energy term to each of
the bounding box proposals (ri ∈ R) at time t and choosing
the top k bounding boxes with the least energy as our final
proposals. The energy of a bounding box ri is defined as
E(ri) = wα φ(αij , ri) + wtδ(ri, rˆj}) (6)
where φ(·) is a function that returns a value characteristic
of the distance between the bounding box center and gaze
location, δ(·) is a function that returns the minimum spatial
distance between the current bounding box and the closest
bounding box from the previous time step rˆj . The constants
wα and wt are scaling factors. Note that δ(·) is introduced
to enforce temporal consistency in predictions. In our exper-
iments we set k = 10, wα = 0.75, wt = 1.0.
Constructing a Contextualized Generator Space
Given the selected regions ri that have the maximum prob-
ability of association with the current action, we use the de-
tected concepts to construct a contextualized generator space
that allows us to transition from the COCO vocabulary Gs
to the target vocabulary. The first step is to define a mapping
function f tk that returns the probability of the target object
concepts gˆj ∈ Gt. For a given concept gˆj and a detected
concept g
i
, we define its probability as
p(gˆj |gi, ri) =
p(g
i
|ri, It) ∗ fk(gˆj , gi)
E(ri)
(7)
where fk is the contextualized semantic mapping function
from Equation 3 and It is the input frame at time t. This
function allows us to quantify the probability of presence
of a novel concept gˆj in a given scene without any training
data, both labeled and unlabeled. The corresponding action
labels are generated using the abductive reasoning function
defined in Equation 5, which allows us to expand the vo-
cabulary automatically without supervision. To account for
uncertainty, we use the top-K (k = 5 in this work) object
and action labels as possible object labels. The probability
of each action concept gˆaj is a measure of the object confi-
dences from both the source (g
i
) and target (gˆj) domains and
is defined as
p(gˆaj |gi, gˆj) =
drel(gˆ
a
j , gi) · drel(gˆaj , gˆj)
dcs(gˆj , gi)
(8)
where drel(·) is the semantic similarity between two con-
cepts given by the cosine similarity between the ConceptNet
Numberbatch vector embedding of the two concepts. Action
probabilities are a function of object confidence and the se-
mantic correspondence between concepts across domains.
Inference
Given the putative object and action labels, we define an in-
ference function that reasons about the semantic relation-
ships between these concepts to arrive at an interpretation of
the scene. Since we allow for multiple possibilities in both
action and object space, a feasible optimization solution for
such an exponentially large search space is to use a sampling
strategy. We follow the work in (Aakur, de Souza, and Sarkar
2019b) and employ a Markov Chain Monte Carlo (MCMC)
based simulated annealing process, which uses two proposal
functions for inference. A global proposal function samples
an underlying connector graph σ for an interpretation, and
the local proposal populates the sites in the connector graph.
Each jump gives rise to a configuration whose semantic con-
tent represents a possible interpretation for the given video.
Configurations with the least energy represent possible inter-
pretations of the activity. The algorithm is outlined in more
detail in the supplementary material.
Experimental Evaluation
Data
We use the GTEA Gaze (Fathi, Li, and Rehg 2012) and the
GTEA Gaze+ (Li, Fathi, and Rehg 2013) as our test envi-
ronment for open-world object, action, and activity recogni-
tion in egocentric videos. The two datasets consist of several
video sequences on meal preparation tasks by different sub-
jects and ground-truth annotations of their gaze positions.
The activity annotations consist of an action (verb) and the
corresponding object (noun). GTEA Gaze contains 10 dif-
ferent verbs and 38 different nouns, while GTEA Gaze+
contains 15 verbs and 27 nouns. We report results averaged
over all subjects for a fair comparison with prior works (Ma,
Fan, and Kitani 2016; Zhang, Li, and Rehg 2017), which use
leave-one-out cross-validation.
We also test our approach’s generalization capability to
scenes beyond egocentric videos for object detection with
Method Supervision Target Domain Target Domain GTEA Gaze GTEA Gaze+Data Annotations Verb Activity Verb Activity
CNN Baseline Full 3 3 33.65 35.85 61.87 68.86
Ours Top-1 None 7 7 7.21 4.33 6.73 10.87
Ours Top-5 None 7 7 29.15 18.51 24.64 27.53
Ours Top-10 None 7 7 49.02 30.97 36.62 38.59
Table 2: Action (verb) recognition performance under an open world setting.
zero supervision. We use a subset of the Open Images
dataset (Kuznetsova et al. 2018) that contains 10 classes
called the Open Images OW-10 dataset with a total of 3095
images and 5686 bounding box annotations. Each of these
10 classes can be found in the GTEA Gaze dataset. It allows
us to evaluate our model beyond egocentric videos where
the gaze positions allow us to isolate the object of interest.
The goal is to expand the vocabulary beyond MS COCO to
these classes without any supervision. Note that this is differ-
ent from the traditional zero-shot setting and the generalized
zero-shot setting where there are a number seen classes with
data and annotations in the target domain, which can allow
the model to learn feature-based transfer to a given domain.
More information can be found in the supplementary.
Metrics and Baselines
We report the accuracy for action (verb) and object (noun)
recognition on the GTEA Gaze and Gaze+ datasets. For ac-
tivity recognition (i.e., verb+noun prediction), we define a
new accuracy metric based on the concept of word accuracy
in speech (Kuehne, Arslan, and Serre 2014) that measures
the semantic similarity between the prediction and ground-
truth. This metric accounts for different errors (insertions,
deletions, and misclassifications) that can occur and is given
by the harmonic mean of the object and action accuracy. For
evaluating the object detection task, we use standard metrics
such as the Recall per 100 bounding box predictions and the
mean average precision report at both 0.5 overlap threshold
and the mean over 0.5 : 0.95 thresholds.
Baselines. We use a two-stream CNN (Ma, Fan, and Ki-
tani 2016) as our fully supervised baseline, given its tremen-
dous success in action recognition. We also establish a zero-
shot baseline based (Zhang, Li, and Rehg 2017) for compar-
ison on the object recognition and activity recognition tasks.
Learning to Recognize Novel Objects
We first evaluate our approach’s ability to recognize objects
across domains, i.e. transfer from MS COCO to GTEA Gaze
or Gaze+ with zero supervision. This evaluation allows us
to assess our semantic mapping function’s ability to learn
correspondences across tasks and domains. We summarize
the results in Table 1 and compare them with both super-
vised and zero-shot baselines. It can be seen that our ap-
proach generalizes well across domains without any super-
vision, including access to target domain data. This is a key
difference between our approach and the zero-shot learn-
ing models, which have access to the target domain data
for other “seen” classes and are only expected to learn cor-
respondences for “unseen” classes, which are fewer. Note
that our approach uses a general-purpose knowledge base
that is not specifically tailored for the kitchen domain and
has no learned correspondence in the target domain. How-
ever, the top-5 and top-10 accuracy metrics show that our
model achieves comparable performance to the fully super-
vised CNN baseline, without using any supervision from the
target domain, indicating that the model can perform com-
petitively in an open-world setting, where there is no access
to target data (both seen and unseen) and annotations.
Localizing Objects beyond Egocentric Videos
We also evaluate our model to perform object detection be-
yond egocentric videos by evaluating on the Open Images
OW-10 subset. We use a Faster R-CNN model trained on MS
COCO to generate region proposals and use the predicted
labels to establish semantic correspondences to the target
domain labels. We summarize the results in Table 3. We
Method mAP mAP RecallIOU=0.5 IOU=0.5:0.95
Ours 1 pred/BB 0.8 0.5 5.9
Ours 3 pred/BB 10.2 8.0 24.6
Ours 5 pred/BB 8.1 6.2 35.5
Table 3: Open World Object detection performance on Open
Images OW-10 Dataset using Faster R-CNN
allow for multiple label predictions per bounding box pro-
posal to account for uncertainty. It can be seen that the mAP
at 0.5 IOU and the mean over IOU ranges from 0.5:0.95
are remarkable, considering that no training data was used.
It is interesting to note that using each bounding box pro-
posal for more than one object per results in better per-
formance (mAP of 10.2, IOU=0.05) but tapers off consid-
erably when many labels are considered per proposal. We
find that generating predictions using top-3 labels per pro-
posal based on semantic correspondences has the best per-
formance while using top-5 labels performs worse. We at-
tribute it to the fact that the confidence scores become di-
luted when adding labels obtained through establishing se-
mantic correspondences across diverse domains.
Learning Novel Actions
Finally, we evaluate the model’s ability to perform reasoning
over the object’s functionality to identify the action (verb)
Actions
Cut (17%)
Spread (16%)
Mix (11.2%)
Take (6.1%)
Scoop (5.9%)
Objects
Turkey (28%)
Carrot (14%)
Peanut Butter (9.9%)
Broccoli (7.7%)
Knife (4.1%)
RelatedTo
spread
RelatedTo
AtLocation
utensil
IsA
peanut
butter
RelatedTo
Desires personfood
(a) (b) (c)
Figure 2: Visualization of the reasoning process at different stages when given a video, “spread peanut butter”: (a) expressing
the scene in initial vocabulary, (b) after establishing semantic correspondence, and (c) the final interpretation.
and the activity being performed in the scene. We evalu-
ate on two different settings: (i) when the possible actions
are known and (ii) when the potential list of actions is un-
restricted i.e., a completely open world. Table 2 shows the
Top-K Verb Accuracy
Actions Top-1 Obj Top-5 Obj Top-10 Obj
10 0.3 1.3 2.7
25 2.4 2.9 12.9
50 7.4 8.4 21.54
Table 4: Open world action recognition on GTEA Gaze with
an unconstrained action search space i.e. when possible set
of actions (verbs) is unknown.
performance of the model in the former setting. It can be
seen that our approach performs competitively with super-
vised baselines.
We also experiment with an unrestricted action (verb)
space and summarize the results in Table 4. We take vary-
ing number of top-K object labels ({k = 1, 5, 10}) and their
respective top-K plausible action labels ({k = 10, 25, 50})
generated by traversing the path P (· from Equation 4 and
run inference to obtain an interpretation through reasoning
on these inputs. We report the accuracy for the top-25 inter-
pretations since the task is challenging, and the search space
is rather large. As can be seen from Table 4, we obtain a verb
accuracy of 21.54% when we use top-10 object labels and
top-50 action labels for inference. This is a remarkable per-
formance given that the search space for the verb is uncon-
strained, and the ground-truth object label is unknown. In-
terestingly, we find at least one action from the ground-truth
vocabulary with an accuracy of 83.7% in the top-25 action
labels.These results show our approach’s generalization ca-
pabilities and represent a significant step towards completely
open world inference.
Qualitative Evaluation
An interesting property of our approach is that it can han-
dle uncertainty in elementary concept recognition and is not
restricted to the vocabulary of the training annotations. Su-
pervised and zero-shot models have a more restricted vocab-
ulary that constrains the vocabulary to action-object combi-
nations seen in the training annotations and hence matches
the ground-truth semantics. We show an example in Fig-
ure 2, where our model was able to arrive at the correct in-
terpretation even when the target noun and verb were not
the top-1 prediction. Note that we include the contextual-
ized path (concepts in dotted circles) in the visualization for
completeness. The simulated annealing-based inference al-
lows for such complex reasoning to balance the affordance
of the object vs. its functionality. The label peanut butter
was not in the top-5 labels for the object initially. Still, the
inference process considered it as a possible object based on
the presence of the verb spread and helped arrive at the fi-
nal interpretation, which captures the semantics of the scene
beyond semantic correspondences between nouns. It is to be
noted that interpretation with the second highest probability
was spread cheese. In the annotations of GTEA Gaze, the
verb spread is only used in the context of the nouns peanut
butter and jam in the annotations but can also be used with
the noun cheese instead of the verb put. This would mean
that the activity put cheese and spread cheese could be used
to express similar semantics, which is not picked up by su-
pervised models. Our approach can output a semantically
similar interpretation which may not be an exact match with
the groundtruth. More results are in the supplementary.
Discussion and Future Work
In this paper, we presented one of the first works on open-
world action recognition in egocentric videos. We demon-
strated that using commonsense knowledge can help break
the ever-increasing demands on training data quality and
quantity. We show that with an initial, trained vocabu-
lary of object (noun) concepts, we can significantly expand
our vocabulary to encompass domains and even tasks to
learn novel concepts grounded in commonsense knowledge.
While we demonstrate open-world inference on egocen-
tric videos, we aim to integrate advances in attention-based
mechanisms and relational learning approaches to gener-
alize to videos beyond egocentric. Extensive experiments
demonstrate the applicability of the approach to different do-
mains and its highly competitive performance.
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