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L2 CURVATURE BOUNDS ON MANIFOLDS WITH BOUNDED RICCI CURVATURE
WENSHUAI JIANG AND AARON NABER
ABSTRACT. Consider a Riemannian manifold with bounded Ricci curvature |Ric| ≤ n−1 and the noncollapsing
lower volume bound Vol(B1(p)) > v > 0. The first main result of this paper is to prove that we have the L2
curvature bound
>
B1(p) |Rm|
2 < C(n, v), which proves the L2 conjecture of [ChNa15]. In order to prove this,
we will need to first show the following structural result for limits. Namely, if (Mnj , d j, p j) −→ (X, d, p) is a
GH-limit of noncollapsed manifolds with bounded Ricci curvature, then the singular set S(X) is n−4 rectifiable
with the uniform Hausdorff measure estimates Hn−4(S(X)∩ B1) < C(n, v), which in particular proves the n− 4-
finiteness conjecture of Cheeger-Colding in [ChCo2]. We will see as a consequence of the proof that for n − 4
a.e. x ∈ S(X) that the tangent cone of X at x is unique and isometric to Rn−4 × C(S 3/Γx) for some Γx ⊆ O(4)
which acts freely away from the origin.
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1. INTRODUCTION
The focus of this paper is to understand the regularity of Riemannian manifolds under the bounded Ricci
and noncollapsing assumptions
|RicMn | ≤ n − 1 , Vol(B1(p)) > v > 0 . (1.1)
A closely related problem, which will also play a central focus in this paper, is the study of Gromov-
Hausdorff limit spaces
(Mnj , g j, p j)
dGH−→ (X, d, p) , (1.2)
where the M j satisfy (1.1).
There is a good deal of history in studying the regularity of spaces satisfying (1.1) or (1.2). Much of
the early work focused on closed 4-manifolds under the additional assumptions of bounded topology and
bounded diameter. The key use of these assumptions is that by the Chern-Gauss-Bonnet formula one can
conclude in the four dimensional case that
χ(M4) < A =⇒
∫
M
|Rm|2 < C(A, diam(M4), v) . (1.3)
Though a series of paper [A89],[BKN89],[T90] this was used to conclude that a limit space X4 of four
manifolds with bounded Ricci, topology, diameter, and uniform lower volume bounds would be a Riemann-
ian orbifold with at most isolated singularities. In particular, one gets from this that the singular set is of
codimension four with bounded n − 4 measure. Though the singular set may not be orbifold in higher di-
mensions, it was conjectured during this time period that the codimension four and uniform finiteness would
continue to hold in arbitrary dimension under only the bounded Ricci and noncollapsing assumptions of
(1.1). In particular, even in dimension four this was not understood because of the need for the topology and
diameter assumptions. There is a related conjecture was by Anderson [A94] which can be summarized as
saying that the results in dimension four should not require the bounded topology and diameter assumptions.
A good deal of work toward these conjectures was done over the years. In [CCT02], [Ch2], [ChTi05] a
variety of new estimates were proved for spaces with bounded Ricci curvature with Lp bounds on curvature.
In particular, the codimension four conjecture was proved in any dimension under the additional assumption
of a L2-bound on the curvature. Though the statement was similar in nature to the four dimensional result,
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the techniques to exploit the L2-bound in higher dimensions are substantially more involved. This was ex-
tended in [Ch2] where under an assumed L2 curvature bound it was proved that the nonexceptional part of
the singular set was rectifiable.
In [ChNa15] the codimension four conjecture was resolved in full generality, the proof of which required
a variety of new estimates and techniques. In addition, it was shown in [ChNa15] that an improved result
held in dimension four, where it could be proved under the assumptions of (1.1) the L2-bound on curvature
was in fact automatic, and did not require any apriori assumptions on topology and diameter. As a conse-
quence, one could in fact show the topology was itself automatically bounded, which was a conjecture of
Anderson [A94]. In higher dimensions, only weaker curvature estimates were obtained in [ChNa15], where
it was shown that the curvature Rm had apriori Lp-bounds for all p < 2. It was conjectured however in
[ChNa15],[Na14] that the full L2 curvature bound should hold in any dimension.
After the work of [ChNa15], there were still several open questions left over. First, although the singular
set was shown to be of codimension four, the n − 4 finiteness conjecture of Cheeger-Colding [ChCo2] was
still left open. Additionally, no actual structure of the singular set was itself understood from the results of
[ChNa15]. Fundamentally, this is because the new techniques of [ChNa15] are built to deal with the codi-
mension two part of the singular set under lower Ricci curvature assumptions, so that one can eventually
rule out its existence entirely under the two sided Ricci bound. Once the singular set is shown to not have
a codimension two or three piece to it, it is automatically codimension four, but no information about the
singular set is actually provided by such a construction.
The primary goal of this paper is to deal with these open questions. We will prove in Theorem 1.6 the L2-
conjecture of [Na14],[ChNa15], by showing that under the assumptions of (1.1) there exists the L2 curvature
bound ?
B1(p)
|Rm|2 < C(n, v). (1.4)
Additionally, in the case of a limit space X of manifolds satisfying (1.1) we will show that not only is the
singular set S(X) of codimension four, but we have the finiteness estimate
Hn−4(S(X) ∩ B1) < C(n, v) , (1.5)
which proves the n− 4 finiteness conjecture of Cheeger-Colding in [ChCo2]. Structurally we will also show
in Theorem 1.14 that the singular set S(X) is n − 4-rectifiable. In fact, it follows from [Ch2], [CD14] that
(1.4) implies (1.5), however our proof will necessarily go in the other direction, since we will be forced to
tackle (1.5) first by very different means as a stepping stone toward (1.4).
We will give a more complete description of the proof in Section 1.3, however let us mention that there
are several new points involved, many of which revolve around what we call a neck region. In short, we will
effectively decompose our manifold M into two types of pieces: neck regions, which look like the singular
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spaceRn−4×C(S 3/Γ) on many scales, and ǫ-regularity regions which have scale invariant uniform curvature
bounds. The proof of the L2 estimate will then rely on both our ability to give effective estimates for the
number of pieces in this decomposition, and our ability to do more refined analysis on the neck regions
themselves. The challenge of doing analysis on the neck region is that there are an uncontrollable number of
scales involved in a neck region, and to get global information one needs estimates which are summable and
small over all these scales. These estimates will depend heavily on a new type of superconvexity estimate
which we will prove for the L1 hessian of a harmonic function on these neck regions. We refer the reader to
Section 1.3, where we give a much more detailed outline of the proof.
1.1. Main Results on Manifolds. Let us now discuss in precision our main results concerning pointed Rie-
mannian manifolds (Mn, g, p) with bounded Ricci curvature |Ric| ≤ n−1 and which satisfy the noncollapsing
condition Vol(B1(p)) > v > 0. Our main regularity result in this context is the following:
Theorem 1.6 (L2-Estimate). Let (Mn, g, p) be a pointed Riemannian manifold such that |RicMn | ≤ n− 1 and
Vol(B1(p)) > v > 0, then there exists C(n, v) > 0 such that?
B1(p)
|Rm|2 ≤ C . (1.7)
Let us remark that the above is certainly sharp in that one cannot expect Lp estimates on the curvature
for any p > 2 or for the L2 estimate to hold without the noncollapsing assumption, see Example 2.23 and
Example 2.24. An application of the above is to prove the following weak L4 estimate on the injectivity
radius, which follows immediately from [ChNa13] once the L2 curvature bound has been established:
Theorem 1.8 (Injectivity Radius Estimate). Let (Mn, g, p) be a pointed Riemannian manifold such that
|RicMn | ≤ n−1 and Vol(B1(p)) > v > 0, then there exists C(n, v) > 0 such that we have the weak L4 estimate
on the injectivity radius given by
Vol
({x ∈ B1(p) : injx < r}) < C(n, v)r4. (1.9)
Remark 1.10. One could replace the injectivity radius inj by the harmonic radius rh in the above theorem if
one wishes.
Let us end by remarking on one more result, which tells us that if we additionally have a bound on the
gradient of the Ricci curvature, in particular an Einstein manifold, then we also have a sharp apriori Lp
estimate on the gradient of the curvature. Precisely:
Theorem 1.11 (Gradient L4/3-Estimate). Let (Mn, g, p) satisfy |RicMn | ≤ n − 1, |∇Ric| ≤ A and the noncol-
lapsing assumption Vol(B1(p)) > v > 0, then there exists C(n, v, A) > 0 such that?
B1(p)
|∇Rm|4/3 ≤ C . (1.12)
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1.2. Main Results on Limit Spaces. We now turn our attention to our main results on pointed Gromov-
Hausdorff limits
(Mnj , g j, p j)
dGH−→ (X, d, p) (1.13)
of sequences of manifolds satisfying the Ricci curvature bounds and noncollapsing of (1.1). Our main result
in this direction is the following, which is concerned the structure of the singular sets of such limits:
Theorem 1.14. Let (Mnj , g j, p j)
dGH−→ (X, d, p) be a Gromov-Hausdorff limit of manifolds with |RicMnj | ≤ n−1
and Vol(B1(p j)) > v > 0. Then the following hold
(1) The singular set S(X) is n − 4 rectifiable.
(2) In particular, we have the hausdorff measure estimate Hn−4(S(X) ∩ B1) < C(n, v).
(3) For n − 4 a.e. x ∈ S(X) the tangent cone of X is unique and isometric to the conespace Rn−4 ×
C(S 3/Γx), where Γx ≤ O(4) acts freely away from the origin.
Remark 1.15. In fact, the proof gives stronger minkowski and packing estimates on the singular set. Pre-
cisely, if {Bri(xi)} is any disjoint collection of balls with xi ∈ S(X) ∩ B1 then
∑
rn−4i < C(n, v). See [NV15].
In particular, the above proves the n − 4 finiteness conjecture of Cheeger-Colding in [ChCo2].
1.3. Outline of the proof Theorem 1.6. In this subsection we given an outline of the proof’s of the main
theorems of this paper. Primarily, we will focus on the L2-curvature estimate of Theorem 1.6, however
the same technical ingredients will go into the proofs of the other main results of the paper, including the
structure results for limit spaces given by Theorem 1.14. This section is just an outline, and many of the
computations are rough in nature, however the morals are the correct ones which will be applied throughout
the paper. For simplicity we will assume in the outline that Ric ≡ 0, which will essentially save on having
to discuss error terms that arise in the general case, which are of little consequence but often times quite
involved (especially in the proof of the superconvexity estimate below).
1.3.1. (δ, τ)-Neck Regions. There are several new types of estimates as well as a new decomposition type
theorem that the proofs rely on. The new estimates and decompositions all center around the notion of what
we call a (δ, τ)-neck region N ⊆ B2. The precise definition of a neck region is a bit technical, and we refer
the reader to Section 3 for this, but roughly a (δ, τ)-neck is an open set
N = B2(p) \
⋃
x∈C
Brx (x) ≡ B2 \ Brx (C) , (1.16)
where C is a closed set of ball centers and rx < δ is a radius function. To qualify as a neck region, we will
have for each rx < r < 1 that Bδ−1r(x) is δr-Gromov-Hausdorff close to a ball in Rn−4 × C(S 3/Γ), and that
the ball centers look roughly like a covering of the singular set Rn−4 × {0} at every scale. Thus we can view
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C as a discrete approximation to the singular set, and it is natural and convenient to associate to the neck
region the n − 4 packing measure given by
µ ≡
∑
rn−4x δx . (1.17)
Before continuing let us discuss a simple example. Analyzing this example will help solidify what it is
we hope to hold for a general neck region:
Example 1.18. Let E4 be the standard Ricci flat four manifold given by the Eguchi-Hanson metric, see
Example 2.23, and let E4η ≡ η−1E4 be the rescaled Ricci flat metric so that the central 2-sphere has radius η.
Let us pick a point yc ∈ E4 which is an element of this central sphere. Note then that
(
E4η, yc
) η→0−→ (R4/Z2, 0).
Now let us consider the space Mnη ≡ Rn−4×E4η, and let rx : Rn−4 → R+ be a positive function with |∇rx | < δ.
Then if we consider any discrete subset C = {xi} ⊆ B2(0n−4)× {yc} with {Bτ2ri(xi)} a maximal disjoint subset,
where ri = rxi , then for all δ > 0 and τ < τ(n) if η ≤ η(n, δ) is sufficiently small then N ≡ B2(0, y0)\
⋃
Brx (C)
is a (δ, τ)-neck. 
There are two important pieces of information to take away from Example 1.18. The first is that if we
consider the packing measure µ = ∑ rn−4i δxi associated to the covering, then µ is uniformly Ahlfor’s regular.
More precisely, for all ri < r < 2 we have the estimate
A(n, τ)−1rn−4 ≤ µ(Br(xi)) ≤ A(n, τ)rn−4 . (1.19)
This holds because in the context of Example 1.18 we have that {Bri(xi)} is a Vitali covering of B2(0n−4).
The second piece of information we get from Example 1.18 is that we have curvature control on the neck
region N ≡ B2 \ Brx (C). In particular, regardless of the (δ, τ)-neck of the Example, there is a uniform L2
bound on the curvature
∫
N
|Rm|2 ≤ δ′. In fact, it is not hard to check that as δ → 0 we have that δ′ → 0 in
the example. This is because for η << δ a neck region is cutting out the central 2-spheres, which is where
all the L2 is concentrating.
Our main theorem on the structure of general neck regions is Theorem 3.10, which tell us that the pack-
ing measure and L2-curvature control which held in the previous easy example continue to hold on arbitrary
(δ, τ)-neck regions. The proofs of these points will take several new ingredients, which we will outline
shortly, however let us first describe in detail what the results say.
1.3.2. Structural Theorems on Neck Regions: Ahlfor’s Regularity. Our first main structural result on neck
regions given in Theorem 3.10 is that the packing measure of a neck region has uniform n − 4-Ahlfor’s
regularity bounds. More precisely, with δ sufficiently small Theorem 3.10 tells us that:
For each ball center x ∈ C and rx < r with B2r(x) ⊆ B2 we have A−1rn−4 ≤ µ
(
Br(x)
)
≤ A(n, τ)rn−4 . (1.20)
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The proof of this uniform Ahlfor’s regularity is quite involved, and we will see that the Ahlfors bound itself
is tied into essentially every result of this paper. The lower and upper bounds in the estimate are proved
separately. Let us mention just a few words about the lower bound now, and we will come back to the upper
bound near the end of the outline.
The moral of the lower bound estimate is the following. Roughly, the restriction of the ball centers
C ∩ Br(p) to any ball look discretely homeomorphic to a ball Br(0n−4) ⊆ Rn−4. This will be made pre-
cise by proving a discrete version of a Reifenberg theorem in Theorem 3.24, which will find a collec-
tion C′ ⊆ Br(0n−4) and a biho¨lder mapping φ : C′ → C which satisfies a variety of properties. Let
us now also choose a 1-lipschitz Gromov-Hausdorff map u : Br(p) → Br(0n−4). Then the composition
u ◦ φ : C′ ⊆ Br(0n−4) → Br(0n−4) is a bilholder map which looks close to the identity. If we ignore the
discrete nature of the problem then we could pretend that u ◦ φ is a degree 1 homeomorphism from Br to
itself. In particular, that would prove A(n)−1rn−4 = Vol(u ◦φ(Br)) ≤ Voln−4(φ(Br)) ≈ Voln−4(C) ≈ µ(C∩ Br),
where we have used that u is 1-lipschitz and that µ is approximating the n−4 Hausdorff measure on C. With
a little work this argument will be made precise in Section 6.1 . We will come back to the outline of the
upper Ahlfor’s bound, which is much more anlaytic in nature, at the end of the outline.
1.3.3. Structural Theorems on Neck Regions: L2-Estimate. Let us now discuss our second structural result
about (δ, τ)-neck regions from Theorem 3.10. Specifically, we have on a neck region N ⊆ B2 that we can
prove the desired L2-curvature bound ∫
N∩B1
|Rm|2 ≤ δ′ . (1.21)
The proof of the L2 curvature estimate (1.21) will, in fact, require that we have already proven the Ahlfor’s
regularity (1.20). In order to explain the main technical lemma involved in the proof, let us recall the
definition of the H-volume given by
Ht(x) ≡
∫
M
(4πt)− n2 e− d
2(x,y)
4t dvg(y) . (1.22)
We will see in Section 4 that the H-volume is monotone nonincreasing. Our main technical result toward the
proof of the L2-estimate (1.21) on neck regions is Proposition 4.3, which will prove, under the assumption
of the Ahlfor’s condition (1.20), that for each x ∈ N with 2r = d(x,C) we have the estimate∫
Br(x)
|Rm|2 ≤ C(n)
∫
B10r(x)
|H10r2 −H10−1r2 |(y) dµ(y) . (1.23)
That is, if the measure µ satisfies the n− 4 Alhfor’s regularity condition, then we can measure the L2 energy
of a ball Br(x) in the neck region by the H-volume drop on that scale over µ in a slightly bigger ball. Let us
see how the L2 estimate (1.21) follows from the local estimate (1.23). Indeed, it is not so difficult to build a
Vitali covering
N ∩ B1 ⊆
⋃
α
Nα⋃
i=1
Bsα,i(xα,i) , (1.24)
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where d(xα,i,C) = 2sα,i, sα,i ∈ (2−α−1, 2−α], sα = 2−α and {B10−1sα,i(xα,i)} are disjoint. Then we can roughly
estimate∫
N∩B1
|Rm|2 ≤
∑
α
∑
i
∫
Bsα,i (xα,i)
|Rm|2 ≤ C(n)
∑
α
∑
i
∫
B10sα,i (xα,i)
|H10s2α,i −H10−1 s2α,i |(y) dµ(y)
≤ C(n)
∑
α
∫
B3/2
∣∣∣H40s2α −H40−1 s2α
∣∣∣(y) dµ(y)
≤ C(n)
∫
B3/2
∣∣∣∑
α
(H40s2α −H40−1s2α)
∣∣∣(y) dµ(y)
≤ C(n)
∫
B3/2
∣∣∣H40 −H40−1r2y
∣∣∣(y) dµ(y) , (1.25)
where we have used the monotonicity of H to bring the sum inside the absolute value sign. However, since
N is a neck region we have that Bδ−1(y) and Bδ−1ry(y) are both Gromov-Hausdorff close to Rn−4 ×C(S 3/Γ),
and therefore we have that |H40 −H40−1r2y |(y) → 0 pointwise as δ → 0. Using our Ahlfor’s condition again
we see for δ sufficiently small that the L2 estimate (1.21) of Theorem 3.10 on the neck region is proved.
1.3.4. Neck Decomposition Theorem. Thus, we have now discussed several structural results from the paper
which tell us that a general (δ, τ)-neck region analytically behaves much like we might hope from Example
1.18. One is still in the position of understanding the relevance of these results, in particular in the context
of proving the L2 curvature estimate of Theorem 1.6.
In more detail, in order to exploit the structural results of Theorem 3.10 about (δ, τ)-neck regions, we
need to see that there are lots of such neck regions. Otherwise, we are proving theorems about a set which
may not really appear in practice. Indeed, the next primary result of the paper which we wish to discuss is
the neck decomposition of Theorem 7.1, which will show that every point either lies in a neck region or in
an ǫ-regularity ball. More precisely, we can cover our space
B1(p) ⊆
⋃
a
Na ∪
⋃
b
Brb(xb) , (1.26)
where Na ⊆ B2ra(xa) are (δ, τ)-neck regions, and each ball Brb(xb) is a uniformly smooth ball in that the
harmonic radius satisfies rh(xb) > 2rb, see Section 2.4 for a review of the harmonic radius. The key aspect
of the decomposition of Theorem 7.1 is that we will prove the n − 4 content bound∑
a
rn−4a +
∑
b
rn−4b ≤ C(n, v, τ, δ) . (1.27)
We will mostly avoid discussing the proof of the above estimate in this outline, as it involves numerous
technical covering arguments which first decomposes B1 into five types of balls with the help of four pa-
rameters, and then proceeds to recover these balls until only the neck and ǫ-regularity regions are left. It is
worth mentioning however that this decomposition, and in particular the content bound, relies heavily on the
Ahlfor’s bound of (1.20). Without (1.20) the techniques of [ChNa13] could be used build this decomposition
under the weaker content estimate
∑
a r
n−4−δ
a +
∑
b r
n−4−δ
b ≤ C(n, v, δ), but as we will see shortly it is crucial
for the applications in this paper, and in particular the L2 curvature estimate of Theorem 1.6, to have the
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sharp n − 4 estimates.
1.3.5. Proving the L2 Curvature Estimate. Though we have not yet outlined the proof of the Ahlfor’s regu-
larity result of Theorem 3.10, let us now take a moment to see how the neck decomposition of Theorem 7.1
combined with the structural results of Theorem 3.10 on neck regions we have discussed lead to a proof of
the L2-estimate of Theorem 1.6. Indeed, using the neck decomposition we can write∫
B1(p)
|Rm|2 ≤
∑
a
∫
Na
|Rm|2 +
∑
b
∫
Brb
|Rm|2 . (1.28)
Let us now observe that on the regularity balls Brb(xb) that we can use the harmonic radius bound rh(xb) >
2rb and standard elliptic estimates in order to prove the scale invariant curvature bound
r4−nb
∫
Brb
|Rm|2 ≤ C(n) . (1.29)
On the other hand, applying the L2 curvature estimate of Theorem 3.10 on (δ, τ)-neck regions explained
in (1.21) leads to the scale invariant estimate on neck regions given by
r4−na
∫
Na
|Rm|2 ≤ C . (1.30)
If we now combine the content estimate (1.27), the regularity ball estimate (1.29), and the (δ, τ)-neck
estimate (1.30), then we see we can prove the desired L2-curvature estimate by computing∫
B1(p)
|Rm|2 ≤
∑
a
∫
Na
|Rm|2 +
∑
b
∫
Brb
|Rm|2 ,
≤ C(n)
∑
a
rn−4a +C(n)
∑
b
rn−4b ≤ C(n, v, τ, δ) , (1.31)
which would indeed finish the proof of Theorem 1.6.
1.3.6. Harmonic Splitting Functions on Neck Regions. Therefore, what is left in our outline is to understand
how to prove the upper bound of the Ahlfor’s regularity estimate (1.20), which is one of the main technical
challenges of this paper. This estimate itself is based heavily on a key new technical estimate for harmonic
splitting functions.
More precisely, let N ⊆ B2 be a (δ, τ)-neck, so that in particular Bδ−1 is Gromov-Hausdorff close to
R
n−4 × C(S 3/Γ). Let u : B2 → Rn−4 be a harmonic δ-splitting map associated to this geometry, so that we
have the estimates ?
B2
|∇2u|2 ,
?
B2
∣∣∣〈∇ua,∇ub〉 − δab∣∣∣ < δ ,
sup
B2
|∇u| ≤ 1 . (1.32)
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Our main new technical achievement is to show that if we restrict u to the ball centers C, which recall act
as a discretization of the singular set, then u is a bilipschitz map over most of C. To accomplish this we need
to address what is apriori a logical loop. Namely, we will use this bilipschitz bound in order to prove the
Ahlfor’s regularity, however we need the Ahlfor’s regularity in order to prove the bilipschitz bound in the
first place. We will address this issue in the next subsection of the outline, for now let us simply assume that
for some B > 0 that we have the (potentially weaker) Ahlfor’s regularity condition:
For each ball center x ∈ C with B2r(x) ⊆ B2 we have that B−1rn−4 ≤ µ
(
Br(x)
)
≤ Brn−4 . (1.33)
Mentally, one should view B >> A, where A is the Alhfor’s regularity constant we aim to prove. Thus,
our goal is effectively to show if one has a bad Alhfor’s regularity constant B, then with δ small one in fact
has a better bound of A for free. With a little technical footwork we will see how this can be used to deal
with the apriori logical loop.
With this in mind, our main result for splitting functions on (δ, τ)-neck regions is Theorem 5.2, which
tells us that for each ǫ > 0 if δ ≤ δ(n, ǫ, τ, B), then there exists a subset Cǫ ⊆ C ∩ B1 such that
µ(Cǫ) > (1 − ǫ)µ(C ∩ B1) ,
∀x, y ∈ Cǫ we have
∣∣∣∣|u(x) − u(y)| − d(x, y)
∣∣∣∣ ≤ ǫ d(x, y) . (1.34)
Let us spend a few moments on outlining the proof of the above. To begin with, let us not try and hit
every detail, and instead just focus on what is the main new technical estimate needed in the proof. That is,
in Theorem 5.55 we prove the estimate∫
N∩B1
r−3h |∇2u| ≈
∫
B1
( ∑
ra=2−a
?
N∩Ara+1,ra (x)
ra|∇2u|
)
dµ[x] < ǫ2 , (1.35)
where ǫ may be taken arbitrarily small so long as δ < δ(n, τ, ǫ, B) is taken sufficiently small. When combined
with the Ahflors condition (1.33) and a telescoping argument, one can conclude directly the bilipschitz
estimate (1.34) from this, see Section 5 for details.
Therefore, we will focus on the estimate (1.35). Let us begin by considering the Green’s function associ-
ated to the packing measure µ given by
−∆Gµ = µ . (1.36)
Because µ has the Ahlfor’s regularity bounds (1.33) and approximates the singular set ofRn−4×C(S 3/Γ), one
can imagine Gµ being well approximated by r−2h , where rh is the harmonic radius, which is itself roughly the
same as the distance to C. Indeed, in Lemma 5.6 we will see that if we define the Green’s distance function
by Gµ = b−2, then we will have the estimates on the neck region N given by
C(n, B)−1rh ≤ b ≤ C(n, B)rh ,
C(n, B)−1 ≤ |∇b| ≤ C(n, B) ,
Vol
({b = r} ∩ B3/2) ≤ Cr3 . (1.37)
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Now if φ is a cutoff function for which φ ≡ 1 on the neck region N, see Lemma 3.15 for a precise construc-
tion, then we can define the quantities
F(r) ≡ r−3
∫
b=r
|∇2u| |∇b|φ ,
H(r) = rF(r) . (1.38)
Let us observe that an estimate on H(r) represents a scale invariant hessian estimate along the b = r slice.
A key computation takes place in Proposition 5.57, where we will see that H(r) satisfies the superconvexity
type estimate
r2 ¨H + r ˙H − (1 − ǫ)H ≥ −ǫ
∑
rn−4x δ[C−1rx,Crx] − ǫrδ[0,C] , (1.39)
where C = C(n) and ǫ may be taken arbitrarily small so long as δ is sufficiently small (indeed, the above
is actually simpler than Proposition 5.57 due to the assumption Rc ≡ 0 throughout the outline). Combined
with a maximum principle and the Ahlfor’s assumption (1.33) one can easily conclude from this Theorem
5.66, which gives the Dini integral estimate ∫ ∞
0
1
r
H(r) ≤ ǫ . (1.40)
Combining with the Green’s function estimates (1.37) and a coarea formula one immediately concludes
from this the estimate ∫
N
r−3h |∇2u| ≤ C
∫
M
b−3|∇2u|φ ,
≤ C
∫ ∞
0
r−3
∫
b=r
|∇2u||∇b|φ ,
= C
∫ ∞
0
1
r
H(r) < ǫ , (1.41)
which is the claimed estimate.
1.3.7. Ahlfor’s Regularity on Neck Regions. Now we end our outline by sketching how the bilipschitz es-
timate (1.34) implies the Ahlfors regularity estimate (1.20). As mentioned previously, there is a seemingly
logical loop in that we needed that Ahlfors condition in order to prove the bilipschitz estimate itself.
In order to circumnavigate this issue in Section 6, we will use an inductive procedure which is motivated
from [NV15]. Precisely, let us consider the radii rα ≡ 2−α, and let our goal be to inductively prove the upper
bound in (1.20) for all r ≤ rα, recalling that we have already outlined the lower bound independently. First,
since M is a smooth manifold we have that rx > r0 > 0 must be uniformly bounded from below for all x ∈ C.
In particular, if rα is the largest radius for which rx ≥ rα for all x ∈ C, then the result is trivial for this α by
the simple definition of µ. This is the base step of our induction.
Therefore, our focus is to prove (1.20) for some rα, assuming we have proved it for rα+1. Let us begin
with a weaker estimate, which will be useful to establish. Namely, assume B2r(x) ⊆ B2 with r ≤ 10rα.
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Then by a standard covering argument we can cover Br(x) by at most C(n) balls of radius 10−3r ≤ rα, and
therefore by applying our inductive assumption we have for some B = C(n)A the strictly weaker estimate
µ
(
Br(x)) ≤ Brn−4 . (1.42)
While this estimate is not good enough for the inductive step, indeed if one were to iterate it in α the
constant would blow up horribly, it is enough for us to apply Theorem 5.2 and obtain the ǫ-bilipschitz result
of (1.34). More precisely, if u : B2r(x) → Rn−4 is a δ-splitting function, which exists because we are in a
(δ, τ)-neck, then there exists Cǫ ⊆ C ∩ Br(x) such that
µ(Cǫ) > (1 − ǫ)µ(C ∩ Br) ,
∀x, y ∈ Cǫ we have
∣∣∣∣|u(x) − u(y)| − d(x, y)
∣∣∣∣ ≤ ǫ d(x, y) . (1.43)
However, the set {Bri(xi)}C is a Vitali covering, which tells us that for ǫ sufficiently small that {Bri(u(xi))}C∩Br
is itself a Vitali covering of Br(0n−4). This immediately implies the improved Ahlfor’s upper bound
µ(C ∩ Br) ≤ 11 − ǫ µ(Cǫ) =
∑
Cǫ
rn−4i ≤ C Vol(B2r(0n)) ≤ A rn−4 . (1.44)
This proves the inductive step, and therefore finishes the outline of the proof.
2. BACKGROUND AND PRELIMINARIES
In this section we review several standard constructions and techniques which will be used throughout
the paper.
2.1. Quantitative Stratification. Let us briefly review the notion of symmetry and stratification, as these
ideas are commonplace throughout this paper. We begin by recalling the standard notion of symmetry:
Definition 2.1. Given a metric space Y we define the following:
(1) We say Y is k-symmetric at y ∈ Y if there exists a pointed isometry ι : Rk × C(Z) → Y with
ι(0k, zc) = y, where Z is compact and zc is a cone point.
(2) We say Y is k-symmetric with respect to Lk ⊆ Y if Lk = ι(Rk × {zc}).
Associated to the notion of symmetry is that of stratification:
Definition 2.2. Given a metric space Y we define the closed kth-stratum by
S
k(X) =: {x ∈ X : no tangent cone at x is (k + 1)-symmetric} (2.3)
This notion of symmetry leads to a natural quantitative generalization, first introduced in [ChNa13]. It is
the notion of quantitative symmetry which will play the most important role for us in this paper, in particular
14 WENSHUAI JIANG AND AARON NABER
in the discussion of neck regions. Let us begin with a discussion of quantitative symmetry:
Definition 2.4. Given a metric space Y with y ∈ Y , r > 0 and ǫ > 0, we say
(1) Br(y) is (k, ǫ)-symmetric if there exists a pointed ǫr-GH map ι : Br(0k, zc) ⊆ Rk×C(Z) → Br(y) ⊆ Y .
(2) Br(y) is (k, ǫ)-symmetric with respect to Lkǫ ⊆ Br(y) if Lkǫ ≡ ι
(
R
k × {zc}
)
To state the definition in words, we say that Br(y) ⊆ Y is (k, ǫ)-symmetric if the ball Br(y) looks very
close to having k-symmetries. The quantitative stratification is then defined as follows:
Definition 2.5. For each ǫ > 0, 0 < r < 1 and k ∈ N, define the closed quantitative k-stratum, Skǫ,r(X), by
S
k
ǫ,r(X) ≡ {x ∈ X : for no r ≤ s ≤ 1 is Bs(x) a (k + 1, ǫ)-symmetric ball} . (2.6)
Thus, the closed stratum Skǫ,r(X) is the collection of points such that no ball of size at least r is almost
(k+1)-symmetric. The notion of the quantitative stratification plays an important role in our notion of a neck
region, introduced in Section 3. The first main result of [ChNa13] is to show that for manifolds which are
noncollapsed and have lower Ricci curvature bounds, the set Skǫ,r(X) is small in a very strong sense. To say
this a little more carefully, if one pretends that the k-stratum is a well behaved k-dimensional submanifold,
then one would expect the volume of the r-tube around the set to behave like Crn−k. In [ChNa13] the
following slightly weaker result was shown:
Theorem 2.7 (Quantitative Stratification, [ChNa13]). Let Mn satisfy Ric ≥ −(n−1) with Vol(B1(p)) > v > 0.
Then for every ǫ, η > 0 there exists C = C(n, v, ǫ, η) such that
Vol
(
Br
(
S
k
ǫ,r(M) ∩ B1(p)
))
≤ Crn−k−η . (2.8)
One of the consequences of the main Theorems of this paper is that for spaces with bounded Ricci cur-
vature one can improve the above to Vol
(
Br
(
Sn−4ǫ,r (M) ∩ B1(p)
))
≤ Cr4 for the top stratum of the singular set.
2.2. Volume Monotonicity and Cone Structures. When considering a Riemannian manifold with a lower
Ricci bound Ric ≥ −(n − 1)κg, the key tool which separates the study of collapsed versus noncollapsed
spaces is that of a monotone quantity. Throughout this paper we will consider several, all of which are
essentially equivalent, however it will be more convenient to work with one or another depending on the
context. Let us begin by recalling the classical volume ratio
Vr(x) = Vκr(x) ≡
Vol(Br(x))
Vol−κ(Br) , (2.9)
where Vol−κ(Br) is the volume of the ball of radius r is the space form Mn−κ of constant curvature −κ. It
is a classic consequence of the Bishop-Gromov monotonicity that for each x ∈ M that Vr(x) is monotone
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nonincreasing in r > 0 with Vr(x) → 1 as r → 0. Note that the space being noncollapsed is now equivalent
to there being a lower bound on V1, so that we have a bounded monotone quantity. The importance of this
comes into play because there is a rigidity, which tells us that when this quantity is very pinched we must
have symmetry. Precisely:
Theorem 2.10 ([ChCo1]). Let (Mn, g, p) with ǫ > 0, then there exists δ(n, ǫ) > 0 such that if Ric ≥ −δ and
V2(p) ≥ (1 − δ)V1(p), then B2(p) is (0, ǫ)-symmetric.
In Section 4 we will discuss some generalizations of this point using some distinct monotone quantities.
The advantage of the approach of Section 4 will be that we will be able to obtain some sharp estimates on
the cone structures, which will be required in the proof of the L2 estimates.
2.3. Cone Splitting. We saw in the previous subsection how to force 0-symmetries by using a monotone
quantity. In this subsection we want to review one method of forcing higher orders of symmetries. The
relevant concept for this paper is one introduced in [ChNa13] called cone splitting. The main result in this
direction from [ChNa13] is the following:
Theorem 2.11 (Cone-Splitting). For every ǫ, τ > 0 there exists δ(n, ǫ, τ) > 0 such that if
(1) Ric ≥ −δ.
(2) B2(p) is (k, δ)-symmetric with respect to Lkδ ⊆ B4(p).
(3) There exists z ∈ B1(p) \ BτLkδ such that B2(z) is (0, δ)-symmetric.
Then B1(p) is (k + 1, ǫ)-symmetric.
Therefore, the above is telling us that nearby 0-symmetries interact to force higher order symmetries.
2.4. Harmonic Radius and ǫ-Regularity Theorems. In this subsection we review two ǫ-regularity theo-
rems which will play a prominent role in this paper. To make these results precise let us recall the notion of
the harmonic radius:
Definition 2.12. For x ∈ Mn we define its harmonic radius rh(x) > 0 to be the maximum over all r > 0 such
that there exists a mapping φ : Br(x) → Rn with the following properties:
(1) φ is a harmonic mapping.
(2) φ is a diffeomorphism onto its image with Br(0n) ⊆ φ(Br(x)), and hence defines a coordinate chart.
(3) The coordinate metric gi j = 〈∇φi,∇φ j〉 on Br(0n) satisfies ||gi j − δi j ||C1(Br) < 10−n.
Remark 2.13. Note that by a standard implicit function type argument one has that rh(x) > 0 on any smooth
manifold.
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Remark 2.14. The C1-norm above is taken with respect to the scale invariant Euclidean norm. That is,
||gi j − δi j||C1(Br) ≡ supBr |gi j − δi j| + r supBr |∂kgi j |.
Remark 2.15. Note that if we have the Ricci bound |Ric| ≤ A, then for every α < 1 and p < ∞ we have the
apriori estimate ||gi j − δi j||C1,α(Br/2) , ||gi j − δi j||W2,p(Br/2) < C(n, A, α, p). This follows from elliptic estimates
which exploit the harmonic nature of the coordinate system.
Now the ǫ-regularity theorems of this subsection are meant to find weak geometric conditions under
which we can be sure there exists a definite lower bound on the harmonic radius. The first which we will
discuss goes back to Anderson and tells us that if the volume of a ball is sufficiently close to that of a Eu-
clidean ball, then we must have smooth estimates. Precisely:
Theorem 2.16 ([A90]). There exists ǫ(n) > 0 such that if (Mn, g, p) satisfies |Rc| ≤ ǫ and V2(p) > (1 − ǫ),
then we have that rh(p) > 1.
Remark 2.17. Recall that Vr(p) = Vǫr(p) ≡ Vol(Br(x)Vol−κ(Br) , and thus V2 > 1 − ǫ gives us that the volume of B2(p)
is close to the volume of B2(0n).
We end with the following ǫ-regularity result proved in [ChNa15]. This result can be viewed as a con-
sequence of the proof of the codimension four conjecture, and tells us that if a ball has a sufficient amount
of symmmetry, then the ball must be smooth. Results like the following are why the notion of quantitative
symmetry play such a crucial role in the analysis and estimates of this paper:
Theorem 2.18 ([ChNa15]). Let (Mn, g, p) satisfy |Rc| ≤ n − 1 and Vol(B1(p)) > v > 0. Then there exists
ǫ(n, v) > 0 such that if B2(p) is (n − 3, ǫ)-symmetric then rh(p) > 1.
2.5. Heat Kernel Estimates. In this subsection we record estimates on heat kernels on Riemannian mani-
folds with lower Ricci curvature bounds. The estimates of this subsection are either classical or very minor
modifications of classical estimates which are better suited to our purposes. Let us summarize the basic
estimates on heat kernels, which follow from the results in [LiYau86], [SY], [Ha93], [Kot07]:
Theorem 2.19 (Heat Kernel Estimates). Let (Mn, g, x) be a pointed Riemannian manifold with Vol(B1(x)) ≥
v > 0 and Rc ≥ −(n− 1). Then for any 0 < t ≤ 10 and ǫ > 0, the heat kernel ρt(x, y) = (4πt)−n/2e− ft satisfies
(1) C(n, ǫ)t−n/2e− d(x,y)
2
(4−ǫ)t ≤ ρt(x, y).
(2) ρt(x, y) ≤ C(n, v, ǫ)t−n/2e−
d(x,y)2
(4+ǫ)t
.
(3) t|∇ ft |2 ≤ C(n, v, ǫ) + d
2(x,y)
(4−ǫ)t .
(4) −C(n, v, ǫ) + d2(x,y)(4+ǫ)t ≤ ft ≤ C(n, v, ǫ) + d
2(x,y)
(4−ǫ)t
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2.6. δ-Splitting Functions. In this subsection we recall the basics about splitting functions, which act as a
bridge between geometric notions and notions in analysis. Let us begin with a definition, which is similar to
the one introduced in [ChNa15]:
Definition 2.20. We say u : Br(p) → Rk is a harmonic δ-splitting function if the following holds:
(1) ∆u = 0.
(2)
>
Br(p)
∣∣∣〈∇ua,∇ub〉 − δab∣∣∣ < δ.
(3) r2
>
Br(p)
∣∣∣∇2u∣∣∣2 < δ2.
(4) supBr(p) |∇u| ≤ 1.
The main result about splitting functions is that they are essentially equivalent to the ball Br splitting off
an Rk-factor. Precisely, we have the following:
Theorem 2.21. For every ǫ > 0 there exists δ(n, ǫ) > 0 such that if Ric ≥ −δ then the following hold:
(1) If Bδ−1(p) is δ-GH close to Rk × Y, then there exists an ǫ-splitting u : B2(p) → Rk.
(2) If there exists a δ-splitting u : B2(p) → Rk, then B1(p) is ǫ-GH close to Rk × Y.
Remark 2.22. The above theorem is a mild extension of one of the main accomplishments of [ChCo1], with
the sharp gradient bound of condition (4) having been proved in [ChNa15].
2.7. Examples. In this subsection, we recall some standard examples which play an important role in guid-
ing the results of this paper. We discuss these in only minimal detail, and refer the reader to the appropriate
references for more.
Example 2.23 (The Eguchi-Hanson manifold). The Eguchi-Hanson space E = (T ∗S 2, g) is a complete Ricci
flat metric which is diffeomorphic to the cotangent bundle of S 2. The asymptotic cone of E converges
rapidly to R4/Z2, where Z2 acts on R4 by x → −x. That is, if one considers the spaces Eη ≡ (T ∗S 2, ηg),
then we have the Gromov Hausdorff limit Eη
η→0−→ C(RP(3)) = R4/Z2. This is the simplest example which
shows that even under the assumption of Ricci flatness and noncollapsing, Gromov-Hausdorff limit spaces
can contain codimension 4 singularities.
It is an interesting exercise, using the Chern-Gauss-Bonnet formula, that one has
∫
Eη
|Rm|2 = 16π2 in-
dependent of η, however for q > 2 it is also easy to check by a rescaling argument that
∫
Eη
|Rm|q → ∞ as
η → 0, which shows us that an apriori L2 bound on the curvature is the most one can expect.
Example 2.24 (L2 Blow up under collapsing). We now briefly study an example of Anderson [A93], which
will tell us that the noncollapsing assumption is necessary in that there exists a sequence of manifolds M4j
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such that
|Ric j| → 0 , diam(M4j ) = 1, Vol(M4j ) → 0,
∫
M j
|Rm j|2 → ∞ . (2.25)
Indeed, the rough construction is as follows. Anderson built a complete simply connected Ricci flat
four manifold (S4, g) such that outside a compact set we have that S4 is diffeomorphic, and in fact quickly
becoming isometric, to the metric product R3 × S 1. The space S4 has the property that
∫
S4
|Rm|2 = C > 0.
In order to build M j let us begin with the flat four torus T 3 × S 1j−1 , where T 3 = (S 1)3 is the standard three
torus and S 1j−1 is the circle of radius j−1. One may then glue copies of S4j−1 ≡ jS4 into T 3 × S 1j−1 . As j → ∞
one may glue an arbitrarily large number of copies while perturbing the Ricci flat condition arbitrarily small
amount. Each glued copy of S4j−1 contributes roughly C to the total L
2 norm of |Rm|, and therefore it is easy
to check that (2.25) is satisfied.
3. (δ, τ)-NECK REGIONS
A central theme of this paper will be that of a (δ, τ)-neck region. In this section we will define this, and
then state our main results on such regions. The proofs themselves will take place over the next several
sections, as they will be a bit involved. We begin with a formal definition:
Definition 3.1. We call N ⊆ B2(p) a (δ, τ)-neck region if there exists a closed subset C = C0∪C+ = C0∪{xi}
and a radius function r : C → R+ with 0 < rx ≤ δ on C+ and rx = 0 on C0 such that N ≡ B2 \ Brx (C) satisfies
(n1) {Bτ2rx (x)} ⊆ B2(p) are pairwise disjoint.
(n2) For each rx ≤ r ≤ 1 there exists a δr-GH map ιx,r : Bδ−1r(0n−4, yc) ⊆ Rn−4 × C(S 3/Γ) → Bδ−1r(x),
where Γ ⊆ O(4) is nontrivial.
(n3) For each rx ≤ r with B2r(x) ⊆ B2(x) we have that Lx,r ≡ ιx,r(Br(0n−4) × {yc}) ⊆ Bτr(C).
(n4) |Lip rx | ≤ δ.
For each τ ≤ s ≤ 1 we define the region Ns ≡ B2 \ Bs·rx (C).
Remark 3.2. If A ⊆ M is a closed subset with ax : A → R+ a nonnegative continuous function, then the
closed tube Bax (A) is by definition the set
⋃
x∈A Bax (x).
Remark 3.3. Recall if f : A ⊆ M → R is a function defined on some subset A ⊆ M, then the lipschitz
constant of f is defined |Lip f | ≡ supx,y∈A | f (x)− f (y)|d(x,y) .
Remark 3.4. The notation Lx,r is based on the comparible notation for the quantitative stratification given
in Definition 2.4, since Br(x) is (n − 4, δ)-symmetric.
Remark 3.5. In the above we may take B2(p) to be either in a manifold Mn or a limit space Mnj → X. In the
case when B2(p) is in a manifold then necessarily C0 = ∅ and #C < ∞, since C0 ⊆ Sing(X) and inf rx > 0.
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Remark 3.6. We also say N ⊆ B2R(p) is a neck region for some R > 0 if on the rescaled ball B2(p˜) =
R−1B2R(p) we have that N satisfies the above.
Remark 3.7. Note that if N ⊆ B2(p) is a (δ, τ)-neck region and B2s(q) ⊆ B2(p), then N ∩ B2s(q) defines a
(δ, τ)-neck on B2s(q).
An important concept associated to any neck region is the induced packing measure. In the same manner
that the set C is a potentially discrete approximation of the singular set, the packing measure is a potentially
discrete approximation of the n − 4 hausdorff measure on this set. More precisely, we have the following:
Definition 3.8. Let N ≡ B2 \ Brx (C) be a neck region, then we define the associated packing measure
µ = µN ≡
∑
x∈C+
rn−4x δx + λ
n−4|C0 , (3.9)
where λn−4|C0 is the n − 4-dimensional Hausdorff measure restricted to C0.
Let us now state what is our main result on neck regions. The proof of this result will take place over the
course of the next several sections, as it will be one of the main technical accomplishments of the paper:
Theorem 3.10. Let (Mnj , g j, p j) → (X, d, p) be a Gromov-Hausdorff limit with Vol(B1(p j)) > v > 0, τ < τ(n)
and ǫ > 0. Then for δ ≤ δ(n, v, τ, ǫ) if |Rc j| < δ and N = B2(p) \ Brx(C) is a (δ, τ)-neck region, then the
following hold:
(1) For each x ∈ C and r > rx such that B2r(x) ⊆ B2(p) the induced packing measure µ satifies the
Alhfors regularity condition A(n, τ)−1rn−4 < µ(Br(x)) < A(n, τ)rn−4.
(2) C0 is n − 4 rectifiable.
(3) X is a manifold on N and we have the L2-curvature bound
∫
N∩B1 |Rm|
2 < ǫ.
Let us briefly outline this section. We begin in Section 3.1 by discussing some basic properties of neck
regions. This includes the definition of wedge regions and the construction of a canonical cutoff function,
which will be used frequently in the analysis. In Section 3.2 we will show that every neck region on a
singular limit space M j → X may be approximated by neck regions on the smooth spaces Mnj themselves.
This will allow us to primarily work on manifolds and then pass our results off to the limit automatically.
Finally in Section 3.3 we will prove a discrete Reifenberg type theorem for the effective singular set C. This
will end up playing an important role in the proof of the lower bound in our Ahlfor’s regularity.
3.1. Basic Properties of Neck Regions. In this subsection we record some simple properties of neck re-
gions which will play a role in the analysis.
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3.1.1. Regularity in the Neck Region. Let us begin with the following, which tells us that the harmonic
radius at a point in the neck region is roughly the distance of that point to the effective critical set. The proof
is immediate using (n3) and (n4) of a neck region, but it is worth mentioning the result explicitly:
Lemma 3.11. Let (Mn, g, p) satisfy Vol(B1(p)) > v > 0 with |Rc| < δ and N ⊆ B2(p) a (δ, τ)-neck region.
Then for each ǫ > 0 we have for δ < δ(n, v, ǫ) and τ < τ(n, ǫ) that for each y ∈ N10−6 it holds that
(1 − ǫ)d(y,C) ≤ rh(y) ≤ (1 + ǫ)d(y,C) . (3.12)
3.1.2. Wedge Regions in (δ, τ)-Necks. A region which will play a useful technical role for us is that of a
wedge region. Precisely:
Definition 3.13. Let N = B2(p) \ Brx (C) be a (δ, τ)-neck region with τ, δ < 10−n. Then for each center point
x ∈ C we define the wedge region Wx associated to x by
Wx ≡
{
y ∈ A10−2rx,1(x) : d(y, x) < 2 · d(y,C)
}
. (3.14)
Wedge regions are the correct scale invariant regions that many of our estimates will live on. Let us point
out that although the lipschitz condition (n4) of the radius function is quite useful for many of the technical
results, the only point where it plays a role of any consequential importance is in controlling the wedge
regions. Indeed, note that Wx ⊆ N10−3 , however if a neck region consisted of an arbitrary covering which did
not necessarily satisfy (n4), then this may fail and the intuitive picture of a wedge region may not coincide
with the actual picture.
3.1.3. Cutoff Functions on Neck Regions. In this subsection we build a natural cutoff function associated
with a neck region. We will record some of the basic properties and estimates associated to it, which will be
useful throughout the paper. Precisely:
Lemma 3.15. Let (Mn, g, p) satisfy Vol(B1(p)) > v > 0 with |Rc| < δ and N ⊆ B2(p) a (δ, τ)-neck region.
Then for τ < τ(n) and δ < δ(n, v, τ) there exists a cutoff function φ = φ1 · φ2 ≡ φN : B2 → [0, 1] such that
(1) φ1(y) = 1 if y ∈ B18/10(p) with supp(φ1) ⊆ B19/10(p).
(2) φ2(y) ≡ 1 if y ∈ N10−3 with supp(φ2) ∩ B2 ⊆ N10−4 .
(3) |∇φ1|, |∆φ1| ≤ C(n).
(4) supp(|∇φ2|) ∩ B19/10 ⊆ A10−4rx,10−3rx
(
C
)
with rx|∇φ|, r2x |∇2φ| < C(n) in each Brx(x).
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Proof. Recall from [ChCo1] that for each annulus As,r(x) we can build a cutoff function φ such that
φ ≡ 1 on Bs(x) , φ ≡ 0 outside Br(x) ,
|∇φ| ≤ C(n)|r − s| , |∆φ| ≤
C(n)
|r − s|2 . (3.16)
It will be important to recall that φ is built as a composition φ = c ◦ f , where c is a smooth cutoff on R with
c = 1 on [0, s2] and c = 0 outside [0, r2], and f satisfies ∆ f = 2n on B5r(x) and is uniformly equivalent to
the square distance d2x .
Thus we can let φ1 be the cutoff associated to the annulus A 18
10 ,
19
10
(p). To build φ2 let us begin by defining
for each x ∈ C the cutoff φx = cx ◦ fx as in (3.16) associated to the annulus A10−4rx,10−3rx (x). Using elliptic
estimates we can get the pointwise estimate |∇2 fx| < C(n)r−2x on A10−4rx,10−3rx (x) ∩ N10−4 . In particular we
can get the estimate
rx|∇φx |, r2x |∇2φx| < C(n) on A10−4rx,10−3rx (x) ∩N10−4 . (3.17)
Now with τ < 10−5 let us define the cutoff function
φ2 ≡
∏(
1 − φx
)
. (3.18)
We have that supp φ2 ∩ B2 ⊆ N10−4 and for each point y ∈ B2(p) we have by (n4) that there are at most C(n)
of the cutoff functions φx which are nonvanishing at y. In particular, the estimates (3.17) then easily imply
the required estimates on φ2. 
3.2. Approximating Neck Regions on Limit Spaces. Most of our theorems on neck regions for limit
spaces will be proved by first showing the corresponding results on smooth manifolds and then passing to a
limit. The reason for this is two fold. First, it is simply more convenient to work on a manifold. However,
the more important reason is that there is a subtle point in the inductive proof of the Ahlfor’s regularity
estimates which force one to first prove all results in the case C0 = ∅. Essentially, this is because there is
no base step for the induction argument otherwise. The following approximation results will allow us to
approximate the general case by such a scenario:
Theorem 3.19. Let (Mnj , g j, p j)
GH→ (X, d, p) with Vol(B1(p j)) > v > 0 and N ≡ B2(p) \ Brx (C) a (δ, τ)-neck
region. Then there exists a sequence of (δi, τi)-neck regions Ni ≡ B2(pi) \ Brx,i (Ci) such that Ni → N in the
following sense:
(1) δi → δ, τi → τ.
(2) If φi : B2(pi) → B2(p) are the Gromov-Hausdorff maps then φi(Ci) → C in the Hausdorff sense.
(3) rx,i → rx : C → R+ uniformly.
(4) If µi, µ are the packing measures of Ni and N, respectively, then if we limit µi → µ∞ we get the
uniform comparison µ ≤ C(n, τ)µ∞.
(5) Conversely, we have the estimate µ∞ ≤ C(n, τ) µ.
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Remark 3.20. We will prove (1)-(4) in full generality now. The estimate (5) we will prove under the as-
sumption that C0 is rectifiable, which will be a consequence of Theorem 3.10. We will only sketch (5) as
the main results in the paper will not rely on it.
Remark 3.21. More generally, we will see without prior knowledge of rectifiability that µ∞ is uniformly
equivalent to µ+ = µ ∩ C+ plus the upper minkowski n − 4-content of C0. The point then is that when C0 is
k-rectifiable we have that the n − 4-content is equivalent to the n − 4-Hausdorff measure.
The proof of Theorem 3.19 will be done in two steps. The first is to approximate N ⊆ B2(p) by a se-
quence of neck regions ˜Na ⊆ B2(p) which also live in the singular space, but which are discrete. After this is
accomplished we will approximate much more directly the discrete neck regions ˜Na by neck regions living
in the smooth approximating spaces. Let us begin by constructing the discrete neck regions ˜Na:
Lemma 3.22. Let (Mnj , g j, p j)
GH→ (X, d, p) with Vol(B1(p j)) > v > 0 and N ≡ B2(p) \ Brx (C) a (δ, τ)-neck
region. Then there exists a sequence of (δa, τa)-neck regions ˜Na ≡ B2(p) \ Brx ( ˜Ca) with rx,a > ra > 0
uniformly bounded from below and ˜Na → N in the following sense:
(1) δa → δ, τa → τ.
(2) ˜Ca → C in the Hausdorff sense.
(3) rx,a → rx : C → R+ uniformly.
(4) If µ˜a, µ are the packing measures of ˜Na and N, respectively, then if we limit µ˜a → µ˜∞ we get the
uniform comparison µ ≤ C(n, τ)µ˜∞.
(5) We have the estimate µ˜∞ ≤ C(n, τ) µ.
Proof. For any r > 0 let us define the function r˜x on C given by r˜x ≡ max{rx, r}. Note that |Lip r˜x| < δ,
and that all the properties of a neck region are satisfied with C and r˜x except potentially the Vitali condition.
Thus let us choose a maximal subset ˜Cr ≡ {xri } ⊆ C such that the balls
{
Bτ2ri(xri )
}
are disjoint. It is easy to
check that ˜Nr ≡ B2 \ Br˜x( ˜Cr) is then a (δ, τ)-neck region itself for each r > 0. We need to understand the
convergence of these neck regions to N. Conditions (1) → (3) are clear. In order to see (4) and (5) we can
focus on the set C0, as on C+ the limit of µ˜r is exactly µ+ = µ ∩ C+. Thus let us observe the following. If
y ∈ C0 then for all r << s we have by the definition of µ˜r the uniform minkowski estimates
r−4Vol(Bs(y) ∩ Br(C0)) ≤ C(n, τ) µ˜r(Bs+r(y))
µ˜r(Bs−r(y) ∩ Br(C0)) ≤ C(n, τ) r−4Vol(Bs(y) ∩ Br(C0)) . (3.23)
Limiting r → 0 proves that µ˜∞ ∩ C0 is equivalent to the minkowski n − 4-content, which in particular
proves (4). Given that C0 is rectifiable, then a standard geometric measure theory argument tells us that the
minkowski content is itself uniformly equivalent to the hausdorff measure, which thus proves (5). 
Let us now finish the proof of Theorem 3.19:
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Proof of Theorem 3.19. Let us begin by remarking that because of Lemma 3.22 we need only consider the
case when our neck region N satisfies inf rx > 0. Indeed, in the general case we may approximate N by a
sequence ˜Na of such neck regions with ˜Na → N. If we can therefore find for each of these neck regions
smooth approximations Nai ⊆ B2(pi) with Nai → ˜Na, then by taking a diagonal subsequence we have ap-
proximated N itself in the sense of Theorem 3.19.
Thus let us assume N satisfies inf rx > 0. In particular notice that C = C+ is a finite set in this case. Let
φi : B2(p) → B2(pi) be the ǫi-Gromov Hausdorff maps. For i sufficiently large with ǫi << inf rx note that
we can consider the center points Ci ≡ {φi(x)}x∈C with the radius function rx,i ≡ rφ−1i (x). With C finite it is
then an easy exercise to check that Ni ≡ B2 \ Brx,i (Ci) are (δi, τi)-neck regions which satisfy the criteria of
the Theorem, as claimed. 
3.3. Reifenberg and Lower Ahlfor’s Regularity. In this section we build a Reifenberg type map for the
center points of our neck regions. The constructions of this section generalize the usual Reifenberg construc-
tion of [Rei60], [ChCo2] in that the mapping is built with respect to a general covering. The construction
of this section is related to the constructions of [NV15]. Our main application of this will be in Section 6 to
prove the lower Ahlfor’s regularity bound of Theorem 3.10. Let us begin with the precise construction:
Theorem 3.24. Let (Mnj , g j, p j)
GH→ (X, d, p) satisfy Vol(B1(p j)) > v > 0 with Ric j ≥ −δ and let N ≡
B2(p) \ Brx (C) a (δ, τ)-neck region. For each ǫ > 0 if τ < τ(n) and δ ≤ δ(n, v, ǫ), then there exists a map
Φ : C → Rn−4 such that
(1) (1 − ǫ)d(x, y)ǫ ≤ |Φ(x)−Φ(y)|d(x,y) ≤ (1 + ǫ)d(x, y)−ǫ .
(2) For each x ∈ C and rx ≤ r with B2r(x) ⊆ B2 there exists sx,r = s > 0 such that
(1 − ǫ)
( d(x,y)
r
)ǫ ≤ s−1 |Φ(x)−Φ(y)|
r−1d(x,y) ≤ (1 + ǫ)
( d(x,y)
r
)−ǫ
.
(3) If sx ≡ sx,rx then {Bτ3sx (Φ(x))} are disjoint while we have the covering B2−ǫ(0n−4) ⊆
⋃
Bsx
(
Φ(x)).
(4) |Lip sx| < ǫ sxrx .
Remark 3.25. Condition (1) tells us that the mappingΦ is uniformly biho¨lder, while condition (2) tells us that
up to rescaling Φ continues to be uniformly biho¨lder on all scales. It follows from (1) that s ∈ (r1+α, r1−α).
Remark 3.26. Note that in particular condition (2) tells us that if we consider the rescaled map Φ : B1(x) ⊆
r−1M → s−1Rn−4 then Φ is an ǫ-GH map.
Remark 3.27. The only manner in which the neck region structure is used is to see that C is a reifenberg set.
Indeed, it is not hard to check that the constructions of this theorem work for a general reifenberg type set,
with the exception of (4), and need not arise as a neck region in a space with lower Ricci bounds.
Proof. Let us choose the constants η ≡ 10−6n ǫ2 and δ ≤ η10, and let us consider the scales tβ ≡ ηβ. We will
essentially prove the Theorem inductively on β. More precisely, for each x ∈ C let us define rβx ≡ max{tβ, rx}
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and consider the tubular neighborhood Cβ ≡ B
r
β
x
(C). Our goal is to build maps Φβ : Cβ → Rn−4 such that
the following hold:
(β.0) Φ0 : C0 = B1(C) → Rn−4 is a η8 − GH map ,
(β.1) for each x ∈ C ∃ sβx > 0 such that Φβx ≡ rβx(sβx)−1 Φβ : Brβx (x) → R
n−4 is a η8 rβx − GH map ,
(β.2) for each x ∈ C we have
∣∣∣Φβ − Φβ−1∣∣∣ < η6 sβx on Brβx (x) . (3.28)
Before building the maps Φβ let us check to see that we can finish the Theorem from their construction.
Indeed, notice from (β.1) that we get
(1 − η4) s
β
y
r
β
y
<
s
β
x
r
β
x
< (1 + η4) s
β
y
r
β
y
for any y ∈ B
r
β−1
x
(x) . (3.29)
and from (β.2) we get
(1 − η4) s
β−1
x
r
β−1
x
<
s
β
x
r
β
x
< (1 + η4) s
β−1
x
r
β−1
x
. (3.30)
Using the above with (β.2) again we also get for each x ∈ C the estimate∣∣∣Φβx − Φβ−1x ∣∣∣ < η3 rβx on Brβx (x) . (3.31)
From (3.30) and (β.0) we can compute
(rβx)η
2
<
s
β
x
r
β
x
< (rβx)−η
2
,
( rβx
rαx
)η2 sαx
rαx
<
s
β
x
r
β
x
<
( rβx
rαx
)−η2 sαx
rαx
. (3.32)
Now let us iterate (β.2) in order to compare Φα and Φβ to compute (with α < β say)∣∣∣Φα − Φβ∣∣∣ < η4 sαx on Brβx (x) . (3.33)
In particular, this gives us uniform bounds on Φβ on C which are independent of β, so after possibly passing
to a subsequence we can limit Φβ → Φ : C → Rn−4 which satisfies∣∣∣Φα − Φ∣∣∣(x) < η3 sαx for any x ∈ C . (3.34)
Let us focus on first proving the Ho¨lder continuous estimate of (1) for the mapping Φ, the proof of (2) is
completely analogous. So indeed, let x, y ∈ C with β such that rβx ≥ rβy is the smallest radius such that
r
β
x > d(x, y). Then we can compute
|Φ(x) − Φ(y)| ≤ |Φ(x) − Φβ(x)| + |Φβ(y) − Φ(y)| + |Φβ(x) − Φβ(y)|
≤ η3 sβx + η3 sβy + (d(x, y) + η4 rβx ) (rβx)−1sβx ≤ ((rβx)−1d(x, y) + 3η3) · sβx
≤ (1 + η)d(x, y)1−η , (3.35)
L2 CURVATURE BOUNDS ON MANIFOLDS WITH BOUNDED RICCI CURVATURE 25
where in the last lines we have used (3.30), (3.31) and that rβ+1x = η rβx ≤ d(x, y). A similar computation and
(3.32) give us the lower bound:
|Φ(x) − Φ(y)| ≥ |Φβ(x) − Φβ(y)| − |Φ(x) − Φβ(x)| − |Φβ(y) − Φ(y)|
≥ (d(x, y) − η4 rβx) (rβx)−1sβx − 2η3sβy ≥ (1 − 3η3)d(x, y) · (rβx)η
2 − 2η3(rβx)1+η
2
≥ (1 − η)d(x, y)1+η , (3.36)
which finishes the proof of (1) and hence (2) by a verbatim argument which uses the second equation in
(3.32). The proof of (4) then follows from (3.30). Therefore the main point is to check that Φ satisfies the
covering estimate of (3). Indeed, it follows from (2) and (n3) that for any x ∈ C and r ≥ rx that
Φ
(
C ∩ Br(x)) is (τ + η)sx,r-dense in Bsx,r (Φ(x)) . (3.37)
So now let us assume the covering statement of (3) fails, and try and find a contradiction. Therefore let
y¯ ∈ B2−ǫ(0n−4) be a point such that y¯ < ⋃ Bsx (Φ(x)). Let y ∈ C be such that
d(y¯,Φ(y)) = min
x
d(y¯,Φ(x)) . (3.38)
Note that d(y¯,Φ(y)) > sy by our covering assumption. Now let us choose r > ry to be the largest radius such
that d(y¯,Φ(y)) ≤ 2 sx,r. Note by the continuity condition of (3.32) we have that d(y¯,Φ(y)) > (2 − η) sx,r.
However by (3.37) we then have that there must exist z ∈ C for which d(y¯,Φ(z)) < 12d(y¯,Φ(y)), which is our
desired contradiction, and thus proves (3).
Therefore we have shown that if the inductive condition (β) holds for all β ∈ N then our main Theorem
follows. Let us now focus on proving this inductive statement. To accomplish this we must first construct
Φ
0
, and then show the inductive step which will build Φβ+1 from Φβ. Let us begin with the construction of
Φ
0
. Indeed, by assumption there exists a δ-GH map φ : B4(p) ∩ C → Rn−4. For δ ≤ η10 let us simply define
Φ
0 to be this φ restricted to C0.
Assume now that Φβ has been constructed to satisfy (β.1) and (β.2), and let us now construct Φβ+1. Thus
for each x ∈ C let φx : Brβx (x) ∩ C → R
n−4 be a η10rβx-GH map. In order to normalize our mappings let us
choose sβ+1x > 0, vx ∈ Rn−4 and Rx ∈ O(n − 4) so that
(sβ+1x , vx,Rx) ≡ arg inf(s,v,R)
(
inf
B
r
β
x
(x)∩Cβ
∣∣∣∣Φβ − ((rβ+1x )−1 s R ◦ φx + v)
∣∣∣∣) , (3.39)
and let us define the mapping φ′x ≡ (rβ+1x )−1sβ+1x Rx ◦ φx + vx. Observe by the properties of Φβ and φx we
necessarily have
(sβ+1x )−1rβ+1x φ′x : Brβ+1x (x) → R
n−4 is a η8rβ+1x -GH map. ,
|φ′x − Φβ| < η8 sβ+1x on Brβx (x) . (3.40)
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Now let us choose a maximal Vitali subcovering of C ⊆ ⋃ B
r
β
x
(x) such that {B10−1rβj (x j)} are disjoint. Then
we can build a partition of unity {p j} with∑
j
p j(y) = 1 for y ∈
⋃
x
B
r
β
x
(x) = Cβ ,
supp(p j) ⊆ B10rβj (x j) . (3.41)
We now build our mapping Φβ+1 : Cβ+1 → Rn−4 to be defined by
Φ
β+1(x) ≡
∑
j
p j(x)φ′x j (x) . (3.42)
It is now a short exercise using (3.40) to see that Φβ+1 satisfies (β.1) and (β.2), thus finishing the Theorem.

4. PROVING THE L2-CURVATURE BOUND ON δ-NECK REGIONS
Recall that the proof of Theorem 3.10 will be done by a rather involved induction scheme, so that in
the end each of the conclusions of Theorem 3.10 will be proved simultaneously. This section is therefore
dedicated to proving the L2 curvature bound on neck regions under the assumption that we have already
proved some Ahlfor’s regularity bound. Precisely, our main result in this section is the following:
Theorem 4.1. Let (Mn, g, p) satisfy Vol(B1(p j)) > v > 0 with δ′, B > 0 fixed. Then if τ < τ(n) and
δ < δ(n, v, τ, δ′, B) are such that N = B2(p) \⋃x∈C Brx (x) is a (δ, τ)-neck region for which
(1) |Rc| < δ ,
(2) For each x ∈ C and rx < r with B2r(x) ⊆ B2 we have B−1rn−4 < µ(Br(x)) < Brn−4 ,
then for each B2r(x) ⊆ B2 we have the curvature estimate r4−n
∫
N10−5∩Br(x)
|Rm|2 ≤ δ′.
Remark 4.2. In particular, we have that
∫
N10−5∩B1
|Rm|2 ≤ δ′.
The above is the key estimate required for the proof of the L2 curvature bound of Theorem 3.10.3. The
key result toward the proof of Theorem 4.1 is the following local L2 curvature estimate:
Proposition 4.3. Let (Mn, g, p) satisfy Vol(B1(p)) > v > 0. Then if τ < τ(n) and δ < δ(n, v, τ, B) are such
that N = B2(p) \⋃x∈C Brx (x) is a (δ, τ)-neck region for which
(1) |Rc| < δ ,
(2) For each x ∈ C and rx < r with B2r(x) ⊆ B2 we have B−1rn−4 < µ(Br(x)) < Brn−4 ,
then for any y ∈ N10−5 with d(y,C) = 2r, we have∫
Br(y)
|Rm|2 ≤ C(n, v, B, τ)δrn−2 +C(n, v, B, τ)
∫
B10r(y)
∣∣∣H10r2(x) −Hr2/10(x)∣∣∣dµ(x). (4.4)
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We will give a proof of Proposition 4.3 and Theorem 4.1 in the end of this section. The proof of Propo-
sition 4.3 relies on a few new and sharp estimates involving about the H-volume and a pointwise curvature
estimate in Lemma 4.5.
4.1. Pointwise Riemann curvature estimates. In this subsection, we get a pointwise bound on the curva-
ture based on bounds on its Ricci curvature and control over some splitting functions. This estimate will
provide us a manner in which to prove the local L2 curvature estimate if we can find enough linear indepen-
dently functions with good estimates. Our main result of this subsection is the following:
Lemma 4.5 (Curvature estimate of Level sets). Let (Mn, g, p) be a Riemannian manifold with a map Φ =
(h, f1, · · · , fn−4) : B10r(p) → R+ × Rn−4. Assume f 20 = h −
∑n−4
i=1 f 2i ≥ c0r2 > 0 and | fi| ≤ c−10 r on
B2r(y) ⊂ B10r(p). Let A = (ai j) be a (n−3)× (n−3) symmetric matrix with ai j(x) = 〈∇ fi(x),∇ f j(x)〉. Assume
further | det A|(x) ≥ c0 > 0 and |∇ fi| ≤ c1 on B2r(y). Then for any x ∈ Br(y), we have the following scale
invariant estimate
r4|Rm|2(x) ≤ C(n, c0, c1)
r4|Rc|2 + r2|∇3h|2 +
n−4∑
i=1
r4|∇3 fi|2 + F + F2
 ,
where F = |∇2h − 2g|2 +∑n−4i=1 r2|∇2 fi|2.
Remark 4.6. The picture here is that B10r(p) ≈ Rn−4 × C(Z) with B2r(y) away from the cone point, where
f1, ..., fn−4 represent linear splitting functions and f0 is the distance function coming from the cone factor.
Therefore h represents the square distance coming from the cone point itself.
Proof. Let Ψ = ( f0, f1, · · · , fn−4) : B10r(p) → Rn−3. For any x ∈ B2r(y), since | det A| ≥ c0 > 0, by
constant rank theorem, we have N = Ψ−1
(
Ψ(x)
)
∩ B2r(y) is a smooth 3 dimensional submanifold of M. Let
{e1, e2, e3} be horizontal vector fields on M which form a (local) orthonormal basis of the level set N. Then
{∇ f0,∇ f1, · · · ,∇ fn−4, e1, e2, e3} form a basis of M at x. Note that to control the curvature |Rm|(x) we only
need to control the curvature tensor with the {e j} factors in the basis. Indeed, since
Rm(X, Y,∇ f , Z) = ∇3 f (X, Y, Z) − ∇3 f (Y, X, Z) ,
then if the curvature Rm involves one normal direction ∇ fi for some 1 ≤ i ≤ n− 4 we have |Rm(·, ·,∇ fi, ·)| ≤
3|∇3 fi|. Similarly for i = 0, we have that |Rm(·, ·,∇ f0, ·)| = (2 f0)−1|Rm(·, ·,∇ f 20 , ·)| ≤ 3 f −10 |∇3 f 20 |. Hence, to
prove the lemma, it suffices to estimate Rm(ei, e j, ek, el) with i, j, k, l = 1, 2, 3. We will use Gauss-Codazzi
equation to estimate these terms. Let us consider the second fundamental form Π. Denote by gN the
restricted metric on N. By definition, we know at x that
Π = a0∇2 f0 +
n−4∑
i=1
ai∇2 fi , (4.7)
where ai depend on the matrix A−1 and hence |a j| ≤ C(n, c0, c1). Since ∇2 f0 = (2 f0)−1(∇2h − 2∑n−4i=0 ∇ fi ⊗
∇ fi − 2∑n−4i=1 fi∇2 fi) and Π only takes values in the horizontal vector fields, the term 2∑n−4i=0 ∇ fi ⊗ ∇ fi gives
no contribution to Π. Therefore Π = a0 f −10 gN + E with |E| ≤ C(n, c0, c1)
(
r−1|∇2h − 2g| + ∑n−4i=1 |∇2 fi|
)
. By
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Gauss-Codazzi equation Rm(X, Y, Z,W) = RmN(X, Y, Z,W) + 〈Π(Y,W),Π(X, Z)〉 − 〈Π(X,W),Π(Y, Z)〉, we
have
RcN = Rc + a20 f −20 gN + E1 , (4.8)
with |E1| ≤ C(n.c0, c1)
(
r−1|∇3h| +∑n−4i=1 |∇3 fi| + r−1|E| + |E|2
)
. Thus we have the scalar curvature estimate
RN = 3a20 f −20 + E2 with |E2| ≤ C(n, c0, c1) (|Rc| + |E1|). On the other hand, since dim N = 3, we have
RmN = −R
N
12
gN ◦ gN −
(
RcN − R
N
3
gN
)
◦ gN , (4.9)
where gN ◦ gN is the Kulkarni-Nomizu product, see [P]. Then
RmN = − a
2
0
4 f 20
gN ◦ gN + E3 , (4.10)
with |E3| ≤ C(n, c0, c1)|E2|. Using the Gauss-Codazzi equation again, we finally arrive at
|Rm(ei, e j, ek, el)| ≤ C(n, c0, c1)
(
|E3| + |E| + |E|2
)
. (4.11)
Therefore, combining with the estimates on normal direction, we have
|Rm|(x) ≤ C(n, c0, c1)
r−1|∇3h| +
n−4∑
i=1
|∇3 fi| + |E3| + r−1|E| + |E|2
 (x) (4.12)
≤ C(n, c0, c1)
|Rc| + r−1|∇3h| +
n−4∑
i=1
|∇3 fi| + r−1|E| + |E|2
 (x). (4.13)

By noting the curvature estimate above, to prove Proposition 4.3, we only need to find n − 4 functions
which satisfy the condition in Lemma 4.5. The main purpose of the following subsections is to find and
control such functions.
4.2. H-volume on manifold with Ric ≥ −δ(n − 1). Let (M, g, p) be pointed manifold with Rc ≥ −(n − 1)δ
and Vol(B1(p)) ≥ v. We define the H-volume as
H
δ
t (p) =
∫
M
(4πt)−n/2e− d
2(x,p)
4t dx −
∫ t
0
1
4s
∫
M
(Lδ(x) − 2n)(4πs)−n/2e−
d2(x,p)
4s dxds, (4.14)
where Lδ(x) = 2 + 2(n − 1)d(p, x)
√
δ coth (√δd(p, x)). Note that L0 ≡ 2n for spaces with nonnegative
Ricci curvature, so that this second term is purely a correction term. On a first reading of this section
we recommend the reader sets δ = 0, most of the formulas simplify quite a bit in this case. By direct
computation, we have
∂tH
δ
t (p) =
∫
M
(d2(p, x)
4t2
− Lδ(x)
4t
)(4πt)−n/2e− d2(x,p)4t dx . (4.15)
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Noting that ∆e−
d2(x,p)
4t =
(
− 14t∆d2(p, x) + d
2(p,x)
4t2
)
e−
d2(x,p)
4t , we have
∂tH
δ
t (p) =
1
4t
∫
M
(
∆d2(p, x) − Lδ(x))(4πt)−n/2e− d2(x,p)4t dx ≤ 0 , (4.16)
where we use the Laplacian comparison in the last inequality. For simplicity of notation, we will drop the
δ of Hδt when there is no confusion, but one should keep in mind the dependence of Ht on the lower Ricci
curvature bound −(n − 1)δ.
Let us consider the following heat flow
∂t ft = ∆ ft − 2n (4.17)
f0(x) = 2nU(d(p, x)) , (4.18)
where U(r) =
∫ r
0 sinh
−(n−1)(√δt)
∫ t
0 sinh
n−1(√δs)dsdt.
We begin by recording some basic points about ft which will be useful:
Lemma 4.19. If (M, g) satisfies Rc ≥ −(n − 1)δ and ft is as in (4.17) then we have the following:
(1) ∆ ft ≤ 2n for all t ≥ 0.
(2) −2nt ≤ ft ≤ f0 = 2nU(d(p, x)).
(3) If Qt ≡ e−2(n−1)δt(|∇ f |2 − 4 f − 8nt) − 8(n − 1)δ(t f + 2nt2), then Qt ≤ 0 for all t ≥ 0.
(4) If Pt(x) = e−2(n−1)δt(|∇ f |2 − 4 f + 8t(∆ f − 2n)) − 8(n − 1)δ(t f + 2nt2)+ 8t2δ(n − 1)(∆ f − 2n) then we
have Pt ≤ 0 for all t ≥ 0.
Remark 4.20. The last two expressions will be used to give sharp estimates on the gradient and hessian of
our smooth approximation.
Proof. By Laplacian comparison, we have ∆U(d(p, x)) ≤ 1. On the other hand, since (∂t − ∆)(∆ f − 2n) = 0
we can apply a standard maximum principle to conclude (1). From this we immediately get ∂t f ≤ 0 which
obtains for us the upper bound in (2). For the lower bound, we use (∂t −∆)( f + 2nt) = 0 to get ft(x) ≥ −2nt.
For the gradient estimate, we have by direct computation that
(∂t − ∆)(|∇ f |2 − 4 f ) = −2|∇2 f |2 − 2Ric(∇ f ,∇ f ) + 8n ≤ 2(n − 1)δ|∇ f |2 + 8n. (4.21)
By noting our lower bound ft + 2nt ≥ 0 we can conclude from this
(∂t − ∆)Qt(x) ≤ 0 . (4.22)
Combined with Q0 ≤ 0 we obtain (3). Finally, to prove (4) we compute that
(∂t − ∆)Pt ≤ −2e−2(n−1)δt |∇2 f − 2g|2 . (4.23)
Combined with P0 ≤ 0 this proves the desired result. 
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Let us observe that a consequence of (3) above is the gradient estimate
|∇ f |2 ≤ (4 + 8(n − 1)δ t e2(n−1)δt)( f + 2nt)
≤ (4 + 8(n − 1)δ t e2(n−1)δt)( f0 + 2nt) . (4.24)
Let us now prove a couple more refined estimates on ft that depend on the pinching of our H-volume.
Precisely, we have the following:
Lemma 4.25. Let (M, g, p) satisfy Vol(B1(p)) ≥ v > 0 and Ric ≥ −(n − 1)δ. Denote by η = |Hr2/2(p) −
H2r2(p)| the H-entropy pinching at scale r, then we have the estimates:
(1)
> r2
0
>
B4r(p) |∇
2 ft − 2g|2dydt ≤ C(n, v)(δr2 + η).
(2) For any t ≤ r2, we have supy∈B4r(p) | ft − f0|(y) ≤ C(n, v)ǫ(η) r2 , where ǫ(η) → 0 if η → 0.
(3) For any t ≤ r2, we have
>
B4r(p) |∆ ft − 2n| + r−2
>
B4r(p) |∇ f0 − ∇ ft |2 ≤ C(n, v)η.
Moreover, if we assume further the Ricci curvature upper bound |Ric| ≤ (n − 1)δ and harmonic radius
rh(x) ≥ r for some x ∈ B3r(p), then for any r2/2 ≤ t ≤ r2, we have
sup
Br/2(x)
|∇2 ft − 2g|2 + r2
?
Br/2(x)
|∇3 ft |2 ≤ C(n, v)(δr2 + η). (4.26)
Proof. Consider the heat flow (4.17), then we have (∂t − ∆)(2n − ∆ f ) = 0. Thus we have
(2n − ∆ ft)(x) =
∫
(2n − ∆ f0)(y)ρt(x, dy) .
Then by the heat kernel estimate of Theorem 2.19, for any t ≤ r2, one can compute?
B10r(p)
|2n − ∆ ft | ≤ C(n, v)η .
Hence, we have ?
B10r(p)
| f0 − ft| ≤
∫ t
0
?
B10r(p)
(2n − ∆ fs)ds ≤ C(n, v)η t . (4.27)
By the gradient estimate of ft in (4.24), we therefore have supB10r(p) | f0 − ft| ≤ C(n, v)ǫ(η) r2. The gradient
L2 in (3) follows from integrating by part and the L1 estimate of (2n−∆ f ). In fact, let φ be a cutoff function
as in [ChCo1] with support in B10r(p) and φ ≡ 1 on B8r(p)) and r|∇φ| + r2|∆φ| ≤ C(n). By integrating by
parts, we have∫
M
φ2|∇ f0 − ∇ ft |2 ≤ 2
∫
M
|∇φ| · | f0 − ft | · φ|∇ f0 − ∇ ft | +
∫
M
φ2|∆ f0 − ∆ ft | · | f0 − ft | (4.28)
≤ 1
2
∫
M
φ2|∇ f0 − ∇ ft |2 +C(n)r−2
∫
B10r(p)
| f0 − ft|2 + sup
B10r(p)
| f0 − ft |
∫
B10r(p)
|∆ f0 − ∆ ft |.
Combining with (4.27) and supB10r(p) | f0 − ft | ≤ C(n, v)ǫ(η) r2 and the L1 estimates of |∆ ft − 2n|, we have∫
M φ
2|∇ f0 − ∇ ft |2 ≤ C(n, v)ηr2+n. Hence, we prove (2) and (3).
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To prove (1), recall that Pt(x) = e−2(n−1)δt(|∇ f |2−4 f+8t(∆ f−2n))−8(n−1)δ(t f+2nt2)+8t2δ(n−1)(∆ f−2n)
satisfies Pt ≤ 0 from Lemma 4.19. Let ϕ be a cutoff function as in [ChCo1] with support in B6r(p) and ϕ ≡ 1
on B5r(p)) and r|∇ϕ| + r2|∆ϕ| ≤ C(n). Multiplying such ϕ to (4.23) and integrating by parts, we have
∫ r2
0
?
B5r(p)
|∇2 f − 2g|2 ≤ C(n, v)
?
B6r(p)
|Pr2 | +C(n, v)
? r2
0
?
B6r(p)
|Pt |. (4.29)
To estimate
>
B6r(p) |Pt|, one only needs to estimate
>
B6r(p)
∣∣∣∣|∇ f |2 − 4 f
∣∣∣∣. This can be controlled by considering
the evolution of f 2t − f 20 . In fact, we have
(∂t − ∆)( f 20 − f 2) = (4n + 8)( f − f0) − 2 f0(∆ f0 − 2n) − 2(|∇ f0|2 − 4 f0) + 2(|∇ f |2 − 4 f ). (4.30)
Let ψ be a cutoff function as in [ChCo1] with support in B10r(p) and ψ ≡ 1 on B6r(p)) and r|∇ψ| + r2|∆ψ| ≤
C(n). By noting 0 ≤ (4 f0 − |∇ f0|2)(y) ≤ C(n)δd(p, y)4 for d(p, y) ≤ 10, we can show
∫ 3r2/2
0
∫
M
e−2(n−1)δt(|∇ f |2 − 4 f )ψ ≥ −C(n, v)(δr2 + η)r4+n. (4.31)
Using the above, the L1 estimate on the laplacian of ft and | ft| ≤ C(n)r2 on B10r(p) for t ≤ 3r2/2, we have
∫ 3r2/2
0
∫
M
Ptψ ≥ −C(n, v)(δr2 + η)r4+n .
Noting that Pt ≤ 0, we have
? 3r2/2
0
?
B6r(p)
|Pt | ≤ C(n, v)(δr2 + η)r2 , (4.32)
which finishes the proof of (1).
Now we wish to prove the estimates of (4.26). Indeed, under the assumption rh(x) ≥ r we have that
?
B3r/4(x)
|Rm|q < C(n, q) , (4.33)
for all q < ∞. Using this, the estimates of (4.26) are fairly standard, so we will only sketch the argument.
Denote H f = ∇2 f − 2g, then we can compute
(∂t − ∆)|H f |2 = −2|∇3 f |2 + Rm ∗ H f ∗ H f + Ric ∗ H f + ∇(Ric(∇ f , ·)) ∗ H f , (4.34)
where ∗ means tensorial linear combinations and the exact expression can be computed as in Lemma 5.28.
Then we can apply a standard parabolic moser iteration using (4.33) and (1) in order to conclude the point-
wise estimate in (4.26). In order to conclude the L2 estimate on ∇3 f , let us simply multiply (4.34) by a
cutoff function and integrate using (4.33) and the pointwise estimate on |H f |, which finishes the sketch. 
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4.3. H-volume and Local L2 curvature estimates. The main purpose of this subsection is to prove the
local L2 curvature estimate in Proposition 4.3. The key ingredient is the parabolic estimate of H-volume
in Lemma 4.25 and pointwise curvature estimate in Lemma 4.5. First, let us introduce the concept of
independent points
Definition 4.35 ((δ, ρ)-independent points). Assume Br(x0) is δr-GH close to Br(0n−4, y0) ⊂ Rn−4×C(S 3/Γ)
for some δ ≤ 10−10 with δr-GH map ι : Br(0n−4, y0) → Br(x0) and ι(0n−4, y0) = x0. We say n − 3 points
{x0, x1, · · · , xn−4} ⊂ Bδr
(
ι(Br(0n−4)×{y0})) are (δ, ρ)-independent points on Br(x0), if {xi}i≥1 ⊂ Br(x0)\Bρr(x0)
and {xi}i≥k+1 ⊂ Br(x0) \ Bρr
(
ι
(
Br(0k) × (0n−4−k , y0))) with {x0, · · · , xk} ⊂ Bρr(ι(Br(0k) × (0n−4−k, y0))) for
1 ≤ k ≤ n − 4. Here we denote by (0k, 0n−4−k) = 0n−4 the origin of Rk × Rn−4−k = Rn−4.
Now we are ready to prove Proposition 4.3.
Proof of Proposition 4.3. The main idea for the proof is to use the pointwise curvature estimate in Lemma
4.5. The key ingredient is to find n−3 functions (h, u1, . . . , un−4) which satisfy the conditions of this Lemma.
Intuitively, such h should be a square distance function and (u1, . . . , un−4) splitting functions which form a
cone map to Rn−4 × C(S 3/Γ). Based on this observation, we will construct such functions in detail in the
following paragraphs.
Claim 1: Let η ≡
>
B10r(y)
∣∣∣H10r2(x) −Hr2/10(x)∣∣∣dµ(x). For τ ≤ τ(n) and δ ≤ δ(n, B, τ), there exists ρ(n, B, τ)
and L(n, τ, B) such that there exists (δ, ρ)-independent points {x0, · · · , xn−4} ⊂ ˜C ∩ B10r(y), where ˜C = {x ∈
C ∩ B10r(y) :
∣∣∣H10r2 (x) −Hr2/10(x)∣∣∣ ≤ L(n, τ, B)η }.
Proof of Claim 1: We divide the proof into two cases, namely when r ≥ C(n, B) maxx∈C∩B10r(y) rx is large
compared to the singular ball radii or the opposite case of r < C(n, B) maxx∈C∩B10r(y) rx.
Case 1: If r ≥ C(n, B) maxx∈C∩B10r(y) rx, then we prove the claim by constructing the points induc-
tively. First, we consider L(n, τ, B) ≥ 103 in the definition of ˜C, and then µ( ˜C) ≥ (1 − 10−3)µ(B10r(y)).
By the Ahlfors assumption of µ, we have µ( ˜C) ≥ ¯C(n, B)rn−4 > 0. Since ˜C ∩ B10r(y) , ∅, fix x0 ∈
˜C ∩ B10r(y). Then µ(B20r(x0) ∩ ˜C) ≥ ¯C(n, B)rn−4 for some ¯C(n, B). By the definition of (δ, τ)-neck region,
B20r(x0) is δr-GH close to B20r(0n−4, y0) ⊂ Rn−4 × C(S 3/Γ) with δr-GH map ι : B20r(0n−4, y0) → B20r(x0)
such that ι(0n−4, y0) = x0. Moreover, by the definition of (δ, τ)-neck region and cone-splitting Theo-
rem 2.11, by choosing δ small, ˜C ∩ B20r(x0) ⊂ Bδr(ι(B20r(0n−4) × {y0})). Let ρ > 0 be fixed later. If
ρr ≥ rx0 , then µ(Bρr(x0)) ≤ C(n, B)ρn−4rn−4. If ρ is sufficiently small, then µ(B20r(x0) ∩ ˜C \ Bρr(x0)) ≥
n−1
n
¯C(n, B)rn−4. Then there exists x1 ∈ B20r(x0) ∩ ˜C \ Bρr(x0). Without loss of generality, we assume
x1 ⊂ Bρr
(
ι
(
B20r(01) × (0n−5, y0))). By the δr-GH approximation, there exists C(n)ρ−1 many balls with ra-
dius 2ρr covering Bρr
(
ι
(
B20r(01) × (0n−5, y0))). In particular, by the Ahlfor’s regularity assumption and
ρr ≥ maxx∈B10r(y) rx, we have that µ
(
Bρr
(
ι
(
B20r(01) × (0n−5, y0)))) ≤ C(n, B)ρn−5rn−4. For ρ small, we have
µ
(
B20r(x0) ∩ ˜C \
(
Bρr
(
ι
(
B20r(01) × (0n−5, y0))))) ≥ n − 2
n
¯C(n, B)rn−4. (4.36)
Thus we can choose x2 ∈
(
B20r(x0) ∩ ˜C \
(
Bρr
(
ι
(
B20r(01) × (0n−5, y0))))). Without loss of generality, we
assume {x0, x1, x2} ⊂
(
Bρr
(
ι
(
B20r(02)× (0n−6, y0)))). By choosing ρ(n, B) small and δ(n, B) small, continuing
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the construction, we can find x3, · · · , xn−4 ∈ ˜C. By the construction, such {x0, · · · , xn−4} satisfy Definition
4.35. Hence, we complete the first part of the proof.
Case 2: Let us consider the case r ≤ C(n, B) maxx∈C∩B10r(y) rx. Denote by rx¯ = maxx∈C∩B10r(y) rx. By the
lipschitz condition (n4) in the definition of neck region, we have for any x ∈ C∩ B10r(y) and δ ≤ δ(n, B) that
1/2rx¯ ≤ rx ≤ 2rx¯. Therefore by the Vitali condition of our covering we have #C ∩ B20r(y) < C(n, B, τ), and
by the definition of µ we then have µ(B20r(y)) < L(n, B, τ)µ(x) for each x ∈ C ∩ B20r(y). In particular, for
L(n, B, τ) we have that our integral η estimate becomes a pointwise estimate and ˜C ∩ B10r(y) = C ∩ B10r(y)
must be the whole set.
Therefore, by the definition of neck region and choosing ρ(n, B, τ) small, it’s not hard to find n − 3 points
{x0, · · · , xn−4} such that there are (δ, ρ)-independent by choosing δ small. Indeed, this just follows from
the (n3) condition in the definition of neck region. More carefully, let us first choose x0 ∈ C ∩ B5r(y).
Then we have a δr-GH map ι : Br(0n−4, yc) ⊂ Rn−4 × C(S 3/Γ) → Br(x0) with ι(0n−4, yc) = x0. By the
condition (n3), we choose xi ∈ C ∩ Br(x0) such that ι((0i, r), yc) ∈ Bτr(xi) for 1 ≤ i ≤ n − 4, where
(0i, r) = (0, 0, · · · , r, 0, · · · , 0) ∈ Rn−4 with the ith factor equals r. By choosing δ small and τ ≤ 10−10, these
points are (δ, 10−1)-independent. Hence we finish the whole proof of the claim. 
Now recall that η =
>
B10r(y)
∣∣∣H10r2(x) − Hr2/10(x)∣∣∣dµ(x). Applying Lemma 4.25 to each xi, we have
n − 3 functions fi,t such that
> r2
0
>
B100r(xi) |∇
2 fi,t − 2g|2dxdt ≤ C(n, v, B, τ)(δr2 + η). For 1 ≤ i ≤ n − 4, let
wi,t =
(
fi,t − f0,t − d(x0, xi)2
)
/2d(x0, xi). Using the estimates for fi,t in Lemma 4.19, we have
r2
? r2
0
?
B10r(y)
|∇2wi,t |2dxdt ≤ C(n, v, B, τ)(δr2 + η).
Claim 2: There exists a (n − 4, n − 4)-matrix D with |D| ≤ C(n, B) such that if (vi,t) ≡ (wi,t)D then ¯f0,t ≡
f0,t −∑n−4i=1 v2i,t satisfies ¯f0,r2 ≥ C(n, B)r2 > 0 on Br(y). Further, if we denote v0,r2 =
√
¯f0,r2 on Br(y), then we
have minx∈Br(y) | det A|(x) ≥ 1/2, where A(x) = 〈∇vi,r2 ,∇v j,r2〉(x) for i, j = 0, · · · , n − 4.
Proof of Claim 2: We prove this claim by contradiction, therefore let us assume this is not true. Then
for δa → 0 there exists (δa, τ)-neck region Na ⊂ B2(pa) ⊂ Ma with ya ∈ Na, d(ya,Ca) = 2ra and (δa, ρ)-
independent points {x0,a, · · · , xn−4,a} ⊂ Ca, but there is no matrix Da with |Da| ≤ C(n, B) satisfying the claim
for Na, where C(n, B) will be determined later. Let us rescale each metric ga to g˜a such that d(ya,Ca) = 2.
Limiting we have Ma → Rn−4 ×C(S 3/Γ) with ya → y∞ and xi,a → xi,∞, where {xi,∞} is a (0, ρ)-independent
set. By the C0 estimate of Lemma 4.25 we have that | ˜fi,1,a − d2xi,a | → 0, and hence ˜fi,1,a → ˜fi,1,∞ ≡ d2xi,∞ . On
the one hand, it is then clear that w˜i,1,∞ ≡
(
˜fi,1,∞ − ˜f0,1,∞ − d(x0,∞, xi,∞)2
)
/2d(x0,∞, xi,∞) is a linear function.
As {xi,∞} is a (0, ρ)-independent set, one can choose a matrix D∞ with |D∞| ≤ C(n, ρ) ≡ C(n, B) such that
(v˜i,1,∞) ≡ (w˜i,1,∞)D represents the standard coordinate functions of Rn−4 × {yc} ⊂ Rn−4 × C(S 3/Γ) with
(0n−4, yc) = x0,∞. Then ¯f0,1,∞ ≡ ˜f0,1,∞ − ∑n−4i=1 v˜2i,1,∞ is the distance square function d2Rn−4×{yc}. Thus the
(n − 3, n − 3) matrix A∞ defined in B1(y∞) ⊂ Rn−4 ×C(S 3/Γ) satisfies A∞ = (δi j). However, for the rescaled
metric g˜a we have by the harmonic radius lower bound of ya in Lemma 3.11 and the hessian estimate in
Lemma 4.25 that ˜fi,1,a → ˜fi,1,∞ = d2xi,∞ in C2 sense on B1(y∞). By choosing Da = D∞ for a sufficiently
large, this derives our contradiction and proves the result. 
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Now we plan to use such functions to prove our expected curvature estimates by using Lemma 4.5. By
Claim 2, let us consider the map Φ = (h, u1, · · · , un−4) ≡ ( f0,r2 , v1,r2 , · · · , vn−4,r2) on B10r(y). Using the
harmonic radius lower bound rh(y) ≥ 3r/2 and the hessian estimate of fi,r2 in Lemma 4.25, and noting
that ui are linear combinations of the fi,r2 with uniformly bounded constants, we have the following scale
invariant estimates
sup
B4r/3(y)
|∇2h − 2g|2 + r2
?
B4r/3(y)
|∇3h|2 +
n−4∑
i=1
 sup
B4r/3(y)
r2|∇2ui|2 + r4
?
B4r/3(y)
|∇3ui|2
 ≤ C(n, v, B, τ)(η + δr2).
(4.37)
Moreover, by the pointwise nondegeneration of A(x) in Claim 2, we can now use Lemma 4.5 to deduce the
curvature estimates. In fact, for any z ∈ Br(y), we have scale invariant estimates
r4|Rm|2(z) ≤ C(n, v, B)
|Rc|2r4 + r2|∇3h|2 +
n−4∑
i=1
r4|∇3ui|2 + F + F2
 (z) , (4.38)
where F = |∇2h − 2g|2 +∑n−4i=1 r2|∇2ui|2. By the pointwise hessian estimate for ui, we have
r4|Rm|2(z) ≤ C(n, v, B, τ)
|Rc|2r4 + r2|∇3h|2 +
n−4∑
i=1
r4|∇3ui|2 + |∇2h − 2g|2 +
n−4∑
i=1
r2|∇2ui|2
 (z) . (4.39)
Integrating over Br(y), we get
r4
?
Br(y)
|Rm|2 ≤ C(n, v, B, τ)(η + δr2) ≤ C(n, v, B, τ)
(
δr2 +
?
B10r(y)
∣∣∣H10r2(x) −Hr2/10(x)∣∣∣dµ(x)) . (4.40)
This completes the proof. 
4.4. Proof of the L2 curvature estimate on neck region. In this subsection, based on the local L2 curvature
estimate in Proposition 4.3, we prove Theorem 4.1.
Proof of Theorem 4.1. Since the estimates are scale invariant, without loss of generality we will assume
r = 1. By the local L2 curvature estimate of Proposition 4.3, for any y ∈ N10−5 with 2s = d(y,C), we have
the estimate ∫
Bs(y)
|Rm|2 ≤ C(n, v, B, τ)δsn−2 +C(n, v, B, τ)
∫
B10s(y)
|H10s2 −H10−1 s2 |(x) dµ(x) . (4.41)
In order to use such an estimate, we first construct a Vitali covering. For any x ∈ N10−5 with d(x,C) = 2sx,
consider the covering {Bsx/5(x)} of N10−5 . We can choose a Vitali covering {Bsa(xa)} such that {Bsa/10(xa)}
are disjoint and
N10−5 ∩ B1 ⊆
⋃
a
Bsa(xa) . (4.42)
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Rearranging xa such that d(xα,i,C) = 2sα,i with sα,i ∈ (2−α−1, 2−α], then we have
N10−5 ∩ B1 ⊆
⋃
α
Nα⋃
i=1
Bsα,i(xα,i) , (4.43)
and {B10−1sα,i (xα,i)} are disjoint. Moreover, by Ahlfors assumption, for any fixed α we have that ♯i{Bsα,i(xα,i)} ≤
C(n, B, v)s4−nα with sα = 2−α. Then we have∫
N10−5∩B1
|Rm|2 ≤
∑
α
∑
i
∫
Bsα,i (xα,i)
|Rm|2 (4.44)
≤ C(n, v, B, τ)
∑
α
∑
i
δsn−2α,i +
∫
B10sα,i (xα,i)
|H10s2α,i −H10−1 s2α,i |(x) dµ(x)

≤ C(n, v, B, τ)
∑
α
δs2α +C(n, v, B, τ)
∑
α
∫
B3/2
∣∣∣H40s2α −H40−1 s2α
∣∣∣(x) dµ(x)
By the monotonicity of H-volume, we have∫
N10−5∩B1
|Rm|2 ≤ C(n, v, B, τ)δ +C(n, v, B, τ)
∫
B3/2
∣∣∣∑
α
(H40s2α −H40−1 s2α)
∣∣∣(x) dµ(x)
≤ C(n, v, B, τ)δ +C(n, v, B, τ)
∫
B3/2
∣∣∣H40 −H40−5r2x
∣∣∣(x) dµ(x) . (4.45)
However, since N is a neck region we have that both Bδ−1(x) and Bδ−1rx (x) are Gromov-Hausdorff close to
R
n−4 × C(S 3/Γ), and therefore by volume convergence we have that |H40 − H40−5rx |(x) → 0 as δ → 0.
Hence, for any δ ≤ δ(n, v, δ′, τ), we have proved the estimates. 
5. SPLITTING FUNCTIONS ON NECK REGIONS
The main goal of this section is to do some analysis on neck regions, and more specifically to study the
behavior of splitting functions on neck regions. We will show that splitting functions are in fact better be-
haved than the standard basic estimates would lead one to believe. This will be the key technical ingredient
in the proof of Theorem 3.10.
More precisely, with δ, δ′, τ, B > 0 fixed background parameters, we will be interested throughout this
section in the following assumptions:
(S1) |Rc| < δ .
(S2) N = B2(p) \ Brx (C) is a (δ, τ)-neck region .
(S3) For each x ∈ C and rx < r with B2r(x) ⊆ B2 we have B−1rn−4 < µ(Br(x)) < Brn−4 .
(S4) u : B4(p) → Rk is a δ′-splitting function . (5.1)
Note that it will eventually be a consequence of Theorem 3.10 that we can take B = A(n, τ), and therefore
(S 3) will be a redundant assumption. However, at this stage it is important to not make this assumption, as
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the results of this section will factor heavily in the proof of this point. The main goal of this section is to
prove the following:
Theorem 5.2. Let (Mnj , g j, p j) → (X, d, p) be a limit space with Vol(B1(p j)) > v > 0. Then for every
ǫ, B > 0 and τ < τ(n) if δ, δ′ ≤ δ(n, ǫ, τ, B, v) is such that assumptions (S1)-(S4) of (5.1) hold, then there
exists a subset Cǫ ⊆ C ∩ B1 such that
(b1) µ((C ∩ B1) \ Cǫ) < ǫ.
(b2) For each x, y ∈ Cǫ we have that 1 − ǫ < |u(x)−u(y)|d(x,y) < 1 + ǫ.
(b3) For each x ∈ Cǫ and rx ≤ r ≤ 1 we have that u : Br(x) → Rn−4 is an ǫ-splitting.
Remark 5.3. Recall that we say a limit Mnj → X satisfies |Ric| < δ if |Ric j| < δ j where δ j → δ.
Remark 5.4. Essentially the entire section will focus on the case when X is a manifold, since by applying
the neck approximation of Theorem 3.19 we will immediately conclude the general statement.
Before continuing let us make some observations about the above result. The difficulty in proving the
result is due to the smallness of the set C. If a δ-splitting function were to have pointwise estimates on the
hessian, as it does for instance in the bounded curvature case, then the result would be trivial. However, with
only L2 bounds on the hessian apriori, one can only use the hessian information to prove (b3) away from a
set of codimension 2+ ǫ, which is far away from the requirements of (b1). In fact, even if we assume the the
main theorem of this paper holds, which gives us an L2 bound on the curvature, then the most one can prove
is L4 estimates on the hessian, see [Ch2], which are still not strong enough to prove (b1) → (b3). Therefore,
we see there is a crucial gap in the known estimates for splitting functions and what is needed for the above
Theorem. Closing this gap will require some new estimates which will be presented throughout this section,
and which will depend fundamentally on the two sided Ricci bound.
5.1. Estimates on Standard Green’s Functions on Neck Regions. In this section we discussion standard
Green’s functions on neck regions. We will use these estimates in the next section to discuss Green’s
functions with respect to the packing measure µ.
Definition 5.5. Given (Mn, g, p) with N ⊆ B2(p) a (δ, τ)-neck region with packing measure µ = µN, we
define the following:
(1) We denote by Gx(y) a Green’s function at x. That is, −∆yGx(y) = δx, where δx is the dirac delta at x.
(2) We denote by Gµ(y) the function Gµ(y) =
∫
Gx(y) dµ(x) a Green’s function which solves −∆Gµ = µ.
(3) We denote by b(y) ≡ G−2µ the µ-Green’s distance function to the center points C.
The intuition is that b should behave in a manner which is comparable to the Green’s function from the
singular set in Rn−4 × C(S 3/Γ), which itself is a multiple of d(Sn−4, ·)−2 ≈ r−2h . The main result of this
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subsection will be to prove just that. Precisely:
Lemma 5.6. Let (Mn, g, p) satisfy Vol(B1(p)) > v > 0. Then ∀ B > 0 there exists δ(n, B, v), τ(n, B),
C(n, B, v) > 0 and a Green function Gµ such that if the assumptions (S1)-(S3) of (5.1) hold, then
(1) For x ∈ N10−6 , we have C−1 d(x,C) ≤ b(x) ≤ C d(x,C).
(2) For x ∈ N10−6 , we have C−1 ≤ |∇b| ≤ C.
This subsection is dedicated to proving the above, though we will need to work through several prelimi-
naries first. Let us begin by collecting together a list of useful computations:
Lemma 5.7. Given (Mn, g, p) with N ⊆ B2(p) a (δ, τ)-neck region and b(y) an associated Green’s distance
function, then for a smooth function f : M → R the following hold:
(1) µ[ f ] = − ∫b≤r Gµ∆ f + 2r−3
∫
b=r f |∇b| + r−2
∫
b≤r ∆ f .
(2) µ[ f ] = − ∫b≤r Gµ∆ f + 2r−3
∫
b=r f |∇b| + r ddr
(
r−3
∫
b=r f |∇b|
)
.
Proof. Let us observe that (b−2 − r−2) vanishes on b = r, is smooth in a neighborhood of this set, and
supp
{
∆
(b−2− r−2)} ⊆ {b < r}. Thus we can use standard properties of the distributional laplacian to compute∫
b≤r
∆ f
(
b−2 − r−2
)
= −µ[ f ] −
∫
b=r
f 〈 ∇b|∇b| ,∇b
−2〉
= −µ[ f ] + 2r−3
∫
b=r
f |∇b| , (5.8)
which proves the first formula. To compute the second formula let us first compute
∆b = 3b−1 |∇b|2 , (5.9)
and recall that the mean curvature of the b = r level set is given by div( ∇b|∇b| ). Therefore we can compute
d
dr
(
r−3
∫
b=r
f |∇b|
)
= −3r−4
∫
b=r
f |∇b| + r−3
∫
b=r
〈∇ f , ∇b|∇b| 〉
+r−3
∫
b=r
f 〈∇|∇b|, ∇b|∇b| 〉 + r
−3
∫
b=r
f |∇b|div( ∇b|∇b|
)
= r−3
∫
b=r
∆ f − 3r−4
∫
b=r
f |∇b| + r−3
∫
b=r
f 〈∇|∇b|, ∇b|∇b| 〉 + r
−3
∫
b=r
f |∇b|
( ∆b
|∇b| − 〈∇b,
∇|∇b|
|∇b|2 〉
)
= r−3
∫
b=r
∆ f . (5.10)

With the help of the above we can now compute the following, which will be the key use of the Green’s
distance function:
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Lemma 5.11. Given (Mn, g, p) with N ⊆ B2(p) a (δ, τ)-neck and b(y) = bN(y) the associated Green’s
distance function, then the following hold:
(1) For every compactly supported f : B2(p) → R we have
d
dr
(
r−3
∫
b=r
f |∇b|
)
= r−3
∫
b≤r
∆ f .
(2)
r
d2
dr2
(
r−3
∫
b=r
f |∇b|
)
+ 3 ddr
(
r−3
∫
b=r
f |∇b|
)
= r−2
∫
b=r
∆ f |∇b|−1.
Proof. The proof of (1) is just (5.10) in the previous Lemma. Taking derivative of (2) in Lemma 5.7 with
respect to r, we have
r
d2
dr2
(
r−3
∫
b=r
f |∇b|
)
+ 3 ddr
(
r−3
∫
b=r
f |∇b|
)
=
d
dr
(∫
b≤r
b−2∆ f
)
(5.12)
=
d
dr
(∫ r
0
ds
∫
b=s
s−2∆ f |∇b|−1
)
= r−2
∫
b=r
∆ f |∇b|−1.

5.1.1. Green function estimates on manifolds with Ricci curvature lower bound. In order to prove Lemma
5.6, we first consider the Green function Gx for any center point x ∈ C in a neck region. Besides the basic
expected estimates, we need to see that at every point y ∈ N in the neck region itself there is a fixed direction
vy ∈ TyM for which Gx has positive gradient in the direction of vy. This will be used heavily when we inte-
grate to construct GN in order to see that the gradient of Gµ has a definite lower bound in the neck region.
Precisely, we have the following:
Lemma 5.13. Let (Mn, g, p) satisfy Vol(B1(p)) > v > 0 and |Rc| < δ with N = B2(p) \ ⋃x∈C Brx (x) a
(δ, τ)-neck region. For each R > 0 if δ ≤ δ(n,R, v) and 0 < τ ≤ τ(n, v) then there exists C(n, v) > 0 such that
∀ x ∈ C there exists a Green’s function Gx such that:
(1) For all y ∈ Bδ−1/2(p) we have C−1d2−nx (y) ≤ Gx(y) ≤ Cd2−nx (y).
(2) For all y ∈ Bδ−1/2(p) we have |∇yGx|(y) ≤ Cd1−nx (y)
(3) For all y ∈ N10−5 if r = d(y,C) and x ∈ BRr(y) ∩ C then there exists a unit vector vy ∈ TyM with
〈∇yGx(y), vy〉 > c(R, n)r1−n > 0, (5.14)
(4) In particular, if y ∈ N10−5 with r = d(y,C) and x ∈ B10r(y) ∩ C then
〈∇yGx(y), vy〉 > c(n)r1−n. (5.15)
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Proof. For each x ∈ C, since the estimates in (1) and (2) are scale invariant, in order to estimate the Green’s
function on the ball Bδ−1/2(p) with |Rc| < δ, it suffices to construct and estimate the Green function on the
ball B1(p) with |Rc| < 1. In this case we construct the Green function Gx in the following manner. Let
Gx,0(y) =
∫ 1
0
ρt(x, y)dt .
Then by heat kernel estimate of Theorem 2.19, we can compute C−1d2−nx (y) ≤ Gx,0(y) ≤ Cd2−nx (y). Ad-
ditionally, we can compute that ∆Gx,0(y) =
∫ 1
0 ∂tρt(x, y)dt = ρ1(x, y) − δx(y). Therefore let us solve Gx,1
by
∆Gx,1(y) = ρ1(x, y), (5.16)
on B2(x) with Gx,1(y) = Gx,0(y) on ∂B2(x). We define our Green’s function
Gx = Gx,0 −Gx,1 .
We claim that Gx satisfies the Lemma. Indeed, by noting the uniform bound on the heat kernel ρ1(x, y) we
may use a standard maximal principle and Cheng-Yau gradient estimates on (5.16) as in [Ch01], in order to
show that |Gx,1| + |∇Gx,1 | < C(n) in B4/3(p) is uniformly bounded. Coupling with the estimates of Gx,0, we
prove the estimates on Gx. Thus we have prove (1) and (2).
Now we only give a proof of (5.14), the argument is the same for (5.15). We argue by contradiction.
Therefore assume for some R > 0 that there exists a (δi, τ)-neck regions Ni with δi → 0, yi ∈ Ni,10−5 and
ri = d(yi,Ci) such that
sup
v∈Tyi M, |v|=1
inf
xi∈BRri (yi)∩Ci
〈∇yGxi(yi), v〉 < i−1r1−ni . (5.17)
Scaling BRri(yi) to ball ˜BR(yi) and denoting the corresponding Green function to be ˜Gxi , then
sup
v∈Tyi M, |v|=1
inf
xi∈ ˜BR(yi)∩Ci
〈∇y ˜Gxi (yi), v〉 < i−1. (5.18)
To deduce a contradiction, we will show that the Green function ˜Gxi converges to a function D d2−nx on
R
n−4 ×C(S 3/Γ) with constant C−1(n, v) < D < C(n, v). Since the convergence is C1 on the neck region due
to the harmonic radius control, we can take vy to be any vector which approximates the radial direction on
the C(S 3/Γ) factor in order to conclude the result.
Thus, we only need to show the Green function ˜Gxi → D d2−nx . On one hand, we notice that ˜Bδ−1/2i (xi)
converges to the same limit Rn−4 ×C(S 3/Γ) for any sequence xi ∈ ˜BR(yi)∩Ci. On the other hand, by (1) and
(2) of the Lemma we have on ˜B
δ−1/2i
(xi), we have C−1d2−nxi ≤ ˜Gxi ≤ Cd2−nxi and |∇ ˜Gxi | ≤ Cd1−nxi . By standard
Ascoli we have that ˜Gxi converges to a function Gx on the limit space Rn−4 × C(S 3/Γ) which satisfies the
estimates
C−1d2−nx ≤ Gx ≤ Cd2−nx , and |∇Gx| ≤ Cd1−nx . (5.19)
In fact, if we use some RCD theory it is not hard to see that Gx is itself the Green’s function at x, however
we will prove something slightly weaker in order to avoid such techniques. Indeed, since ˜Gxi converges
smoothly on the regular part of Rn−4 ×C(S 3/Γ) we at least have that Gx is harmonic away from the singular
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set. If we lift Gx to a function G x˜ on Rn, we get away from x˜ that G x˜ is locally lipschitz and harmonic away
from a set of zero capacity. Hence, Gx is harmonic away from x˜ with the bounds (5.19). Now the only
harmonic functions on Rn \ x˜ with estimates (5.19) are multiples of the Green’s function. Hence we have
Gx = D d2−nx for some constant C−1(n, v) < D < C(n, v) as claimed, which finishes the proof. 
5.1.2. Proof of Lemma 5.6. Noting that Gµ(y) =
∫
Gx(y) dµ(x) we will use the pointwise Green function
estimates in Lemma 5.13 and the Ahlfor’s regularity assumption in order to conclude the proof of Lemma
5.6. Indeed, for any y ∈ N10−5 let r ≡ d(y,C), and let us estimate the upper bound of GN(y) as follows:
Gµ(y) ≤ C
∫
d2−nx (y)dµ(x) = C
∫
B10r(y)
d2−nx (y)dµ(x) +C
∞∑
i=1
∫
A10ir,10i+1r(y)
d2−nx (y)dµ(x) (5.20)
≤ Cr2−n
∫
B10r(y)
dµ(x) +Cr2−n
∞∑
i=1
10−i(n−2)
∫
A10ir,10i+1r(y)
dµ(x) ,
≤ C · Br−2
(
1 +
∑
10−2i
)
≡ C(n, v, B)r−2 , (5.21)
as claimed. To prove the lower bound of Gµ we can similarly compute
Gµ(y) ≥ C−1
∫
d2−nx (y)dµN(x) ≥ C−1
∫
B10r(y)
d2−nx (y)dµ(x)
≥ C−1102−nr2−nµ
(
B9r(x0)
)
≥ C−1(n, v, B)r−2. (5.22)
Since b−2(y) = Gµ(y), we have C−1r ≤ b(y) ≤ Cr, or that C−1 d(y,C) ≤ b(y) ≤ C d(y,C). Hence we have
proven (1) of Lemma 5.6. For the gradient estimate, using the same computational strategy as above we
have
|∇Gµ(y)| =
∫
|∇Gx(y)|dµ(x) ≤ C
∫
d1−nx (y)dµ(x) ≤ Cr−3. (5.23)
By noting that b−2 = Gµ, then 2b−3 |∇b| = |∇b−2 | = |∇Gµ| ≤ Cr−3. By the upper bound estimate of b, we
have |∇b| ≤ C. For the gradient lower bound, for any fixed unit vector v ∈ TyM, we have
〈∇Gµ(y), v〉 =
∫
〈∇Gx(y), v〉dµ(x) =
∫
BrR(y)
〈∇Gx(y), v〉dµ(x) +
∫
M\BrR(y)
〈∇Gx(y), v〉dµ(x). (5.24)
By the gradient upper bound estimate |∇Gx(y)| ≤ Cd1−nx (y), we have
|
∫
M\BrR(y)
〈∇Gx(y), v〉dµ(x)| ≤
∫
M\BrR(y)
|∇Gx(y)|dµ(x) ≤ CR−3r−3. (5.25)
On the other hand, for fixed R we have by the Green function estimates of Lemma 5.13 that if δ ≤ δ(R, n, v),
then there is a unit vector vy ∈ TyM such that∫
BrR(y)
〈∇Gx(y), vy〉dµ(x) ≥
∫
B10r(y)
r1−nc(n)dµ(x) ≥ C(n, B)r−3. (5.26)
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Therefore, combining the estimates above, we have
〈∇Gµ(y), vy〉 ≥
∫
BrR(y)
〈∇Gx(y), v〉dµ(x) −
∣∣∣∣
∫
M\BrR(y)
〈∇Gx(y), v〉dµ(x)
∣∣∣∣ ≥ C0(B, n)r−3 −C1(B, n)R−3r−3.
(5.27)
Choosing R = R(v, n, B) large enough we conclude 〈∇Gµ(y), v〉 ≥ C(B,n)2 r−3. In particular, this gives us the
estimate |∇Gµ|(y) ≥ Cr−3 and hence the desired estimate |∇b|(y) ≥ C for y ∈ N10−5 . This finishes the proof
of the Lemma. 
5.2. Harmonic Function Estimates. In this short subsection we record several estimates about harmonic
functions. We begin with some basic computations, mainly for the convenience of the reader. Our list is the
following:
Lemma 5.28. Let ∆u = 0 be a harmonic function on an open set. Then the following hold:
(1) ∆∇iu = Ria∇au.
(2) ∆|∇u|2 = 2|∇2u|2 + 2Rc(∇u,∇u).
(3) ∆∇i∇ ju = (∇ jRia − ∇aRi j + ∇iR ja)∇au − 2R a bi j∇a∇bu + Ria∇a∇ ju + Ra j∇i∇au.
(4) ∆|∇2u|2 = 2|∇3u|2 + 2〈(∇ jRia − ∇aRi j + ∇iR ja)∇au,∇i∇ ju〉 − 4Rm(∇2u,∇2u) + 4Rc(∇a∇u,∇a∇u).
Let us now record the following hessian estimates which will play a role in subsequent subsections:
Lemma 5.29. Let (Mn, g, p) satisfy Vol(B1(p)) > v > 0 with Ric ≥ −δ. Then if u : B4 → Rn−4 is a
δ′-splitting function, then the following hessian estimate holds:∫
B2(x)
d2−nx |∇2u|2 ≤ C(n, v) , (5.30)
where dx(y) = d(x, y) is the distance function.
Remark 5.31. Let us make the important observation that the constant in the above estimate cannot be taken
to be small, simply bounded.
Proof. Using Lemma 5.28 we have the formula
1
2
∆|∇u|2 + δ|∇u|2 ≥ |∇2u|2 . (5.32)
Now for x ∈ B1 let Gx(y) be the Green’s function. Recall from Section 5.1 that for y ∈ B4 we have the
estimate
C(n, v)−1d2−nx (y) ≤ Gx(y) ≤ C(n, v)d2−nx . (5.33)
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Now recall as in [ChCo1] that we may build a cutoff function φ such that φ ≡ 1 on B2(x), φ ≡ 0 outside
B5/2(x) and such that |∇φ|, |∆φ| ≤ C(n). Therefore let us multiply both sides of (5.32) by φGx and integrate
in order to compute∫
B2(x)
d2−nx |∇2u|2 ≤ C(n, v)
∫
φGx|∇2u|2
≤ C(n, v)
∫
φGx∆(|∇u|2 − 1) +C(n, v)δ
∫
φGx|∇u|2 ,
≤ C(n, v)
(
1 − |∇u|2(x) + δ +
∫ ((
∆φGx + 2〈∇φ,∇Gx〉
)(|∇u|2 − 1)) ,
≤ C(n, v) , (5.34)
as claimed. 
By using the Green’s function estimates of Lemma 5.6 we can argue as above to prove the following
estimate:
Lemma 5.35. Let (Mn, g, p) satisfy Vol(B1(p)) > v > 0. If the assumptions (S1)-(S4) of (5.1) hold with
δ, δ′ < δ(n), then ∫
b≤2
b−2|∇2u|2 ≤ C(n, B).
5.3. Scale Invariant Hessian Estimates. In this subsection we prove that a harmonic splitting function on
a neck region continues to have scale invariantly small hessian on all scales within the neck region. This is
not generally true for a harmonic function which is not living on a neck region, and the estimate will play an
important role in our analysis in subsequent sections (particularly on making certain errors small, instead of
just bounded, which will be crucial). In the next subsection we will prove a much stronger estimate which
basically says this error is not just small but summably small, at least when averaged over C, which is what
is required to prove the gradient estimate in (5.105).
The main result of this subsection is the following:
Theorem 5.36 (Pointwise Scale Invariant Hessian Estimate). Let (Mn, g, p) satisfy Vol(B1(p)) > v > 0.
Then for every ǫ > 0 and τ < τ(n) if δ, δ′ ≤ δ(n, ǫ, τ, v) is such that assumptions (S1)-(S4) of (5.1) hold, then
we have for every x ∈ C and rx < r < 1 that
r2
?
Br(x)
|∇2u|2 < ǫ. (5.37)
Remark 5.38. Let us observe a corollary: If y ∈ N10−5 with 2r = d(y,C) ≈ rh ≈ b, then for δ, δ′ ≤ δ(n, ǫ, τ, v)
we can use elliptic estimates to obtain r|∇2u| < ǫ on Br(y). We can rephrase this as the pointwise hessian
estimate |∇2u|(y) < ǫr−1h (y) on N10−5 .
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The strategy for the proof of the above will be by contradiction. Assuming the result is false, we will
take a sequence of (δ, τ)-neck regions with δ′-splitting functions such that δ, δ′ → 0, but for which the con-
clusions of the theorem presumably fail. We will prove in subsection 5.3.2 that the limit harmonic function
is actually linear, and therefore has vanishing hessian. One must be able to conclude from this the almost
vanishing of the hessian for the original sequence of harmonic functions. Thus a key technical result will be
shown in subsection 5.3.1, which will prove, among other things, a form of H2-convergence for the sequence
of harmonic functions.
5.3.1. Weak Sobolev Convergence of Limiting Harmonic Functions. The main goal of this subsection is to
prove the following convergence result, which will play an important role in subsequent sections.
Theorem 5.39. Let (Mnj , g j, p j) → (X, d, p) satisfy |Ric j| ≤ n − 1 and Vol(B1(p j)) > v > 0. Assume for
some R,C > 0 that u j : BR(p j) → R is a sequence of harmonic functions with |u j | ≤ C. Then there exists
harmonic u : BR(p) → R such that after possibly passing to a subsequence
(1) u j → u uniformly on compact subsets of BR.
(2) For each x j → x ∈ X with B2r(x j) ⊆ BR(p j) we have |∇u|(x) ≤ lim inf j ||∇u j||L∞(Br(x j)).
(3) For each 0 < p < 4 we have that we have |∇2u j|p → |∇2u|p in measure. In fact, for each x j → x ∈ X
with B2r(x j) ⊆ BR(p j) we have that
∫
Br(x j) |∇
2u j|p →
∫
Br(x) |∇
2u|p.
(4) For each 0 < p < 2 we have that we have |∇3u j|p → |∇3u|p in measure. In fact, for each x j → x ∈ X
with B2r(x j) ⊆ BR(p j) we have that
∫
Br(x j) |∇
3u j|p →
∫
Br(x) |∇
3u|p.
Remark 5.40. Recall that a harmonic function on X is in the RCD sense, which is to say
∫
〈∇u,∇v〉 = 0 for
every compactly supported lipschitz function v.
Remark 5.41. For clarity, we mean in the above that
∫
Br(x) |∇
2u|p ≡
∫
R(X)∩Br(x) |∇
2u|p, where R(X) is the
regular set of X. Though we will not explicitly say it, we will see as a consequence of the proof that for
p < 4 we have that |∇2u|p cannot have a distributional term on S(X), so that this is reasonable.
Proof. Points (1) and (2) are standard, see for instance [ChCo2], and only require a lower bound on the
Ricci curvature. In a little detail, if the u j are harmonic with the uniform bounds |u j | ≤ C, then by using
standard Cheng-Yau estimates (or one of several others), we can conclude that for every r < R there exists
Cr > 0 such that
|∇u j | ≤ Cr , (5.42)
uniformly. Using a standard Ascoli argument one can conclude the existence of u : BR → R such that
u j → u uniformly such that (2) holds. Using [ChCo2] one can conclude u is itself harmonic.
The proofs of (3) and (4) are very similar, and both require heavily the two sided bound on the Ricci
curvature and the codimension four nature of the singular set as in [ChNa15]. We will focus on (3), as the
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proof of (4) is essentially the same. Thus, using Theorem 7.20 of [ChNa15] one can conclude that for every
p < 4 and r < R there exists Cpr such that ∫
BR(x j)
|∇2u j|p < CpR . (5.43)
Let us define the effective regular and singular sets
Rr ≡ {x : rh(x) > r} ,
Sr ≡ {x : rh(x) ≤ r} . (5.44)
Recall that the singular set S(X) ≡ S0(X) is a set of codimension four, and in fact we have the much stronger
volume estimate
Vol(Sr ∩ BR) ≡ Vol(Br{rh < r} ∩ BR) ≤ Cǫ(n, v,R) r4−ǫ . (5.45)
Now on the regular set Rr(X) we have, due to our lower bound on the harmonic radius, for every α < 1
that u j → u in C2,α uniformly on compact subsets. Now let x j ∈ M j → x ∈ X such that B2r(x j) ⊆ BR, and
let us fix p < 4. For every s > 0 it holds from the C2,α convergence we just commented on that∫
Rs∩Br(x j)
|∇2u j|p →
∫
Rs(X)∩Br(x)
|∇2u|p . (5.46)
To finish the proof, we need to see that
∫
Ss∩Br(x j) |∇
2u j|p → 0 as s → 0, uniformly in the u j. Therefore let
us choose p < p′ < 4 so that
∫
Br(x j) |∇
2u j|p′ < C′ uniformly as in (5.43). Then a Cauchy inequality gives us
that ∫
Ss∩Br(x j)
|∇2u j|p ≤ Vol(Ss ∩ Br)p′−p(
∫
Ss∩Br(x j)
|∇2u j|p
′) p
p′
≤ C(n,R, p, p′)s4(p′−p) , (5.47)
which shows in particular that
∫
Ss∩Br(x j) |∇
2u j|p → 0 as s → 0, as claimed. 
5.3.2. Blow ups and the Proof of Theorem 5.36. Let us now use the tools of the previous subsection in order
to finish the proof of Theorem 5.36. Thus, let us assume the result is false, so that for some ǫ > 0 there exists
δ j, δ′j → 0 together with a sequence Mnj with Vol(B1(p j)) > v > 0 and N j ⊆ B2(p j) (δ j, τ)-neck regions with
u j : B4 → Rn−4 δ′j-splitting maps such that for some x j ∈ C j and rx j < r j < 1 we have that
r2j
?
Br j (x j)
|∇2u j|2 ≥ ǫ . (5.48)
Let us begin by observing that r j → 0, since for any r > 0 fixed we always have the trivial estimate
r2
?
Br(x j)
|∇2u j|2 ≤ r2−n
∫
B1(x j)
|∇2u j|2 ≤ r2−nδ′j → 0 . (5.49)
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Now let us consider the rescaled spaces ˜M j = r−2j M j with u˜ j = r
−1
j
(
u j − u j(x j)) : Br−1j (x j) → Rn−4 the
renormalized maps. Notice that we have the equality
r2j
?
Br j (x j)
|∇2u j|2 =
?
˜B1(x˜ j)
|∇2u˜ j|2 . (5.50)
Now by the definition of neck regions we have that
˜M j → Rn−4 ×C(S 3/Γ) , (5.51)
and by Theorem 5.39 we have that
u˜ j → u˜ : Rn−4 ×C(S 3/Γ) → Rn−4 , (5.52)
where u˜ is a harmonic function for which |∇u˜| ≤ lim inf |∇u˜ j | = 1. However, we can lift u˜ to a Γ-invariant
harmonic function u˜ : Rn → Rn−4, and since we have a global gradient bound we can apply Liouville’s
theorem to see we have that u˜ is a linear function. In particular,
|∇2u˜| ≡ 0 . (5.53)
By again applying Theorem 5.39 we have that
r2j
?
Br j (x j)
|∇2u j|2 =
?
˜B1(x˜ j)
|∇2u˜ j|2 →
?
˜B1(x˜ j)
|∇2u˜|2 = 0 , (5.54)
which is our desired contradiction. 
5.4. Summable Hessian Estimates. In this section we prove a vastly refined version of Theorem 5.36
which tells us that the L1-norm of the hessian is scale invariantly summable. As we will see, this is the key
estimate in the proof of Theorem 3.10.
Theorem 5.55 (L1 Summable Hessian Estimate). Let (Mn, g, p) satisfy Vol(B1(p)) > v > 0. Then for every
ǫ, B > 0 and τ < τ(n) if δ, δ′ < δ(n, ǫ, B, τ, v) is such that assumptions (S1)-(S4) of (5.1) hold, then we have
the estimate ∫
N10−3
r−3h |∇2u| < ǫ , (5.56)
where N10−3 is the enlarged neck region as in Definition 3.1.
To prove the above we will first discuss a new superconvexity estimate in Section 5.4.1. Analysis of the
derived ode together with the µ-Green’s estimates of Section 5.1 will then be applied in order to conclude
Theorem 5.55 itself.
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5.4.1. The Superconvexity Equation in Einstein Case. In this subsection we prove a new superconvexity
estimate on the L1 Hessian with respect to the µ-Green’s distance. The estimates of this section are the cor-
nerstone of Theorem 5.55 and hence Theorem 5.2. Let us begin by stating our main result for this subsection:
Proposition 5.57. Let (Mn, g, p) satisfy Vol(B1(p)) > v > 0. Then for every ǫ, B > 0 and τ < τ(n) if
assumptions (S1)-(S4) of (5.1) hold with δ, δ′ ≤ δ(n, ǫ, B, τ, v), then for F(r) = r−3
∫
b=r
√
|∇2u|2 + ǫ2φN |∇b|
and H(r) = rF(r), we have the following evolution equation
r2H′′(r) + rH′(r) − H(r) ≥ e(r) =
∫
b=r
(
−
√
|∇2u|2 + ǫ′2 |∆φN | − c(n)|Rm| · |∇2u|φN + U1 + U2
)
|∇b|−1,
where U1 = 2〈∇φN,∇
√
|∇2u|2 + ǫ2〉 and U2 =
(
∇ j(Ria∇au) − ∇a(Ri j∇au) + ∇i(R ja∇au)
)
∇i∇ ju
)
φN√
|∇2u|2+ǫ2
.
Remark 5.58. The function φN is the neck cutoff function from Lemma 3.15.
Remark 5.59. Let us remark that H(r) represents the scale invariant L1 norm of the hessian over the surface
b = r. Our main goal will then be to get a Dini integral estimate on H(r), see Theorem 5.66.
Proof. Using Lemma 5.28 we can compute
1
2
∆(|∇2u|2 + ǫ2) = |∇3u|2 − 〈Rm ∗ ∇2u,∇2u〉 + ∇(Rc(∇u, ·)) ∗ ∇2u, (5.60)
where 〈Rm ∗ ∇2u,∇2u〉 = 2R a bi j∇a∇bu · ∇i∇ ju and ∇(Rc(∇u, ·)) ∗ ∇2u =
(
∇ j(Ria∇au) − ∇a(Ri j∇au) +
∇i(R ja∇au)
)
∇i∇ ju. Let f = φN
√
|∇2u|2 + ǫ2. Then
∆ f = ∆φN
√
|∇2u|2 + ǫ2 + ∆
√
|∇2u|2 + ǫ2 φN + 2〈∇φN,∇
√
|∇2u|2 + ǫ2〉 (5.61)
≥ −
√
|∇2u|2 + ǫ2 |∆φN | − c(n)|Rm| · |∇2u|φN + U1 + U2,
where U1 and U2 are defined as in the lemma. Thus if H(r) = rF(r) = r−2
∫
b=r f |∇b| with b−2 = Gµ, then by
the Green formula and the computation of Lemma 5.11, we have
H′′(r) + 1
r
H′ − 1
r2
H = r−2
∫
b=r
∆ f |∇b|−1 (5.62)
≥ r−2
∫
b=r
(
−
√
|∇2u|2 + ǫ2 |∆φN | − c(n)|Rm| · |∇2u|φN + U1 + U2
)
|∇b|−1.
Thus we finish the proof. 
Of course, in order to exploit the above superconvexity we will want to apply a maximum principle in
order to obtain bounds for H. To accomplish this we first need to find special solutions of the above ode to
compare to:
Lemma 5.63 (Special solution). Consider on the interval (0,R) the ode
h′′(r) + 1
r
h′(r) − 1
r2
h(r) = g(r),
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for some bounded g(r) which may change signs. Then we have a solution h(r) such that∫ R
0
h(r)
r
dr = −
∫ R
0
sg(s)ds + 1
2R
∫ R
0
s2g(s)ds, (5.64)
with h(R) = − 12R
∫ R
0 s
2g(s)ds and h(0) = 0.
Proof. Let us define h(r) = 12
(
−r
∫ R
r
gds − r−1
∫ r
0 s
2gds
)
, which one can easily check is a solution. We will
see that h(r) satisfies the desired estimates. Indeed,
−2
∫ R
0
r−1h(r)dr =
∫ R
0
∫ R
r
g(s)dsdr +
∫ R
0
r−2
∫ r
0
s2gdsdr (5.65)
=
∫ R
0
g(s)
∫ s
0
drds +
∫ R
0
s2g(s)
∫ R
s
r−2drds
= 2
∫ R
0
sg(s)ds − 1
R
∫ R
0
s2g(s)ds
Hence we finish the proof. 
We will now use the above to provide estimates on the L1 norm of the δ′-splitting functions on a neck
region:
Theorem 5.66. Let (Mn, g, p) satisfy Vol(B1(p)) > v > 0. Then for every ǫ, B > 0 and τ < τ(n) if δ, δ′ ≤
δ(n, ǫ, B, τ, v) > 0 is such that assumptions (S1)-(S4) of (5.1) hold and if F(r) = r−3 ∫b=r
√
|∇2u|2 + ǫ2φN |∇b|
with H(r) ≡ rF(r), then we have the Dini estimate:∫ ∞
0
1
r
H(r) ≤ C(n, v, B)ǫ . (5.67)
Proof. By the definition of φN and Lemma 5.6, there exists R = R(n, v, B) such that φN ≡ 0 on {b ≥ R}.
Therefore we have ∫ ∞
0
1
r
H(r) =
∫ R
0
1
r
H(r) .
Now let us begin by using Lemma 5.63 to choose a special solution h1(r) and h2(r) of our ode such that
h′′1 +
1
r
h′1 −
1
r2
h1 = r−2
∫
b=r
U1|∇b|−1 = r−2
∫
b=r
2〈∇φN,∇
√
|∇2u|2 + ǫ2〉|∇b|−1,
(5.68)
with h1(R) = − 1R
∫
b≤R〈∇φN,∇
√
|∇2u|2 + ǫ2〉, h1(0) = 0 and∫ R
0
h1(r)
r
dr = −2
∫
b≤R
b−1〈∇φN,∇
√
|∇2u|2 + ǫ2〉 + 1
R
∫
b≤R
〈∇φN,∇
√
|∇2u|2 + ǫ2〉. (5.69)
On the other hand, we have special solution h2(r) of
h′′2 +
1
r
h′2 −
1
r2
h2 = r−2
∫
b=r
U2|∇b|−1, (5.70)
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such that h2(R) = − 12R
∫
b≤R U2, h2(0) = 0 and∫ R
0
h2(r)
r
dr = −
∫
b≤R
b−1U2 +
1
2R
∫
b≤R
U2, (5.71)
where U2 =
(
∇ j(Ria∇au) − ∇a(Ri j∇au) + ∇i(R ja∇au)
)
∇i∇ ju
)
φN√
|∇2u|2+ǫ2
as in Proposition 5.57.
Now let us use Lemma 5.63 one last time to produce a special solution h3(r) of
h′′3 +
1
r
h′3 −
1
r2
h3 = r−2
∫
b=r
(
−
√
|∇2u|2 + ǫ2 |∆φN | − c(n)|Rm| · |∇2u|φN
)
|∇b|−1, (5.72)
such that h3(R) = − 12R
∫
b≤2
(
−
√
|∇2u|2 + ǫ2 |∆φN | − c(n)|Rm| · |∇2u|φN
)
, h3(0) = 0 and
∫ R
0
h3(r)
r
dr =
∫
b≤R
(
−b−1 + 1
2R
) (
−
√
|∇2u|2 + ǫ2 |∆φN | − c(n)|Rm||∇2u|φN
)
. (5.73)
Finally let us choose h4(r) such that
h′′4 +
1
r
h′4 −
1
r2
h4 = 0 (5.74)
with h4(0) = 0 and h4(R) = |h1(R)| + |h2(R)| + |h3(R)| + |h(R)| ≡ A. Note that we can explicitly solve
h4(r) = Ar/R. On the other hand, we now have thatH −
4∑
i=1
hi

′′
(r) + 1
4
H −
4∑
i=1
hi

′
(r) − 1
r2
H −
4∑
i=1
hi
 (r) ≥ 0, (5.75)
with
(
H −∑4i=1 hi
)
(0) = 0 and
(
H −∑4i=1 hi
)
(R) ≤ 0. Therefore, using maximal principal to equation (5.75),
we have H −∑4i=1 hi ≤ 0. Let us point out that the negative sign on the zero order term in (5.75) is important
for the maximum principle to hold. Observe also that H ≥ 0 while hi may change signs. We may now
estimate
∫ R
0
H(r)
r
dr ≤
4∑
i=1
∫ R
0
hi(r)
r
dr. (5.76)
Therefore, to estimate the Dini integral for H(r), we only need to control the Dini integral of each hi.
Beginning with h1, we have by (5.69) and integrating by parts that∫ R
0
h1(r)
r
dr = −2
∫
b≤R
b−1〈∇φN,∇
√
|∇2u|2 + ǫ2〉 + 1
R
∫
b≤R
〈∇φN,∇
√
|∇2u|2 + ǫ2〉 (5.77)
≤ C(n, v, B)
(∫
b≤R
(
b−2|∇φN | + b−1|∆φN |
) √
|∇2u|2 + ǫ2
)
,
where we have used that φN ≡ 0 on {b = R} and |∇b| ≤ C(n, v, B) on supp φN. Now using Theorem 5.36
and Lemma 5.6 with δ, δ′ ≤ δ(ǫ, n, v) we can obtain the apriori estimate |∇2u| ≤ ǫb−1 on supp φN. Plugging
this in gives us
∫ R
0
h1(r)
r
dr ≤ C(n)ǫ
(∫
b≤R
(b−3|∇φN | + b−2|∆φN |)
)
. (5.78)
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To estimate h2 let us see by (5.71), integration by parts, and our Ricci curvature bound that we have∫ R
0
h2(r)
r
dr = −
∫
b≤R
b−1U2 +
1
2R
∫
b≤2
U2 (5.79)
≤ C(n)δ

∫
b≤R
b−1|∇ ∇
2u√
|∇2u|2 + ǫ2
|φN +
∫
b≤R
b−2|∇b|φN +
∫
b≤R
b−1|∇φN |

≤ C(n)
(
δ
ǫ
∫
b≤R
b−1 |∇3u|φN + δ
∫
b≤R
b−2|∇b|φN + δ
∫
b≤R
b−1|∇φN |
)
,
where δ comes from the Ricci bound |Ric| ≤ δ. Finally for h3, by (5.73) and Ho¨lder inequality we have∫ R
0
h3(r)
r
dr =
∫
b≤R
(
−b−1 + 1
4
) (
−
√
|∇2u|2 + ǫ2 |∆φN | − c(n)|Rm| · |∇2u|φN
)
(5.80)
≤ C(n)ǫ
∫
b≤R
b−2|∆φN | +C
(∫
b≤R
|Rm|2φN
)1/2 (∫
b≤R
b−2|∇2u|2φN
)1/2
.
By applying the L2 curvature estimate on neck region in Theorem 4.1 and the hessian L2 estimate in Lemma
5.35 with ǫ we therefore get ∫ R
0
h3(r)
r
dr ≤ C(n)ǫ
∫
b≤R
b−2|∆φN | +C(n, B)ǫ . (5.81)
Combining these with (5.76) we get∫ R
0
H(r)
r
dr ≤ C(n, B, v)ǫ
(
1 +
∫
b≤R
b−2|∆φN | +
∫
b≤R
b−3|∇φN | +
∫
b≤R
b−1|∇3u|φN
)
. (5.82)
Hence, to get the Dini estimate it suffices to estimate each term of (5.82). In fact, from the definition of
φN in Lemma 3.15, the definition of neck region, and by the comparison of b and dC in Lemma 5.6, one can
easily get∫
b≤R
b−2|∆φN | +
∫
b≤R
b−3|∇φN | ≤ C(n, B, v)
(∫
dC≤3
d−2
C
|∆φN | +
∫
dC≤3
d−3
C
|∇φN |
)
(5.83)
≤ C(n, B, v)

∑
x∈C∩B3(p)
∫
Brx (x)
(
d−2
C
|∆φN | + d−3C |∇φN |
)
+
∫
supp φN
d−3
C

≤ C(n, B, v)

∑
x∈∩B3(p)
rn−4x +
∫
{dC≤3}∩ supp φN
d−3
C

≤ C(n, B, v)µN(B3(p)) +C(n, B, v) ≤ C(n, B, v) ,
where the term
∫
supp φN
d−3
C
comes from the derivative of φ1 in Lemma 3.15. On the other hand, by using
the Lp estimates arising from the codimension four theorem of [ChNa15], we know that
∫
B10(p) |∇
3u|3/2 ≤
C(n, v). Therefore, by the Ho¨lder inequality we have∫
b≤R
b−1|∇3u|φN ≤
(∫
b≤R
b−3φN
)1/3 (∫
b≤R
|∇3u|3/2φN
)2/3
≤ C(n, B, v) . (5.84)
Thus we have proved the Lemma. 
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5.4.2. Proof of Theorem 5.55. Let us first observe that∫
N10−3
r−3h |∇2u| <
∫
r−3h |∇2u|φN , (5.85)
where φN is the cutoff function from Lemma 3.15. In order to finish the proof let us apply Theorem 5.66
with ǫ′ in order to conclude∫ ∞
0
r−3
∫
b=r
|∇2u|φN <
∫ ∞
0
r−3
∫
b=r
√
|∇2u|2 + ǫ′2φN < C(n, B, v)ǫ′ . (5.86)
By using the coarea formula we can rewrite this as∫
b−3 |∇b| |∇2u|φN < ǫ′ . (5.87)
Finally, using the Green’s function estimates |∇b| > C−1(n, B) and b ≤ C(n, B) rh from Lemma 5.6 this gives
us the estimate ∫
r−3h |∇2u|φN < C(n, B, v)ǫ′ < ǫ , (5.88)
where in the last line we have chosen ǫ′ < C(n, B, v)−1ǫ in order to finish the proof. 
5.5. Gradient Estimates. In this subsection we provide the main gradient estimate required in the proof of
Theorem 5.2. Precisely, we have the following:
Theorem 5.89. Let (Mn, g, p) satisfy Vol(B1(p)) > v > 0. For every ǫ, B > 0 and τ < τ(n), if (S1)-(S4) of
(5.1) hold with δ, δ′ < δ(n, ǫ, B, τ, v), then for every x ∈ C ∩ B1(p) and rx < r < 1 we have that?
Br(x)
∣∣∣〈∇ua,∇ub〉 − δab∣∣∣ < ǫ +C(n, v)
∫
Wx
r1−nh |∇2u| . (5.90)
The proof of the above will rely on first proving a telescoping type estimate in Lemma 5.91. This estimate
will be applied iteratively along a wedge region to then conclude the above.
5.5.1. Telescoping Estimate. Our main result of this subsection is a telecoping type estimate which allows
us to compare the average of a function along different nearby balls. Precisely, we have the following:
Lemma 5.91. Let (Mn, g, p) satisfy Vol(B1(p)) > v > 0 and Ric ≥ −(n−1), and let f : B4(p) → R be a H1-
function. Then if Br1(x1), Br2(x2), Br3(x3) ⊆ B2 satisfy r1, r2 > 10−n and are such that B2r1(x1), B2r2(x2) ⊆
Br3(x3), then we have the estimate∣∣∣∣
?
Br1 (x1)
f −
?
Br2 (x2)
f
∣∣∣∣ < C(n)
?
Br3 (x3)
|∇ f | (5.92)
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Remark 5.93. In practice, we will be applying this estimate to f = |〈∇ua,∇ub〉 − δab|, where u : B4 → Rn−4
is one of our harmonic splitting functions.
Proof. The proof is an application of the Poincare inequality for spaces with lower Ricci curvature bounds.
To see this, let us choose r′ ≡ r3 −max{r1, r2} > 0, so that Br1(x1), Br2(x2) ⊆ Br′(x3) ⊆ Br3(x3). Now we can
estimate ∣∣∣∣
?
Br1 (x1)
f −
?
Br′ (x3)
f
∣∣∣∣ ≤
∣∣∣∣
?
Br1 (x1)
∣∣∣ f −
?
Br′ (x3)
f
∣∣∣∣∣∣∣ ,
≤ Vol(Br1(x1))−1
∣∣∣∣
∫
Br′ (x3)
∣∣∣ f −
?
Br′ (x3)
f
∣∣∣∣∣∣∣ ,
≤ C(n)
∣∣∣∣
?
Br′ (x3)
∣∣∣ f −
?
Br′ (x3)
f
∣∣∣∣∣∣∣ ≤ C(n)
?
Br3 (x3)
|∇ f | , (5.94)
where in the last line we have used volume monotonicity and the Poincare inequality [SY] using that r3−r′ >
10−n. Applying the same argument to Br2(x2) gives the estimate∣∣∣∣
?
Br2 (x2)
f −
?
Br′ (x3)
f
∣∣∣∣ ≤ C(n)
?
Br3 (x3)
|∇ f | , (5.95)
and by combining these we obtain the desired result. 
5.5.2. Proof of Gradient Estimate of Theorem 5.89. The proof will come in two steps. To begin with, let
us fix γ = 1 − 110 and consider the sequence of scales sα ≡ γ−α, and for x ∈ C let us consider a sequence of
points x1, x2, . . . such that xα ∈ ∂Bsα(x) is the maximizer of the quantity
Dα = min
y∈∂Bsα (x)
d(y, x)
d(y,C) .
Note that by our Gromov-Hausdorff condition we have that 1 + δ > Dα > 1 − δ, at least for sα > rx/10. Let
us observe the ball inclusions given by
B10−1sα(xα), B10−1sα+1(xα+1) ⊆ B4−1sα(xα) ⊆ Wx . (5.96)
In particular, if we consider the function f = |〈∇ua,∇ub〉 − δab| then we can apply Lemma 5.91 in order
to conclude ∣∣∣∣
?
B20−1sα (xα)
f −
?
B20−1sα+1 (xα+1)
f
∣∣∣∣ ≤ C(n)sα
?
B4−1sα (xα)
|∇ f | ,
≤ C(n)sα
?
B4−1sα (xα)
|∇2u| ,
≤ C(n)s1−nα
∫
Wx∩Asα/10,10sα (x)
|∇2u| . (5.97)
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In particular, for every sα > rx/10 we can sum in order to obtain the estimate∣∣∣∣
?
B20−1sα (xα)
f −
?
B20−1 (x0)
f
∣∣∣∣ ≤ C(n) ∑
sα>rx/10
s1−nα
∫
Wx∩Asα/10,10sα (x)
|∇2u|
≤ C(n)
∫
Wx
r1−nh |∇2u| . (5.98)
Since u : B2(p) → Rn−4 is a δ-splitting we have for δ < δ(ǫ) that∣∣∣∣
?
B20−1 (x0)
f
∣∣∣∣ ≤ 10−2ǫ , (5.99)
which by combining with our previous estimates therefore gives us?
B20−1sα (xα)
∣∣∣〈∇ua,∇ub〉 − δab∣∣∣ ≤ 10−2ǫ +C(n)
∫
Wx
r1−nh |∇2u| , (5.100)
for all sα > rx/10.
Now in order to finish the proof we will again apply Lemma 5.91. Indeed, let us fix r > rx and pick sα
such that |sα − r| is minimized. Then by applying Lemma 5.91 we have the estimate∣∣∣∣
?
B20−1sα (xα)
∣∣∣〈∇ua,∇ub〉 − δab∣∣∣ −
?
Br(x)
∣∣∣〈∇ua,∇ub〉 − δab∣∣∣ ∣∣∣∣ ,
≤ C(n)r
?
B2r(x)
|∇ f | ≤ C(n)r
?
B2r(x)
|∇2u| . (5.101)
But if we apply the scale invariant estimate of Theorem 5.36 with ǫ′ = C(n)−210−2ǫ2 then we obtain the
estimate ∣∣∣∣
?
B20−1sα (xα)
∣∣∣〈∇ua,∇ub〉 − δab∣∣∣ −
?
Br(x)
∣∣∣〈∇ua,∇ub〉 − δab∣∣∣ ∣∣∣∣ ≤ 10−1ǫ . (5.102)
Combining this with our previous estimates gives us our desired estimate?
Br(x)
∣∣∣〈∇ua,∇ub〉 − δab∣∣∣ ≤ ǫ +C(n)
∫
Wx
r1−nh |∇2u| , (5.103)
as claimed. 
5.6. µ-Splitting Estimates and Proof of Theorem 5.2. In this subsection we now build the ingredients
required to finish the proof of Theorem 5.2.
5.6.1. µ-Maximal Function Estimates. We begin in this subsection by studying a maximal function defined
with respect to the µ-measure. This will be used in the next subsection to define for us our bilipschitz set of
center points. Our main result for this subsection is the following:
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Proposition 5.104. Let (Mn, g, p) satisfy Vol(B1(p)) > v > 0. Then for every ǫ, B > 0 and τ < τ(n) if
δ, δ′ ≤ δ(n, ǫ, B, τ, v) is such that assumptions (S1)-(S4) of (5.1) hold, then if we define the µ-supported
maximal function mu : C → R+ by
m(x) ≡ sup
rx≤r≤1
(?
Br(x)
∣∣∣〈∇ua,∇ub〉 − δab∣∣∣ + r2
?
Br(x)
∣∣∣∇2u∣∣∣2
)
,
then we have the estimate ∫
B1
m(x) dµ(x) < ǫ . (5.105)
Remark 5.106. The hessian part of the estimate is a consequence of Theorem 5.36. Therefore it is the
gradient aspect of the above estimate which is the challenging part of the Theorem.
In order to prove the Proposition we need a lemma which relates integrals over wedge regions to integrals
over neck regions. Precisely:
Lemma 5.107. Let (Mn, g, p) satisfy Vol(B1(p)) > v > 0 with τ < τ(n) and δ, δ′ ≤ δ(n, B, τ, v) such that
assumptions (S1)-(S4) of (5.1) hold. Then for f : B2 → R+ a nonnegative function then we can estimate∫
B1
( ∫
Wx
r4−nh f
)
dµ ≤ C(n, B)
∫
N10−3
f . (5.108)
Remark 5.109. This is essentially an effective version of a Fubini type theorem.
Proof. We have by Lemma 3.11 that rh(y) ≥ C(n)dC(y). Hence, we only need to estimate
∫
B1
( ∫
Wx
d4−n
C
f
)
dµ.
Moreover, since Wx ⊂ N10−2 we can assume without loss that supp f ⊂ N10−3 . Let si = 10−i. We rewrite
the integral in the following manner.
∫
B1(p)
∫
Wx
d4−n
C
(y) f (y) dµ(x)dy =
∫
B1(p)
∞∑
i=0
∫
Wx∩{si+1≤dC(y)≤si}
d4−n
C
(y) f (y) dµ(x)dy (5.110)
≤
∞∑
i=0
s4−ni+1
∫
B1(p)
∫
Wx∩{si+1≤dC(y)≤si}
f dµ(x)dy.
Let χi(x, y) be a function on M × M such that χi(x, y) = 1 if y ∈ Wx ∩ {si+1 ≤ dC(y) ≤ si}, otherwise
χi(x, y) = 0. By Fubini theorem and Ahlfor’s assumption on the measure µ, we have∫
B1(p)
∫
Wx∩{si+1≤dC≤si}
f dµ(x)dy =
∫
B1(p)
∫
{si+1≤dC(y)≤si}
χi(x, y) f (y) dµ(x)dy (5.111)
=
∫
{si+1≤dC≤si}
f (y)dy
∫
B2(p)
χi(x, y)dµ(x)
≤
∫
{si+1≤dC≤si}
f (y)µ(B3si(y))dy ≤ C(n, B)sn−4i
∫
{si+1≤dC≤si}
f (y)dy .
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Combining with the previous computation we obtain
∫
B1(p)
∫
Wx
d4−n
C
f dµ ≤
∞∑
i=0
C(n, B)
∫
{si+1≤dC≤si}
f (y) dy ≤ C
∫
f ≤ C
∫
N10−3
f . (5.112)

We are now in a position to prove Proposition 5.104:
Proof of Proposition 5.104. Let us consider the two maximal functions
m1(x) ≡ sup
rx≤r≤1
?
Brx (x)
∣∣∣〈∇ua,∇ub〉 − δab∣∣∣ ,
m2(x) ≡ sup
rx≤r≤1
r2
?
Brx (x)
∣∣∣∇2u∣∣∣2 . (5.113)
We clearly have the estimate m(x) ≤ m1(x) + m2(x), so it is enough to estimate each of these individually.
Let us begin by estimating m2(x). By applying the scale invariant estimates of Theorem 5.36 with 12 B−1ǫ
we have for every x ∈ C and rx ≤ r ≤ 1 the pointwise estimate
r2
?
Brx (x)
∣∣∣∇2u∣∣∣2 < B−1 ǫ
2
, (5.114)
and hence we clearly have the much weaker estimate∫
B1
m2(x) dµ =
∫
B1
sup
rx≤r≤1
r2
?
Brx (x)
∣∣∣∇2u∣∣∣2 < ǫ
2
. (5.115)
The more challenging part of the Proposition is therefore the gradient estimate of m1(x). To deal with
this we apply Theorem 5.89 with 14 B
−1ǫ in order to see that for every x ∈ C and rx ≤ r ≤ 1 we have the
pointwise estimate ?
Br(x)
∣∣∣〈∇ua,∇ub〉 − δab∣∣∣ < 14 B−1ǫ +C(n, v)
∫
Wx
r1−nh |∇2u| , (5.116)
which of course gives the maximal function estimate
m1(x) < 14 B
−1ǫ +C(n, v)
∫
Wx
r1−nh |∇2u| . (5.117)
Now if we apply Lemma 5.107 we can then estimate∫
B1
m1(x) dµ < 14ǫ +C(n, v)
∫
B1
( ∫
Wx
r1−nh |∇2u|
)
dµ ,
≤ 1
4
ǫ +C(n, v, B)
∫
N10−3
r−3h |∇2u| . (5.118)
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To finish the proof let us now apply Theorem 5.55 with constant ǫ′ = C(n, v, B)−1 14ǫ in order to conclude∫
B1
m1(x) dµ ≤ 14ǫ +C(n, v, B)
∫
N10−3
r−3h |∇2u| ,
≤ 1
4
ǫ +
1
4
ǫ =
1
2
ǫ . (5.119)
Combining this with our estimates on m2(x) finishes the proof. 
5.6.2. Proof of Theorem 5.2 for Smooth Manifolds. Now equipped with Proposition 5.104 we are now in a
position to finish the proof of Theorem 5.2 in the case when X = M is a smooth manifold. Indeed, let us
pick δ, δ′ < δ(n, v, τ, B, ǫ) such that Proposition 5.104 holds with (ǫ′)2, where ǫ′ = ǫ′(n, B, ǫ) will be chosen
later. That is, we have the estimate ∫
B1
m(x) dµ(x) < (ǫ′)2 , (5.120)
where
m(x) ≡ sup
rx≤r≤1
(?
Brx (x)
∣∣∣〈∇ua,∇ub〉 − δab∣∣∣ + r2
?
Brx (x)
∣∣∣∇2u∣∣∣2
)
.
Let us now define Cǫ ⊆ C ∩ B1 to be the subset such that
Cǫ ≡ {x ∈ C ∩ B1 : m(x) < ǫ′} . (5.121)
Notice that because of our integral estimate on m(x) a weak L1 argument gives us for ǫ′ < ǫ′(n, B, ǫ) that
µ
((
C ∩ B1
) \ Cǫ) < ǫ . (5.122)
Let us now see that u : Cǫ → Rn−4 is a 1+ ǫ-bilipschitz map. Indeed, let us take x, y ∈ Cǫ and let r = d(x, y).
Now simply because we are in a (δ, τ)-neck we already know that B2r(x) is δr-Gromov Hausdorff close to
R
n−4 ×C(S 3/Γ). However, what we gain by our assumption that m(x) < ǫ′ is that by theorem 2.21 we have
that we can take u to be the Rn−4 part of our Gromov-Hausdorff map. More precisely, for ǫ′ ≤ ǫ′(n, ǫ) we
have that
(u, πu) : B2r(x) → Rn−4 × u−1(x) , (5.123)
is itself a 10−1ǫr-GH map, where πu is the projection to the level set u−1(x). Combining these points tells us
that u−1(x), with the restricted metric, is 12ǫr-GH close to C(S 3/Γ), and in particular we then have that
u : B 1
2 ǫr
(
Lx,2r
) → Rn−4 , (5.124)
is itself a ǫr-GH map, where recall Lx,2r is the effective singular set as defined in Definition 3.1. But since
x, y ∈ C ∩ Br(x) ⊆ Bδr(Lx,2r) this is precisely the statement that∣∣∣|u(x) − u(y)| − d(x, y)∣∣∣ ≤ ǫr . (5.125)
But recall our choice of scale was that r = d(x, y), and therefore we have shown the desired bilipschitz
estimate of u on Cǫ , which finishes the proof of Theorem 5.2. 
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5.6.3. Proof of Theorem 5.2 for General Limit Spaces. We wish to now use a relatively straight forward
limiting argument based on the neck approximation of Theorem 3.19 in order to conclude the proof of
Theorem 5.2 for general limit spaces Mnj → X.
Thus let ǫ′ << ǫ, which will later be fixed so that ǫ′ = ǫ′(n, τ, ǫ), and let 2δ, 2δ′ be the corresponding
constants so that Theorem 5.2 holds on smooth manifolds with ǫ′. If N ⊆ B2(p) is a (δ, τ)-neck region
with u : B4(p) → Rn−4 a δ′-harmonic splitting function, then by applying Theorem 3.19 let us consider a
sequence of neck regions N j → N which convergence in the sense of (1) → (4) of Theorem 3.19, and let
u j : B4(p j) → Rn−4 a sequence of δ′-splitting functions with u j → u uniformly. Let Cǫ, j ⊆ C j be a sequence
which satisfy the desired ǫ′-bilipschitz and measure estimates given by Theorem 5.2, and let us consider the
Hausdorff limit set Cǫ, j → Cǫ ⊆ C.
Note that Cǫ satisfies the desired ǫ-bilipschitz control of Theorem 5.2 since u j → u uniformly. To finish
the proof we need to understand measure estimates on µ(B1 \ Cǫ). However recall condition (4) of our neck
approximation Theorem, which tells us that if µ j → µ∞ then in particular µ ≤ C(n, τ)µ∞. Since B1(p) \ Cǫ
is an open set, we can conclude
µ(B1 \ Cǫ) ≤ µ∞(B1 \ Cǫ) ≤ lim inf µ j(B1 \ Cǫ, j) < C(n, τ)ǫ′ < ǫ , (5.126)
where in the last line we have taken ǫ′ < C(n, τ)−1ǫ, which finishes the proof. 
6. COMPLETING THE PROOF OF THEOREM 3.10
In this section we use the tools of Sections 4 and 5 in order to prove Theorem 3.10. The outline of this
section is as follows. In Section we will first prove the lower volume bound of Theorem 3.10.1. The proof
of this lower bound will depend on the discrete Reifenberg maps constructed in Section 3.3.6.1. In Section
6.2 we will then complete the proof the remaining statements of Theorem 3.10 in the case when we are on
a manifold by an inductive construction. Finally in Section 6.3 we will complete the remainder of the proof
by considering a general limit space.
6.1. Proof of Lower Ahlfor’s Regularity bound of Theorem 3.10.1. In this subsection we will prove the
lower Ahlfor’s regularity bound of Theorem 3.10.1. Without any loss of generality we can focus on proving
the lower bound
µ(B1(p)) > A(n)−1 > 0 , (6.1)
as it will be clear the verbatim construction will tackle a general ball. Therefore with δ′ << 1 small let us
consider a harmonic δ′-splitting function u : B4(p) → Rn−4. The proof of (6.1) is based on a discrete degree
type argument. More precisely, let us begin by defining the discrete ǫ10 -Reifenberg map
Φ : C → B2 , (6.2)
L2 CURVATURE BOUNDS ON MANIFOLDS WITH BOUNDED RICCI CURVATURE 57
given by Theorem 3.24. Note since both Φ and u are ǫ10 -GH maps, that after possibly composing u with an
orthogonal transformation we can assume |Φ− u| < 12ǫ. Let us denote C′ = C′0 ∪ C′+ ≡ Φ(C) ⊆ B2(0n−4), and
since Φ is biho¨lder by Theorem 3.24.1 we can consider the inverse mapping Φ−1 : C′ → C ⊆ B2(p). Let us
now compose this with the splitting function u in order to construct the map
F ≡ u ◦Φ−1 : C′ ⊆ Rn−4 → Rn−4 . (6.3)
Let us remark on some properties of the mapping F:
(1) |F − Id| < ǫ ,
(2) F(B10sx′ (x′)) ⊆ B20rx′ (F(x′)) for all x′ ∈ C′+,
where sx′ = sΦ(x) > 0 is as in Theorem 3.24.3. The first property follows from the combined Gromov-
Hausdorff behaviors of Φ and u, while the second property follows from Theorem 3.24.2 together with the
lipschitz bound |∇u| ≤ 1.
Now using Theorem 3.24.3 let us consider the covering of Rn−4 \ C′0 given by
R
n−4 \ C′0 ⊆ A 32 ,∞(0
n−4) ∪
⋃
x∈C+
Bsx
(
Φ(x)) = A 3
2 ,∞(0
n−4) ∪
⋃
x′∈C′
+
Bsx′
(
x′
)
. (6.4)
Let us consider a partition of unity φ ∪ {φx′ } with respect to this covering and then define the continuous
mapping G : Rn−4 → Rn−4 given by
G(y′) =

φ(y′) · Id(y′) +∑x′∈C′ φx′(y′)F(x′) if y′ ∈ Rn−4 \ C′0 ,
F(y′) if y′ ∈ C′0 .
Though we will not need it, it is not hard to check that G is a ho¨lder continuous map as well if the partition
{φx} is chosen with only a little care. Using the properties of F and Theorem 3.24 we can conclude the
following properties for G:
(1) |G − F| < 10ǫ sx′ on Bsx′ (x′) with x′ ∈ C′ ∩ B1,
(2) |G − Id| < 2ǫ,
(3) G(y′) = Id(y′) = y′ if y′ < B3(0n−4),
(4) G(Bsy′ (y′)) ⊆ B30ry′ (G(y′)) for all y′ ∈ C′+ ∩ B1.
The third condition above tells us that G is a degree one map from the ball B3 to itself, and in particular
we must have that G is onto. Combining with the second condition we in particular get that
G(B3/4) ⊇ B1/2(0n−4) . (6.5)
Further combining this with the first and second conditions this tells us that
B1/2(0n−4) ⊆ G(B3/4) ⊆ G( ⋃
x′∈C′∩B7/8
Bsx′ (x′)
) ⊆ ⋃
x′∈C′
+
∩B7/8
B30rx′ (G(x′)) ∪
(G(C′0) ∩ B7/8) . (6.6)
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But this immediately leads to the estimate
µ(B1) =
∑
x∈C+∩B1
rn−4x + λ
n−4(
C0 ∩ B1
) ≥ ∑
x′∈C′∩B7/8
rn−4x′ + λ
n−4(G(C′0) ∩ B7/8
)
= C(n)
∑
x′∈C′∩B7/8
(30rx′ )n−4 + λn−4
(
G(C′0) ∩ B7/8
)
≥ C(n)Vol
( ⋃
x′∈C′∩B7/8
B30rx′ (G(x′)) ∪ (G(C′0) ∩ B7/8)
)
≥ C(n)Vol
(
B1/2(0n−4)
)
≡ A(n)−1 , (6.7)
where we have used in the first line that |∇u| ≤ 1 in order to conclude λn−4(C0 ∩ B1) ≥ λn−4(u(C0 ∩ B1)) =
λn−4
(
G
(
C′0 ∩ B1
)) ≥ λn−4(G(C′0) ∩ B7/8
)
. This completes the proof of the lower volume bound. 
6.2. Induction Scheme and Proof of Theorem 3.10 on a Manifold. Let us now focus our attention on
finishing the proof of Theorem 3.10 in the case when we are on a smooth manifold M. Let us begin by
making several observations. First, if M is a smooth manifold then we have that inf rx > 0, see Remark 3.5.
Therefore, as we have already shown the lower Ahlfor’s regularity bound we are left with just proving the
upper Ahlfor’s regularity of Theorem 3.10.1 and the L2 curvature estimate of Theorem 3.10.3. Additionally,
by Theorem 4.1 we have that the L2 estimate of Theorem 3.10.3 follows from the Ahlfor’s regularity of The-
orem 3.10.1, and thus we can focus in this subsection on only proving the upper Ahlfor’s regularity estimate.
Thus let us now outline our induction strategy. For α ∈ N let us consider the following statement:
(α) For x ∈ C with rx < r ≤ 2−α and B2r(x) ⊆ B2 we have µ(Br(x)) < A rn−4 .
Our strategy is to find A ≤ A(n, τ) such that we can prove statement (α) inductively. If we can prove the
inductive statement for α = 0 then we will have completed the theorem.
We need to begin with the base step of the induction process, and for that let us make the following
observation. We have already commented that our neck region N = B2 \ Brx (C+) contains only balls of
positive radius since we are on a manifold, and indeed since inf rx > 0 we even have the (ineffective) lower
bound
min rx > 2−α0 > 0 , (6.8)
for some α0 ∈ N sufficiently large. Therefore, we have that the inductive statement (α0) trivially holds,
since rx > 2−α0 for all x and thus there is no content to the statement.
Now let us assume we have proved the inductive statement (α + 1), and from that and the constructions
of Sections 4 and 5 we will prove the inductive statement (α). Thus for the remainder of this subsection let
x ∈ C with rx < r ≤ 2−α and B2r(x) ⊆ B2.
Let us first deal with the easy case and observe that if rx > 10−3r is relatively large compared to our ball
size, then we have both N ∩ B103r(x) ⊆ B103r(x) \ B10−6r(C) and that B103r(x) \ B10−6r(C) is δr-GH close to
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B103r \ B10−6r(Rn−4 × {0}) ⊆ Rn−4 ×C(S 3/Γ). Further, by the lipschitz condition (n4) we have for every ball
center xi ∈ C ∩ B103r(x) that ri > rx − 103δ r > 10−6r. Thus using the definition of µ we see that (α) trivially
holds when A(n, τ) is taken to be the maximal number of disjoint balls of radius 10−6τ2 that one can fit in
B2(0n−4).
Therefore we may assume that rx ≤ 10−3r without any loss, and our aim is to prove (α) for our ball Br(x).
The beginning point is to first prove a weaker estimate. Thus let y ∈ C ∩ B2r(x), and note by the lipschitz
condition (n4) of our neck region that ry < rx + 2δr < 10−2r. Now let us consider a radius ry < s ≤ r such
that B2s(y) ⊆ B2r(x). If s ≤ r2 then Bs(y) satisfies the hypothesis of (α) and therefore we have the upper
bound µ(Bs(y)) ≤ Asn−4. On the other hand, if s > r2 , then by a standard covering argument we may cover
Bs(y) ∩ C by at most C(n) balls {Br/4(xi)}. Since the hypothesis holds for each of the balls Br/2(xi) we can
estimate to get the strictly weaker estimate
(∗) µ(Bs(y)) ≤
∑
µ(Br/4(xi)) ≤ C(n)A( r4
)n−4 ≤ C(n)Asn−4 ≡ B(n, τ) sn−4 . (6.9)
In particular, we see that for every y ∈ C∩B2r(x) and ry < s such that B2s(y) ⊆ B2r(x) we have the weaker
estimate µ(Bs(y)) ≤ B sn−4.
In order to exploit this weaker estimate let us now observe that for δ′ > 0 we can choose δ ≤ δ(n, τ, δ′)
such that by theorem 2.21 there exists a (n − 4, δ′)-splitting
u : B8r(x) → Rn−4 . (6.10)
If we consider Theorem 5.2 then we see if δ, δ′ ≤ δ(n, τ, v, B, ǫ) = δ(n, τ, v, ǫ) then there exists a subset
Cǫ ⊆ C ∩ Br(x) such that
µ
((
C ∩ Br(x)) \ Cǫ) < ǫrn−4 ,
For all y, z ∈ Cǫ we have 1 − ǫ ≤
|u(y) − u(z)|
d(y, z) ≤ 1 + ǫ . (6.11)
But let us now consider the consequences of this estimate. Restricting to the set Cǫ we have that
{Bτ2rx (x)}x∈Cǫ are disjoint balls. However, using (6.11) this tells us that the image balls{
B10−1τ2rx (u(x))
}
x∈Cǫ ⊆ B2r(0n−4) , (6.12)
are also disjoint. But then we automatically get the packing estimate∑
x∈Cǫ
rn−4x = C(n, τ)
∑
x∈Cǫ
(
10−1τ2rx
)n−4 ≤ C(n, τ)Vol(∑
x∈Cǫ
B10−1τ2rx (u(x))
)
≤ C(n, τ)Vol
(
B2r(0n−4)
)
≤ C(n, τ)rn−4 ≡ 1
2
A(n, τ)rn−4 . (6.13)
But using the first estimate of (6.11) this then gives us
µ
(
Br(x)) ≤ µ(Cǫ) + ǫrn−4 = ∑
x∈Cǫ
rn−4x + ǫr
n−4 ≤ A(n, τ) rn−4 . (6.14)
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This proves the estimate (α) for Br(x), and since Br(x) was arbitrary this completes the inductive step of the
proof, and hence the proof of Theorem 3.10 itself. 
6.3. Proof of Theorem 3.10. Let us now consider the case of a general limit space Mnj → X. First observe
that by the neck approximation of Theorem 3.19 we can consider a sequence of neck regions N j ⊆ B2(p j)
such that N j → N in the sense of (1) → (4) of Theorem 3.19. In particular, if we consider the packing
measures µ j of N j then we may limit µ j → µ∞ so that
µ ≤ C(n, τ) µ∞ . (6.15)
In particular, by applying the results of the previous two subsections we can immediately conclude that the
measure µ satisfies the required Ahlfor’s regularity of Theorem 3.10.1.
Now if we apply Theorem 3.10.3 to each of the neck regions N j, then by observing that N j → N in
C1,α ∩ W2,p on all compact subsets, we immediately obtain the L2 estimate∫
N∩B1
|Rm|2 < ǫ , (6.16)
which finishes the proof of the L2 estimate of Theorem 3.10.3.
To finish the proof we need to prove Theorem 3.10.2, which is to say we need to see that C0 is rectifiable.
The main claim needed for this result is the following:
Claim: For each ǫ > 0 if δ < δ(n, τ, v, ǫ), then for x ∈ C with B2r(x) ⊆ B2 there exists a closed subset
Rǫ
(
Br(x)) ⊆ C0∩Br(x) such that Rǫ is bilipschitz to an open subset ofRn−4 and µ(Br(x)∩(C0 \Rǫ)) < ǫrn−4.
Indeed, for such a ball B2r(x) ⊆ B2 let us choose a δ′-splitting function u : B4r(x) → Rn−4, which for
δ < δ(n, δ′) exists by theorem 2.21. Using Theorem 5.2 we see that if δ′, δ < δ(n, τ, v, ǫ) then there exists a
subset Cǫ ⊂ C such that the restriction u : Cǫ → Rn−4 is uniformly bilipschitz and µ
(
Br(x) \Cǫ) < ǫrn−4. We
now define Rǫ ≡ C0 ∩ Cǫ , and see this is our desired set. 
To finish the proof is now a measure theoretic argument. Indeed, let {y j} ⊆ C0 be a countable dense subset
and let us consider the set
R ≡
⋃
B2r(y j)⊆B2: r∈Q
Rǫ(Br(y j)) . (6.17)
Clearly R ⊆ C0 is rectifiable, as it can be identified as a countable union of rectifiable sets. Notice that
because the sets Rǫ are closed we also have the identification
R =
⋃
B2r(y)⊆B2
Rǫ(Br(y)) , (6.18)
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so that it does not matter if we union over all points or scales or just some countable dense collection.
Now in order to conclude that C0 is rectifiable we need to see that µ(C0 \R) = λn−4(C0 \R) = 0. Thus let
us assume that C0 \ R has positive n − 4 Hausdorff measure. In particular, by standard arguments we have
that n − 4 a.e. point is a density point, which is to say that if λn−4(C0 \ R) > 0 then for some dimensional
constant ǫn > 0 and x ∈ C0 \ R there are radii ra → 0 such that
lim
λn−4
((C0 \ R) ∩ Bra(x))
rn−4a
> ǫn > 0 . (6.19)
But by taking ǫ < ǫn and using the definition of R we immediately arrive at a contradiction, and therefore
R ⊆ C0 is a full measure subset and C0 is rectifiable. This completes the proof of Theorem 3.10 
7. NECK DECOMPOSITION THEOREM
In this section we focus on decomposing our manifolds Mn into two basic type of pieces, namely neck
regions and ǫ-regularity regions with uniformly bounded curvature. The key aspect of this decomposition
will be our ability to control the number of pieces in this decomposition, a result which will depend heavily
on the results of Section 3 and is sharp. We begin with the decomposition in the case of smooth spaces:
Theorem 7.1 (Neck Decomposition). Let (Mni , gi, pi) → (X, d, p) satisfy Vol(B1(pi)) > v > 0 and the Ricci
bound |Rici| ≤ n − 1. Then for each δ > 0 we can write
B1(p) ∩R(X) ⊆
⋃
a
(
Na ∩ Bra
) ∪⋃
b
Brb(xb) ,
B1(p) ∩ S(X) ⊆
⋃
a
(
C0,a ∩ Bra
) ∪ ˜S (X) (7.2)
such that
(1) Na ⊆ B2ra(xa) are δ-neck regions.
(2) Brb(xb) satisfy rh(xb) > 2rb, where rh is the harmonic radius.
(3) C0,a ⊆ B2ra(xa) \Na is the singular set associated to Na.
(4) ˜S(X) is a singular set of n − 4 measure zero.
(5) ∑a rn−4a +∑b rn−4b + Hn−4(S(X)) ≤ C(n, v, δ).
The proof will require a series of covering arguments, where we will first decompose our ball B1(p) into
five types of pieces. Over the course of several subsections we will then break down these pieces until we
are left with only the two which appear in the theorem itself.
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7.1. Notation and Ball Decomposition Types. The proof of Theorem 7.1 will require multiple covering
steps and lemmas, where we will first decompose B1(p) into a much larger collection of balls, and then
proceed to recover those balls which are not either neck regions or smooth regions. In order to avoid as
much confusion as is reasonable, we will introduce in this subsection a variety of notation which will hold
throughout this section. In particular, we will introduce and discuss the various ball types which will appear.
Let us begin by introducing some notation which will play a role. Throughout the proof we have the
underlying constants δ and τ, however for rigor sake we will need several other constants floating around
that we can exploit. Throughout the proof these constants will eventually be fixed, however let us mention
that they will roughly behave as
0 < η(n, δ′, τ) << δ′(n, δ, τ) << δ << ǫ(n, τ) << τ << 1 . (7.3)
Let us now move to a distinct notational point. When studying a ball we will often be interested in how the
volume pinching behaves at any given point in comparison to a background reference value. This reference
value will be denoted by V , and in practice will typically be given by
V ≡ inf
y∈B1(p)
Vη−1(y) . (7.4)
Notice that it will be convenient to move up η−1-scales in our volume measurements. In addition to this, we
will be interested in those points which remain volume pinched after we drop many scales. Thus, let us also
define the sets
Eη(x, r) ≡ {y ∈ Br(x) : Vηr(y) < V + η} . (7.5)
Therefore Eη(x, r) represents those points of Br(x) whose value ratio has not increased to some definite
amount η more than our reference value. Using the cone splitting of theorem 2.11 this means that these are
the very 0-symmetric points of Br(x).
Equipped with this terminology, which will be used consistently throughout this section, let us now con-
sider the various ball types which will appear in the proof. The conventions below will allow us to keep
oriented throughout the proof of the various conditions we will be forced to consider. After defining the sets
carefully we will discuss in words their meaning:
(a) A ball Bra(xa) with subscript a will be such that there exists a (δ, τ)-neck region Na ⊆ B2ra(xa).
(b) A ball Brb(xb) with subscript b will be such that rb(xb) ≥ 2rb.
(c) A ball Brc(xc) with subscript c will be such that Vol
(
BδrdEη(xd, rd)
)
> ǫ δ4 rnd.
(d) A ball Brd(xd) with subscript d will be such that Vol
(
BδrdEη(xd, rd)
) ≤ ǫ δ4 rnd.
(e) A ball Bre(xe) with subscript e will be such that Eη(xe, re) = ∅, that is we have the volume jump
infy∈Bre (xe) Vηre(y) ≥ V + η.
(f) A ball Br f (x f ) with subscript f will be a typical ball for which we have no apriori knowledge of
additional structure.
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Of the various ball types above, only the first two take part in the final result of Theorem 7.1. Notice
also that the (c), (d) and (e) balls require a background parameter V in their definition. Let us maybe take a
moment to explain in words the import of these ball types which will appear in the proof. A c-ball is one for
which there is a lot of points which are volume pinched on many scales, from a n − 4 content point of view.
In particular, we will see by Theorem 7.8 that a c-ball is δ′-GH close to Rn−4 ×C(S 3/Γ), and therefore is a
ball for which we expect a neck region to exist on, though maybe it has not yet been built. A d-ball is one
for which, from a n − 4 content point of view, there are very few volume pinched points on that scale. On
the one hand this is bad in that we do not understand the geometry of d-balls, while on the other this makes
them easy to recover until we can get down to a scale we do understand. To explain the e-ball, let us now
note that the final proof of the decomposition theorem will be by an induction process, where we will induct
on the lower volume of the ball. Therefore, an e-ball is a ball for which the volume has increased by some
definite amount after dropping some scales, and thus we will be able to apply our inductive hypothesis to
deal with it. Finally, an f -ball is one for which we may know nothing. Typically, the f -balls will not appear
in the statements of results, but only in the proofs until we have categorized their behavior.
The next several subsections will consider a sequence of covering lemmas which will allow us to build
this final decomposition.
7.2. Cone Splitting and Codimension Four. In this subsection we prove a handful of preliminary results,
which will be used to eventually help fix the constants δ′ and η, in terms of τ and δ, throughout the proof.
Our first result in this direction is essentially a new viewpoint on the notion of conesplitting in [ChNa13].
Instead of trying to find independent points, we will instead measure the content of volume pinched points.
In general these two notions need not coincide, however in the case of cone-splitting it is not hard to see that
they do. The precise result is phrased in a manner most convenient for the applications of this section:
Theorem 7.6 (Content Cone-Splitting). Let (Mn, g, p) satisfy Vol(B1(p)) > v > 0 with 0 < δ, ζ ≤ δ(n, v)
and ǫ > 0. Then there exists η(n, v, δ, ǫ, ζ) > 0 such that if
(1) Ric ≥ −η,
(2) If V ≡ infB1(p) Vη−1(y) and Eη(p, 1) ≡ {y ∈ B1(p) : Vη(y) < V + η} satisfies
Vol
(
BδEη
)
> ǫ δk , (7.7)
then there exists q ∈ B1(p) such that Bζ−1(q) is (n − k, ζ2)-symmetric.
Proof. We will prove the result inductively on k. If k = n, then this just follows from Cheeger-Colding’s
metric cone theorem 2.10. Assume for k ≤ n that the theorem holds. We will prove the theorem for k − 1.
Assume we have Vol(BδEη) > ǫ δk−1 ≥ ǫ δk. Let ζ′ << ζ be fixed later. By induction, if η ≤ η(n, v, ζ′, δ, ǫ),
there exists q ∈ B1(p) such that Bζ′−1(q) is (n − k, ζ′2)-symmetric with respect to Lkζ′ . By GH-approximation
and a covering argument as in the proof of Proposition 4.3, it is easy to show Vol(B2δLkζ′∩B1(p)) ≤ C(n, v)δk.
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Thus for δ ≤ δ(n, v) small, we have Vol(BδEη \ B2δLkζ′) ≥ ǫ2δk−1. In particular, there exists z ∈ Eη \ BδLkζ′ .
For η small and metric cone theorem 2.10, we have Bζ′−1(z) is (0, ζ′2)-symmetric. By the cone-splitting of
theorem 2.11 and choosing ζ′ = ζ′(ζ, δ, n, v) small, we have that Bζ−1(q) is (n − k + 1, ζ2)-symmetric. Thus
we finish the inductive step of the proof. 
The main application of the above in this paper will be to the k = 4 case, under the assumption of a
two-sided bound on the Ricci curvature. In this case one can combine the above with the ǫ-regularity of
theorem 2.18 in order to conclude that a ball which is sufficiently n− 4-symmetric must actually be Gromov
Hausdorff close to Rn−4 × C(S 3/Γ), which is what will allow us to build our neck regions in subsequent
sections. Our precise result is the following:
Theorem 7.8. Let (Mn, g, p) satisfy Vol(B1(p)) > v > 0 with δ, ǫ > 0. Then for η ≤ η(n, v, δ, ǫ) with
V ≡ infB1(p) Vη−1 (y) and Eη(p, 1) ≡ {y ∈ B1(p) : Vη(y) < V + η}, if we have
|Rc| < η ,
Vol
(
BδEη
)
> ǫ δ4 , (7.9)
then either:
(1) We have that rh(p) > δ−1, or
(2) There exists q ∈ B1(p) such that Bδ−1(q) is pointed δ-GH close to Bδ−1(0n−4, yc) ⊆ Rn−4 × C(S 3/Γ),
where Γ ≤ O(4) is nontrivial and acts freely away from the origin with yc the cone point.
Proof. By Theorem 7.6 we have for η ≤ η(n, v, δ, τ, ǫ) that there exists q ∈ B1(p) such that B4δ−1(q) is δ-
Gromov Hausdorff close toRn−4×C(Z), where C(Z) is a cone metric space. Let us begin with the following:
Claim 1: For η ≤ η(n, v, δ) sufficiently small we have that Z = S 3/Γ is a smooth three manifold.
Indeed, assume this is not the case, then by applying Theorem 7.6 we have a sequence (Mnj , g j, q j)
such that Bδ−1j (q j) is δ j-GH close to R
n−4 × C(Z j), but we do not have that B4δ−1(q j) is δ-GH close to
R
n−4 × C(S 3/Γ). By passing to a limit we have that M j → X ≡ Rn−4 × C(Z∞). Let us first see that Z∞ is
a smooth manifold. Indeed, if Z∞ were not smooth, then we see that the singular set of X has codimension
at most three. However, by [ChNa15] the singular set of X is at most of codimension four, which tells us
that Z∞ is indeed smooth. Additionally, since η j → 0 we have that X is Ricci flat on its smooth component.
It is not difficult to check for a smooth manifold Z∞ that C(Z∞) is Ricci flat iff Z∞ has constant sectional
curvature 1, which in particular implies that Z∞ = S 3/Γ. Therefore for far enough in the sequence this
means we have that B4δ−1(q j) is δ-GH close to Rn−4 × C(S 3/Γ), which is a contradiction and so proves the
claim.
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Finally, to finish the proof we now distinguish between the cases when Γ is trivial or nontrivial. If Γ is
trivial then B4δ−1(q) is δ-GH close to Rn, which by theorem 2.18 implies rh(q) > 2δ−1, and so rh(p) > δ−1
as in case (1). On the other hand if Γ is nontrivial then this is exactly case (2), which finishes the proof. 
7.3. Weak c-Ball Covering. Now recall that the essence of a (δ, τ)-neck region N is that N is a smooth
region which on many scales looks like Rn−4 × C(S 3/Γ). In order to prove the decomposition of Theorem
7.1 with the sharp n−4 content estimates, it will be important to build neck regions which are in some sense
maximal. That is, if in the construction we dealt with neck regions which could be strictly enlarged, then it
might be possible to build the covering of Theorem 7.1 badly, so that the content estimates fail.
With this in mind, in the next two subsections we decompose a ball which begins with many points that
are volume pinched on many scales, which is to say we decompose a c-ball in the notation of Section 7.1.
The resulting decomposition will produce one large (δ, τ)-neck region, together with an n − 4 content of
smaller balls. The (δ, τ)-neck region will satisfy a form of maximal condition preventing it from being ex-
tended further down, and the remaining balls will be such that for most points there is a large drop in the
volume ratio.
Now this decomposition will take place over the next two subsections. The reason being is that in this
section we will first decompose a c-ball to produce one large weak neck region, as well as an n−4 content of
smaller balls. Then in the next subsection we will see how refine the weak neck region into a standard neck
region. Roughly, a weak neck region is one for which we may not have apriori control on how the balls in
the effective singular set vary. That is, the lipschitz condition of Definition 3.1.(n4) may fail. To make this
precise, let us define what we mean by a weak neck region:
Definition 7.10. We call ˜N ⊆ B2(p) a weak (δ, τ)-neck region if there exists a closed subset ˜C = ˜C0 ∪ ˜C+ =
˜C0 ∪ {xi} and a radius function r : ˜C → R+ with rx > 0 on ˜C+ and rx = 0 on ˜C0 such that ˜N ≡ B2 \ Brx (C)
satisfies
(n˜1) {Bτ2rx (x)} ⊆ B2(p) are pairwise disjoint.
(n˜2) For each rx ≤ r ≤ 1 there exists a δr-GH map ιx,r : Bδ−1r(0n−4, yc) ⊆ Rn−4 × C(S 3/Γ) → Bδ−1r(x),
where Γ ⊆ O(4) is nontrivial.
(n˜3) For each rx ≤ r with B2r(x) ⊆ B2(x) we have that Lx,r ≡ ιx,r(Br(0n−4) × {yc}) ⊆ Bτ(r+rx)(C).
Remark 7.11. For precision sake, a weak neck region not only eliminates the lipschitz condition of (n4), but
condition (n3) has changed slightly in order to accurately take this into account.
Remark 7.12. It is worth keeping an example in mind, as this clarifies the definition. Thus if one considered
Example 1.18 in the outline, then an example of a weak neck region is given by letting rx be any positive
function which is not necessarily lipschitz.
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That is, a weak neck region is one for which all the usual conditions of a neck region hold, except that
possibly the ball radii are not varying in a manner which has small lipschitz constant. The effect of this
is that it is possible there are nearby balls of uncontrollably different sizes. In practice, this will be quite
inconvenient for the analysis, and therefore in the next subsection we will see how to further refine the weak
(δ, τ)-neck constructed in this subsection into an actual (δ, τ)-neck. The main result of this subsection is the
following:
Proposition 7.13 (Weak c-Ball Covering). Let (Mni , gi, pi) → (X, d, p) satisfy Vol(B1(pi)) > v > 0 with
δ > 0 and 0 < ǫ, τ < τ(n), then for η ≤ η(n, v, δ, ǫ, τ) let us assume the following holds:
(1) |Ric| ≤ η,
(2) If V ≡ infB1(p) Vη−1(y) and Eη ≡ {x ∈ B1(p) : Vη(x) < V + η} then Vol
(
BδEη
)
> ǫ · δ4.
(3) rh(p) < 2.
then we can write B1 ⊆ C0 ∪ ˜N ∪
⋃
d Brd (xd), where
(a) ˜N = B2 \
(
C0 ∪
⋃
d Brd (xd)
)
is a weak (δ, τ)-neck region,
(d) For each d-ball Brd(xd) if Ed ≡ {x ∈ Brd(xd) : Vηrd (x) < V + η}, then we have Vol
(
BδrdEd
) ≤ ǫ · δ4 rnd.
Remark 7.14. Condition (2) above says that B1 is a c-ball, while condition (3) above says that B1 is not a
b-ball.
Proof. Let us consider δ′ ≡ δ3τ4. To prove the result we will build on B2(p) a sequence of weak (δ, τ)-necks
˜Ni, where each is a refinement of the last, with the eventual goal of arriving at a (δ, τ)-neck which cannot
be extended any further. Before discussing the inductive procedure for this construction, we need to build
the base neck region N1. Precisely, by conditions (2) and (3) we can, for η ≤ η(n, δ′, ǫ, τ), apply Theorem
7.8 to get that Bδ′−1(p) is δ′-GH close to Rn−4 × C(S 3/Γ). In particular, B2(p) is (n − 4, δ′)-symmetric with
respect to some L1 ≡ ι1(Rn−4 × {y0})∩ B2(p), where ι1 : Bδ′−1(0n−4, y0) ⊆ Rn−4 ×C(S 3/Γ) → Bδ′−1(p) is the
Gromov-Hausdorff map. Notice that L1 acts as an approximate singular set on the ball. Let us now consider
a covering
L
1 ⊆
⋃
Bτ·δ(x1f ) ⊆
⋃
Bδ(x1f ) , (7.15)
where x1f ∈ L1 and {Bτ2·δ(x1f )} is a maximal disjoint collection. We then define
˜N1 ≡ B2(p) \
⋃
Bδ(x1f ) , (7.16)
and it is easy to check that for η ≤ η(n, ǫ, τ, δ′) this is indeed a weak (δ, τ)-neck. Before moving on to the
inductive construction let us further separate the singular balls into a couple of better groups. To accomplish
this let us recall that for a ball Br(x) we can define the η-pinched subset Eη by
Eη(x, r) ≡ {y ∈ Br(x) : Vηr(y) < V + η} . (7.17)
Thus for each ball Bδ(x1f ) in our covering if we consider the pinched points Eη(x1f , δ) then we can consider
one of two cases:
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(c) Vol(Bδ·δEη(x1f , δ)) > ǫ δ4 δn,
(d) Vol(Bδ·δEη(x1f , δ)) ≤ ǫ δ4 δn.
Of course, in case (c) above we have that Bδ(x1f ) is a c-ball, while in case (d)-above we have that Bδ(x1f ) is a
d-ball. Therefore, let us break out balls into these two subsets and write
˜N1 ≡ B2(p) \
(⋃
c
Bδ(x1c) ∪
⋃
d
Bδ(x1d)
)
. (7.18)
Now let us move on to discuss the inductive procedure for the construction of the weak (δ, τ)-necks ˜Ni.
Thus, let us assume we have constructed the weak (δ, τ)-neck ˜Ni given by
˜N
i ≡ B2(p) \
(⋃
c
Bδi(xic) ∪
⋃
j≤i
⋃
d
Bδ j(x jd)
)
, (7.19)
such that the following additional conditions hold:
i.1 Each c-ball Bδi(xic) satisfies Vol
(
Bδ·δiEη(xic, δi)
)
> ǫ δ4 (δi)n.
i.2 Each d-ball Bδ j(x jd) satisfies the volume condition Vol
(
Bδ·δ jEη(x jd, δ j)
) ≤ ǫ δ4 (δ j)n.
i.3 For each d-ball Bδ j(x jd) there exists a ball Bδ j−1(y) which satisfies condition (c) with x
j
d ∈ Bδ j−1(y).
i.4 Every c-ball has radius δi.
We therefore wish to build a weak (δ, τ)-neck ˜Ni+1 which satisfies (i+ 1).1-(i+ 1).4. In order to build this
weak neck region we must therefore break apart the c-balls in our covering. More precisely, for each ball
Bδi(xic) let ιic : Bδi(0n−4, y0) ⊆ Rn−4×C(S 3/Γ) → Bδi(xic) be a pointed δ′δi-GH map with Lic ≡ ιic
(
R
n−4×{y0}
)
the approximate singular set for which the ball is (n−4, δ′)-symmetric with respect to. Then we can consider
the total approximate singular set on scale δi given by
L
i ≡
⋃
c
L
i
c . (7.20)
Let us now consider a collection of balls {Bδi+1(xi+1f )} such that
L
i \
⋃
j≤i
B2τ2·δ j(x jd) ⊆
⋃
f
Bδi+1(xi+1f ) ,
xi+1f ∈ Li \
⋃
j≤i
B2τ2·δ j(x jd) ,
{
Bτ2·δi+1(xi+1f )
}
are disjoint . (7.21)
Now each ball {Bδi+1(xi+1f )} is either a c ball which satisfies Vol(Bδ·δi+1Eη(xi+1f , δi+1)) > ǫ δ4 (δi+1)n, or is a
d-ball which satisfies the converse inequality Vol(Bδ·δi+1Eη(xi+1f , δi+1)) ≤ ǫ δ4 (δi+1)n. Thus we can separate
the balls into these two types by
{
Bδi+1(xi+1f )
}
=
{
Bδi+1(xi+1c )
}
c ∪
{
Bδi+1(xi+1d )
}
d . (7.22)
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This allows us to define the region ˜Ni+1 by
˜N
i+1 ≡ B2(p) \
(⋃
c
Bδi+1(xi+1c ) ∪
⋃
j≤i+1
⋃
d
Bδ j(x jd)
)
. (7.23)
It is easy to check from the construction that for δ′ ≤ δ3τ4 this is indeed a weak (δ, τ)-neck which satisfies
(i + 1).1-(i + 1).4, as required.
Now to finish the proof of the Proposition let us consider the closed discrete sets Cic ≡
⋃
c{xic} and note
by construction that Ci+1c ⊆ Bδi(Cic). Therefore we can define the Hausdorff limit
C0 = lim
i→∞
C
i+1
c . (7.24)
Taking the weak neck regions ˜Ni and letting i → ∞ we see we arrive at a weak neck region
˜N ≡ B2(p) \
(
C0 ∪
⋃
j
⋃
d
Bδ j(x jd)
)
, (7.25)
which finishes the construction of the weak neck region. 
7.4. Strong c-Ball Covering and Construction of Maximal Neck Regions. In this subsection we produce
our more refined covering of a c-ball, which produces an actual (δ, τ)-neck. Our precise theorem for this
subsection is the following:
Proposition 7.26 (c-Ball Covering). Let (Mni , gi, pi) → (X, d, p) satisfy Vol(B1(pi)) > v > 0 with δ > 0 and
0 < ǫ, τ < τ(n), then for η ≤ η(n, v, δ, ǫ, τ) let us assume the following holds:
(1) |Ric| ≤ η,
(2) If V ≡ infB1(p) Vη−1(y) and Eη ≡ {x ∈ B1(p) : Vη(x) < V + η} then Vol
(
BδEη
)
> ǫ · δ4.
(3) rh(p) < 2.
then we can write B1 ⊆ C0 ∪N ∪
⋃
b Brb(xb) ∪
⋃
c Brc(xc) ∪
⋃
d Brd (xd) ∪
⋃
e Bre(xe), where
(a) N = B2 \
(
C0 ∪
⋃
b Brb(xb) ∪
⋃
c Brc(xc) ∪
⋃
d Brd (xd) ∪
⋃
e Bre(xe)
)
is a (δ, τ)-neck region,
(b) For each b-ball Brb(xb) we have rh(xb) > 2rb,
(c) For each c-ball Brd(xc), if Ec ≡ {x ∈ Brc(xc) : Vηrc(x) < V + η}, then we have Vol
(
BδrcEc
)
> ǫ · δ4 rnc .
(d) For each d-ball Brd (xd), if Ed ≡ {x ∈ Brd(xd) : Vηrd (x) < V +η}, then we have Vol
(
BδrdEd
) ≤ ǫ ·δ4 rnd.
(e) For each e-ball Bre(xe), if Ee ≡ {x ∈ Bre(xe) : Vηre (x) < V + η}, then we have that Ee = ∅.
Further, we have the content bounds∑
xb∈B3/2
rn−4b +
∑
xd∈B3/2
rn−4d +
∑
xe∈B3/2
rn−4e < C(n, τ) ,
∑
xc∈B3/2
rn−4c < C(n, τ)ǫ . (7.27)
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Proof. Let us begin the proof by applying Proposition 7.13 with (δ′, τ) where δ′ ≤ δ4τ4 in order to get a
covering
B1 ⊆ ˜C0 ∪ ˜N ∪
⋃
d∈ ˜C+
Br˜d(x˜d) , (7.28)
where ˜N ≡ B2 \ ˜C0 ∪
⋃
˜C+
Br˜d(x˜d) is a weak (δ′, τ)-neck region, and Br˜d (x˜d) are all d-balls with respect to η′
as given from Proposition 7.13. We will eventually pick our η << η′.
Now since ˜N is a weak neck region, we have in particular that the collection of balls {Bτ2r˜d (x˜d)} are all
disjoint. Now let us define the following radius function:
ry ≡

δ2τ3r˜d if y ∈ Bτ3 r˜d (x˜d) ,
δ2 d(y, ˜C) if y < ⋃ Bτ3 r˜d (x˜d) .
Let us note that we have the gradient bound |∇ry | ≤ δ2, and if y ∈ Br˜d(x˜d) then ry ≤ δ2r˜d.
In order to build our new covering let us make several observations. To begin with for each y ∈ B2
let y˜ ∈ ˜C denote the center point which minimizes d(y, ˜C). Recalling from Definition 3.1 that Lx,r =
ιx,r
(
Br(0n−4) × {yc}
)
is the effective singular set on Br(x), we define the set
˜S ≡ {y ∈ B2 : y ∈ Bδ2ryLy˜,2τ−1ry} , (7.29)
which is roughly to say that ˜S are the set of points which belong to the effective singular set on their own
scale ry. Our first claim, which is immediate once you untangle the constants in the definition of ˜S, is that
points of ˜S look very close to Rn−4 ×C(S 3/Γ) at scales bigger than ry. Precisely,
Claim: Let y ∈ ˜S with δ′ ≤ δ′(n, v, τ, δ). Then for all ry < r ≤ 2 we have that Bδ−1r(y) is pointed δr-GH
close to Bδ−1r(0n−4, yc) ⊆ Rn−4 ×C(S 3/Γ). 
Let us now consider the covering of ˜S given by
˜S ⊆ ˜C0 ∪
⋃
y∈ ˜S
Bry(y) , (7.30)
and let {Bri(yi)} be a maximal Vitali subcovering such that {Bτ2ri(yi)} are disjoint. If we define
N ≡ B2 \ ˜C0 ∪
⋃
i
Bri(yi) , (7.31)
then it follows fairly easily from the previous remarks that N is a (δ, τ)-neck region. By applying Theorem
3.10 we even get the estimate
Hn−4( ˜C0) +
∑
xi∈B3/2
rn−4i ≤ C(n, τ) . (7.32)
Now certainly each ball Bri(xi) is either a (a) → (e) ball, and therefore we can write{
Bri(xi)
}
=
{
Bra(xa)
}
a
∪
{
Brb(xb)
}
b
∪
{
Brc(xc)
}
c
∪
{
Brd(xd)
}
d
∪
{
Bre(xe)
}
e
. (7.33)
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The crucial aspect of the proof which is left is to show that we have the estimate∑
xc∈B3/2
rn−4c ≤ C(n, τ)ǫ , (7.34)
which is to say that the c-balls have small content. In order to see this let us begin by observing that by the
definition of ry and since ˜N is a weak (δ′, τ)-neck we have the covering
˜S ⊆ ˜C0
⋃
d
Bτr˜d (x˜d) . (7.35)
Using Theorem 3.10 we have that µ ≡ ∑ rn−4i δxi , which is the packing measure associated to the neck region
N, is a doubling measure. In particular, since {Bτ2 r˜d (x˜d)} are disjoint this gives us∑
x˜d∈B5/3(p)
r˜n−4d ≤ C(n, τ)
∑
x˜d∈B5/3(p)
µ(Br˜d(x˜d)) ,
≤ C(n, τ)
∑
x˜d∈B5/3(p)
µ(Bτ2r˜d (x˜d)) ,
≤ C(n, τ)µ(B7/4) ≤ C(n, τ) . (7.36)
Now for each ball Br˜d(x˜d) let us consider the set
C
˜d ≡ {xi ∈ C ∩ Bτr˜d(x˜d) : s.t. Bri(xi) is a c-ball} . (7.37)
The following is our main claim about this set:
Claim: We have the estimate µ(C
˜d) ≤ C(n, τ)ǫ r˜n−4d .
In order to prove the claim let us first note that if xi ∈ C ˜d then ri < δ2r˜d and thus Bri(xi) ⊆ Br˜d (x˜d). Let us
also observe that if xi ∈ C ˜d then there exists yi ∈ Bri(xi) such that Vηri(yi) < ¯V + η. Then yi ∈ E ˜d,η′ , hence
B10−1δr˜d (xi) ⊂ B5−1δr˜d (yi), and therefore we have B10−1δr˜d (xi) ⊆ Bδr˜dE ˜d,η′ . Thus, let us choose a maximal
collection of balls {Bδr˜d(x′i )}N
′
1 with x
′
i ∈ C ˜d such that {B10−1δr˜d (x′i)} are disjoint. Note then that because
Br˜d(x˜d) is a ˜d-ball and since B10−1δr˜d (x′i ) ⊆ Bδr˜dE ˜d,η′ we have the estimate
N′δnr˜nd ≤
∑
x′i
Vol(Bδr˜d (x′i)) ≤ C(n)
∑
Vol(B10−1δr˜d (x′i)) ≤ C(n)Vol
(
Bδr˜dE ˜d,η′
) ≤ C(n)ǫ · δ4r˜nd , (7.38)
so that we get the estimate N′ ≤ C(n)ǫδ4−n as a bound for the number of balls in the covering {Bδr˜d(x′i)}.
Using the Ahlfor’s regularity of Theorem 3.10 we can therefore estimate:
µ(C
˜d) ≤
N′∑
1
µ(Bδr˜d(x′i )) ≤ C(n, τ)δn−4 r˜n−4d N′ ≤ C(n, τ)ǫr˜n−4d , (7.39)
which finishes the proof of the Claim. 
Finally let us now consider the set
C ≡ {xi ∈ B3/2(p) : xi is a c-ball} , (7.40)
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then we can combine (7.36) with the previous claim and the Ahlfor’s regularity of Theorem 3.10 in order to
estimate ∑
xc∈B3/2
rn−4c ≤ C(n, τ)µ(C) ≤ C(n)
∑
x˜d∈B5/3
µ(C
˜d)
≤ C(n, τ)ǫ
∑
x˜d∈B5/3
r˜n−4d ≤ C(n, τ)ǫ , (7.41)
which finishes the proof of the Proposition. 
7.5. Refinement of Balls with Less than Maximal Symmetries. In this subsection we will deal with balls
for which the set of volume pinched points has small n−4 content. That is, we will decompose the d-balls in
this subsection. In this case, we will simply recover our ball until we arrive at balls of other types. However,
what we will gain is that for the ball types of the new covering which are not regular balls, the content will
not only be bounded, it will be small. This is crucial, as otherwise there could be a pile of errors if one
were forced to continually cover in this manner. As we will see in subsequent sections, the smallness of the
content bound will allow us to produce a converging geometric series when considering these errors. The
main result of this subsection is the following:
Proposition 7.42 (d-ball Covering). Let (Mni , gi, pi) → (X, d, p) satisfy Vol(B1(pi)) > v > 0 with δ, τ > 0
and 0 < V ≤ infy∈B1(p) Vη−1 (y), then for ǫ ≤ ǫ(n, v), η ≤ η(n, ¯V, δ, ǫ, τ) let us assume the following holds:
(1) |Ric| ≤ η,
(2) If Eη ≡ {y ∈ B1(p) : Vη(y) < ¯V + η}, then Vol(BδEη) < ǫ · δ4.
then we can write B1 = ˜S ∪
⋃
b Brb(xb) ∪
⋃
c Brc(xc) ∪
⋃
e Bre(xe), where
(s) ˜S ⊆ S(X) and satisfies Hn−4( ˜S ) = 0.
(b) For each b-ball Brb(xb) we have rh(xb) > 2rb,
(c) For each c-ball Brc(xc), if Ec ≡ {y ∈ Brc(xc) : Vηrc (y) < ¯V + η} then Vol
(
BδrcEc
)
> ǫ · δ4rnc .
(e) For each e-ball Bre(xe), Ee ≡ {y ∈ Bre(xe) : Vηre (y) < ¯V + η} then Ee = ∅.
Further, we have the content estimates ∑b rn−4b +∑e rn−4e < C(n, δ) and ∑c rn−4c ≤ C(n, v)ǫ.
Proof. The procedure of the proof will be to iterate a certain covering construction and keep track of the
estimates. To illustrate this let us begin by considering a Vitali covering of B1(p) given by
B1(p) ⊆
⋃
f
Bδ(x1f ) , (7.43)
with {Bδ/10(x1f )} disjoint. Recall that for any ball Br(x) we can define the η-pinched subset Eη given by
Eη(x, r) ≡ {y ∈ Br(x) : Vηr(y) < V + η} . (7.44)
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In this way we wish to separate the balls {Bδ(x f )} into three types, depending on whether they are c-balls,
d-balls or e-balls based on the conditions:
(c) Vol(Bδ·δEη(x1f , δ)) > ǫ δ4δn,
(d) Vol(Bδ·δEη(x1f , δ)) ≤ ǫ δ4δn.
(e) Eη(x1f , δ) = ∅.
Thus, by breaking up the balls {Bδ(x f )} into these categories we can write our covering as
B1(p) ⊆
N1c⋃
c=1
Bδ(x1c) ∪
N1d⋃
d=1
Bδ(x1d) ∪
N1e⋃
e=1
Bδ(x1e) . (7.45)
Since B1(p) is itself a d-ball, we can use the Vitali condition of the covering and assumption (2) to
conclude by a standard covering argument that
N1e∑
e=1
δn−4 ≤ C(n, δ) ,
N1c∑
c=1
δn−4 +
N1d∑
d=1
δn−4 ≤ C(n, v)ǫ . (7.46)
This does not quite finish the Proposition because we still have a collection of d-balls in our covering,
therefore we must recover them. Let us remark that the only aspect about B1(p) used in the above covering
was that B1(p) was a d-ball which satisfied condition (2). Thus, for each d-ball Bδ(x1d) let us repeat this
covering process just introduced for B1(p). If we do this for every d-ball then we arrive at the covering
N1d⋃
d=1
Bδ(x1d) ⊆
N2c⋃
c=1
Bδ2(x2c) ∪
N2d⋃
d=1
Bδ2(x2d) ∪
N2e⋃
e=1
Bδ2(x2e) , (7.47)
such that we have the estimates
N2d∑
d=1
(δ2)n−4 ≤ C(n, v)ǫ
N1d∑
d=1
δn−4 ≤ (C(n, v)ǫ)2 ,
N2c∑
c=1
(δ2)n−4 ≤ C(n, v)ǫ
N1d∑
d=1
δn−4 ≤ (C(n, v)ǫ)2 ,
N2e∑
e=1
(δ2)n−4 ≤ C(n, δ)
N1d∑
d=1
δn−4 ≤ C(n, δ) · C(n, v)ǫ . (7.48)
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Combining this with the original covering we obtain a covering of B1(p) given by
B1(p) ⊆
N1c⋃
c=1
Bδ(x1c) ∪
N1e⋃
e=1
Bδ(x1e) ∪
N2c⋃
c=1
Bδ2(x2c) ∪
N2d⋃
d=1
Bδ2(x2d) ∪
N2e⋃
e=1
Bδ2(x2e) ,
=
N2d⋃
d=1
Bδ2(x2d) ∪
⋃
j≤2
N jc⋃
c=1
Bδ j(x jd) ∪
⋃
j≤2
N je⋃
e=1
Bδ j(x je) , (7.49)
with
N2d∑
d=1
(δ2)n−4 ≤ (C(n, v)ǫ)2 ,
∑
j≤2
N jc∑
c=1
(δ j)n−4 ≤ C(n, v)ǫ + (C(n, v)ǫ)2 ,
∑
j≤2
N je∑
e=1
(δ j)n−4 ≤ C(n, δ)(1 +C(n, v)ǫ) . (7.50)
Of course, we may now proceed to cover the d-balls {Bδ2(x2d)} in the same manner once again. In fact, after
repeating this inductive covering i times we see we arrive at a covering
B1(p) ⊆
Nid⋃
d=1
Bδi(xid) ∪
⋃
j≤i
N jc⋃
c=1
Bδ j(x jc) ∪
⋃
j≤i
N je⋃
e=1
Bδ j(x je) , (7.51)
with the estimates
Nid∑
d=1
(δi)n−4 ≤ (C(n, v)ǫ)i ,
∑
j≤i
N jc∑
c=1
(δ j)n−4 ≤
∑
1≤ j≤i
(C(n, v)ǫ) j ,
∑
j≤i
N je∑
e=1
(δ j)n−4 ≤ C(n, δ)
∑
0≤ j≤i
(
C(n, v)ǫ) j . (7.52)
To finish the proof consider the closed discrete sets ˜Si =
⋃
d=1{xid}. Note that by construction we have
˜Si+1 ⊆ Bδi
(
˜Si
)
and we can use (7.52) to conclude the estimate
Vol(Bδi
(
˜S
i)) ≤ (C(n, v)ǫ)i(δi)4 . (7.53)
Taking the Hausdorff limit we can construct
˜S = lim
i→∞
˜S
i+1 , (7.54)
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and we arrive at the covering
B1(p) ⊆ ˜S ∪
⋃
j
⋃
c
Bδ j(x jd) ∪
⋃
j
⋃
e
Bδ j(x je) . (7.55)
Using (7.52), (7.53) and the inclusion ˜S ⊆ Bδi
(
˜Si
)
we see for ǫ ≤ ǫ(n, v) and 0 < r ≤ 1 that we get the
estimates
r−4Vol(Br( ˜S)) → 0 as r → 0 ,∑
j
∑
c
(δ j)n−4 ≤ C(n, v)ǫ ,
∑
j≤i
N je∑
e=1
(δ j)n−4 ≤ C(n, δ) , (7.56)
which finishes the proof of Proposition 7.42. 
7.6. Inductive Covering. In this subsection we combine the coverings of Proposition 7.13, and Proposition
7.42 into a geometric series of coverings in order to take a generic ball and produce from it a covering by
balls which are either necks, regularity regions, or for which the volume ratio increases by some definite
amount.
Let us start with the following lemma, which in terms of our ball notation will take a generic ball and
produce from it a collection of a-balls, b-balls, and e-balls. Combined with a modest additional recovering
argument this will allow us to prove the inductive covering proposition of this subsection. This in turn will
be used in the next section to prove the neck decomposition theorem itself. Let us begin with the following
lemma:
Lemma 7.57. Let (Mni , gi, pi) → (X, d, p) satisfy Vol(B1(p)) > v > 0 and |Ric| ≤ n − 1 with 0 < δ and
0 < τ ≤ τ(n) fixed constants and ¯V ≡ infy∈B1 Vη−1(y). Then there exists η(n, v, δ, τ) > 0 such that we can
write
B1 ⊆ ˜S ∪
⋃
a
(
C0,a ∪Na ∩ Bra
) ∪⋃
b
Brb(xb) ∪
⋃
e
Bre(xe) ,
where
(a) Na ⊆ B2ra(xa) is a (δ, τ)-neck region with associated singular set C0,a,
(b) For each b-ball Brb(xb) we have rh(xb) > 2rb,
(d) For each e-ball Bre(xe), if Ee ≡ {y ∈ Bre(xe) : Vηre < V + η}, then Ee = ∅.
(s) ˜S ⊆ S(X) with Hn−4( ˜S) = 0.
Further, we have the content bound ∑a rn−4a +∑b rn−4b +∑e rn−4e < C(n, τ, δ) and radius bound ra, rb, re ≤ η2.
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Proof. Let us pick η as in Propositions 7.13 and 7.42. Note first that we can cover B1(p) by the Vitali
covering
B1(p) ⊆
⋃
f
Bη2(x f ) , (7.58)
where {Bη2/10(x f )} are disjoint. Then by a standard covering argument there are at most C(n, τ, δ) balls in
this set. Therefore if we focus our covering on each of these balls individually, we may then take the union
and not effect the content bound by more than another factor.
Thus, by rescaling one of these balls to scale one and focusing on it, we can assume without loss of
generality that |Ric| ≤ η on B1(p). Now let us recall that for every ball Br(x) we can define the η-pinched
points Eη(x, r) by
Eη(x, r) ≡ {y ∈ Br(x) : Vηr(y) < V + η} . (7.59)
In our decomposition we want to first distinguish between whether B1(p) is a b-ball, c-ball, d-ball, or e-ball.
In the cases where it is either a b-ball or e-ball we are of course done, therefore we can assume B1(p) is
either a c-ball or d-ball. The handling of the two cases is almost verbatim, therefore we will assume B1(p)
is a c-ball. In this case, we can apply Proposition 7.13 in order to build the covering
B1 ⊆ C0 ∪N ∪
⋃
b
Brb(xb) ∪
⋃
c
Brc(xc) ∪
⋃
d
Brd(xd) ∪
⋃
e
Bre(xe) , (7.60)
where N ⊆ B2 is a (δ, τ)-neck and we have the content estimates∑
b
rn−4b +
∑
d
rn−4d +
∑
e
rn−4e ≤ C(n, τ) ,
∑
c
rn−4c ≤ C(n, τ)ǫ . (7.61)
What we have gained from the above is that the remaining c-balls have small n − 4-content. We will need
to remove both the c-balls and d-balls in this decomposition before the proof is complete. Let us first deal
with the rd-balls. Indeed, if we apply Proposition 7.42 to each d-ball Brd(xd) then we obtain the covering
B1(p) ⊆ ˜S ∪ C0 ∪N ∪
⋃
b
Brb(xb) ∪
⋃
c
Brc(xc) ∪
⋃
e
Bre(xe) , (7.62)
where ˜S =
⋃
d ˜Sd is a countable union of n− 4-measure zero sets, and thus itself has n− 4 measure zero. We
also now have the estimates ∑
c
rn−4c ≤ C(n, τ) · ǫ ,
∑
b
rn−4b +
∑
e
rn−4e ≤ C(n, τ) . (7.63)
Let us remark that our only original assumption to construct this covering was that B1(p) was a c-ball.
Therefore, we can repeat this construction on each c-ball Brc(xc) in order to build a covering
B1(p) ⊆ ˜S ∪
⋃
a
(
C0,a ∪Na ∩ Bra
) ∪⋃
b
Brb(xb) ∪
⋃
c
Brc(xc) ∪
⋃
e
Bre(xe) , (7.64)
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with the estimates ∑
a
rn−4a ≤ 1 +C(n, τ)ǫ ,
∑
c
rn−4c ≤
(
C(n, τ) · ǫ
)2
,
∑
b
rn−4b +
∑
e
rn−4e ≤ C(n, τ)
(
1 +C(n, τ)ǫ
)
. (7.65)
If we continue to recover the c-balls, then after i iterations we have the covering
B1(p) ⊆ ˜S ∪
⋃
a
(
C0,a ∪Na ∩ Bra
) ∪⋃
b
Brb(xb) ∪
⋃
c
Brc(xc) ∪
⋃
e
Bre(xe) , (7.66)
with the estimates
∑
a
rn−4a ≤
i∑
j=0
(
C(n, τ)ǫ
) j
,
∑
c
rn−4c ≤
(
C(n, τ) · ǫ
)i
,
∑
b
rn−4b +
∑
e
rn−4e ≤ C(n, τ)
i∑
j=0
(
C(n, τ)ǫ
) j
. (7.67)
Now we may consider the discrete sets ˜Sic
⋃
c{xic} and their Hausdorff limit ˜Sc = lim ˜Sic. Arguing as in
Proposition 7.42 we see for ǫ ≤ ǫ(n, τ) that Hn−4( ˜Sc) = 0. Combining this with our previous ˜S set we then
arrive at the covering
B1(p) ⊆ ˜S ∪
⋃
a
(C0,a ∪Na ∩ Bra
) ∪⋃
b
Brb(xb) ∪
⋃
e
Bre(xe) , (7.68)
which for ǫ ≤ ǫ(n, τ) satisfies
Hn−4( ˜S) = 0 ,∑
a
rn−4a ≤ 2 ,
∑
b
rn−4b +
∑
e
rn−4e ≤ C(n, τ) , (7.69)
which completes the proof of the Lemma. 
Let us now apply the above Lemma in order to prove the following corollary, which is the main result of
this section:
Proposition 7.70 (Inductive Covering). Let (Mni , gi, pi) → (X, d, p) satisfy |Ric| ≤ n−1 with V ≡ infy∈B1(p) V1 >
v > 0. Let us fix 0 < δ and 0 < τ ≤ τ(n), then there exists v0(n, v, δ, τ) > 0 such that we can write
B1 ⊆ ˜S ∪
⋃
a
(
C0,a ∪Na ∩ Bra
) ∪⋃
b
Brb(xb) ∪
⋃
v
Brv(xv) ,
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where
(a) Na ⊆ B2ra(xa) is a (δ, τ)-neck region with associated singular set C0,a,
(b) For each b-ball Brb(xb) we have rh(xb) > 2rb,
(d) For each v-ball Brv(xv), if Vv ≡ infy∈Bre Vre then Vv ≥ V + v0.
(s) ˜S ⊆ S(X) with Hn−4( ˜S) = 0.
Further, we have the content bound ∑a rn−4a +∑b rn−4b +∑v rn−4v < C(n, τ, δ).
Proof. This Proposition is very similar to the previous Lemma, we essentially need only one additional cov-
ering in order to deal with the fact that V here is coming from the volume pinching at scale one, instead of
scale η−1.
Now more precisely, let us begin by picking η as in Propositions 7.13 and 7.42 and let us cover B1(p) by
the Vitali covering
B1(p) ⊆
⋃
f
Bη2(x f ) , (7.71)
where {Bη2/10(x f )} are disjoint. By a standard covering argument we have that there are at most C(n, τ, δ)
balls in this collection. For each ball Bη2(x f ) let us apply Lemma 7.57 to find the covering given by
B1(p) ⊆
⋃
Bη2(x f ) ⊆ ˜S ∪
⋃
a
(
C0,a ∪Na ∩ Bra
) ∪⋃
b
Brb(xb) ∪
⋃
e
Bre(xe) , (7.72)
such that we have the content bounds ∑a rn−4a + ∑b rn−4b + ∑e rn−4e < C(n, τ, δ) and such that re ≤ η4. We
will see that these e-balls will be the v-balls of the Proposition with v0 defined appropriately. To see this, let
us be careful and note that the e-balls in this covering are with respect to one of the balls Bη2(x f ). Therefore
for each e-ball we have the estimate
inf
Bre (xe)
Vη2(y) ≥ infBη2 (x f )
Vη(y) + η ≥ inf
B(1+η2)(p)
V1(y) + η. (7.73)
In order to finish the proof let us notice the simple estimate
inf
B(1+η2)(p)
V1(y) ≥
Vol(B−11 )
Vol(B−1(1+η2))
inf
B1(p)
V1(y) > (1 − c(n)η2)V > V − 12η , (7.74)
where Vol(B−1r ) is the volume of the ball of radius r in hyperbolic space, and the last inequality holds for
η < η(n). Combining this with the previous inequality we arrive at the estimate
inf
Bre (xe)
Vη2(y) ≥ infB(1+η2)(p)
V1(y) + η ≥ V + 12η ≡ V + v0 , (7.75)
which finishes the proof of the Proposition. 
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7.7. Proof of Neck Decomposition of Theorem 7.1. In this subsection we finish the proof of the Neck
Decomposition Theorem. The proof will conclude by recursively applying the inductive covering of Propo-
sition 7.70 a finite number of times until we have our desired covering.
More precisely, let M satisfy the assumptions of the Theorem, and let V ≡ infB1(p) V1(y) > 0. Let us then
fix v0(n,V, δ, τ) as in Proposition 7.70. Then if we apply Proposition 7.70 we arrive at the covering
B1 ⊆ ˜S1 ∪
⋃
a
((C10,a ∪N1a) ∩ Br1a) ∪
⋃
b
Br1b (x
1
b) ∪
⋃
v
Br1v (x1v) , (7.76)
such that we have the content estimates∑
a
(r1a)n−4 +
∑
b
(r1b)n−4 +
∑
v
(r1v )n−4 < C(n,V, τ, δ) . (7.77)
and such that for each v-ball Br1v (x1v) we have
inf
B
r1v
(x1v )
Vr1v
(y) > V + v0 . (7.78)
Now let us observe that we may apply Proposition 7.70 to each v-ball Br1v (x1v) itself. In this case, we
obtain a new covering of B1(p) given by
B1 ⊆ ˜S1 ∪
⋃
a
((C10,a ∪N1a) ∩ Br1a) ∪
⋃
b
Br1b (x
1
b) ∪ ˜S2 ∪
⋃
a
((C20,a ∪N2a) ∩ Br2a) ∪
⋃
b
Br2b (x
2
b) ∪
⋃
v
Br2v (x2v) ,
=
⋃
j≤2
˜S
j ∪
⋃
j≤2
⋃
a
((C j0,a ∪N ja) ∩ Br ja) ∪
⋃
j≤2
⋃
b
B
r
j
b
(x jb) ∪
⋃
v
Br2v (x2v) , (7.79)
such that we have the content estimates∑
a
(r2a)n−4 +
∑
b
(r2b)n−4 +
∑
v
(r2v )n−4 < C(n,V, τ, δ)
∑
v
(r1v )n−4 ≤ C(n,V, τ, δ)2 , (7.80)
and such that for each v-ball Br2v (x2v) we have
inf
B
r2v
(x2v )
Vr2v
(y) > V + 2v0 . (7.81)
By continuing this scheme and applying Proposition 7.70 to the v-balls i times we arrive at a covering
B1 ⊆
⋃
j≤i
˜S
j ∪
⋃
j≤i
⋃
a
((C j0,a ∪N ja) ∩ Br ja)
⋃
j≤i
⋃
a
(
N
j
a ∩ Br ja
) ∪⋃
j≤i
⋃
b
B
r
j
b
(x jb) ∪
⋃
v
Briv(xiv) , (7.82)
such that we have the content estimates∑
j≤i
∑
a
(r ja)n−4 +
∑
j≤i
∑
b
(r jb)n−4 +
∑
v
(riv)n−4 ≤ C(n,V, τ, δ)i , (7.83)
and such that for each v-ball Briv(xiv) we have
inf
B
riv
(xiv)
Vriv
(y) > V + iv0 . (7.84)
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In order to finish the proof let us observe that if i > v−10 then there must be no v-balls, as in this case
infB
riv
(xiv) Vriv (y) > V + iv0 > 1, which is not possible. Thus for i > v−10 we have built our desired covering
and finished the proof of Theorem 7.1.
8. PROOF OF L2-CURVATURE ESTIMATE
In this short section we combine the neck region estimates of Theorem 3.10 with the neck decomposition
of Theorem 7.1 in order to finish the proof of Theorem 1.6. Indeed, for δ > 0 let us use Theorem 7.1 and
consider the covering
B1(p) ⊆
⋃
a
(
Na ∩ Bra
) ∪⋃
b
Brb(xb) , (8.1)
where Na ⊆ B2ra(xa) is a (δ, τ)-neck, rh(xb) ≥ 2rb, and∑
a
rn−4a +
∑
b
rn−4b < C(n, v, δ) . (8.2)
Now since the Ricci curvature is uniformly bounded, as in the remark after Definition 2.12 we have scale
invariant W2,2-estimates on the metric on Brb(xb). In particular, we have the estimate
r4−nb
∫
Brb (xb)
|Rm|2 < C(n) . (8.3)
On the other hand, if δ ≤ δ(n, v), then by Theorem 3.10 we have the scale invariant L2 estimate on each
neck region Na given by:
r4−na
∫
Na∩Bra
|Rm|2 < C(n) . (8.4)
Combining these estimates with the content estimate of (8.2) we get the estimate∫
B1(p)
|Rm|2 ≤
∑
a
∫
Na∩Bra
|Rm|2 +
∑
b
∫
Brb (xb)
|Rm|2
≤ C(n)
(∑
a
rn−4a +
∑
b
rn−4b
)
≤ C(n, v) , (8.5)
which completes the proof of Theorem 1.6. 
9. PROOF OF THEOREM 1.11
The proof relies on an improved Kato inequality.
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Claim: there exists η(n) > 0 and C(n) > 0 such that
|∇|Rm||2 ≤ (1 − η(n))|∇Rm|2 +C(n)|∇Ric|2 . (9.1)
Let first us assume the claim and prove the theorem. By direct computation and the Kato inequality, we have
∆
√
|Rm|2 + 1 = ∆|Rm|
2
2
√
|Rm|2 + 1
− |∇|Rm|
2|2
4(|Rm|2 + 1)3/2 (9.2)
≥ η(n)|∇Rm|
2√
|Rm|2 + 1
− C(n)|∇Ric|
2√
|Rm|2 + 1
−C(n)|Rm|2 + ∇
2Ric ∗ Rm√
|Rm|2 + 1
(9.3)
≥ η(n)|∇Rm|
2√
|Rm|2 + 1
−C(n)|∇Ric|2 −C(n)|Rm|2 + ∇
2Ric ∗ Rm√
|Rm|2 + 1
. (9.4)
where one can find an explicit formula of the quadratic term ∇2Ric∗Rm in Proposition 2.4.1 of [To]. Choose
a cutoff function φ as in [ChCo1] such that φ ≡ 1 on B1(p) and φ ≡ 0 outside B2(p) with |∇φ| + |∆φ| ≤ C(n).
Multiplying φ to (9.2) and integrating by parts, we have∫
B1(p)
|∇Rm|2√
|Rm|2 + 1
≤ C(n)
∫
B2(p)
(
|∇Ric|2 +
√
|Rm|2 + 1 + |Rm|2
)
. (9.5)
On the other hand, by Cauchy inequality, we have
∫
B1(p)
|∇Rm|4/3 ≤

∫
B1(p)
|∇Rm|2√
|Rm|2 + 1

2/3 (∫
B1(p)
(|Rm|2 + 1)
)1/3
. (9.6)
By the L2 curvature estimate of Theorem 1.6, we have proved Theorem 1.11 by assuming Claim.
Now we wish to prove the claim, which is essentially just a repeated application of the second Bianchi
identity. For any fixed y ∈ M, choose a normal coordinate such that |∇|Rm||(y) = ∂1|Rm|(y). Then at y, we
have
|∇|Rm|2| = |∂1|Rm|2| = 2|〈∇1Rm,Rm〉| ≤ 2

∑
i jkl
R2i jkl,1

1/2 
∑
i jkl
R2i jkl

1/2
. (9.7)
To prove the claim, it suffices to show (1+σ(n))∑i jkl R2i jkl,1 ≤ ∑i jklp R2i jkl,p+C(n)∑i jp Rc2i j,p for some dimen-
sional constant σ(n) and C(n). In fact, it suffices to show ∑i jkl R2i jkl,1 ≤ C(n)
(∑
i jkl
∑
p≥2 R2i jkl,p +
∑
i jp Rc2i j,p
)
:=
C(n)Ξ. Hence we only need to prove R2αβγδ,1 ≤ C(n)Ξ for any fixed α, β, γ, δ = 1, · · · , n.
Case 1: For α, β, γ, δ ≥ 2, then by second Bianchi identity and Cauchy inequality, we have
R2αβγδ,1 =
(
Rαβδ1,γ + Rαβ1γ,δ
)2 ≤ 2 (R2αβδ1,γ + R2αβ1γ,δ
)
≤ 2Ξ . (9.8)
Case 2: For α = 1 and β, γ, δ ≥ 2, then by second Bianchi identity and Cauchy inequality, we have
R21βγδ,1 =
(
(R1βδ1,γ + R1β1γ,δ
)2 ≤ 2 (R21βδ1,γ + R21β1γ,δ
)
≤ 2Ξ . (9.9)
Case 3: For α = δ = 1 and β, γ ≥ 2, then by Cauchy inequality, we have
R21βγ1,1 =
Rcβγ,1 −
∑
α≥2
Rαβγα,1

2
≤ n
Rc2βγ,1 +
∑
α≥2
R2αβγα,1
 ≤ n
Ξ + 2
∑
α≥2
Ξ
 ≤ n(2n − 1)Ξ , (9.10)
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where we have used the estimates in Case 1 to the second inequality.
Thus, by the symmetric relations of curvature tensor, we have proved R2αβγδ,1 ≤ C(n)Ξ. Hence, we
prove
∑
i jkl R2i jkl,1 ≤ C(n)
(∑
i jkl
∑
p≥2 R2i jkl,p +
∑
i jp Rc2i j,p
)
. This finishes the proof of the claim and then we
complete the proof of Theorem 1.11.
10. PROOF OF THEOREM 1.14
We now finish the proof of Theorem 1.14. To see that the singular set is n − 4 rectifiable we use the
singular neck decomposition of Theorem 7.1 in order to write
B1(p) ∩ S(X) ⊆
⋃
a
(
C0,a ∩ Bra
) ∪ ˜S δ(X) , (10.1)
where C0,a ⊆ B2ra is the singular set of a (δ, τ)-neck region Na ⊆ B2ra and ˜Sδ has n − 4 measure zero. Since
by Theorem 3.10 we have that each C0,a is rectifiable, we therefore have that S(X) is rectifiable as well, as
claimed.
In order to prove Hn−4(S(X)) < C(n, v), let us observe by Theorem 3.10 that for τ < τ(n) and δ < δ(n, v)
we have Hn−4(C0,a ∩ Bra) < C(n, v)rn−4a , and by Theorem 7.1 we have that
∑
rn−4a ≤ C(n, v, δ, τ) ≤ C(n, v).
Combining these we get the estimate
Hn−4(S(X) ∩ B1) ≤
∑
a
Hn−4(C0,a ∩ Bra) ≤ C(n, v)
∑
a
rn−4a ≤ C(n, v) , (10.2)
which proves the desired finiteness estimate.
Finally, let us show that n−4 a.e. tangent cone is unique and isometric toRn−4×C(S 3/Γ). Indeed, by the
neck decomposition we have for each δ < δ(n, v) that x ∈ S(X) \ ˜Sδ lives in some C0,a ∩ Bra , where C0,a is
the singular set of a (δ, τ)-neck region Na ⊆ B2ra . From this we immediately get for any such x ∈ S(X) \ ˜Sδ
that every tangent cone is δ-GH close to Rn−4 × C(S 3/Γ). Now Hn−4( ˜Sδ) = 0, so let us define ˜S ≡ ⋃ j ˜S2− j .
Note that Hn−4( ˜S) = 0 and for each x ∈ S(X) \ ˜S we must therefore have that every tangent cone is actually
isometric to Rn−4 ×C(S 3/Γ). This finishes the proof of Theorem 1.14.
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