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The descendant set desc(α) of a vertex α in a directed graph (digraph) is the subdigraph
on the set of vertices reachable by a directed path from α. We investigate desc(α) in an
infinite highly arc-transitive digraph D with finite out-valency and whose automorphism
group is vertex-primitive. We formulate three conditions which the subdigraph desc(α)
must satisfy and show that a digraph Γ satisfying our conditions is constructed in a
particular way from a certain bipartite digraphΣ , which we think of as its ‘building block’.
In particular, Γ has infinitely many ends. Moreover, we construct a family of infinite
(imprimitive) highly arc-transitive digraphs whose descendant sets satisfy our conditions
and are not trees.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
A digraph (or directed graph) D consists of a set VD of vertices, and a set ED ⊆ VD × VD of ordered pairs of vertices,
the (directed) edges. Our digraphs will have no loops (that is, edges of the form (u, u), u ∈ VD) and no multiple edges. The
out-valency of a vertex α is the size of the set {u ∈ VD | (α, u) ∈ ED}; similarly, the in-valency of α is the size of the set
{u ∈ VD | (u, α) ∈ ED}. A digraph is locally finite if all in- and out-valencies are finite.
Let s ≥ 0 be an integer. An s-arc in D is a sequence u0u1 . . . us of s+ 1 vertices such that (ui, ui+1) ∈ ED for 0 ≤ i < s and
ui−1 6= ui+1 for 0 < i < s. We say that D is s-arc-transitive if its automorphism group Aut(D) is transitive on the set of s-arcs.
Our interest is in digraphs D that are s-arc transitive for every s ≥ 0. Such a digraph is said to be highly arc-transitive. It is
easy to see that a highly arc-transitive digraph either is a directed cycle or contains no directed cycle, and the former holds
if and only if it is finite. We focus on the latter case and establish the following assumptions for use throughout the paper.
Assumption 1.1. D is an infinite highly arc-transitive digraph.
Since Aut(D) is transitive on vertices, every vertex has the same out-valencym (and also the same in-valency), which we
naturally call the out-valency of D.
Assumption 1.2. The out-valencym of D is finite (and at least 2).
The digraph D is said to be primitive if Aut(D) acts primitively on VD.
Assumption 1.3. The digraph D is primitive.
Interest in such digraphs derives originally from a problem in permutation group theory that was posed by Neumann
and solved by Evans (see [7,6]). There is, however, a wider context: in their paper [4], Cameron, Praeger and Wormald
inaugurated a general study of highly arc-transitive digraphs and some of the questions they posed there are still not fully
answered.
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Let u ∈ VD. The descendant set of u is defined by
desc(u) := {v ∈ VD | for some s there is an s-arc from u to v}.
We think of desc(u) as a digraph in its own right, the edges being those of D between two vertices in desc(u). Fix α ∈ VD,
and letΓ := desc(α). Since Aut(D) is transitive on VD, desc(u) ∼= Γ for all u ∈ VD, andwe shall speak ofΓ as the descendant
set of D. It is this digraph Γ that is the main object of study in this paper. For u ∈ VΓ and s ≥ 0, Γ s(u) is the set of vertices
which can be reached by an s-arc from u, and Ωs(u) stands for the set of s-arcs starting at u. We show that Γ has three
fundamental properties P1, P2, P3which are then used to analyse the properties of Γ in the remainder of the paper. These
properties are as follows:
P1 desc(u) ∼= Γ for all u ∈ VΓ ,
P2 for n ∈ N and u, v ∈ VΓ ,Γ n(u) = Γ n(v)⇒ u = v,
P3 Aut(Γ ) is transitive onΩs(α) for all s ≥ 0.
It is worth remarking that in an earlier version of this paper we had an extra property P4 (see [1]) which we now know is
irrelevant as can be derived from P1 to P3.
Neumann’s question was, in effect, whether there could exist a primitive digraph (not necessarily highly arc-transitive)
with finite out-valency and infinite in-valency. The examples described by Evans in [6] are highly arc-transitive primitive
digraphs with out-valency 2 and infinite in-valency. In these examples the descendant set Γ is a directed binary tree, and
the question arose whether it must always be a tree. For some values ofm the answer is yes.
Theorem 1.4. Let m be a prime number p. Then a digraphΓ with propertiesP1, P2, P3 and out-valencym is a tree. Consequently
the descendant set Γ of a highly arc-transitive primitive digraph D of out-valency m must be a tree.
On the other hand, for other values of m a family of more complicated structures is possible. In Section 5 we construct
examples of infinite highly arc-transitive digraphs whose descendant sets are not trees. This gives us a family of examples of
digraphsΓ satisfying P1–P3which are not trees (see Section 6). The highly arc-transitive digraphs in Section 5 are, however,
imprimitive. For at least some of the structures Γ in Section 6, the authors construct in [2] an infinite primitive highly arc-
transitive digraph having Γ as its descendant set. The construction is based on [6]. Hence, we have the following Theorem.
Theorem 1.5. There exist highly arc-transitive primitive digraphs of out-valency m in which the descendant set Γ is not a tree
for some m > 1.
Even when it is not a tree the digraph Γ exhibits many tree-like properties. For example, it is rooted with root α in the
sense that within Γ the vertex α has in-valency 0 and every vertex can be reached by a directed path from α. It is quite easy
to see that it is layered in the sense that Γ s(α) ∩ Γ t(α) = ∅when s 6= t . Recall that a graph is said to have infinitely many
ends if for every natural number N there is a finite set of edges such that the removal of these edges produces a graph with
at least N connected components.
Theorem 1.6. A digraph Γ satisfying conditions P1, P2, P3 and finite out-valency m has infinitely many ends. Consequently the
descendant set Γ of D has infinitely many ends.
Our analysis of digraphs satisfying conditions P1–P3 strongly suggests that their structure is determined by finitelymany
parameters. This leads to the following conjecture.
Conjecture 1.7. Up to isomorphism there are only countably many non-isomorphic digraphs Γ satisfying conditions P1–P3.
If true this would contrast strongly with results of Evans and Emms [5] to the effect that if Γ is a tree then there are 2ℵ0
non-isomorphic highly arc-transitive primitive digraphs D with descendant set Γ . In fact (it is conjectured that) the same
can be proved if Γ is one of the rooted digraphs used in the proof of Theorem 1.5.
The structure of this paper is as follows. In Section 2 we establish notation beyond what has already been set in this
introduction, and in Section 3 we formulate conditions P1–P3 and prove that Γ must satisfy them. It is in Section 3 that
we prove Theorem 1.4, while Theorem 1.5 is proved in [2]. In Section 4 we use conditions P1–P3 to prove some structure
theorems for Γ , and in particular we prove Theorem 1.6. Guided by the structure theorems from Section 4, in Section 5 we
construct examples of infinite highly arc-transitive digraphs whose descendant sets Γ are not trees and, finally, in Section 6
we remark that Γ satisfies conditions P1–P3 and has a finite-to-one homomorphism onto a rooted regular directed tree of
finite out-valency.
2. Notation and terminology
Herewe collectmost of the notation and terminologywhichwill be required throughout the paper.More specific notation
will be introduced as we need it.
We have already established D as an infinite primitive highly arc-transitive digraph with finite out-valencym, and Γ as
desc(α), where α ∈ VD. Let u ∈ VD and s ≥ 0. We let
descs(u) := {v ∈ VD | there is an s-arc from u to v},
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and
desc−s(u) := {v ∈ VD | there is an s-arc from v to u}.
Thus desc(u) =⋃s≥0 descs(u). Now let X, Y ⊆ VD and let i an integer. Then
desci(X) :=
⋃
x∈X
desci(x) and desci(X, Y ) := desci(X) ∩ desci(Y ).
Similarly we let desc(X) :=⋃x∈X desc(x) and desc(X, Y ) := desc(X) ∩ desc(Y ). We define the ‘ball’ of radius s at u by
Bs(u) :=
⋃
0≤i≤s
desci(u),
and let Bs(X) :=⋃x∈X Bs(x).
For the s-arc γ = u0u1 . . . us, the initial and terminal vertices of γ are u0 and us respectively. In particular, when s = 1
these yield the initial and terminal vertices of an edge. We let
Ωs(u) := {γ | γ is an s-arc with initial vertex u}
andΩs(X) :=⋃x∈X Ωs(x).
From its definition and the simple fact that there are no directed cycles in D it is clear that Γ is a rooted digraph with
root α. When working with Γ , so that u ∈ VΓ and X, Y ⊆ VΓ , we write Γ i(u),Γ i(X) and Γ i(X, Y ) for desci(u), desci(X)
and desci(X, Y ), respectively. In particular, we writeΩs for the setΩs(α). For i ≥ 1 we let
Ei := {(a, b) ∈ EΓ | a ∈ Γ i−1(α)}.
Define also G := Aut(D) and Gα to be the stabiliser of α in G. Clearly Gα acts as a group of automorphisms of Γ . Since G is
transitive on i-arcs for every i ≥ 0, Gα is transitive onΩi for every i and therefore also onΓ i(α). It follows that the in-valency
within Γ of any two vertices in Γ i(α) is the same and we denote this in-valency by ri. For w ∈ VΓ , we denote by Γw the
subdigraph of Γ on desc(w). Observe that, by vertex-transitivity of D, Γw ∼= Γ .
Let G be a permutation group on a set V and let U ⊆ V . Then H(U) denotes the pointwise stabiliser of U in G. In particular,
if U = {u}, Hu is the stabiliser of the point u in G. Also, G|U is the restriction of G to U , that is, the family of restrictions to U
of members of Gwhich fix U setwise. If U is G-invariant, GU denotes the group induced by G on U .
Let β : G→ Sym(Ω) and ρ : G→ Sym(∆) be two permutation representations of a group G. These representations are
equivalent if there is a bijection f : Ω → ∆ such that f (αβ(x)) = (f (α))ρ(x). We say that two actions are equivalent if the
corresponding representations are equivalent.
3. Preliminaries
We observed in Section 1 that Γ is a layered digraph. This is proved as Proposition 3.10 of [4], but since it is fundamental
for our analysis of the structure of Γ we include a proof here.
Lemma 3.1. If 0 ≤ i < j then Γ i(α) ∩ Γ j(α) = ∅.
Proof. Suppose this were false and let x ∈ Γ i(α) ∩ Γ j(α). Choose γ ∈ Ωj with terminal vertex x and let y be the vertex
in γ that is at distance i from α. Let s := j − i. Now both x and y lie in Γ i(α) and there is an s-arc from y to x. Since G acts
transitively on Γ i(α), for every w ∈ Γ i(α) there are s-arcs with initial vertex w and terminal vertex in Γ i(α). Therefore
since Γ i(α) is finite (of size at most mi), there must be directed cycles within Γ . This is impossible, and this contradiction
proves the lemma. 
Theorem 3.2. The digraph Γ has the following properties:
P1 desc(u) ∼= Γ for all u ∈ VΓ ;
P2 for n ∈ N and u, v ∈ VΓ ,Γ n(u) = Γ n(v)⇒ u = v;
P3 Aut(Γ ) is transitive onΩs for all s ≥ 0.
Proof. P1 is simply the fact that desc(u) ∼= desc(v) for any u, v ∈ VD, and P3 comes immediately from s-arc transitivity
of D. For P2, since the result is immediate for n = 0, fix n > 0 and define a binary relation on VD by u ∼ v if and only if
descn(u) = descn(v). This is an Aut(D)-invariant equivalence relation on VD. Since D is assumed to be primitive it must be
either trivial or the universal relation. It cannot be universal; however, for it were, then for β ∈ descn(α) we would have
β ∈ descn(β) (since descn(α) = descn(β)), so that Dwould contain a directed cycle, contrary to assumption. 
Lemma 3.3. is immediate from condition P3.
Lemma 3.3. For every i ≥ 0, Aut(Γ ) is transitive on Γ i(α) and on Ei.
As remarked earlier, it follows that the in-valency within Γ of any two vertices in Γ i(α) is the same and we denote this
in-valency by ri.
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Lemma 3.4. For every i ≥ 1, |Γ i−1(α)| < |Γ i(α)|. Also, ri < m.
Proof. Consider a vertex u ∈ Γ (α). ConditionP1 implies that |Γ i−1(u)| = |Γ i−1(α)|. NowΓ i−1(u) ⊆ Γ i(α). If equality held
then, since Aut(Γ ) is transitive on Γ (α), we would have Γ i−1(u) = Γ i(α) = Γ i−1(v) for all v ∈ Γ (α), which contradicts
P2. Therefore in fact Γ i−1(u) is a proper subset of Γ i(α), so |Γ i−1(α)| = |Γ i−1(u)| < |Γ i(α)|.
Now every vertex in Γ i−1(α) has out-valency m and so |Ei| = |Γ i−1(α)| × m. Every vertex in Γ i(α) has in-valency ri
within Γ and so |Ei| = |Γ i(α)| × ri. Therefore∣∣Γ i(α)∣∣× ri = ∣∣Γ i−1(α)∣∣×m.
Since |Γ i−1(α)| < |Γ i(α)|we have ri < m, as required. 
It is now straightfoward to verify that the following result holds.
Theorem 3.5. Let m be a prime number p. Then a digraph Γ with properties P1, P2 and P3 and out-valency m is a tree.
Consequently the descendant set Γ of a highly arc-transitive primitive digraph D of out-valency m must be a tree.
Proof. By Eq. (3) in Lemma 3.4, for i ≥ 1|Γ i(α)| = |Γ i−1(α)| × mri . By induction on iwe can then show that∣∣Γ i(α)∣∣ = mi
ri × · · · × r1 .
It follows that ri divides pi sincem = p. Therefore ri is a power of p. Since by Lemma 3.4 ri < m = p, we conclude that ri = 1
for all i ≥ 1. Hence Γ is a tree. 
Let i ≥ 0. For a vertex u ∈ VΓ we let ri(u) be the in-valency of vertices of Γ i(u) within desc(u). That is, for x ∈ Γ i(u),
ri(u) is the number of edges (a, x) in Γ with a ∈ Γ i−1(u). In particular, if u lies in Γ (α), then Γ i(u) ⊆ Γ i+1(α) so that the
number of such edges is at most ri+1. Now by condition P1 we have ri(u) = ri and it follows that ri ≤ ri+1. This, together
with Lemma 3.4, shows that
R(Γ ) : 1 = r1 ≤ r2 ≤ · · · ≤ rn ≤ · · ·
is an infinite non-decreasing sequence of numbers strictly smaller thanm. Hence there is a least n0 such that rj = rn0 for all
j ≥ n0. We shall say R := R(Γ ) is the in-valency sequence of Γ , and rn0 is ultimate in-valency of Γ .
Let i ≥ 0 and let x ∈ Γ i+1(α). In Section 2 we defined the set Γ −i(x) and this consists of {v ∈ Γ (α) | x ∈ Γ i(v)}. We let
si := |Γ −i(x)|. By transitivity of Aut(Γ ) on Γ i+1(α), si does not depend on the choice of the vertex x.
Lemma 3.6. For i ≥ 0, si = ri+1.
Proof. For i ≥ 0 let pi be the number of paths from α to a vertex in Γ i(α). Then pi+1 = sipi since for a vertex y ∈ Γ i+1(α)
we have si vertices in Γ −i(y) and for each u ∈ Γ −i(y) we have pi paths from u to y. Also, for v ∈ Γ −1(y) we have pi paths
from α to v and therefore there are pi × ri+1 paths from α to y. Hence si = ri+1. 
It follows from Lemma 3.6 and earlier results that si ≤ si+1 and si < m for all i. Also, we have sj = sn0−1 for all j ≥ n0− 1.
This means that for any vertex x in Γ \ Bn0−1(α), the set {v ∈ Γ (α) | x ∈ desc(v)} has size sn0−1. Throughout the paper we
let k0 := n0 − 1.
Let N > 0 and x ∈ Γ N(α). Above we considered the set Γ −(N−1)(x) = {v ∈ Γ (α) | x ∈ Γ N−1(v)}. Similarly for any
k ≤ N , we have Γ −k(x) = {v ∈ Γ N−k(α) | x ∈ Γ k(v)}. More generally, for any w ∈ VΓ , we may restrict our attention to
the subdigraph Γw on desc(w) and define similarly Γ −kw (x) as follows: for N > 0 and k ≤ N and x ∈ Γ N(w),
Γ −kw (x) := {u ∈ Γ N−k(w) | x ∈ Γ k(u)}.
4. Digraphs satisfying conditions P1, P2 and P3
We now restrict our attention to digraphs with finite out-valencym > 1 and root α which satisfy conditions P1, P2 and
P3. Throughout we let Γ be a digraph satisfying the three conditions. For n ≥ 0 the subdigraph of Γ induced on the union
Γ n(α) ∪ Γ n+1(α) of two consecutive layers is bipartite. Our main result shows that there is some natural number K such
that for all N ≥ K + 1, the digraph on Γ N(α)∪Γ N+1(α) is the union of finitely many disjoint copies of some fixed bipartite
digraph Σ . Moreover, if X ∪ Y and X ′ ∪ Y ′ are the bipartitions of two such copies, then the descendant sets desc(X) and
desc(X ′) do not intersect. This shows that although we do not knowwhat the finite part BK (α) of Γ looks like, the structure
of Γ \ BK (α) is quite constrained.
In Section 4.1 we define relations on the layers of Γ and analyse them. Then in Section 4.2 we use the relations to prove
some results on the structure of Γ .
4.1. A family of congruences
Throughout we fixw ∈ VΓ . For N > 0 and k ≤ N , we define a binary relation ρw,k on Γ N(w) by
ρw,k(x, y) :⇔ Γ −kw (x) = Γ −kw (y).
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We write ¬ρw,k(x, y) if otherwise. Then ρw,k is an equivalence relation on Γ N(w) which is invariant under the stabiliser
Aut(Γ )w ofw. For x ∈ Γ N(w)we let ρw,k[x] denote the ρw,k-class containing the vertex x. In particular, we let ρk := ρα,k.
For k ≥ 1 and N > k, the relations ρw,k and ρw,k+1 are defined on Γ N(w) and the following Lemma holds.
Lemma 4.1. For x ∈ Γ N(w), we have ρw,k[x] ⊆ ρw,k+1[x].
Proof. Let x, y ∈ Γ N(w) with ρw,k(x, y). Then Γ −(k+1)w (x) =
⋃{Γ −1w (u) | u ∈ Γ −kw (x)} = Γ −(k+1)w (y), since Γ −kw (x) =
Γ −kw (y). 
For the rest of this section we let k ≥ 1 and N ≥ k.
Lemma 4.2. For x ∈ Γ N(w), ρw,k[x] =⋂{Γ k(u) | u ∈ Γ −kw (x)}.
Proof. Let y ∈ ρw,k[x]. For any u ∈ Γ −kw (x) we have u ∈ Γ −kw (y), since Γ −kw (y) = Γ −kw (x), and therefore y ∈ Γ k(u). Hence
ρw,k[x] is contained in the intersection⋂{Γ k(u) | u ∈ Γ −kw (x)}. Conversely, if y ∈ ⋂{Γ k(u) | u ∈ Γ −kw (x)}, then Γ −kw (x)
is contained in Γ −kw (y). Now, by transitivity on Γ N(w), Γ −kw (x) and Γ −kw (y) have the same number of vertices and therefore
Γ −kw (x) = Γ −kw (y). Hence y ∈ ρw,k[x]. 
We now know that for u ∈ Γ −kw (x) the class ρw,k[x] is contained in Γ k(u). Moreover, we have the following Lemma.
Lemma 4.3. For x ∈ Γ N(w) and u ∈ Γ −kw (x), the set Γ k(u) is the union of at least two distinct ρw,k-classes when |Γ −kw (x)| > 1.
Proof. By Lemma 4.2, ρw,k[x] is a subset of Γ k(v), for all v ∈ Γ −kw (x). If equality held for some u ∈ Γ −kw (x), we would have
Γ k(u) ⊆ Γ k(v) for all v ∈ Γ −kw (x). Therefore by condition P1, Γ k(u) = Γ k(v) for all u, v ∈ Γ −kw (x). This contradicts P2
since |Γ −kw (x)| > 1. So ρw,k[x] is a proper subset of Γ k(u) and the result follows. 
Let i ≥ 0 and let w′ be a vertex in Γ −i(w). Then Γ N(w) is a subset of Γ N+i(w′). So the relation ρw′,k is also defined on
Γ N(w) and the following Lemma holds.
Lemma 4.4. For x ∈ Γ N(w), ρw′,k[x] ⊆ ρw,k[x].
Proof. Let y ∈ ρw′,k[x]. We have Γ −kw (y) = Γ −kw′ (y) ∩ Γ N−k(w) and the right-hand side is equal to Γ −kw′ (x) ∩ Γ N−k(w) =
Γ −kw (x) since Γ
−k
w′ (y) = Γ −kw′ (x). Hence Γ −kw (y) = Γ −kw (x) so that y ∈ ρw,k[x]. 
Lemma 4.5. Let w ∈ Γ t(α) for some t ≥ 0 and let γ = αw1 . . . wt−1w be a t-arc from α tow. For x ∈ Γ N(w) and k ≤ N, we
have ρwt−(j+1),k[x] ⊆ ρwt−j,k[x], for j ∈ {0, . . . , t − 1} wherew0 := α andwt := w.
Proof. Let k ≤ N and let j ∈ {0, . . . , t − 1}. First note that ρwt−(j+1),k is indeed a relation on Γ N+(j+1)(wt−(j+1)) since
k ≤ N ≤ N + j + 1. Moreover, ρwt−(j+1),k is also defined on Γ N+j(wt−j) since Γ N+j(wt−j) is a subset of Γ N+(j+1)(wt−(j+1)).
In particular, ρwt−j,k is defined on Γ
N(x). Now, a vertex x ∈ Γ N(w) lies in Γ N+j(wt−j) since w lies in Γ j(wt−j). Hence, by
Lemma 4.4 (withw′ = wt−(j+1) andw = wt−j), ρwt−(j+1),k[x] ⊆ ρwt−j,k[x]. 
4.2. The structure of Γ
We are now in a position to prove some results concerning the structure of the digraph Γ . The main result is
Proposition 4.7 which shows that for k ≥ k0 and N ≥ k + 1, the descendants of any two distinct ρk-classes in Γ N(α)
do not intersect. Also, we show that the number of ρk-classes in Γ N(α) is strictly smaller than the number of ρk-classes in
Γ N+1(α). These results imply that Γ has infinitely many ends. Recall that k0 is the least number such that sj = sk0 for all
j ≥ k0.
Lemma 4.6. Let N ≥ k+ 1 and let x ∈ Γ N(α). Let z ∈ Γ j(x′) for some j ≥ 0 and some x′ ∈ ρk[x].
(a) For l ≥ k, Γ −l(x) ⊆ Γ −(l+j)(z). In particular, if k ≥ k0, Γ −(N−1)(x) = Γ −((N−1)+j)(z),
(b) If k ≥ k0 and the descendant sets of any twodistinct ρk-classes inΓ N(α) donot intersect then, for l ≥ k,Γ −l(x) = Γ −(l+j)(z),
and Γ j(ρk[x]) = ρk+j[z].
Proof. For l ≥ 0, Γ −l(x′) ⊆ Γ −(l+j)(z) since z ∈ Γ j(x′). We have Γ −k(x′) = Γ −k(x) since x′ ∈ ρk[x]. Then, by Lemma 4.1,
Γ −l(x′) = Γ −l(x) for all l ≥ k. Hence Γ −l(x) ⊆ Γ −(l+j)(z) for all l ≥ k. In particular, Γ −(N−1)(x) ⊆ Γ −((N−1)+j)(z). Now
assume k ≥ k0. In this caseN ≥ k0+1 and it follows that both setsΓ −(N−1)(x) andΓ −((N+j)−1)(z) have size sk0 and therefore
must be equal.
For (b) let l ≥ k. By (a), Γ −l(x) ⊆ Γ −(l+j)(z). Now let u ∈ Γ −(l+j)(z). A directed path from u to z intersects the class
ρk[x], since z lies in desc(ρk[x]) and the descendant set of Γ N(α) is the disjoint union of the descendant set of its distinct
ρk-classes. So there is a vertex y ∈ ρk[x] such that u ∈ Γ −l(y). By Lemma 4.1, Γ −l(y) = Γ −l(x) for all y ∈ ρk[x] and it
follows that u ∈ Γ −l(x). Hence Γ −l(x) = Γ −(l+j)(z).
Finally we show that Γ j(ρk[x]) = ρk+j[z]. By the above, for all w ∈ Γ j(ρk[x]), Γ −(k+j)(w) = Γ −k(x). So Γ −(k+j)(w) =
Γ −(k+j)(w′) for all w,w′ ∈ Γ j(ρk[x]) and therefore Γ j(ρk[x]) is contained in ρk+j(z). Now suppose there is a vertex v in
ρk+j[z] which does not lie in Γ j(ρk[x]). Since the descendant set of Γ N(α) is the disjoint union of the descendant sets of
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its distinct ρk-classes, v lies in Γ j(ρk[y]) for some y ∈ Γ N(α) with ¬ρk(x, y). So, by the result in the previous paragraph,
Γ −(k+j)(v) = Γ −k(y). On the other hand, Γ −(k+j)(v) = Γ −(k+j)(z) since v ∈ ρk+j[z]. It then follows that Γ −k(y) = Γ −k(x),
since Γ −(k+j)(z) = Γ −k(x). This is a contradiction since x and y are not congruent. Hence ρk+j[z] = Γ j(ρk[x]). 
Proposition 4.7. Let k ≥ k0 and let N ≥ k+ 1.
(a) If x, y ∈ Γ N(α) with ¬ρk(x, y), then desc(x) and desc(y) do not intersect.
(b) The number of ρk-classes in Γ N(α) is strictly greater than the number of ρk-classes in Γ N+1(α).
Proof. (a) Suppose there is a vertex z ∈ desc(x, y). So z ∈ Γ j(x, y) for some j ≥ 0. By Lemma 4.6(a), Γ −(N−1)(x) =
Γ −(N−1+j)(z) since z ∈ Γ j(x). Similarly Γ −(N−1)(y) = Γ −(N−1+j)(z), and it follows that Γ −(N−1)(x) = Γ −(N−1)(y). We use
induction onN . IfN = k+1we haveΓ −k(y) = Γ −k(x). A contradiction. So the result holds forN = k+1. Now letN ≥ k+2
and assume that the result holds for all l < N and vertices x, y in Γ l(α)with ¬ρk(x, y). For anyw ∈ Γ N(α),
Γ −(N−1)(w) =
⋃
{Γ −((N−k)−1)(u) | u ∈ Γ −k(w)},
so Γ −k(w) is contained in
⋃{Γ (N−k)−1(v) | v ∈ Γ −(N−1)(w)}. Therefore since Γ −(N−1)(x) = Γ −(N−1)(y), both sets Γ −k(y)
and Γ −k(x) are contained in
⋃{Γ (N−k)−1(v) | v ∈ Γ −(N−1)(x)}. Now, as Γ −k(y) 6= Γ −k(x), there is v ∈ Γ −(N−1)(x) such
that
Γ −k(y) ∩ Γ (N−k)−1(v) 6= Γ −k(x) ∩ Γ (N−k)−1(v).
This means Γ −kv (x) 6= Γ −kv (y) and therefore¬ρv,k(x, y). But x and y lie in Γ N−1(v), so by inductive hypothesis desc(x, y) =
∅. A contradiction.
(b) By Lemma 4.1, for y ∈ Γ N+1(α), ρk[y] ⊆ ρk+1[y], and by Lemma 4.6(b), for x ∈ Γ −1(y), ρk+1[y] = Γ (ρk[x]). So for
x ∈ Γ N(α), Γ (ρk[x]) is the union of some of the ρk-classes in Γ N+1(α). To prove the result it is then enough to show that
Γ (ρk[x]) contains at least two distinct ρk-classes. Let x ∈ Γ N(α) and let A := ρk[x] and B := Γ (ρk[x]). By (a), for z ∈ B,
Γ −1(z) is entirely contained in A. So the digraph induced on A ∪ B is a bipartite digraph (with edges going from A to B). The
upper level A has out-valency m and the in-valency of B is equal to the ultimate in-valency r of Γ , since B ⊆ Γ N+1(α) and
N ≥ k0+1. Now, the number |A|×m of edges starting at A is equal to the number |B|× r of edges ending at B. It follows that
|B| > |A| since r < m by Lemma 3.4. By condition P1, for u ∈ Γ −N(z), |A| = |ρu,k[z]|, and by Lemma 4.4 |ρu,k[z]| ≥ |ρk[z]|.
So |A| ≥ |ρk[z]| and it follows that |B| > |ρk[z]|. The result follows. 
For the remainder of this section we fix k = k0. Let N ≥ k+ 1 and consider the ρk-classes in Γ N(α). Let x ∈ Γ N(α) and
letΣN be the subdigraph of Γ on ρk[x] ∪Γ (ρk[x]). By Proposition 4.7,ΣN is a bipartite digraph so, by transitivity of Aut(Γ )
on Γ N(α), the subdigraph of Γ on Γ N(α) ∪ Γ N+1(α) is the disjoint union of finitely many copies ofΣN . Moreover, if X ∪ Y
and X ′ ∪ Y ′ are the bipartitions of two distinct copies ofΣN , the intersection desc(X) ∩ desc(X ′) is empty and, given a copy
ofΣN+1 on ρk[y] ∪ Γ (ρk[y]), for some y ∈ Γ N+1(α), ifΣN+1 intersects desc(Y ) then it lies entirely in desc(Y ).
The next result shows that for N ≥ 2k0,ΣN+1 is isomorphic toΣN .
Lemma 4.8. Let N ≥ 2k0. For x ∈ Γ N+1(α) and u ∈ Γ −N(x), ρu,k[x] = ρk[x].
Proof. By Lemma 4.4, ρu,k[x] ⊆ ρk[x]. The set Γ −k(x) is contained in Γ N+1−k(α) and, by Proposition 4.7, the descendant set
of the layer Γ (N−k)+1(α) is the disjoint union of the descendant sets of its distinct ρN−k-classes (since N ≥ 2k0 and k = k0).
So Γ −k(x) ⊆ ρN−k[y], for some y ∈ Γ (N−k)+1(α). Now, by Lemma 4.2, the class ρN−k[y] is contained in the descendant set
of every vertex in Γ −(N−k)(y). Also, Γ −(N−k)(y) = Γ −N(x), since Γ −(N−k)(y) ⊆ Γ −N(x) and N ≥ 2k0. Therefore, for every
u ∈ Γ −N(x), Γ −k(x) ⊆ Γ N−k(u), and it follows that Γ −ku (x) = Γ −k(x) ∩ Γ N−k(u) = Γ −k(x), proving the result. 
Letw ∈ Γ k0−1(α). Now let i ∈ {1, . . . , k0} and let x ∈ Γ k0+i(w). By condition P1,Σk0+i is isomorphic to the subdigraph
on ρw,k0 [x] ∪ Γ (ρw,k0 [x]). Now, by Lemma 4.5, ρw,k0 [x] is the union of finitely many ρk0-classes in Γ 2k0+(i−1)(α). Therefore,
Σk0+i is isomorphic to the union of finitely many (disjoint) copies of Σ2k0+(i−1). This, together with the previous results,
shows that following theorem holds.
Theorem 4.9. For N ≥ k0 + 1 the subdigraph of Γ on Γ N(α) ∪ Γ N+1(α) is the disjoint union of finitely many copies of a fixed
bipartite digraphΣ := Σ2k0 , where if X ∪Y and X ′∪Y ′ are the bipartitions of two distinct copies of Σ , then desc(X)∩desc(X ′)
is empty. Also, any copy of Σ which intersects desc(Y )must be entirely contained in desc(Y ).
Furthermore, the following corollary holds.
Corollary 4.10. The ultimate in-valency rn0 divides the out-valency m of Γ .
Proof. Let N ≥ 2k0 and let x ∈ Γ N(α). The bipartite digraph ΣN has parts A := ρk[x] and B := Γ (ρk[x]), where A has
out-valency m and B has in-valency r := rn0 . By counting edges from A to B, we have |A| × m = |B| × r . Now, B is the
union of finitely many ρk-classes B1, . . . , Bl in Γ N+1(α), where l ≥ 2, and by Lemma 4.8, |Bi| = |A| for i ∈ {1, . . . , l}. So
|A| ×m = |B| × r = (l× |A|)× r . Hencem = l× r . 
In particular, it follows that the number of ρk-classes in B ism/r .
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Fig. 1. Examples of digraphsΣ .
A locally-finite graph X has infinitely many ends if for all N ∈ N there exists F , a finite subset of X , such that X \ F has
more than N infinite components. A digraph has infinitely many ends if its underlying graph does.
Theorem 4.11. Let Γ be a digraph with out-valency m > 1 and satisfying conditions P1, P2 and P3. Then Γ has infinitely many
ends.
Proof. Let k ≥ k0 and N ≥ k + 1. We showed in Proposition 4.7 that the infinite sets desc(ρk[x]) and desc(ρk[y]) do not
intersect whenever x and y are vertices in Γ N(α) with ¬ρk(x, y). Let tN be the number of ρk-classes in Γ N(α). So for each
N ≥ k + 1, the set VΓ \ Γ N(α) contains at least tN infinite components. By Proposition 4.7, tN < tN+1, so that tn →∞ as
n→∞ and it follows that Γ has infinitely many ends. 
We showed earlier that a digraph Γ satisfying P1 to P3 and with out-valency p, where p is a prime, must be a tree. This
result was already known by Peter Neumann and Rögnvaldur Möller. A natural question is whether the same is true if Γ has
out-valency p2.
5. Highly arc-transitive digraphs whose descendant sets are not trees
In this section we construct examples of infinite connected highly arc-transitive digraphs D for which the descendant set
of a vertex is not a tree. Moreover, D satisfies condition P2 and has a homomorphism onto an infinite directed regular tree
of in-valency 1 and finite out-valency greater than 1 (and is therefore imprimitive). We start with a finite bipartite digraph
Σ (the ‘basic block’) and, for each k ≥ 1, we construct a bipartite digraphΣk whose connected components are isomorphic
toΣ1. Finally we construct the digraph Dwhich hasΣk as its building blocks.
For a digraph D and vertices a, b in VD, we write a→D b to mean that a is adjacent to b in D, that is, (a, b) ∈ ED.
5.1. The ‘basic block’Σ
Let X, Y be non-empty sets, each containing at least two elements, and let s1 := |X | and s2 := |Y |. We think of X as the
‘upper level’ and Y as the ‘lower level’. LetΣ be a bipartite digraph on X ∪ Y with the following properties:
C1 edges go from members of X (the upper part) to members of Y (the lower part)
C2 Σ is arc-transitive
C3 Σ is connected
C4 desc1(x) 6= desc1(x′) for all x 6= x′ in X
C5 desc−1(y) 6= desc−1(y′) for all y 6= y′ in Y .
Note that properties C4 and C5 are duals.
Let G be the automorphism group ofΣ . Since G is arc-transitive, it is transitive on both parts X and Y , so any two vertices
in X have the same valency q > 0 (the size of the set desc1(x)) and any two vertices in Y have the same valency r > 0 (the
size of the set desc−1(y)). Then, by counting edges from X to Y , we have s1 × q = s2 × r . We refer to {s1, s2; q, r} as the set
of parameters of Σ . We observe that q, r > 1. Indeed, if q = r = 1 then both X and Y have size 1, since Σ is connected,
contradicting our initial assumption that |X |, |Y | ≥ 2. So at least one of q, r must be greater than 1. Assume r > 1. Then
for y ∈ Y , desc−1(y) contains at least two distinct vertices x, x′. If q = 1, desc1(x) = {y} = desc1(x′), contradicting C4.
Hence q > 1. A similar argument shows that if q > 1 then r > 1. The digraphs in Fig. 1 give examples of digraphs with
properties C1–C5 and with parameters {3, 3; 2, 2} and {4, 4; 2, 2} respectively (the first example is known as the 6-crown,
or the complement of a perfect matching on three points, and the second is known as the 8-crown).
Let G(X) and G(Y ) be the pointwise stabiliser of the sets X and Y respectively. The proof of the following result is left to
the reader.
Lemma 5.1. G(X) = G(Y ) = {1}.
We established that s1, s2 ≥ 2. Suppose s1 = 2 and let X = {u, u′}. Then Gu = G(X) where, by Lemma 5.1, G(X) = {1}.
So there are distinct edges e, e′ starting at u, since q > 1, but there is no automorphism taking e to e′. This contradicts
arc-transitivity. Hence s1 ≥ 3. A similar argument shows that s2 ≥ 3.
Our interest is on digraphsΣ satisfying C1–C5which are finite.
5.2. The bipartite digraphΣk
Let Σ be a finite bipartite digraph with properties C1–C5 and parameters {s1, s2; q, r}. For k ≥ 1 we will define a
(finite) bipartite digraphΣk with vertex set Xk ∪ YXk (edges going from Xk to YXk) and with the following properties:Σk is
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Fig. 2. The digraphsΣ ,Σ1 andΣ2 respectively.
arc-transitive, the upper level Xk has valency q× s1, the lower level YXk has valency r and the connected components ofΣk
are isomorphic toΣ1. We note that arc-transitivity will be proved in Section 5.4.
For l ≥ 0, X l denotes the direct product of l copies of X , where X0 is a singleton. A typical element of X l will be denoted
by x = (x1, . . . , xl), with xi ∈ X for all i. Two elements (x1, . . . , xl) and (x′1, . . . , x′l) in X l are equal if and only if xi = x′i for
all i. For l, t ≥ 0 and v = (xi1 , . . . , xil) ∈ X l and w = (xj1 , . . . , xjt ) ∈ X t , the concatenation vw of v and w is the element
(xi1 , . . . , xil , xj1 , . . . , xjt ) of X
l+t . For y ∈ Y , we let yX l := {yx | x ∈ X l} and YX l := {yX l | y ∈ Y }.
We letΣk be a digraph with vertex set Xk ∪ YXk and adjacency defined by
(x1, . . . , xk)→ y(x′1, . . . , x′k)
⇐⇒ x1→Σ y and (x2, . . . , xk) = (x′1, . . . , x′k−1).
So edges inΣk go from Xk to YXk with xv→ yvx′ if and only if x→Σ y and v ∈ Xk−1.
Fig. 2 illustrates one of the digraphs Σ in Fig. 1 and the corresponding digraphs Σ1 and Σ2, where X = {0, 1, 2} and
Y = {a, b, c}. In Σ2 we use circles to represent subsets yxX in the lower part, y ∈ Y and x ∈ X , and an edge from a vertex
xx′ in the upper part to a block yx′X in the lower part represent the three edges from xx′ to the vertices in yx′X .
For a digraph D, define the relation≈ on VD by: for u, v ∈ VD, u ≈ v if and only if desc−1(u) = desc−1(v). Then≈ is an
equivalence relation which is invariant under Aut(D).
Lemma 5.2. The digraphΣ1 has the following properties.
(a) There is an epimorphism φ : Σ1 → Σ where for a vertex y in the lower level Y of Σ , φ−1(y) is an equivalence class for the
relation≈.
(b) Σ1 is connected, the upper level X of Σ1 has out-valency q× s1 and the lower level YX has in-valency r.
Proof. (a) Define a map φ from the vertex set X ∪ YX of Σ1 to the vertex set X ∪ Y of Σ as follows: let the restriction φ|X
of φ to the upper level X of Σ1 be the identity map id, and let the restriction φ|YX to the lower level YX be the projection
yx 7→ y. Clearly φ is surjective, with φ−1(y) = {yx | x ∈ X} for y ∈ Y . By definition of adjacency, for x′ ∈ X , x→Σ1 yx′ if and
only if x→Σ y. So φ is a digraph homomorphism. Also, for yx, y′x′ ∈ YX , desc−1(yx) = desc−1(y′x′) if and only if y = y′. So
yx ≈ yx′ for all x, x′ ∈ X and therefore φ−1(y) is a≈-class.
(b) That Σ1 is connected follows from connectedness of Σ and the fact that x→Σ1 yx′ for all x′ ∈ X whenever x→Σ y.
For x ∈ X , desc1(x) is the union of q distinct≈-classes yX in YX , so the size of the set desc1(x) is q × s1. Now, for yx′ ∈ YX ,
desc−1(yx′) = desc−1(φ−1(yx′)) since the restrictionφ|X is the identitymap. So the in-valency of a vertex yx′ is equal to r . 
The next result shows that the digraphΣk is disconnected and its connected components are isomorphic toΣ1.
Lemma 5.3. For v ∈ Xk−1 let Σv be the subdigraph of Σk on the subset Xv ∪ YvX of Xk ∪ YXk. Then Σv is a connected
component of Σk andΣv is isomorphic toΣ1.
Proof. For v ∈ Xk−1, define amapψ from Xv∪YvX to X∪YX byψ(xv) = x andψ(yvx′) = yx′, for x, x′ ∈ X and y ∈ Y . Then
ψ is clearly bijective. We now showψ is a digraph homomorphism. Let xv ∈ Xv and let yvx′ ∈ YvX such that xv→Σk yvx′.
By definition of adjacency for Σk, we have x→Σ y and therefore x→Σ1 yx′ for all x′ ∈ X . Hence ψ(xv)→Σ1 ψ(yvx′). In
particular, it follows thatΣv is connected.
Let v ∈ Xk−1 and let xv be a vertex in the upper level Xk of Σk. Now let w ∈ YXk such that xv→Σk w. By definition of
adjacency,w = yvx′ for some y ∈ Y with x→Σ y, and some x′ ∈ X . Sow lies in the subset YvX of YXk. This shows there are
no arcs (a, b) inΣk with a ∈ Σv and b ∈ Σv′ when v 6= v′. HenceΣv is a connected component ofΣk. 
Then {Σv | v ∈ Xk−1} is the set of connected components ofΣk, whereΣv ∼= Σ1 for all v ∈ Xk−1. So the automorphism
group ofΣk is the wreath product Aut(Σ1) wr Sym(Xk−1). Also, the out-valency of Xk is equal to q× s1 and the in-valency
of YXk is r .
5.3. The digraph D(Σ, k)
Throughout the paper we use y to denote a sequence of elements of Y , and it should be clear from the context whether
y is finite or infinite. Now let Y<ω be the set of all finite sequences of elements of Y . The length l(y) of an element
y = y1 . . . yn ∈ Y<ω is n. The (unique) sequence of length zero will be denoted by ε. For n ≥ 0 we let Y n be the subset
of all finite sequences of length n, so that Y<ω = ∪n≥0 Y n. Also, we let init(y) := y1 . . . yn−1, the initial part of y. For a
sequence y of elements of Y and a subset W of Y<ω we let yW := {yw | w ∈ W }, where yw is the element obtained by
concatenating y andw, with yε = εy = y. The setWy is defined similarly.
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Fix y ∈ Y and let Y ∗ be the set of all left infinite sequences of elements from Y of the form . . . yn−2yn−1yn for some n ∈ Z
such that for some M ≤ n, ym = y for all m ≤ M . Clearly Y ∗ is a countable set. Let T ∗ be the digraph with vertex set Y ∗
and adjacency given by y → y′ if and only if y′ = yy0 for some y0 ∈ Y (by which we imply that for some n, y has domain
{. . . , n− 2, n− 1, n} and y′ has domain {. . . , n− 2, n− 1, n, n+ 1}). So T ∗ is an infinite directed regular tree of in-valency
1 and out-valency |Y | = s2. Now let D := D(Σ, k) be the digraph with the vertex set Y ∗Xk and adjacency:
y(x1, . . . , xk)→ y′(x′1, . . . , x′k)
⇔y = init(y′) and (x1, . . . , xk)→ y′(x′1, . . . , x′k) inΣk.
Then D is a countable infinite digraph with a homomorphism, Φ say, onto T ∗, namely the natural projection from Y ∗Xk
onto Y ∗, where the inverse image Φ−1(y) of y ∈ Y ∗ is yXk. In particular, it follows that for each y ∈ Y ∗, there is a
homomorphism from the subdigraph of D on desc(yXk) onto an infinite rooted regular tree Ts2 of out-valency s2.
For y ∈ Y ∗, the ball B1(yXk) consists of the subset yXk ∪ yYXk of yXk. We think of B1(yXk) as a digraph in its own right,
with edges being those of D between vertices of B1(yXk).
Lemma 5.4. For y ∈ Y ∗, B1(yXk) is isomorphic toΣk.
Proof. Let y ∈ Y ∗ and let ψ be the natural projection from yXk ∪ yYXk onto Xk ∪ YXk, that is, ψ sends a vertex yx ∈ yXk to
the vertex x and sends yy1x ∈ yYXk to y1x. Then ψ is a digraph homomorphism since (yx, yy1x′) is an edge in D if and only
if (x, y1x) is an edge inΣk. 
In fact, B1(yXk) and Σ1 differ only on the labelling of their vertices. The previous result, together with the fact that we
have a homomorphism onto the tree T ∗, implies that D hasΣk as its building blocks, with the copies ofΣk joined together
in a ‘tree-like’ way.
Let y ∈ Y ∗ and let u = y(x1, . . . , xk) be a vertex in yXk. Recall that an s-arc from u is a sequence u0u1 · · · us of vertices in
Dwith un → un+1 for all n, where u0 := u. So by definition of adjacency, the vertices un and un+1 in this sequence are of the
form
un = yyi1 . . . yin(xn+1, . . . , xk+(n−1), xk+n)
and
un+1 = yyi1 . . . yinyin+1(xn+2, . . . , xk+n, xk+(n+1)),
for some yi1 , . . . , yin , yin+1 ∈ Y and some xk+1, . . . , xk+n, xk+(n+1) ∈ X with xn+1→Σ yin+1 . This shows that if a vertex v lies
in desc(u), then v = ywx for somew ∈ Y<ω and some x ∈ Xk. Conversely, if v = ywx for somew ∈ Y<ω and some x ∈ Xk,
then v lies in the descendant set of a vertex in yXk. Hence yY<ωXk = {yvx | v ∈ Y<ω, x ∈ Xk} is the vertex set of the
subdigraph of D on desc(yXk).
Proposition 5.5. For y, y′ ∈ Y ∗, the subdigraph of D induced on desc(yXk) is isomorphic to the subdigraph on desc(y′Xk).
Proof. For y ∈ Y ∗, the vertex set of desc(yXk) is yY<ωXk = {ywx | w ∈ Y<ω, x ∈ Xk}. Let f be the map from yY<ωXk to
y′Y<ωXk given by f (yu) = y′u, for u ∈ Y<ωXk. Then f is clearly a bijection. Now let yu, yu′ ∈ yY<ωXk be such that (yu, yu′)
is an edge in desc(yXk). The u = vx and u′ = vy′x′ for some v ∈ Y<ω , y′ ∈ Y with x→Σ y′, and some x, x′ ∈ Xk. So
(f (yu), f (yu′)) = (y′vx, yvy′x′) and this is an edge in desc(y′Xk). Hence f is a digraph isomorphism. 
We now introduce the digraph T (Σ, k). Let T (Σ, k) be the digraph with vertex set Y<ωXk and adjacency: wx → wyx′
if and only if x → yx′ in Σk. Then, for y ∈ Y ∗, the subdigraph of D on desc(yXk) is isomorphic to T (Σ, k) via the map
ywx 7→ wx, forw ∈ Y<ω , x ∈ Xk (indeed they differ only on the labelling of their vertices). In particular, Y<ωXk = desc(Xk)
and we say Xk is the ‘generating set’ of T (Σ, k). We introduce T (Σ, k) as sometimes it will be easier to prove results first
for T (Σ, k) and then for D.
Fig. 3 illustrates a partial view of the digraph T (Σ, 2) (a subdigraph of D(Σ, 2)), where Σ is the digraph in Fig. 2. For
i ≥ 1, the circles on level Y iX2 represent the sets wxX for w ∈ Y i and x ∈ X , and an edge from a vertex v in Y i−1X2 to such
a setwxX in Y iX2 represents the three edges (v,wx0), (v,wx1) and (v,wx2).
Proposition 5.6. For n ∈ N and u, v be vertices of D, if descn(u) = descn(v) then u = v.
Proof. The result is immediate for n = 0, so we fix n > 0. The vertex set of D is the (disjoint) union of the sets yXk, y ∈ Y ∗.
So u ∈ yXk and v ∈ y′Xk for some y, y′ ∈ Y ∗. By definition of adjacency, y = y′. So u, v lie in yXk. By Proposition 5.5,
desc(yXk) ∼= T (Σ, k) and we may restrict our attention to T (Σ, k)with u, v ∈ Xk.
Suppose u 6= v and let u = (x1, . . . , xk) and v = (x′1, . . . , x′k) for some xi, x′i ∈ X , i ∈ {1, . . . , k}. The basic block Σ has
out-valency q, so for i ∈ {1, . . . , k} there are subsets Qi = {yi1 , . . . , yiq} and Q ′i = {y′i1 , . . . , y′iq} of Y such that xi→Σ yil and
x′i→Σ y′il , for l ∈ {1, . . . , q}. Since u and v are distinct, there is a least j ∈ {1, . . . , k} such that xj 6= x′j , so that Qt = Q ′t for
t ∈ {1, . . . , j− 1}. It follows that for t ∈ {1, . . . , j− 1}, a vertex ut in desct(u) is of the form
ut = y1 · · · yt(xt+1, . . . , xk+t)
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Fig. 3. Partial view of T (Σ, 2).
and, similarly, a vertex vt in desct(v) is of the form
vt = y1 · · · yt(x′t+1, . . . , x′k+t)
for some yi ∈ Qi for i ∈ {1, . . . , t} and some xk+1, . . . , xk+t , x′k+1, . . . , x′k+t ∈ X . Now let y = y1 . . . yj−1 and choose vertices
a := yxjw ∈ descj−1(u) and b := yx′jw′ ∈ descj−1(v), for some w,w′ ∈ Xk−1. By condition C4 for Σ , the sets Qj and Q ′j are
distinct and one can choose vertices y, y′ ∈ Y such that y ∈ Qj \ Q ′j and y′ ∈ Q ′j \ Qj, since xj 6= x′j . Therefore a vertex in
the descendant set of the vertex yywx (from desc1(a)) cannot lie in the descendant set of the vertex yyw′x′ (from desc1(b))
because yy cannot appear as the first l(yy) terms of a vertex which lies in the descendant set of yyw′x′. Since the set descn(u)
is the union of the sets descn−j(c)with c ∈ descj(u), we conclude that descn(v) 6= descn(u). 
By a path in a digraph we mean a path in the underlying graph. To prove that D is connected we first show that
Lemma 5.7. For u, u′ ∈ Xk, there is a path in T (Σ, k) from u to u′.
Proof. Let i ∈ {0, . . . , k− 1} and let x ∈ X i andw ∈ Xk−(i+1). We first show that for xi+1, x′i+1 in X and vertices u := xxi+1w
and u′ := xx′i+1w in the upper level Xk of B1(Xk), there is a path in T (Σ, k) from u to u′. Let x = (x1, x2, . . . , xi), for some
x1, . . . , xi ∈ X and, for l ∈ {1, . . . , i}, let yl ∈ Y such that xl→Σ yl. Now let y := y1 . . . yi and letw′ ∈ X i and v := ww′. Then
a =: yxi+1v lies in desci(u) and b := yx′i+1v lies in desci(u′). Now, by Lemmas 5.3 and 5.4, the subdigraph of T (Σ, k) on the
subset yXv∪ yYvX of B1(yXk) is isomorphic toΣ1. Therefore sinceΣ1 is connected and the vertices a and b lie in yXv, there
is a path in B1(yXk) from a to b. Hence there is a path from u to u′ in T (Σ, k).
Now let x = (x1, x2, . . . , xk), x′ = (x′1, x′2, . . . , x′k) ∈ Xk. We showed above that, for i ∈ {1, . . . , k} there is a path
pi from (x′1, x
′
2, . . . , x
′
i, xi+1, . . . , xk) to (x
′
1, x
′
2, . . . , x
′
i, x
′
i+1, xi+2, . . . , xk). Therefore the path p1p2 · · · pk obtained by the
concatenation of the paths pi is a path from x to x′. 
Theorem 5.8. The digraph D is connected.
Proof. Let u, v ∈ VD. Then u ∈ yXk and v ∈ y′Xk for some y, y′ in Y ∗. As remarked earlier, there is a homomorphism Φ
from D onto the infinite regular tree T ∗ which sends all vertices in yXk to the vertex y ∈ Y ∗. Since T ∗ is connected, there is a
path in D from u to some v′ ∈ y′Xk. By Proposition 5.5, the subdigraph of D on desc(yXk) is isomorphic to T (Σ, k). Therefore
since v, v′ lie in y′Xk, by Lemma 5.7, there is a path in D from v to v′. Hence there is a path from u to v in D. 
5.4. High arc-transitivity of D(Σ, k)
In this section our aim is to show that the digraph D in Section 5.3 is highly arc-transitive. By Lemma 5.4, D has the
bipartite digraph Σk as its building blocks, with the copies of Σk joined together in a tree-like way. So our first step is to
study the automorphism group ofΣk. We then consider the automorphism group of the subdigraph T (Σ, k).
5.4.1. The automorphism group Gk ofΣk
It is clear that the parts of a bipartite digraph are preserved by its automorphism group. Recall G is the automorphism
group ofΣ . Throughout we let H := GX , the group induced by G on the upper level X ofΣ . By Lemma 5.3, Gk is the wreath
product G1 wr Sym(Xk−1). We consider elements of the top group and of the bottom group of this wreath product.
Let i ∈ {1, . . . , k} and x ∈ X i. The set xXk−i is the subset of Xk consisting of all vertices of the form xv with v ∈ Xk−i. For
x′ ∈ X i, we say that xXk−i is sent rigidly to the set x′Xk−i if for v ∈ Xk−i, the vertex xv is sent to the vertex x′v. Similarly, for
y ∈ Y , we say that the subset yxXk−i of yXk is sent rigidly to yx′Xk−i if for v ∈ Xk−i, yxv is sent to yx′v.
5.4.1.1. Elements of the top group. For i ∈ {2, . . . , k}we define a map ϕi : H → Sym(Xk ∪ YXk) as follows:
(x1, . . . , xk)ϕi(h) := (x1, . . . , xhi , . . . , xk)
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and
y(x′1, . . . , x
′
k)
ϕi(h) := y(x′1, . . . , x′hi−1, . . . , x′k).
Lemma 5.9. For i ∈ {2, . . . , k} and h ∈ H, ϕi(h) is an automorphism of Σk such that
(i) action on Xk: for x ∈ X i−1 and x ∈ X, ϕi(h) fixes setwise the block xXk−(i−1) and sends the subset xxXk−i of xXk−(i−1) rigidly
to xxhXk−i; In particular, if h ∈ Hx, then ϕi(h) fixes pointwise xxXk−i;
(ii) action on YXk: for y ∈ Y , x ∈ X i−2 and x ∈ X, ϕi(h) fixes setwise the block yxXk−(i−2) and sends the subset yxxXk−(i−1) of
yxXk−(i−2) rigidly to yxxhXk−(i−1). In particular, if h ∈ Hx, then ϕi(h) fixes pointwise yxxXk−(i−1).
Proof. It is clear that ϕi is a group homomorphism, so we have an action ofH on the vertex set Xk∪YXk ofΣk. We show that
ϕi(h) preserves edges. Let a, b ∈ VΣk with a→Σk b. So a = (x1, . . . , xk) and b = y(x2, . . . , xk, x) for some x1, . . . , xk, x ∈ X
and some y ∈ Y with x1→Σ y. Then
aϕi(h) = (x1, . . . , xhi , . . . , xk) and bϕi(h) = y(x2, . . . , xhi , . . . , xk, x).
For any v ∈ Xk−1 and x′ ∈ X , xv→Σk yvx′ whenever x→Σ y. Then, in particular, for v := (x2, . . . , xhi , . . . , xk), we have
x1v→Σk yvx since x1→Σ y. Hence aϕi(h)→Σk bϕi(h).
For (i) let v ∈ X i. The automorphism ϕi(h) sends the vertex xxv in Xk to the vertex xxhv and this shows that the subset
xxXk−i of xXk−(i−1) is sent rigidly to xxhXk−i. In particular, ϕi(h) fixes setwise xXk−(i−1) since a vertex in xXk−(i−1) is of the
form xxv for some x ∈ X and some v ∈ Xk−i. A similar argument shows that (ii) holds. 
Let i ∈ {2, . . . , k} and let h ∈ H . The upper level Xk of Σk is invariant under the action ϕi of H , so we can consider the
restriction of this action to Xk. Similarly, for y ∈ Y , the subset yXk of the lower level YXk is invariant under the action of ϕi
and we consider the restriction to yXk.
Lemma 5.10. Let i ∈ {1, . . . , k} and y ∈ Y .
(i) The action ϕi+1 of H on yXk is equivalent to the action of ϕi on Xk.
(ii) For y′ ∈ Y , the action ϕi of H on yXk is equivalent to the action of ϕi on y′Xk.
Proof. Let f be the map from yXk to Xk given by: for x ∈ Xk, f (yx) = x. This is clearly a bijection. Let θ := ϕi(h) and let
θ ′ := ϕi−1(h). Then for (x1, . . . , xk) ∈ Xk,
f ((y(x1, . . . , xk))θ ) = f (y(x1, . . . , xhi−1, . . . , xk)) = (x1, . . . , xhi−1, . . . , xk)
and
(f (y(x1, . . . , xk)))θ
′ = (x1, . . . , xk)θ ′ = (x1, . . . , xhi−1, . . . , xk).
Hence f ((y(x1, . . . , xk))θ ) = f ((y(x1, . . . , xk)))θ .
Similarly one can prove (ii) by considering the bijection f ′ from yXk to y′Xk given by: for x ∈ Xk, f ′(yx) = y′x. 
Elements of the base group.
We define the map ϕ1 : G→ Sym(Xk ∪ YXk) as follows:
(x1, . . . , xk)ϕ1(g) := (xg1, . . . , xk)
and
y(x′1, . . . , x
′
k)
ϕ1(g) := yg(x′1, . . . , x′k).
Lemma 5.11. For g ∈ G, ϕ1(g) is an automorphism of Σk such that:
(i) Action on Xk: for x ∈ X, ϕ1(g) sends xXk−1 rigidly to xgXk−1.
(ii) Action on YXk: for y ∈ Y , ϕ1(g) sends yXk rigidly to ygXk.
In particular, if g ∈ Gx, x ∈ X, then ϕ1(g) fixes pointwise the subset xXk−1 of Xk.
Proof. It is easy to check that ϕ1 is a group homomorphism. Now let a, b ∈ VΣk with a→Σk b. Then a = x1w and
b = ywx for some x1, x ∈ X , w ∈ Xk−1 and some y ∈ Y with x1→Σ y. So aϕ1(g) = xg1w and bϕ1(g) = ygwx and therefore
aϕ1(g)→Σk bϕ1(g), since xg1→Σ yg if and only if x1→Σ y. Hence ϕ1 is a digraph homomorphism.
(i) and (ii) follow from the definition of the map ϕ1. 
We now consider the restriction of the action ϕ1 of G to the upper level Xk. Following a similar argument as that in the
proof of Lemma 5.10, one can verify the following lemma.
Lemma 5.12. For y ∈ Y , the action ϕ1 of H on Xk is equivalent to the action of ϕ2 on yXk.
For y ∈ Y define the map ϕy : H → Sym(Xk ∪ YXk) as follows:
(x1, . . . , xk)ϕy(h) := (x1, . . . , xk)
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y′(x1, . . . , xk)ϕy(h) :=
{
y′(x1, . . . , xhk) if y
′ = y
y′(x1, . . . , xk) if y′ 6= y.
Lemma 5.13. For y ∈ Y and h ∈ H, ϕy(h) is an automorphism of Σk such that
(i) ϕy(h) fixes pointwise the upper level Xk;
(ii) for v ∈ Xk−1, ϕy(h) fixes the block yvX setwise;
(iii) for v ∈ Xk−1 and y′ 6= y, ϕy(h) fixes the block y′vX pointwise.
Proof. It is easy to check that ϕy is a group homomorphism. Now let a, b ∈ VΣk with a→Σk b. Then a = x1w and b = y′wx,
for some x1, x ∈ X , w ∈ Xk−1 and some y′ ∈ Y with x1→Σ y′. So aϕy(h) = a and, if y′ = y, bϕy(h) = y′wxh, otherwise
bϕy(h) = b. In any case, aϕy(h)→Σk bϕy(h), since x1w→ y′wx′ whenever x1 → y′.
(i) to (iii) follow from the definition of ϕy. 
It follows from the lemma that the block yXk is invariant under the action ϕy of H so we consider the restriction of this
action to yXk. One can then verify the following lemma.
Lemma 5.14. The action ϕy of H on the block yXk is equivalent to the action of ϕk on the upper level Xk of Σk.
For k ≥ 1 let Sk := {ϕ1(g), ϕ2(h), . . . , ϕk(h), ϕy(h) | g ∈ G, h ∈ H, y ∈ Y } and let Hk be the group generated by Sk.
Proposition 5.15. For k ≥ 1, Hk is an arc-transitive subgroup of Gk.
Proof. Let e = (u, v) and f = (u′, v′) be edges in Σk. Then u = (x1, . . . , xk), v = y(x2, . . . , xk, xk+1), u′ = (x′1, . . . , x′k)
and v′ = y′(x′2, . . . , x′k, x′k+1) for some xi, x′i ∈ X , i ∈ {1, . . . , k}, and some y, y′ ∈ Y with x1→Σ y and x1→Σ y′.
Since Σ is arc-transitive, there is an element g in G such that xg1 = x′1 and yg = y′. So the element ϕ1(g) of Sk sends
u to the vertex (x′1, x2, . . . , xk) and sends v to y′(x2, . . . , xk, xk+1). Also, for i ∈ {2, . . . , k}, there is hi in H such that
xhii = x′i sinceH is transitive on X . Then the composition ϕ2(h2) . . . ϕk(hk) sends (x′1, x2, . . . , xk) to u′ and y′(x2, . . . , xk, xk+1)
to y′(x′2, . . . , x
′
k, xk+1). Finally, for an element h ∈ H such that xhk+1 = x′k+1, the element ϕy(h) fixes u′ and sends
y′(x′2, . . . , x
′
k, xk+1) to v′. Hence the composition ϕ1(g)ϕ2(h2) · · ·ϕk(hk)ϕy(h) is an element of Hk which sends e to f . 
In particular, Hk is transitive on the upper and lower levels, Xk and YXk respectively, ofΣk.
5.4.2. Automorphisms of T (Σ, k)
Throughout the paper we let A be the automorphism group of T (Σ, k). Recall that for n ≥ 0 the ball Bn(Xk) is the
subdigraph of T (Σ, k) on the set
⋃n
i=0 Y iXk. In particular, the ball B1(Xk) is the subdigraph on Xk ∪ YXk. By Lemma 5.4, for
y ∈ Y<ω , the subdigraph B1(yXk) differs from Σk only on the labelling of the vertices, so Hk is a subgroup of the group of
automorphisms of B1(yXk). One of the results in this section shows that every automorphism of B1(yXk) in Hk extends to an
automorphism of T (Σ, k), and this will lead to an important property of T (Σ, k).
We first show the following lemma.
Lemma 5.16. For g ∈ G, the automorphism ϕ1(g) of B1(Xk) extends to an automorphism of T (Σ, k).
Proof. In Lemma 5.11 we showed that ϕ1(g) permutes (rigidly) the set {yXk | y ∈ Y } of blocks in the lower level
YXk of B1(Xk) (that is, for y, y′ ∈ Y and x ∈ Xk, ϕ1(g) sends yx to y′x). The subdigraph of T (Σ, k) on the subset⋃{desc(yXk) | y ∈ Y } is the disjoint union of |Y | copies of T (Σ, k), where for y ∈ Y the copy on desc(yXk) has vertex
set yY<ωXk(={yw | w ∈ Y<ωXk}) and adjacency given by for w,w′ ∈ Y<ωXk, yw → yw′ in desc(yXk) if and only if
w→ w′ in T (Σ, k). So ϕ1(g) extends to an automorphism θ of T (Σ, k)which sends yw to ygw forw ∈ Y<ω . 
For n ≥ 1, the ball Bn(Xk) is the union of Bn−1(Xk) with the copies {B1(yXk) | y ∈ Y n−1} of Σk, where for y ∈ Y<ω , the
only edges (a, b) in Bn(Xk)with a ∈ Bn−1(Xk) \ B1(yXk) and b ∈ B1(yXk)must have b ∈ yXk.
Proposition 5.17. For y ∈ Y and h ∈ H, the automorphism ϕy(h) of B1(Xk) extends to an automorphism of T (Σ, k).
Proof. For y ∈ Y<ω denote by V (y) the vertex set yXk ∪ yYXk of B1(yXk). For n ∈ {1, . . . , k}, we construct inductively
automorphisms θn of the ball Bn(Xk), with θ1 := ϕy(h) and such that for n ≥ 2 the following are satisfied:
(1) θn agrees with θn−1 on Bn−1(Xk); and
(2) for y ∈ Y n−1, we define θn on V (y) as ϕk−(n−2)(h) if init(y) = y, and as the identity permutation otherwise.
This gives an automorphism θk extending θ1, and we then show that θk extends to an automorphism of T (Σ, k). First note
that, as ϕy(h) fixes pointwise, the blocks y′Xk with y′ 6= y and the sets desc(y′Xk) and desc(yXk) do not intersect; any
automorphism of desc(yXk)which agrees with ϕy(h) on yXk extends to an automorphism of T (Σ, k)which fixes desc(y′Xk)
pointwise for all y′ 6= y. So for n ≥ 2 and ywith init(y) 6= y (i.e., y not in desc(yXk)), wemay define θn on V (y) as the identity
permutation. We then need only to specify θn on V (y) for those y ∈ Y n−1 with init(y) = y.
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Fig. 4. The automorphism θl .
We begin by letting θ1 := ϕy(h). The element ϕy(h) fixes setwise the block yXk and, by Lemma 5.14, ϕy(h) agrees with
ϕk(h) on yXk. Define θ2 on V (y) as ϕk(h). Now assume we have defined θn on Bn(Xk) satisfying conditions (1) and (2) above
for all n ≤ l, for some l ∈ {3, . . . , k− 1}. By Lemma 5.10, for y ∈ Y l, ϕk−(l−2)(h) agrees with ϕk−(l−1)(h) on yy′Xk for all y′ in
Y . So for y ∈ Y l with init(y) = y, we define θl+1 on V (y) as ϕk−(l−1)(h). This shows that for n ∈ {1, . . . , k}, the maps θn of
Bn(Xk) to itself satisfy conditions (1) and (2). See Fig. 4.
We now define a map θk+1 of Bk+1(Xk) to itself which extends θk. Choose g ∈ G such that gX = h. Let y ∈ Y k−1 with
init(y) = y, and let y′ ∈ Y . By the previous paragraph, the restriction θk|V (y) of θk to V (y) is ϕ2. Now, by Lemma 5.12, ϕ2(h)
agrees with ϕ1(h) on yy′Xk. So define θk+1 on V (yy′) as ϕ1(g). Recall from above that for y ∈ Y k−1 with init(y) 6= y, we may
define θk+1 on V (yy′) as the identity permutation.
Let n ∈ {1, . . . , k + 1}. We show that the map θn is indeed an automorphism of Bn(Xk). For i ≥ 1 and y 6= y′ in Y i, the
sets V (y) and V (y′) are disjoint, so defining θn as above yields a well-defined map from Bn(X) to itself. The mapping θn is
onto since every vertex w ∈ Bn(Xk) lies in V (y) for some y ∈ Y<ω with |y| ≤ n, so after stage |y| the vertex w will be in
the image. The mapping θn is one–one since given a, b ∈ Bn(Xk) with a 6= b; if there is y ∈ Y<ω with a, b ∈ V (y) then
θn(a) 6= θn(b) since the restriction θn|V (y) is a bijection with range V (y). Otherwise, there are disjoint copies B1(yXk) and
B1(y′Xk) ofΣk with a ∈ V (y) and b ∈ V (y′), in which case θn(a) 6= θn(b) since θn preserves the distances between the copies
B1(yXk) and B1(y′Xk) (where here by the ‘distance’ between those two sets we mean the distance between the vertices y
and y′ in the underlying graph of the rooted tree T , the epimorphic image of T (Σ, k)). Finally we must check that θn is a
digraph homomorphism. Let a, b ∈ Bn(Xk). Since θn|V (y) is an automorphism ofΣk, if a, b ∈ V (y), (a, b) is an edge in Bn(Xk)
if and only if (θn(a), θn(b)) is an edge in Bn(Xk). Otherwise a and b do not belong to a common copy of Σk, which implies
they are not adjacent in Bn(Xk) and their images do not belong to a common copy ofΣk. So θn(a) and θn(b) are not adjacent
in Bn(Xk) as required. Thus θn is an automorphism of Bn(Xk).
Finally, we show that θk+1 extends to an automorphism of T (Σ, k). For y ∈ Y k with init(y) = y, the restriction θk+1|V (y)
is ϕ1(g). By Lemma 5.16, ϕ1(g) extends to an automorphism θg of desc(yXk). Therefore θk+1 extends to an automorphism,
Θ say, of T (Σ, k) such thatΘ|desc(yXk) is θg and, for y
′ ∈ Y k with init(y′) 6= y,Θ|desc(y′Xk) is the identity.
Thus ϕy(h) extends to an automorphism of T (Σ, k). 
For l ∈ {1, . . . , k} and y ∈ yY l, Proposition 5.17 shows that the automorphism ϕk−(l−1)(h) of B1(yXk) extends to an
automorphism, φ say, of desc(Xk) which fixes pointwise the sets desc(y′Xk) with y′ 6= y and for which the restriction to
Bk+1(Xk) is as follows: φ|B1(Xk) is ϕy(h) and, for i ∈ {1, . . . , k} and v ∈ yY i−1, φ|B1(vXk) is ϕk−(i−1)(h). In particular, this shows
that the automorphism ϕk−(l−1)(h) on B1(yXk) extends to an automorphism of desc(yXk). Therefore since for any y ∈ Y<ω
the subdigraph on desc(yXk) differs from T (Σ, k) only on the labelling of the vertices, we obtain the following result.
Corollary 5.18. Let y1, . . . , yk ∈ Y and let s ≥ 0 and y ∈ Y s. Then for y ∈ Y and i ∈ {1, . . . , k} and h ∈ H,
(i) the automorphism ϕy(h) of B1(yy1 . . . ykXk) extends to an automorphismΦ of desc(yy1 . . . ykXk) which fixes pointwise
yy1 · · · ykXk ∪ {desc(yy1 · · · yky′Xk) | y′ ∈ Y \ {y}}
and, for j ∈ {1, . . . , k} andw ∈ yy1 . . . ykY j,Φ|B1(wXk) = ϕk−(j−1)(h);
(ii) The automorphism ϕi(h) of B1(yy1 . . . ykXk) extends to an automorphismΦ of desc(yy1 . . . yi−1Xk) which fixes pointwise
yy1 . . . yi−1Xk ∪ {desc(yy1 . . . yi−1y′Xk) | y′ ∈ Y \ {yi}},
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Fig. 5. The subdigraph B1(wXk).
with Φ|B1(yy1...yi−1Xk) = ϕyi(h), Φ|B1(yy1...yiXk) = ϕk(h) and, for j ∈ {−(k − i) + 1, . . . , 0, . . . , i − 1} and w ∈ yy1 . . . yi−1
Y k−i+jXk,Φ|B1(wXk) = ϕi−j(h).
We then have the following important property.
Proposition 5.19. Let y1, . . . , yk ∈ Y . For all s ≥ 0 and y ∈ Y s, the pointwise stabiliser in A of the set
Bs(Xk) ∪ {desc(y′Xk) | y′ ∈ Y s+1 \ {yy1}}
is transitive on the set Ωt(yy1 . . . ykXk) consisting of t-arcs which have initial vertex in yy1 . . . ykXk, for all t ≥ 0.
Proof. We use induction on t . Let v := yy1 . . . yk. By Corollary 5.18, the (partial) automorphism ϕy(h) of B1(vXk) extends to
an automorphism of desc(vXk)which fixes pointwise vXk ∪ {desc(vy′Xk) | y′ ∈ Y \ {y}}. Also, for i ∈ {1, . . . , k} and h ∈ H ,
the automorphism ϕi(h) of B1(vXk) extends to an automorphism of desc(yy1 . . . yi−1Xk)which fixes pointwise.
yy1 . . . yi−1Xk ∪ {desc(yy1 . . . yi−1y′Xk) | y′ ∈ Y \ {yi}}.
Since for all i desc(yy1 . . . yiXk) is contained in desc(yy1 . . . yi−1Xk), every automorphism σ ∈ Sk of B1(vXk) extends to an
automorphism, θ say, of desc(yXk)which fixes pointwise
yXk ∪ {desc(yy′Xk) | y′ ∈ Y \ {y1}}.
Xk
Y sXk
Y s+1Xk
Bs(Xk)
yXk
yy1Xk yy′Xk
vXkY s+kXk
. . .. . .
Now, the only edges (a, b) in T (Σ, k) with a ∈ T (Σ, k) \ desc(yXk) and b ∈ desc(yXk) are those with b ∈ yXk. So θ
extends to an automorphism of T (Σ, k)which fixes pointwise
F := Bs(Xk) ∪ {desc(y′Xk) | y′ ∈ Y s+1 \ {yy1}}.
Therefore the pointwise stabiliser A(F) of F is transitive onΩ1(v), the edge set of B1(vXk). Hence the result holds for t ≤ 1.
Now let t ≥ 1 and assume that the result holds for t . Let γ ∈ Ωt(v) and let u be its terminal vertex. To prove that the
result holds for t+1 it suffices to show that the pointwise stabiliser A(F ,γ ) of F ∪γ is transitive on desc1(u). The vertex u lies
in desct(vXk) (since the initial vertex of γ lies in vXk), so u = vyk+1 . . . yk+tx1 . . . xk, for some yk+1, . . . , yk+t ∈ Y and some
x1, . . . , xk ∈ X . Let a, b ∈ desc1(u). Then a = wyx2 . . . xkx and b = wy′x2 . . . xkx′, for some y, y′ ∈ Y and some x, x′ ∈ X with
x1→Σ y and x1→Σ y′, where w := vyk+1 . . . yk+t . Note that the edges (u, a) and (u, b) lie in the subdigraph B1(wXk). This
is illustrated in Fig. 5. We consider the two cases.
Case 1: y′ = y.
In this case, a, b ∈ wyXk. Since H is transitive on X , there is an element h ∈ H which sends x to x′. So ϕy(h) is an
automorphism of B1(wXk) which fixes u and sends a to b. By Corollary 5.18, ϕy(h) extends to an automorphism Φ of
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desc(wXk) which fixes pointwise wXk. In turn, Φ extends to Φ ∈ A which fixes pointwise T (Σ, k) \ desc(wXk), since
the only edges (c, d)with c ∈ T (Σ, k) \ desc(wXk) and d ∈ desc(wXk) are those with d ∈ wXk. In particular,Φ fixes F ∪ γ
since this set is contained in T (Σ, k) \ desc(wXk). HenceΦ is an element of A(F ,γ ) which sends (u, a) to (u, b), as required.
Case 2: y′ 6= y.
By Case 1 we may assume x′ = x. By arc-transitivity, there is an element g ∈ Aut(Σ) which sends the edge (x1, y) to
(x1, y′). So ϕ1(g) is an automorphism of B1(wXk)which sends (u, a) to (u, b). It is then enough to show that ϕ1(g) extends
to an element of A(F ,γ ). Let h ∈ H such that gX = h. In particular note that h fixes x1. By Corollary 5.18, ϕ1(g) on B1(wXk)
extends to an automorphismΦ of desc(yy1 . . . ytXk)which fixes pointwise
yy1 · · · ytXk ∪ {desc(yy1 . . . yty′t+1Xk) | y′t+1 ∈ Y \ {yt+1}}
and such that the restriction to desc(yy1 . . . ytXk) is as follows: Φ|B1(yy1...ytXk) = ϕyt+1(h) and, for i ∈ {1, . . . , k},
Φ|B1(yy1...yt+iXk) = ϕk+1−i(h). In turn, Φ extends to an automorphism Φ of T (Σ, k) which fixes pointwise T (Σ, k) \
desc(yy1 . . . ytXk) and, since F is contained in such set, Φ fixed pointwise F . It then remains to show that the vertices of γ
which lie in Bt(yy1 . . . ytXk) are fixed by Φ . The vertex u ∈ wXk, so for i ∈ {1, . . . , k}, γ intersects B1(yy1 . . . yt+iXk) on the
edge (ui, ui+1), where ui = yy1 . . . yt+ix−k+i+1x−k+i+2 . . . x0x1 . . . xi, for some x−k+i+1, . . . , x−1 ∈ X with x−k+i+1→Σ yi+1.
Then
uΦi = uΦi = uϕk+1−i(h)i = yy1 . . . yt+ix−k+i+1x−k+i+2 . . . x0xh1 . . . xi = ui,
sinceΦ|B1(yy1...yt+iXk) = ϕk+1−i(h) and h fixes x1. SoΦ fixes γ and therefore lies in A(F ,γ ). HenceΦ is the required extension
of ϕ(g). 
We are not in a position to show that the digraph D in Section 5.3 is highly arc-transitive.
Theorem 5.20. The digraph D is highly arc-transitive.
Proof. Fix y ∈ Y . The vertex set of the tree T ∗ consists of the descendant set of the constant line L = . . . yy . . . y . . .. Now
letwn denote the element . . . yy . . . y of Y ∗ with domain {m ∈ Z | m ≤ n}. Then a vertex of D is of the formwny1 . . . ytx for
some n and y1, . . . , yt ∈ Y , and some x ∈ Xk. The map g : D → D given by g(wny1 . . . ytx) = wn+1y1 . . . ytx is clearly an
automorphismofD, and gmaps desc(wny1 . . . ytXk) to desc(wn+1y1 . . . ytXk). In particular, g fixes setwise
⋃{wnXk | n ∈ Z}.
We say that g is a translation along L =⋃{wnXk | n ∈ Z}.
Let γ1 and γ2 be s-arcs in Dwith initial vertices u1 and u2 respectively. Then γ1 and γ2 lie in desc(wnXk) for some n ∈ Z.
For l ∈ {1, 2}, let ql be a path from a vertex in wnXk to ul. By applying translations along L, we may assume that q1 and q2
have the same length. For l ∈ {1, 2} let γ ∗l := qlγl, the path obtained by concatenating the paths ql and γl. Then γ ∗1 and γ ∗2
lie inΩs′(wnXk) for some s′ ≥ s. It therefore suffices to show that Aut(D) acts transitively on the setΩs′(wnXk).
The subdigraph Z of D on desc(wn−kXk) is a copy of T (Σ, k). So, by Proposition 5.19, the pointwise stabiliser Aut(Z)(F) of
F := (wn−kXk)∪{desc(wn−ky′Xk) | y′ ∈ Y \ {y}} is transitive on the setΩs′(wnXk). Now, every element of Aut(Z)(F) extends
to an automorphism of D since the edges (a, b) ∈ ED with a ∈ D \ Z and b ∈ Z are those where b ∈ wn−kXk and the set
wn−kXk is fixed by Aut(Z)(F). Hence Aut(D) acts transitively onΩs′(wnXk). 
6. Concluding remarks
Let D be one of the highly arc-transitive digraph constructed in the previous section. Let α ∈ VD and let Γ := desc(α).
Then the digraph Γ satisfies P1 and P3 since D is infinite and highly arc-transitive. Also, by Proposition 5.6, Γ satisfies
condition P2. Hence Γ is an example of a digraph satisfying condition P1–P3 andwe observe that, although it is not a tree, it
has a finite-to-one homomorphismonto a rooted regular directed tree of finite out-valency. See, for example, the descendant
set of a vertex in Fig. 3. Note however that the automorphism group of Γ is not necessarily a full wreath product: perhaps
the best way of seeing this is by inspection of Fig. 3.
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