ABSTRACT Dynamic adaptive video streaming over HTTP (DASH) is widely studied and has been adopted in modern video players to ensure user quality of experience (QoE). In DASH, adaptive bitrate control is a key part whose ultimate goal is to maximize video bitrate while minimizing rebuffering. Throughput prediction plays an important role in helping select the proper video bitrate dynamically. In this paper, we studied the influence of throughput prediction on adaptive video streaming. Because the real-world network is dynamic, different methods need to be tested with large-scale deployments and analyzed statistically. However, this is difficult in academic research. Therefore, we established a reproducible trace-based emulation environment, which enables us to compare different methods quantitatively under the artificially same condition, with limited experiments. The throughput prediction methods are implemented into DASH to evaluate the effect on QoE for video streaming. The results indicate that the prediction method using long short-term memory (LSTM) performs better than the other methods. However, throughput prediction alone is not enough to ensure high QoE. To further improve the QoE, we proposed the decision map method (DMM), where the buffer occupancy is also incorporated to make a selection. By using this decision map, the choice of bitrate can be smarter than that when only prediction information is used. The total QoE is further improved by 32.1% in the ferry trace, which shows the effectiveness of DMM in further improving the performance of throughput prediction in adaptive bitrate control.
I. INTRODUCTION
With the rapid increase of traffic especially in mobile networks, providing video streaming with a high quality of experience (QoE) for the user becomes more and more essential, as the user QoE is directly related to the service provider's revenue [1] , [2] . To maximize the QoE, the basic requirement is providing contents with higher video quality (or bitrate) and fewer rebuffering durations. As the network condition is not always stable, transmitting contents with constant bitrate may become problematic. Suppose the highest streaming quality is chosen under an environment with inadequate bandwidth, the rebuffering events may occur frequently. Then, the user may be upset and may quit the video session, resulting
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in less chance of promoting commercial contents such as advertisements. However, if the possible network throughput is not fully exploited, the video may be streamed with a relatively low quality, which may also degrade the user QoE and decrease the user engagement. Therefore, the adaptive bitrate control should be involved during the video streaming to choose the proper video bitrate dynamically by trading off between video quality and rebuffering. Besides regular video streaming, adaptive control is also essential in other applications such as 360-degree video transmission in virtual reality (VR) to ensure high QoE [22] , [23] .
There exist several adaptive streaming protocols such as Adobe HTTP Dynamic Streaming [3] , Apple HTTP Live Streaming [4] , and Microsoft Smooth Streaming [5] . In recent years, dynamic adaptive video streaming over HTTP (DASH) has been studied worldwide as a unifying standard [6] . In the DASH protocol, the video contents are divided into short chunks and encoded at different bitrate levels. Then the client player can request the segment chunks with proper bitrate successively and dynamically according to the network condition. The algorithm for selecting the download bitrate is called the adaptive bitrate (ABR) algorithm. The ABR algorithm employs the network condition logs (such as throughput, buffer state, etc.), which are monitored in the client side to decide the bitrate of the later chunks to be downloaded. The purpose is to maximize the video quality while reducing rebuffering. There are two kinds of ABR algorithms, the rate-based (RB) methods and buffer-based (BB) methods [7] - [9] . The RB algorithm selects the next downloading chunk by estimating the future throughput while the BB algorithm decides the selection based only on the current buffer-occupancy state without using any throughput information. Debate is ongoing concerning which type is better. The RB algorithm may perform badly if the prediction is inaccurate, while the BB algorithm requires too much buffer, which costs extra resource consumption. Some research has proposed algorithms based on both throughput prediction and buffer-occupancy information [10] , [11] .
In the above ABR algorithms, which involve prediction, the throughput prediction method is basically chosen as the harmonic mean of the previous several measurements [12] - [14] . The impact of different throughput prediction is not discussed. In our previous work, we proposed several throughput prediction methods [15] , [16] . In this paper, we focus on the influence of throughput prediction on the adaptive control algorithm. Because literature discussing this subject is rare, our work may give a deeper insight into the effect of the throughput prediction.
To evaluate different methods with limited experimentation, we established a reproducible trace-based emulation environment. By conducting the experiments in the artificially identical network conditions, we observed that the prediction method using long short-term memory (LSTM) performs better than the other prediction methods. However, the prediction alone is not enough to ensure high QoE. We then propose a decision map method (DMM) to further improve the performance of the QoE. In this method, both throughput prediction and buffer occupancy information are incorporated. Results indicate that the DMM method can improve the QoE further by taking advantage of the buffer information.
This paper does not aim at determining which of the two algorithms, RB and BB, is better than the other, neither does it aim at proposing an algorithm that can surpass other ABR control methods [10] , [11] . Instead, the main contribution of this work is that we evaluated the influence of throughput prediction methods on the performance of the adaptive video streaming. Then some design guidance for the ABR algorithm can be achieved, thereby giving directions for future work. Meanwhile, DMM is proposed as a concept of one series of methods for the first time. This concept is novel, which using a map to incorporate throughput prediction with other information for QoE improvement. In this paper, we designed and tested a two-dimensional decision map. The results demonstrated that the concept of decision map is feasible in improving QoE. In the future, we will increase the dimensions of the map and incorporate more information to optimize the high-dimensional decision map. Then compare it with other ABR methods.
In the rest of this paper, Section II gives a brief introduction of the DASH system and the implementation of trace-based emulation structure. Section III describes the different prediction methods involved in the evaluation. Section IV presents the evaluation metrics and results. Section V presents the DMM and the corresponding results. Finally, the conclusion and future work are presented in Section VI.
II. EMULATION SYSTEM STRUCTURE
As shown in Fig. 1 , the basic DASH system structure consists of an HTTP server and a DASH client side. The video content is encoded at different bitrates and is organized and stored in the server. DASH client communicates with the content server and plays the video. In the DASH context, different bitrate versions are named representations. The contents are then divided into short chunks so that, for example, each chunk includes a 2-second video playback time. For different representations, although the video qualities vary, the start time and end time of each chunk are aligned. Therefore, the chunks in different representations can be concatenated and played smoothly only via the chunk order, thereby enabling the dynamical choice of video quality during streaming. All the information about the video content and the representation details are written in the Media Presentation Description (MPD) file. The MPD documents the number of representations for the video content, the encoding bitrates, the URLs of the chunks and etc. By parsing the MPD file, the client side can obtain full knowledge of the contents. The DASH client side mainly consists of an MPD parser module, ABR control module, HTTP client module, video buffer, and the media player. During the streaming, the MPD file is first requested and downloaded by the client and parsed to get the information about the video contents. Then the ABR VOLUME 7, 2019 control module determines which representation to select for the next video chunk and communicates the decision to the HTTP client module. The HTTP client module then generates a request and communicates with the server to get the corresponding video chunk. After the completion of the current chunk, the content will be stored into the video buffer, and the ABR control module will repeat the download selection for the next chunk. After enough video buffer is filled, the media player will begin to playback the video. The most important part in the DASH system is the ABR control module where the ABR algorithm is implemented to ensure user QoE.
A. CONCEPT OF TRACE-BASED SERVER
The development of ABR algorithms is still ongoing, and a widely accepted method is not achieved yet. As the network in the real world is always dynamic, we cannot evaluate the algorithms under two identical network conditions. Therefore, to validate the actual efficiency of the algorithms, large-scale deployment in a real network environment is needed via video streaming providers. The data containing logs from millions of video sessions can then be analyzed statistically. However, it is not always possible for academic researchers to obtain such large-scale data. As an alternative, the trace-based emulation is employed for evaluation. Under the artificially identical network conditions, the effect of different algorithms can be compared using limited deployment. Here, we developed a trace-based server.
The implementation of our emulation is shown in Fig. 2 . The purpose is to replicate the throughput between the server and the client as the same as a given throughput trace. As the network condition in the real world cannot be fully controlled, we build a virtual network emulation environment. In this environment, the server is built on the same computer as the client using the local host 127.0.0.1. By using the local host, we can regard the delay time of the data transfer to be small enough (< 1 ms) that it can be ignored. The node.js runtime package is used to build the HTTP server. This structure is chosen because it gives full control of the data transfer, such as when to respond and what to respond. To constrain the throughput between the server and client, the response of the HTTP request is manipulated and delayed intentionally. Therefore, from the viewpoint of the client side, the throughput is changing dynamically because it does not know what happens on the server side.
B. ALGORITHM OF THE TRACE-BASED SERVER
The procedure of the manipulation is as shown in algorithm I. The throughput trace is prepared in the server side, which can be referred to freely. The trace is stored every second. When the server catches the GET request from the client, it first judges whether this request is for video contents or other content such as an html file or JavaScript files. If the request is for other files, the data are returned to the client immediately. When the request for the first segment of the video content is captured, an initial time stamp t init is created which is regarded as a baseline for calculating the time delay. When the requests for video contents are captured, the size of the requested chunk is analyzed. Normally, the chunk of data should be sent back to the client immediately.
However, to shape the throughput according to the designated trace, the chunk data is divided and transmitted as pieces with artificial delay intervals dt. After the request is coming, the elapsed time from the initial timestamp is calculated as t = t 1 −t init . Then the sending size is determined by S sent = f (t) * dt, where f (t) is the throughput value at time t in the prepared trace table and dt is the delay interval. dt is chosen as 100 ms here. After sending, the server waits for dt time (or 100 ms here) and then repeats the elapsed time calculation t = t n−1 − t init and sending size determination according to the new f (t). After sending the last piece of the chunk, the delay interval dt should be recalculated because more data can be sent within dt. The delay is calculated by S last /f (t), where S last is the size of the last piece and f (t) is the throughput at the time sending the last piece. After the last delay, the end signal of the response is triggered. Note that the trace data are usually stored every second for many datasets. In the implementation, t is floored to an integer second as the unit of measurement of the timestamp is milliseconds.
C. DASH CLIENT
A JavaScript-based DASH client, originally developed by ITEC [9] , is adopted in this study. The default ABR control algorithm in this client is rate-based and chooses the maximum bitrate below the predicted throughput. We made modifications to the original version. First, we corrected the bitrate switch logic. When the predicted throughput is smaller than the lowest encoding bitrate, the original version does not consider this case, and the selection is not triggered. Here, we set the selected bitrate as the lowest one when encountering this case. Second, the buffer strategy is modified. The B max and B start are set. The video session will start after the buffer occupancy is filled up to B start . Then, the client requests video contents continuously until the buffer occupancy reaches B max . The client will send GET requests whenever the buffer occupancy is lower than B max . If the video session encounters if requesting first chunk then 11: record the initial time stamp t init = getTime(); 12: end 13: n = 1; 14: t n = floor(getTime() -t init ); 15: the start index of the sending data: ST = 1;
16:
17:
19:
n++; 21: t n = floor(getTime() -t init );
22:
S sent = dt * f (t n ); 23: wait for dt; 24: end 25 : an empty buffer (freezing), it will restart after rebuffering to B start . Finally, the buffer occupancy is recorded about every 100 ms and the throughput measured at the client is also recorded for off-line QoE performance analysis.
D. TRACE-BASED EMULATION VALIDATION
To validate whether the trace-based emulation is successfully implemented, and the virtual network environment is reproducible, the test of video streaming is conducted. The content used is BigBuckBunny animation video. In the test, the adaptive bitrate switch is disabled, and the Client is set to request the content encoded at a constant rate of 515 kbps. Fig. 3 shows the results of the trace-based emulation. The blue staircase plot is the throughput trace used to shape the sending sequence of the data on the server side. The red and black plots are the throughputs recorded and calculated on the client side in two tests. As can be seen, the results of the two tests are the same. Additionally, the shapes of the measured throughputs at the client side are the same as at the server side. Fig. 4 shows the buffer occupancy logs of the two tests. As can be seen, the buffer occupancy logs are also identical. These results demonstrate that our trace-based emulation is successful in shaping the throughput between the server and client, and the emulated network condition can be replicated, thereby allowing us to compare the algorithms quantitatively with limited experiments.
III. THROUGHPUT PREDICTION METHODOLOGY
The default throughput estimation method installed in the DASH client is exponential weighted moving average (EWMA) [9] . In our previous works [15] , [16] , [24] , we have proposed and implemented several methods of prediction. They are the hybrid model of the autoregressive model and HMM (Hybrid) [15] and throughput prediction based on LSTM (TRUST) [16] . We also implemented other methods such as arithmetic mean (AM) [17] , harmonic mean (HM) [17] , [25] , last sample (LS) [18] , moving average (MA) [19] , hidden Markov model (HMM) [18] , and stochastic model (Stochastic) [20] . In the emulation, these methods are used for prediction. The bitrate selection is decided based on the prediction results using the rate-based adaptive control algorithm. To compare the effect of these methods, during evaluation, only the prediction method is changed and other settings are kept the same.
IV. PERFORMANCE EVALUATION
In this section, the video streaming experiments are conducted using different prediction methods under the same network condition shaped by the trace on the server side. The buffer occupancy log and the choice of bitrate for each chunk are recorded for post analysis.
To analyze the performance of each algorithm, the factors extracted from the buffer log that are considered in the QoE calculation, are the initial delay (T init ), the number of rebufferings (N rebuf ), rebuffering duration (T rebuf ), the average bitrate (R ave ) and the switch of bitrate are extracted from the bitrate choice log. The five factors are analyzed here as metrics for performance assessment. Moreover, there are various QoE definitions that take the factors with a different weight. Therefore, using different QoE metrics, the performance judgment may change. As the official QoE definition is not available yet, we use the most widely used one. Additionally, the formula used in [11] is adopted for calculating the QoE metric, which is
where q(R n ) represents the relationship between bitrate and user-perceived quality. N is the total number of chunks. T rebuf and T init are the total rebuffering time and initial delay. µ and µ s are the corresponding penalties. The last term on the right stands for the penalty of bitrate switch. The linear form q(R n ) = R n is considered here. The µ and µ s are chosen as the maximum bitrate. In the evaluation, the video content is encoded into 14 versions from 100 kbps to 4000 kbps. The total length of the video is about 598 seconds. Each chunk contains 2-second video. The B max is set to 40 seconds and B start is set to 6 seconds.
A. EVALUATION IN FERRY CASE
The throughput traces implemented in the server are chosen from the Mobile High-Speed Downlink Packet Access (HSDPA) open dataset [21] . Fig. 5 shows a selected trace from the HSDPA dataset. This trace is measured on a ferry. As can be seen, there is a period when the network condition is extremely bad and is almost cut off.
The results of different methods are shown in Table 1 . The prediction errors of different methods are shown in Fig. 6 . From the total QoE, the LSTM performs best among all the methods, where the QoE is increased by a maximum of 87.1% compared with the HM method. For the individual metric, it can be seen that LSTM makes a conservative choice in the initial phase, resulting in a small delay. The initial delay in LSTM is only half of other methods. As for the average bitrate, Stochastic, LS, and EWMA have a relatively high score ranging from 1270.8 to 1458.8 kbps. This also can be observed in Fig.6 that there are more cases when the prediction is larger than the actual throughput in Stochastic, LS, and EWMA, resulting in aggressive choice. However, this aggressive choice leads to longer rebuffering duration. A monotonic increase in rebuffering time can be observed in Stochastic, LS, and EWMA, where the values are from 46.3 to 68.5 s. This reflects the inherent contradiction in the adaptive rate algorithm, where the highly desired large bitrate may lead to more rebuffering. The LSTM makes a tradeoff between average bitrate and rebuffering time, resulting in a high QoE score.
The log of buffer occupancy using different prediction methods in the ferry trace is shown in Fig. 7 . As can be seen, the buffer occupancy of the Stochastic, LS, and EWMA methods is always at a relatively low level. This increases the likelihood of longer and more frequent rebuffering events. EWMA even has five rebuffering events. Although the number of rebuffering events is not included in (1), the greater FIGURE 7. The log of buffer occupancy using different prediction methods for ferry trace.
FIGURE 8. The throughput trace of bus (HSDPA).
number of events may damage the user experience more with the same rebuffering duration.
During the whole session, the buffer occupancy is sometimes at a relatively high level, which is approximately 30-40 s in the LSTM method. For these periods, the bitrate can be selected more aggressively. Therefore, although LSTM performs better than other prediction methods from the viewpoint of the total QoE, it can still be improved. The prediction alone is not enough to ensure a high QoE. Fig. 8 shows another selected HSDPA trace, which is measured on a bus. As can be seen, the average throughput is relatively higher than that in the ferry trace. The average quality of the video transmission should be higher. However, there are still some sudden degradations of network conditions, such as at around 150 s and 350 s. These areas need to be handled well; otherwise, it could cause rebuffering events. Table 2 shows the QoE results of different methods. The prediction errors of different methods are shown in Fig. 9 . From the total QoE, it can be confirmed that LSTM still performs best among others, where the QoE is increased by a maximum of 20.5% compared to the HM method. The EMWA method has a tendency to be excessively aggressive. It is also shown in Fig. 9 that there are 10% prediction data are 50% larger than the actual throughput. This aggressive strategy gains the highest average bitrate of 2648.4 kbps with a sacrifice of rebuffering events and time. Except for the EMWA method, all methods manage to avoid rebuffering. As shown in Fig. 9 , the HM and HMM methods tend to have a conservative selection since 17.1% and 19.7% prediction data are 50% lower than actual throughput, respectively, resulting in a low QoE score. The LSTM method achieves a high average bitrate, which results in a high QoE. It can be observed that the average bitrate for the LS method is 4.5% higher than that of LSTM. However, the total QoE is lower and is caused by frequent changes of bitrate.
B. EVALUATION IN BUS CASE
The log of buffer occupancy using different prediction methods for the bus trace is shown in Fig. 10 . As can be seen, the buffer occupancy of LSTM is also at a relatively high level that is approximately 30-35 s. This indicates the potential to further improve the adaptive bitrate control method for higher QoE performance. Fig. 11 shows another trace from a tram [21] . As can be seen, the average throughput is relatively lower than that in ferry trace. There is a period where the network condition is bad but there is no cutoff of the network.
C. EVALUATION IN TRAM CASE
The results of the different methods are shown in Table 3 . The prediction errors of different methods are shown in Fig. 12 . In this case, the LSTM still has a very good QoE of 170.9, which is increased by a maximum of 18.9% compared to the HM method. However, the EWMA performs best this time with 6.4% higher QoE than LSTM. This aggressive strategy wins in achieving the highest average bitrate of 716.8 kbps, which is 2.6% higher than that of LSTM. It also successfully avoids rebuffering events. Although LSTM is not the best, it still outperforms other methods.
The log of buffer occupancy using different prediction methods in the tram trace is shown in Fig. 13 . As can be seen, the buffer occupancy during the streaming is at a relatively high level, which means the bitrate selection is somehow conservative. This is considered as the reason that the LSTM is defeated by the EWMA method. As the ABR algorithm used here is rate-based, the chosen bitrate is always below the prediction. Therefore, the bitrate selection can be improved while reducing the buffer occupancy by taking advantage of the buffer occupancy information.
D. DISCUSSION
From the evaluation results, it is found that: 1) In the ABR control, throughput prediction using LSTM can contribute to better QoE performance. As shown in Table 1 and 2, the LSTM achieves the best QoE performance among other methods in the ferry and bus traces. As shown in Table 3 , in the tram trace, although the original EWMA performs best, the LSTM still shows a good QoE, which is only 6.0% lower than that of EWMA. Except for EWMA in tram trace, LSTM shows the advantage over other methods 2) The throughput prediction alone is not enough to ensure a high QoE. The buffer status should also be taken into consideration for aggressive selection to further improve QoE. Fig. 7 , 10, and 13 show that the average buffer occupancy of LSTM method is at a relatively high level, which is about 60%∼70% of B max . This is because the rate-based algorithm always chooses the bitrate lower than the prediction throughput. This strategy is safe for avoiding possible rebuffering events. However, the image quality may be not good enough. Actually, the bitrate selection can be more aggressive if the buffer occupancy is high. By comparing the results of the LSTM and EMWA in the tram case, it can be found that a good QoE is related to higher average bitrate and lower buffer occupancy under the same network conditions. Therefore, additional information needs to be included in the ABR method to further improve the QoE performance.
It is also important to note that in the initial phase, an overestimation could be disastrous as long waiting time may annoy the user a lot, and may cause the user to give up the video session. This will cause a dramatic loss of the service provider's revenue. Therefore, in the adaptive strategy design, the selection needs to be conservative in the initial phase to establish the streaming as soon as possible.
With the guidance derived from the above discussion, a new ABR method is proposed and evaluated in the following sections.
V. DECISION MAP METHOD FOR ADAPTIVE BITRATE CONTROL A. AGGRESSIVE DECISION
From the evaluation results and the discussion in Section IV, it is evident that there is a need to design a new adaptive bitrate control algorithm based not only on the throughput prediction but also on the buffer occupancy information because the rate-based ABR tends to be too conservative. If the throughput is the same as the bitrate, the buffer occupancy should stay the same because the downloaded video duration can balance the consuming time for downloading. If the throughput is lower than the bitrate, the buffer occupancy should decrease as it consumes more time in downloading. When the current buffer occupancy is large, the bitrate can be chosen aggressively.
Here, we propose a DMM with an aggressive mechanism (DMM-A) for adaptive bitrate control incorporating both prediction and buffer occupancy information as shown in Fig. 14 . In this map, the x-axis is the current buffer occupancy B cur and y-axis is an additional term T DL named extra downloading time (EDT). T DL is calculated using the following equation:
where C pred is the throughput prediction using LSTM, R ind+1 is the bitrate one rank higher than the rate-based choice.
T seg is the duration of one segment. This term is used to estimate the possible extra downloading time when choosing the bitrate larger than the throughput prediction. B upper is the maximum buffer occupancy and B agg is a threshold for deciding when to be aggressive. T upper is another threshold in the EDT axis to judge the aggressive action. The area shaded with red dots is the aggressive area and that with green dots is the normal area. The aggressive area is where the buffer occupancy is relatively high and the EDT is not very large. For simplicity and neutrality, the red-dotted area is drawn as a linear relationship here. The B agg is chosen as 20 s, which is the same as the lower limit of buffer occupancy. The smaller B agg is, the more aggressive the map is. T upper is set as 2 s here because we expect one segment time is the largest tolerance for an aggressive decision. The larger T upper is, the more aggressive the map is. The boundary between normal and aggressive areas is a line from (B agg , 0) to (B upper , T upper ). If the ( T DL , B cur ) falls in the aggressive area, the bitrate will be chosen as one rank higher than the rate-based decision. By using this decision map, the choice of bitrate can be more aggressive than the ratebased method. It can be expected that a higher average bitrate can be achieved. Table 4 shows the results of DMM-A, compared with the LSTM, EWMA, and BB methods. The parameters of the BB method are set as suggested in BBA-0 in [7] . As can be seen, from the viewpoint of the total QoE, there seems to be no improvement than even LSTM. The QoE score is 98.9% and 92.9% of those in the LSTM and EWMA methods. This QoE degradation is caused by a rebuffering event around 450 s. However, except for the rebuffering drawback, the average bitrate is 14.5% and 11.6% higher than those of the LSTM and EMWA methods. DMM-A is indeed an aggressive method. However, it can be considered as a ''controlled aggressive'' case as the buffer occupancy is monitored. If the drawback of rebuffering can be solved, the performance of the DMM-A is expected to be more outstanding.
B. AGGRESSIVE DECISION WITH CONSERVATIVE MECHANISM
As discussed in the former section, it is necessary to deal with the possible rebuffering event in the DMM-A because the aggressive decision is made intentionally. Here, we extend the DMM-A with an additional conservative mechanism as shown in Fig. 15 . We name this extended method as DMM because it involves both aggressive and conservative areas. In DMM, besides the division of normal and aggressive areas, the conservative area is added which is shown as blue dots. This area is determined by two thresholds, B con1 and B con2 . When the buffer occupancy is within the conservative area, no matter what the throughput prediction is, the conservative action should be taken immediately to avoid rebuffering events. B con1 and B con2 are set to indicate the emergency level of the situation. If the B cur is lower than B con1 but higher than B con2 , the bitrate will be chosen as one rank lower than the rate-based decision. If the B cur is lower than B con2 , this is considered an extremely adverse situation; therefore, the bitrate will be chosen as two ranks lower than the ratebased decision. The whole procedure of this method is shown in Algorithm II. Here, B con1 and B con2 are set as 10 s and 5 s, respectively. It can be expected that rebuffering events can be avoided using this conservative mechanism. Meanwhile, this conservative decision will also be applied to the initial period when the user starts the video session. It is expected that this conservative decision can help reduce initial delay because there is no buffer occupancy at the beginning and the selection will be conservative. Table 5 shows the results of DMM, compared with LSTM, EWMA, BB, and DMM-A methods. It can be seen that, from the viewpoint of total QoE, the DMM performs best among all the methods, where the QoE is increased by a maximum of 7.4% compared with EWMA method. Besides the total R sel = R min ; 4: end 5: else 6: ind = 0; initialize the selected rate index 7: for each bitrate R i in encoding rates {R} do 8: if R i < C pred &&R i > R i1 then 9: ind = i; 10: end 11: end decide whether take conservative strategy 12: if B cur <= B con2 &&ind > 1 then 13: ind = ind -2; 14: end 15: else if {B cur < B con1 } && {B cur > B con2 } && {ind > 0} then 16: ind = ind − 1; 17: end decide whether take aggressive strategy 18 : QoE, the average bitrate is also improved by 9% compared with the EWMA method, which is the best. Furthermore, the initial delay is reduced by 0.7 s as expected thanks to the conservative action at the beginning.
As shown in Fig. 16(a) , the choice of bitrate is much lower than the predicted throughput at the initial stage. The rebuffering event is also avoided during a bad network condition period. As shown in Fig. 16(b) , the choice of bitrate is also very conservative as the buffer occupancy becomes low because of the bad network condition. This strategy helps the video session survive and play on without rebuffering. These results demonstrate that the DMM method can improve the QoE significantly for adaptive video transmission. 
C. DMM PERFORMANCE VERIFICATION IN OTHER TRACES
The performance of the DMM method is also verified in other traces: Table 6 shows the results of DMM, compared with LSTM, EWMA, and BB methods for the bus trace. It can be seen that, from the viewpoint of total QoE, the DMM performs best among all the methods, where the QoE is increased by a maximum of 6.8% compared with LSTM method. The average bitrate is also improved significantly by 6.3% compared with the LSTM rate-based method. The initial delay is also reduced by 2.8 seconds thanks to the conservative mechanism. From these results, it can be concluded that the DMM can significantly improve the QoE performance in DASH compared with conventional methods. Table 7 shows the results of DMM, compared with LSTM, EWMA, and BB methods for the ferry trace. As can be seen from the viewpoint of total QoE, DMM outperforms LSTM, which is the best. The QoE is improved by 32.1%. The average bitrate is also improved significantly by 17.6% compared with the LSTM rate-based method. Meanwhile, the rebuffering time is not increased.
1) VERIFICATION IN BUS CASE

2) VERIFICATION IN FERRY CASE
It can be seen that, the QoE score by BB is higher than DMM. This is because the BB chooses a very large buffer and the average bitrate is chosen very conservatively. Under the current QoE standard, rebuffering has a greater weight than the average rate. Therefore, zero rebuffering leads to a high QoE score. However, the average bitrate is much lower than other methods, which is only 66.3% of that in the DMM method. This degradation in average bitrate may result in a much lower image quality that annoys the user perception.
It is expected that the DMM can also reduce the rebuffering events. However, in the ferry trace, there is a period when the network is suddenly cut off. Therefore, even if the bitrate is chosen as the lowest one, the rebuffering event is not avoided. In such a situation, other information should be considered for preparation of sudden network cutoff. For example, there may be a no-signal area in the ferry route. Based on the designated route, we can expect to know when we will enter the no-signal area. Then, the contents can be downloaded more than B max before the network is cutoff when going through the no-signal area. During the no-signal period, the ABR can be stopped because it does not work in a zero-throughput condition. After going out of the cutoff area, the B max is set back to the normal one and the ABR control resumes.
VI. CONCLUSION AND FUTURE WORK
In this paper, we evaluated throughput prediction for adaptive bitrate control via trace-based emulation. The basic ABR strategy is a rate-based method. To compare the methods quantitatively, a trace-based server is proposed and built. The results demonstrate that this server can create reproducible emulation environments according to the prepared trace, which allows the evaluation of algorithms effectively with limited experimentation. By a comparison of the results, it is found that the throughput prediction using LSTM can contribute to achieving better QoE performance. The QoE is improved by a maximum of 87.1% compared with the HM method in ferry trace. Meanwhile, the throughput prediction alone is not enough to ensure high QoE. There is still room for further improvement of the QoE by incorporating the information of the buffer occupancy.
We also proposed a new ABR algorithm named DMM. This algorithm incorporates both throughput prediction and buffer occupancy information to make the decision of whether the aggressive or conservative bitrate selection is carried out. Through trace-based emulation in several traces, it is demonstrated that the DMM performs significantly better than the conventional LSTM method. The average bitrate is improved while no additional rebuffering event is encountered. Meanwhile, the initial delay is also reduced. The QoE is improved by a maximum of 32.1% compared with the LSTM method in the ferry trace.
For future research, we will continue to improve the adaptive bitrate control algorithm for better handling of different circumstances such as sudden network cutoff. Meanwhile, we will increase the dimensions of the map and incorporate more information to optimize the high-dimensional decision map. We will also test the performance in more traces and deploy the DMM algorithm into real network environments. Other topics which involving ABR, such as 360 video streaming, will also be studied.
