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Abstract
In current reinforcement learning (RL) methods,
function approximation errors are known to lead
to the overestimated or underestimated Q-value
estimates, thus resulting in suboptimal policies.
We show that the learning of a state-action return
distribution function can be used to improve the
Q-value estimation accuracy. We employ the re-
turn distribution function within the maximum en-
tropy RL framework in order to develop what we
call the Distributional Soft Actor-Critic (DSAC)
algorithm, which is an off-policy method for con-
tinuous control setting. Unlike traditional distribu-
tional RL algorithms which typically only learn a
discrete return distribution, DSAC directly learns
a continuous return distribution by truncating the
difference between the target and current distribu-
tion to prevent gradient explosion. Additionally,
we propose a new Parallel Asynchronous Buffer-
Actor-Learner architecture (PABAL) to improve
the learning efficiency, which is a generalization
of current high-throughput learning architectures.
We evaluate our method on the suite of MuJoCo
continuous control tasks, achieving state-of-the-
art performance.
1. Introduction
Deep neural networks (NNs) provide rich representations
that can enable reinforcement learning (RL) algorithms to
master a variety of challenging domains, from games to
robotic control (Mnih et al., 2015; Silver et al., 2016; Mnih
et al., 2016; Silver et al., 2017; Duan et al., 2020). However,
most RL algorithms tend to learn unrealistically high state-
action values (i.e., Q-values), known as overestimations,
thereby resulting in suboptimal policies.
The overestimations of RL were first found in Q-learning
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algorithm (Watkins, 1989), which is the prototype of most
existing value-based RL algorithms (Sutton & Barto, 2018).
For this algorithm, van Hasselt et al. (2016) demonstrated
that any kind of estimation errors can induce an upward
bias, irrespective of whether these errors are caused by sys-
tem noise, function approximation, or any other sources.
The overestimation bias is firstly induced by the max op-
erator over all noisy Q-estimates of the same state, which
tends to prefer overestimated to underestimated Q-values
(Thrun & Schwartz, 1993). This overestimation bias will
be further propagated and exaggerated through the temporal
difference learning (Sutton & Barto, 2018), wherein the
Q-estimate of a state is updated using the Q-estimate of
its subsequent state. Deep RL algorithms, such as Deep
Q-Networks (DQN) (Mnih et al., 2015), employ a deep NN
to estimate the Q-value. Although the deep NN can provide
rich representations with the potential for low asymptotic
approximation errors, overestimations still exist, even in
deterministic environments (van Hasselt et al., 2016; Fuji-
moto et al., 2018). Fujimoto et al. (2018) shows that the
overestimation problem also persists in actor-critic RL, such
as Deterministic Policy Gradient (DPG) and Deep DPG
(DDPG) (Silver et al., 2014; Lillicrap et al., 2016).
To reduce overestimations in standard Q-learning, Double
Q-learning (van Hasselt, 2010) was developed to decouple
the max operation in the target into action selection and
evaluation. To update one of these two Q-networks, one
Q-network is used to determine the greedy policy, while an-
other Q-network is used to determine its value, resulting in
unbiased estimates. Double DQN (van Hasselt et al., 2016),
a deep variant of Double Q-learning, deals with the overesti-
mation problem of DQN, in which the target Q-network of
DQN provides a natural candidate for the second Q-network.
However, these two methods can only handle discrete action
spaces. Fujimoto et al. (2018) developed actor-critic vari-
ants of the standard Double DQN and Double Q-learning
for continuous control, by making action selections using
the policy optimized with respect to the corresponding Q-
estimate. However, the actor-critic Double DQN suffers
from similar overestimations as DDPG, because the online
and target Q-estimates are too similar to provide an inde-
pendent estimation. While actor-critic Double Q-learning
is more effective, it introduces additional Q and policy net-
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works at the cost of increasing the computation time for each
iteration. Finally, Fujimoto et al. (2018) proposed Clipped
Double Q-learning by taking the minimum value between
the two Q-estimates, which is used in Twin Delayed Deep
Deterministic policy gradient (TD3) and Soft Actor-Critic
(SAC) (Haarnoja et al., 2018a;b). However, this method
may introduce a huge underestimation bias and still requires
an additional Q-network.
In this paper, we show that the accuracy of Q-value esti-
mation can be greatly improved by learning a distribution
function of state-action returns, instead of directly learn-
ing their expected value, i.e., Q-value. We apply the dis-
tributional return function in the maximum entropy RL
framework (Haarnoja et al., 2017; Schulman et al., 2017a;
Haarnoja et al., 2018a;b), to form the Distributional Soft
Actor-Critic (DSAC) algorithm. Unlike traditional distribu-
tional RL algorithms, which typically only learn a discrete
return distribution, DSAC directly learns a continuous re-
turn distribution by truncating the difference between the
target and current return distribution to prevent gradient
explosion. Additionally, we propose a new Parallel Asyn-
chronous Buffer-Actor-Learner architecture (PABAL) to
improve the learning efficiency, which is a generalization
of current high-throughput learning architectures such as
Ape-X and IMPALA (Horgan et al., 2018; Espeholt et al.,
2018). We evaluate our method on the suite of MuJoCo
tasks (Todorov et al., 2012; Brockman et al., 2016), achiev-
ing state-of-the-art performance.
2. Related Work
Over the last decade, numerous deep RL algorithms have
appeared (Mnih et al., 2015; Lillicrap et al., 2016; Schulman
et al., 2015; Mnih et al., 2016; Schulman et al., 2017b; Heess
et al., 2017; Fujimoto et al., 2018; Barth-Maron et al., 2018;
Haarnoja et al., 2018a), and several approaches have been
proposed to address overestimations of RL, such as Dou-
ble Q-learning, Double DQN, Clipped Double Q-learning
(van Hasselt, 2010; van Hasselt et al., 2016; Fujimoto et al.,
2018). In this paper, we propose a distributional RL al-
gorithm which employs the learning of state-action return
distribution to improve the Q-value estimation accuracy.
Besides, our algorithm mainly focuses on continuous con-
trol setting, so that an actor-critic architecture with separate
policy and value networks is employed (Sutton & Barto,
2018). We also incorporate the off-policy formulation to
improve sample efficiency, and the maximum entropy frame-
work based on the stochastic policy network to encourage
exploration. With reference to algorithms such as DDPG
(Lillicrap et al., 2016), the off-policy learning and contin-
uous control can be easily enabled by learning separate Q
and policy networks in an actor-critic architecture. There-
fore, we mainly review prior works on maximum entropy
framework and distributional RL in this section.
Maximum entropy RL favors stochastic policies by aug-
menting the optimization objective with the expected policy
entropy. While many prior RL algorithms consider the pol-
icy entropy, they only use it as a regularizer (Schulman
et al., 2015; Mnih et al., 2016; Schulman et al., 2017b). Re-
cently, several papers have noted the connection between
Q-learning and policy gradient methods in the setting of
maximum entropy framework (O’Donoghue et al., 2016;
Schulman et al., 2017a; Nachum et al., 2017). Early max-
imum entropy RL algorithms (Sallans & Hinton, 2004;
O’Donoghue et al., 2016; Fox et al., 2016) usually only
consider the policy entropy of current states. Different from
them, soft Q-learning (Haarnoja et al., 2017) directly aug-
ments the reward with an entropy term, such that the optimal
policy aims to reach states where they will have high entropy
in the future. Haarnoja et al. (2018a) further developed an
off-policy actor-critic variant of the Soft Q-learning for large
continuous domains, called SAC. Haarnoja et al. (2018b)
later devised a gradient-based method for SAC that can au-
tomatically learn the optimal temperature of entropy term
during training. In this paper, we build on the work of
Haarnoja et al. (2018a;b) for implementing the maximum
entropy framework.
The distributional RL method, in which one models the
distribution over returns, whose expectation is the value
function, was recently introduced by Bellemare et al. (2017).
They proposed a distributional RL algorithm, called C51,
which achieved great performance improvements on many
Atari 2600 benchmarks. Since then, many distributional
RL algorithms and their inherent analyses have appeared
in literature (Dabney et al., 2018b;a; Rowland et al., 2018;
Lyle et al., 2019). Like DQN, these works can only handle
discrete and low-dimensional action spaces, as they select
actions according to their Q-networks. Barth-Maron et al.
(2018) combined the distributional return function within
an actor-critic framework for policy learning in continu-
ous control setting domain, and proposed the Distributed
Distributional Deep Deterministic Policy Gradient (D4PG)
algorithm. Inspired by these distributional RL researches,
Dabney et al. (2020) found that the brain represents possible
future rewards not as a single mean, but instead as a prob-
ability distribution through mouse experiments. Existing
distributional RL algorithms usually learn discrete value
distribution because it is computationally friendly. How-
ever, this poses a problem: we need to divide the value
function into multiple discrete intervals in advance. This
is inconvenient because different tasks usually require dif-
ferent division numbers and intervals. In addition, the role
of distributional return function in solving overestimations
was barely discussed before.
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3. Preliminaries
3.1. Notation
We consider the standard reinforcement learning (RL) set-
ting wherein an agent interacts with an environment E in
discrete time. This environment can be modeled as a Markov
Decision Process, defined by the tuple (S,A,R, p). The
state space S and action space A are assumed to be contin-
uous, R(rt|st, at) : S ×A → P(rt) is a stochastic reward
function mapping a state-action pair (st, at) to a distribution
over a set of bounded rewards, and the unknown state transi-
tion probability p(st+1|st, at) : S ×A → P(st+1) maps a
given (st, at) to the probability distribution over st+1. For
the sake of simplicity, the current and next state-action pairs
are also denoted as (s, a) and (s′, a′), respectively.
At each time step t, the agent receives a state st ∈ S and
selects an action at ∈ A. In return, the agent receives the
next state st+1 ∈ S and a scalar reward rt ∼ R(st, at). The
process continues until the agent reaches a terminal state
after which the process restarts. The agent’s behavior is
defined by a stochastic policy pi(at|st) : S → P(at), which
maps a given state to a probability distribution over actions.
We will use ρpi(s) and ρpi(s, a) to denote the state and state-
action distribution induced by policy pi in environment E .
3.2. Maximum Entropy RL
The goal in standard RL is to learn a policy which
maximizes the expected future accumulated return
E(si≥t,ai≥t)∼ρpi,ri≥t∼R(·|si,ai)[
∑∞
i=t γ
i−tri], where γ ∈
[0, 1) is the discount factor. In this paper, we will con-
sider a more general entropy-augmented objective, which
augments the reward with an policy entropy termH,
Jpi = E
(si≥t,ai≥t)∼ρpi,
ri≥t∼R(·|si,ai)
[ ∞∑
i=t
γi−t[ri + αH(pi(·|si))]
]
. (1)
This objective improves the exploration efficiency of the
policy by maximizing both the expected future return and
policy entropy. The temperature parameter α determines the
relative importance of the entropy term against the reward.
Maximum entropy RL gradually approaches the conven-
tional RL as α→ 0.
We use Gt =
∑∞
i=t γ
i−t[ri − α log pi(ai|si)] to denote the
entropy-augmented accumulated return from st, also called
soft return. The soft Q-value of policy pi is defined as
Qpi(st, at) = E
r∼R(·|st,at)
[r]+γ E
(si>t,ai>t)∼ρpi,
ri>t∼R(·|si,ai)
[Gt+1], (2)
which describes the expected soft return for selecting at in
state st and thereafter following policy pi.
The optimal maximum entropy policy is learned by a maxi-
mum entropy variant of the policy iteration method which
alternates between soft policy evaluation and soft policy
improvement, called soft policy iteration. In the soft policy
evaluation process, given policy pi, the soft Q-value can be
learned by repeatedly applying a soft Bellman operator T pi
under policy pi given by
T piQpi(s,a) = Er∼R(·|s,a)[r]+
γEs′∼p,a′∼pi[Qpi(s′, a′)− α log pi(a′|s′)
]
.
(3)
The goal of the soft policy improvement process is to find a
new policy pinew that is better than the current policy piold,
such that Jpinew ≥ Jpiold . Hence, we can update the policy
directly by maximizing the entropy-augmented objective in
Equation (1) in terms of the soft Q-value,
pinew = arg max
pi
E
s∼ρpi,a∼pi
[
Qpiold(s, a)− α log pi(a|s)].
(4)
The convergence and optimality of soft policy iteration have
been verified by Haarnoja et al. (2017; 2018a;b) and Schul-
man et al. (2017a).
3.3. Distributional Soft Policy Iteration
The soft state-action return of policy pi from a state-action
pair (st, at) is defined as
Zpi(st, at) = rt + γGt+1
∣∣
(si>t,ai>t)∼ρpi,ri≥t∼R ,
which is usually a random variable due to the randomness in
the state transition p, reward function R and policy pi. From
Equation (2), it is clear that
Qpi(s, a) = E[Zpi(s, a)]. (5)
Instead of considering only the expected state-action return
Qpi(s, a), one can choose to directly model the distribution
of the soft returns Zpi(s, a). We define Zpi(Zpi(s, a)|s, a) :
S × A → P(Zpi(s, a)) as a mapping from (s, a) to dis-
tributions over soft state-action returns, and call it the soft
state-action return distribution. The distributional variant
of the Bellman operator in maximum entropy framework
can be derived as
T piDZpi(s, a) D= r + γ(Zpi(s′, a′)− α log pi(a′|s′)), (6)
where r ∼ R(·|s, a), s′ ∼ p, a′ ∼ pi, and A D= B denotes
that two random variables A and B have equal probability
laws. The distributional variant of policy iteration has been
proved to converge to the optimal return distribution and
policy uniformly in (Bellemare et al., 2017). We can fur-
ther prove that Distributional Soft Policy Iteration which
alternates between Equation (6) and (4) also leads to policy
improvement with respect to the maximum entropy objec-
tive. Details are provided in Appendix A.
Distributional Soft Actor-Critic: Off-Policy Reinforcement Learning for Addressing Value Estimation Errors
Suppose T piDZ(s, a) ∼ T piDZ(·|s, a), where T piDZ(·|s, a) de-
notes the distribution of T piDZ(s, a). To implement Equation
(6), we can directly update the soft return distribution by
Znew = arg minZ E(s,a)∼ρpi
[
d(T piDZold(·|s, a),Z(·|s, a))
]
,
(7)
where d is some metric to measure the distance between two
distribution. For calculation convenience, many practical
distributional RL algorithms employ Kullback-Leibler (KL)
divergence, denoted as DKL, as the metric (Bellemare et al.,
2017; Barth-Maron et al., 2018).
4. Overestimation Bias
This section mainly focuses on the impact of the state-action
return distribution learning on reducing overestimation. So,
the entropy coefficient α is assumed to be 0 here.
4.1. Overestimation in Q-learning
In Q-learning with discrete actions, suppose the Q-value
is approximated by a Q-function Qθ(s, a) with param-
eters θ. Defining the greedy target yθ = E[r] +
γEs′ [maxa′ Qθ(s′, a′)], the Q-estimate Qθ(s, a) can be up-
dated by minimizing the loss (yθ −Qθ(s, a))2/2 using gra-
dient descent methods, i.e.,
θnew = θ + β(yθ −Qθ(s, a))∇θQθ(s, a), (8)
where β is the learning rate. However, in practical applica-
tions, Q-estimate Qθ(s, a) usually contains random errors,
which may be caused by system noises and function ap-
proximation. Denoting the current true Q-value as Q˜, we
assume
Qθ(s, a) = Q˜(s, a) + Q. (9)
Suppose the random error Q has zero mean and is inde-
pendent of (s, a). Clearly, it may cause inaccuracy on the
right-hand side of Equation (8). Let θtrue represent the
post-update parameters obtained based on Q˜, that is,
θtrue = θ + β(y˜ − Q˜(s, a))∇θQθ(s, a),
where y˜ = E[r] + γEs′ [maxa′ Q˜(s′, a′)].
Supposing β is sufficiently small, the post-update Q-
function can be well-approximated by linearizing around θ
using Taylor’s expansion:
Qθtrue(s, a) ≈ Qθ(s, a) + β(y˜ − Q˜(s, a))‖∇θQθ(s, a)‖22,
Qθnew(s, a) ≈ Qθ(s, a)+β(yθ−Qθ(s, a))‖∇θQθ(s, a)‖22.
Then, in expectation, the estimate bias of post-update Q-
estimate Qθnew(s, a) is
∆(s, a) = EQ [Qθnew(s, a)−Qθtrue(s, a)]
≈ β(EQ [yθ]− y˜)‖∇θQθ(s, a)‖22.
It is known that EQ [maxa′(Q˜(s′, a′) + Q)] −
maxa′ Q˜(s
′, a′) ≥ 0 (Thrun & Schwartz, 1993). Defining
δ = Es′
[
EQ [maxa′ Qθ(s′, a′)] − maxa′ Q˜(s′, a′)
]
,
∆(s, a) can be rewritten as:
∆(s, a) ≈ βγδ‖∇θQθ(s, a)‖22 ≥ 0.
Therefore, ∆(s, a) is an upward bias. In fact, any kind of
estimation errors can induce an upward bias due to the max
operator. Although it is reasonable to expect small upward
bias caused by single update, these overestimation errors
can be further exaggerated through temporal difference (TD)
learning, which may result in large overestimation bias and
suboptimal policy updates.
4.2. Return Distribution for Reducing Overestimation
Before discussing the distributional version of Q-learning,
we first assume that the random returns Z(s, a) ∼ Z(·|s, a)
obey a Gaussian distribution. Suppose the mean (i.e, Q-
value) and standard deviation of the Gaussian distribution
are approximated by two independent functions Qθ(s, a)
and σψ(s, a), with parameters θ and ψ, i.e., Zθ,ψ(·|s, a) =
N (Qθ(s, a), σψ(s, a)2).
Similar to standard Q-learning, we first define a ran-
dom greedy target yD = r + γZ(s′, a′∗), where a′∗ =
arg maxa′ Qθ(s
′, a′). Suppose yD ∼ Ztarget(·|s, a),
which is also assumed to be a Gaussian distribution. Since
E[yD] = E[r] + γEs′ [maxa′ Qθ(s′, a′)] is equal to yθ in
Equation (8), it follows Ztarget(·|s, a) = N (yθ, σtarget2).
Considering the loss function in Equation (7) under the KL
divergence measurement,Qθ(s, a) and σψ(s, a) are updated
by minimizing
DKL(Ztarget(·|s, a),Zθ,ψ(·|s, a))
= log
σψ(s, a)
σtarget
+
σtarget
2
+ (yθ −Qθ(s, a))2
2σψ(s, a)
2 −
1
2
,
that is,
θnew = θ + β
yθ −Qθ(s, a)
σψ(s, a)
2 ∇θQθ(s, a),
ψnew = ψ + β
∆σ2 + (yθ −Qθ(s, a))2
σψ(s, a)
3 ∇ψσψ(s, a).
(10)
where ∆σ2 = σtarget2 − σψ(s, a)2. We suppose Qθ(s, a)
obeys Equation (9), and ignore the approximation errors of
σψ . The post-update parameters obtained based on the true
Q-value Q˜ is given by
θtrue = θ + β
y˜ − Q˜(s, a)
σψ(s, a)
2 ∇θQθ(s, a),
ψtrue = ψ + β
∆σ2 + (y˜ − Q˜(s, a))2
σψ(s, a)
3 ∇ψσψ(s, a).
(11)
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Similar to the derivation of ∆(s, a), the overestimation bias
of Qθnew(s, a) in distributional Q-learning is
∆D(s, a) ≈ βγδ ‖∇θQθ(s, a)‖
2
2
σψ(s, a)
2 =
∆(s, a)
σψ(s, a)
2 . (12)
Obviously, the overestimation errors ∆D(s, a) will decrease
squarely with the increase of σψ(s, a). Suppose θtrue and
ψtrue in Equation (11) have converged at this point. We can
derive that
EQ [σψnew(s, a)] ≥σtarget+
β
γ2δ2 + EQ [Q2]
σψ(s, a)
3 ‖∇ψσψ(s, a)‖22,
where this inequality holds approximately since we drop
higher order terms out in Taylor approximation. See Ap-
pendix B.1 for details of derivation. Because σψnew is also
the standard deviation for the next time step, this indicates
that by repeatedly applying Equation (10), the standard devi-
ation σψ(s, a) of the return distribution tends to be a larger
value in areas with high target σtarget and random errors
Q. Moreover, σtarget is often positively related to the ran-
domness of systems p, reward function R and the return dis-
tribution Z(·|s′, a′) of subseuqent state-action pairs. Since
σψ(s, a)
2 is inversely proportional to the overestimation
bias according to Equation (12), distributional Q-learning
can be used to mitigate overestimations caused by task ran-
domness and approximation errors.
5. Distributional Soft Actor-Critic
In this section, we present the off-policy Distributional
Soft Actor-Critic (DSAC) algorithm based on the Distri-
butional Soft Policy Iteration theory, and develop a new
asynchronous parallel architecture. We will consider a pa-
rameterized soft state-action return distribution function
Zθ(s, a) and a stochastic policy piφ(a|s), where θ and φ are
parameters. For example, both the state-action return dis-
tribution and policy functions can be modeled as Gaussian
with mean and covariance given by neural networks (NNs).
We will next derive update rules for these parameter vectors.
5.1. Algorithm
The soft state-action return distribution can be trained to
minimize the loss function in Equation (7) under the KL-
divergence measurement
JZ(θ) = E
(s,a)∼B
[
DKL(T piφ′D Zθ′(·|s, a),Zθ(·|s, a))
]
= c− E
(s,a,r,s′)∼B,a′∼piφ′ ,
Z(s′,a′)∼Zθ′ (·|s′,a′)
[
logP(T piφ′D Z(s, a)|Zθ(·|s, a))
]
where B is a replay buffer of previously sampled experience,
c is a constant, θ′ and φ′ are parameters of target return
distribution and policy functions, which are used to stabilize
the learning process and evaluate the target. We provide
details of derivation in Appendix B.2. The parameters θ can
be optimized with the following gradients
∇θJZ(θ) = − E
(s,a,r,s′)∼B,
a′∼piφ′ ,
Z(s′,a′)∼Zθ′
[
∇θ logP(T piφ′D Z(s, a)|Zθ)
]
.
The gradients ∇θJZ(θ) are prone to explode when Zθ is a
continuous Gaussian, Gaussian mixture model or some other
distribution because ∇θ logP(T piφ′D Z(s, a)|Zθ) → ∞ as
P(T piφ′D Z(s, a)|Zθ) → 0. To address this problem, we
propose to clip T piφ′D Z(s, a) to keep it close to the expec-
tation value Qθ(s, a) of the current soft return distribution
Zθ(s, a). This makes our modified update gradients:
∇θJZ(θ) = − E
(s,a,r,s′)∼B,
a′∼piφ′ ,
Z(s′,a′)∼Zθ′
[
∇θ logP(T piφ′D Z(s, a)|Zθ)
]
,
where
T piφ′D Z(s, a) = clip(T
piφ′
D Z(s, a), Qθ(s, a)−b,Qθ(s, a)+b),
where clip[x,A,B] denotes that x is clipped into the range
[A,B] and b is the clipping boundary.
The target networks use a slow-moving update rate, parame-
terized by τ , such as
θ′ ← τθ + (1− τ)θ′, φ′ ← τφ+ (1− τ)φ′.
The policy can be learned by directly maximizing a parame-
terized variant of the objective in Equation (4):
Jpi(φ) = E
s∼B,a∼piφ
[Qθ(s, a)− α log(piφ(a|s))]
= E
s∼B,a∼piφ
[
E
Z(s,a)∼Zθ(·|s,a)
[Z(s, a)− α log(piφ(a|s))]
]
.
There are several options, such as log derivative and repa-
rameterization tricks, for maximizing Jpi(φ) (Kingma &
Welling, 2013). In this paper, we apply the reparameteriza-
tion trick to reduce the gradient estimation variance.
If the soft Q-value function Qθ(s, a) is explicitly parame-
terized through parameters θ, we only need to express the
random action a as a deterministic variable, i.e.,
a = fφ(ξa; s),
where ξa is an auxiliary variable which is sampled form
some fixed distribution. Then the policy update gradients
can be approximated with
∇φJpi(φ) = Es∼B,ξa
[
−∇φα log(piφ(a|s))+
(∇aQθ(s, a)− α∇a log(piφ(a|s))∇φfφ(ξa; s))
]
.
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If Qθ(s, a) cannot be expressed explicitly through θ, we
also need to reparameterize the random return Z(s, a) as
Z(s, a) = gθ(ξZ ; s, a).
In this case, we have
∇φJpi(φ) = Es∼B,ξZ ,ξa
[
−∇φα log(piφ(a|s))+
(∇agθ(ξZ ; s, a)− α∇a log(piφ(a|s))∇φfφ(ξa; s))
]
.
Besides, the distribution Zθ offers a richer set of predictions
for learning than its expected value Qθ. Therefore, we can
also choose to maximize the ith percentile of Zθ
Jpi,i(φ) = Es∼B,a∼piφ [Pi(Zθ(s, a))− α log(piφ(a|s))],
where Pi denotes the ith percentile. For example, i should
be a smaller value for risk-aware policies learning. The
gradients of this objective can also be approximated using
the reparamterization trick.
Finally, according to (Haarnoja et al., 2018b), the tempera-
ture α is updated by minimizing the following objective
J(α) = E(s,a)∼B[α(− log piφ(a|s)−H)],
whereH is the expected entropy. In addition, two-timescale
updates, i.e., less frequent policy updates, usually result
in higher quality policy updates (Fujimoto et al., 2018).
Therefore, the policy, temperature and target networks are
updated every m iterations in this paper. The final algorithm
is listed in Algorithm 1.
Algorithm 1 DSAC Algorithm
Initialize parameters θ, φ and α
Initialize target parameters θ′ ← θ, φ′ ← φ
Initialize learning rate βZ , βpi , βα and τ
Initialize iteration index k = 0
repeat
Select action a ∼ piφ(a|s)
Observe reward r and new state s′
Store transition tuple (s, a, r, s′) in buffer B
Sample N transitions (s, a, r, s′) from B
Update soft return distribution θ ← θ − βZ∇θJZ(θ)
if k mod m then
Update policy φ← φ+ βpi∇φJpi(φ)
Adjust temperature α← α− βα∇αJ(α)
Update target networks:
θ′ ← τθ + (1− τ)θ′
φ′ ← τφ+ (1− τ)φ′
end if
k = k + 1
until Convergence
5.2. Architecture
To improve the learning efficiency, we propose a new Par-
allel Asynchronous Buffer-Actor-Learner architecture (PA-
BAL) referring to the other high-throughput learning ar-
chitectures, such as IMPALA and Ape-X (Espeholt et al.,
2018; Horgan et al., 2018; Mnih et al., 2016). As shown
in Figure 1, buffers, actors and learners are all distributed
across multiple workers, which are used to improve the effi-
ciency of storage and sampling, exploration, and updating,
respectively.
Both actors and learners asynchronously synchronize the
parameters from the shared memory. The experience gener-
ated by each actor is asynchronously and randomly sent to
a certain buffer at each time step. Each buffer continuously
stores data and sends the sampled experience to a random
learner. Relying on the received sampled data, the learners
calculate the update gradients using their local functions,
and then use these gradients to update the shared value and
policy functions. For practical applications, we implement
our DSAC algorithm within the PABAL architecture.
Buffer
Generated experienceSampled experience
Local Policy
 Environment
Actor
a
s
Local Value Local Policy
Optimizer Optimizer
Learner
Shared Memory
Shared Policy
Shared Value
Update
Synchronize 
Prameters
Synchronize 
Prameters
r
Figure 1. The PABAL architecture.
6. Experiments
To evaluate our algorithm, we measure its performance and
Q-value estimation bias on a suite of MuJoCo continuous
control tasks without modifications to environment (Todorov
et al., 2012), interfaced through OpenAI Gym (Brockman
et al., 2016). Details about the benchmark tasks used in this
paper are listed in Appendix D.1.
We compare our algorithm against Deep Deterministic Pol-
icy Gradient (DDPG) (Lillicrap et al., 2016), Twin Delayed
Deep Deterministic policy gradient algorithm (TD3) (Fuji-
moto et al., 2018), and Soft Actor-Critic (SAC) (Haarnoja
et al., 2018b). Additionally, we compare our method with
our proposed Twin Delayed Distributional Deep Determin-
istic policy gradient algorithm (TD4), which is developed
by replacing the Clipped Double Q-learning in TD3 with
the distributional return learning; Double Q-learning vari-
ant of SAC (Double-Q SAC), in which we update the soft
Q-value function using the actor-critic variant of Double
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Figure 2. Training curves on continuous control benchmarks. The solid lines correspond to the mean and the shaded regions correspond to
95% confidence interval over 5 runs.
Table 1. Average return over 5 runs of 3 million iterations (0.5 million for InvDoublePendulum-v2). Maximum value for each task is
bolded. ± corresponds to a single standard deviation over runs.
TASK HUMANOID-V2 HALFCHEETAH-V2 ANT-V2 WALKER2D-V2 INVDOUBLEPENDULUM-V2
DSAC 10468±327 16466±925 7305±124 6493±113 9360±0.3
SAC 8980±245 15873±1239 7635±296 5146±444 9358 ±1.3
DOUBLE-Q SAC 9344±440 15781±441 7492±332 5861±350 9345±13.3
SINGLE-Q SAC 8202±562 14396±1048 5876±398 3017±1144 9342±14.3
TD4 7375±681 15209±937 7478±194 5988±231 9310±26.7
TD3 5538±193 7929±6448 7751±214 3695±1353 9338±15.9
DDPG 4291±1038 9827±5931 4962±900 3662±1169 9172±18.5
Q-learning (van Hasselt, 2010; Fujimoto et al., 2018); and
single Q-value variant of SAC (Single-Q learning), in which
we update the soft Q-value function using the traditional TD
learning method. See Appendix C for a detailed description
of Double-Q SAC, Single-Q SAC and TD4 algorithms.
6.1. Performance
All the algorithms mentioned above are implemented in
the proposed PABAL architecture, including 6 learners, 6
actors and 4 buffers. For distributional value function and
stochastic policy, we use a Gaussian distribution with mean
and covariance given by a NN, where the covariance matrix
is diagonal. We use a fully connected network with 5 hidden
layers, consisting of 256 units per layer, with Gaussian Error
Linear Units (GELU) each layer (Hendrycks & Gimpel,
2016), for both actor and critic. The Adam method (Kingma
& Ba, 2015) with a cosine annealing learning rate is used
to update all the parameters. All algorithms adopt almost
the same NN architecture and hyperparameters. Details are
listed in Appendix D.3 and D.4.
We train 5 different runs of each algorithm with different
random seeds, with evaluations every 20000 iterations. Each
evaluation calculates the average return over the best 3 of
5 episodes without exploration noise, where the maximum
length of each episode is 1000 time steps. The learning
curves are shown in Figure 2 and results in Table 1. Results
show that our DSAC algorithm matches or outperforms all
other baseline algorithms across all benchmark tasks. The
Distributional Soft Actor-Critic: Off-Policy Reinforcement Learning for Addressing Value Estimation Errors
0.0 0.5 1.0 1.5 2.0 2.5 3.0
Million iterations
40
20
0
20
40
60
80
100
120
Av
er
ag
e 
Q-
va
lu
e 
Es
tim
at
io
n 
Bi
as
DSAC
SAC
Double-Q SAC
Single-Q SAC
TD4
TD3
DDPG
(a) Humanoid-v2
0.0 0.5 1.0 1.5 2.0 2.5 3.0
Million iterations
40
20
0
20
40
60
80
Av
er
ag
e 
Q-
va
lu
e 
Es
tim
at
io
n 
Bi
as
(b) Ant-v2
Figure 3. Average Q-value estimation bias curves during learning
process. The solid lines correspond to the mean and the shaded
regions correspond to 95% confidence interval over 5 runs.
DSAC, SAC, Double-Q SAC and Single-Q SAC algorithms
use return distribution learning, Clipped Double Q-learning,
actor-critic Double Q-learning and traditional TD learn-
ing for policy evaluation, respectively (See Appendix D.2).
This is the only difference between these algorithms. There-
fore, the results in Figure 2 and Table 1 indicate that return
distribution learning is an important measure to improve
performance. Besides, TD4 matches or outperforms TD3
and DDPG in most tasks, which shows that the return distri-
bution learning is also important for good performance of
deterministic policy gradient algorithms.
6.2. Q-value Estimation Accuracy
The Q-value estimation bias is equal to the difference be-
tween Q-value estimate and true Q-value. To approximate
the average Q-value estimation bias, we calculate the aver-
age difference between the Q-value estimate and the actual
discounted return over states of 10 episodes every 50000
iterations (evaluate up to the first 500 states per episode).
Figure 3 graphs the average Q-value estimation bias curves
during learning. See Appendix E for additional results.
Our results demonstrate that traditional TD learning (such
as DDPG and Single-Q SAC) suffers from overestimations
during the learning procedure in most cases, which is in con-
trast to actor-critic Double Q-learning and Clipped Double
Q-leaning methods, which usually lead to an underestima-
tion bias. For maximization problems, underestimation is
usually far preferable to overestimation because iteratively
maximizing a function’s lower bound is a useful alternative
to directly maximizing the function (Rustagi, 2014; Schul-
man et al., 2015). This explains why DDPG and Single-Q
SAC perform worst in most tasks compared to their re-
spective similar algorithms. Although the effect of return
distribution learning varies from task to task, it significantly
reduces the overestimation bias in all tasks compared with
traditional TD learning. Besides, the return distribution
learning usually leads to the highest Q-value estimation ac-
curacy of all policy evaluation methods mentioned above,
thus achieving state-of-the-art performance.
6.3. Time Efficiency
Figure 4 compares the time efficiency of different algo-
rithms. Results show that the average wall-clock time con-
sumption per 1000 iterations of DSAC, together with TD4,
is comparable to DDPG and much lower than SAC, TD3
and Double-Q SAC. This is because that unlike actor-critic
Double Q-learning and Clipped Double Q-learning, return
distribution learning does not need to introduce any addi-
tional value network or policy network to reduce overestima-
tions in addition to target networks. Appendix D.5 provides
the number of NNs for each algorithm.
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Figure 4. Algorithm comparison in terms of time efficiency on the
Ant-v2 benchmark. Each boxplot is drawn based on values of 20
evaluations. All evaluations were performed on a single computer
with a 2.4 GHz 20 core Intel Xeon CPU.
7. Conclusion
In this paper, we show through qualitative and quantitative
analysis that the learning of a state-action return distribution
function can be used to mitigate Q-value overestimations.
Then, we combine the return distribution learning within
the maximum entropy RL framework in order to develop
what we call the Distributional Soft Actor-Critic algorithm,
DSAC, which is an off-policy method for continuous con-
trol setting. DSAC can directly learn a continuous soft
state-action return distribution by truncating the difference
between the target and current return distribution to prevent
gradient explosion. We also develop a distributional variant
of TD3 algorithm, called TD4. Additionally, we propose
a new Parallel Asynchronous Buffer-Actor-Learner archi-
tecture (PABAL) to improve the learning efficiency. We
evaluate our method on the suite of MuJoCo tasks. Results
show that the proposed DSAC algorithm can improve the
soft Q-value estimation accuracy without introducing any
additional value or policy function, thus achieving state-of-
the-art performance.
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Supplementary Material
A. Proof of Convergence of Distributional Soft Policy Iteration
In this appendix, we present proofs to show that Distributional Soft Policy Iteration which alternates between Equation
(6) and (4) also leads to policy improvement with respect to the maximum entropy objective. The proofs borrow heavily
from the policy evaluation and policy improvement theorems of Q-learning, distributional RL and soft Q-learning (Sutton &
Barto, 2018; Bellemare et al., 2017; Haarnoja et al., 2018a).
Lemma 1. (Distributional Soft Policy Evaluation). Consider the distributional soft bellman backup operator T piD in Equation
(6) and a soft state-action distribution function Z0(Z0(s, a)|s, a) : S × A → P(Z0(s, a)), which maps a state-action
pair (s, a) to a distribution over random soft state-action returns Z0(s, a), and define Zi+1(s, a) = T piDZi(s, a), where
T piDZi(s, a) ∼ Zi+1(·|s, a). Then the sequence Zi will converge to Zpi as k →∞.
Proof. Define the entropy augmented reward as rpi(s, a) = r(s, a)− γα log pi(a′|s′) and rewrite the update rule as
Z(s, a)← rpi(s, a) + γZ(s′, a′).
Let Z denote the space of soft return function Z. According to Lemma 3 in (Bellemare et al., 2017), T piD : Z → Z is a
γ-contraction in terms of some measure. Therefore, T piD has a unique fixed point, which is Zpi and the sequence Zi will
converge to it as i→∞, i.e., Zi will converge to Zpi as i→∞.
Lemma 2. (Soft Policy Improvement) Let pinew be the optimal solution of the maximization problem defined in Equation (4).
Then Qpinew(s, a) ≥ Qpiold(s, a) for ∀(s, a) ∈ S ×A.
Proof. From Equation (4), one has
pinew(·|s) = arg max
pi
E
a∼pi
[Qpiold(s, a)− α log pi(a|s)], ∀s ∈ S,
then it is obvious that
E
a∼pinew
[Qpiold(s, a)− α log pinew(a|s)] ≥ E
a∼piold
[Qpiold(s, a)− α log piold(a|s)], ∀s ∈ S.
Next, from Equation (3), it follows that
Qpiold(s, a) = Er∼R(·|s,a)[r] + γEs′∼p[Ea′∼piold [Qpiold(s′, a′)− α log piold(a′|s′)]]
≤ Er∼R(·|s,a)[r] + γEs′∼p[Ea′∼pinew [Qpiold(s′, a′)− α log pinew(a′|s′)]]
...
≤ Qpinew(s, a), ∀(s, a) ∈ S ×A,
where we have repeatedly expanded Qpiold on the right-hand side by applying Equation (3).
Theorem 1. (Distributional Soft Policy Iteration). The Distributional Soft Policy Iteration algorithm which alternates
between distributional soft policy evaluation and soft policy improvement can converge to a policy pi∗ such that Qpi
∗
(s, a) ≥
Qpi(s, a) for ∀pi and ∀(s, a) ∈ S ×A, assuming that |A| <∞ and reward is bounded.
Proof. Let pik denote the policy at iteration k. For ∀pik, we can always find its associated Zpik through distributional soft
policy evaluation process follows from Lemma 1. Therefore, we can always obtain Qpik according to Equation (5). By
Lemma 2, the sequence Qpik(s, a) is monotonically increasing for ∀(s, a) ∈ S × A. Since Qpi is bounded everywhere
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for ∀pi (both the reward and policy entropy are bounded), the policy sequence pik converges to some pi† as k → ∞. At
convergence, it must follow that
E
a∼pi†
[Qpi
†
(s, a)− α log pi†(a|s)] ≥ E
a∼pi
[Qpi
†
(s, a)− α log pi(a|s)], ∀pi,∀s ∈ S.
Using the same iterative argument as in Lemma 2, we have
Qpi
†
(s, a) ≥ Qpi(s, a), ∀pi,∀(s, a) ∈ S ×A.
Hence pi† is optimal, i.e., pi† = pi∗.
B. Derivations
B.1. Derivation of the Standard Deviation in Distributional Q-learning
Since the random error Q in Equation (9) is assumed to be independent of (s, a), δ can be further expressed as
δ = Es′
[
EQ [max
a′
Qθ(s
′, a′)]−max
a′
Q˜(s′, a′)
]
= Es′
[
EQ [max
a′
(Q˜(s′, a′) + Q)]
]− Es′[max
a′
Q˜(s′, a′)
]
= EQ
[
Es′ [max
a′
(Q˜(s′, a′) + Q)]
]− Es′ [max
a′
Q˜(s′, a′)]
= EQ
[
Es′ [max
a′
Qθ(s
′, a′)−max
a′
Q˜(s′, a′)]
]
.
Defining η = Es′
[
maxa′ Qθ(s
′, a′)−maxa′ Q˜(s′, a′)
]
, it is obvious that
δ = EQ [η].
From Equation (10) and (11), we linearize the post-update standard deviation around ψ using Taylors expansion
σψnew(s, a) ≈ σψ(s, a) + β
∆σ2 + (yθ −Qθ(s, a))2
σψ(s, a)
3 ‖∇ψσψ(s, a)‖22,
σψtrue(s, a) ≈ σψ(s, a) + β
∆σ2 + (y˜ − Q˜(s, a))2
σψ(s, a)
3 ‖∇ψσψ(s, a)‖22.
Then, in expectation, the post-update standard deviation is
EQ [σψnew(s, a)] ≈ σψ(s, a) + β
∆σ2 + EQ [(yθ −Qθ(s, a))2]
σψ(s, a)
3 ‖∇ψσψ(s, a)‖22.
The EQ [(yθ −Qθ(s, a))2] term can be expanded as
EQ [(yθ −Qθ(s, a))2]
= EQ
[
(E[r] + γEs′ [max
a′
Qθ(s
′, a′)]−Qθ(s, a))2
]
= EQ
[
(E[r] + γEs′ [max
a′
Q˜(s′, a′)] + γη − Q˜(s, a)− Q)2
]
= EQ
[
(y˜ − Q˜(s, a) + γη − Q)2
]
= (y˜ − Q˜(s, a))2 + EQ
[
(γη − Q)2
]
+ EQ
[
2(y˜ − Q˜(s, a))(γη − Q)
]
= (y˜ − Q˜(s, a))2 + γ2EQ [η2] + EQ [Q2] + 2γ(y˜ − Q˜(s, a))EQ [η]− 2(γEQ [η] + y˜ − Q˜(s, a))EQ [Q]
= (y˜ − Q˜(s, a))2 + γ2EQ [η2] + EQ [Q2] + 2γδ(y˜ − Q˜(s, a)),
where the random error of Qθ(s′, a′) that induces η and the random error of Qθ(s, a) are independent. So, the expected
post-update standard deviation can be rewritten as
EQ [σψnew(s, a)] ≈ σψ(s, a) + β
∆σ2 + γ2EQ [η2] + EQ [Q2] + (y˜ − Q˜(s, a))2 + 2γδ(y˜ − Q˜(s, a))
σψ(s, a)
3 ‖∇ψσψ(s, a)‖22.
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Suppose θtrue and ψtrue in Equation (11) have converged at this point, it follows that
∆σ2 = σtarget
2 − σψ(s, a)2 = 0,
y˜ − Q˜(s, a) = 0.
Since EQ [η2] ≥ EQ [η]2, we have
EQ [σψnew(s, a)] ≈ σψ(s, a) + β
γ2EQ [η2] + EQ [Q2]
σψ(s, a)
3 ‖∇ψσψ(s, a)‖22
= σtarget + β
γ2EQ [η2] + EQ [Q2]
σψ(s, a)
3 ‖∇ψσψ(s, a)‖22
≥ σtarget + β γ
2EQ [η]
2
+ EQ [Q2]
σψ(s, a)
3 ‖∇ψσψ(s, a)‖22
= σtarget + β
γ2δ2 + EQ [Q2]
σψ(s, a)
3 ‖∇ψσψ(s, a)‖22.
B.2. Derivation of the Objective Function for Soft Return Distribution Update
JZ(θ) = E(s,a)∼B
[
DKL(T piφ′D Zθ′(·|s, a),Zθ(·|s, a))
]
= E(s,a)∼B
[ ∑
T piφ′D Z(s,a)
P(T piφ′D Z(s, a)|T
piφ′
D Zθ′(·|s, a)) log
P(T piφ′D Z(s, a)|T
piφ′
D Zθ′(·|s, a))
P(T piφ′D Z(s, a)|Zθ(·|s, a))
]
= −E(s,a)∼B
[ ∑
T piφ′D Z(s,a)
P(T piφ′D Z(s, a)|T
piφ′
D Zθ′(·|s, a)) logP(T
piφ′
D Z(s, a)|Zθ(·|s, a))
]
+ const
= −E(s,a)∼B
[
ET piφ′D Z(s,a)∼T
pi
φ′
D Zθ′ (·|s,a)
logP(T piφ′D Z(s, a)|Zθ(·|s, a))
]
+ const
= −E(s,a)∼B
[
E
(r,s′)∼B,a′∼piφ′ ,
Z(s′,a′)∼Zθ′ (·|s′,a′)
logP(T piφ′D Z(s, a)|Zθ(·|s, a))
]
+ const
= − E
(s,a,r,s′)∼B,a′∼piφ′ ,
Z(s′,a′)∼Zθ′ (·|s′,a′)
[
logP(T piφ′D Z(s, a)|Zθ(·|s, a))
]
+ const
C. Baseline Algorithms
C.1. Double-Q SAC Algorithm
Suppose the soft Q-value and policy are approximated by parameterized functions Qθ(s, a) and piφ(a|s) respectively. A pair
of soft Q-value functions (Qθ1 , Qθ2) and policies (piφ1 , piφ2) are required in Double-Q SAC, where piφ1 is updated with
respect to Qθ1 and piφ2 with respect to Qθ2 . Given separate target soft Q-value functions (Qθ′1 , Qθ′2) and policies (piφ′1 , piφ′2),
the update targets of Qθ1 and Qθ2 are calculated as:
y1 = r + γ(Qθ′2(s
′, a′)− α log(piφ′1(a′|s′))), a′ ∼ piφ′1 ,
y2 = r + γ(Qθ′1(s
′, a′)− α log(piφ′2(a′|s′))), a′ ∼ piφ′2 .
The soft Q-value can be trained by directly minimizing
JQ(θi) = E
(s,a,r,s′)∼B,a′∼piφ′
i
[
(yi −Qθi(s, a))2
]
, for i ∈ {1, 2}.
The policy can be learned by directly maximizing a parameterized variant of the objective function in Equation (4)
Jpi(φi) = Es∼B
[
Ea∼piφi [Qθi(s, a)− α log(piφi(a|s))]
]
.
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We reparameterize the policy as a = fφ(ξa; s), then the policy update gradients can be approximated with
∇φiJpi(φi) = Es∼B,ξa
[−∇φiα log(piφi(a|s)) + (∇aQθ(s, a)− α∇a log(piφi(a|s))∇φifφi(ξa; s))], for i ∈ {1, 2}.
The temperature α is updated by minimizing the following objective
J(α) = E(s,a)∼B[α(− log piφ1(a|s)−H)].
The pseudo-code of Double-Q SAC is shown in Algorithm 2.
Algorithm 2 Double-Q SAC Algorithm
Initialize parameters θ1, θ2, φ1, φ2, and α
Initialize target parameters θ′1 ← θ1, θ′2 ← θ2, φ′1 ← φ1, φ′2 ← φ2
Initialize learning rate βQ, βpi , βα and τ
Initialize iteration index k = 0
repeat
Select action a ∼ piφ1(a|s)
Observe reward r and new state s′
Store transition tuple (s, a, r, s′) in buffer B
Sample N transitions (s, a, r, s′) from B
Update soft Q-function θi ← θi − βQ∇θiJQ(θi) for i ∈ {1, 2}
if k mod m then
Update policy φi ← φi + βpi∇φiJpi(φi) for i ∈ {1, 2}
Adjust temperature α← α− βα∇αJ(α)
Update target networks:
θ′i ← τθi + (1− τ)θ′i for i ∈ {1, 2}
φ′i ← τφi + (1− τ)φ′i for i ∈ {1, 2}
end if
k = k + 1
until Convergence
C.2. Single-Q SAC Algorithm
Suppose the soft Q-value and policy are approximated by parameterized functions Qθ(s, a) and piφ(a|s) respectively. Given
separate target soft Q-value function Qθ′ and policy piφ′ , the update target of Qθ is calculated as:
y = r + γ(Qθ′(s
′, a′)− α log(piφ′(a′|s′))), a′ ∼ piφ′ .
The soft Q-value can be trained by directly minimizing
JQ(θ) = E
(s,a,r,s′)∼B,a′∼piφ′
i
[
(y −Qθ(s, a))2
]
.
The policy can be learned by directly maximizing a parameterized variant of the objective function in Equation (4)
Jpi(φ) = Es∼B
[
Ea∼piφ [Qθ(s, a)− α log(piφ(a|s))]
]
.
We reparameterize the policy as a = fφ(ξa; s), then the policy update gradients can be approximated with
∇φJpi(φ) = Es∼B,ξa
[−∇φα log(piφ(a|s)) + (∇aQθ(s, a)− α∇a log(piφ(a|s))∇φfφ(ξa; s))].
The temperature α is updated by minimizing the following objective
J(α) = E(s,a)∼B[α(− log piφ(a|s)−H)].
The pseudo-code of Single-Q SAC is shown in Algorithm 3.
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Algorithm 3 Single-Q SAC Algorithm
Initialize parameters θ, φ and α
Initialize target parameters θ′ ← θ, φ′ ← φ
Initialize learning rate βQ, βpi , βα and τ
Initialize iteration index k = 0
repeat
Select action a ∼ piφ(a|s)
Observe reward r and new state s′
Store transition tuple (s, a, r, s′) in buffer B
Sample N transitions (s, a, r, s′) from B
Update soft Q-function θ ← θ − βQ∇θJQ(θ)
if k mod m then
Update policy φ← φ+ βpi∇φJpi(φ)
Adjust temperature α← α− βα∇αJ(α)
Update target networks:
θ′ ← τθ + (1− τ)θ′
φ′ ← τφ+ (1− τ)φ′
end if
k = k + 1
until Convergence
C.3. TD4 Algorithm
Consider a parameterized state-action return distribution function Zθ(·|s, a) and a deterministic policy piφ(s), where θ and
φ are parameters. The target networks Zθ′(·|s, a) and piφ′(s) are used to stabilize learning. The return distribution can be
trained to minimize
JZ(θ) = − E
(s,a,r,s′)∼B,a′∼piφ′ ,
Z(s′,a′)∼Zθ′ (·|s′,a′)
[
logP(T piφ′D Z(s, a)|Zθ(·|s, a))
]
,
where
T piDZ(s, a) D= r(s, a) + γZ(s′, a′)
and
a′ = piφ′(s′) + ,  ∼ clip(N (0, σ),−c, c).
Similar to DSAC, the parameters θ can be optimized with the following modified gradients
∇θJZ(θ) = − E
(s,a,r,s′)∼B,a′∼piφ′ ,
Z(s′,a′)∼Zθ′ (·|s′,a′)
[
∇θ logP(T piφ′D Z(s, a))|Zθ(·|s, a)
]
,
where
T piφ′D Z(s, a) = clip(T
piφ′
D Z(s, a), Qθ(s, a)− b,Qθ(s, a) + b).
The policy can be learned by directly maximizing the expected return
Jpi(φ) = Es∼B
[
Qθ(s, piφ(s))
]
.
Then the policy update gradient can be calculated as
∇φJpi(φ) = Es∼B
[∇aQθ(s, a)∇φpiφ(s)].
The pseudocode is shown in Algorithm 4.
Distributional Soft Actor-Critic: Off-Policy Reinforcement Learning for Addressing Value Estimation Errors
Algorithm 4 TD4 Algorithm
Initialize parameters θ, φ and α
Initialize target parameters θ′ ← θ, φ′ ← φ
Initialize learning rate βZ , βpi , βα and τ
Initialize iteration index k = 0
repeat
Select action with exploration noise a = piφ(s) + ,  ∼ N (0, σ)
Observe reward r and new state s′
Store transition tuple (s, a, r, s′) in buffer B
Sample N transitions (s, a, r, s′) from B
Calculate action for target policy smoothing a′ = piφ′(s′) + ,  ∼ clip(N (0, σˆ),−c, c)
Update return distribution θ ← θ − βZ∇θJZ(θ)
if k mod m then
Update policy φ← φ+ βpi∇φJφ(φ)
Update target networks:
θ′ ← τθ + (1− τ)θ′
φ′ ← τφ+ (1− τ)φ′
end if
k = k + 1
until Convergence
D. Additional Algorithm and Environment Details
D.1. Environment Parameters
Table 2. Environment specific parameters.
ENVIRONMENT STATE DIMENTIONS ACTION DIMENTIONS REWARD SCALE CLIPPING BOUNDARY
b OF DSAC & TD4
HUMANOID-V2 376 17 0.2 20
HALFCHEETAH-V2 17 6 0.2 10
ANT-V2 111 8 0.2 20
WALKER2D-V2 17 6 0.2 30
INVDOUBLEPENDULUM-V2 11 1 0.2 10
D.2. Basic Description of the Algorithms
Table 3. Basic description of the algorithms.
ALGORITHM POLICY TYPE POLICY EVALUATION METHOD POLICY IMPROVEMENT METHOD
DSAC STOCHASTIC SOFT STATE-ACTION RETURN DISTRIBUTION LEARNING SOFT POLICY GRADIENT
SAC STOCHASTIC CLIPPED DOUBLE Q-LEARNING SOFT POLICY GRADIENT
DOUBLE-Q SAC STOCHASTIC ACTOR-CRITIC DOUBLE Q-LEARNING SOFT POLICY GRADIENT
SINGLE-Q SAC STOCHASTIC TRADITIONAL TD LEARNING SOFT POLICY GRADIENT
TD4 DETERMINISTIC STATE-ACTION RETURN DISTRIBUTION LEARNING POLICY GRADIENT
TD3 DETERMINISTIC CLIPPED DOUBLE Q-LEARNING POLICY GRADIENT
DDPG DETERMINISTIC TRADITIONAL TD LEARNING POLICY GRADIENT
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D.3. Hyperparameters
For distributional value function and stochastic policy, we used a Gaussian distribution, where the covariance matrix was
diagonal and dependent of the state. We employ a multi-layer perceptron to map the input features to the mean and log
standard deviation of the Gaussian distribution. Table 4 provides detailed hyperparameters of all algorithms.
Table 4. Detailed hyperparameters.
ALGORITHM VALUE
Shared
OPTIMIZER ADAM (β1 = 0.9, β2 = 0.999)
APPROXIMATION FUNCTION MULTI-LAYER PERCEPTRON
NUMBER OF HIDDEN LAYERS 5
NUMBER OF HIDDEN UNITS PER LAYER 256
NONLINEARITY OF HIDDEN LAYER GELU
NONLINEARITY OF OUTPUT LAYER LINEAR
REPLAY BUFFER SIZE 5× 105
BATCH SIZE 256
ACTOR LEARNING RATE COSINE ANNEALING 5e−5→ 1e−6
CRITIC LEARNING RATE COSINE ANNEALING 8e−5→ 1e−6
DISCOUNT FACTOR (γ) 0.99
UPDATE INTERVAL (m) 2
TARGET SMOOTHING COEFFICIENT (τ ) 0.001
NUMBER OF ACTOR PROCESSES 6
NUMBER OF LEARNER PROCESSES 6
NUMBER OF BUFFER PROCESSES 4
DSAC, SAC, Double-Q SAC, Single-Q SAC
LEARNING RATE OF α COSINE ANNEALING 5e−5→ 1e−6
EXPECTED ENTROPY (H) H = −ACTION DIMENTIONS
TD4,TD3,DDPG
EXPLORATION NOISE  ∼ N (0, 0.1)
TD4,TD3
POLICY SMOOTHING NOISE  ∼ clip(N (0, 0.2),−0.5, 0.5)
D.4. Probability Density of the Bounded Actions
For algorithms with stochastic policy, we use an unbounded Gaussian as the action distribution µ. However, in practice,
the actions needs to be bounded to a finite interval denoted as [amin, amax], where amin ∈ RD and amax ∈ RD. Let u ∈ RD
denote a random variable sampled from µ. To account for the action constraint, we project u into a desired action by
a =
amax − amin
2
 tanh(u) + amax + amin
2
,
where  represents the Hadamard product and tanh is applied element-wise. From (Haarnoja et al., 2018a), the probability
density of a is given by
pi(a|s) = µ(u|s)
∣∣∣ det(da
du
)∣∣∣−1.
The log-likelihood of pi(a|s) can be expressed as
log pi(a|s) = log µ(u|s)−
D∑
i=1
(
log(1− tanh2(ui)) + amaxi − amini
2
)
.
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D.5. Number of Networks for Algorithms
Table 5 provides the number of NNs for each algorithm. Noted that although the target policy network was not used in the
original SAC algorithm (Haarnoja et al., 2018a;b), this paper employed a target policy network in SAC in order to keep all
algorithms consistent.
Table 5. Number of networks for algorithms.
PARAMETERS DSAC SAC DOUBLE-Q SAC SINGLE-Q SAC TD4 TD3 DDPG
NUMBER OF VALUE NETWORKS 1 2 2 1 1 2 1
NUMBER OF POLICY NETWORKS 1 1 2 1 1 1 1
NUMBER OF TARGET VALUE NETWORKS 1 2 2 1 1 2 1
NUMBER OF TARGET POLICY NETWORKS 1 1 2 1 1 1 1
TOTAL 4 6 8 4 4 6 4
E. Additional Results
Figure 5 graphs the average Q-value estimation bias curves of all baseline algorithms during the learning procedure. The
average true and estimated Q-value curves are shown in Figure 6. We calculate the average Q-value estimate and the actual
discounted return over states of 10 episodes every 50000 iterations (evaluate up to the first 500 states per episode).
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Figure 5. Average Q-value estimation bias curves on continuous control benchmarks. The solid lines correspond to the mean and the
shaded regions correspond to 95% confidence interval over 5 runs.
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Figure 6. Average true Q-value vs estimated Q-value. The solid lines correspond to the mean and the shaded regions correspond to 95%
confidence interval over 5 runs.
This paper mainly shows the training curves when the number of learners is 6 (See Table 4). Generally speaking, the more
number of learners used in the PABAL architecture, the shorter the calculation time per iteration. However, as the number
of learners increases, the difference between each learner’s local network and the corresponding shared network will also
increase because the shared network is constantly updated by other learners. Therefore, the update gradients calculated by
each learner may be a bad update for the corresponding shared network, which may impair the policy performance. So,
theoretically, the policy learned by one learner in PABAL should have the highest performance, although its time efficiency
is the lowest. In practical applications, the appropriate number of learners could be selected according to the demand for
time efficiency and policy performance. Figure 7 shows the policy performance of DSAC with different number of learners.
Since this paper mainly focuses on comparing the Q-value estimation accuracy and policy performance between different
algorithms, we employ 6 learners.
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Figure 7. Training curves of DSAC with different number of learners. The solid lines correspond to the mean and the shaded regions
correspond to 95% confidence interval over 5 runs.
