Abstract. Exponential sextic spline function is used for the numerical solution of nonlinear fourth-order two-point boundary value problems. Spline relations are derived and direct methods of order two, four and six are obtained. Convergence analysis of the methods is discussed. The proposed method is tested on linear and nonlinear problems. Comparisons are made to confirm the reliability and accuracy of the proposed technique.
Introduction
We consider the nonlinear fourth-order two-point boundary value problems of the form Fourth-order nonlinear boundary value problem (1.1) arise in the mathematical modelling of viscoelastic and inelastic flows, deformation of beams and plate deflection theory. For a brief introduction on the subject by using spline functions for the treatment of ordinary differential equations, the reader is referred to Ahlberg et al. [3] . Theorems which list the conditions for the existence and uniqueness of solution of such problems are thoroughly discussed in a book by Agarwal [1] , though no numerical methods are contained therein.
Agarwal and Akrivis [2] and Chawla and Katti [5] used a finite difference method for solving fourth-order nonlinear two-point boundary value problems prescribed with boundary conditions at the second derivative, such as
. an extended complete Chebyshev space on [a, b] . Thus it is possible to construct a spline approximation that has a polynomial and an exponential part. In this paper, we construct a new spline method that is based on an exponential spline function of the form ae kx + be −kx + p n−2 (x), with p n−2 (x) = n−2 i=0 m i x i is an ordinary polynomial of degree n − 2 and an exponential part to develop a family of numerical methods of order two, four and six for obtaining smooth approximations for the solution of problem (1.1). This approach has its advantage that it does not only provide continuous approximations to u(x), but also for u ′ (x), u ′′ (x) and higher derivatives at every point of the range of integration. The exponential sextic spline function proposed in this paper has the form T 6 = span{1, x, x 2 , x 3 , x 4 , e kx , e −kx }, where k is a free parameter which can be real or pure imaginary. It will be used to raise the accuracy of the method. Thus in each subinterval x i x x i+1 , we have
The paper is organized into six sections. In Section 2, we present our method for the solution of nonlinear fourth-order two-point boundary value problems. In Section 3, methods of different orders are obtained. In Section 4, the exponential sextic spline solution approximating the analytic solution of boundary value problem is determined. Convergence analysis is briefly discussed in Section 5. In Section 6, several linear and nonlinear problems are considered to illustrate the accuracy and performance of the proposed method and the results are presented along with their comparison.
Exponential sextic spline
To develop the spline approximation for the fourth-order nonlinear boundary value problem (1.1), the interval [a, b] is divided into n equal subintervals using the grid
n . The method is developed by using the exponential sextic spline of the form:
, g i are real finite constants and k is a free parameter which will be used to raise the accuracy of the method. If k → 0, then E i (x) reduces to sextic polynomial spline. Let u(x) be the exact solution of system (1.1) and u i be an approximation to u(x i ), obtained by the segment E i (x) of the mixed splines function passing through the points (x i , u i ) and (x i+1 , u i+1 ). To obtain the necessary conditions for the coefficients introduced in (2.1), we do not only require that E i (x) satisfies (1.1) at x i , x i+1 and that the boundary conditions are fulfilled, but also the continuity of the first, second, third, fourth and fifth derivatives at the common nodes (x i , u i ).
To determine the coefficients of equation
We obtain via a long but straightforward calculation
and i = 0(1)n − 1 where
From equations (2.3), (2.4) and (2.5) we obtain on equating the right-hand sides of the equality sign
αγ .
From the above equations we deduce
, we arrive at the following useful relation:
(1, 56, 246), the spline defined by (2.9) reduces to a sextic spline and the above spline relations reduce to the corresponding ordinary sextic-spline relations [3] .
Relation (2.9) gives (n − 3) linear algebraic equations in (n − 1) unknowns u i , i = 1, 2, . . . , n − 1. We require two more equations, one at each end of the range of integration. These two equations are given by (2.10)
where b k , c and d k are arbitrary parameters to be determined.
To obtain the local truncation error t i ; i = 2, 3, . . . , n − 2, associated with the scheme (2.9), we first rewrite it in the form
Using Taylor's series expansion, the terms u
i+1 , etc. are expanded around the point x i and the expression for t i , i = 2, 3, . . . , n − 2 is obtained:
Thus for different choices of parameters λ, µ, ν in scheme (2.9), we can obtain the class of methods.
Class of methods

Second-order methods.
In order to obtain the second-order methods we find that
and the local truncation error is
(1, 26, 66), we obtain the second order method with truncation error (3.2)
(ii) If we choose (λ, µ, ν) = (0, 0, 1), we obtain the second-order method with truncation error
Fourth-order methods.
In order to obtain the fourth-order methods we find that
, we obtain the fourth-order method with truncation error (3.5)
(ii) If we choose (λ, µ, ν) = 1 360 (1, 56, 246), we obtain the fourth-order method with truncation error (3.6)
3.3. Sixth-order method. In order to obtain the sixth-order method we find
and the local truncation error is (3.7)
If we choose (λ, µ, ν) = 
Exponential spline solution
. . , n−1 be an exact column vectors, where U ,Ū , T , E are exact, approximate, local truncation error and discretization error respectively.
For solving nonlinear fourth-order two-point boundary value problem u (4) = g(x, u), the family of numerical methods is described by the set of equations given by (2.9) and (2. The five band matrix M 0 has the form
where J = (J ij ) is a tridiagonal symmetric matrix given by
and the matrix B has the form
For the (n − 1) column vector V , we have
and for the (n − 1) column vector W , we have
Convergence analysis
In this section, we discuss the convergence analysis of the method (2.9) along with (2.10) based on exponential sextic spline. Our main purpose is to derive bounds on E ∞ . For this, the following lemma is needed [18] . If H is a matrix of order N and H < 1, then there exist (I +  H) −1 and
We can rewrite error equation (4.1) in the form
Now, using equations (3.1)-(3.8), we investigate the convergence analysis of secondorder, fourth-order and sixth-order methods.
(1, 26, 66), then from equation (3.1), we have
where
which shows that the method developed for the solution of fourth-order boundary value problem is second-order convergent.
then from (5.1)-(5.2) and (5.5), it follows that
, which shows that the method developed for the solution of fourth-order boundary value problem is fourth-order convergent.
Case ( .7), it follows that
which shows that the method developed for the solution of fourth-order boundary value problem is sixth-order convergent. We summarize the above results in the following theorem: 
, is a second-order method which is given by (5.4).
, is a fourth-order method which is given by (5.6).
, is a sixth-order method which is given by (5.8) .
neglecting all errors due to rounding off.
Numerical results and discussion
The numerical methods outlined in the previous sections are tested on the following linear and nonlinear problems.
Nonlinear problems. Example 6.1. Consider the boundary value problem, which is discussed in [2, 5] ,
The analytical solution of the above problem is u(x) = log(1 + x).
Example 6.2. Consider the boundary value problem:
The analytical solution of the above problem is u(x) = sin(x). Second order method (λ, µ, ν) = 
.
The analytical solution of the above problem is u(x) = log(e + x). Table 5 . Observed maximum absolute errors, Example 6.5 The analytical solution of the above problem is u(x) = (1−x 2 )e x . The observed maximum absolute errors corresponding to the Examples 6.1-6.5 for our second, fourth and sixth-order methods are briefly summarized in Tables 1-5 . Comparisons with other existing methods are also listed in Tables 1-5 . These tables show that our methods are more accurate than the existing spline methods.
It is verified from Tables 1-5 that on reducing the step-size from h to h/2, the maximum observed error E is approximately reduces by a factor 1/2 P , where p is the theoretical order of numerical method, except possibly when the round off errors are significant.
Conclusion
Exponential sextic spline functions are used to develop a class of numerical methods for finding the numerical solution of fourth-order linear and nonlinear boundary value problems, with two-point boundary conditions. The computations associated with the examples discussed above were performed by using MATLAB 7. The methods are computationally efficient and can be easily implemented on a computer. The present method enables us to approximate the solution at every point of the range of integration. Comparison of the method is also depicted through Tables 1-5 which show that our methods perform better than the existing finite difference and spline methods.
