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We use time- and energy-resolved optical spectroscopy to investigate the coupling of electron-hole
excitations to the magnetic environment in the relativistic Mott insulator Na2IrO3. We show that,
on the picosecond timescale, the photoinjected electron-hole pairs delocalize on the hexagons of the
Ir lattice via the formation of quasi-molecular orbital (QMO) excitations and the exchange of energy
with the short-range-ordered zig-zag magnetic background. The possibility of mapping the magnetic
dynamics, which is characterized by typical frequencies in the THz range, onto high-energy (1-2 eV)
charge excitations provides a new platform to investigate, and possibly control, the dynamics of
magnetic interactions in correlated materials with strong spin-orbit coupling, even in the presence
of complex magnetic phases.
Addressing the way local charge excitations delocal-
ize and interact with the magnetic environment is a ur-
gent task in the study of correlated materials. The pos-
sible impacts range from the clarification of the micro-
scopic origin of the spin correlations that give rise to
exotic magnetic states in transition-metal oxides [1–5] to
the possibility of photo-stimulating novel functionalities
in materials in which the charge and magnetic excita-
tions are strongly intertwined [6–8]. The family of 5d
transition-metal oxides offers a particularly interesting
playground to achieve these goals. In these materials,
the on-site Coulomb repulsion U is reduced to ≈ 2 eV
by the increased average radius of the orbitals and the
spin-orbit coupling (SOC) interaction is pushed up to
λSOC ≈ 0.7 eV by the large mass of the metal atoms
[9–11]. As a consequence of the interplay of U , λSOC
and the delocalization driven by the hopping, neither a
local Mott-like picture nor a delocalized orbital scenario
is fully appropriate to capture the rich phenomenology
of these materials: from Mott insulating states in which
the local moments have also orbital character [9, 12] to
exotic spin-liquid phases [1] driven by bond-directional
magnetic interactions [4].
Here, we focus on the honeycomb relativistic Mott in-
sulator Na2IrO3 and adopt a non-equilibrium approach
[8]. We investigate how electron-hole excitations, pho-
toinjected across the Mott gap [13, 14], delocalize on the
honeycomb lattice and release energy to the local mag-
netic background. Our experiment shows that the de-
localization of local photostimulated charges is mediated
by the excitations of specific QMOs. The perfect symme-
try matching between the relevant QMOs and the zig-zag
magnetic order allows the energy transfer to the magnetic
background on the picosecond timescale. Exploiting the
SOC-driven intertwining of magnetism and high-binding-
energy electronic states, we show that the melting of the
short-range zig-zag order is mapped onto the modifica-
tion of the optical properties in the near infrared region.
This finding provides a new platform to track the mag-
netic dynamics in 5d transition metal oxides, as well as
in many other relativistic correlated materials.
In the honeycomb iridate Na2IrO3, the crystal-field-
split Ir-t2g orbitals host 5 electrons [15–17]. In the lo-
calized picture [9, 18, 19], SOC splits the t2g manifold
into completely filled Jeff=3/2 levels and one half-filled
Jeff=1/2 state. The Jeff=1/2 level is further split by
the on-site Coulomb repulsion U into an empty upper-
Hubbard-band (UHB) and an occupied lower-Hubbard-
band (LHB), thus leading to a relativistic Mott insu-
lator. This scenario provides a good explanation for
both the measured insulating gap of ≈ 340 meV [12]
and for the complex magnetic properties of the mate-
rial, which exhibits strong magnetic correlations below
Θcorr ≈ 120 K and a long-range-ordered zig-zag phase
below TN ≈ 15 K [17, 20, 21]. The large frustration pa-
rameter Θcorr/TN ≈ 8 [17] and the evidence of bond-
directional magnetic interactions described by the Kitaev
model [4] suggest the tendency to form a low-temperature
spin-liquid phase out of which the zig-zag order emerges.
On the other hand, the large oxygen-mediated hop-
ping term (≈ 250 meV) between neighboring Ir atoms
drives a very effective electronic delocalization over the
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2FIG. 1. (Color online) Left: energy- and time- resolved re-
flectivity measurements on Na2IrO at different temperatures.
The color scale indicates positive (negative) δR(ω, t)/R in
red (blue). The pump fluence was varied between 10 and
40µJ/cm2. Right: time traces, i.e., constant-energy cuts, ex-
tracted from δR(ω, t)/R for t = 2 ps at T = 50, 20 and 10 K.
Ir hexagons. As a consequence, quasi-molecular orbitals
(QMOs), built from linear combinations of Ir-t2g Wan-
nier functions, emerge as the natural basis for describ-
ing the electronic properties of Na2IrO3 [22, 23]. It has
been recently demonstrated that the concept of QMOs
is the key to rationalize the outcome of ab-initio band-
structure calculations [22, 23] and accounts for the mani-
fold of structures observed in the 0.3−2 eV energy range
via photoemission and optical spectroscopy [12, 24].
Broadband pump-probe optical spectroscopy is per-
formed on high-quality Na2IrO3 crystals[17]. While the
pump pulse (~ωp=1.55 eV photon energy) is used to pho-
toinject local electron-hole excitations across the Mott
gap, the broadband probe snaps the dynamics of the op-
tical transitions in the range 1−2 eV, that corresponds to
large binding-energy QMOs. The time- and energy- re-
solved reflectivity variation (δR(ω, t)/R) measurements
have been performed by exploiting the supercontinuum
white light produced by a photonic crystal fiber seeded
by a cavity-dumped (543 kHz rep. rate) Ti:sapphire oscil-
lator (for details see Refs. 25 and 26). This configuration
allowed us to perform measurements in the low-excitation
regime and avoid the local heating of the sample[27].
In Fig. 1 (left panels), we report the two-dimensional
δR(ω, t)/R plots taken at three different temperatures.
Following the pump excitation at t = 0, the δR(ω, t)/R
signal is characterized by a temperature-independent re-
sponse, which turns from positive (red) to negative (blue)
at ~ω ≈ 1.8 eV. This response can be attributed to a
thermomodulation effect [28] that results in the broad-
ening of the interband transitions involving energy scales
> 2 eV. More interestingly, a new positive component ap-
pears a few picoseconds after the excitation in a narrow
spectral region (1.4 − 1.7 eV) when TN is approached.
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FIG. 2. (Color online) (a) Temperature dependence of the
amplitude (red dots) of the slow exponential function, A2,
renormalized to the value at T = 10 K. The values were
extracted by the exponential fitting of the δR(ω, t)/R time-
traces for ~ω=1.5 eV and by single-color time-resolved re-
flectivity measurements with fluence of 0.5− 10µJ/cm2. The
pump-probe data are compared to the magnetic heat capacity
(grey squares, taken from Ref. 17), i.e. ∆C=C(T )-Clat(T )
where C(T ) is the total heat capacity and and Clat(T ) the
lattice heat capacity; and to the total integral of the H scan
of the magnetic peak at Q=(0 1), as measured by resonant
inelastic X-ray scattering in Ref. 4 (blue diamonds, taken
from figure S3). Both the heat capacity and the intensity of
the scattering signal at the magnetic peak are reported in ar-
bitrary units, to allow direct comparison with time-resolved
data on the same graph. The blue area indicates the region
of long-range 3D zig-zag order below TN . The inset reports
the temperature dependence of the time constant, τ2, of the
slow exponential function. (b) Energy-traces extracted from
δR(ω, t)/R for t = 2 ps. The black lines represent the fit to the
data of a differential dielectric function in which only the oscil-
lator corresponding to the optical transition D has been mod-
ified. The fitting procedure returns a redshift of ≈ 10 meV
for the oscillator D, at a pump fluence of ≈ 10µJ/cm2.
The dynamics of this additional component is clearly
evidenced by the right panels of Fig. 1, which report
the time-traces extracted from the δR(ω, t)/R signal at
~ω ≈ 1.55 eV. On the picosecond timescale, the dynam-
ics of the δR(t)/R signal is characterized by a very slow
build-up time of a positive component, whose amplitude
increases at low T . In order to systematically extract
the amplitude and timescale of this component, we per-
formed a simple double-exponential fit of the function
A1 exp (−t/τ1) + A2 exp (−t/τ2) to the data. While both
A1 and τ1 are found to be temperature independent[27]
in the entire explored temperature range (10 − 120 K),
the amplitude and timescale of the second component
dramatically increase at low temperatures, as shown in
Fig. 2a (red dots). To rule out possible artifacts re-
lated to impulsive heating, that could be particularly
relevant at low temperatures, very low-fluence (0.1-10
3FIG. 3. (Color online) QMO description of the Na2IrO3 bandstructure. The ab-initio total spin-resolved DOS is projected
onto suitable combinations of the QMOs. The six linear combinations showed in the figure reproduce both the spatial (see the
wavefunctions reported in the top panel) and the magnetic polarization (see the net polarizations, defined as the differences
between the QMO-projected spin-up and spin-down DOSs, reported in the bottom panel) of the zig-zag ordered ground state.
The onsite Coulomb repulsion is accounted for by a Ueff = 2.4 eV correction that generates the experimental insulating gap
[12, 24]. The Na2IrO3 honeycomb lattice structure is reported in the central panel. The magnetic zig-zag ordered phase is
indicated by the blue (spin-up) and yellow (spin-down) arrows. The correspondence between the optical transitions C, D, E
reported in Fig. 2 and the QMOs is highlighted by the colored arrows.
µJ/cm2) single-color (~ωp=1.55 eV) time-resolved reflec-
tivity measurements were performed[27]. The values of
A2 and τ2 are found to be constant up to fluences of 10
µJ/cm2, thus demonstrating that the slowing down of
the second dynamics is a genuine physical effect related
to the progressive onset of magnetic correlations on ap-
proaching TN .
These results are in agreement with single-color mea-
surements reported in Refs. 13 and 14, which sug-
gested the following two-step picture: i) on the τ1 ≈
200 fs timescale, the high-energy electron-hole excita-
tions created by the 1.55 eV pump pulse relax through
electron-electron interactions and the coupling with op-
tical phonons, thus leading to the fast accumulation of
doublons (i.e. doubly occupied Ir sites) and holons (i.e.
unoccupied Ir sites) at the bottom (top) of the UHB
(LHB); ii) the interaction with the locally ordered mag-
netic environment, characterized by the combination of
Kitaev and Heisenberg-type correlations, drives the bind-
ing of the holons and doublons into local excitons, whose
binding energy grows with their distance [13]. As a con-
sequence of the strong dynamical constraints, the delo-
calization of the holon-doublon pairs is expected to be
strongly delayed and to be eventually effective only on
the picosecond timescale [13].
While the dynamics of the local excitons can be ratio-
nalized within the Jeff model [13], its relationship with
the modification of the high-energy optical properties re-
mained obscure so far. The frequency-resolution of the
data reported in this work allows us to make a fundamen-
tal step beyond single-color measurements and to address
both the origin of the observed signal at ≈1.6 eV and
the way the local excitons delocalize on the Ir hexagons
and release their excess energy to the zig-zag magnetic
background. In particular, the results presented in Fig.
1 and 2a are characterized by two important features.
First, the δR(ω, t)/R signal in the 1.4 − 1.7 eV spectral
range is detected at temperatures well above TN (see
Fig. 2a), while no divergence of A2 and τ2 is observed at
TN . This finding suggests that the relaxation dynamics of
the excitons is slowed down by short-range zig-zag cor-
relations [14]. This observation can be corroborated by
comparing the temperature-dependence of the A2 com-
ponent to the outcomes of equilibrium techniques. In
Fig. 2a, we report the electronic contribution to the heat
capacity measured in Ref. 17. The broad tail extend-
ing up to 60 K was interpreted[17] as the signature of the
presence of short-range magnetic correlations well above
4TN. More recently, the existence of zig-zag correlations at
temperatures above the long-range magnetic phase tran-
sition has been directly supported by resonant inelastic
X-ray scattering measurements [4]. The temperature-
dependence of the magnetic diffraction peak, reported
in Fig. 2a, directly demonstrates the persistence of zig-
zag magnetic correlations, with a correlation length (ξ) of
1.6−1.8 nm, at least up to ≈ 70 K. Importantly, the tem-
perature dependence of the A2 component in the δR(t)/R
signal almost perfectly overlaps with that of the short-
range zig-zag correlations (see Fig. 2a). This observation
strongly supports the interpretation of the slow dynam-
ics observed in the pump-probe experiment as the time
needed by the non-equilibrium distribution of electron-
hole excitations to couple to the zig-zag order on a spatial
scale ξ, eventually leading to its (partial) melting. Sec-
ond, the appearance of the slow δR(t)/R signal is con-
fined to a narrow frequency range. This suggests that
the delocalization of the doublons and the consequent
melting of the zig-zag order selectively affect a specific
high-energy QMO. Quantitatively, this can be demon-
strated by a differential fitting procedure, that builds
on a multi Lorentzian model of the equilibrium dielec-
tric function[27]. Both the position and the amplitude of
the five oscillators used to reproduce the dielectric func-
tion perfectly map the transitions expected in the QMOs
picture [24] (for a detailed discussion see Ref. 27). Im-
portantly, the spectrally-narrow positive component that
appears at low temperatures is solely related to a modifi-
cation of a specific oscillator (labeled D as shown in Fig.
2), which thus unveil a direct interplay between the melt-
ing of the zig-zag order and one of the QMOs at binding
energy ≥1 eV.
To shed light onto the relation between magnetism
and QMOs, the electronic band structure of Na2IrO3
has been calculated by ab-initio relativistic Density Func-
tional Theory (DFT), performed through the linearized
augmented plane wave (LAPW) method as implemented
in the full-potential code WIEN2k. As extensively dis-
cussed in several works [22–24, 29], the DFT-calculated
density of states (DOS) presents five separated bands
which are strongly reminiscent of the QMOs. The six
QMOs localized on a particular hexagon can be grouped
into the lowest-energy B1u singlet, the two doublets E1g
and E2u and the highest-energy A1g singlet [22]. SOC
mixes the three QMOs closer to the Fermi energy, splits
the doublets and leads to a suppression of the density
of states at the Fermi level [12, 22, 23]. This suppres-
sion further evolves into the experimental gap when the
Coulomb repulsion Ueff is considered [12, 24].
Interestingly, the QMO representation has a strong
connection with the zig-zag magnetic order emerging at
low temperature. Fig. 3 shows that suitable linear QMO
combinations preserve both the spatial arrangement and
the magnetic polarization of the zig-zag ordering. In par-
ticular, the E(1)1g ±E(2)2u combinations (dark red curves in
Fig. 3), which are mainly located at ≈ 1 eV binding en-
ergy and account for the optical transition D, are almost
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FIG. 4. (Color online) Cartoon of the relaxation processes
after the initial photoexcitation. The left panel reports the
ab-initio total DOS of the occupied and unoccupied states.
The right panel shows the spin-resolved DOS of the E(1)1g +E
(2)
2u
QMO combination. We note that a coherence length as short
as 1.6 − 1.8 nm coincides with the length-scale necessary for
a full tight-binding description of the Na2IrO3 bandstructure
in terms of QMOs [22].
fully polarized according to the zig-zag pattern. Further-
more, they are characterized by a non-zero overlap with
both the occupied states right below the Fermi level and
the empty states at ≈ +0.3 eV (Fig. S1), thus consti-
tuting the perfect link between the low-energy dynamics
and the high-energy electronic properties.
The combination of non-equilibrium optics and ab-
initio calculations provides a comprehensive picture of
the delocalization of the holon-doublon pairs and of the
energy exchange with magnetic background (see Fig. 4).
The holon-doublon pairs are initially confined by the dy-
namical constraints given by the topology of the zig-zag
magnetic correlations [13]. On the picosecond timescale,
the local pairs degrade via the delocalization on the Ir
hexagons and form QMO-like charge excitations that are
delocalized over a length scale of the order of 1.6−1.8 nm.
In particular, the strong E(1)1g ± E(2)2u character of the
empty states at the bottom of the UHB (see Fig. 3)
allows us to identify this specific QMO combination as
the channel for the energy transfer between charge exci-
tations and the magnetic background. Considering the
almost full zig-zag polarization of the E(1)1g ±E(2)2u QMOs
(see Fig. 3), we argue that the excess charge excitations
in the UHB are intrinsically associated to the weaken-
ing of the zig-zag order, thus driving an effective heating
of the spin background. As a feedback, the perturba-
tion of the zig-zag magnetic order is expected to particu-
larly affect the QMOs combinations that exhibit the same
spatial pattern and spin-polarization. Specifically, the
partial quench of the zig-zag magnetic correlations leads
to the modification of the strongly coupled E(1)1g ± E(2)2u
QMOs at ≈ −1 eV binding energy, thus allowing to map
5the low-energy magnetic dynamics onto the variation of
the optical properties at 1.4− 1.7 eV.
Our results have also a wider impact on the physics
of relativistic correlated materials. In the case of honey-
comb iridates, our results demonstrate that the efficacy
of the fully-localized (Jeff ) and quasi-delocalized (QMO)
scenarios strongly depends on the energy scale consid-
ered: while the low-energy magnetic dynamics is com-
patible with a picture of localized moments characterized
by bond-dependent (Kitaev) interactions, QMOs are the
effective building blocks of the physics at binding ener-
gies larger than ≈ 1 eV. More in general, the interplay
of the on-site U and SOC intrinsically leads to the inter-
twining between the magnetic order and the high-energy
electronic states in multi-orbital systems, independently
of the formation of QMOs. Therefore, the possibility of
mapping the demagnetization processes onto specific op-
tical transitions in the near-infrared/visible energy range
could be extended to a variety of correlated materials and
frustrated magnets, such as pyrochlore iridates and other
systems that exhibit exotic spin-liquid phases driven by
Kitaev interactions. Conversely, the resonant excitation
of QMOs or other large binding-energy electronic states
in relativistic correlated materials on a timescale faster
than the coupling to the magnetic degrees of freedom
can be used to trigger novel emergent excitations that
can interact with a cold magnetic background and can
be directly accessed by ultrafast techniques.
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Supplementary Materials
I. DFT CALCULATIONS
In Fig. S1, we report the details of the density of states (DOS) calculated by DFT+U+SO. Panel (a) reports the
total (t) DOS per spin on one hexagon (h) [tDOS(h) = 1/2(DOS(h)↑ -DOS
(h)
↓ )] together with the net polarization (m)
in the left (l) and right (r) half of the hexagon [mDOS(l,r) = DOS(l,r)↑ -DOS
(l,r)
↓ ]. In the tDOS
(h), the five structures
(one quite large centered at ≈ −0.8 eV coming from the overlap of two smaller structures) are reminiscent of the
six original QMOs. It is also evident the full polarization of the empty states and the more diffused (in energy)
polarization of the occupied states per half of the hexagon suggesting a spatial arrangement of the magnetic moments
fully compatible with the zig-zag order. For the sake of completeness, in panel (b), we also report the spin-up and
spin-down components of the DOS on the left and right half of the same hexagon [DOS(l,r)↑,↓ ] that lead to the net
polarizations in panel (a). In panels (c-h), we report the spin-up and spin-down components of the DOS of the six
combinations of QMOs defined in the main text in order to better estimate the regions in energy where they overlap,
independently of the value of their net polarizations (reported in Fig. 1 of the main text).
By matching the DOS reported in Fig. S1 to the polarization shown in Figure 3 of the main text, it is possible
to link the ground state zig-zag pattern to the combinations of QMOS described above. The B1u ± E(2)1g modes are
mostly confined to binding energies of the order of 0.5 − 1.5 eV, with a resulting very small overlap with the states
at the Fermi level (Fig. S1), and feature a quite small overall net polarization (DOS↑-DOS↓ shown in Fig. 3 of the
main text). Instead, the E(1)1g ± E(2)2u modes, which are mainly located at ≈ 1 eV binding energy, are almost fully
polarized according to the zig-zag pattern (dark red curves in Fig. 3). Furthermore, they are characterized by a
non-zero overlap with both the occupied states right below the Fermi level and the empty states at ≈ +0.3 eV (Fig.
S1), thus constituting a possible bridge between high-energy QMOs and the local magnetic dynamics that involve
the low-energy degrees of freedom. However, when we move closer to the Fermi level, the full DOS is recovered only
by considering also the contribution of the A1g ± E(1)2u modes, which are fully polarized (dark green curves in Fig.
3) and extend in energy from ≈ −0.3 eV to ≈ +0.7 eV (see Fig. S1). The necessity of including more than one
QMO combination (E(1)1g ± E(2)2u and A1g ± E(1)2u ) to describe the valence (LHB, in the Hubbard description) and the
conduction (UHB) bands, suggests that the QMO picture, which captures the main features of the deep electronic
states, is less efficient to describe the physics of the low-energy electronic excitations.
II. DIELECTRIC FUNCTION AND DIFFERENTIAL FITTING
Figure S2b reports the 300 K optical conductivity (grey line, from Ref. 12) of Na2IrO3. The σ1(ω) function is
reproduced (black line) by a multi-Lorentzian fit. The number of oscillators that optimizes the fit is five, labeled
with capital letters from A to E. The output parameters of the fitting procedure are reported in Table I. The five
oscillators correspond to the possible optical transitions involving the DFT-calculated QMOs (see top panel of Fig.
S2). For sake of comparison, Fig. S2b) reports the optical conductivity calculated within DFT in Ref. 24. We
stress the one-to-one correspondence of the four structures (labeled 1-4) present in the calculated optical conductivity
and the Lorentz oscillators used in the dielectric function model shown in Fig. S2a. The intensity of the transitions
(1-4 in the calculated σ(ω), A-E in the experimental σ(ω)) can be rationalized on the basis of symmetry arguments
involving the parities of the initial and final QMOs involved in the optical transitions [24]. The asymmetric peak
3 in the calculated optical conductivity (Fig. S2c) is accounted for by two different Lorentz oscillators (C and D,
Fig. S2b). These structures are reminiscent of the spin-orbit induced lift of degeneracy of the E1g QMOs and can be
microscopically explained by projecting the total density of states onto the E(1)1g ±E(2)2u and B1u ±E1g combinations,
as showed in Fig. 3 of the main text. While the C transition involves initial states of symmetry B1u ± E1g that
7are polarized oppositely to the zig-zag magnetic ground state, the D oscillator accounts for transitions involving the
E
(1)
1g ± E(2)2u combination that is fully polarized according to the zig-zag pattern. As argued in the main text, the
photo-induced perturbation of the zig-zag magnetic order is expected to particularly affect the E(1)1g ± E(2)2u QMO
combination that exhibits the same spatial pattern and spin-polarization of the magnetic ground state. As a natural
consequence, the differential reflectivity shown in Fig. 3 of the main text can be very well reproduced by simply
assuming a photo-induced modification of the strength and position of the oscillator D.
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FIG. S1. DOS calculated by DFT. (a) Total (t) density of states per spin on one hexagon (h): tDOS(h) = 1/2(DOS(h)↑ -DOS
(h)
↓ ),
net polarization (m) in the left (l) and right (r) half of the hexagon mDOS(l,r) = DOS(l,r)↑ -DOS
(l,r)
↓ . (b) Spin-up and spin-down
DOS on the left and right half of the hexagon DOS(l,r)↑,↓ . (c-h) Spin-up and spin-down DOS of the six combinations of QMOs
defined in the main text.
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FIG. S2. a) DFT+U+SO calculated total DOS (see main text). The coloured arrows indicate the possible transitions from the
occupied bands to unoccupied levels. b) The real part of the optical conductivity (in practical units, i.e. σ1 · pi/15) of Na2IrO3
at 300 K (grey line, from Ref. 12) is plotted as a function of the photon energy. The coloured areas indicate the contribution of
the different Lorentz oscillators that are determined by fitting (black line) a multi-peak model to the experimental conductivity.
Tha parameters used in the fit are reported in Table I. c) Optical conductivity calculated within DFT with the same parameters
used in the calculations reported in the main text. Taken from Ref. 24.
Na2IrO3 static optical parameters T= 50 K
Position (eV) Plasma Frequency (eV) Width (eV)
A 0.75 0.46 0.14
B 1.08 0.36 0.17
C 1.39 2.88 0.99
D 1.65 1.097 0.32
E 1.97 0.77 0.46
TABLE I. Multi-Lorentzian model parameters used in the equilibrium and differential fitting. In black we have highlight the
oscillator parameters that should be changed to obtain the differential fit reported in Fig. 3 of the main text.
III. IMPULSIVE HEATING
The laser induced local heating of the sample is an important issue that should be addressed to properly interpret the
low-temperature dynamics. While the average heating was controlled by tuning the repetition rate of the Ti:sapphire
cavity, the impulsive heating induced by the single pulse was empirically addressed by performing single-color (~ω=1.55
eV) pump-probe measurements in a very broad excitation range. In the left panel of Fig. S3, we report the δR/R(t)
signal, normalized to the amplitude of the fast component, at different excitation fluences (0.5-60 µJ/cm2). For each
pump fluence, the amplitude (A2) and decay dynamics (τ2) of the slow component is obtained by performing the
two-exponential fitting described in the main text. The values of τ2 and A2 are constant up to a threshold fluence of
about 12 µJ/cm2. Above this value, the A2 signal reduces suggesting a progressive onset of impulsive thermal effects.
The temperature-dependence of the A2 and τ2 values reported in Fig. 2 of the main text, has been obtained by
fitting single-color pump-probe measurements at a pump fluence of 1 µJ/cm2. Considering a penetration depth of ∼
100 nm and a heat capacity of 74 mJ/cm3K [17], we estimate a negligible impulsive heating of the order of 1 K at a
base temperature of 20 K. The estimated impulsive heating increases up to about 3 K at temperatures as low as 10
K. Interestingly, the experimental finding that the A2 and τ2 values are constant up to fluences as large as 12 µJ/cm2,
where the impulsive heating is of the order of 10 K, further supports the main claim of the manuscript, i.e., that the
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FIG. S3. Left panel: single-color (1.55 eV) pump-probe measurements at different fluences (0.5-60 µJ/cm2). Right panel:
amplitude (A2) and decay time (τ2) of the slow component as a function of the pump fluence. The values of τ2 and A2 were
extracted by the multiexponential fit (see main text) to the data shown in the left panel.
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FIG. S4. The temperature dependence of the fast exponential decay (τ1) is reported. The values of τ1 (blue dots) are obtained
by the multi-exponential fitting of the time-resolved data reported in Figs. 2,3 of the main text.
A2 component is related to the energy exchange with short-range zig-zag correlations on a length scale of 2 nm, that
are more robust than the long-range 3D order.
IV. SUB-ps DYNAMICS
Figure S4 reports the temperature-dependent value of the τ1 time constant, as determined from the multi-
exponential time-domain fitting described in the main text. The fast relaxation dynamics has an average value
of τ1 ≈ 200 fs and it does not display any significant variation when the magnetic transition at TN is approached.
