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INTRODUCTION
w xIn a former work Hel92a , one of the authors of this paper developed a
 ..generalization of the notion of a Drinfeld module over F 1rt which
preserves many of the features of the classical theory. This notion was not
w xnew and can be traced as far back as Mumford's survey article Mum77 .
The idea consists of swapping the Frobenius endomorphism of the field
 ..  ..F 1rt for any continuous F-endomorphism s of F 1ru , where Fq
denotes some commutative field a typical choice for s consists of replac-
d .ing u by u , with fixed d G 2, in any formal series .
Thus we get an ``analytic'' theory of Drinfeld modules in which almost
all the linear and analytic aspects of the classical situation are preserved
and which seems able to adapt itself to a wide range of new situations by a
 .suitable choice of s see Section 2.3 below .
The aim of the present paper is to develop the relevant machinery with
the help of the marvellous trick of the tensor product used by Anderson
w xAnd86 . This is the first part of this work; the second part consists of
applying this machinery to the nth tensor product of the generalized
Carlitz module, following very closely the notation and proofs of Anderson
w xand Thakur AT90 .
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All the results concerning the kernel L of the associated exponentialn
are recovered up to the construction of a number p which was already
w xobtained by the use of the notion of Galois calculus Hel92b by one of the
authors.
Moreover, the same tool gives a means of generalizing Carlitz's zeta
 .function z s when s is restricted to values strictly smaller than the degree
 .  .in u of s u .
Finally, it might be relevant to notice that this notion of generalized
Drinfeld module is compatible with the lifting of the Frobenius endomor-
phism from characteristic p to characteristic 0 by use of the Witt functor
 w x.see HR93 .
1. GENERALIZED t-MOTIVES AND t-MODULES
1.1. Preliminaries
Consider a field extension KrF, fixed once and for all, and let s be an
F-automorphism of K. For instance, we can take s s id , or s s complexK
conjugation if KrF s CrR, or s s Frobenius automorphism: x ¬ x q if
KrF s KrF where F is the finite field with q elements.q q
w xWe denote by K t the ring of polynomials in an indeterminate t with
w xcoefficients in K and we extend s to K t by its action on the coefficients,
i.e.,
n n n
si i is a t s s a t s a t , a g K . .  .  i i i i /
is0 is0 is0
w xTo simplify the notation, we will sometimes write R s K t .
w x  4Now we consider the Ore Ore33 polynomial ring R s . It can be
defined as the ring of sequences:
P s p , p , . . . , p , 0 . . . g RN. .0 1 n
with the classical addition and a twisted multiplication:
PQ s p q , p s q q p q , . . . , p s i q , . . . .  .0 0 1 0 0 1 i j /
iqjsn
 .  .when P s p , p , . . . and Q s q , q , . . . .0 1 0 1
 .If S denotes the Ore polynomial 0, 1, 0, . . . , we see that
n




S i r S j s s i r S iq j, r g R . .
Remark. When the powers of s are linearly independent over R, there
is no confusion if we write S s s . In the general case we should write
 . w xR S, s , the notation of Coh77 , to be perfectly clear, but we will find it
convenient to keep the same notation and make an abuse of language
  4 w x  4.e.g., if s s id , R S ( R X ( R s .K
w xIt is well known Coh77 that the notion of degree of a polynomial
 4extends to R s and possesses all the usual properties. It follows that
 4R S is a ring without zero divisors.
 4PROPOSITION 1. Let g and h be in K s and suppose g / 0. Then there
 4are q, q9, r, r 9 in K s such that
h s qg q r , deg r - deg g ,
h s gq9 q r 9, deg r 9 - deg g .
Proof. The first division is straightforward even in the case where s is
only an endomorphism of K. The second division uses the surjectivity of
s .
  4.PROPOSITION 2. Let X be in M K s . Then there exists U inm= n
U   4. U   4.M K s and V in M K s such that UXV is a diagonal matrix.m= m n=n
w xProof. Adapt Jacobson's proof Jac80 .
 4PROPOSITION 3. Any K s -module of finite type is isomorphic to
r
 4  4K s rK s f[ i
is1
 4for a certain r in N and f in K s such that f N f for i F j.i i j
w x 4THEOREM 1. Let M be a left K t s -module of finite type both as a
w x  4K t -module and a K s -module. Then the following conditions are equi¨ a-
lent:
 . w xi M is free o¨er K t .
 .  4ii M is free o¨er K s .
Proof. We need to show that
' P t / 0 P t m s 0 m ' Q s / 0 Q s m s 0. .  .  .  .
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1. Suppose first that the left-hand condition holds but not the
 .  .right-hand condition. Then for all Q s / 0 we have Q s m / 0. Fur-
thermore, the K-vector space V generated over K by all the s n m, n g N,
is of infinite dimension.
As we have, for all n in N,
w x ndim K t s m F deg P t , . .K
w x 4we see that the K t s -submodule S of M generated by m cannot be
w xfinitely generated over K t . But this condition contradicts the hypothesis
 4that M is of finite type over K s .
2. Similarly, if we suppose that the right-hand condition holds but
 .  .not the left-hand condition, we have P s m / 0 for all P s / 0. Then
the K-vector space W generated over K by all the tn, n g N, is of infinite
dimension.
As we have, for all n in N,
 4 ndim K s t m F deg Q s , . .K
w x 4we see that the K t s -submodule T of M generated by m cannot be
 4finitely generated over K s . But this condition contradicts the hypothesis
 4that M is of finite type over K s .
Conclusion. We have just seen that the properties of a module over the
 4 w xOre polynomial domain K s are similar to those of a module over K X :
 4 w xIn fact, they generalize these latter properties since K s ( K X when
s s Id .K
1.2. t-Moti¨ es
We recall that s is an F-automorphism of the extension KrF. Let u be
a fixed element in K. In the sequel all the objects considered will be
defined over K.
w x 4DEFINITION 1. A t-motive M is a K t s left module defined by the
following properties:
 . w xi M is free of finite rank over K t .
 .  .N .ii There is a certain N ) 0 such that t y u Mrs M s 0.
 .  4iii M is of finite type over K s .
 w x.EXAMPLE 1 Carlitz motive M 1 . It is defined by
w x w x w x 4  4M 1 s K t s rK t s t y u y s . .
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 w x.EXAMPLE 2 Drinfeld motive M g , . . . , g . It is defined for all1 r
g , . . . , g in K and g / 0 by1 r r
w x w x w x r 4  4M s M g , . . . , g s K t s rK t s t y u y g s y ??? yg s . .1 r 1 r
Since the Carlitz motive is a particular case of the Drinfeld motive, it is
enough to show that the latter is a t-motive.
 .i Let « be the class of 1 in M, and let us consider B s
 ry1 . w x« , s« , . . . , s « . Then it is clear that B generates M over K t since
g s r« s t y u « y g s« y ??? yg s ry1« .  .  .r 1 ry1
w xand g / 0. Let us show now that B is free over K t . Suppose thatr
P t « q P t s« q ??? qP t s ry1« s 0. .  .  .0 1 ry1
It follows that
P t q P t s q ??? qP t s ry1 .  .  .0 1 ry1
w x r 4g K t s t y u y g s y ??? yg s , .1 r
and, by looking at the degree in s , it implies
P t s P t s ??? s P t s 0. .  .  .0 1 ry1
 .  .ii It is clear that t y u M ; s M since
t y u « s s g sy1 q g sy1s q ??? qg sy1s ry1 « . .  .1 2 r
 .iii Finally, since
t« s u q g s q ??? qg s r « , .1 r
 4  4we see that « generates M over M s . Moreover, M is free over K s
with base « .
 4COROLLARY 1. All t-moti¨ es are free of finite rank o¨er K s .
Proof. Apply Theorem 1.
1.3. Tensor Products
The tensor product of t-modules we are looking for is a generalization
of the tensor product of two representations, and it reduces to the latter
when s acts trivially on K.
HELLEGOUARCH AND RECHER328
 .THEOREM 2. Let m g M and n g N. Then if we define s m m n by
s m m n s s m m s n , .
w x 4the tensor product M m N has the structure of a K t s -module.K w t x
w xProof. We have to show that we have a K t -semilinear application:
M N ª M N ,[ m
w x w xK t K t
 .such that s m m n s s m m s n.
We consider the Z-linear application:
fM=N .Z ª M N ,m
w xK t
x ¬ s m m s n ,m , n.
 .where x is the characteristic function of m, n , m g M, n g N.m , n.
w xBy the tensor product theorem Bou70 , there is a unique Z-linear
Äapplication f such that the following diagram commutes:







if and only if f takes zero values on the kernel of the canonical applica-
tion:
M = N ª M N.m
w xK t
Now this kernel is generated by elements like
w xx y x , l g K t ,l x , y .  x , l y .
x y x y x , xqx 9 , y .  x , y .  x 9 , y .
x y x y x , x , yqy 9.  x , y .  x , y 9.
and it is clear that f is null on these elements.
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ÄSo there is a unique Z-linear application f : M m N ª M m NK w t x K w t x
completing the diagram, and we have
Äf l x m y s f x s s l x m s y .  .  .l x , y .
s lss x m s y
s Äs l f x m y . .
Ä w xSo f is K t -semilinear.
1.4. Pure Modules
w x 4 w x 4  ..Let M be a K t s -module. We define a new K t s -module M 1rt
by setting




yi yis m m a t [ s m m s a t . . yi yi /  / /n n0 0
ww xx  ..DEFINITION 2. Let L be a K 1rt -submodule of M 1rt . Suppose
 ..that L is of finite type. Then we say that L is a lattice in M 1rt if L
 ..  ..generates M 1rt over K 1rt .
ww xx  ..EXAMPLE. K 1rt itself is a lattice in K 1rt .
w x 4DEFINITION 3. Let M be a K t s -module. We say that M is pure if :
 . w xi M is free of finite rank o¨er K t .
 .  .N .ii There is an integer N ) 1 such that t y u Mrs M s 0.
 .  ..iii M 1rt contains a lattice L and there are integers u and ¨ greater
than zero such that
t uL s s ¨L.
w xEXAMPLE. Let us show that M s M g , . . . , g is a pure module.1 r
Consider the presentation:
w x  40 ª I ª K t s ª M ª 0,
w x 4 r .where I denotes the ideal K t s t y u y g s y ??? yg s . Tensorizing1 r
 .  ..on the left with K 1rt , we get the exact sequence:
 4J ª K 1rt s ª M 1rt ª 0, .  . .  .
 .. 4 r .where J denotes the ideal K 1rt s t y u y g s y ??? yg s .1 r
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ww xx w x  w  .xBut K 1rt is K t -flat See Bou70, Chapter 3, Theorem 3 iii and
w x  ..every finitely generated K 1rt -submodule of K 1rt is contained in a
 ..  .. w xleft submodule of K 1rt , so K 1rt itself is K t -flat.
So we get
 4M 1rt ( K 1rt s rJ . .  . .  .
Similarly, we see that
w x w x  4L [ M 1rt ( K 1rt s rH ,
ww xx 4 r .where H denotes K 1rt s t y u y g s y ??? yg s .1 r
 .. ww xx  ..Since K 1rt is K 1rt -flat, L is a lattice in M 1rt .
 .Let us show condition iii . First we have
1
tL s t y u L s t y u L. .  .
1 y urt
 ry1 4 ww xxUsing the base B [ « , s« , . . . , s « for the K 1rt -module L, we
see that





ry1 r 2 ry1 r .t y u s « s g s « q ??? qg s « g L q s L.1 r
More precisely, we have
tL s L q s rL.
Let us denote by e , . . . , e the cosets of « , . . . , s ry1« modulo s rL. We0 ry1
have
e y a e ' 0 mod s rL,0 0, i i
i
...
e y a e ' 0 mod s rL,ry1 ry1, i i
i
w xwhere a g tK t .i, j
w xBy Nakayama's lemma, we see that there is an element d g K t , d '
1 mod t, such that
dL ; s rL.
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So
dt L ; dL q ds r L ; s rL
and dt L is equal to is equal to tL. The reverse inclusion is easy.
w x 4PROPOSITION 4. If M is a pure K t s -module, then M is also a t-moti¨ e.
Proof. The assertion is tantamount to proving that M is a finitely
 4 w xgenerated K s -module. Since M is K t -finitely generated, we have
w x w xM s K t e [ ??? [ K t e .1 n
For any i such that 1 F i F n, there is n g N such that e g tn i L. So if wei i
 .take n s sup n , . . . , n we have1 n
M q tnL s M 1rt . . .
Write
M [ M l t  jqn .uL, j G 0.j
Then we have
M rM ( M l t  jq1qn .uLrM l t  jqn .uLjq1 j
( t  jq1qn .uLrt  jqn .uL.
 .But condition iii implies that
t  jq1qn .uLrt  jqn .uL s s  jq1qn .¨Lrs  jqn .¨L,
so we have
t uM q M s M s s ¨M q M .j j jq1 j j
Let us remark that
M : M : ???0 1
 ..is an exhaustive filtration of M. Indeed, if x g M, we have x g M 1rt
so there is j g N such that x g t  jqn .uL, and this implies x g M .j
Now let us remark that the K-vector spaces M are finitely generated.j
Since
M rM ( t  jq1qn .uLrt  jqn .uL,jq1 j
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it will suffice to prove that M is finitely generated, and the general case0
will be obtained by induction on j.
To prove that M is finitely generated, we proceed by reductio ad0
 .absurdum and we consider an infinite sequence x of K-linearlyp pg N
n u w xindependent elements of M s M l t L. Since e , . . . , e is a K t base0 1 n
for M, we can write
x s a t e q ??? qa t e .  .p p , 1 1 p , n n
 . w x  .with unique polynomials a t g K t . Since the sequence x isp, i p pg N
 4free, there is an index i g 1, . . . , n such that the degrees of the polyno-0
 .mials a t are not bounded.p, i0
 U U .  . w xLet e , . . . , e be the dual base of e , . . . , e over K t : Since L is a1 n 1 n
ww xx ww xxfinitely generated K 1rt -module, the ideal of K 1rt generated by
U  . h ww xx U  .e x for all x g M is of type t K 1rt . But the degree of e x si 0 i p0 0
 .a t is not bounded, as p tends to infinity, so we get the desiredp, i0
contradiction.
 .To finish the proof, let us consider a K-base « , . . . , « of M , since1 m 0
t uM q M s s ¨M q M ,0 0 0 0
we have
t u« y a « ' 0 mod s ¨M ,1 1, i i 0
i
...
t u« y a « ' 0 mod s ¨Mm m , i i 0
i
with a g K.h, i
It follows easily from this that, for all h g N,
t hu« s P s « .j j , i i
i
 .  4 uy1 uy1with P s g K s . So « , . . . , « , t« , . . . , t« , . . . , t « , . . . , t «j, i 1 m 1 m 1 m
 4generate M over K s .
DEFINITION 4. Let M / 0 be a t-motive. The weight of M, denoted by
 .w M , is the rational number:
rank M .s
w M s . .
rank M .t
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w x  .EXAMPLE. If M s M g , . . . , g we have w M s 1rr.1 r
ww xxLEMMA 1. Let M / 0 be a pure t-moti¨ e and let L be a K 1rt -lattice
 .  .¨erifying iii . Then w M s ur¨ .
Proof. In the proof of Proposition 4 we introduced an exhaustive
filtration M : M . . . such that0 1
t uM q M s M s s ¨M q Mj j jq1 j j
with fixed u and ¨ greater than zero. We deduce from this fact the
equations:
dim M rM s u rank M s ¨ rank M . .K jq1 j K w t x Ks 4
THEOREM 3. Let M and M9 be two pure t-moti¨ es. Then M m M9 is a
pure t-moti¨ e, and we ha¨e
w M m M9 s w M q w M9 . .  .  .
 .  .Proof. It is clear that M m M9 verifies conditions i and ii in Defini-
tion 3. So it remains to prove its purity, i.e., the existence of a suitable
lattice.
 ..  ..Let L and L9 be the assumed lattices for M 1rt and M9 1rt and
let u, ¨ and u9, ¨ 9 be the corresponding integers:
t uL s s ¨L, t u9L9 s s ¨ 9L9.
 ..  ..Taking L m L9 [ L m L9 ; M 1rt m M9 1rt , we clearly seeK ww1r t xx
 ..that L m L9 is a lattice for M m M9 1rt and that we have
s ¨ ¨ 9 L m L9 s t u¨ 9L m t¨ u9L9 .
s t u¨ 9q¨ u9L m L9.
So we get
w M m M9 s w M q w M9 . .  .  .
PROPOSITION 5. Let
p0 ª M9 ª M ª M0 ª 0
w x 4be an exact sequence of K t s -modules and suppose that:
 .i M9 / 0;
 .ii M is a pure t-moti¨ e;
 . w xiii M0 / 0 and M0 is K t -torsion free.
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Then M9 and M0 are pure t-motives and
w M s w M9 s w M0 . .  .  .
 .  .Proof. It is clear that M9 and M0 satisfy conditions i and ii . The
 .trick is to show condition iii .
 ..Let L be a lattice in M 1rt such that
t uL s s ¨L
and take
L9 [ M9 1rt l L, . .
L0 [ p L , .Ä
 ..where p is the covariant extension of p to M 1rt .Ä
Then we easily see that
t uL9 s s ¨L9
and
t uL0 s s ¨L0 .
 .  ..  ..Thus L9 and L0 are resp. lattices in M9 1rt and M0 1rt .
w x 4Remark. To verify that a K t s -module M is a pure t-motive, we
 .only need to verify the following four redundant conditions:
 . w xi M is free and finitely generated over K t .
 .  4ii M is free and finitely generated over K s .
 .  .N .iii There is N ) 1 such that t y u Mrs M s 0.
 .  .iv Purity There is an exhaustive filtration of finite dimension
K-vector spaces:
M : M : ???0 1
and fixed integers u and ¨ greater than zero, such that
t uM q M s M s s ¨M q M for all j.j j jq1 j j
1.5. Examples of Pure t-Moti¨ es
In this section we will give a fairly wide collection of pure t-motives, but
for the sequence the most important example is the last.
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w x1.5.1. The Drinfeld Moti¨ e M g , . . . , g Is a Pure t-Moti¨ e of Weight 1rr1 r
 4As in Example 2, we introduce the K s -base « , and we take
M s K« [ Ks« [ ??? [ Ks  iq1. ry1.« .i
Then we verify that
tM q M s tM s s rM q Mj j jq1 j j
 .if g / 0! .r
 .So we have u s 1, ¨ s r, and Lemma 1 w s 1rr.
1.5.2. Tensor Product of Drinfeld Moti¨ es
Let M9 and M0 be Drinfeld motives of weight 1rr 9 and 1rr 0.
By Theorem 3 we know that M9 m M0 is a pure t-motive of weight
 .r 9 q r 0 rr 9r 0.
w x w xSince M9 is free over K t of rank r 9 and M0 is free over K t of rank
w xr 0, we see that M9 m M0 is free over K t of rank r 9r 0. It follows that
 4M [ M9 m M0 is free over K s of rank r 9 q r 0.
 w x w x.  .Particular case M9 s M g and M0 s M h , h . Let « resp. w be1 1 2
 . w xa base for M9 resp. M0 over K t . We have
t« s u« q g s« ,1
tw s uw q h sw q h s 2w .1 2
w xA K t -base for M [ M9 m M0 is
B [ « m w , « m sw , .
 4and a K s -base for M is
B9 [ « m w , « m sw , « m s 2w . .
Finally, the matrix of t1 in B9 isM
u g s 01
h u g sMat t1 s . . 1 1B9 M  0h 0 u2
w x1.5.3. r th-Exterior Power of M g , . . . , g1 r
r w xProposition 5 implies that M s H M g , . . . , g is a pure t-motive ofK w t x 1 r
weight 1. Let us verify it.
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 4 w xThe K s -base « of M g , . . . , g being defined as above, we get for M1 r
w xthe K t -base:
e [ e n s« n ??? n s ry1« .
The action of s on this base is
s e s s« n s 2« n ??? n s r«
t y u y g s y ??? yg s ry11 ry12s s« n s « n ??? n « /gr
t y ury1 ry1s y1 « n s« n ??? n s « . .  /gr
Thus we have
r
ry1w xM g , . . . , g ( M y1 g . .H 1 r r
1.5.4. nth-Tensor Power of the Carlitz Moti¨ e
w xmnLet us take M [ M g . By Theorem 3 we know that M is a pure
 w x.  .t-motive and, since w M g s 1, that w M s n.
w x mn w xLet « be a base for M g , then « is a K t -base for M. Our aim is to
show that
ny1mn mn mnB9 s « , t y u « , . . . , t y u « .  . .
 4is a K s -base for M. So it suffices to show that B9 generates M over
 4K s .
Any element x of M can be written as
x s P t «mn . .
But Taylor's formula gives
hP t s P u q t y u P u q ??? q t y u P u , .  .  .  .  .  .0 1 h
 .where h s deg P t , so we havet
x s P t «mn s P u e q P u e q ??? qP u e .  .  .  .0 0 1 1 h h
 . i mnwith e s t y u « for i s 0, 1, . . . , h.i
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Now we have
nq nq. nqt y u s g s .
nq.  . nqy1 .with g s gs g . . . s g . So, if i s nq q r with 0 F r - n, we get
nq mn nq. qe s t y u « s g s e .  .nq 0
and, more generally,
rnq. nq nq. nqe s g s t y u e s g s e .  .i 0 r
 4for 0 F r - n. Thus we see that e , e , . . . , e generate M over K s .0 1 ny1
Our last objective will be to determine the matrix of t1 in theM
following base:
 4B9 s e , e , . . . , e .0 1 ny1
By definition, we have
te s u e q e for 0 F i - n y 1,i i iq1
te s u e q t y u e .ny1 ny1 ny1
ns u e q t y u e .ny1 0
s g n.s e q u e .0 ny1
So we get
u 0 ??? 0 g n.s
.1 u . 0.
. . . . n.Mat t1 s s u I q N q g s J ,0 . . . .  .B9 M . . . .
. . . .. . . . 0 0. . . .
0 ??? 0 1 u
where N and J are nilpotent matrices.
In the second part of this work, we will take g in the fixed field of s in
 .K e.g., g g F . Then we will write
Mat t1 s u I q N q g ns E. .B9 M
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1.6. t-Modules
 .In the last example of Section 1.5 as well as in Example 2 , we had an
F-linear morphism of rings:
w xF t ª End M , .K
P t ¬ P t 1 , .  . M
 4which we can represent by matrices with entries in K s .
DEFINITION 5. Let n ) 0 be given and let F be a subfield of K
pointwise fixed by t . A t-module is an F-linear ring morphism:
nw x  4w : K t ª End K s .
such that
w s u 1 n q N q G s q ??? qG s s ,t Ks 4 1 s
 n.where N, G , . . . , G are in End K and where N is nilpotent.1 s
Remarks.
1. If G / 0, we say that w is of rank s.s
 4  .2. The morphism l: K s ª K, which associates to P s its con-
stant term, induces a morphism:
n n 4Lie: End K s ª End K . . .
So we will say that
n n 4Lie End K s ( End K , . . .
the isomorphism being induced by l.
 43. Let A be the category of K s -algebras, i.e., all F-linear ringKs 4
morphisms:
 4K s ª A ,
where A is an F-algebra. Then if E is a t-module, we write
n 4E A s K s A , . m
 4K s
w xw A s w : F t ª End E A , .  . .
 .where w A is defined through w.
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w x 4Thus we see that E is a functor: A ª K t s -modules.Ks 4
 4DEFINITION 6. Let M be a t-motive and let A be a K s -algebra. We
write
E A s Hom M , A , .  .M Ks 4 q
where A denotes the additive group of A.q
w x 4Then we equip E with a K t s -module structure which is the naturalM
 4 w xone on K s and which is defined on K t by the condition:
te m s e tm , e g E , m g M . .  . M
Finally, we say that E is the t-module attached to the t-motive M, theM
morphism w being defined at t by
t ¬ t1 g End E . .E MM
PROPOSITION 6. For any t-moti¨ e M, E is a t-module. The functorM
M ¬ E is an antiequi¨ alence of categories.M
  . .Proof. The only nontrivial point is to prove that w t y u 1 isEM
 .  .nilpotent. But condition ii for t-motives shows that Lie t y u is nilpo-
tent, which is exactly the condition.
 4Consequence. As M is free of finite rank over K s , we can write
 4  4M s K s e [ ??? [ K s e0 ny1
as we did in the latter paragraph.
wLet C be the matrix of t1 in B9. Then it is well known Nor73, p.t M
x.140 that the matrix F of w in the dual base B9* of B9 is the transposet t
of C .t
 .EXAMPLE nth-tensor power of the Carlitz motive . We get immedi-
ately
u 1 0 ??? 0
. . .0 u . . .. . .
. . . .. . . . 0F s . . . .t . .0 . . 1. . 0
n.g s 0 ??? 0 u
0 1 0 ??? 0
. . . . 0 ??? ??? 0. . 1 . . . .. . . . . .. . . . .n.. . . 0s u I q q g s ,.n . . . 0 0 .. . . 0. . 1 0. . 1 0 ??? 0
0 ??? ??? ??? 0
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and we have
ny1Lie w t y u 1 s 0. . .E
Remarks.
1. It is customary to write w and more generally w instead of thet P  t .
  ..cumbersome w P t .
w x 4 w x 2. When s s 1 , we have K t s ( K t, s the ordinary polyno-K
.mials in two unknowns .
In this case we will say that we have an abelian t-module, and this will
be considered to be a trivial situation.
2. TENSOR POWERS OF THE CARLITZ MODULE
Let KrF be any extension, s any F-automorphism of K, and g any
element of F=.
In all cases we single out an element u of K with the following
i .  .property: All entries s u i G 0 are distinct. We will say that the
w x  .t-module attached to the t-motive M g is a Carlitz module for KrF, s
w xand write C g . Our aim is to study the t-module attached to the t-motive
w xmn  4M g , n g N _ 0 , which we call the nth power of the Carlitz module.
We will denote it by Cmn. Following what we saw previously, we have to
study the F-linear ring morphism:
nw x  4F t ª End K s , .
w :  w xa t ¬ a [ w . n a t .
characterized by
u 1 0 ??? 0
. . .0 u . . .. . .
. . . .
n. . . . 0w xt s w s s u I q N q g s E, .. . . .t
. .0 . . 1. . 0
ng s 0 ??? 0 u
GENERALIZED t-MODULES 341
where
0 1 0 ??? 0
. . . .. . 1 . .. . . .
. . .. . . 0N s . . .
. .. . 1 0. .
0 ??? ??? ??? 0
and
0 ??? ??? 0
. .. .. .E s .0 0 .. 0
1 0 ??? 0
are nilpotent matrices.
2.1. The Formal Logarithm of Cmn
 44From now on, K s will denote the ring of formal series in s
equipped with a multiplication which mimics the multiplication of the Ore
 .polynomials see Section 1.1 : We will call it the ring of Ore formal series.
 . 44By M K s we will understand the ring of n = n matrices withn=n
entries in the ring of Ore formal series.
By definition, the formal logarithm of the t-module Cmn is the unique
 . 44element log of M K s given by the relations:n n=n
`
ilog s P s , P g M K , .n i i n=n
is0
P s I ,0
log u I q N q g nEs s u I q N log , .  .n n
 . 44where the latter products are realised in M K s .n=n
The expansion of the left-hand side of this equation gives
log u I q N q g nEs .n
`
i ns P s u I q N q g Es . i
is0
` `
i i n iq1s P s u I q N s q g P Es . . i i
is0 is0
`
0 i n is P u I q N s q P s u I q N q g P E s , .  . . .0 i iy1
is1
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and the expansion of the right-hand side gives
`
iu I q N log s u I q N P s .  .n i
is0
`
0 is u I q N P s q u I q N P s . .  .0 i
is1
So this functional equation is equivalent to the recursive relation:
u I q N P s s iq1 u P q P N q g nP E 1 .  .  .iq1 iq1 iq1 i
for all i G 0.
  .Using our hypothesis concerning the choice of u all the s u are
.distinct , we get the shorter expression:
w x nN , P g P Eiq1 i
P y s y 2 .iq1 iq1 iq1s u y u s u y u .  .
w xfor all i G 0, where X, Y denotes the ``bracket'' XY y YX.
 .Using the fact that N is nilpotent, we can solve 2 and we get
2ny2 jad N P E .inP s yg 3 .iq1 jq1iq1s u y u .js0  .
for all i G 0, where we mean, as usual, that
0ad X Y s Y , .  .
jq1 jad X Y s X , ad X Y . .  .  .  .
 .Remark. The upper index 2n y 2 in the summation in 3 comes from
the fact that N n s 0 but N ny1 / 0.
EXAMPLE. When n s 1, we have
gP Ei
P s .iq1 iq1u y s u .
 .Using Carlitz's notation except for the sign :
i




P s g iLy1 .i i
More generally, we have the following result:
 . ni ynPROPOSITION 7. The n, n entry in P is equal to g L .i i
 .Proof. To calculate the element a of the matrix a , we have then, n i, j
formula:
N ny1 a E s a E , .i , j n , n 1, 1
where
1 0 ??? 0
0 0 ??? 0
. . .E s .1, 1 . . .. . . 0
0 0 ??? 0
Then we proceed by induction on i.
 .1. If i s 0 the result is obvious P s I .0
2. Now we suppose that
g ni
ny1N P E s Ei 1, 1nLi
and we wish to prove that
g n iq1.
ny1N P E s E .iq1 1, 1nLiq1
 .To prove this, we use formula 3 and the relation:
E if i s n y 1,iEN E s  0 if i / n y 1,
and N i s 0 if i ) n y 1.
As an intermediary step we get, for j / n y 1,
jny1N ad N P E E .  .i
jy1 jy1ny1s N N ad N P E y ad N P E N E .  .  .  . .i i
jy1ny1s yN ad N P E NE .  .i
j ny1 js y1 N P E N E .  .i
s 0.
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 .Now let us use formula 3 . We have
jmy12ny2 N ad N P E E .  .iny1 nN P E s yg iq1 jq1iq1s u y u .js0  .
ny1ny1N ad N P E E .  .is yg niq1s u y u . .
N ny1P EN ny1Ein ns y1 g . niq1s u y u . .
N ny1P Ein ns y1 g . niq1s u y u . .
N ny1P Eins g niq1u y s u . .
g n iq1.
s E ,1, 1nLiq1
 .and this proves that the n, n entry is what we expected.
2.2. The Formal Exponential of Cmn
By definition, the formal exponential of the t-module Cmn is the unique
 . 44element exp of M K s given by the relations:n n=n
`
iexp s Q s , Q g M K , .n i i n=n
is0
Q s I ,0
u I q N q g nEs exp s exp u I q N , .  .n n
 . 44where the products are realised in M K s .n=n
Developing the latter equation as in the previous paragraph, we get the
recursive relation:
u I q N Q q g nEQs s Q s iq1 u I q N 4 .  .  . .iq1 i iq1
for all i G 0.
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Using our hypothesis concerning the choice of u , we get the shorter
expression:
w x n sN , Q g EQiq1 i
Q y s 5 .iq1 iq1 iq1s u y u s u y u .  .
for all i G 0, with the notation of the previous paragraph.
 .Using the fact that N is nilpotent, we can solve 5 and we get
j s2ny2 ad N EQ .  .inQ s g 6 .iq1 jq1iq1s u y u .js0  .
for all i G 0.
EXAMPLE. When n s 1, we have
gEQsi
Q s .iq1 iq1s u y u .
Using Carlitz's notation,
iy1
i jD s s u y s u , D s 1, .  . .i 0
js0
we get
Q s g iDy1 .i i
More generally, we have the following result:
 . ni ynPROPOSITION 8. The 1, 1 entry in Q is g D .i i
Proof. This follows by the same method as in Proposition 7 except that
we use the formula:
E a N ny1 s a E , . i , j. 1, 1 n , n
where
0 ??? 0 0
. . .. . .. . .E s .n , n
0 ??? 0 0 0
0 ??? 0 1
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2.3. Some Easy Consequences
1. Not surprisingly, we get the following result:
 . 44THEOREM 4. The series log n and exp are in¨erse units in M K s .n n=n
Namely, we ha¨e
log ? exp s I s exp ? log .n n n n n
Proof. We will only consider the first equality; the same proof works
for the second.
First, we notice that log ? exp verifies the following functional equa-n n
tion:
log ? exp u I q N s log u I q N q g nEs exp .  .n n n n
s u I q N log ? exp . . n n
Second, we write
`
ilog ? exp s R s .n n i
is0
It is clear that R s I , and the functional equation gives0 n
` `
i iR s ? u I q N s u I q N ? R s .  . i i /  /
is0 is0
which is tantamount to the relations:
s i u y u R s NR y R N ; i G 1. . . i i i
 .This implies that the entry n, 1 in R is null and, by induction, that thei
 .4  .  .4entries on all parallel diagonals from n, 1 to 1, 1 , . . . , n, n and from
 .  .4  .41, 1 , . . . , n, n to 1, n are also null.
EXAMPLE. We saw previously that
s s 2
2log s I q g q g q ??? ,1 L L1 2
s s 2
2exp s I q g q g q ??? .1 D D1 2
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Then Theorem 4 implies the following relations for h G 1:
1 1 1 1
q q ??? q q ??? q s 0, 7 .hy1 hyiL DL s D L s D .  .h hhy1 1 hyi i
1 1 1 1
q q ??? q q ??? q s 0. 8 .hy1 hyiD LD s L D s L .  .h hhy1 1 hyi i
 .COROLLARY 2. For any s g Aut K and for any u g K such that
 . h .  .u , s u , . . . , s u are distinct, the numbers L and D are linked by 7 andi j
 .8 .
Proof. Those equations were derived when all the terms of the infinite
sequence:
u , s u , . . . , s h u , . . . .  .
h .  .are distinct. But they are, in fact, identities between u , s u , . . . , s u .
2. In Section 1.6 we defined the ring morphism:
n n 4Lie End K s ( End K . . . .
 . 44We now extend this morphism to M K s and denote it by d, son=n
 . 44that if A g M K s the matrix Da is formed by the constant termsn=n
of the entries of the matrix A.
We will now compose d with w ; this gives a morphism which we denote
in the following way:
w x  4K t ª M K s , 4 .n=nd(w :  w xa ¬ d a ,n
w x  .where a [ w a .n
THEOREM 5. The series log and exp ¨erify the following equations, forn n
w xall a in F t :
 . w x w xi log ? a s d a ? log ,n n n n
 . w x w xii exp ? d a s a ? exp .n n n n
Proof. We will only consider the first equality; the second is entirely
analogous.
 . deg n jSuppose that a t s  a t , a g F. Then we havejs0 j j
deg a





jw xd a s a u I q N . .n j
js0
So we must verify that
deg a
jnw xlog a s log a u I q N q g Es .nn n j
js0
deg a
js a u I q N ? log . . j n /js0
Since log is F-linear, it is sufficient to show thatn
j jnlog ? u I q N q g Es s u I q N ? log .  .n n
or
w j x w j xlog ? t s d t ? logn nn n
but this is an easy consequence of the functional equation for log .n
w x w xRemark. For any a in K t , the matrix d a is upper triangular and itsn
 .  .i, i entries are a u .
3. An illustration in analysis: Let K be any field, s an endomor-
phism of K, and F the fixed field of s . We will consider the Carlitz
module:
w x  4F t ª K s ,
w  0t ¬ ts q s ,
w xwhere t g K is transcendental over F. We recall Hel92a, Gos80 that for
w xany x g F t we have
`
0 nw x s xs q D x s , .  . n
ns1
 .where the Galois derivation D x is defined by the recursive formulae:n
D x s x , .0
s D x y D x .  .ny1 ny1
D x s . .n ns t y t .
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 . w x  4In fact, D x is the value in x of an element s , . . . , s g K s with alln n 1 t
 .s equal to s . The above formulae show that if D x s 0 for a certain n,i n
 .then D x s 0 for all m G n. But we do now show that the derivativesm
depend only on w and not on the particular choice of t. One way to see it
 44is to construct the exponential of w, which is the unique series e g K s
beginning with s 0, such that
w x ? e s e ? xs 0 .
w x w xfor a certain nonconstant x g F t . Then for all y g F t we have
w y s e ? ys 0 ? ey1 .
and we get a unique extension of w to K which coincides with
`
nw y s D y s .  . n
ns0
for any y g K.
w x w xTHEOREM 6. Let F t denote the F-¨ector space of polynomials in F t ofn
degree - n. Then we ha¨e, for any x g K,
w xx g F t m D x s 0. .n n
w x  . w xProof. For the implication x g F t « D x s 0, see Hel92a . Con-n n
 .versely, we can write the condition D x s 0 in the form:n
s n x q a t s ny1 x q ??? qa t s 0 x s 0 .  .  .  .  .ny1 0
or also, with d s s ,
d n x q a t d ny1 x q ??? qa t d 0 x s 0, .  .  .  .  .ny1 0
which is similar to a linear differential equation. Then it is clear that if
x , . . . , x are n q 1 solutions of this equation, the Wronskian:1 nq1
x ??? x1 nq1
s x ??? s x .  .W x , . . . , x [ . 1 nq11 nq1
n ns x ??? s x .  .1 nq1
is equal to 0. As the classical criterion for linear independence over F
extends easily to this situation, we see that the x , . . . , x are F-linearly1 nq1
dependent.
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Now we take for K the field of all meromorphic functions in C* and we
< <consider a fixed multiplier s g C* such that s ) 1.
To this multiplier we associate the automorphism s of K defined by
 .  .s f z s f sz . Then the fixed field of s is called the field of loxodromic
w xfunctions of multiplier s Val55, p. 476 . Following Valiron, we write
` `z 1
S z s 1 y 1 y . .  n n /  /s zsns0 ns1
Then we have S g K and
s S z s yszS z , .  .
which shows that S is transcendental over F.
If we take t s S, we have
nn nnq1.r2 ns t s y1 s z t .
and
s s n
0  4e s s q q ??? q q ??? g K s 4
D D1 n
with
D s s n t y t s D . .  . .n ny1
Now if we write
S9 z .
x z s z , .
S z .
we get Abel's equation:
sx s x q 1.
We will now prove the following result:
 . w  .x w xCOROLLARY 3. x z does not belong to F S z s F t .
Proof. According to the theorem, it is sufficient to prove that suppress
 4w x f K s . .
To calculate the series, we consider
e ? xs 0 ? ey1 .
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We have
` ns x .
0 ne ? xs s s Dnns0
` `x q n n
n ns s s x e q s . D Dn nns0 ns0
So
` n
0 n y1w x s xs q s e . .  /Dnns0
But
` ns
y1e s . Lnns0
So we must prove that
` ` nn s
n n  4s s f K s . D Ln nns0 ns0
The coefficient of s n is
h
A x s . . n kD s L .h khqksn
But since s 0 s e ? ey1, we have
1
s 0 kD s L .h khqksn
and the leading terms of the left-hand side when z tends to infinity are the
terms with h s 0 and h s 1 the terms with h ) 1 are all of smaller order
.in z . So those terms cancel in the second sum and cannot cancel in the
 .  .first when z ª ` . We conclude that A x / 0 for all n.n
 44To end this digression, one may ask if the exponential series e g K s
w xadmits a nontrivial kernel. We know by Hel92a , normalized so as to have
g s q1, that a candidate for this kernel is




j [ 1 y ,  /w xn q 1ns0
s h .
[ t y s t . .
h
n .Inserting the value of s t into these equations, one gets
n nnq1.r2 n` y1 s z y 1 .
j [ 1 y , nq1 nq1.nq2.r2 nq1 /y1 s z y 1ns0  .
s h .
[ sz q 1 t s sz q 1 S z . .  .  .
h
The infinite product for j is normally convergent on every compact subset
of C* and defines an element of K. Then one only has to solve that second
equation.
w xUsing the notation of Val55, p. 55 , we write
` z
P z s 1 q .  n /sns1
and we know that
P sz s 1 q z P z . .  .  .




Decomposing S in a product of linear factors and using
z s P yzrsn .
1 y s ,n ns P yzrs .
1 s P y1rzsny1 .
1 y s .n ny1zs P y1rzs .
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we are led to consider the formal product:
` `z 1
h* s P y P y . n ny1 /  /s zsns0 ns1
The first product is
n` z
T z [ 1 y , .  n /sns1
and the second is
1
T . /z
So a formal solution to our problem is
1
h z s P sz T z T . .  .  .  /z
Now we must check that T g K, but the standard procedures show that
the infinite product giving T is normally convergent on every compact
subset of C*.
Summarizing, we get:
 .LEMMA 2. i The function S is a s-cocycle.
 .ii The standard candidate p for a generator of the kernel of the Carlitz
exponential belongs to K.
It remains to show that the Carlitz exponential operator converges on p .
In fact, we have
1qs 2w x w x1 hs j 1 hs j .  .
e p s hj y q y ??? .
D D1 2
1qs 2w x w x1 s j 1 s j .  .
s h j y q y ??? /D D1 2
and we must show that the second factor converges and is equal to zero.
 . 2 .But this is a formal identity in t, s t , s t , . . . when the developments
nq1 . n .in series are based on the assumption that deg s t ) deg s t for all
< < < n . < < nq1 . <n g N. If z G 1 a similar assumption is valid for s t , i.e., s t )
HELLEGOUARCH AND RECHER354
< n . <s t . Thus ordinary developments are valid in the complex field and lead
to the result. We have just proved:
< <  . .THEOREM 7. If z G 1 the series e p z is simply con¨ergent and we
ha¨e
e p z s 0. .  .
2.4. Con¨ergence in the Ultrametric Case
From now on, we suppose that K is a valuation field for an absolute
< < < <value such that u ) 1. Moreover, we suppose that for all x in K we
have
d< <s x s x , .
where d is an integer greater than or equal to 2 and not divisible by the
characteristic of K.
This implies that the fixed field F of K is formed by elements x such
that
< < < <x s 0 or x s 1,
< <i.e., the absolute value induces the trivial absolute value on F.




= < <for a certain r in K such that r ) 1 and we denote by L a fixed
 ..complete valuation field containing F 1rr . The automorphism s in-
 .duces a continuous endomorphism again denoted by s of L.
EXAMPLE. Let F be any field and let d be an integer greater than or
equal to 2 and not divisible by the characteristic of F.
Let r be an indeterminate for F and take
y1r d` y1r d nK s F r [ lim F r . .  . .  .6
n
Let s be the unique continuous F-automorphism of K such that
s r1r d
nq 1 s r1r d n . .
It is clear that for any x in K we have
d< <s x s x . .
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 . dy1  ..Take g [ y1, u [ s r rr s r , and L [ F 1rr . It is clear that
L is a complete valuation field and it is also clear that s induces a
continuous F-endomorphism of L.
w xRemark. The fact that this situation is typical is shown in Hel92b .
Considering Ln as a s-module, we get:
PROPOSITION 9. The series:
`
isexp x s Q xn i
is0
 . nis normally con¨ergent in L .
5 5 < <yi d
i
Proof. This result will be proved if we show that Q F u . Thisi
 .can be done by induction on i using formula 6 :
j s2ny2 ad N EQ .  .inQ s g ,iq1 jq1iq1s u y u .js0  .
 .which gives for the ``sup norm'' :
2ny2 iq1d y jy1.d5 5 5 5 < <Q F sup Q u . 5iq1 i
js0
 .Using the inductive hypothesis which is true for i s 0 , we get
2ny2 iq1y1 qiqj.d5 5 < <Q F sup uiq1
js0
iq1y iq1.d< <F u .
A similar result for log is more limited:n
PROPOSITION 10. Let us define
n 5 5 < < dB [ x g L ; x - r . 4
Then the series:
`
islog x s P xn i
is0
 . ncon¨erges normally in L for all x in B.
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 .Proof. This time we will not use formula 6 :
j s2ny2 ad N EQ .  .inQ s g ,iq1 jq1iq1s u y u .js0  .
but an equivalent form of this formula. Using induction on j, we prove
that
j
jj l jyl lad N P E s y1 N P EN 9 .  .  .  .i i /lls0
for 1 F j F n y 1.
 .  .Substituting 9 in 3 , we have
l j jyl l nyky1 N P EN N E .j2 ny2 i /lnP s yg . iq1 jq1iq1s u y u .js0 ls0  .
Now we must estimate the norm of the k th column of P . We use theiq1
following formula:
a 0 ??? 01, k
a 0 ??? 02, knyka N E s . . . .i , j . . .. . . 0
a 0 ??? 0n , k
for 1 F k F n.
So we can assert that
ky1 j jykq1y1 N P E .nqky2 i /k y 1nyk nP N E s yg , 10 .iq1 jq1iq1s u y u .jsky1  .
noticing the following simplications:
EN l N nykE s 0, l / k y 1, .  .
EN l N nykE s E, l s k y 1, .  .
N jy l s 0, j ) n q k y 2.
 .If we denote by C P the k th column of P , the formula we wish tok i i
prove is
i iq1nyk .d ynd y1.< < < <C P F u r . .k i
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But we have
a 0 ??? 0¡ ¦jykq2, n
. . .. . .. . .
a 0 ??? 0jykq1 n , nN a E s , . i , j.
0 0 ??? 0
. . .. . .. . .¢ §
0 0 ??? 0
so
iq1yn d y1.jykq15 5 < <N P E F C P F r .i n i
 .and by 10 :
nqky2 iq1y jq1.dnyk jykq15 5 < < 5 5C P s P N E F sup u N P E .k iq1 iq1 i
jsky1





iq1y1 .F u r
< <y nyk .d
iq1
< <yn d
iq2y1 .F u r ,
which proves our estimate.
Now we have
i iq1 i iq1y nyk .d ynd y1. yd n1yd .5 5 < < < < < < < <P [ sup C P s sup u r s u r . .  4i k i
k k
So we get, when x g B,




iq1. < < d
i
F u r u
< < n- r
< <and since the absolute value is ultrametric this proves the convergence
of the series.
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2.5. The Kernel of Carlitz's Exponential
In this section we assume that the hypotheses of the previous section are
still valid and we introduce the following notation:
 . w xi A s F t ;
 .ii A s multiplicative monoid of monic polynomials in A;q
 .  ..  ..iii K s F 1ru ; L s F 1rr ; K.`
Recall that we suppose that
u s r .
y s .
g r
DEFINITION 7. Let V denote the set of series:n
`
lh t s h t , h g L, .  l l
ls0
such that
 .  . < <i h t converges for any t in K such that t F 1;`
nng t y u .
1. .  .  .ii h t s h t .ng
1. . ` s lwhere h t s  h t .ls0 l
 .Then we define an auxiliary element v t by the product:1
y1n`r g t
v t s 1 y , . 1 i /g s u .is0
and we single out in V the element:n
n w xv t s v t g L t . .  .n 1
 .LEMMA 3. V is a free module of rank 1 o¨er A and v t is a generatorn n
for V .n
Proof. The convergence condition in Definition 7 is clearly satisfied by
 .  .  .v t and v t . So let us consider condition ii . We have1 n
y1n`s r g t .
1.v t s 1 y . 1 iq1 /g s u .is0
y1n n`s r g t g t .
s 1 y 1 y . i /  /g u s u .is0
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Taking into account the relation:
s r u .
s y ,
r g
we get the equation:
g nt y u .
1.v t s v t , .  .1 1g
 .  .which implies relation ii for v t .n
It is clear that for any a in A we have av in V .n n
Conversely, let h be in V and write P s hrv . Clearly, P verifiesn n
 .  .  < < 4condition i since v t has no zeros in the disc t g K ; t F 1 . Condi-n `
 . 1.  .tion ii for h and v implies that P s P. So all coefficients of P t aren
in F and therefore their absolute values are 0 or 1. But the convergence
 .  .condition i implies that almost all these coefficients are null, so P t g
w xF t . Finally, Weierstrass's preparation theorem ensures the uniqueness of
P, so V is free on A with base v .n n
So any function h in V is holomorphic in L, and its poles are of ordern
less than or equal to n. In particular, such a function possesses the
following Laurent expansion in a neighbourhood of urg n.
`




. n.RES h t s g L . . .n . 0ayn
PROPOSITION 11. The application RES : V ª Ln is injecti¨ e and itsn n
image L isn
L [ Ker exp : Ln ª Ln . .n n
Proof. Let h be in V . Our first objective is the construction ofn 6
 .  .RES h , and for this aim we define a certain vector h t of meromorphicn
functions.
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1. First we write
h t .
ng t y u h t .  .ª
.h t s , 11 .  ... 0ny1ng t y u h t .  .
which we develop according to powers of t:
`ª 6 ªni i nh t s g c t , c h g K . .  . iq1 i `
is0
Our aim in this section is to show that
6 6 6
n  .1u I q N c q g E c s c 12 .  .iq1 iq1 i
ª6 nfor i G 0, with the further definition c s 0 g K .0 `
Let us write
ci , 16 ..c s for i G 1.i . 0ci , n
 .  4By 11 we get, for i G 0 and j g 1, . . . , n ,
1 jy1y iq1. nc s Res t g t y u h t , .  . .iq1, j ts0nig
and an elementary calculation gives
jy11 jy1ymj y 1 m n jy1ymc s y1 g u h . .iq1, j iymni  /mg ms0
For j - n it is easy to verify that
u c q c s c .iq1, j iq1, jq1 i , j
 .which is part of 12 . Besides, we have
hi
c s for i G 0, 13 .iq1, 1 nig
and, by the binomial formula,
n
n nymnn m n nym lqmg t y u h t s y1 g u h t . .  .  .  l /m
ms0 lG0
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 .so, using ii , we get
n1 nymns m n nymh s y1 g u h . 14 .  .i iymn  /mg ms0
 .  .Combining 13 with 14 gives
u c q g ncs s ciq1, n iq1, 1 i , n
for all i G 1, and the further relation:
u c q g ncs s 01, n 1, 1
 .  .follows from ii . So we have proved the rest of 12 .
 .By condition i we know that h is convergent for t s 1, so we see that6
n5 5lim c s 0 in K .i i ` 6
Using Proposition 10, we see that, for i large enough, c belongs to B,i
so 6 6
nlog c s log u I q N q g Es c . .n i n iq16
s u I q N log c . iq1
is well defined.
2. Consider now the element:
6
i
u I q N log c , i 4 0, . n i




u I q N log c s u I q N u I q N log c .  .  .n iq1 n iq1
6
i ns u I q N log u I q N q g Es c .  . .n iq1
6
is u I q N log c . . n i
ª ª3. Denote this element by m. We have to show that m g L . Follow-n
ing the definition of the formal exponential in Section 2.2, we have, for
i 4 0,
6
iªexp m s exp u I q N log c . .n n n i
6
ins u I q N q g Es exp log c .  .n n i
6
ins u I q N q g Es c . i
ª6
s c s 0.0
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4. By the above relation, we get
6 yi ªc s exp u I q N m . .i n
6
 .  .for i 4 0, and from 13 it is still true for any i G 0. So we can recover h t
ªfrom m:
`ª yiy1ªni ih t s g exp u I q N m t . .  . . n
is0
5. Finally, we want to show that
ªRES h t s ym. . .n
Thus the injectivity of RES will be a consequence of the inclusion of itsn
image in L .n
Notice first that
`6
yiy1ªni i .h t s g u I q N m t . .
is0
But
j jny11 1 y1 N .i q j .y iq1
u I q N s s . . iq1 iq1 jiq1  /ju uu I q Nru . js0
Rearranging according to the powers of N, we get
j j iny1 `6 y1 N t . i q j ªni .h t s g m jq1 i / /iu ujs0 is0
ny1
yjy1ªj ns y N g t y u m .
js0
ny1




ª .RES h t s ym. .n
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6. Our last point is to prove that
L ; Im RES . .n n
ªSo let m g L be given and let us considern
`ª yiy1ªni iH t s g exp u I q N m t . .  . . n
is0
ª .  .If we denote by h t the first coordinate of H t , we can easily check that
ª ª ª .  .  .   ..h t is in V and that h t s H t . By step 5 we have RES h t s ym,n n
so RES is surjective.n
DEFINITION 8. We define a number p g L by the formula:Ä
y1` u
p s ygRES v t s ru 1 y . . .Ä  i1 1 s /uis1
Remark. p does not depend on n.Ä
ª n nCOROLLARY 4. There is a certain l g L whose last coordinate is p andÄ
which is such that
ªnL s d a g t l, a g A . . 5n
 .Proof. Since V is generated over A by v by Lemma 3 , we known n
that
L s RES av ; a g A . 4 .n n n6
 .So let us take l s RES v .0 n n
We showed in the proof of Proposition 11 that
6
iRES h s y u I q N log c h for i 4 0, .  .  . .n n i
6
  ..where the sequence c h is defined byi
`6 6
ni i .h t s g c h t . . iq1
is0
Now it is obvious that
`6 6
ni iq1 .th t s g c h t . . iq1
is0
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So that 6 6
ync th t s g c h .  . .iq2 iq1
and
6
iq1ynRES th t s yg u I q N log c h .  .  . .  .n n i
s gyn u I q N RES h . .  .n
Using the latter formula, we see that
nRES a g t h t s d a t RES h t , .  .  .  . .  .n n
which gives the last result in the corollary.
 .Finally, we must calculate the last coordinate in RES v or, equiva-n n
n  n.ny1  .lently, the residue at urg of t y urg v t .n
But we have
ynny1 n n`u r g t n
n nres t y 1 y s res v t . . .u r g u r g 1n n i /  / /g g s u .is06
ª
Multiplying l by a suitable element in F, we get l.0
 . dCOROLLARY 5. We suppose that s r g r U where U are the units of` `ªnK . Then the last coordinate p of l is in K if and only if d y 1 di¨ ides n.Ä` `
Proof.
yn` u
n n np s r u 1 y ,Ä  i /s u .is1
and the infinite product is in K .`
n nSo p g K is equivalent to r g K , i.e., to d y 1 divides n.Ä ` `






p s s r 1 y . .Ä  i /s u .is1
w xBut this case was previously considered by one of the authors Hel92b
as a particular case of a generalized Carlitz module constructed from a
periodical sequence of endomorphisms: This is the case of a constant
sequence with the endomorphism s .
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w xIt was shown in Hel92b that the generalized Carlitz exponential is
periodical and that the group of periods is the A-module generated by
` w xi
p s z 1 y ,  /w xi q 1is0
w x i .  . w x  . where i s s u y u and s z rz s 1 s s u y u in fact, only Ap ;
w x.L was shown in Hel92b .
 .  .To compare p and p , we will calculate s p rp and s p rp , obtain-Ä Ä Ä
ing
` is p s u y u s p .  .  .Ä
s s u y u s . . .  ip ps u y s u .  . Äis2
So prp g F and if we choose z correctly we find that p s p , as itÄ Ä
should be, although the two approaches are widely different.
2.6. Modified Zeta Function
 .The value z n of the Carlitz zeta function at the integer n G 1 is
defined by the series:
1
z n [ .  naagA
a monic
and can be calculated as a sum of sums:
` 1
z n s . .   na 0ks0 agA
a monic
deg ask
It turns out that the inner sum:
1
z n [ . k naagA
a monic
deg ask
can be given a meaning in the setting of a generalized Carlitz module, at
least when n - d.
 .To achieve this aim, we introduce the generating series for z n and usek
w xCarlitz's formula Car35, AT90 :




 .where the Carlitz function c x is defined byk
`
kw xx s w x s c x s .  . k
ks0
w xfor any x in F t , w denoting the Carlitz module:
t ¬ u q s .
w xIn the more general setting of the generalized Carlitz module C g , we
must replace w by
t ¬ u q gs
and we have
`
kw xx s w x s c x s , .  . k
ks0
where
c x s g k D P u .  . .k k
 .is x is taken equal to P t and if D denotes the Galois derivativek
w xoperator as defined in Hel92a .
 .Thus the third member of 15 has to be replaced by
1 1 ??? 1
2 ks u s u ??? s u .  .  .
k . . .y1 . . . .. . .
ky1 2 ky1 k ky1s u s u ??? s u .  .  .
1 1 ??? 1 1 1 ??? 1
k ku s u ??? s u u s u ??? s u .  .  .  .
. . . . . .y. . . . . .. . . . . .
kk k k k x s x ??? s xu s u ??? s u  .  . .  .
Lie c 0 .ks . 16 .kg y c x .k
 .Remark. The fact that the first member of 16 identifies with the third
 .member of 15 can also be checked by using Moore's determinant
w xMoo96 .
 . k .From now on, we will calculate with x, s x , . . . , s x as if they were
indeterminates of weight 1, d, . . . , d k and consider monomials
n 0  .n1 i .n ix s x . . . s x .
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DEFINITION 9. We will write
n n1 in . n i0x s x s x . . . s x .  .
 .for the multi-index n , n , . . . , n and we will say that n q n d0 1 i 0 1
i n . < <q ??? qn d is the degree of x . We will denote this degree by n .i
 .  .. n .For any multi-index n , we will denote by z n the coefficient of xk
 .in the expansion of 16 .
DEFINITION 10. The modified zeta function for the generalized Carlitz
w xmodule C g is
`
k <n <Äz n s g z n . .  . .  . k
ks0
 .  .When n s n, 0, . . . with 1 F n F d y 1, it is simply referred to as
w xthe zeta function of C g .
 .Now we must also generalize Carlitz's factorials to multi-indexes n . We
proceed as follows:
 .  .DEFINITION 11. If n s n , n , . . . , n we write0 1 i
`
n jG s D ,n . j
js0
where D is as in Section 2.2.j
w xNow, following AT90 , we consider a new set of indeterminates:
y , s y , s 2 y , . . . , .  .
w  . 2 . xand we define polynomials G g F s y , s y , . . . byk
G y [ 1, .0
k
k iG y s s u y s y . .  .  . .k
is1
As easy calculation shows that
G s y s s kq1 u y s y s G y 17 .  .  .  . .  .  .kq1 k
and
d
kdeg G y F d . 18 .  .y k d y 1
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w x  .Now it results from Hel92a that the functions c x are linear ink
x , s x , . . . , s k x .  .
and are characterized by the recurrence relations:
c u x y uc x s gs c x . 19 .  .  .  . .k k ky1
So, in order to prove the relation:
k kG s u x . .ik ic x s g s , 20 .  .k  /D Li kis0
 .we only need to verify that its right-hand side verifies relation 19 . Let us
proceed by induction on k.
When k s 0, this is obvious.
In the general case we have
k k kG s u u x G s u x .  . .  .i ik i ig s y u s  / / /D L D Li k i kis0
k kG s u x . .ik i is g s u y u s . . .  /D Li kis1
 .Using 17 , we get
k i k ky1s u y s u s G s u x .  . .  . .iy1k i ig s u y u s . .  /D Li kis1
ky1 ky1s G s u x . . .ik iq1s g s  /s D L .i ky1is0
and by the inductive hypothesis this is just
gs c x . . .ky1
w x  .Following AT90 , we now define new polynomials H y by the expan-n .
sion:
y1` `G y H y .  .i n .i n .1 y s x s s x . 21 .  .  .  /D Gi n .is0  .  .n s 0
 .At first sight, these polynomials have their coefficients in F u , but we
w xwill show that, in fact, these coefficients are in F u .
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 .From 21 we deduce the following induction formulae:
H y s 1, 0 s 0, 0, . . . , .  .  .0.
H y H y G y .  .  .n . h . is , n G 1, 0, . . . . .  .
G G Dn . h . i .h , i
 .  .h , . . . , h q1, . . . s n0 i
22 .
But the denominator G D is equal toh . i
` iy1 `
h h h q1 hj j i jD D s D D D s G .  j i j i j n .
js0 js0 jsiq1
 .So we can rewrite the second formula in 22 as
H y s H y G y , n G 1, 0, . . . , 23 .  .  .  .  .  .n . h . i
 .h , i
 .  .h , . . . , h q1, . . . s n0 i
 . w xw  . 2 . xand this shows that H y g F u s y , s y , . . . .n .
 .Ordering the multi-indices by lexicographic order, we see from 23 that
 .  .  .  .H y s 1 if n F 0, 1, 0, . . . and we get, by induction on n ,n .
d
n .deg H y - deg s x . .  .y n . xd y 1
 .  .Indeed, we have from 18 and 23 :
deg H y .y n .
d d
h . i- sup deg s x q d ; h , . . . , h q 1, . . . s n .  .  .x 0 i 5d y 1 d y 1 .h , i
d
j i- sup h d q h q 1 d ; h , . . . , h q 1, . . . s n .  .  . j i 0 i 5d y 1  .h , i j/i
d
n .- deg s x . .xd y 1
k .  .  .Now if we replace y by s u and x by xrL in 21 , we get from 20 :k
y1k n .H s u s x 1 y c x .  .  . .n . ks n . k /G s L g .n . k .n
g k
s .kg y c x .k
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 .Comparing this formula with 16 , we have
1
kLie c 0 s g . .k Lk
 .  .From now on, we take n G 1 and n s n y 1, 0, . . . . So we get
H s k u . .n . s L z n . .k kn .G s L .n . k
 .But we noticed above that H y s 1 and Definition 10 implies thatn .
G s 1, so we haven .
1
z n s , 1 F n F d y 1. 24 .  .k nLk
THEOREM 8. If 1 F n F d y 1, the ¨alue of the modified Carlitz zeta
function in n is equal to the last coordinate of log taken at the ¨ector:n
0
..6 .z [ g K .n `
0 0
1
Conjectures. The following conjectures are based on the results of
w x w xDamamme and Hellegouarch DH91 and Yu Yu92 . They refer to the
w xnotion of s-transcendence as given in Hel92b .
` nk  .1. If 1 F n F d y 1, then  g z n is s-transcendental overks0 k
 .F u .
 n. ` nk  .2. Under the same conditions, 1rp  g z n is s-tran-Ä ks0 k
 .scendental over F u .
w xRemark. In the classical case of AT90 , g is taken equal to 1. But for
w xg / 1 the zeta function associated naturally to C g is




z n [ s z n . .  . . k knaagA  .n
a monic < <n sndeg ask
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 .An interesting invariant which arises from this is the sum of all z n, g
for all g g F= , i.e.,q
x s z n , g s y z n . .  .  k
= kgNggFq  . <qy1 kn
w xNow let us recall the following result of Denis Den93 where exp means
exp in our notation:1
 ..THEOREM 9. Let a / 0 and b be in F 1ru , b transcendental o¨erq
 .  4  .F u , and suppose there is g in F , g f 0, 1, y1 , such that a gu sq q
 .  .  .  .a 0 s a and b gu s b 0 s b. Then exp a and b are algebraically
 .independent o¨er F u .q
If we apply this result to a s x and
y1`p uÄ
b s s 1 y , i /ru s u .is1
we have:
 .  .THEOREM 10. The elements  z n and exp prru areÄk g N , qy1.N k n k 1
 .algebraically independent o¨er F u .q
REFERENCES
w x  .  .And86 G. W. Anderson, t-motives, Duke Math. J. 53 2 , 1986 , 457]502.
w xAT90 G. W. Anderson and D. Thakur, Tensor powers of the Carlitz module and zeta
 .values, Ann. Math. 132 1990 , 159]191.
w xBou70 N. Bourbaki, ``Algebre,'' Chap. III, Hermann, Paris, 1970.Á
w xCar35 L. Carlitz, On certain functions connected with polynomials in a Galois field,
 .Duke Math. J. 1: 1935 , 137]168.
w xCoh77 P. M. Cohn, ``Skew Field Constructions,'' Cambridge Univ. Press, 1977.
w xDen93 L. Denis, Independance algebrique sur le module de Carlitz, C. R. Acad. Sci.Â Â
 .Paris 317 1993 No. 10, 913]915.
w xDH91 G. Damamme and Y. Hellegouarch, Transcendence of the values of the Carlitz
 .  .zeta function by Wade's method, J. Number Theory 39 3 , 1991 , 257]278.
w x w x  .Gos80 D. Goss, Modular forms for F T , Angew. Math. 317 1980 , 16]39.r
w xHel92a Y. Hellegouarch, Galois calculus and Carlitz exponentials, in ``The Arithmetic of
Function Fields,'' pp. 33]50, De Gruyter, Berlin, 1992.
w xHel92b Y. Hellegouarch, Modules de Drinfeld generalises, in ``Approximations Dio-Â Â Â
phantiennes et Nombres Transcendants, Luminy 1990,'' pp. 123]164, de Gruyter,
Berlin, 1992.
w xHR93 Y. Hellegouarch and F. Recher, Relevement de modules de Drinfeld enÁ
 .  .caracteristique zero, C. R. Acad. Sci. Canada XV 4 : 1993 , 167]172.Â Â
HELLEGOUARCH AND RECHER372
w xJac80 N. Jacobson, ``Basic Algebra II,'' Freeman, New York, 1980.
w xMoo96 E. H. Moore, A two-fold generalization of Fermat's theorem, Bull. Amer. Math.
 .Soc. 2 1896 , 189]195.
w xMum77 D. Mumford, An algebro-geometric construction of commuting operators and of
solutions to the Toda lattice equation, Korteweg de Vries equation and related
non-linear equations, in Proceedings International Symposium on algebraic geome-
try, Kyoto 1977, pp. 115]153, 1977.
w xNor73 G. Northcott, ``Introduction to Homological Algebra,'' Cambridge Univ. Press,
Cambridge, 1973.
w x  .  .Ore33 O. Ore, Theory of non-commutative polynomials, Ann. Math. 34 3 : 1993 ,
480]508.
w xVal55 G. Valiron, ``Theorie des Fonctions,'' Masson, Paris, 1955.Â
w xYu92 J. Yu, Transcendence in finite characteristic, in ``The Arithmetic of Function
Fields,'' pp. 253]264, de Gruyter, Berlin, 1992.
