We present a generalized state-space model formulation particularly motivated by an 1 online scheduling perspective. Through these proposed generalizations, we enable a natural way 2 to handle routinely encountered disturbances and a rich set of corresponding counter-decisions. 
Solution methods

110
To tackle the computational challenge of MILP scheduling models, several solution methods The discrete time STN MILP scheduling model modified from Shah et al. (1999) [59] comprises of Eqs. 1-6. Time is represented by index t ∈ T. Binary variable W ijt , when 1, implies task i is starting on unit j at time t. Variable B ijt ∈ [β min ij , β max ij ] denotes its batch-size. The assignment constraint (Eq. 1) ensures only one task can be executed on a unit at a time.
Equation 2 ensures that the batch-size of a task, if initiated, is within its upper and lower bounds.
S kt , which is the variable denoting inventory of material k during time-period (t − 1, t], is calculated in Eq. 3 as a balance of production/consumption and outgoing (V kt )/incoming (ζ kt ) shipments.
Equation 4 couples the outgoing shipment variable V kt with demand, ξ kt , for material k at time t.
118
Backlog variables, BO kt , denote pending demand during time-period (t − 1, t], and are penalized in 119 the cost minimization objective function (Eq. 5).
120
BO k(t+1) = BO kt − V kt + ξ kt ∀ k, t (4)
Finally, the domain of all the variables is restricted via Eq. 6:
121
W ijt ∈ {0, 1}; B ijt , V kt , S kt , BO kt ≥ 0 (6)
Standard form of state-space models 122
State-space model formulations have been useful, alongside frequency domain models, in process control [60] [61] [62] [63] [64] . Now, as optimization based control and economic model predictive control are becoming the new standard, state-space models have become ubiquitous [65, 66] . In the most general form, a state-space based model can be written as dx dt = f (x, u, d); where x are the states, u are the manipulated inputs, and d are the disturbances. The function f (·) is not theoretically restricted to the class of linear functions, but is typically approximated as linear due to computational tractability considerations. The linear difference equation form for f (·) yields the model as:
where, A, B, and B d are state-space matrices and t is the index for time. The states x need not be associated with a physically identifiable entity in the plant. Some can have a direct physical meaning, while others can be artificial (e.g. augmented) constructs so as to enable the modeling exercise. The output (measurements y) is related to the states and inputs as y = h(x, u), where h(.) can be non-linear, but is typically linear (e.g. y(t) = Cx(t) + Du(t), where C and D are coefficient matrices). The control optimization model has to follow the plant physical constraints and any other imposed constraints due to operational strategy (e.g. for environmental concerns) or those that enable better closed-loop properties (e.g. economics and stability). These constraints, when linear, can take the general form:
where, E x , E u , and E d are the coefficient matrices of the states, inputs, and disturbances, respectively. If there are any equality constraints, these can also be represented as two opposite inequality constraints, so as to conform to the general form (Eq. 8). For example, the following constraints are equivalent:
(E x x(t) + E u u(t)
Thus, any equality constraints that we propose from here on, can be easily converted to the general inequality form through the use of the above trick. Finally, the objective function takes the form: 
where N is the number of discrete time-points in the online optimization horizon.
123
A wealth of literature focuses on the closed-loop properties of the aforementioned iterative control where δ, as defined in Section 2.1.3, is the granularity of the discrete time-grid.Ẑ n ijt , when 1, denotes 145 break-down of unit j while executing task i during time-period [t − δ, t). For ease of presentation, we 146 assume from here on that δ = 1 h. ∀j, i ∈ I j , t, n ∈ {1, 2, ..., τ ij }
In the absence of delays or breakdowns, the lifting equations effectively represent the relation:
148W n ijt = W ij(t−n) ∀j, i ∈ I j , n. The lifted variables are defined only till n = τ ij , because a "look-back"
149
beyond that value of n is not needed. The effect of past inputs, for n > τ ij , is already, indirectly, 150 contained in the inventory and backlog variables S kt and BO kt . The lifted states,W n ijt , are augmented 151 to the future states (see Fig. 2 ).
152
Figure 2. Task-states are shown for two online iterations -numbered σ − 1 and σ. Each iteration uses its own local time-grid which is reset to start from 0. Here, τ ij for the tasks is assumed to be 3. Lifting of past inputs enables knowing the complete status of the plant by looking at the states (variables) only at that moment in time. In the absence of delays or breakdowns, the lifting equations effectively represent the relation:W n ijt = W ij(t−n) ∀j, i ∈ I j , n. Arrows show which variables are equal due to the lifting equations (Eqs. 11-12, with no delays or breakdowns). Variables in green or red have a value of 1, rest have value 0. Information is carried over from one iteration to the next through the update step (Eqs. 17-19).
In the assignment constraint (Eq. 13), parametersŶ τ ij ijt andẐ τ ij ijt are included, to ensure that the unit 153 appears to be busy, and no new tasks can be started, when there is a delay or breakdown observed at 154 a time when a task is about to finish. Additionally, for multi-period breakdowns, parameterẐ
IT,jt is 155 made 1, where IT is a fictitious "idle task", with τ IT,j = 1, that keeps the unit busy through the duration 156 of the multi-period breakdown.
In inventory balance (Eq. 14),β C ijkt andβ P ijkt are parameters that denote material handling loss 158 during consumption and production of material k, respectively. When a delay or breakdown is 159 observed at the end of a task, the termsŶ
ijt , which are subtracted fromW τ ij ijt , prevent erroneous 160 multiple counting of the material amount produced by that task.
In the backorder balance (Eq. 15),ξ kt denotes demand disturbance.
Finally, Eq. 16 shows the bounds on the variables present in the model.
Next, we describe the online update step, i.e., how information is carried over from one online 162 iteration to the next. Since the scheduling horizon is advanced by 1 h (the model is kept identical), the 163 state at t = 0 (initial condition) for the next iteration is matched with the state at t = 1 of the previous
164
iteration. This is shown in Fig. 2 
Figures 3A and 3B, show the evolution of task-states when a 2 h delay is observed right after a 174 task starts and just before a task is about to finish, respectively. The 2 h duration of this multi-period 175 delay is known immediately in iteration σ. However, the model formulation also does allow for 176 representing the observation of consecutive, possibly independent, 1 h single-period delays, one at a 177 time in succeeding iterations. These collectively, in hindsight, appear to be a single multi-period delay,
178
but are actually not.
179
It is quite evident, that n, now in the presence of delays, loses its physical meaning of denoting 180 how much progress has been made on the task. For example, for the task in Fig. 3A (iteration σ),
181
due to the 2 h delay, the task-states evolve asW 1
= 1, instead of the more intuitiveW 0 show in Section 3.1, we overcome this limitation by introducing a new convention to map observed 187 disturbances to the disturbance parameters, and hence, are able to preserve the physical meaning of n,
188
even when disturbances are present (see Fig. 5 ).
189
Figure 3. When a 2 h delay is observed, through the lifting equations,W n ijt evolve over the green trajectory, leading to the task correctly finishing 2 h late in iteration σ. Here, τ for the task is 3. Arrows show which variables are enforced as equal by the lifting equations (Eqs. 11-12, with delays present). Variables and parameters in green have a value of 1, rest have value 0. (A) The task now finishes at t = 4, instead of at t = 2. (B) The task now finishes at t = 2, instead of at t = 0. Through Eq. 13, the unit is kept busy at t = 0 and 1, by the inclusion of the termsŶ τ=3
, and hence a new task is prevented from starting at these times. In addition, these terms in Eq. 14, prevent the task's produce from erroneously contributing to inventory (S k,(t=1) and S k,(t=2) ).
Figures 4A and 4B, show the evolution of task-states when a breakdown just before t = 0 is 190 observed and is known to have a 2 h unit downtime (for repairs), right after a task starts and just 191 before a task is about to finish, respectively. Given the observation of breakdown, we would expect the green task at t = 0. We show how this is achieved through the new model discussed in Section 3.1
194
(see Fig. 6 ). . When a breakdown is observed, further evolution of the task-states for the task (the green trajectory), running on the unit that broke, stops. Here, τ for the task is 3 and the unit downtime (blue) is 2 h. Arrows show which variables are enforced as equal by the lifting equations (Eqs. 11-12, with breakdown present). Variables and parameters in green, blue, or red have a value of 1, rest have value 0. The green task is suspended at t = 0. A new task (red) can only start at t = 2, once the unit downtime is over. (A) Through Eq. 13, the unit is kept busy at t = 0 and 1, due to the termsW 1 t=0 and Z 1 IT,1 , respectively. (B) Through Eq. 13, the unit is kept busy at t = 0 and 1, due to the termsZ τ=3 t=0 and Z τ=1
IT,1 , respectively. Additionally, the termẐ τ=3
in Eq. 14, prevents the green task-state (W τ ij =3 t=0 ) from erroneously contributing to the inventory.
Modeling generalizations
196
In Section 3.1, we present a new state-space model formulation that differs, from the state-space Specifically, the meaning of n as the progress of a task, is maintained. In addition, we define several 201 new parameters to systematically account for disturbances.
202
In Section 3.2, we show how to handle fractional delays and unit downtimes (due to unit 203 breakdowns). In Section 3.3, we expand the scope of the model to account for variable batch-sizes.
204
Thereafter, in Sections 3.4-3.9 we present generalizations that can be applied to the state-space model,
205
one at a time. Afterwards, in Section 4, we present the final model equations with all generalizations 206 present simultaneously. As we will see in that section, for all the generalizations to work in the presence 207 of each other, a few more modifications are necessary.
New basic formulation
209
The new state-space model relies on a comprehensive update step of the task-states, in between the online iterations, to promptly reflect the delays and breakdowns in the task-states. The inventory and backorder update stay the same (Eqs. [18] [19] 
The parametersẎ n ij which, if 1, represent a 1 h delay in task with progress status n. Note the dot (·) activation of anyŶ n ijt parameters, but single-period breakdowns require activation ofΛ j(t=0) .
222
Having described the update step, we now describe the optimization model. In this model, the lifting equations consist of Eqs. 22-24.
When there is a φ h multi-period delay in a task with progress n = 0, the update step assigns can be declared as free variables with no explicit bounds.
230
The assignment constraint (Eq. 25) includes the parameterΛ jt to account for unit downtime.
231
Additionally, it contains the variableW 0 ijt on the left-hand side, and not variable W ijt , to correctly 232 account for the unit being busy, specifically, when a delay in a task with progress n = 0 is observed.
The inventory balance, Eq. 26, in contrast to Eq. 14, does not require any corrective delay or breakdown terms. This is because, for any task, the states W ijt (task-start) andW τ ij ijt (task-end), even if delays or breakdowns are observed, are active only at most once.
The complete optimization model consists of Eqs. 5, 15-16, and 22-26. Figures 5 and 6 , respectively,
234
show the evolution of task-states when delays or breakdowns are observed.
235
Figure 5. When a 2 h delay is observed, through the lifting equations,W n ijt evolve over the green trajectory, leading to the task correctly finishing 2 h late in iteration σ. Here, τ for the task is 3. Arrows show which variables are enforced as equal by the lifting equations (Eqs. 22-24, with delays present). Variables and parameters in green have a value of 1, rest have value 0. (A) The task now finishes at t = 4, instead of at t = 2. Due to the update step, parametersẎ,Ŷ 0 0 and variable X 0 are 1, hence, in iteration σ, due to the optimization model,W 0 0 , X 1 , andW 0 1 are also 1. (B) The task now finishes at t = 2, instead of at t = 0. The update step ensures that the true progress, n, of the task is reflected in the task-states at t = 0, i.e. n = 2. 
Fractional delays and unit downtimes
236
In Figs. 5 and 6, we showed the cases where delays and unit downtime are integer multiples 237 of time-grid spacing δ. Additionally, the unit breakdown was assumed to take place at almost the 238 time-point t, i.e., very close to an integer multiple of δ. However, if δ is not very small, then these 239 assumptions may not be good. Given any fractional delays (π delay ), downtimes (π down ), or unit 240 breakdown time (π break ), we need an appropriate scheme for the (online iterations) update step, to 241 ensure realistic rounding of these to integer values, so as to keep the task-finish and unit-availability at π break , following which, the unit downtime, π down , starts.
245
For the first delay, a rounded up value is applied in the update steps, i.e. the delay is assumed to be 246 π 1 delay /δ . For every additional ψ th delay, the difference,
dictates how much additional, integer φ, delay is applied in the update steps. Figure 7A shows a 248 numerical example for fractional delays.
249
When a unit breaks down, the parameterŻ n is always activated, so as to suspend the running 250 task. The key challenge is to identify, for how many next time-points the unit would be unavailable.
251
This dictates, if, and how many,Λ t parameters are activated. This is done as follows. On breakdown,
252
the unit becomes unavailable from π break to π break + π down (in iteration σ, π break < 0). Hence, all h is applied at t = 1. This would ensure that the task finish is aligned with t = 4, even if the task actually ends at t = 3.66. The horizontal green pattern represents the fictitious extra task runtime to align with the discrete time-grid. Next, another delay of 0.2 h is observed in time-period (1,2). Since, 0.66 + 0.2 − 0.66 = 0, no additional delay is applied in the update steps. This makes sense, because, the task finishes at t = 3.86 in reality. Since, the previous delay was applied as 1 h, the task is now still thought to finish at t = 4, in alignment with the time-grid. Finally, when another delay of 0.66 h is observed in time-period (2,3). Since, 0.66 + 0.2 + 0.66 − 0.66 + 0.2 = 1, a 1 h delay is applied in the update step. This correctly ensures that the task is now thought to end at t = 5, which is the round up of the true end time of t = 4.52 h. (B) A break-down is observed at t = 0.2. Thus,Ż 0 = 1 for the update step between the iterations starting at t = 0 and t = 1. If the downtime (blue) is 0.66 h, then the unit actually becomes available at t = 0.86. Thus,Λ (t=1) is not activated. This is indeed the case from our mathematical procedure as well, since, t ∈ (0.2, 0.86] does not include any integer time-point. If π down = 1.5 h, then t ∈ (0.2, 1.7] does span t = 1, and consequentlyΛ (t=1) = 1. Finally, if π down = 2.25 h, then t ∈ (0.2, 2.45] spans t = 1 and t = 2, which results inΛ (t=1) = 1 andΛ (t=2) = 1.
Variable batch-sizes
257
To account for variable batch-sizes, we define variables, B ijt which denotes the batch-size of the 258 task that just starts,B n ijt for lifted task batch-size states, and B X ijt to represent batch-size of task that is 259 delayed with progress status n = 0. We define parameters BẎ ij and BŻn ij that participate in the update 260 steps and these denote the batch-size of the task delayed and suspended due to unit break-down,
261
respectively. Further, we define parameter BŶn ijt for the optimization model.
262
The additional update steps, Eqs. 27-28, due to variable batch-sizes, are as follows:
The optimization model now requires Eqs. 29-31 for lifting the batch-size:
It might appear, in Eq. 30, that when B X ijt > 0, nothing prevents B ijt from also erroneously taking on a positive value. This was not an issue in Eq. 23 because the W ijt andW 0 ijt variables there were binary. However, Eq. 2 (repeated below) ensures that B ijt can only take a non-zero value when W ijt = 1. Since, through Eq. 23, W ijt = 0, whenever X ijt = 1, B ijt also takes value 0. The update steps ensure that X ijt and B X ijt can only be non-zero simultaneously.
The inventory balance (Eq. 32) now incorporates the new batch-size variables, B ijt andB n ijt , rather than the task-state binary variables (W ijt andW n ijt ) which was the case in Eq. 26.
Finally, the variable bounds are as follows:
The update step comprises of Eqs. 18-21 and 27-28, and the optimization model consists of Eqs. 
267
For example, Eq. 31 can be reformulated to Eq. 34. 
We can write the above two equations, compactly together, as follows:
, where
Figure 8. In iteration σ − 1, the green task (τ = 2) with a "large batch" is finishing at t = 1, but, due to the use ofρ r k , is anticipated to produce only half of what the demand is. Thus, another identical green task is scheduled to start at t = 4, to satisfy the demand. With the use ofρ r k , if the demand could be still be satisfied with a single "large" batch, a second batch wouldn't be scheduled. In iteration σ, the earlier green task yields a large amount of material, in line with its large batch-size due to the true value ofρ ik used at t = 0. (A) Since, here, there was no material handling loss, thus the second green task need not run now, as the demand was satisfied by the first batch itself. (B) Although the green task results in a large yield at t = 0, a small material handling loss (β P k(t=0) < 0) at t = 0, requires the second green task to still be scheduled in order to meet the demand, but now with a smaller batch-size. If there are no further material handling losses, there would be a small excess inventory of material produced by the second green task, since its batch-size was decided assuming the yield to be lower (ρ r k ) but would in reality by higher (ρ k ).
Robust scheduling: processing times
289
Uncertainty in the processing times is very common in scheduling [69] . A popular approach to 290 proactively manage this uncertainty is to robustify the schedule by adding a delay buffer to each task's 291 processing time [70] . Once this robust schedule has been computed, it is advantageous to adjust it 292 online, by taking into account the feedback on actual finish times of the tasks [71] . In discrete-time 293 models, this has been typically done using ad-hoc adjustments in between the online iterations. To the 294 best knowledge of the authors, there is not yet a systematic way to be able to naturally handle this 295 adjustment within an optimization model.
296
We show here, how we can extend the state-space model to produce robust schedules, from a Fig. 9 .
The lifting equations, Eqs. 38b and 39b, contain variables W n ij(t=1)
, B n ij(t=1) ∀j, i ∈ I j , n ∈ {τ ij + 305 1, τ ij + 2, ..., τ r ij }, which are not coupled back to any variables at t = 0. These variables must be fixed 306 to zero, otherwise, the optimization can assign these variables a spurious value so as to erroneously 307 generate inventory (in Eq. 41b through variables B τ r ij ijt ∀j, i ∈ I j , t ∈ {1, 2, ..., τ r ij − τ ij }).
Figure 9. For the green task (τ = 2), a delay buffer of 1 h is chosen, i.e., τ r ij = τ ij + 1. (A) In iteration σ − 1, the model predicts that the green task will finish at t = 2. In the next iteration σ, when there is no delay in the green task, having run for 2 h, it correctly finishes at t = 0. No ad-hoc model changes are required in between the iterations to make this possible. Consequently, to take advantage of this nominal finish time of the green task, the red task, now starts 1 h earlier than what it was scheduled for in the previous iteration. (B) The green task, with conservative processing time, is scheduled to finish at t = 2 in iteration σ − 2. In iteration σ − 1, a delay of 1 h is observed. The processing time delay buffer is maintained, and now the task is anticipated to finish at t = 2. In the next iteration (σ), the task correctly finishes at t = 0, accounting for the 1 h delay. The red task can now start on time at t = 0, or equivalently t = 2. Thus, having a delay buffer was useful, since it predicted a realistic start time for the red task in iteration σ − 2 itself.
We can write the above equations, compactly together, as follows:
Finally, please note that in this approach, as can be seen in Fig. 9B (iteration σ − 1) , an a priori 309 fixed buffer time (τ r ij − τ ij ) is added to the task duration, irrespective of whether delays have already 310 been observed (during the execution of the current task). It can be argued that the buffer was meant to 311 absorb the actual delays, and hence, should be cut back for tasks that actually get delayed. This is a fair critique. However, owing to feedback, the true task-finish is accounted for (see Fig. 9A iteration σ The material handling loss (β C ijkt /β P ijkt ) disturbance parameters can be used to represent yield 317 losses as well, but these parameters are assigned a value only at t = 0, i.e., when a task actually ends 318 and a material handling loss is observed. In many applications, the actual yield of a task can, in fact, be 319 estimated during the task's execution, and does not always come as a surprise when the batch finishes.
320
To incorporate the information about anticipated yield loss in future, these parameters can be assigned 321 values for t > 0. However, this information has to be then carried over from one iteration to the next,
322
with corresponding decrement in the t index of these parameters to reflect the shifting time-grid, till 323 the task finishes. In addition, if the task is delayed, these parameter values also have to be delayed.
324
This requires cumbersome mechanisms to handle this information in between the online iterations.
325
Adapting the state-space model to lift the yield-loss information forward provides a much more natural way to handle this feedback. Thus, we define a new free variableL n ijt , which is analogous to the batch-size variableB n ijt , but, as we can see in Eq. 47, when the task finishes, instead of adding to, it subtracts from the inventory. 
λ n ij is a parameter the denotes the "additional" yield loss observed (anticipated) in that iteration (σ). When delays and yield losses are observed simultaneously, then the parameters LẎn ij and LŶn ij take the value (σ−1)L n−1 ij(t =0) +λ n−1 ij , i.e., the total yield loss up to and including in iteration σ. so as to best react to the observed disturbances or new information. We define task termination as a
344
"willful" decision to discontinue a task. This is in contrast with task suspension, which is a "forced" 345 discontinuation of a task as a result of a unit breakdown or loss of utility support. Since, preemption is 346 not customary in chemical processes, we assume a total loss of output of a task that is terminated. This 347 is in agreement with how the output of task suspensions is treated.
348
This termination of tasks can be achieved by "softening" the initial conditions (task-states at t = 0) 349 in an online iteration. We introduce a new binary variable, T n ij , which, when 1, denotes termination 350 of task i, on unit j, which has run-index n. Since, all variables values for iteration σ − 1 are now a
351
parameter for iteration σ, we can write the following linear equations to achieve this softening: 
We do not index variable T n ij with time (t), because it serves no purpose to terminate a task in 364 future (t > 0). If a task is already under execution and has to be terminated in the future for some 365 reason, it is always better to terminate it right away (t = 0).
366
In addition to including a cost associated with task termination, ∑ j ∑ i∈I j ∑ τ ij −1 n=0 α T ij T n ij , in the 367 objective, we can also enforce a pre-specified unit downtime (τ T j ) following every task termination, by 368 including a summation term in the assignment constraints for that many time-points:
An added advantage of the compact form, is that the unit downtime can now be a function of the task 370 that was terminated, i.e., τ T ij is indexed by i as well, and not just j.
371
To systematically account for unit downtime resulting from task-termination in a previous 372 iteration, i.e., if (σ−1) T n ij = 1 ∀j, i ∈ I j , n ∈ {1, 2, 3, ..., τ ij − 1}., the parameterΛ jt has to be activated 373 for t ∈ {0, 1, 2, ..., τ T j − 2} in iteration σ. Thereafter, in each subsequent iterations, the downtime is 374 decremented by 1, and the parameterΛ jt appropriately activated for the corresponding time-points. 
, where I HOLD is the set of hold tasks. When multiple materials are produced in a unit, here we assume 387 that the corresponding hold task emulates the simultaneous storage of all these materials in the unit. To model unit degradation, we define a new non-negative variable, C ijt , which denotes the capacity of the unit j, to perform task i that starts at time t. For an un-degraded unit, C ijt is initialized to the value β max ij . This variable value is passed over from one iteration to another, through the update equation:
A new disturbance parameter,μ ij , which when negative, represents extent of sudden (unexpected) 
403
Through Eq. 66, we define a balance on the unit capacity. ρ C ii j is a parameter that denotes the 404 gradual degradation in capacity of unit j to perform task i, due to execution of task i on that unit. ρ C ii j 405 is either negative or zero.
The degraded unit can be typically restored to its full capacity through a maintenance task (e.g.
407
cleaning), which we denote with the abbreviation MT. We define I MT as a set of maintenance tasks, and
408
J MT as a set of units which can degrade, and consequently, need a corresponding maintenance task.
409
Further, we add the maintenance task (MT) to the set of tasks I j that can be performed on unit j. The
ijt , the variable which we define below, dictates the restored capacity due to completion 411 of a maintenance task.
412
Like any conventional task, the maintenance task has a start binary (W MT,jt ) associated with it, which is appropriately lifted. The assignment equation (Eq. 25) ensures that the maintenance task can only run when the unit is not running any other task. Since the maintenance task does not consume or produce materials, the conventional batch-size of this maintenance task, B MT,jt is fixed to zero. Instead, we define a new type of batch-size,M n ijt , specific to the purpose of this task, which we term as the maintenance-size. Since we assume that only one kind of a maintenance task exists for every unit, the index i in this maintenance-size variable is not MT. This variable denotes, how much capacity to perform task i is restored, when maintenance is performed on unit j. This variable is also lifted, similar to the batch-size variable, and can be delayed or suspended due to breakdowns. Similarly, the parameters MẎn ij , MŶn ijt , and MŻn ij denote the maintenance-sizes of the maintenance task corresponding to capacity restored to perform task i. The update equations associated with this variable are:
The model equations, for lifting, are:
The batch-size of new tasks is upper bounded by the unit capacity variable (Eq. 72). This ensures that only smaller batches can now be processed if C ijt < β max ij . If a task just finishes, the restored or degraded capacity due to that is also accounted for while upper bounding the task-batchsize B ijt .
We define the maintenance task with fixed processing time (τ MT,j ), and assume that whenever 413 performed, restores the unit to its full capacity (i.e. C ijt = β max ij ). This requires the maintenance-size,
414
M ijt , to be the difference between the deteriorated unit capacity (C ijt ), before the maintenance starts, 415 and the upper capacity limit (β max ij ), to which the unit has to be restored to. This is achieved using Eq.
416
73:
Finally, we specify the lower and upper bounds for variable C ijt :
, and define a new parameter α M ij , which denotes the proportional cost of maintenance of a unit. The 418 cost term, in the objective, for a maintenance task is 
Integrated model
420
In this section, we present the complete model with all generalizations present simultaneously.
421
For brevity, we write index σ in only those equations, where σ − 1 is also present. Everywhere else, all 422 variables are those of the current iteration σ.
423
The update equations are:
The softened update equations, which are part of the model, are:
The lifting equations are:
, where please note the use of parameter θ τ ijt in Eqs. 79, 80, 82, and 84.
424
The assignment constraint is:
The inventory, backlog, and unit capacity balance are:
Batch-size, post-production storage, and maintenance-size constraints are:
Bounds on the variables are as follows:
Variables X ijt , B X ijt , L X ijt , M X ijt are free variables, however, through the update and model equations,
426
they are always equated to a parameter value, hence, are not degrees of freedom.
427
The objective is:
Case study
428
In this section, we present an example, to demonstrate all modeling generalizations discussed 429 in Section 3, using the integrated model equations outlined in Section 4. We employ the network of This is task T3 in the network in Fig. 1 Table 1 . Parameter values for the case study.
An order for 15 kg of M3 is due at the 14 th hour of the day. To meet this order, online scheduling 455 is carried out, with a horizon of 16 h, and re-optimization every 1 h, starting at the 0th hour. All 
461
The nominal makespan, without any disturbances or robustification, to meet this order is 13 h.
462
But, in iteration 0 (see Fig. 10 ), T1 is started at t = 0, instead of t = 1, since a conservative processing 
466
In the next iteration, a fractional delay of 0.5 h is observed. Due to the use of a discrete time-grid 467 with granularity δ =1 h, and being the first delay for this task, this is rounded up to 1 h. Since, now 468 the order is predicted to be late, the batch-sizes of T3 are revised so as to meet as much of the order as iteration 0. Thus, the conservative processing time was useful, in making T1 start earlier at 0 th hour.
473
In iteration 4, due to sudden cell death, 90% yield loss in T2 is observed (anticipated at task 
477
In iteration 9, 10% yield loss is observed (anticipated at task finish Consequently, the order is fully met at the 19 th hour. 
