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Abstract 
Image recognition is the process of classifying a pattern in an image into one of a 
number of stored classes. It is used in such diverse applications as medical screening, 
quality control in manufacture and military target recognition. An image recognition 
system is called shift invariant if a shift of the pattern in the input image produces a 
proportional shift in the output, meaning that both the class and location of the object 
in the image are identified. 
The work presented in this thesis considers a cascade of linear shift invariant optical 
processors, or correlators, separated by fields of point non-lineari ties, called the 
cascaded correlator. This is introduced as a method of providing parallel, shift- 
invariant, non-linear pattern recognition in a system that can learn in the manner of 
neural networks. It is shown that if a neural network is constrained to give overall 
shift invariance, the resulting structure is a cascade of correlators, meaning that the 
cascaded correlator is the only architecture which will provide fully shift invariant 
pattern recognition. The issues of training of such a non-linear system are discussed in 
neural network terms, and the non-linear decisions of the system are investigated. 
By considering digital simulations of a two-stage system, it is shown that the cascaded 
correlator is superior to linear filtering for both discrimination and tolerance to image 
distortion. This is shown for theoretical images and in real-world applications based 
on fault identification in can manufacture. The cascaded correlator has also been 
proven as an optical system by implementation in a joint transform correlator 
architecture. By comparing simulated and optical results, the resulting practical errors 
are analysed and compensated. It is shown that the optical implementation produces 
results similar to those of the simulated system, meaning that it is possible to provide 
a highly non-linear decision using robust parallel optical processing techniques. 
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Chapter I Introduction 
I 
Introduction 
Machine vision is the general term used to describe the capability of an automatic 
system to understand its surroundings. One of the most important tasks in machine 
vision is image recognition. This falls into the more general field of pattern 
recognition, which can be defined as the identification and location of trends or 
patterns in data. In its most trivial form, identification may take place based on only a 
single data measurement. For example, in the manufacturing industry, quality control 
of the size of a manufactured component may be ensured by measuring the 
dimensions of the object. By taking a digital image of the component, this can be 
performed simply by counting the number of pixels the object takes in the appropriate 
dimension. On comparing this result to the required object dimension, it can be 
decided (or recognised) if the component is manufactured within tolerances. 
However, it is more generally necessary to perform pattern recognition based 
on several data measurements. Continuing the example of component manufacture, 
consider the problem of surface fault location. It is impossible to identify a surface 
fault based merely of the overall major dimension of the object. Instead, many pieces 
of information that comprise the shape of the component must be taken into account. 
This can be perfon-ned, for example, by considering the grey levels of a number of 
pixels in a digital image of the component, or image recognition. 
I 
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Pattern recognition has been used for many years to spot trends, for example 
in the stock exchange, where past experience can be used to predict the variation of 
stock value based on a number of time varying samples. More recently, however, 
pattern recognition has found use in image recognition tasks such as medical 4-: 1 
screening and target recognition. 
Traditionally, research in pattern recognition has evolved into three distinct 
areas, those of statistical pattern recognition, neural networks and optical pattern 
recognition. The field of statistical pattern recognition is involved with formulating 
and evaluating algorithms for use in pattern recognition systems. By analysing the 
statistics of a given task, it is possible to produce an optimum system, to best solve the 
problem based on a given performance metric. However, such a solution may be 
difficult to implement quickly and easily in practice. Therefore, much research has 
been performed into ways of processing for pattern recognition systems. 
In tile 1950's and 1960's, a large amount of interest was devoted to the 
exploitation of light for communications and information processing. It was found 
that, by simple filtering procedures, it was possible to perform many parallel 
calculations in optics, propagating at the speed of light. This result was used to 
perform pattern recognition by using filters matched to the desired target pattern, as 
had previously been perfon-ned to a limited extent in, for example, the processing of 
radar signals. Subsequently, much progress has been made into refining such optical 
processing techniques using improved filter designs and optical architectures, 
resulting in a large body of diverse optical pattern recognition work. 
Clearly, a human brain is capable of performing many parallel high-speed 
pattern recognition tasks and is evidently superior to that of any current synthesised 
pattern recognition technology. At around the same time as optical information 
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processing techniques were being developed, scientists and engineers were becoming 
interested in the way that the biological nervous system processes information. A 
number of simplified parallel models and ways in which they could learn were 
theorised, and in turn these were developed into electronic artificial neural networks. 
It was found that learning algorithms could be used to formulate networks for 
calculation and pattern recognition tasks. Artificial neural networks have since been 
successfully applied to such diverse pattern recognition problems as fault detection, 
tat-get tracking and medical diagnosis. 
The aim of the work described in this thesis was to investigate the 
performance, and optimise a cascaded correlator configuration for general purpose 
pattern recognition. This is an optical pattern recognition system that provides both 
object identification and location, or shift invariance. By cascading several optical 
correlation stages with non-linear thresholds, a multi-layer system akin to a neural 
network is formed. In doing this, the cascaded correlator brings together and draws on 
disciplines from both the fields of optical pattern recognition and neural network 
technology. 
A survey of pattern recognition is given in Chapter 2, bringing together the 
fields of statistical pattern recognition, neural networks and optical filtering. 
Statistical pattern recognition is discussed with respect to the fundamental 
mathematical concepts of classification. Since different pattern recognition problems 
require different solutions, the available techniques are described, including linear and 
non-linear classification, using parametric, non-parametric and clustering techniques. 
Basic neural network models and learning algorithms are described in terms of single 
and multi-layer systems, with and without feedback. Electronic implementation of 
large scale neural networks can be difficult to achieve, so methods of faster, parallel 
3 
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optical implementation are introduced. Traditional optical pattern recognition 
architectures are explained, and different filtering algorithms are considered. Recently 
the linear function of most standard optical pattern recognition systems has been 
considered restrictive, therefore work in the field of non-linear optical pattern 
recognition is explored. Finally, ways of building neural networks out of optical 
systems, and those networks that provide shift invariance like the cascaded correlator 
are discussed. 
The architecture of the cascaded correlator is discussed in detail in Chapter 3, 
with respect to both optical and neural network terminology. Any neural network, if 
trained using a data set of shifted input images and target output images, will reduce 
to a series of correlations. Therefore, if each layer of the network is constrained such 
that there are an equal number of input and output neurons, a cascaded correlator will 
be formed. This means that a series of correlations is the only architecture that can 
perform fully shift invariant pattern recognition. This important result is shown 
mathematically with reference to a two-stage system. 
The non-linewity of the cascaded cotTelator means that it is difficult to 
optimise tile highly multivariate interconnection weights or correlation filters. Since 
the system can be considered in neural network terms, it is possible to train the 
cascaded correlator using neural network learning algorithms, modified to include 
shift invariance. The hybrid eITOr backpropagation and simulated annealing learning 
algorithm of the cascaded correlator and the issues involved in performing a full 
optimisation are discussed. 
After optimisation, such a non-linear system is capable of implementing very 
complicated decision boundaries. In general the performance of a pattern recognition 
system can be defined by the decision boundaries. A more complicated and versatile 
4 
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system will be capable of more complex boundaries. The final part of Chapter 3 
investigates the decision boundaries that can be achieved using the cascaded 
correlator architecture. The decision boundary of the cascaded correlator is 
investigated for systems of one, two and multiple stages for simple two-dimensional 
classification. In this way it is possible to easily visualise the function of the system, 
and it is shown that the classification becomes more non-linear and selective as the 
number of stages is increased. 
In order to more fully investigate the classification performance of the 
cascaded correlator relative to existing pattern recognition systems, several digital 
simulation studies are considered in Chapter 4. Firstly, single and two-stage cascaded 
correlators are compared to optimum Bayesian classifiers for statistically based shift 
invariant problems. It is shown that, as the first and second order statistics of true and 
false-class objects are varied, the single stage correlator shows equivalent 
performance to that of the linear Bayes classifier. However, the two-stage cascaded 
correlator shows comparable performance to that of the quadratic Bayes classifier, the 
optimum for the considered problem. 
In many real-world situations, it is necessary to identify a distorted object in 
an input scene. Therefore, further investigation is made into the pattern recognition 
capabilities of the cascaded correlator under input distortions. An overview of existing 
solutions to the problem of distortion invariance is given. Following this, the cascaded 
correlator is compared to linear filtering techniques using input images under rotation. 
It is shown that the cascaded correlator provides superior rotation invariance to a 
linear system if trained with the same image set, with improved discrimination for 
large training sets. 
5 
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It is important that a pattern recognition system is capable of providing 
classification of images in a real-world environment as well as for theoretical inputs. 
The cascaded correlator is considered relative to linear filtering techniques for 
industrial fault detection tasks, using real input images. Both the discrimination and 
distortion invariance characteristics of the system are explored, showing that it is 
possible to provide a robust solution to a real-world task. 
The cascaded correlator was developed with regard to its implementation as an 
optical system. In order to demonstrate that the system will work in practice, it is 
necessary to produce an optical implementation. This is discussed in Chapter 5. The 
cascaded correlator is implemented in a joint transform correlator architecture. At 
each stage of the optical system, the output is compared to that of a digital simulation, 
and the possible sources of error are analYsed and compensated. The issues involved 
in producing a similar result to the digital simulation are discussed. It is shown that 
the optical implementation of a two-stage cascaded correlator can quite accurately 
reproduce the results of a digital simulation. 
Finally, it is impossible to consider all the issues involved with cascaded 
correlation in such a study. The cascaded correlator clearly has a great deal of 
potential, and it is possible to investigate cascaded correlation in a variety of 
applications, with, for example, different network sizes, threshold functions and 
improved learning algorithms. These possibilities for further work in the field are 
discussed in Chapter 6. 
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Pattern Recognition 
2.1. INTRODUCTION 
As described in Chapter 1, one of the most important tasks in machine vision is that of 
accurate, high speed, image recognition. Traditionally much of the research in this 
field has been concerned with military applications [1], however, recent years have 
seen image recognition providing a useful function in most branches of engineering. 
Automated inspection systems for quality control in the manufacturing industry are of 
clear benefit for increasing the quality of shipped goods and reducing the cost of low 
yield components [2]. Security systems make major use of vision based identification 
systems to counter fraud [3][4], and in preventative medicine reliable image 
recognition is required for mass screening programmes [5]. 
In this chapter, an overview of pattern recognition is given in terms of the 
three main fields of research, involving the implementation of statistical decision 
theory, neural networks and optical systems. Particular emphasis is placed on 
recognition problems for which object identification and location is required. 
2.2. FUNDAMENTALS OF PATTERN RECOGNITION 
It is often simplest to consider the input of a classifier to be an N-element vector of 
the form, a= [al, a2,..., aN]T' where T denotes transposition. If the input is an mxn 
pixel image, and therefore a two-dimensional matrix, it is a simple matter to convert 
7 
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this into vector form by lexicographically scanning [6], reading the image left to right 
across each row from top to bottom such that, 
a,, a12 aln 
a,, a22 a.,,, 
-[a, I la, 29-An 5a2l a.,, 
_am, 
am2 ... a, m, 
(2.1) 
in order to perform equivalent calculations in image and vector forms, it is necessary 
to zero-pad the two-dimensional matrix before conversion. Hence it is possible to 
considerany input to a pattern recognition system in vector form. 
The function of a pattern recognition system is to classify a given input, a, into 
one of a number of given classes, (o. In general, this is performed in two stages. 
Firstly, the input is processed by a discriminant function h(a), following which a 
classification into one of the classes can ideally be made based on the output [6]. 
Such a problem can be defined in terms of a multi -dimensional decision space, 
in which the elements of an input vector define the orthogonal axes. If an input vector 
of only two elements is considered, the decision space becomes two-dimensional in 
which the first element takes one axis and the second element takes the other. If a 
two-class problem is considered in which the input may be classified as a member of 
either w, 01' W2, these classes can be represented in the decision space as shown in 
Fig. 2.1 and each may take any position or distribution in this space. In the example of 
Fig. 2.1, the classes are taken as well defined objects centred at the class mean with 
edges drawn at the standard deviation of the class from the mean. A simple 
classification would be to draw a curved decision boundary through the decision 
space such as line A shown in the diagram. Hence one of the objects is shown to be in 
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a true-class region on one side of the boundary in which all input vectors are 
considered to be of class wl. The other object is shown to be in a false-class region on 
the other side of the decision boundary in which all input vectors are considered to be 
of classW2. The decision space can be separated into many regions in this way, the 
precise shape, number and position of the regions defined by the discriminant 
function used on the inputs [7]. 
2.3 SHIFT INVARIANT CLASS11FICATION 
In many pattern recognition tasks, such as medical scanning and automatic target 
recognition, it is necessary to know not only if an input object takes a given class, but 
also where this object occurs in the input vector. For such a classification task it is 
necessary to provide some kind of output which defines both these values. 
ThroughOLIt this study, the term shift invariance is defined such that a shift invariant 
classifier is one in which a shift in, but no change in the order of, the elements in the 
input vector produces a proportional shift in the elements in the output vector, but 
again the order of the output elements remain the same. A related property, position 
invariance can be defined such that a similar shift in the input vector produces no shift 
in the output vector and the output distribution remains the same [8]. In this way it is 
possible to remove the shift invariance property by applying a further discriminant 
function to the classifier, but it is not possible to remove position invariance at a later 
stage. 
If a shift in the input vector is considered in decision space, a single element 
shift in the vector a produces a rotation around the axis which takes the form 
aI =a2=a3= ... =aN where N is the number of pixels in the input vector. The elements of 
the shifted vector a' can therefore be written, 
9 
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a, =a2 
I a2 = a3 
aN=al (2.2) 
Hence a full set of shifted vectors contains a set of N vectors, each of N elements, 
corresponding to shifted versions of a or equivalently rotations around the axis B. if 
this is considered once more for a two-dimensional vector, an example is shown in 
Fig. 2.2. The vector a is the original unshifted considered input, and the shifted set is 
completed by taking a rotation around line B, a, = a2, which in the two dimensional 
case is shown as a reflection in line B, to give the shifted vector at. 
In order to know the shifted position of an ob ect in the input vector, it is j 
necessary to classify only those vectors local to the unshifted vector a as true-class, 
and ideally only the unshifted vector, to give a single true-class output at the position 
of the input object. For this reason, any classification process must take into account 
the fact that the discriminant function h(a) which is applied to each shifted vector 
must classify only the corresponding unshifted a as true-class. Hence the rest of the 
shifted set of a must be classified as false-class. 
Furthennore, if there is also an unshifted input that is to be defined as false- 
class, the entire shifted set must also be defined as false-class objects. This is shown 
as a decision space for a two-element example in Fig. 2.3. The class distribution (ol is 
defined as true-class, and distribution " is defined as false-class. Both the shifted 
versions these distributions w', and d2 must also be defined as false-class to indicate 
the position of the true-class object in the input. A discriminant function must separate 
the true and false-class regions to retain shift invariance as illustrated in the example. 
10 
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2.4 STATISTICAL PATTERN RECOGNIT10N 
The design of discriminant functions or classifiers has been considered extensively by 
Fukunaga [7]. Fukunaga shows that the simplest discriminant for vector classification 
can be formulated based on the a posteriori probabilities qi(a) of class oý-. This is the 
probability that an input is a member of class oý- given that it has a value of a. The 
input a is classified into that class with the largest probability [7], hence for the two- 
class case, 
qi(a) 
ý 
q2(a) (2.3) 
0 
(02 
This can be manipulated by the Bayes theorem [7), which takes the form, 
q, (a) = 
Pipi(a) (2.4) 
p(a) 
where pi(a) is the conditional density function of a given that it is a member of class 
(oi, which is defined by the statistical distribution of the class, p(a) is the mixture 
density function of input a such that p(a) = 1, Pipi (a), and Pi is the overall a primi 
i 
probability of class wi. By substituting (2.4) into (2.3) and eliminating p(a) which is 
constant with respect to class membership, the Bayes classifier is formed. Since many 
objects can be represented using distributions of exponential form, it is convenient to 
represent the discriminant function by taking the natural logarithm of each side, hence 
the Bayes classifier for a two-class problem can be written as [7], 
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, 
ýJa)]+Iogcý2. (a)] ý log, h(a) = -logc C02 P2 (2.5) 
Therefore the classification takes the threshold value Of 10ge(PI/P2). The Bayes error 
[9] is defined as the probability that a vector is classified into the wrong class, across 
the possible range of a. Therefore by assigning the vector always to the class with 
maximum a posteriori probability, the minimum Bayes error is attained, hence (2.5) is 
called the Bayes decision for minimum error. 
Variants of this process include methods which take into account the cost of 
misclassification [10]. For example, if it is vital for a cash machine fingerprint 
inspection system not to reject a valued customer, then the threshold applied to the 
classifier can be adjusted to ensure that the probability of rejection is small. Costed 
classifiers of this type include minimax and Neyman-Pearson [7] tests. Each classifier 
of this type for a two-class problem takes the form, 
t 
h(a) -"ý -loge 
h (a)]+ loge Wa)l < tc 
(02 
(2.6) 
in which the threshold value, tc, is varied to produce different classification results [7]. 
Bayes classifiers are often designed to consider the classes as normally 
distributed objects. The occurrence of many real-world objects can be approximated 
to a sampling of the normal probability distribution, which has a conditional density 
of the fonn [71, 
pi (a) =1 Texp -.! 
(a-MjýX-l(a-Mj (2.7) (21r)N/2 lzjl I/ 
[2i )l 
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where Mi and Zi are the mean vector and covariance matrix of class oý respectively. 
The simplest classifier to implement is the linear Bayes classifier, which 
places a linear hyperplane decision boundary into the decision space. In the two-class 
case, the linear Bayes classifier for nonnally distributed objects has the fonn [7], 
1 
(01 
h(a) -'ý ([Cbll + (1 - Cb)12 F W2 -ma; ý tj 
(02 
(2.8) 
where t, and Cb are constants. The classification is computationally efficient since 
calculation only requires multiplication by the input vector, a. The linear Bayes 
classifier is optimum, however, only for normally distributed objects with equal 
covariance matrices and different means. Such a situation is illustrated for a two- 
dimensional, two-class case in Fig. 2.4. In the two-dimensional case, the decision 
boundary becomes a line. When the covariance matrices of normal probability 
distributions are not the same, the optimum classifier is no longer linear. However, a 
linear classifier can still be used in order to retain simplicity. The constant Cb can be 
determined by selecting one of a number of different criteria [7] that represent the 
ease of separating the class distributions. The threshold constant tj can then be 
calculated based on the selected criterion. 
The optimum classifier for normal probability distributions with different 
covariance matrices is the quadratic Bayes classifier. A quadratic classifier places a 
quadratic hypersurface decision boundary into decision space. The two-class 
quadratic Bayes classifier for normally distributed objects can be calculated by [7], 
h(a) (a-MI) 
T Z-I(a-M, )- 1 (a T X-1 (a- M 2)+ 
1 
logc I -M2) 2 (2.9) 222 
FE-21 
0c 
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It can be seen that formulation is more computationally intensive than the linear 
I 
classifier since the NxN element matrix multiplication must be calculated. A 
quadratic classifier is illustrated for the ideal normally distributed two-dimensional, 
two-class case when Y-1 # Y-2 in Fig. 2.5. In the two-dimensional case, the decision 
boundary becomes a quadratic curve. 
Both linear and quadratic Bayes classifiers are often used to discriminate 
between objects that do not have nonnal probability distributions. When non-ideal 
objects arc to be discriminated in this way, the problem reduces to finding the best 
representation of the class distributions. This means that the optimum mean vectors 
and covariance matrices must be estimated to best approximate the objects as 
normally distributed [7]. The resulting loss in performance in such a case may be 
traded-off due to the simplicity of formulation. 
Mathematically, the mean vector is a first-order statistical parameter since it is 
a linear function of the input vectors, whereas the covariance matrix is a second-order 
statistical parameter. Hence increasing orders of parameter correspond to an 
increasing power in the calculation of the parameter. When objects have complicated 
probability distributions with differing high-order statistical parameters, it may not be 
possible to discriminate easily between classes by using simple linear or quadratic 
decision boundaries such as those described previously. A two-dimensional example 
is illustrated in Fig. 2.6. It can clearly be seen that the two classes cannot be reliably 
separated by using either a line or a quadratic curve. Hence a higher order classifier 
must be used, involving third and higher order statistics of the distributions. This is 
shown as a complicated boundary in Fig. 2.6. In general, the more complicated the 
boundary becomes, the more computationally intensive the calculation becomes. 
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If it is required to perform complex classification between multiple classes or 
fewer classes with multiple clusters, a single decision boundary may not be effective 
to discriminate the classes. In such a case a piecewise classifier [7] may be 
implemented instead of a single classifier with a complicated boundary characteristic. 
in this way, the decision space may be separated into many regions Corresponding to 
the different classes. Each boundary may form a more simple decision between, for 
example, less class distributions. This is illustrated for a two-dimensional example in 
Fig. 2.7. Complicated classification problems may also be solved by the use of higher 
classification systems, in the form of tree based or knowledge based expert systems 
[11]. These systems simulate the function of an expert required to give a decision. 
Queries are made about the available information and based on past knowledge or 
rules, assumptions can be inferred. Assumptions are combined resulting in further 
queries, finally leading to a decision or non-classification. This can lead to highly 
complicated decisions, but can be difficult to implement, since each query results in 
an assumption that must itself be made based on a classification. 
In general, classifiers can be grouped as one of two types, parametric or non- 
parametric. Parametric classifiers take the form in which a decision is based on the 
known probability density functions and parameters of the given object classes. It is 
common to apply a parametric classification by ascribing an approximate distribution 
to a class, for example assuming a normal distribution, and estimating the parameters 
based on the density function [12]. However, it is often difficult to predict the density 
function of a class without previous knowledge. When this is the case a non- 
parametric classifier is formed, based on estimates of the probability density function 
throughout the decision space. Such a classification tends to be more complicated 
than a parametric procedure, since there is no simple distribution assignment. There 
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are two basic forms of non-parametric density estimation, the k-Nearest Neighbour 
(k-NN) [13] and Parzen [14] density estimates, both of which require a large number 
of sample inputs for accurate classification. In the k-NN algorithm, a number, k, of 
samples is defined. At each point in the decision space, the area in which the nearest k 
samples occur to this point is determined. The probability density of the samples is 
then calculated inversely proportional to this area value. Conversely, the Parzen 
density estimate relies on finding how many samples occur in a given area around 
each point in decision space. In both cases, classification takes place based on the 
appropriate version of equation (2.6) using the calculated estimates of probability 
density. Although similar in structure, it should be noted that different results can be 
obtained from the two procedures. 
If it is not known into which class given samples fall, it is possible to form 
class memberships by using unsupervised classification, or clustering [15]. Such an 
approach uses the density of samples in the decision space. Regions between classes 
are calculated based on 'valleys' in the density of samples. Clustering can either be 
performed parametrically with assumed class distributions or non-parametrically, 
considering only the given sample densities. 
When dealing with high-dimensionality inputs, such as those present in typical 
image recognition problems, calculation of classifiers can quickly become 
prohibitively time consuming. For this reason, feature extraction is often used to 
remove redundant information and reduce the dimensionality of a problem. Hence 
infonnation about the inputs is lost, but the classification is made more 
computationally efficient [16]. There are two types of feature extraction for 
dimensionality reduction, those for optimum class representation and those for 
optimum classification. If it is required to represent a statistical distribution with 
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fewer dimensions, the most effective method is to use the Karhunen-Lo6ve transform 
[17]. Any N-element vector input a can be written as the weighted sum of N linearly 
independent vectors, or features, such that, 
N 
a-: -ZyiOi 
i=l 
(2.10) 
where Oi is the i'th feature vector and yi is the corresponding weight or component. 
Dimensionality reduction of a class distribution can be achieved by expressing a as a 
sum of only a number L of the N available features, such that L<N, giving an 
approximation aL, which can be written, 
LN 
aL = ly! Oi + Ybi Oi 
i=l i=L+l 
(2.11) 
where bi is a weight that remains constant for all members of the given class. Hence 
the second term of equation (2.11) becomes constant for all members of the given 
class. By representing the input vector as the L-element component vector y, the 
number of dimensions in the problem are reduced, hence a less computationally 
intensive classifier can be used on the data. It is found that the minimum 
representation error for a given value of L is achieved when the features used are the 
eigenvectors of the covadance matiix, Z, of the class. Each eigenvector, Oj, is found as 
a solution of, 
Y-01 =xioi (2.12) 
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where ). j is the corresponding eigenvalue of the covariance matrix. Fig. 2.8 illustrates 
the significance of the eigenvectors and eigenvalues for a two-dimensional case. Each 
eigenvector is a principal axis of the distribution, and the corresponding eigenvalue is 
the variance of the distribution along that axis. If bi is assigned a value of the expected 
value of the component, E[yi], of the corresponding eigenvector, then the expected 
sum-squared representation error eL incur-red by removing features becomes, 
N 
eL YXi 
i=L+l 
(2.13) 
Hence, for a given value of L, optimum representation of any vector a in the given 
class is achieved by choosing the L features which have the largest cot-responding 
eigenvalues, or those features for which the class distribution has the largest principal 
axes. 
Although an expansion such as the Karhunen-Lo6ve transform may optimise 
the representation of a class for a given dimensionality, it does not guarantee that the 
best features are selected to separate different classes [181. For example, the most 
representative features of a dog may be that it has four legs, a tail, and fur. However, a 
cat also has these features, meaning that if classification was attempted between cats 
and dogs merely on this basis, it could not be achieved. In order to extract features 
that optimise classification between distributions, it is necessary to define a metric to 
measure the separability of classes in the new feature space, and therefore the 
resulting ease of classification. In general, such a metric takes one of two forms. The 
first type of measurement is that which gives a measurement of the ratio between the 
scatter of samples across all class distributions to the scatter of samples within each 
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distribution [7]. Clearly, the greater this value becomes, the more separated the class 
distributions, with less overlap between samples. The second type of metric is the 
measurement of the expected classification error to be incurred by applying a given 
feature extraction [7]. The easier the distributions are to separate, the lower the 
corresponding classification error becomes. An example of this type of measurement 
is the Bhattacharyya distance [7], which is a measure of minimum Bayes error for 
normal distributions. The choice of separability metric depends greatly on the 
distributions to be separated. 
Feature extraction can be calculated similarly to classification to give a set of 
linear or non-linear features. For linear feature extraction, the N-dimensional input 
vector, a, must be transformed by LxN element transformation matrix, V, to an L- 
dimensional feature component vector, y, such that [7], 
Y=VT (2.14) 
It can be seen that, if L is equal to the number of classes then the feature extraction 
takes the form of the discriminant function of the linear classifier, without perforining 
the final classification. An example of linear feature extraction for classification is the 
Fukanaga-Koontz transform [18] in which two classes are transformed such that their 
covariance matrices have the same eigenvectors, therefore the distributions have the 
same principal axes. However, the eigenvalues are inverted between classes meaning 
that those eigenvectors which are most dominant in one class are least dominant in the 
other. By finding the overall most dominant eigenvectors, the classes can be 
discriminated by the projection of transformed inputs onto these eigenvectors. 
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Similar to classification itself, complicated distributions such as those in 
Fig. 2.6 may require non-linear feature extraction in order to enhance separability with 
lower dimensionality. In this way, the feature extraction can actually be considered as 
part of the classifier. The design of a feature extractor therefore depends greatly on 
the pattern recognition problem and the type of data to be processed. For this reason 
there are many different examples of feature extractor available [19][20]. 
Statistically based classification may be implemented electronically using 
standard processor technology. However, advances in the field of parallel neural 
processing have meant that it is possible to produce systems that have the capability 
of learning the required form of classifier. A neural network may be designed to 
inherently approximate a previously calculated decision function or to design the 
decision function itself. Neural networks also have the capability to implement high 
speed processing in parallel hardware. 
2.5 NEURAL NETWORKS IN PATTERN RECOGNITION 
A neural network [21] is a system composed of many simple elements operating in 
parallel, the development of which was inspired by the behaviour of biological 
nervous systems [22]. The function of such a network is largely determined by the 
connections between these elements, such that it is possible to formulate a network 
that can perform any computation with the correct interconnections [23]. This makes 
the neural network an effective system for pattern recognition, as it can perform fast 
parallel operations by approximation to statistical pattern recognition algorithms 
through design or training. A neural network can operate as a parametric or non- 
parametric classifier based on supervised or unsupervised learning, and hence have 
the potential to reproduce any of the systems previously described. 
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A single layer of an unbiased generalised first order feedforward neural 
network is shown in Fig. 2.9. The network consists of a number of such layers of 
elements. A layer that lies before the output layer is known as a hidden layer because 
the output of the layer cannot be 'seen' externally. A single layer comprises several 
stages. The input to the layer is a set of elements, a, which may take binary or 
analogue form, usually analogue for images. These inputs are connected to a set of 
output elements, z, by a set of weighted interconnections to form a number of 
weighted sums. These output elements are called neurons. The value zý') is called the 
activation of the neuron i at layer k of the network and is calculated from the j'th 
input element a 
ýk) 
of layer k by, i 
Zýk) =bi(k) +I 
)a ! k) 
I -, 
viýlj' 
i (2.15) 
where iv, ý', ) is the weight of the connection between input neuron j and output neuron 
at layer k and bi(') is the bias of neuron i at layer k. The bias can be thought of as an 
additional input of unity with a weight value of bi 
(k) 
. The activation of each neuron 
can be operated on by a transfer function fi 
(z ýk)) 
to enable non-linear operations in I 
the neural network. The final output, oi (k) of the i'th neuron in the considered k'th 
layer, is called the firing of the neuron and can be written, 
Oýk) f Viýk 
04 
j 
Vk) 
(2.16) 
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Common transfer functions include linear, sigmoid and simple threshold units [21]. It 
can be seen that the bias acts as a shift along the z-axis of the transfer function by 
- bi 
(k) units [24]. 
In general the weights (including the bias weight) of the network are 
determined by the required discriminant function. The weights can be fixed due to 
design [25], found by training the network [26), or a hybrid of the two methods [26]. 
The training of a network is a multivariate optimisation problem, based on the 
optimisation of some performance metric comparing the desired and actual network 
outputs or by clustering on introduction of a set of training images. Training 
algorithms have been developed based upon the transfer functions of the network, and 
the way in which the network is to be used. In general, the more weights that are used 
in a neural network, the more specific the output becomes to given inputs. This 
reduces the generalisation of the network, which can be defined as the ability of a 
classifier to maintain classification performance with distortions in the input scene 
[251. 
Several specific forms of the feedforward neural network have been studied in 
detail in the literature. The simplest network is the linear neural network [27], which 
consists of a single network layer with a linear transfer function, equivalent to an 
unthresholded result. A linear network can be trained using the Widrow-Hoff 'delta 
rule' learning algorithm [27], which modifies weight values based on the presence 
and magnitude of errors in the output of a training set. An extension of the linear 
network is to put a simple threshold on each output neuron, resulting in the single- 
layer perceptron [211. A perceptron may be trained using the perceptron learning rule 
[21) which modifies weight values based only on the presence of errors in the output, 
but not the magnitude, since only binary outputs are possible. Both linear network and 
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single-layer pcrceptron can produce only linear decision boundaries. However, tile 
perccptron has two advantages. The output value of the perceptron is more robust to 
noise since only binary values can be output. Also, the perccptron can be cascaded 
into a larger network of several layers, to form the multi-layer perccptron. This 
introduces non-lincarity into the discriminant function, providing greater 
functionality, which has, for example, been demonstrated in printed character 
recognition [28]. Conversely, when the linear network layer is cascaded, a further 
linear function is produced, which could be reproduced by the initial layer. Hence, 
there is no advantage to adding further layers to a single layer linear network [27]. 
More generally, a multi-layer first-order feedforward network has a non-linear 
transfer function, usually that of a sigmoid function [29]. A function of this kind has a 
continuous one-to-one mapping in which tile output range lies between definable 
limits. Such a network may be tniined by error backpropagation [26], in which tile 
effect of the weights on the error is propagated backwards from tile final layer through 
each layer of the network to the input. This is discussed in detail in section 3.4. it is 
found that, depending oil the number of layers, number of neurons in each layer and 
the interconnection weights, it is possible to approximatc any discriminant function 
using a backilropagated network provided enough neurons and layers are used [30]. 
Ali associative memory [31] is a system which, on processing an input that 
falls within a given class, gives as the output the reference vector representative of 
that class. It is possible to implement an associative system using neural network 
technology, based around Kohonen star-based training [31] or Hebbian learning [22]. 
The Kohoncn rule results in sets of weights approximating each of the training inputs. 
By implementing such a system it is possible to train a feature extraction map that is 
matched not only to the vectors in the training set, but also to their density distribution 
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in decision space [31]. Hebbian leaming provides an increase to a weight proportional 
to the input and output of the interconnection of that weight. In this way, the network- 
learns associations between neurons that are active at the same time, thereby 
calculating an associative network. These associative algorithms may be employed in 
supervised manner with required outputs and known classes for each input [22], or 
using unsupervised Icaming [22]. Using an unsupervised system is equivalent to 
performing statistical pattern recognition by clustering [32]. Clearly the learning 
capability of neural networks is a powerful tool for classification when object classes 
are unknown. 
Hopficld introduced the liopficid [33] model of neural network- based on 
liebbian learning, which includes feedback from each neuron to the corresponding 
input, known its it recurrent network. The original model contained only simple 
threshold units similar to the perceptron, and was later developed to contain sigmoid 
threshold functions [29] for analogue functionality. A recurrent network of this kind 
has it number of equilibrium states. When an input is introduced to such a network, 
the feedback loop crcatcs an iteration such that the Output of the network converges to 
one of the states. It has been shown that in a HopficId network of N neurons it is 
possible to store it theoretical maximum of M independent states where 
M=NI(4log, N) [34], the number of storable states increasing with their orthogonality. 
However, it must be noted that it is possible for a Hopfield network to store non- 
design equilibrium states, resulting in spurious output and non-classification for some 
non-training data [33]. I-lopfield neural networks and variations of them have been the 
subject of much study [35)[36], which has shown the suitability of such a network in 
fields its diverse as automatic target recognition [37], image reconstruction [38] and 
optimisation [39]. 
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The storage capacity of an associative neural network may be improved by 
increasing the number of interconnections [401. A way of doing this in a single layer 
is to use a higher order neural network (HONN) [25]. HONN's are networks in which 
the first layer is connected such that groups of input elements are interconnected prior 
to weighting. Therefore the activation z, (') of a neuron i at layer k takes the value, 
=b, (')+Eit, (L)a +ZZ%t, (L)a aaa, (2.17) iji j1 ijitn j in 
j1m 
where sv(') js the wcight of the effcctive binary input a()a, (k) ... a(k). Duc to the 111-N iN 
higher degrees of freedom permitted by an increase in the number of interconnects, it 
is possible to mcmorisc more inputs in such a network, and perform any function in 
the network-, creating tin enhanced multi-class recognition capability. Clearly a layer 
of this kind is equivalent to a non-linear prc-processing of the input data [25] similar 
to the function of several layers of a first-order neural network. Hcnce it would be 
possible to replicate the function of tin FIONN with a larger first-order network. An 
FIONN demands a large number of interconnections, restrictive for easy electronic 
implementation. This problem can be overcome by reducing the input image into 
several fields of overlapping coarsc coded data [41] each requiring fewer 
interconnections. By combination of the outputs of these fields it is possible to obtain 
a layer which has little loss in functionality. It is possible to train an HONN with 
modifications to the backpropagation algorithm [261. 
Since it is possible to design a neural network to solve most functions, neural 
systems have become commonplace in optimisation [421, pre-processing [43] and 
feature extraction [44], as well as dimensionality reduction [45] and classification 
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(46]. In this overview, several systems have been described that are capable of 
applying different discrimination functions and therefore performing different 
classification tasks. However, in image recognition, with the high numbers of 
connections required, it is difficult to implement such systems quickly and reliably 
using electronics. In general, networks are simulated using traditional sequential 
hardware, often incorporating feature extraction methods to reduce the computational 
overhead. 
solution to the problem of large numbeis of interconnections and 
COMIR1141tiolI411 overheild 
is to Use optical systcins for pattem recognition, which have 
the capability for high-speed parallel processing. The properties of optical pattern 
recognition systems are discussed in the following section. 
2.6 OPTICAL PATITIM RECOGNITION 
In general, most Optical pattern recognition systems perform an optical con-elation 
[471, hence only a linear discriminant function is available. A correlation is a linear 
shift invariant function that shows the similarity between two images as a function of 
their relative position [481. A two-dimensional continuous cross-correlation between 
two input iniages and where are spatial co-ordinates, takes the 
form, 
r(x v) = Jj h (ii)a( + . v, ii + y)ddii (2.18) 
where (4, il)are dumnly variables for the integration. If the convolution operation is 
signified by (E), then the CotTelation Can be written in shorthand notation as the 
conVOILItiOn, 
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r(. v, ), )= 
where * denotes complex conjugation. Inputand filter and h(. r, ), ) may be 
sampled and represented in discrete one-diniensional N-clemcnt image vector form as 
a and li respectively, as described in section 2.2. The elements of the resulting 
discrete circular correlation vector r can be written [48], 
li =EI,; -i 41 
(1 1 
i 
(2.20) 
Where tile suffixes take the Value of tile suffix modulo N, such that, for example, 
h,;,, = hl. 
While a single layer of a neural network before thresholding is capable of performing 
a general linear transform on the input data, a correlation operation is constrained 
such that the weights of the network must take the form of shifted versions of tile 
lexicographically scanned correlation Filter vector h. This means that each element 
takes the form 1491, 
wl. IjI=i14. j :. - 
(2.21) 
for all i, j. Correlation is a powerful tool in deciding the shift invariant class 
membership of an input, based simply on the similarity to representative references of 
each class. It has long been known that optical correlation is a suitable method for 
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parallel high-speed pattern recognition [47] under inherently shift invariant 
conditions, providing a linear discriminant function between true and false-class 
objects. 
There are two main architectures in which a cohercnt optical corrclation is 
processed, the VanderLugt correlator [47] and the joint transform correlator (JTC) 
[50]. The first implementation to be investigated was the VandcrLugt 4-f correlator as 
shown in Fig. 2.10. Suppose that the cross-corrclation of two images a(xy) and h(xy) 
is required. The input image, 4,1(. ry) is positioned at the input plane, P1, through which 
coherent illumination is passed, and a converging Fourier transform lens is positioned 
one focal length, f, from the input plane at P2. If an object a(xy) is positioned a 
distance, d, in front of a converging lens of focal lengthf within the pupil function of 
the lens, the amplitude distribution S(u, v) at the back focal plane of the lens is given 
by [481, 
ex ilix, f I_d 2+v 2) ! 111 
(xp 
), 
ý 
S(11,0 =(f 
lu 
xp(-j2n(xjj+), v)ýxdy (2.22) Pli f 
In this notation, (u, v) are the optically scalcd spatial frequcncyco-ordinatcs, u= xf/Xif, 
v=), f Alf where (. vf, ), f) are the unsealed spatial frequencies corresponding to (xy) and 
Xi is the illumination wavelength. From the definition of Fourier tmnsfonnation [48], 
equation (2.22) can be written, 
cxp jlrxi f(I _d 
)(U 
2+V, 
S(11, V) =---f A(u, v) Af 
(2.23) 
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where A(it, %, ) is the Fouricr transform of a(xy). Therefore, when a(. Y, ), ) is placed in the 
front focal plane P, of the Fourier transforni lens as in the VanderLugt correlator, the 
amplitude distribution formed at the back focal P16111C P3 is given by (11jXj f)A(zo). 
In the Vanderl-ugt correlator, a filter with a terin in its transmission function 
proportional to the complex conjugate of the Fourier transform of the image 
is displayed at P3, centred on the optical axis. The amplitude of the light due to 
this terin in the Filter, R'(tt, v), at pl'111C P3 is therefore proportional to the product of the 
WO FOUrier transforms such that, 
R'(it, v) = k- I A(tt. %, 
)I-l * (it. v) (2.24) 
where k, is a constam of proportionality. A further similar 2-f optical systern produces 
an output amplitude r(. v, ), ) proportional to the Fourier transform, of the filter 
plane function W(it, v) such Ili-it, 
r(. v, y) = k. r'(. v, v) 
I-Cl 
k-.; 
[A(u, 
%, )I-l *(it, v)] 
(2.25) 
where k., is , collstant of proportioll-, 11ity, k=k, L'2, and Zc[] denotes Foutier 
transfonnation. According to the correlation theorem [481, 
£4A(zi')I1(: i, t')J= a(-x, -v)ø h(x, y) (2.26) 
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Flence it can be seen that the light amplitude incident on the output plane P5 is 
proportional to the cross-correlation of a(. v, ), ) and li(x, ), ) if the directions of the axes 
are reversed. The intensity is therefore proportional to the squared magnitude of tile 
correlation. It must be noted that accurate alignment of the filter at the Fourier plane is 
essential [5 1 ], but the aperture sizes of the lenses and the available light energy are the 
only limits on the size of image that can be processed in this way. 
The full complex form of the transfer function 1-1 . (u, y) can be presented in the 
transmission function of it spatial filter, by encoding the phase using it spatial carrier 
frequency. However. the discrimination performance of it correlation is considered to 
increase with the narrowness and height of the correlation peak. It is generally found 
that it better correlation peak and higher transmission can be achieved if the complex 
Filter is stripped oraniplitude information, resulting in it phase only filter (POF), first 
introduced by Horner and Gianino [521. It is possible to strip amplitude information 
from the complex fillcr since the majority of the information in the frequency plane is 
encoded by phase modulation [531. A POF results in higher correlation peaks, but a 
reduction in SNIZ compared to the complex filter, due to the overall reduction in 
inforniation. A POF may be considered as it multiplication of an inverse amplitude 
only Filter 11-1 and tile unmodified Complex matched filter 
u, %, jcxp(j(p(u, %, )) [541 where denotes the phase distribution of the filter. 
Tile effect of the inverse filter is to enhance the high frequency content of tile 
correlation. Hence phase only encoding results in an increase in peak sharpness and 
sidelobe suppression, due to an increased emphasis on high frequency information. 
However, this also provides an increase in discrimination between like and slightly 
distorted objects and therefore reduces tile generalisation of the correlation. 
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Furthermore, it may become difficult to discriminate between dissimilar objects when 
their phase information is similar, resulting in spurious false recognition [52]. 
Although photographic film has traditionally been used to record spatial 
filters, many pattern recognition systems demand that the filter can be changed 
rapidly, for example enabling piecewise interrogation of an input scene [55], or for 
learning in an optical neural network [561. Such an application requires the use of a 
device such as a spatial light modulator (SLM) which can display filters at a high 
frame rate. However, such devices can be expensive and unreliable. Since some 
SLM's operate reliably only in binary phase only mode [571, the binary phase only 
filter (BPOF) [58] was introduced. The BPOF takes the same form as the POF except 
that all phase information is binarised. Hence the phase of each pixel may be encoded 
as either 0 or 71 radians depending on the threshold levels of the continuous phase 
data. The performance of the BPOF depends greatly on the threshold levels that are 
chosen for the system [58], but it is possible to achieve correlation results equivalent 
to those of the continuous POR The BPOF retains the inability of the POF to 
discriminate dissimilar objects with similar phase distributions. 
The second basic architecture for optical correlation is the JTC [50], shown in 
Fig. 2.11, which does not require the display of the complex filter H*(u, v). The JTC 
comprises a series of two spatial power spectrum analysers, each of which calculates 
the squared magnitude of the Fourier transform of its input. Both input image a(xy) 
and correlation filter h(xy) are presented side by side in the input plane P, with the 
centres separated by a distance 2xO and illuminated by coherent light, such that the 
overall input to the system f(xy) takes the form, 
(x, y) =a (x- x., y) +h (x+ x., (2.27) 
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The input passes through a Fourier transform lens at plane P2 SUCh that the Fourier 
transform F(ii, v) of the input plane is formed at the Fourier plane P3, a distancef from 
the lens. The intensity distribution at P3 is recorded on a square law detector, to give a 
distribution R"(u, v) proportional to the power spectrum of the input f(xy), such that 
R "(it, v) = k3jF(u, vf 
= k3F(i(, v)F* (u, v) 
(2.28) 
Since the phase of the power spectrum is a constant, the input field may be positioned 
any distance in front of the Fourier transform lens [48]. The output of the Fourier 
plane is placed in the input plane of a second power spectrum analyser usually using 
an optically addressed SLM, and processed in a similar manner to the first power 
spectrum analyser. The final JTC output r(xy) prior to square law detection is formed 
at plane P6 proportional to the Fourier transform of the Fourier plane result R'(xy). 
This can be wiitten, 
k4ýý[R"(11101 
kS[F(u, v)F*(u, v)j 
(2.29) 
where k4 is a constant of proportionality and k= k3k4. From equation (2.26) it can be 
seen that the final line of equation (2-29) is proportional to the autocorrelation r(xy) 
of input function f(. vy) such that, if the axes are reversed, 
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r(x, y) =f(, i:, y) 0f* (- x, - 
=f* (ý + xij + y)dýdij 
(2.30) 
Substituting input function f(. vy) of equation (2.27) into equation (2.30) and 
multiplying brackets, r(xy) can be written, 
r(., v, y)= 
[a* (ý-. x0,71)+ h*(ý+xo, ij)ja(ý-xo+. v, 7j + y)+ h(ý+, vo+ xjj + y)]dýd7j 
= 
ff a* (ý -xo+, vil + y)dýdil +ff h- (ý+ x, ), iI)h(ý+ x. + xq + y)dýdil 
+ff a*(ý-x0, iI)h(ý+co+xil + y)dýdil +ff h*(ý+x., il)a(ý- x, ) +, uyl + y)dýdil 
(2.31) 
By the definition of correlation in equation (2.18), it can be seen that this is a sedes of 
correlations of the form, 
r(x, y) = a(, cy)Oa*(- x, - y)+ h(xy) Oh* (-x, - y) 
" li(xy)0 a*(-., v, - y)OÖ(x+ 2ý, ro, y) 
" a(, vy)0 h*(-x, - y)0 Ö(x- 2, c., y) 
(2.32) 
The first two terms correspond to the autocorrelations of a(xy) and h(xy) centred at 
the origin of the correlation plane (0,0). More importantly, the second two terms 
correspond to the croSS-COITelation of a(. Yy) and h(xy) which is 'dealt out' onto two 
points (±2, co, O). Unlike the VanderLugt correlator, strict alignment of the inputs is not 
necessary, but the JTC does restrict the size of images that can be used with a given 
image separation at P, [50]. However, the combined intensity of the autocorrelations 
at the origin of the con-elation plane is at least four times that of each cross- 
correlation, which may result in spurious reflections and saturation of the output 
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detector [59]. This effect can be reduced by blocking the origin of the correlation 
plane in front of the detector. 
Much work in the field of optical pattern recognition has been involved in 
finding the best filter to use in a correlation architecture with any of the encoding 
methods described. A simple test of likeness is to match the input to a reference 
image, s(xy), representative of the objects in the true-class [47]. This operation is 
called matched filtering and a matched spatial filter (MSF) of this kind leads to the 
optimum value of signal-to-noise ratio when the input scene contains the reference 
image in additive white noise [60]. 
There are problems attached to the use of any MSF. A single MSF matched to 
one input can only be used to recognise this specific input case and is distortion 
variant. If a class contains many dissimilar objects or many distortions of a single 
object, the MSF must be able to generalise. In order to attain this generalisation, many 
MSF's must be used, matched to each of the representative cases spanning the set of 
reference images. Hence it is necessary to either implement a piecewise set of MSF's 
resulting in multiple output [61] or combine a representative set of MSF's into a 
single filter, called a synthetic discriminant function (SDF) [62], in a similar manner 
to the training set techniques used for neural network leaming. 
Combination of a number, M, of MSF's, sl(xy), SAXY), ... I sm(xy) was 
initially performed as a linear weighted sum, due to the contemporary limitations of 
holographic exposure, to produce an SDF, h(xy), such that [62], 
h(x, y) -: (XISI (Xý Y) + (Y2S2 
(X, Y) + -' + CCMSM 
(X, (2.33) 
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where (xi is the weighting of MSF si(xy) in the sum. The most basic forrn of the SDF 
is the equal correlation peak (ECP) SDF [62] in which it is possible to constrain 
equation (2.33) by assigning a value, ci where i is an integer in the range 1 :: ý i :ýM, to 
the correlation peak which occurs when reference image si(xy) is cross-correlated 
with h(xy). Hence it is possible to include false-class objects in the training set by 
assigning ci = 0. Since many optical filters are generated using a computer, the 
formulation may be represented in a discrete form. Hence, given the M image vector 
discrete input training set s= [Sh S2s S37 ... I sm] each of N-pixels, by solution of 
simultaneous equations the corresponding ECP-SDF filter takes the form [62], 
S(s +Sý 
Ic* (2.34) 
where + denotes conjugate transposition. Later research generalised the concept of the 
SDF to include any filter that results in the correct correlation peak magnitudes, c 
[631, removing the constraint of equation (2.33). This increases the degrees of 
freedom in the problem and subsequently the discrimination capabilities of the filter. 
The ECP-SDF only controls the correlation value at the centre of the correlation 
plane, meaning that there may be sidelobes in the output that are larger than the 
correlation peak. A false-class object, even if added to the training set, could be 
classified wrongly as true-class due to spurious sidelobes, especially when 
discriminating between similar objects [64]. If this is the case, it is clearly difficult to 
determine the class or position of an object. For this reason, algorithms were 
developed to control the whole correlation plane with respect to some discrimination 
metric. An important example of this approach is the minimum average correlation 
energy (MACE) filter [64] which minimises the energy of the correlation plane 
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calculated as the sum-squared output of the correlation, while the correlation peak, c'j, 
can be still be specified for each image. Formulation in the frequency domain allows 
control of the whole correlation plane. If the training set of the MACE filter takes the 
same form as the ECP-SDF filter, the correlation peak constraint takes the form, 
S'H = (2.35) 
where c' is a version of c for the SDF scaled by the size of the input vector such that 
cl = c1N. H is the Nx1 frequency domain transfer function equivalent to the discrete 
Fourier transform of h, S is the frequency domain training set S, = [Sli S29 S39 ... 9 SM) 
in which Si is the discrete Fourier transfonn of si. The average correlation energy E,, v 
can be written, 
Eav =1H+D N 
(2.36) 
where D is the NxN diagonal matrix containing diagonal elements equal to the sum 
of the power spectra of the corresponding elements of S such that, 
m 
D(k, k)=Y, lSi(k)l 
i=l 
(2.37) 
The transfer function H can be found by minimisation of equation (2.36) subject to 
the constraints of equation (2.35). The solution can be written, 
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1 1* H= D-S(S'D-'Sy c (2.38) 
The MACE filter has been shown to be equivalent to performing a pre-whitening 
function on the input data [64], which provides a much better discrimination than the 
simple ECP-SDF due to the sharp correlation peak that is provided by the energy 
minimisation. Such a discrimination capability means that the need for false-class 
training set images is negligible, unless there is a great similarity between true and 
false-class objects. 
While an SDF shows some generalisation with respect to noise and intraclass 
distortions in the input plane [65], due to the broadness of the correlation peak, the 
MACE filter does not show such a generalised response [1]. This is due to the 
sharpness of the MACE response to specific inputs, despite the inclusion of many 
representative training images. In order to provide intraset generalisation of this kind 
for correlation filters many variations have been applied to the SDF and MACE 
algorithms. These modifications take two general forms. Firstly algorithms such as 
the minimum variance SDF (MVSDF) [661 and minimum variance MACE (N4V- 
MACE) [1] are formulated to take into account expected distortions that may occur in 
the input field. A second approach is to control the full correlation field such that any 
profile can be produced, reducing the sharpness of the peak and thereby increasing the 
generalisation of the correlation. A correlation profile of this kind is used in such 
algorithms as the minimum squared error SDF (MSE-SDF) [67] and Gaussian MACE 
(G-MACE) [681 filters. These filters may be seen to provide a trade-off between 
generalisation and discrimination. 
It must be noted that, when binarisation and amplitude stripping to form a 
BPOF is applied to those algorithms that contain information from many training 
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images, such as the MACE filter, the intraclass performance of such a filter is greatly 
degraded, even for those modified algorithms such as the G-MACE [69]. Hence it 
may be required to produce a correlation filter as a multivariate optimisation alone 
without using these algorithms [70]. 
Training set methods can be restrictive when considering a system with such 
limited degrees of freedom as a single correlation. Although addition of extra images 
to the training set may increase the intraclass recognition capabilities of a correlation 
operation, the filter becomes cluttered, leading to poor correlation peaks and reduced 
interclass recognition performance [71]. This may once more result in spurious 
sidelobes in the correlation plane, meaning that there is a maximum amount of 
information that can be contained in a single filter while retaining some 
discrimination capability [65]. For a more thorough consideration of composite 
filtering, the reader is referred to the review paper by Kumar [71]. 
Despite the advances in the field of filter selection for optical correlation, there 
are clearly still limitations on the classification possible using a linear system of this 
kind. For this reason it has been found necessary to study non-linear phenomena in 
optical correlation. 
2.7 NON-LINEAR OPTICAL CORRELATION 
During the last decade, studies have been made into methods and effects of 
introducing non-linearities into optical correlators. Of these implementations, there 
has been much research into the two main fields of non-linear matched filtering [72] 
and the non-linear JTC [731. Non-linear matched filtering [72] is implemented in a 
traditional VanderLugt architecture, in which a non-linearity is applied to the filter 
transfer function H*(u, v) at the Fourier plane. It is important to note that the overall 
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corTelation operation remains linear with respect to the input image [74]. The non- 
linearity can be applied digitally prior to display of the filter, or due to the inherent 
non-linearity of a display device. Commonly, a Wth law non-linearity is applied, such 
that the transfer function is proportional to 
[H*(u, 
v)] k '. This can be considered as an 
sum of infinite harmonic terms, where the first harmonic retains the correct phase 
information, ýp(u, v) of H%u, v). The resulting amplitude is proportional to 
ýH*(u, 
vjý'. 
It has been shown that by varying the severity of the non-linearity it is possible to 
reproduce various standard filter types, such as the POF (kp = 0), linear matched (kp = 
1) and inverse prewhitening (kp = -1) filters [75]. It is also possible to vary the degree 
of non-linearity that is applied to different frequencies [76] in order to compute a 
trade-off correlation. This is performed by digitally varying the non-linearity kp with 
the distance from the centre of the Fourier transform plane prior to filter display. For 
example, low frequencies can be processed using an inverse filter to increase peak 
sharpness, and high frequencies can be processed by matched filtering, to introduce 
generalisation at these frequencies. This is useful under noisy conditions as high 
frequencies are more affected by noise than low frequencies [76]. Noise also affects 
correlations with inverse and phase only filtering more than matched filtering, hence a 
trade-off between discrimination and noise invariance is produced. 
A more powerful architecture is the non-linear JTC introduced by Javidi [73], 
which involves application of a non-linearity to the Fourier plane of a standard JTC. 
Similar to the non-linear matched filtering operation, such a non-linearity results in an 
infinite number of harmonics in the correlation output separated by multiples of the 
input image separation. Only the first order harmonic results are considered, for which 
the correct phase information of the linear filtering operation is conserved [73]. It 
must be noted however, that at high degrees of non-linearity, the magnitudes of the 
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harmonics become large and a large image separation is necessary to ensure that the 
correlation regions do not overlap [77]. It is found that, by applying a Wth law non- 
linearity to the Fourier plane, it is possible to produce an output that is proportional to 
the Fourier transform of 
[A(u, 
v)H* (U, V)]k,. Hence it can be seen that for a linear 
system, where kp = 1, a standard correlation is produced. Increasing the severity of the 
non-linearity (varying kp towards zero which provides binarisation of the Fourier 
plane) produces a more light efficient fonn of correlation, with improved 
discrimination due to enhancement of higher frequency information, where the 
classification in decision space takes a non-linear form [73]. There are significantly 
less degrees of freedom in such a non-linear classifier than are available due to the 
weights in a fully connected non-linear neural network, which suggests that the 
possible discrimination functions are limited. However, by considering this kind of 
non-linear JTC, it is possible to compute the expected response of a linear JTC system 
in which an inherently non-linear SLM is used to redisplay the Fourier domain data, 
for example with a phase only or 1-bit SLM [78]. The non-linear JTC has been 
utilised in both simulation and optical implementation as the first stage of a position 
invariant neural network structure prior to full interconnection [79]. This has been 
used for such high detail tasks as face recognition and has been shown to provide 
promising results for such a task with a strong output signal with a sharp peak, under 
high degrees of non-linearity. 
Both non-linear matched filter and JTC have been compared with respect to 
correlation peak height, peak-to-sidelobe ratio and correlation peak width [74]. 
Although both show a performance increase in each case with increased non-linearity, 
the non-linear JTC shows improvement over the non-linear matched filter as both the 
input and reference image are affected by the non-linearity of the system. However, it 
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is impossible to provide the comparable functionality of a non-linear neural network 
with a single non-linear correlation. For this reason, the full implementation of neural 
networks using standard linear optical technology has been considered. 
2.8 OPTICAL IMPLEMENTATION OF NEURAL NETWORKS 
When it is considered that a useful neural network for image recognition may contain 
thousands or even millions of interconnects [80], it can be seen that electronic 
calculation can be restrictively computationally intensive. Due to the high-speed two- 
dimensional parallelism inherent in optical systems, they are highly suited to the 
practical implementation of interconnection in neural networks, especially when 
considering large-scale image classification. 
The optical implementation of neural networks has been the object of much 
research, and simple neural networks have been demonstrated using optical building 
blocks. In addition, a network layer constructed in this way may contain either optical 
or electronic feedback to replicate the function of recurrent networks [81]. Examples 
of such devices include vector-matrix multipliers and correlation with filter 
multiplexing. A two-dimensional input image requires interconnection by a four- 
dimensional set of weights to implement a general network layer [82]. A vector 
matrix multiplier [83] as shown in Fig. 2.12 is wasteful in terms of light energy, and is 
only capable of calculating the layer output of a single vector. This vector must be 
represented spatially in one-dimension, by multiplication with the matrix of weights 
corresponding to the current input neurons, that is represented using an SLM or 
hologram. A two dimensional image output may be found by lexicographically 
scanning or by updating the values in input vector and weights to represent the next 
row and corresponding weight matrix until the entire image has been considered. 
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The four-dimensional weight problem may be avoided by spatially [84] or 
frequency [85] multiplexing weights in holographic form. Volume holograms are also 
especially powerful for this purpose as it is possible to be more selective with which 
weight set a reconstruction beam will interact than in a plane hologram in which 
distorted versions of all other weight sets upon which the input is incident will also be 
reconstructed [86]. The power requirements of a holographic interconnection method 
may be restrictive since the minimum laser power, W1, required for a single layer due 
to the light efficiency of the system and crosstalk between detector elements is of the 
order of [86], 
2WO 
W, = 250Nd (2.39) 
where N2 
is the number of elements in the detector and therefore the number of d 
output neurons, and wo is the minimum detectable power of each element. Assuming 
a relatively small set of output neurons N2= 256 x 256, the minimum power d 
requirement is of the order WI=2x 106WO. Clearly, a large amount of laser power is 
necessary to achieve a small detector power, meaning that the power cost of cascading 
several layers of such a network may become prohibitive. 
An example of frequency multiplexing is to use holograms in the frequency 
plane as illustrated in Fig. 2.13 [85]. The pinholes at the correlation plane represent the 
set of output neurons. The Fourier transform of the set of weights corresponding to 
each neuron is recorded onto the hologram from that neuron pinhole position. When 
the input is introduced, the activation from the appropriate weightings will be 
produced as the central correlation peak at the correct neuron of the correlation plane, 
spatially filtered by the pinhole. 
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An example of a method for spatially multiplexing filters [86] to create a full 
interconnection for a two-dimensional image is to create an array of spatially 
multiplexed matched filters in the frequency plane of a VanderLugt correlator. The 
Fourier transform of the input is made incident upon each filter by passing through a 
corresponding array of lenslets. Correlation can be achieved at the output once more 
as an array of pinhole values, the classification occurring due to the arrangement of 
correlation peak heights in the output. If implemented as a single layer, such that each 
weight matrix is a matched filter, and each neuron corresponds to membership of a 
class, it is possible to reconstruct the class reference to produce a holographic 
associative memory [871. This is performed for either multiplexing method by 
correlating the output from the correct class neuron back through the weight 
hologram. 
There are further examples of architecture that use different forms of spatial 
and frequency multiplexing or a hybrid of the two to provide full interconnection, 
including the massive interconnection required by HONN's [88]. In addition it is 
theoretically possible to update the weights in the network to produce on-line learning 
if SLM or dynamic hologram technology is used for weight display [56]. A feedback 
may be used to change the weight distribution as a function of the output distribution 
as is performed in standard training optimisation. In this way it is possible to provide 
rapid convergence due to the small time taken for each iteration. It is difficult to cover 
all of the possible optical implementations of neural interconnections in such a review 
hence the reader is directed to more comprehensive texts on the subject [89][90]. It 
must be noted however that the optical implementation of neural networks is not 
reliable using current technology, and has only been demonstrated using small 
networks. Further, there are fundamental limits to the number of interconnections that 
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can be made optically due to the required power of illumination, image sizes and 
available resolutions. 
2.9 SHIFT INVARIANT FORMS IN TIHE NEURAL NETWORK 
It is well known that a single layer neural network must by definition adopt the 
structure of a correlator if it is to be shift invariant [8]. It is also known that a shift 
invariant system can be made position invariant using an additional layer [49]. These 
properties have been used throughout the neural network literature both by using 
correlation to identify regions of interest to pass on for classification by fully 
connected networks [91][92] and to produce shift and position invariant systems as a 
'best guess' implementation of shift invadance. 
Shift invadant associative memoiies [8][93] have been implemented by 
correlating the input with a set of recognition filters and applying a non-linearity to 
decide class membership [94]. The output of these thresholded correlations is then 
correlated once more with a set of stored objects to obtain the associated output. 
Feedback provides resonance, producing an iterative system similar to the Hopfield 
neural network. If this is described in terms of a multilayer network, the associative 
memory can be implemented as a cascade of correlators in which the same correlation 
operations are repeated many times. This corresponds to a significant reduction in 
degrees of freedom when compared to a full cascade that can contain any filter at each 
layer 
The similar process of symbolic substitution [95] requires the replacement of 
every occurrence of a small object in the input with an associated symbol in the 
output. This has been performed in a similar manner to the shift invariant associative 
memory, by using matched filtering to locate occurrences of the object in the input, 
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followed by thresholding and correlation with a second mask containing the required 
substitution symbol [96]. Symbolic substitution has been used as a method of 
performing morphological processes in image processing [97][98] and for such tasks 
as noise removal in preprocessing [99]. However, the process has extended to only 
small, previously defined masks, for processing images, rather than large scale image 
recognition. Furthermore, the decision process of the recognition stage remains linear 
with respect to the input. 
It has been shown that invariance can be built into a high order neural network 
by prescibing known relations between the weighting coefficients [25]. Consider, for 
example, a multiple order network of the form of equation (2.17). If shift invariance is 
required of the network, then weights can be shared for each order in the same way as 
correlation for linear networks, such that w 
(k) 
=W 
(ý) W (k) -W 
(k) 
i+n, j+n jj i+n, j+n, l+n - i, j, l 
(k) 
= 
(k) 
Wi'+n, j+n, l+n,..., N+n wi, j, ],..., N for any integer n. Position invariance can be imposed in a 
similar manner. Considering a purely second order network with an activation of the 
forin, 
Zýk) = Wiýk 
!k (k) ly 
1)aj 
)a, 
jI 
(2.40) 
Position invariance is imposed when the output of a neuron remains the same if the 
distance and orientation between two pixels does not alter. In order to enforce such a 
(k) 
regime, the weights will must be constrained to be the same for all groups of inputs 
aj 
(k) 
and a, 
(k) 
with the same values of distance and orientation between them, such that 
w, 
(k) (k) 
11 = wi, j+,,, +, for any 
integer n. Grouping the weights in this way produces a smaller 
set of interconnections, providing a more efficient network and reducing the need for 
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a comprehensive set of training images to cover the possible translational distortions 
[25][100]. However, even with the reduction in the number of weights given by a 
shared weighting structure, there are still a large number of independent weights 
present in the system, making for slow and unwieldy computation in electronics. 
optical implementations of HONN's [85][94] may produce a mixture of terms of 
varying order in the output. It must be noted, however, that a network containing 
terms of multiple orders must be invariant in each of these orders to maintain overall 
invariance. This renders an invariant solution difficult when terms of several orders 
are present. 
The Neocognitron [101] is a position invariant hierarchical network based 
upon shift invariant interconnection, introduced by Fukushima, as a model inspired by 
the visual cortex of a cat [102], following an earlier Cognitron [103] implementation. 
Essentially, the structure of the Neocognitron shown in Fig. 2.14 contains two types of 
binary thresholded network layer, the S-planes and C-planes. These are arranged such 
that the input is fed to a layer of S-cells, where each cell is a neuron. The output of the 
S-plane is passed to a layer of C-cells, which are then output to a further layer of S- 
cells and so on. S-planes comprise a number, I, of binary thresholded shift invariant 
feature extractor elements, such as provided by small convolution masks, trained to 
respond only to the required feature. Hence the output of the first layer of S-cells is a 
set of I binary images, known as cell planes, each of the size of the input image, with 
the position of the desired features indicated. A C-cell is constructed such that it 
performs a binary thresholded sum of a group of S-cells that are close together, 
making the output slightly deformation invariant, and starts to show local position 
invariance. Therefore a smaller number of C-cells are needed than S-cells. Unlike 
features from different S-cell planes can also be combined in the same C-cell plane to 
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provide further intraclass deformation invariance. The network is connected 
hierarchically such that small localised features are extracted by initial S-cells, and 
larger, more global, combinations of these features are extracted at later layers. The 
final output of the Neocognitron comprises a single set of position invariant neurons 
corresponding to the different object classes. These neurons are activated depending 
on the calculated class membership of the input. Training of such a network can take 
place by considering the network as a whole [104) or by training each layer separately 
[1051, such that the features to be extracted at each layer are decided in a supervised 
manner. This architecture has been proven to give promising results when used for 
position invariant recognition of images that contain large amounts of deformation, 
such as handwriting images (105]. 
It must be noted that position invariant networks can be implemented in a 
simpler manner than this by using invariant feature extraction prior to introduction to 
the fully connected network. For example, this has been performed in many cases by 
using the centring property of the power spectrum [106]. If a network is trained using 
frequency power spectrum data, with input also represented in this domain, position 
data of the input is lost, hence it is possible to achieve recognition regardless of 
position. 
The concept of the Neocognitron lead to the simpler case of the convolutional 
neural network (CNN) or shared weighting network [107], which can take either shift 
invariant [1071 or position invariant output forms [5]. The CNN generally takes the 
form shown in Figs. 2.15a) and b). An image is input into the system, upon which a 
number, I, of thresholded shift invariant operations (convolutions) are made with a 
mask of weightings, leading to I images at the input to the second stage, which can be 
seen as maps of different features extracted from the original image. A further set of J 
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convolutions are applied to each of these feature images, the j'th result of each of the I 
images being summed to create a new set of J images at the input to the third stage. 
This can be continued for as many stages as necessary for an adequate result, and 
undersampling or oversampling of the data may occur at any layer to make all images 
of that layer smaller or larger respectively, while retaining shift invariance [107]. The 
size of the convolution mask determines the localisation of the features extracted in 
this way, hence a hierarchical structure can once more be produced by increasing the 
size of the mask through the network. The final output may be given in a shift 
invariant form as shown in Fig. 2.15a) [107], such that a number of images are output 
corresponding to different classes and where an object of that class appears in the 
input. Instead, the output is usually constrained to give a position invariant result as 
shown in Fig. 2.15b) [5]. It is a simple matter to form a position invariant result from a 
shift invariant layer by merely conducting a sum of pixels weighted depending on 
which image is considered. From this point, the network can be constructed fully 
connected to give a position invariant result. A CNN of either shift or position 
invariant structure may be trained using conventional error backpropagation [108]. A 
shift invariant CNN has been reported for mobile target tracking [107] operations, 
while the position invariant architecture has been used to investigate medical 
screening applications [5][109][110] and military target recognition [107]. Due to the 
shift invariant nature of the interconnections, optical implementation has been 
proposed for this type of network [1081 but has not previously been implemented 
practically. Two layers of the proposed architecture are shown in Fig. 2.16. The input 
is correlated with a number of parallel filters in a VanderLugt correlator. Each of the 
correlation outputs is dealt out onto a separate channel at the correlation plane based 
on location data encoded in the correlation filter. The correlation intensity in each 
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channel is measured and thresholded, then processed by a further correlation. Each 
channel in the second correlation takes the same form as the first correlation, with 
several parallel filters implemented. Since several channels are included in the 
system, a correlator is required for each channel, so a lenslet array is used. The filters 
must be encoded such that the outputs from corresponding correlations in different 
channels are incident upon the same point in the second stage output. Clearly, such an 
implementation becomes complicated when multiple correlations are implemented at 
each layer, and ensuring accurate alignment and filter recording is critical. 
The aim of the work in this thesis was to investigate shared weight neural 
networks as a means to perform shift invariant pattern recognition and provide a 
robust practical method of pattern recognition. Furthermore it is shown in the 
following chapter, that a cascade of linear shift invariant modules with non-linear 
thresholding (cascaded correlator) is in fact the optimumfonn of feedforward neural 
network for shift invariant pattern recognition. The training of such a structure is 
described and the theoretical classification capabilities are investigated by considering 
the construction of the decision boundaries of the system. 
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Theory of Cascaded Correlation 
3.1 INTRODUCTION 
The literature survey presented in the previous chapter highlights the diverse range of 
methods proposed for general purpose pattern recognition. In essence high order 
statistical classifiers and neural networks provide the most general form of pattern 
recognition but their application to large images is limited by computational 
complexity. Optical implementations of neural networks have been proposed but 
these generally use volume holographic elements that are at present inefficient and 
unreliable. Optical methods to provide linear discriminant functions are, however, 
well understood and are practical. 
Convolutional neural networks (CNN) have been proposed several times as a 
means to simplify the computational requirements of more complex fully connected 
networks and their potential for optical implementation has been noted. In this 
chapter, the concept of cascaded correlation is introduced as a means of non-linear 
optical classification. It is shown that a neural network that is trained to identify an 
object and its location takes exactly the same form as the cascaded correlator. The 
training of the cascaded correlator by neural network techniques is discussed and, 
finally, the cascaded correlator is investigated as a classifier by modelling of the 
decision boundaries. 
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3.2 CASCADED CORRELATOR ARCHUECTURE 
The cascaded correlator is a pattern recognition system containing a number of 
cascaded shift invariant correlation stages such as that shown in Fig. 3.1a). This 
architecture has been designed specifically for optical implementation, such that each 
stage comprises a single correlation and threshold. Hence the cascaded correlator 
places a number of constraints on the general neural network structure: 
A general neural network such as that shown in Fig. 3.1b) may perform a general 
linear transform through the weights at each layer. The activation output of the 
weighted sum may be processed by any threshold function required, with bias to the 
activation. 
in the cascaded correlator, each layer must produce a shift invariant linear transform 
computed by correlation with the weights (correlation filter). Furthermore, in an 
optical implementation the output of the correlation is recorded as an intensity 
distribution using a square law device such as a charge coupled device (CCD). 
Therefore the threshold function of the activation is constrained to be symmetrical 
about zero, with no bias applied previous to squaring. Subsequent bias must be 
constrained to be equal throughout the whole output field to retain shift invariance. 
Both systems can process complex inputs and filters, but in the field of image 
processing, inputs will typically be introduced as a matrix of unipolar real values. 
The cascaded correlator provides considerable processing gains over the 
general neural network. If a general feedforward neural network is required to process 
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an input image of N pixels, if the layer contains of the order of N output neurons, it is 
necessary to perform of the order of N2 computations at each layer to acquire an 
output. In contrast, it can be shown that a correlation operation takes only of the order 
of N1092N computations at each layer [I 11], providing a vast saving in computation 
analogous to that found by performing the fast Fourier transform operation instead of 
a full matrix multiplication. Therefore, if a typical input image contains 
approximately 106 pixels, a cascaded correlation stage can be performed at a 
computational cost of approximately 2x 107 operations compared to 10,2 operations 
for a general feedforward network layer. 
Clearly the cascaded architecture provides a substantial computational saving 
over fully connected neural networks. Due to fewer degrees of freedom, it might be 
expected that the performance of the cascaded correlator system would be greatly 
reduced compared to the fully connected network. In the following section, however, 
it is shown that the cascaded correlator is exactly the architecture produced when a 
neural network is trained using shift invariant data. No loss of performance is 
therefore expected. 
3.3 THE CASCADED CORRELATOR AS A NEURAL NETWORK 
Consider a feedforward neural network architecture consisting of N neurons in each 
of the input, output and hidden layers. Using vector space notation, a set of images 
can be written as the matrix of elements aj, m where the columns are N-dimensional 
vectors representing each input image. In a similar manner, the activation output of 
Z 
(2) 
the second layer of a two layer network can be written as the matrix of elements I,, 
where each column, m, is an image representing the activation response of the 
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network to the corresponding input image prior to the final threshold. In this way the 
activation output of a two layer network can be written, 
v, (, ) f(1 i viý'j) a. ) (3.1) 
(2) 
where the matrices, ivi(, ') and iv, I, are the weights of the first and second layers 
respectively, ?) is the activation I, j J'm I'M ivjý')a of the 
first layer, and f(z) is a general 
non-linear threshold function which operates pointwise on the individual matrix 
elements. 
Consider a training set consisting of identical but shifted images. If the 
resulting network is to be shift invariant in the sense described above, then the final 
output must also consist of identical but shifted images and both aj,,,, and Zh, m must be 
of circulant [112] form such that, 
(3.2) 
(2)"ll 
'ýý z 
(2) 
(3.3) Z11+1 +1 11,111 
In these expressions it should be noted that if a particular suffix exceeds the matrix 
dimension N, it takes the value of the suffix modulo N such that, for example, 
aN+I, N+l a,.,. This property will 
be assumed of all suffices used henceforth. it is 
worth noting at this point that since the rows of circulant matrices consist of identical 
but shifted vectors, the result of multiplication by a vector is equivalent to the 
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operation of con-elation as given by equation (2.20). From equation (3.1), a diagonally 
(2) 
adjacent element, zl,,,. In+l 1 
in the output of the network can be written, 
(2) 
ý-E 
lvhlllll. if 
E 
Zh+IM+l ivjý'j)aj,., (3.5) 
Since i and j are suffices of summation, adding an arbitrary integer, n, to the i suffix 
and incrementing thej suffix gives, 
(2) 11 (2) 
i+llf Zh+l M+, vll+l, 
(3.6) 
(2) 
Using the circulant property of the matrices, aj,. and Zh, m, the elements 
in the weight 
matrix are related such that, 
2)f (2), 
IV12 1)aj,,,, =E IV fIv, 
(, '. ), a 11 11 j+l j, m 
ý: 
lviýj +1 i+n (3.7) 
Expanding the threshold function, f(z), as a power series, f 
(Z)=a+pz+YZ2+... 
, 
equation (3.7) can be written, 
Vh(21 a+ ivjý'j)a aa+ j, m I'm 
jI 
(2) a+ ol ') a+ yE '), j+livi(+),,, Iaj,. al, m +... 
'Vi(+n, j+l j, m 
'Vi(I-n 
n +I, i+n 
IijI 
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Since this expression must be satisfied for any input, a, of circulant form, terms of 
equal order may be equated on each side of equation (3.8) such that, 
IV(2) . li+l, i+n (3.9) 
(3.10) 
= Wý1VW (3.11) 
higher order terms 
These expressions can be considered as a set of linear equations that relate the vectors 
(2) (2) 
defining adjacent rows, ivl,, i and 'Vli+l, j+n I in the second layer weight matrix to those 
which describe the products of the columns in the first layer weight matrix ivýlj). The 
equation set (3.9) is effectively an unweighted sum of these elements while the 
equation sets (3-10) and (3.11) and similar high order expressions are sums with 
weighting coefficients derived from the product of the columns in the first layer 
weighting matrix ivjý'j). The equation sets (3.9) and (3.10) are undetermined, that is 
given any arbitrary first layer weight matrix insufficient equations are available to 
determine the second layer matrix uniquely. However, the equation set (3.11) and 
higher order expressions demand that for a general, non-linear threshold the problem 
is over-determined. Inspection of equation set (3.11) shows that given an arbitrary 
first layer weight matrix the column products, ivi(l) IV! ') and 1 (1) IVW are j 1.1 Vi+n, j+l i+n. l+l 
uncorrelated vectors and as such the equation set is inconsistent. In order to find a 
non-trivial solution to equation set (3.11) the column products iv, 
(')iv(')and 
j i'l 
(1) (2) (2) 
Wi+n, j+l TV(') in the first weight matrix and the rows i and iv - in the second i+n, l+l 
Výj h+l, i+n 
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matrix must be correlated vectors. Hence, setting the arbitrary constant, n, to be unity, 
it is found that, 
d') (1) (3.12) lvi+l. j+l 
(2) (2) 
K'i IV11+1j+1 (3.13) 
Thus if the response of a two-layer feedforward neural network is to be shift invariant, 
(2) 
the weight matrices, svl,, i and sd. 
) must be of circulant form and the system is Ij 
equivalent to a cascade of correlators. This analysis can be extended to include any 
number of layers linked by a non-linear threshold and the same conclusion can be 
drawn. If the threshold function is linear, it is not necessarily the case that each layer 
r, nust be shift invariant, but it is clear that layers separated by a linear threshold can be 
combined into a single layer. 
in general, this result shows that the structure of a cascaded correlator results 
if a multi-layer feedforward neural network, with an equal number of neurons and the 
same threshold function as the cascaded correlator at each layer, is trained to provide 
an identical but shifted output corresponding to a set of identical but shifted input 
images. In this way it is evident that the network is classifying by way of the 
information that describes the relative, rather than absolute, position of features which 
distinguish the object of interest. If a network is trained using a set that does not 
contain all such images, it is reasonable to assume that classification will result at 
least in part according to the information that concerns the absolute position of the 
object within the image. Thus, the result suggests that the convolutional neural 
network is the optimal structure for a multiple layer, feedforward network to adopt 
when used to recognise an object, or class of objects regardless of position. 
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3.4 ERROR BACKPIZOPAGATION 
The cascaded correlator is a multivariate system that must be optimised to perform 
pattern recognition. It is important to note that the activation of the hidden layers is 
not constrained in any way. It is not necessary (or desired) that the first layer, or 
subsequent hidden layers, are optimised to produce a peak or any other specified 
pattern. Consequently, the weightings ascribed to each of the correlators cannot be 
found by direct linear optimisation. As such it is necessary to optimise the weights of 
the correlation filters with respect to some attribute of classification performance, 
such as least squares error [26] or minimum entropy [1131, for which cases the target 
output distribution may be specified. For a standard feedforward neural network a 
proven optimisation technique is error backpropagation [26]. 
Backpropagation is an iterative technique that can be used to minimise an 
error function in neural networks with differentiable transfer functions. Network 
layers of this type include those with linear or sigmoid threshold functions. The 
method of backpropagation is used for the optimisation of the cascaded correlator 
because it is capable of performing a full optimisation of the whole network in one set 
of iterations. The basic backpi-opagation algorithm is defined as follows. 
The generalised unbiased feedforward network of Fig. 3.2 is considered. This 
is a fully connected network with three layers and different numbers of neurons at 
each layer. The network is optimised with respect to a training set s= 
[sl 
PS21- *Is, 
] Of 
M input vectors each of size N elements and the corresponding set t= It] Pt2P* * *Yt" 
]Of 
M target vectors each of size L elements. Each layer of the network is initialised with 
'best guess' weights that are either purely random or related to the transfer functions. 
When the training inputs are presented, the activations and outputs of the k'th 
(k) 
Z 
(k) (k),. 
.., 
(k) (k),. 
.., 
(k) 
layer, zZ z(k)] and o()=[o, ooI respectively are calculated 2M2M 
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by propagation of the input forward through the network. The activation of layer k 
can be written in terms of the output of the previous layer (k-1) as, 
Zýk) 
ýk)o! k-l) 
wi i J, M (3.14) 
where wjýýJ) is the weight connecting input neuron j and output neuron i at layer k, m 
denotes the input vector, s, , to be considered, and at the first layer, oi(O) -": si, m. 
The 
,m 
output of layer k is subsequently calculated from the activation of layer k using the 
threshold function f such that, 
Oýk) f 
(Zýk)) 
J, M I'm (3.15) 
The LxM set of error vectors of the network for the inputs, e= [el, e2?..., em] is 
calculated as the difference between the target output and the actual output at the final 
layer. In general, the criterion for optimisation of the network is that the sum squared 
error, or energy, of the output is minimised. A change is made to the weights as a 
function of the error, following which the network error is recalculated. This works as 
an iterative process until a specified minimum network error value or maximum 
number of iterations, K,, is reached. 
The function to be minimised is the energy, E, of the network error due to the 
input set such that for the three layer network of Fig. 3.2, 
i2 oiý3) 
)2 
e., m -, 
E(ti, 
m r 2m2 ni i 
(3.16) 
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For each set of weights, there is an equivalent energy value for each input vector. 
Error backpropagation is a gradient descent method, which means that at each 
iteration the change in weight (9at layer k, A (9is made in the direction of the Wi, j Wi, j 
steepest gradient descent of the energy with respect to the weights such that, 
Wiýk) 
aE 
1= -TI -aW-ik-)- j 
where 'q is a proportionality constant called the learning rate. 
Using the chain rule this gradient can be found as, 
aE aE az!, ) I. M (3.18) kT -7kT 
a zicIm aw W. j ij 
The delta vector d ! k) of layer k due to training vector s., is defined as the gradient I'M 
descent of energy with respect to the activation of layer k, such that, 
(k) aE 
di,. 
a 7zik7. 
(3.19) 
Furthermore, from equation (3.14) the derivative 
a Z! 
k) la (, kj) can be written, Wi'j 
(k) D 
zi, m -0 (k-1) (3.20) j, m 
w7ý ij 
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By substitution of (3.19) and (3.20) into weight change equation (3.17), it can be seen 
that the backpropagated weight change becomes, 
ýk) 
= 11 d 
ýk)o! k-l) (3.21) wi iIimJ, M 
m 
it is possible to find the delta vector by further application of the chain rule, 
a Oýk) (k) aE aE I'm di, m -a7 
=- k7-- k-T (3.22) 
ima zi'm i'm a 
ýl Z. oi I 
if the third, final layer of the network is considered, by differentiation of equation 
(3.16) it can be seen that, 
aE 
_= _(t. _ 0! 
3) ý (3.23) 
a oi(, 
37 J, M I'M) 
m 
hence by substitution of (3.23) into (3.22) the final layer delta vector becomes, 
a 0. 
(3) 
,1 
(3) 
= (ti'm - 0(3) 
I'm (3.24) "i'm i, m) a Zý3) 
I'M 
a Oýk) 
(k) is 
where tjn 
la 
ZLm the derivative of the threshold function, f, of layer k. The 
required weight change can therefore be found by substituting (3.24) into (3.21). 
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For an inner layer of the network, equation (3.24) is not true. It is instead necessary to 
evaluate aEla oý') at the considered layer. Consider the second layer of the network of I'M 
Fig. 3.2. aElaojý'. ) can be found by application of the chain rule such that, 
(3) 
aE aE a Zh, m 
ao 
(3) a 0072T 
m iý2 
) iý] h hIm m 
(3.25) 
However, every output neuron of the subsequent third layer is affected by a change in 
the weights of the considered second layer. Hence a summation over the output 
neurons of the third layer must be taken giving the result, 
(3) 
aE a Zh, m (3.26) 
DOT ý2)T=laZW--2T - 
t/JL' 
m 
oi 
mh i'm 
From equations (3.14) and (3.19) this can be seen to give, 
nic: 
ur, (3) (3) 
-ao-F2T , 
dh. 
MKj (3.27) 
i'm h 
Substitution of (3.27) into (3.22) gives the delta vector of the considered network 
layer as, 
ao 
(2) 
(3) (3) Ed h, m KJ 
Zi, 
2. ' 
h -a I 
(3.28) 
61 
Chapter 3 Theory of Cascaded Correlation 
This can be substituted into equation (3.21) to calculate the weight change of the 
second layer. The weight change of the first layer can be calculated in the same way 
as the second layer by substitution of the correct layer values into (3.28) such that, 
ao (1) 
2) (2) "' 
clz-- 
(3.29) 
This can be extended to a network of any size, by calculating the final layer delta 
vectors in the same way as the third layer of the considered network of Fig. 3.2. Inner 
layer delta vectors can be calculated in the same manner as the first and second layers 
of the considered network. Hcnce it is possible to detennine weight updates at any 
layer of the network. The size of the step taken at each iteration is controlled by the 
learning rate, il. If the learning rate takes a small value, the weights will change by 
only a small amount at each iteration. This provides a slow rate of convergence and 
also increases the possibility that the network will become stuck in a local minimum 
of the error surface. If the learning rate is too large, the chance of finding a local 
minimum is reduced, and the rate of convergence increased, but it is possible for the 
backpropagation to become unstable as ever increasing changes are made to the 
weights to attempt to bring the error to a minimum. In general it is best to choose a 
learning rate specifically for the network to be solved, such that the learning rate takes 
a magnitude that is chosen according to size and number of training images and the 
type of task to be performed [26]. 
In order to both increase the rate of convergence, and reduce instability, it is 
possible to use an adaptive learning rate [114]. If the network error of the iteration 
becomes less than that of the previous iteration, the learning rate of the subsequent 
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iteration is increased by multiplying the current learning rate by a number greater than 
unity, commonly 1.05. This occurs only while the learning rate remains below a 
maximum limit defined by the problem, thus increasing the rate of weight change. 
Iterations in which error is reduced are the most probable occurrence in a 
backpropagated network, meaning that the speed of the entire training technique is 
increased. If, however, the network error increases, the leaming rate is reduced by 
multiplication by a number less than unity, commonly approximately 0.7, resulting in 
a slower change in weights. 
3.5 OPTIMISATION OF THE CASCADED CORRELATOR 
Since the cascaded correlator is a special case of the generalised network of Fig. 3.2 it 
can be optimised similarly using error backpropagation. Each of the layers has the 
same number of neurons, L=N=.... and a set of shift invariant shared weights, hence 
each layer with N neurons or pixels has only N different independent weights. The 
backpropagation technique calculates a set of N2 weights at each layer, which 
converge to a shift invariant configuration due to a large number of training iterations 
with shift invariant data. This means that for each independent training image, a shift 
invariant set of N images must be applied to the network for optimisation such that for 
the single reference image vector, S= 
ISI 
I S21- *I SN 
]T 
the network is trained with the set, 
si SN ... S2 
S2 si S3 
S 
LSN 
SN-1 - sl 
(3.30) 
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The variable containing the number of vectors, M, includes all of these shifted input 
versions. It is possible to represent the cascaded correlator more efficiently by sharing 
the weights in the following way. 
A set of shift invariant weights wij = wi, lj, l = Wi+2j+2 = ... = wi+N-lj+N-I, all 
initialised at the same random level, can be represented as the single weight wj at each 
network stage. It can be seen that all weights in set wj must be changed by the same 
amount to retain shift invariance. This can be achieved by changing all of these 
weights by the vector sum of the contributions of backpropagated change of each 
weight in set wj such that 
(k) A W(k) +A W(k. 
) ++A W(k) wj Ij 2, j+l *** N, j+N-1 
=EA 
(k) 
-1 
Wn,. j+n-I 
n 
=11E, Ed 
(k) 
o 
(k) 
., n. m 
j+n-l, m 
nm 
(3.31) 
where delta vector d 
(k) 
remains the same as for the general network. This simplified n, m 
representation requires less computational effort, retaining N weights instead of N2 at 
each stage, which are already shared in the correct way, a dependence that does not 
require further optimisation. It is also necessary to introduce only the unshifted input 
instead of the full shifted input set, greatly reducing computation. The new algorithm 
is implemented in the same way as the standard backpropagation such that the weight 
change for the entire iteration is taken as the vector sum of the weight changes due to 
each input image, and can be combined similarly with adaptive learning rate 
techniques. 
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Since square law detection is to be used in optical implementation, the 
threshold function of the cascaded correlator must be symmetrical. The threshold 
function chosen for the purposes of this study is applied independently to the output 
of each neuron and takes the form, 
0, izl <T 
(3.32) f (Z) = 
11 
Z12, lzl>T 
where T is the threshold level. This threshold function simulates a simple case of 
optical implementation for the cascaded correlator, occuring such that a neuron is 
assigned a value of zero if the intensity at that neuron falls below T2. This is an 
intuitively chosen threshold function based on removing low level noise and sidelobes 
from the correlation plane, resulting in a more representative signal to pass to the next 
layer. 
During training, the threshold level remains constant at an arbitrary value of 
unity, as it is a simple matter to multiply all weights in the layer to recreate a different 
threshold level. As only weights are changed, there are less variables to optin-ýise, 
meaning that optimisation can occur more quickly. 
Such a threshold function introduces problems into the backpropagation 
optimisation regime for several reasons. These problems may be outlined as follows. 
The threshold function is discontinuous, unlike the differentiable functions for 
which the algorithm was designed, meaning that there are regions of the function 
in which the gradient aolaz is extremely large. Large gradients increase the 
probability of the optimisation becoming trapped in a local minimum of energy 
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[30], meaning that under this threshold function it is highly likely that a local 
minimum will be found. An increased number of layers increases the likelihood of 
finding a local minimum, but the more variables there are to optimise, the lower 
these local minima are likely to be compared to the global minimum [30]. It may 
be found that it is necessary to move a neuron output up the discontinuity to find 
the global minimum. It is possible that under the backpropagation regime this may 
not happen as there would be a large local increase in energy. 
2. A discontinuity may cause instability in the backpropagation algotithm in which 
small weight changes create much larger energy variations than those expected 
from a continuous function. 
3. There is also a region of zero gradient, meaning that the change of the weight 
variable wij due to the energy contributed by the considered neuron will become 
zero. Clearly this is undesirable when it is necessary to find the global minimum 
of error as this will limit the solutions that can be calculated. 
3.5.1 MOMENTUM 
To help solve the problems I and 3 of convergence at local minima, the lack of uphill 
energy movement and the lack of weight change in zero gradient regions of the 
threshold function, the concept of momentum [114] is used. Momentum is added to 
the network training routine by making the weight changes of the current iteration 
equal to the sum of a fraction of the backpropagated weight change and the weight 
. ). 
This fraction is known as the momentum change of the previous iteration, A w(, 
constant, g, and can be set to a value between 0 and 1, commonly at a high value 
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(approximately 0.9) for maximum effectiveness. The full algorithm for weight 
change at each iteration becomes, 
(k) (k) 
Wj(k) WýCý, 
j _, 
dm, 
nom, j+n-I 
nm 
(3.33) 
By adding momentum, the training technique responds not only to the gradient at the 
point of iteration, but also recent trends in gradient. In this way the weights may 
continue changing in the same direction even though this results in an uphill energy 
movement, making it less likely for the network to become trapped in a small local 
minimum and continuing to change the values of those weights caught in zero 
gradient regions. An addition of this kind could lead to network instability, if the error 
is inadvertently made too high. This is avoided by rejecting the weight changes 
entirely if the network error of the iteration increases above that of the previous 
iteration by a given ratio, in this case 1.04, based on studies by Vogl et al [114] in the 
literature. 
Momentum is not sufficient to completely eradicate the problems encountered 
using error backpropagation, hence it is necessary to combine the backpropagation 
with some other form of optimisation. In this case simulated annealing is used, to 
promote stability and find the global minimum of energy. 
3.5.2 SIMULATED ANNEALING 
Simulated annealing was introduced by Metropolis, Rosenbluth, Teller and Teller 
[115] as an iterative method for simulating the cooling of a solid to equilibrium. At 
iteration number k,,, a random change is applied to a system in a given state with an 
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energy of 
Ek, 
-1 , resulting in a new state. If the energy of this new state, E k, I is less 
than that of the former state, the new state is always accepted. If the energy of the new 
state is greater than that of the former state, the new state has a probability of 
acceptance that decreases with the increase in energy, but increases with a higher 
temperature, Ok, . This probability, P,, is defined by, 
=ex kOk. 
(3.34) 
where k is a constant, given in a physical cooling system by the Boltzman constant. 
In a cooling system of this kind, the temperature is continually decreasing, 
hence this acceptance probability decreases with time and the system finally reaches 
equilibrium. In order to represent a network optimisation in this way, it is necessary to 
define several analogous properties; an energy analogy, initial temperature and state, a 
method of making change, a temperature decrement rate, a way of testing the 
probability and a stop criterion [70]. These are defined as follows. 
The energy analogy of the network is the sum-squared error of the network, E k, I 
calculated at iteration k, using equation (3.16) the same as that calculated in the error 
backpropagation. 
The initial state of the network is decided by the initialisation of the network weights. 
The method of making change to the system is to add a small complex random 
amount to each of the weights at each iteration. 
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The stop criterion is given by the maximum number of iterations, K,, defined in the 
backpropagation routine, or the point at which the network error reduces below the 
predefined stop value. 
The probability of acceptance is tested against a random number, p, in the range 0: 5 p 
:51. A new value of p is generated for each iteration such that, if p :5P, the new 
weights are accepted and if p>P, the weights are rejected. 
The initial temperature of the system can be assigned an arbitrary value of unity. A 
value can then be assigned to the constant k that depends on the problem to be solved. 
Consider a cascaded correlator with L layers with the squaring threshold, and a 
training set of M images, each of N pixels. A change, iv, in a single weight of final 
layer L produces a change in each output element of the order of w2, due to the 
squaring threshold. The output energy of each of the MN output elements is therefore 
changed by the order iv 
4, giving a total energy change of the order MNiv 4. If a similar 
weight change in the previous layer is considered, there is an energy change of the 
order MN 51V8 in the output of the final layer, since the change of weights in an earlier 
layer propagates through the network. This means that, in order to maintain 
approximately the same order of probability in equation (3.30) irrespective of which 
layer of the network the weights are changed in, it is necessary to increase k moving 
towards the final layer. 
The schedule of temperature reduction varies with the function 
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O 
=0 k, 0 (3.35) 
where Ok, is the temperature at iteration number k,, 00 is the initial temperature, and 
K, is the total number of rationed iterations. This allows for the network to spend a 
large amount of training time at high temperatures. For a given uphill energy 
difference, the probability of acceptance decreases in a roughly linear fashion near the 
start of the schedule. The probability for a given energy difference will decrease from 
a maximum value at the first iteration to zero at the final iteration. 
Each iteration contains as many stages as there are layers in the cascaded correlator, 
such that the first layer is changed then calculations are performed, followed by the 
second layer and so on, each with its appropriate value of k. 
Simulated annealing is combined with the previously considered backpropagation 
technique, such that each iteration of the training process contains a backpropagation 
operation followed by a simulated annealing operation. A flow chart showing this 
process is given in Fig. 3.3. A backpropagation with simulated annealing of this kind 
will take typically of the order of 2x 105 iterations to converge with a training set of 
reasonably sized images of 64 x 64 pixels. This takes of the order of 60 minutes for a 
set of M= 100 images using a standard personal computer with Intel Pentium 11400 
MHz processor in Matlab 5. It must be noted that if the algorithm was implemented as 
an optimised C routine, there would be a significant increase in processing speed. 
it is sometimes the case that a single simulated annealing schedule will not 
converge to the global minimum of an error function. It is therefore beneficial to 
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make occasional restarts at the 'best' network recorded so far. This will give an 
increase in temperature, meaning that the network has more chance of moving out of 
any local minima which it has become trapped in towards the end of a previous 
schedule. A restart function of this kind has been integrated separately into the 
training of the cascaded coffelator as a standalone routine without backpropagation. 
This process can be repeated as often as required to reach global minimum. The 
global minimum is considered to have been reached when several repeated trials give 
approximately the same result, which does not vary with further iteration. 
3.5.3 SIMULATED ANNEALING WITH COSTING 
After a full optimisation of this kind has taken place, it is possible that there is a large 
variation between the peak heights of the outputs for different training vectors. This 
can be partially eradicated by performing a further simulated annealing routine with a 
costing function [116] such that the modified energy analogy, E, , takes the form, k 
-.. itj, noj, n 
ti. 
M- 0i'm 2mi OjL 
nj 
(3.36) 
This changes the emphasis of the optimisation process such that the variation of the 
peak heights of outputs for inputs within the same class is minimised. In this way, 
inputs that formerly had a weak output have an enhanced recognition performance 
and those with a strong output have a reduced performance, by effectively modifying 
the peak heights of the target outputs. This costed optimisation is used only until the 
peak output of each of the training inputs is above a value predeterniined by the 
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operator. The costed optimisation cannot be allowed to continue for too long, or used 
initially without uncosted optimisation, since further iterations make the resulting 
output look less like that required in the initial training data. 
An example experiment was performed with a two-stage cascaded correlator 
upon three normally distributed, zero mean, 8-bit grey shade images of 10 x 10 pixels. 
The target output for each image was a centrally located delta function with a height 
of unity. A cross section through the origin of this target output is shown in Fig. 3.4. 
Fig. 3.5 a) and b) show the optimisation progress and 'best' output of the network 
trained with the initial backpropagation and simulated annealing technique and 
allowed to continue for 104 iterations. Fig. 3.6 a) and b) show the optimisation 
progress and final output of a subsequent restart, allowed to continue for a further 104 
iterations. A reduction in the output energy of approximately 17% is noted for this 
amount of extra annealing. Fig. 3.7 a) and b) show the optimisation progress and final 
output of the network subjected further to the costed annealing for 104 iterations. The 
variation in the peaks is reduced to 0.05% compared to 31% for the previous example, 
by this small amount of costed annealing alone. The overall energy calculated by the 
initial metric of equation (3.16) is slightly increased by this costing by approximately 
4%. 
3.5.4 QUANTISATION ERROR 
In an optical implementation of a cascaded correlator, for each correlator module, two 
pieces of information must be displayed, the module input and the correlation filter. In 
a consideration of the display technology, it must be noted that both an SLM and a 
more rudimentary photographic slide may only be written at a finite quantisation 
level. Given that display technologies tend to become non-linear at the extremes, it 
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may be necessary to utilise only a small quantisation range in displaying the data to 
ensure reliability, thus introducing an error into the system when compared to the 32- 
bit computer simulated optimisation. Furthermore, the detection of each correlation 
introduces further quantisation and the possibility of saturation, reducing the accuracy 
of the simulated result. It is necessary to understand the effect of such a structured 
noise on the performance of the optically implemented cascaded correlator. To 
investigate the effect of this quantisation, an experiment was performed upon a 
cascade trained under 32-bit conditions. 
A two-stage cascaded correlator was optimised as previously described under 
a training set of 50,32-bit grey scale images of size 16 x 16 pixels each with a 
standard normal distribution. The required output for each training image was a 
central correlation delta function of unity on a zero field. Each of the input images, 
filters and correlations for both stages was resampled at a varying quantisation level, 
from I-bit to 31-bits. At each quantisation level, the first stage of correlation was 
performed for each input image, and following the threshold, the output was again 
resampled at the correct quantisation level. This image was then input to the second 
correlation stage, and the thresholded output noted. The comparative output for n-bit 
quantisation relative to 32 bit implementation was expressed as the percentage, p, 
where, 
, 
Ioi(32)-oi(n)l y 
p= 100 x oi (32) 
(3.37) 
where oi(n) is the output value of element i for a cascaded correlator using a n-bit 
quantisation level. 
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This was also applied to the output of the first stage of correlation to examine 
how quantisation error propagates through the system. Fig. 3.8a) and b) show the 
percentage quantisation error with varying bit levels for both one and two-stage 
cascade results respectively using an image size of 16 x 16 pixels. It can be seen that 
a single correlator has a relatively low quantisation error of approximately 4% at a 7- 
bit operating point. However, this is shown to propagate through the cascade to give 
an error of II% at the second stage. 
The experiment was repeated for a range of different image sizes using a 
quantisation of 7-bits. The variation of percentage error with image size at the second 
correlation stage is shown in Fig. 3.9. It can be seen that error is increased greatly by 
both an increase in image size and the number of cascaded stages. Due to this 
propagated error, as it is expected that a cascaded correlator will contain several 
correlation stages, it was deemed necessary to perform optimisation of the network 
under quantisation conditions actually required at the optical stage. This involves 
resampling weights in each iteration of the pure annealing restart phase and quantising 
correlation stages such that the highest peak due to the training set at each stage 
corresponds to saturation of the detector. This results in an increased computational 
load and results in a slightly reduced recognition performance (of the order of 0.5% at 
a 7-bit quantisation level for the same image sets). This is far more desirable, 
however, than the larger quantisation error of 11% that was present considering the 
cascaded con-elator calculated with a 32-bit optimisation using 7-bit implementation. 
3.6 THE CASCADED CORRELATOR AS A CLASSIFIER 
In order to predict the capabilities of the cascaded correlator as a classifier, it is 
essential to understand the decision boundaries that such a system provides. For this 
74 
Chapter 3 Theory of Cascaded Correlation 
reason the construction of these decision boundaries was explored for cascaded 
correlator networks of one, two and many-stages in an easy to visualise two- 
dimensional situation. The decision boundaries considered apply to the thresholded 
value at correlation origin when processed using the threshold of equation (3.32). 
A two element image vector [al, a2l, is considered. At the first stage of the cascaded 
correlation, the image is correlated with a filter function of the form [iv, (), w(1)1. This 2 
is represented graphically in a two-dimensional image space 11 with coordinates 
[al, a2l, in a region of limited size 0: 5 a,, a2: 5 X in Fig. 3.10. The correlation of the two 
vectors is illustrated as a dot product with the filter vector, creating a line cl passing 
(1) (1) through the origin with an argument of 0= tan-'(- ivi livý 
)at which the correlation 
magnitude is zero. The magnitude of correlation increases linearly as the 
perpendicular distance from this line. By applying the threshold function of equation 
(3.32), the decision boundary of Fig. 3.10 is produced. A false class area is created in a 
region at a perpendicular distance of up to threshold value T from the correlation line 
in the input space, where all values are zero. Outside this region, on either side of the 
false class area, the output value continues to increase equal to the distance squared 
from the correlation line. It is clear to see that two parallel linear decision boundaries 
are created within the region bounded by 0<a,, a2 < X, with the equations, 
IVI (1) a, 
T 
a2 
IV., coso 
(3.38) 
Further stages of the cascaded correlator can be modelled by considering the input 
space of each stage in the same way as that for a single stage. The input space, 12, Of 
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the second stage of the cascaded correlator has the co-ordinates [ o(l), o(l) ). These co- o12 
ordinates can be calculated as the output of the first stage such that, 
o(l)] f 
[a, a2 ][ 'VI(l) ]I 
=f 
aiv, ()+a,, lV2(, ) [0(1) 
a a, iv(') a iv(') +a wo 2221221) 
(3.39) 
where f is the threshold function. Thus o, (') takes the thresholded value of the distance 
of point [al, a2l from the zero correlation line cl, and o(l) takes the thresholded value 2 
of the distance of its shifted version [a2, aj from the line. This means that if either of 
the shifted set of input vectors fall within the false class region, at least one of the new 
(1) (1) 
coordinates o, and o. will take a zero value. Therefore the classification regions of 
first input space I, can be transformed to second stage input space 12. From equation 
(3.39), at any given point in 11 the corresponding co-ordinates in 12 are described by, 
2 ja, sin0-a, cos01 , 0,1 
2 jasin0-a, cos01 , 
ja, sin0 - a2 cosül >T (3.40) 
ja, sin0 - a2 COSOI< T 
Ia., sinO - a, cosOl >T (3.41) Ia2sinO - a, cosOl <T 
This means that several regions are introduced in the input space 11, as shown in 
Fig. 3.1 1, such that 
(1) (1) In regions A, C, D and F, both o, and 02 take a non-zero value. 
In region B, only o(l) takes a non-zero value. 2 
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In region E, only of') takes a non-zero value. 
In region 0, both o(l) and o(l) are zero. 12 
Each region must be mapped onto space 12 separately due to the hard threshold. 
Mirror image versions of regions in I, are translated into mirror images in 12 
correspondingly. 
If, for example, region A is considered as shown in Fig. 3.12, there are three 
boundaries, lines a, b and c, created by the decision boundary and the limits of input 
space I,. For each line, an equation in I, can be calculated. This can then be 
transformed to the equivalent line in 12 by using equations (3.40) and (3.41). For 
example, line a of region A has the form, 
al =O, 
T <a2: 5X 
coso 
(3.42) 
In the input space of the second layer [ o(l), o(') 1, this transforms to a new line a' with 12 
the corresponding equation, 
2() 2< 
o(l) < X2COS20 o(') tan T 02 1 (3.43) 
as shown in Fig. 3.13. If the process is repeated for each line bounding region A, the 
following curve equations are found 
Line b: a, = X, 0: 5 a, <X-T tanO sinO 
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2 
transforms to line b'- o(l) --x 
cos20 
,T2< 
0(1) < X2COS20 2 
tanO sinO I 
TXT 
Line c: a2 -,: a, tanO + 
coso , 
0: ý a, < 
tanO - sinO 
transforms to line c': o, () =T2, T2 tan 
2(): 5 0 
(1) <T+ XsinO(tan 20_1 2( 
tanO 
(3.44) 
(3.45) 
From these curves a new region A' can be plotted in the second stage input space 12, 
as shown in Fig. 3.13. This is repeated for each re ion such that in B', all o(l) 9, are zero, 
hence the region becomes a vertical line, and in region 0, all o(l) and o(l) are zero, so 12 
the region becomes a point at the origin. The full transformed space is shown in 
Fig. 3.14. The illustrated regions in 12 are the only areas which have corresponding 
defined co-ordinates within the limits of first stage input space I,. 
Once the second stage input space 12 has been obtained, the second stage 
correlation and threshold function may be applied. If the second filter vector takes the 
values [w 
(2) 
W 
(2)] 
the correlation will create a straight line C2 at a gradient W (an 2 F2 "I -T Wi 
angle of 0') through the origin Of 12. On thresholding at value V this defines true and 
false-class regions such as those for a single correlation in II as illustrated in Fig. 3.15. 
The two edges of the linear false class region become 
wi 
(2) 
o(1)+ 
T' 
M 
27 coso, 
(3.46) 
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The locations at which the decision boundary in 12 is incident upon the transformed 
regions A' to 0' from 11 define the corresponding decision boundary in 11. In Fig. 3.15, 
the upper decision boundary crosses regions B', C' and D' and the lower decision 
boundary crosses regions E' and F. This is therefore equivalent to the boundary 
crossing the corresponding regions in I,. If the points at which C2 crosses the 
boundaries of regions A' to 0' are known, these can be used to calculate at which 
points in space II these equivalent boundary lines are crossed, using equations (3.40) 
and (3.41). From this it is possible to plot several points in the original plane I, 
corresponding to the incidence of the decision boundary on each region boundary, 
creating a linear approximation of a two-stage decision boundary. An example of such 
a linearly approximated space I, is shown in Fig. 3.16 where a two-stage cascaded 
correlator is implemented such that [w(1) w(l)] - [-0.97,0.33], [w 
(2) 
w 
(2)] 
= [0.45, - 1A2112 
0.441, T=0.2 T' = 0.03 and limit value X=1. If the curve in 12 is sampled at many 
points as it crosses A' to 0', equations (3.40) and (3.41) can be used to plot the 
decision boundary through any region in I,. This has been performed by computer 
simulation to give the full input space I, which is shown in Fig. 3.17 for comparison. 
The true class region is the area in which output is greater than zero and is shown by 
the shaded areas in the input space. The whole of the decision space is shown since 
the other quadrants show some possibilities of the form of the cascaded correlator 
decision boundary under different weight conditions. It can be noted that a full 
decision space of this kind has 180' rotational symmetry around the origin. It can be 
seen that the linear approximation is reasonably accurate in the considered quadrant, 
and as such, the technique can be used as an approximation of how the decision of the 
cascaded correlator is implemented. It is shown that a large proportion of the decision 
boundary is curved. This is not the case in the regions B and E, because the curves of 
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C2 only cross the lines B' and E' once in 12, meaning that there is a linear solution to 
(3.40) and (3.41). 
Further stages of the cascaded correlator may be modelled in the same way, by 
transformation of co-ordinates into further input planes, which can then be traced 
back to the initial input plane. An example of the complicated boundaries that occur is 
shown in the simulation of a three stage cascaded correlator in Fig. 3.18 where the 
two-stage example previously considered has a further correlation stage with a filter 
vector of [w (3) W(3) [-0.4764,0.4169] and a threshold level of 0.003. It can be seen IP2 
that there are more discrete classification regions in the decision, of varying shapes 
allowing for a more complicated and therefore specialised decision function to be 
reproduced. 
If the decision boundary consideration is extended to further dimensions with 
more image pixels in the same manner, it is clear that the two-dimensional decision 
boundary is recreated in as many dimensions as there are pixels. The linear solution of 
the single correlation becomes a hyperplane, while the complicated boundaries of 
cascaded corTelators with more stages become even more complicated hypersurfaces 
in multi-dimensional space. These boundaries can be difficult to visualise, hence the 
discussion here is confined to the visualisation of two-dimensional boundaries. 
3.7 SUMMARY 
In this chapter, the cascaded correlator architecture has been introduced as a method 
of processing highly non-linear classifications in a system that is simple to implement 
optically. It has been shown that a cascaded coffelator must result if a feedforward 
neural network is required to produce a shift invariant result. The procedure and 
issues involved in the training of such a non-linear multivariate system have been 
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discussed in terms of both simulated annealing and neural network backpropagation 
techniques. Following training, the theoretical classification capabilities of the 
cascaded correlator have been investigated by considering the construction of the 
decision boundaries of a multi-stage system. 
In the following chapter, the classification perforinance of the cascaded 
correlator is investigated more thoroughly using digital simulation of sample 
classification problems. The performance of the cascaded correlator is compared with 
other standard statistical and optical classifiers for a range of theoretical and real- 
world classification tasks. 
j 
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Classification Performance of the 
Cascaded Correlator 
4.1 INTRODUCTION 
In order to investigate the capabilities of the cascaded correlator architecture, several 
computer simulations were performed on both theoretical and empirical data. The 
shift invariant discrimination and rotation invariance characteristics of the two-stage 
cascaded correlator were investigated under varying input conditions, and 
comparisons with optical pattern recognition systems were made. 
4.2 SIMULATION OF THE CASCADED CORRELATOR 
In a similar manner to the optical implementation proposed in the Chapter 3, digital 
simulation of the cascaded correlator takes place in correlation and thresholding 
stages. Correlation is calculated in the frequency plane by exploitation of the 
correlation theorem [48]. From equation (2.23), it can be seen that the inverse Fourier 
transform of a correlation of two images a(xy) and h(xy) can be calculated as the 
multiplication of the corresponding Fourier transforms A(u, v) and H*(11, v), where * 
denotes conjugation of the Fourier transform H(u, v). This can be simulated digitally 
using the discrete image vector notation defined in section 2.2, as the correlation, r of 
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N-element image vectors a and h, by the multiplication of the corresponding N- 
element vector fast Fourier transforms A and H*, such that, 
r=a(Dh *= IFFT[AH* 
j (4.1) 
where IFFT denotes inverse fast Fourier transformation. It must be noted that, in 
contrast to the optical implementation of such an operation, the correlation calculated 
by digital simulation is circular [481 and discrete. By performing an FFT, images are 
considered such that when the input is shifted, those pixels that move out of one edge 
of the input field are wrapped such that they reappear at the opposite edge. In an 
optical implementation those pixels that move out of one edge of the input field upon 
shifting are not wrapped and do not reappear at the opposite edge. This clearly creates 
differences in the outputs of the two systems, where the digital implementation 
provides wrapped circular correlations while the optical implementation provides a 
larger unwrapped non-circular correlation. The non-circular case can be simply 
represented in the digital simulation by zero-padding the input field and weights to 
twice the size in each axis to represent a zero background. 
It is a simple matter to perform an inverse Fourier transform and apply digital 
thresholding in order to gain the output of the current stage of the cascaded correlator. 
It is then possible to calculate the next stage of the cascaded cor-relator in the same 
way, and so on. For all of the simulations considered in this chapter, the cascaded 
corTelator is assigned threshold functions of the form of equation (3.32), and output is 
considered prior to the final threshold for comparability to other considered 
classifiers. 
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4.3 MEASUREMENT OF CLASSIFIER PERFORMANCE 
There are many different measurements available to consider the performance of a 
classifier. In optical classification, two of the most widely used metrics are the peak- 
to-sidelobe ratio (PSR) and signal-to-noise ratio (SNR) [117]. The PSR is the measure 
of the height of the classification peak at the location of the object to the size of the 
next highest peak in the output. This provides a measurement of how well the object 
is discriminated from the rest of the input scene. The SNR is a measurement of the 
strength of the peak compared to variation within the peak height across a range of 
inputs. Hence the SNR measures the reliability of the classification throughout a 
range of input conditions. 
It is clear that the PSR is not an adequate metric for the cascaded correlator. If, 
for example, an extreme case is considered, a discrete correlation peak may be 
obtained at the first correlation and threshold occurs above the level of the sidelobes, 
providing a first stage output of a single peak on a zero-field. A further stage of the 
cascaded correlator is clearly capable of performing an identity function upon this 
result giving a single peak on a zero-field in the output. A PSR measurement of 
performance would give an infinite result, which is clearly not representative of the 
general classification ability of the system. Conversely, if the SNR was measured 
across a range of input distortions, a more representative performance metric would 
be achieved. Hence the SNR has been used throughout this study as a measurement of 
cascaded correlator performance. 
In an optical correlator system, it is known that the SNR of the output can be 
calculated by [ 117], 
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SNR = 
E[r(o, o)]2 
(4.2) 
Var[r(0,0)] 
where E[] and Var[] denote expected value and variance respectively and r(0,0) is the 
correlation output at the centre of the input object. Since the cascaded correlator is a 
correlation system, the SNR is calculated in the form of equation (4.2) throughout the 
investigations presented here. 
4.4 STATISTICAL PERFORMANCE OF THE CASCADED CORRELATOR 
The classification of images based on known statistical disuibutions is a good 
measure of the overall discrimination capabilities of a pattern recognition system [7]. 
The optimum classifier for any system is the Bayes decision rule of the form of 
equation (2.6). In this study, the recognition performance of single-stage (single 
correlator) and two-stage cascaded correlator classifiers is compared to optimum 
quadratic and linear Bayes classifiers. This is performed for normally distributed true 
and false-class objects, w, and w2 respectively, across a range of first and second 
order statistics. Under normally distributed conditions, where differences in only first 
and second orders exist between classes, the optimum classification performance is 
obtained by implementing a quadratic Bayes classifier [7] of the form of equation 
(2.9). A linear classifier of the form of equation (2.8) is optimum if the differences in 
second order statistics of the two normally distributed classes are negligible and they 
differ only in first order statistics. 
It is known that a backpropagated neural network classifier may attain relative 
performance to the optimum Bayes classifier provided there are enough neurons in the 
hidden layer and sufficient training data is provided [118][119][120]. Therefore the 
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purpose of this study is to discover if, in a two-stage cascaded correlator, an equal 
number of hidden neurons to the number of input and output neurons is sufficient to 
approximate the quadratic Bayes classifier. The relationship between the classification 
SNR of linear and non-linear classifiers is also investigated. 
The problem considered is a shift invariant two-class discrimination problem 
as defined in section 2.3 in which an image vector a must be classified as a member of 
either true-class wl, or false-class w2. A shift invariant problem of this kind results in 
shifted versions of each of the original classes, such that the actual true-class of the 
problem remains the unshifted true-class wj, but the false-class becomes the sum of 
both unshifted false-class w2 and all shifted versions of w, and o)2, as illustrated in 
Fig. 2.3. 
In order to compute a simple quadratic or linear Bayes classifier for this shift 
invariant problem it is necessary to represent all of the false-class objects as an overall 
false-class object (02 ", which can be calculated by combination of all false-classes. 
Since the a-priori probability of each of the false-classes is the same, the mean M"2 Of 
the new mixture distribution (d2 takes the form, 
In 
M2 -Imi 
n j=l 
(4.3) 
where Mj is the set of means of (o2 and all shifted versions of (ol and (o2 and n is the 
total number of these objects. The mixture covariance matrix Y2 of class d2 is 
defined by, 
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x/ 
2 
1". 
dly-j+(Mj-M, 2xmj-M, 2yl 
j=l 
(4.4) 
Strictly, the mixture false-class does not have a normally distributed probability 
density function and the perfect classifier in the Bayes sense would be implemented 
as a piecewise classifier optimised to discriminate between each of the distributions in 
the false-class set. However, the purpose here is to design a single classifier and the 
assumption of a normal distribution is a reasonable approximation for such a task 
involving a large number of pixels and samples. This can be confirmed by 
measurement of parameters of sample actual and assumed combined false-class 
distributions. It is clear that such a formulation is unnecessary in the case of the 
cascaded correlator classifiers since the shift invariant function is inherent. Similar 
classification limits can therefore be imposed by requiiing a delta function output at 
correlation origin on a zero field for initial true-class object w, and a full zero field for 
initial false-class object (02, 
4.4.1 SEPARABILITY 
. If the statistical parameters of two classes can be defined, it is possible to calculate the 
separability of the classes, a metric that measures the ease of discriminating between 
the classes. A measure of the separability of two class distributions, w, and W2 with 
means M, and M2 and covariance matrices 11 and Y-2 respectively, is the standard 
statistic of Bhattacharyya distance, pt [7] which for normal distributions takes the 
form, 
ýt 7- 111 + 112 (4.5) 
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where, 
1 
(M2 
-M 
)T 
ZI +12 (M2 
-MI) (4.6) 
8[2 
and 
92- 
1 
loge 
2 (4.7) 
2 
in which II denotes the detenninant. The Bhattacharyya distance is an approilmation 
used in the calculation of the minimum obtainable error in the separation of two 
distributions by Bayesian means. For normal distributions, this gives a measure of the 
upper bound on the Bayes error [7]. The first term, gi, is primarily affected by a 
difference in mean between the two distributions, while the second term, 92, is only 
affected by a difference in the covariance matrices. Separation of the Bhattacharyya 
distance into these two terms can be used to measure the overall first and second order 
separability of the two distributions. In this study, the values of Bhattacharyya 
distance are calculated to find the separability of the two mixture class distributions 
o), and OY2 only, and not 0)2. 
Clearly, it can be seen from the two-dimensional examples in Fig. 4.1 that the 
positions of (ol and o)2 relative to the zero-spatial frequency line A through the origin 
in the direction of vector affect the recognition capabilities of a classifier. 
The closer (ol is to this line, the harder it is to separate the shifted versions of (ol from 
the unshifted (91, as these will occur closer together. Conversely, the closer w2 is to 
the line, the easier it becomes to separate all shifted versions of w2 from (ol as they 
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become grouped together. However, as it is still necessary to separate the shifted 
versions of w, from the unshifted (ol the position of o)2 does not have as much effect 
on the overall performance of the classifier. By considering the separability of the 
mixture distributions w, and (d2, the effect of moving (ol and w2 perpendicular to line 
A is taken into account. This means that it is possible to investigate all first and 
second order class distribution differences in this manner. 
4.4.2 TRAINING SET PREPARATION, CLASSIFIER DESIGN AND TESTING 
Each of the correlator classifiers was trained using two sets of random normally 
distributed images corTesponding to the two classes, (ol and w2. Initial trials found that 
there was relatively little difference (<3%) in SNR performance between training set 
sizes of 100 and 1000 images suggesting little change in the representation of the 
distributions. Subsequently, a set of 100 true-class images on a7x7 pixel grid were 
produced as a standard normal distribution with arbitrary additive mean, MI, at a unit 
distance from line A. A set of 100 false-class training images were also formulated 
from a standard normal distribution and the second order statistics were varied by 
repeated application of Gaussian smoothing using a 3x3 pixel kernel, resulting in an 
interdependence between pixels. The same mean M, was applied to the false-class 
images followed by the addition of a further displacement vector in order to vary the 
first order statistics. All images throughout this investigation were calculated to an 8- 
bit grey level quantisation. 
The separability of the two training class distributions was varied between 0: ý 
pt, :ý1 and 0: 5 92: 5 1. For each different pairing of separability values pt, and 92, a set 
of 100 false-class training images was created as described and independent 
classifiers of each type were formulated. For the purposes of this study, both 
89 
Chapter 4 Classification Performance of the Cascaded Correlator 
statistical classifiers were formulated without costing. Hence for the quadratic 
classifier of equation (2.9), the threshold takes a value tc = l0ge(PI/P2) where P, : -- P2 ": 
0.5. The linear Bayes classifier of equation (2.8) was formulated using the Fisher 
criterion [7] for simplicity of evaluation such that Cb = 0.5. The threshold constant vo 
of the linear classifier was detennined independently for each set of separability 
values by performing the experiment and finding the value of vo that gave the 
optimum SNR value. 
Test images were created independently in the same way as training images. 
Further sets of 100 images for each of true and false-classes were formulated for each 
Bhattacharyya distance. Each test image was introduced to each of the classifiers 
calculated at the corresponding separability. The SNR value for all classification 
systems is considered to be that of equation (4.2) which in this case becomes the ratio 
of the square of the mean difference between unshifted true-class and all false-class 
output values to the variance in the unshifted true-class output value. That is, in the 
case of the cascaded correlator, the unshifted true-class result is the output value at 
correlation origin. The false-class results are therefore the remaining pixels in the 
true-class output field and all pixels in the false-class field. In the case of the Bayes 
classifiers, it is necessary to address the classifier separately with each shifted image 
to obtain these outputs. 
The SNR results obtained from the classifiers are outlined in the following 
section. 
4.4.3 RESULTS OF STATISTICAL INVESTIGATION 
The output of a typical two-stage cascaded correlator for a classifier trained and tested 
for sample images with a class separability of ji, = 0.25, g2 = 0.1 shown in Fig. 4.2. for 
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both true-class and false-class non-training test images. At these values of 
separability, the output corresponds to an SNR value of 17.6. It can be seen that in the 
output of the true-class classification there is a sharp correlation peak at the origin, 
while there is no distinct classification peak in the case of the false-class image. It 
would not be possible to obtain a true-class peak of this kind without the initial 
addition of arbitrary mean to both training sets as the sample test distributions would 
have no position in space, hence any measure of shift in the input image becomes 
arbitrary. The peak does not actually reach a value of unity and there is a significant 
noise floor present. This is mainly due to the fact that each class distribution is only 
represented by a finite number of 100 images. It would take a very large number of 
sample images to fully represent any statistical distribution. Larger numbers of 
training images, however, would result in increased computational overhead during 
training of the cascaded coffelator, leading to restrictive training times. The noisy 
nature of the output suggests that a large amount of information passes through the 
threshold between the correlation stages of the two-stage cascaded correlator. This 
implies that the important characteristic information describing the classes is passed 
on to the subsequent correlation layers while less important data and noise is removed 
at the threshold stage. 
The relative performance of the two linear classifiers with varying values of 
both gi and g2 is shown in Fig. 4.3. It can be seen that the classifiers have a similar 
performance throughout the studied range of separability, as both insert a hyperplane 
decision boundary into object space. The difference between the two outputs is due to 
noise and the different representations of false-class w2'. The performance of the 
single layer cascade is also marginally better than that of the Bayes classifier due to 
the fact that the correlator is linearly optimised for the training data, while the Bayes 
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classifier uses the non-optimal Fisher criterion. Full optimisation of the Bayes 
classifier would require an iterative means to find the best combination of covariance 
matrices in the linear sum of equation (2.8) [7]. 
As expected, the recognition performance of both linear classifiers is shown to 
improve greatly, roughly linearly with an increase in first order separability. There is 
also some increase in classification SNR with the second order separability. It is, 
however, important to note that the effect of the first order separability is much 
greater than that of the second order. This can be considered in object space, as an 
increase in the first order separability is equivalent to physically distancing the two 
distributions in space, while an increase in second order separability is equivalent to 
changing the shape of the distributions. It is a much simpler task to differentiate 
between substantially separated distributions with a hyperplane boundary than those 
simply of a different shape. 
The classification SNR of the two-stage cascaded correlator and the quadratic 
Bayes classifier with varying ýti and g2 is shown in Fig. 4.4. In conditions under which 
there is no separability of the second order present, the cascaded correlator shows 
roughly the same SNR and has roughly the same overall linear function as the single 
correlator. This may be expected to some extent, because a linear solution is near 
optimum for separation of the two unshifted distributions (01 and 0)2. More 
importantly, for both non-linear systems, the SNR increases markedly with an 
increase in 92 for all values of [tl. This shows that both the cascaded correlator and 
the Bayes system have the capability to classify a distribution based on both first and 
second order statistical information. This relates to a non-linear decision boundary 
allowing for easier classification between class distributions of different shapes. It can 
be seen from the plot of classifier SNR difference in Fig. 4.4b) that the SNR of the 
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cascaded correlator due to second order separability is at least 80% of that of the 
quadratic Bayes classifier across the studied range. 
4.4.4 CONSIDERATION OF DECISION BOUNDARIES 
To further investigate the relative classification performance of the two-stage 
cascaded correlator to that of the quadratic Bayes classifier, examples of the decision 
boundaries of the two systems were found in practice and are shown in Fig. 4.5. For 
simplicity of visualisation the statistical simulations have been repeated using images 
of only two pixels, of the form [aj, a2jT , to give a two-dimensional representation in 
the decision plane. The boundaries were constructed by using a sample set of image 
distributions with the statistics 
M, = 
1.7 
z 
[0.205 0] 
andM2 = 
[2], 
Y, 2= 
[0.216 0.159 [4.2_ 
0 0.205 4 0.159 0.216_ 
giving the first and second order Bhattacharyya distances gi = 0.597 and g2 = 0.297 
respectively. The class distributions are plotted in the diagram up to one standard 
deviation from the mean. Shifted versions of the class distributions are also plotted to 
show the shift invariance property of the non-linear classifiers. For this two- 
dimensional case, these are found by reflection of (ol and a)2 in the line A: a2 = a, as 
before. 
It can be seen that, as expected, both classifiers have a non-linear decision 
boundary, the dashed Bayes classifier boundary resulting in a quadratic decision 
curve. The correlator cascade produces a boundary comprising several sections that, 
although linear on first inspection, are not linear in practice as discussed in section 
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3.6. Within the important area of classification, approximately one standard deviation 
from the class mean, the cascaded correlator produces an approximation to the curve 
of the Bayes classifier. This is shown as region R1 in Fig. 4.5. Although there is a 
significant departure in the decision boundaries in other regions, there is a very low 
probability of a sample occurring in these areas and this accounts for the similarities 
in the performance of the classifiers. It is reasonable to expect that further stages in 
the cascade will provide a more complex boundary consisting of many linear and non- 
linear segments and the classification performances should then exceed the quadratic 
Bayes for shift invariant pattern recognition due to the superior class representation. 
4.5 DISTORTION INVARIANCE CONSIDERATIONS 
In a practical classification environment, it is not possible to predict exactly how an 
input object will be introduced to the classifier. An image is usually subject to some 
form of distortion compared to the reference supplied in the formulation of the 
classifier. In order to identify even a relatively simple three-dimensional object, it is 
necessary to take into account possible distortions due to scale, position and rotations 
of the object in the field of view. For example, in a military application it may be 
necessary to identify a tank from a top-down battlefield map. The compass direction 
in which the tank faces and the height of the land can produce changes in in-plane 
rotation and scale of the target respectively, while the gradient of the landscape may 
produce an out-of-plane rotation of the tank. Clearly any workable classification 
system for this problem must be able to recognise the target irTespective of any of 
these changes. Since the introduction of some distortion invariance is critical, a great 
deal of consideration has been given to this problem in the fields of both optical 
correlation and neural network pattern recognition. 
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It has been described previously that the correlation operation prevalent in the 
field of optical pattern recognition is inherently shift invariant. However, further 
invariances can be introduced to such a system in a variety of ways. Commonly, 
distortion invariance is introduced into a correlation system by formulating the filter 
using a sample set of possible distortions of the reference image. As discussed in 
section 2.7, many filter algorithms are available that use training input in this way 
[711, some of which are specifically formulated to provide generalisation to a 
correlation, for example the minimum variance synthetic discriminant function 
(MVSDF) [66] and Gaussian minimum average correlation energy (G-MACE) [68] 
filters. The use of training images was investigated extensively by Kumar and 
Pochapsky [651 in the case of the equal correlation peak synthetic discriminant 
function (ECP-SDF) filter. It was found that by varying the size of the training set, it 
is possible to introduce generalisation to the system at the expense of discrimination, 
since the filter becomes cluttered. 
A common method of introducing an invariance. to an optical correlation is to 
produce a correlation filter which contains features which have the desired invariance 
properties, generated from the reference image. This can be performed by considering 
the reference image s(xy) as an infinite sum of orthogonal components each having 
the desired invariance property such that [121], 
S(X, Y)= ism(xy) M=- 
(4.8) 
where sm(xy) is the M'th invariant harmonic of s(xy). A correlation filter can be 
generated containing a single member of this harmonic sum. When the reference 
object is present in the input scene, the central correlation peak output contains the 
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autocorrelation only of the harmonic component contained in the filter. Hence the 
correlation peak retains the invariance characteristics of the harmonic. However, by 
considering only one of the harmonic components of the reference image, a large 
amount of information is lost resulting in poor discrimination, with many false peaks 
and misses [122). A common example of harmonic decomposition is the circular 
harmonic component (CHQ [123] which is used for rotation invariance. The circular 
harmonic representation can be written by expressing the reference image in polar co- 
ordinates as s(rO) where r and 0 are the radial and angular co-ordinates respectively, 
Hence the harmonic sum takes the form, 
s(r, o)= Zsjrýxp(jmo) 
M=- 
(4.9) 
where the M'th circular harmonic sm(r) can be calculated from the reference image as, 
2n 
sm 
f s(r, Oýxp(- jMOýO 2n 0 
(4.10) 
If a rotated version of the reference image, s(rO+AO), is introduced to a correlator 
matched to a single harmonic, the resulting central correlation output r(0,0) can be 
written, 
r(0,0) = 2nexp(jMAO)jrjs,, (rj2dr 
0 
(4.11) 
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It can be seen that the intensity of the correlation peak remains invariant to the 
rotation of the image, giving a shift and rotation invariant result. Despite this, it must 
be noted that the phase of the correlation peak is not invariant with respect to rotation. 
In order improve the discrimination of such a system, it may be attempted to include 
more than one harmonic component in the filter. By adding extra components, 
however, a sum of complex vectors is achieved in the central correlation output 
resulting in rotation variance [121]. Casasent et al [122] formulated filters with 
rotation invariance over a small range of rotation by combining a small number of 
harmonic components using MACE techniques with promising results. Greater 
discrimination can be achieved by using filters with single harmonic components by 
several methods. Such a result has been obtained by use of the combination of the 
outputs of piecewise implementation of several filters containing different harmonic 
components [124)[125]. Phase only circular harmonic filtering has also been 
demonstrated as a method of improving discrimination by Yau and Chang [126], 
while Ravichandran and Casasent [1271 provided a sharp correlation peak by 
requiring a MACE filter to be circularly symmetric. Harmonic solutions are available 
for other distortions, for example the Mellin Radial Harmonic [128] for scale 
invariance. Similarly to the CHC only a single component of any set of harmonics can 
be used to retain distortion invariance. 
A further method of introducing distortion invariance while retaining 
discrimination is to employ a co-ordinate transform. A co-ordinate transformation is 
applied to map the original co-ordinates onto a space that has the required invariance 
characteristic. An example of this is the logarithmic-polar Mellin transform [1291. 
Under the Mellin transfon-n, a system with co-ordinates (xy) is mapped onto a new set 
of co-ordinates (x, y') which can be defined, 
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x'=In(r)=In(x'+y' (4.12) 
y'= 0= tan' (4.13) 
(Y) 
where x= rcosO and y= rsinO. Scaling the image in the original co-ordinate space 
by a multiplication factor ot and rotating by AO produces the input co-ordinates, 
x= cc rcos(O+AO) 
y =cc rsin(O+AO) 
Applying the co-ordinate transform of equations (4.12) and (4.13), 
(4.14) 
(4.15) 
1 
In(x 
2+Y2 Y2= In([(xrcos(0 + AO)]2 +[ccrsin(O+AO)]' In(ccr) = in(cc)+in(r) 
Y'= tan-'(-L) = tan-' 
arsin(O+AO) 
=O+AO 
x ccrcos(O+AO)) 
(4.16) 
(4.17) 
Hence a scaling of the input produces a shift in the x-axis and a rotation produces a 
shift in the Y-axis, meaning that the classifier becomes scale and rotation invariant. 
However, by applying such a co-ordinate transform, shift invariance is removed, since 
applying a shift creates a multiplication in the new co-ordinate space. In order to 
create a workable system, the input to the co-ordinate transform must be made 
position invariant, for example by considering the power spectrum of the input. The 
transformation of equations (4.12) and (4.13) has been implemented by both 
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electronic [1301 and optical [131] processing of the Fourier transform of the input. 
Since the entire image is considered, the discrimination of the correlation is greatly 
enhanced compared to harmonic formulations. Further co-ordinate transformation 
techniques such as log-log transfori-nation [132] and hardware solutions such as the 
wedge-ring detector [18] are available for considering invariances to different 
distortions. In each case shift-invariance is lost by application of the transformation. 
Both shift invariance and discrimination ability can be retained by 
implementing a piecewise classification system. In the optical correlator this can be 
achieved by simply moving the input or filter. For example, in a corTelator, it is 
possible to rotate the correlation filter in time [132]. If the temporal output of the 
correlator is considered, the correlation will remain the same for any rotated input, but 
the amount of input rotation determines the shift in the time axis. Similarly the system 
remains shift invariant since a shift in the input produces a similar shift in the output. 
However, such a rotational motion requires an accurate mechanical movement, and 
instantaneous classification is not possible. In general such piecewise systems demand 
more complicated equipment for implementation, which may prove prohibitive in real 
world conditions. Further examples of piecewise distortion invariance include moving 
the input along the optical axis, producing a scale change of up to 20% [129], and the 
use of correlation with white light [133]. By using white light correlation, a scale 
change produces a shift in the wavelength at which the required correlation appears. 
Neural networks also suffer from the problem of distortion variance. It is 
possible to implement distortion invariance in neural networks by using similar 
techniques to those applied for optical correlation. Networks trained using a large set 
of distorted images and co-ordinate transformations [261 are commonly reported in 
neural network systems. However, it is also possible to build invariance into the 
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network by sharing weights [26], reducing the need for a comprehensive training set. 
It has already been discussed that special forms of shared weight network are required 
to implement a shift invariant or position invariant network. Such formulations are 
also available for other distortions, by using a high order neural network (HONN) 
[25]. For example, a purely third order network taking the form of only the third order 
terms of equation (2.17) can implement a position, rotation and scale invariant 
classification [41]. Each output neuron of the third order HONN considers a weighted 
sum of all different combinations of products of sets of three input neuron pixels. 
Each set of three pixels can be considered as the vertices of a triangle in the image, 
and the angles in this triangle can be defined as (x, 0 and y. For any set of three pixels 
where the same angles occur in the same order (i. e. moving clockwise from the first 
angle, (xpy, Dy(x or yocp, but not (xyp, P(xy, or y0a), the weight connecting them to a 
given output neuron is assigned the same value. Hence the weight connecting the 
three pixels to the output is unaffected by the distance between pixels (scale) the 
orientation of any two pixels (rotation) or the position of the pixels in the input. The 
invariance applied by an HONN in this way is analogous to position invariance in that 
the output does not change based on position, scale or rotation [41]. Once more, each 
order in the network must be invariant in the required distortion to demonstrate 
overall invariance. 
Clearly it is difficult to devise a network which can provide full shift 
invariance along with further distortion invariance without producing a discrimination 
trade-off such as that seen in the case of linear optical techniques. Since distortion 
invariance may be required in the cascaded correlator, an investigation was made into 
the performance of a rotationally invariant system, formulated using training set 
methods. 
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4.5.1 ROTATION INVARIANCE OF THE CASCADED CORRELATOR, 
In order to investigate the distortion invariance characteristics of the cascaded 
correlator, a study was performed to measure the in-plane rotation invariance of the 
two-stage cascaded correlator. The experiment was undertaken comparatively to the 
theoretical results reported for the single ECP-SDF filter by Kumar and Pochapsky 
[65]. In a similar manner to the work of Kumar and Pochapsky, rotation invariance 
was introduced to the classifier by using a training set containing a number of equally 
spaced rotated images. Classification performance was compared across a range of 
input image rotations for varying sizes of training set. However, where the ECP-SDF 
provided theoretical results, it is necessary to perform a simulation of the cascaded 
correlator due to the high non-linearity of the classifier, rendering a theoretical 
solution difficult. Throughout this experiment, only in-plane rotation is considered as 
an image distortion. 
4.5.2 IMAGE MODELLING AND TRAINING SET PREPARATION 
The work of Kumar and Pochapsky using the ECP-SDF takes the following format 
using similar notation. In order to study the rotational characteristics of a 
classification system, the presence of a known image vector s(x) is to be detected 
perfectly centred in a scene vector a(x) with additive noise vector n(x), where x 
represents the two-dimensional pixel co-ordinates (xy) of the image. n(x) represents a 
normally distributed white noise distribution of intensity cri 
2. With no in-plane 
rotation present, the scene can be described as [65] 
a(x) = s(x) + n(x) (4.18) 
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With the single image s(x) to be detected, optimum output SNR is obtained by the use 
of a filter matched to s(x) [65]. However, although this is the optimum filter for the 
desired scene with additive white noise, if the input scene contains an in-plane rotated 
version of s(x), the performance of the correlation quickly degrades [60]. The ECP- 
SDF algorithm represents this rotation as a set of M rotated training images s(x) = 
[SI(X)i SAX)i ... I SM(X)]T . 
The resulting filter is a weighted sum of the input images, 
which gives an equal peak of unity for each training image at the origin of correlation 
at the output. The filter function, h(x) of the ECP-SDF can be described by equation 
(2.34). 
It is necessary to consider similar image models to those used in the ECP-SDF 
study in order to perform a quantitative comparison with the simulation of the 
cascaded correlator. Of the image models considered in the ECP-SDF study, those 
with Gaussian and exponential autocorrelation functions in circular apertures, the 
model with an exponential autocorrelation function has been chosen, which shows the 
sharpest degradation in response to image rotation. The autocorrelation r(T) for this 
model is desciibed by, 
r(r) = E,, exp A 
(4.19) 
where, r is the (vector) displacement variable in the autocorrelation plane andr., and Ty 
are orthogonal components of this vector. A is determined by the bandwidth of the 
image, a larger bandwidth resulting in a smaller A and vice versa, and Eo is the 
average power of the image. If the image bandwidth is defined as the ratio of total 
expected image energy at all spatial frequencies of the autocorrelation to the expected 
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image energy at the origin, the space bandwidth product (SBWP) of an image of size 
NxN of the exponential autocorrelation model becomes [65], 
2 
SBWP = 4Y 
(4.20) 
Under in-plane rotation, the training image s(x) can be represented in the input image 
as s(Ax) using the co-ordinate transform A, such that, 
r coso sin 0 
L-sinO cosO] 
(4.21) 
where 0 is the angle of in-plane rotation. The input plane can thus be described as, 
a(x) = s(Ax) + n(x) (4.22) 
Hence each of the M rotated images in the training set can be represented as a rotation 
of the undistorted object using a different distortion matrix, as si(x) = s(Aix), such that 
the training set becomes, 
S(X) «"": 
[sl (X), 
S2 
WIS3 WI-Ism (X)]T 
= [s(Alx), s(A2x), s(A3X)1..., s(Am Xf 
(4.23) 
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Using the definition of SNR for an optical correlation system of equation (4.2), under 
the conditions of an ECP-SDF with stationary zero-mean Gaussian distributed 
training images under rotated conditions, it was found that [65] 
T (X)ý 
., 
IE[s(Ax 
SNR xy 
cri 
2cT 
E[Rý 
(4.24) 
where E[] is the expected value, c is the column vector of correlation peak magnitudes 
and R is the correlation matrix of the ECP-SDF filter such that, 
_. JS( 
R=I 
Iw (X) (4.25) 
xy 
From equation (4.23) each element of R can be calculated as, 
.., 
js(Ajxý(Ajx) (4.26) Rij =1 
xy 
Sums in equations (4.24), (4.25) and (4.26) are taken across the circular input 
aperture. Kumar and Pochapsky [65] show that the expected value of element Rij 
takes the form, 
E[Rij]=-- 
Ai -Aj T, Ty 
(4.27) 
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where the sum is calculated over the correlation plane. Hence it is possible to 
calculate the SNR degradation due to image rotation under ECP-SDF processing by 
using equation (4.27) to find both numerator and denominator of (4.24). 
In the case of the highly non-linear cascaded correlator there is not a simple 
formulaic representation of SNR, making it necessary to undertake a full digital 
simulation of the optical correlation model. To retain equivalence between the two 
studies, the cascaded correlator was trained with the same set of rotated images s(x) 
using the training method described in section 3.5. In both cascaded correlator and 
ECP-SDF studies an input image energy proportional to the area N2 and a noise 
intensity of (y, 2 =1 is assumed. The average image power is arbitrarily set to Eo = 0.01 
and the set of images considered was that containing those images of SBWP = 1000. 
This was achieved by using 50 x 50 pixel, 7-bit images in circular apertures. 
For each of 100 repeated trials, one training image conforming to the 
exponential autocorrelation function model described above was formulated within a 
circular aperture. A normally distributed zero-mean random image (white noise) with 
a standard deviation of 
VEO/N2was 
used to model a wide-band signal that 
corresponds to the worst case image for distortion variance. Initial tests found that the 
autocorrelation calculated from images formulated in this way varied by at most 5% 
rms error from the image model. Hence, test and training images for the cascaded 
correlator were created using nonnally distributed objects of this kind. 
Each image was digitally rotated M times spread evenly within the full 3601 
rotation range to provide a uniform sampling in angle throughout the M image 
training set. Both classifiers were tested using a varying number of training images M 
= 1,2,6,12,24,72,180 spread evenly over 360'. 
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The two-stage cascaded correlator was trained such that a unit magnitude delta 
function is output at the nominal centre of the input image aperture for each member 
of the training set. Training progress was interrupted in each trial when the sum 
squared error (SSE) of the training image output reached a point where, 
SSE = 0.09MN (4.28) 
In this calculation, the multiplication MN 2 represents a value proportional to the total 
power in the training set. The constant was chosen as an adequate value after initial 
testing. It was found that without this interruption, for image sets of M<13 it was 
possible to provide a cascaded correlator in which the first correlation stage results in 
a single peak above the noise floor, which via the inten-nediate threshold gives a 
perfect recognition. Under these circumstances, the second correlation stage becomes 
a trivial peak location function. It is clear that such a cascaded correlator would not be 
adequate for a more general study of rotation invariance in cascaded correlators, and 
an extreme example of the performance of a cascaded correlator trained in this way on 
a single image training set is shown in Fig. 4.6. It can be seen that there is a distinct 
peak in performance of approximately IOdB with no image rotation present, but this 
drops to a very low value of SNR of -70dB almost immediately upon rotation. 
Conversely, allowing a larger output error in the training of the cascaded correlator 
results in poor recognition, with low SNR values for even the unrotated input. 
Although the result is more stable under rotation of the input, the output is never high 
enough to recognise the object. The values chosen in equation (4.28) allow some 
adequate convergence of the cascaded correlator, providing a clear peak in the output 
without the inherent trivialisation of the optimised cascaded correlator. 
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After training, a second set of digitally rotated images were calculated. The 
separation between the images in the set was a J. ' rotation and the normally 
distributed zero-mean white noise of intensity Cy, 2 =1 was added. This means that the 
standard deviation of each pixel in the noise vector is (YiIN. Each of these images was 
input to the cascaded correlator and the resulting correlation peak r(0,0) noted. It was 
necessary to perform this correlation a number of times, in this case a set of 100 
repeated experiments with varied noise sets, in order to evaluate the values E[r(0,0)] 
and Var[r(0,0)] as a sample realisation of the set of possible cascaded correlation 
results. There is little reason to implement a pattern recognition system that sustains a 
given output across a range of distortion if that system does not discriminate between 
different objects. The capability of the cascaded correlator to discriminate objects was 
tested by formulating a further set of 100 false-class images in the same manner as the 
training set. The true and false-class images were applied to the cascaded correlator 
for each formulation, and the discrimination metric, D, was calculated as, 
D 
(0,0) - r, 
(0,0) 
r, (0,0) 
(4.29) 
where rt(0,0) and rKO, O) are the correlation peak values for the true and false class 
inputs. Hence the discrimination was measured as the ratio of the difference between 
true and false-class peak values to the true-class peak value. A value of 1 corresponds 
to a zero peak in the false-class correlation, while a value of 0 corresponds to an equal 
correlation peak in each class. The cascaded correlation is considered to fail when D= 
0.5, at which point the false-class peak becomes half that of the true-class peak, since 
it becomes difficult to provide reliable classification. 
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4.5.3 RESULTS OF ROTATIONAL DISTORTION 
The SNR results were evaluated by following the procedures outlined above. If a 
single experiment with only one rotated set of images is considered, the non-linearity 
of the cascaded correlator system leads to irregular SNR profiles across the measured 
range of rotation, as shown in Fig. 4.7. It is only when the average result of a large 
number of experiments is taken that a trend can be seen in the rotation performance. 
As such each of the following graphs show the average results obtained over a set of 
100 experiments of the type described above. It must be noted that the results of the 
ECP-SDF experiment by Kumar and Pochapsky will be slightly improved compared 
to those of the cascaded correlator experiment due to the theoretical nature of the 
output. 
Fig. 4.8 shows the mean SNR for the 100 cascaded correlator simulations as a 
function of the rotation angle, 0, of the input for three different training set sizes, M= 
1,12, and 72. A range of 180' is considered because the average SNR response is 
approximately an even function. In the case of M=1 it can be seen that the optimal 
SNR of the cascaded correlator is 7dB which is achieved for an input upon which no 
rotation, 0=0, is applied. It would be expected for a conventional MSF with additive 
noise of intensity Cr2 =1 to provide an SNR of lOdB with no rotation, but the 
suboptimal cascaded correlator training of equation (4.28) and the squaring in the 
central threshold of the cascaded correlator accounts for this decreased value. The 
SNR of the -cascaded correlator does not decrease significantly for rotations of less 
than 150. Above this value, however, the performance degrades significantly reaching 
a minimum SNR of -67dB at 180', the midpoint of training set images for M=1, the 
equivalent of 1 training image every 360' under rotational conditions. The total 
variation in SNR across the range of 0 is approximately 74dB. 
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This suggests that for small (<15') rotations, approximately the same 
information is allowed past the threshold to the second stage, giving only a small 
change in SNR performance. It is found that, given the described training regime, the 
information at the first stage output of the cascaded correlator becomes spread across 
the con-elation field rather than concentrated into peak regions. Hence the second 
stage output exhibits a tolerance to distortions. An example of a first stage output for a 
single image training set is shown in Fig. 4.9. 
As the rotational distortion increases, essential information drops below the 
threshold and erroneous data rises above the truncation level, leading to an increased 
degradation with large rotation. As the rotation approaches the limiting case in which 
the rotation is the midpoint of training set images, in this case at 180', distortion due 
to small rotations relative to the difference between training set images reaches a 
minimum, hence the rate of degradation in SNR becomes less. 
Examination of the two further results in Fig. 4.8 for M= 12 and M= 72, 
shows the same pattern of SNR degradation. Oscillation occurs since the SNR is 
maximum when the system is tested upon one of the images in the training set, and 
minimum at intermediate rotations. The maximum SNR reduces with an increase in 
training set size to a level of -5dB for M= 72 while the minimum SNR increases to 
approximately -12dB for M= 72 from -67dB for M=1. Hence, for the training set M 
- 72, there is only a variation of approximately 7dB over the entire range of 0. 
If the worst-case SNR is plotted over the range of M for a single image SBWP 
of 1000 as shown in Fig. 4.10 it can be seen that the improvement in the worst-case 
SNR becomes less as the value of M increases. As such, there is a limiting SNR that 
does not improve with M suggesting that after the threshold the residual signal is the 
part of the image that exhibits circular symmetry. Under the given image conditions, 
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this limiting SNR has a value of approximately -7dB when M= 90. 
In comparison, the SNR obtained by Kumar and Pochapsky [65] for the 
exponential autocorrelation image model over a range from 0= 0' to 180' for M=1, 
12 and 72 can be seen in Fig. 4.11. It can be seen that the best-case SNR of the 
cascaded correlator is inferior to that of the ECP-SDF for small values of M due to the 
SNR optimality of the matched filter, but increases above that of the ECP-SDF with 
large values of M, due to the non-linear threshold applied at the intermediate layer of 
the cascaded correlator. It can be seen that at a value of M=1, there is a difference of 
(cascaded correlator result - ECP-SDF result) in best-case SNR of approximately - 
3dB, which increases to 2dB at M= 12 and 3dB at M= 72. These values correspond 
to approximately 4%, 5% and 43% of the peak to peak variation in the SNR of the 
cascaded correlators at these values of M respectively. 
The worst-case SNR of the cascaded correlator is slightly inferior to that of the 
ECP-SDF by about 5dB for the case of M=1. It can be seen, however, that at greater 
values of M, the worst-case cascaded correlator SNR rises to meet that of the ECP- 
SDF, providing a similar classification performance over most of the range of 
rotation. At M=12, the worst-case SNR of the cascaded correlator is approximately 
6dB lower than that of the ECP-SDF, but this reduces to approximately OdB 
difference for M=72. It is clear that, for a reasonable training set size, the cascaded 
correlator has the capability of equivalent rotation tolerance at large rotation angles 
when compared to that of the single ECP-SDF. 
Importantly, it can be seen from the profile of the curves in Fig. 4.8 that the 
SNR of the cascaded correlator degrades more slowly with small rotations than the 
ECP-SDF, hence the detection capability of the cascaded correlator remains good 
across a larger range of rotation. This means that the cascaded correlator system is 
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ideal for implementation as part of a piecewise system, with a multiple combination 
of filters trained to work at different operating points utilised for more thorough 
detection over the full 360' range of rotation. For example, under the conditions of M 
= 12,4 separate cascaded correlators could each be trained with sets of 12 images 
where each image in the set is separated by a 30* rotation. By creating a further 
rotation of 7.5' between the training sets of each subsequent cascaded correlator, 
there would be peaks in the SNR intermediate to those shown in Fig. 4.8 for M= 12. 
Hence an output would be obtained in which one of the cascaded correlators would 
always detect a signal with an SNR above OdB. The ECP-SDF under similar 
conditions with M= 12, does not return an SNR above OdB. Even with a single 
matched filter, it can be seen from Fig. 4.11 that, in order to maintain an SNR above 
OdB, it would be necessary to implement a piecewise system containing 
approximately 45 correlators. 
The average discrimination capability, D, of the cascaded correlators 
fonnulated with values of M=1 and M= 12 is shown for a 180' range of rotation in 
Fig. 4.12. These values are chosen since, of the three curves in Fig. 4.8, they show the 
most potential for piecewise implementation. It can be seen that in the case of M=1, 
the discrimination value D varies greatly from approximately 0.93 at 0= 0' to -1.20 
at 0= 180' at the midpoint of training set images, in a similar manner to the SNR. It 
can be seen that, although it is simple to discriminate between true and false-class 
images without any rotational distortion, this becomes difficult as rotation increases 
above 0= 30'. At this point, the correlation peak of the false-class image rises above 
half that of the true-class. When the number of training images is increased to M= 12, 
the variation in D with angle 0 again shows a similarity to the SNR variation. The 
maximum discrimination achieved is 0.82, less than that of the cascaded correlator 
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trained with M=1 image. However, at the midpoint of training set images, 0= 150 
the disciiinination remains at a value of 0.08, meaning that the average false-class 
peak is never greater than the average true-class peak. Furthermore, the discrimination 
remains above the failure value of 0.5 from 0= 0' to 7'. Clearly, this shows that a 
piecewise implementation of only three cascaded correlators remains capable of 
providing adequate discrimination across the required rotation range, from 0= 0' to 0 
= 1800. By implementing a piecewise set of 4 cascaded correlators each with a 
training set size M= 12 as previously, it would therefore be possible to maintain an 
SNR value greater than OdB and a discrimination of greater than 0.7 across a full 3601 
range of input rotation. 
Hence the two-stage cascaded correlator shows both a significant 
improvement over the linear ECP-SDF in rotation invariance, and the capability of 
discriminating objects, with significant potential for piecewise implementation. 
4.6 REAL WORLD CLASSIFICATION PROBLEMS 
So far, the cascaded correlator has only been considered for classification problems 
involving theoretical inputs with classes of known statistical distributions, where 
these distributions occur as discrete clusters in object space. Since this is not the case 
for most applications, consideration is given in this section to real world input, in 
which the information cannot in general be described in such a simple manner. By 
performing classification using images of real world objects, it is possible to obtain a 
quantitative measure of the performance of the cascaded correlator under conditions 
in which a classifier must really operate. The area chosen for investigation is that of 
manufacturing fault identification, in which pattern recognition has common use. 
Specifically, the various defects that can be incurred by manufacturing and handling 
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errors in a canning plant are considered. Modem canning plants produce aluminium 
and steel products at rates of several cans per second using a minimum of material to 
save weight and reduce costs. Minimal use of material leads to weakness and hence a 
relatively large size of fault feature, ideal for easy imaging as input to a pattern 
recognition system. In general, such defects are currently examined by manual 
inspection and measurement of samples. In order to increase reliability, it is of benefit 
to identify faults at an early stage, hence a 100% rate of inspection is desirable. 
Clearly this would be labour intensive under the cut-rent manual inspection regime, 
and further handling could lead to an increase in the number of defective samples. 
Conversely, an automatic pattern recognition system such as the cascaded correlator 
can be used to inspect 100% of manufactured cans without increased handling or 
labour costs. In this section, investigations are made into the discrimination and 
distortion invariance of the cascaded correlator for can fault inspection of this kind. 
This is performed both as a comparison with available linear optical techniques and as 
a verification of those results found for theoretical input data. 
4.7 DISCRIMINATION OF DENT FAULTS IN CAN MANUFACTURE 
As has been previously discussed, it was found that the cascaded correlator shows 
high discrimination performance when compared to linear classification systems. As a 
further, more practical, comparison with the optimum linear optical classifier for 
discrimination, the MACE filter of equation (2.38), the real world discrimination 
problem of identifying dent faults in the ends of drink cans was considered. The 
MACE filter was chosen because it generally provides good discrimination 
performance on the actual inputs for which it has been trained, as is the case here. It 
also has an output that closely represents the delta function that is required of the 
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cascaded correlator output. The ring pull end of the can comprises a high clutter 
environment when discriminating between the relief of the ring pull and that of the 
dent fault. It is necessary to have the capability of identifying faults irrespective of the 
orientation of the can, since it is not possible to predict orientation on the production 
line, especially if engaged in a rolling motion. Hence, the identification of dents 
comprises both a discrimination and rotation invariance problem. 
4.7.1 TRAINING SET PREPARATION FOR DENT CLASSIFICATION 
Two can ends were examined, one with no defects and one with four distinct dents 
comparable to those resulting from heavy mishandling. For full generalisation of this 
problem, it is clear that more sample defects would be necessary, positioned at 
different locations on the can end, with more different types of defect considered. In a 
true solution, it would not be possible to fully define a defect set and therefore would 
be difficult to recognise a full range of defects in a top-down manner as presented 
here. Instead, it may be necessary to use the non-defective can as a true-class sample, 
and reject any samples that do not match this as false-class and therefore defective. 
However, as a preliminary study, such a limited sample still provides a representative 
task of discrimination between dent features and the high clutter ring pull 
environment. Since it must be possible to see the defects before classification can be 
achieved, a simple method of imaging the can ends that provides a high degree of 
shape measurement was sought. When viewed with near specular reflection at a 
moderate glancing angle, it is possible to observe dents of the type considered as a 
large variation in contrast. For this reason, all images of the can ends were captured 
using a CCD in the glancing angle configuration shown in Fig. 4.13, with illumination 
provided by a white light projector. It must be noted that a glancing angle image 
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acquisition such as this does not necessarily contain all defects in the field of view, 
due to the lip of the can. A full implementation may require more than one CCD and 
classifier to obtain a full view of the entire can end. In order to provide sample images 
to investigate both the discrimination and distortion tolerance of the considered 
classifiers, each of the can ends was captured 5 times rotated equally by 45' between 
successive images. This creates a total range of 180' rotation in the captured images, 
in which images of equivalent orientation were captured for each of the two can ends. 
All images were Captured on an 8-bit grey scale at a size of 572 x 768 pixels. Images 
captured at a rotation angle of 90' were not used to obtain training input, to be 
retained as test images at rotations intermediate to those in the training set. Images 
captured at rotation angles of 0', 45', 135', and 180' of each can end were interrogated 
for training features, giving a total of 8 training images, each of size 572 x 768 pixels. 
A set of correct and defective features were then identified as 64 x 64 pixel regions in 
these images to form the training set. The true-class training set was formulated by 
selecting regions containing each of the defects in the images of dented can ends. This 
gave a total of 4 true-class features for each image. Typical features are shown in Fig. 
4.14. The false-class training set was produced by correlating the 8 full size training 
images of both dented and undented cans with a MACE filter formulated using only 
the true-class features. The MACE filter was trained to give a correlation peak of 
unity at the location of each true-class feature. When correlation with the full training 
images is performed, spurious false recognition peaks occur in the output. The 64 x 64 
pixel region of the input image that produced the highest of these peaks was added to 
the training set as a false-class feature, required to give a zero correlation peak value. 
The MACE filter was then reformulated and the correlation with the full size training 
images recalculated. Further false-class features were selected in the same manner 
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until all false recognition peaks in the MACE correlation output fell below unity 
throughout the training set. This was found to occur with a total of 40 false-class 
training features, spread roughly equally across the 8 training images. Sample false- 
class features are shown in Fig. 4.15. The final training set of true and false-class 
features was then applied to both the MACE filter and a two-stage cascaded correlator 
with the threshold function of equation (3.32). The cascaded correlator was trained 
such that a unit magnitude delta function was required to be output at the nominal 
centre of the dent for each true-class (reject) image and zero for false-class (accept) 
images. 
The testing and results of each of the classifiers are described in the following 
section. 
4.7.2 RESULTS OF CAN DENT CLASSIFICATION 
The classifiers were tested in two separate ways. Firstly, the classifiers were applied 
to the whole 572 x 768 pixel field of each of the eight training images. Classification 
was also applied to each of eight additional images of the same can ends captured at 
approximately the same angle, aspect and distance, with small variations to allow for 
non-training input. A typical result for each classifier using a non-training image is 
shown in Fig-4.16. It can be seen that, in the case of the MACE filter, although the 
dent features are picked out, they are at low contrast, and are confused with the noise 
obtained from the desirable features of the ring pull. The same form and magnitude of 
result is obtained for the image with no dents, indicating that, with the given training 
set, a linear filter of this kind cannot differentiate adequately the faults from the ring 
pull features. On application of the two-stage cascaded correlator trained with the 
same feature set, it is shown that the noise resulting from the ring pull features is 
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suppressed. Dent features are classified clearly with an SNR of approximately 9.5dB 
across the set of input images. For a cascade of correlators, the hidden layers are not 
constrained and the mixing process of higher order correlation terms afforded in this 
manner is effectively optimised to channel the energy in the final output peak. In this 
way the SNR ratio is enhanced relative to a linear shift invariant system. 
In addition the pre-trained cascaded correlator was used to classify faults 
which were similar to, but outside those in the training set. The MACE filter was not 
considered due to poor performance in pure discrimination. Images used for 
classification were those obtained with the can ends rotated at 90', intermediate to the 
rotations in the training set. It must be noted that due to the glancing angle image 
acquisition configuration these images are both rotated and distorted due to 
foreshortening effects of out-of-plane rotation. A typical pre-threshold output of the 
cascaded correlator when identifying images outside the training set, is shown in 
Fig. 4.17. It can be seen that in the case of the cascaded correlator the three dent 
features in the distorted input image remain clearly visible although the SNR has 
degraded to approximately 3.5dB. Since the images considered are highly distorted 
compared to those in the training set, this suggests that the cascaded correlator has the 
capability of distortion tolerance, not only for the theoretical data, as has been 
previously discovered, but also for real world input. Hence the two-stage cascaded 
correlator shows both greatly superior discrimination to a linear correlation classifier 
and the capability of distortion invariance for a combination of both in-plane and out- 
of-plane rotation in a high clutter, real world environment. 
4.8 DISCRIMINATION OF CRACKS UNDER ROTATIONAL DISTORTION 
It is clear that more investigation is required into the implementation of the cascaded 
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correlator for distortion tolerance in a real world situation. Specifically, due to the 
encouraging results obtained in the theoretical study of rotation invariance, the 
implementation of piecewise classification must be considered further. This was 
achieved by performing a further investigation into the discrimination and rotation 
invariant characteristics of the two-stage cascaded correlator alone. The problem 
considered was that of identifying crack flaws in the rivets of cans. 
In recent years, in the canning industry a move has been made towards the 
introduction of easy open food cans with ring pulls riveted to the top surface. On this 
type of can, there is usually some printed instruction around the end showing how to 
open the lid. It has been found that, in attempting quality assurance inspection, it can 
be difficult to tell the difference between cracking in the rivet and any printing that 
may have been written onto the rivet surface. For this reason, a study has been 
undertaken to provide a cascaded correlator system capable of recognising the 
difference between cracks and printing on these can rivets, and classifying the crack 
fault in the environment of the can end. 
In order to test the feasibility of a cascaded correlator for the problem 
described, a simple experiment was devised. Two similar ring pull operation food 
cans were obtained, one with writing intruding on the rivet and one without. A fault 
was applied to the clean rivet in approximately the same shape, position and 
orientation as the writing on the marked rivet. Hence the rivet with the crack becomes 
a true-class (reject) sample and that with the printing becomes a false-class (accept) 
sample. Similar to the formulation of the can dent problem, such a small set of 
samples is by no means exhaustive with respect to possible faults. It is clear that a 
larger set would be necessary to include varying shapes, sizes, numbers and locations 
of cracks on the rivet, as well as different lighting environments for use on the 
118 
Chapter 4 Classification Performance of the Cascaded Correlator 
production line. Instead, investigation using this sample set gives a good indication of 
classification performance with similar true and false-class objects. Furthermore, a 
small sample size allows for rotational distortion to be included in the problem 
without including a restrictive number of images in the training set of the classifier. 
4.8.1 TRAINING SET PREPARATION FOR RIVET CRACK CLASSIFICATION 
As the crack in the sample true-class rivet differs from the printing on the false-class 
rivet mostly in the depth of the feature, this implies that classification may occur 
based on this depth information. It is therefore useful to create a lighting environment 
in which the depth information is clearly shown, using top-down imaging to avoid 
out-of-plane rotation considerations. Digital images of the can ends were therefore 
captured in the top-down configuration shown in Fig. 4.18. Images of each of the cans 
were at each of sixteen in-plane rotations separated by 22.5'. Each image was 
captured twice with small lighting and rotation variations to provide a non-training 
input set. Images obtained in this way were 572 x 768 pixels in size, captured on an 8- 
bit grey scale. These were cropped to give the relevant ling pull region of 149 x 222 
pixels, a more manageable size for digital manipulation. 
Initially a two-stage cascaded correlator with threshold functions of the form 
of equation (3.32) was trained to recognise cracks by using only one set of images for 
each can at each of four 90' rotations, giving a total of eight training images. Training 
features were taken as 32 x 32 pixel regions, about the size of the rivet in each image. 
in the case of the crack images, the cascaded correlator was trained to show a delta 
function of unity at the crack position origin upon a zero background, while for the 
printed rivet, the cascaded correlator was trained to give a full zero field. From each 
image, extra false-class training regions of the can background were selected 
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according to the MACE selection process outlined in section 4.7.1. These were 
trained to give a zero field, such that, on classification of the whole field, no false 
peaks would be present due to misclassification of erroneous can features. 
4.8.2 RESULTS OF RIVET CRACK CLASSIFICATION 
Following training, the cascaded correlator was used for identification of the set of 
non-training 90' rotated images with small variations compared to those used for 
training. This represents the best-case scenario since the images are mostly 
undistorted compared to those in the training set. Typical true and false-class results 
of these correlations are shown in Fig. 4.19. It can be seen that there are some low 
intensity sidelobes on the can surface for cans with both cracked and printed rivets. 
These sidelobes would be removed by the application of the final threshold since the 
resultant output of the true-class cracked rivet cans has a relatively high best-case 
SNR of approximately 12dB across the input set. The correlation output of the false- 
class printed rivets is roughly that of the sidelobes in the output, therefore these would 
also be removed by further thresholding. 
In practice the cascaded correlator would necessarily have to identify the rivet 
cracks at any angle of rotation of the can and hence at all image angles, not just those 
in the training set. For this reason the cascaded correlator was tested against the 
additional sets of images spaced 45' intermediate to those used for training, a worst- 
case scenario for most pattern recognition techniques. A typical result for the cracked 
livet is shown in Fig. 4.20. It can be seen that no clear peak is present within the high 
noise floor created by the surface of the can. This corresponds to an SNR value of 
approximately -IOdB, meaning that the cascaded correlator in this form is clearly 
inadequate for this particular problem. 
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To counter this intermediate rotation problem, the cascaded correlator was 
reformulated using training images taken at each of eight 45' rotations with training 
features selected in a similar manner to the 90' rotation classifier. The resultant 
cascaded correlator gave a typical result of that shown in Fig. 4.21 for non-training 
images captured at the training rotations. The system is much more stable to rotation 
than the 90" rotation cascaded correlator, but shows a degraded SNR of 
approximately 8dB. Upon introducing those images captured exactly intermediate to 
the training set, at 22.5' rotations, it was found that the SNR was reduced further to a 
value of approximately 3.5dB. Clearly, on further thresholding, this is still suitable for 
the problem of rivet crack recognition at any angle. However, it would be preferable 
to maintain the best-case SNR that was found with the 90' rotation trained classifier, 
without reducing the worst-case SNR found with the 45' trained classifier. 
In the investigation of cascaded correlator performance under the rotation of 
theoretical inputs, it was found that it was possible to maintain best-case SNR while 
increasing worst-case SNR by implementing a piecewise system. It is clear that the 
best-case SNR of the 45' trained result could be improved by implementing such a 
piecewise system. The initial 90' trained cascaded correlator is used in parallel with a 
further 900 trained cascaded correlator, where training images are captured exactly 
intermediate to the rotation set of the first classifier. In this way, at any of the 45' 
training rotations, one of the cascaded correlators always gives a peak at the cracked 
rivet with an SNR of approximately 12dB. A typical result is shown in Fig. 4.22 for a 
non-training image captured with a rotation of 45* to the original training set. 
Furthermore, in general, upon small image rotations, a smaller number of training 
images results in a slower degradation of SNR, as shown in Fig. 4.8. Hence when the 
images captured at a rotation of 22.5' intermediate to any of the training set images 
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are introduced to the piecewise cascaded correlator, at least one of the classifiers 
always maintains a worst-case peak SNR of 5dB for the cracked rivet. Therefore it is 
possible to implement a single cascaded correlator system that has a true-class peak 
SNR varying between 8dB and 3.5dB or two piecewise cascaded correlator classifiers 
that have a true-class peak SNR varying between 12dB and 5dB. Since it is possible 
to perform the classification using the same single cascaded coffelator by updating the 
weights, there is no added equipment cost in performing two cascaded correlations. 
Classification can clearly be performed easily with such SNR values as those 
discovered in this investigation. Hence robust classification can be achieved over a 
full 3600 rotational range for such a rivet crack problem. 
4.9 SUMMARY 
In this chapter the classification perfonnance of the cascaded correlator has been 
investigated under theoretical and empirical image conditions. It has been shown that 
the cascaded correlator shows a classification peak SNR that remains at least 80% of 
that of the more computationally intensive quadratic Bayes classifier for a shift 
invariant problem. The similarity between classification performance remains across a 
range of variations in the separability of considered classes. Furthermore, the two- 
stage cascaded correlator shows greatly enhanced performance compared to 
traditional linear optical classification algorithms when class distributions differ in the 
second order. On examination of the decision boundary of simple two-dimensional 
classifiers it has been shown that there is a similarity between those boundaries 
calculated by the two-stage cascaded correlator and the quadratic Bayes classifier. 
It has also been demonstrated that the cascaded correlator shows a large 
degree of tolerance to in-plane rotational distortions of theoretical input images. Small 
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rotations of input images compared to those in the training set result in a small drop in 
the peak SNR. Increasing the number of images in the training set of the cascaded 
correlator leads to increased worst-case SNR's, superior to those of simple linear SDF 
filters. It was found that, by combination of cascaded correlators into a piecewise 
system, it is possible to create a classifier that can easily recognise a given input 
throughout a full 360' range of rotation. At the same time, the classifier is capable of 
discriminating this image from a similar false-class image throughout the same range 
of rotation. 
With real world data, it has been shown that the classification performance of 
the cascaded correlator is superior to that of the optimised linear MACE filter in a 
high clutter environment, easily discriminating between like objects. Upon applying a 
combination of in-plane and out-of-plane rotational distortion to the training images, 
further distortion tolerance was observed in the output of the cascaded correlator. 
This was verified in the use of a cascaded correlator to model a real world in- 
plane rotationally distorted problem. It was found that, by including sufficient images 
in the training set, it was possible to implement a system that could discriminate like 
objects throughout a full 360' range of rotation. Increasing the training set increases 
the worst-case SNR at the expense of some best-case SNR. This was remedied by 
formulating a piecewise system of two cascaded correlators. Each cascaded correlator 
was trained with fewer images, thereby resulting in higher SNR values for unrotated 
images in the training sets. Similarly, the slow drop in SNR with image rotation for 
cascaded correlators with few training images resulted in improved worst-case SNR 
values for images at rotations intermediate to those in the training sets. Hence the 
cascaded correlator was shown to be capable of performing a simple fault inspection 
task under real world conditions. 
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The work considered up until this point involves the use of digital simulation 
in implementing the cascaded correlator classifier. Since the cascaded correlator has 
been designed specifically for optical implementation, the following chapter describes 
the processes involved in constructing a full optical implementation of a two-stage 
cascaded correlator. 
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Optical Implementation of the 
Cascaded Correlator 
5.1 INITRODUClION 
'Mc prcvious studics in Chaptcrs 3 and 4 have considered digital simulations of the 
cascaded corTcloator. Such it model does not allow for experimental error that may 
occur front optical proccsscs. Ilicreforr in order to investigate experimental errors 
and fully icalise the high sl)ccd poictitial of the cascaded corrclator, it is necessary to 
practically inipicinclit the system. 
In this chaptcr, thc cascadcd correlator is fully implcmentcd as an optical 
sYsIcn). Using a joint transform correlator (JTC) architecture, a two-stage Optical 
cascadcd conrclator is sysicniatically analysed with reference to a digital simulation at 
Cach Stagc of i 111PICII)CIIIat i 011. In this way, thc sources of error in the practical systcm 
arc (IcIcnilincd and quantificd, and conilvnsatcd. 
5.2 PROBULM FORMULATION 
111c pattern rccognition prob1cm considered in the optical implementation of the 
c; i!; cadcd corrchitor was that of the shift-invariant classification of a set of small-scale 
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16 x 16 pixel images. The use of such small images allowed for fast, simple 
comparison of theoretical and experimental results at each stage of the cascaded 
correlation with large, clear features for visual inspection. 
The problem considered was that of discriminating a circle representing the 
true class from a cross representing the false class. The images consisted solely of 
binary pixels of magnitude 1 and 0 as shown in Fig. 5.1. The spatial frequency spectra 
of the circle and cross are very different, hence discrimination by a single-stage 
frequency plane filtering operation would be expected to achieve this task. In order to 
formulate a discrimination task that could not be performed by a single correlation, 
noise was added to the input set until the single correlation was considered to fail. 
This set was tested against linear filters which were simulated digitally as described in 
section 4.1.1. Minimum average correlation energy (MACE) and equal correlation 
peak synthetic discriminant function (ECP-SDF) filters were considered for good 
discrimination properties and simplicity of formulation respectively, and calculated 
using equations (2.14) and (2.13) respectively. 
Nonnally distributed white noise was added to test and training sets in 
increasing steps of standard deviation, cr, of 0.1. At each noise level, 20 images of 
each of the true and false class images were added to the training set, and required to 
give correlation peaks of 1 and 0 respectively. This occurred until the average output 
peak-to-sidelobe ratio (PSR) of each filter fell below unity, measured as the ratio of 
the correlation peak to the highest sidelobe within the same output. At this point the 
discrimination was considered to fail. 
It was found that the PSR of the ECP-SDF and MACE filters dropped below 
unity at values of a=0.9 and a=0.8 respectively. Hence the linear filters become 
incapable of discrimination at noise levels just below that where the standard 
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deviation of the noise is equal to the maximum magnitude of the pixel values in the 
noiseless image. This is just below the point at which the image appears to be buried 
in the noise. 
In order to consider a problem which could not be performed by a single 
correlation, a similar training set was assigned to a two-stage cascaded correlator such 
that the maximum value of standard deviation was (T = 1. The cascaded correlator 
was trained digitally as described in section 3.5, using threshold functions of the forrn 
of equation (3.32). It was found that the average PSR of the resulting cascaded 
correlator was 1.5 when tested with images with an additive noise of cy = 1. This is 
still clearly adequate for discrimination. Images of the real and imaginary parts of the 
resultant first and second stage correlation filters are shown in Fig. 5.2 and Fig. 5.3 
respectively. It can be seen that there is no particular concentration of energy in the 
first filter, but there is a concentration in the second filter, since peak output is 
required. A sample simulated output with an additive noise standard deviation cy =1 is 
given in Fig. 5.4. 
The optical implementation of the cascaded correlator was evaluated using 
sample true and false class images of crosses and circles calculated with additive 
noise at levels of a=0,0.3,0.6,1 and 1.5. The output at each stage of the optical 
system was compared with that calculated by digital simulation. 
5.3 OPTICAL MPLEMENTATION 
The cascaded correlator was implemented using an optical JTC architecture. As 
discussed in section 2.7, correlation in the JTC is processed by two squared Fourier 
transform operations, meaning that the JTC can be implemented using two passes of a 
spatial power spectrum analyser. A diagram of the experimental power spectrum 
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analyser used to implement the JTC is shown in Fig. 5.5. There are several main 
components in the power spectrum analyser: 
A 1mW continuous wave Helium-Neon (He-Ne) laser of wavelength Xi = 632.8nm 
was used to provide coherent illumination. 
A single polaroid was used to control the amplitude of illumination, thereby varying 
the brightness of power spectrum images. This was possible due to the linear 
polarisation of the laser. 
A x20 microscope objective with numerical aperture (NA) 0.75 was used to expand 
the beam. Following which the beam was spatially filtered to create a spherical 
diverging wavefront. 
Collimation of the beam was achieved using a bi-convex lens of focal length f, = 
250mm and diameter d, = 50mm. A further bi-convex Fourier transform lens of focal 
length f2 = 310mm and diameter d2 = 50mm was used to provide convergence. 
Slides representing the input plane were placed between the two lenses, 30mm behind 
the Fourier transform lens to allow for easy placement of inputs. The input plane was 
presented using Kodak 'Technical Pan' monochrome photographic film of resolution 
160 line pairs/mm. 
A CCD of approximate size 4.2 x 5.8mm. the digitised output of which contained 512 
x 768 pixels was positioned at the Fourier plane for output intensity measurement 
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which was captured on a 16-bit grey scale. As such, the intensity of the Fourier 
transform of the input plane spatial distribution was imaged at the CCD in the Fourier 
plane. 
A two-stage cascaded correlation of the kind performed here requires four 
passes through the power spectrum analyser apparatus. The first two passes correlate 
the input with the first stage filter, introduced at the initial input plane. Following 
thresholding, a further two passes compute the correlation of this output with the 
second stage filter, introduced at the third input plane. 
5.3.1 INPUT REPRESENTATION 
The spatial power spectrum analyser of Fig. 5.5 is capable of processing complex 
input functions. However, due to the use of photographic film, which can modulate 
only the amplitude of illuminating light, these must be represented using unipolar real 
slides. In order to encode complex information into the real image, each complex 
image a(xy) was multiplied by a carrier wave of frequency fo, and corresponding 
wavelength Xo, such that, 
a, (x, y) = a(xyýxp(j21ty/, %, ) (5.1) 
where (xy) are the spatial co-ordinates of the input plane and al(xy) is the encoded 
image. Since the carrier wave must be sampled at the Nyquist freq'uency [48] of two 
pixels per wave or greater, each pixel of a(xy) was replicated twice in each dimension 
prior to multiplication. Hence the wavelength of the carrier wave is X0 =2 pixels. 
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Images were presented in a purely real manner by addition of the complex conjugate 
such that, 
a, (x, 3, ) = a(, vyýxp(j2n ylÄ, )+ a* (x, yýxp(- j2n ylÄo) (5.2) 
The minimum value of the entire set of input and filter images was added to each 
image to give a unipolar result. Since the input images were real before the carrier 
frequency was added, clear vertical lines were evident in the final inputs, while the 
complex fi Iter showed a more random distribution. 
Input slides were written as 8-bit monochrome images. In initial experiments, 
it was found that approximately one bit of the film was missed due the non-linear 
characteristic of the film at low exposures. For this reason, it was decided to use only 
the central 7-bit range of grey-levels to represent the entire range of inputs and filters. 
As such the filter li(xy) was quantised to 7-bit grey levels and the entire set of input 
images was quantised to the same set of levels. This retained proportionality across 
the input set. Hence it would be possible to threshold each of the correlations at the 
same level between the stages of the two-stage cascaded correlator. 
In the JTC, the processed input and filter images, a2(xy) and h2(XY) 
respectively, are presented in apertures side by side in the x-direction of the input 
plane. If the largest of the two images takes a size of xO in the x-climension, then the 
centres of the two images must be separated by at least 2xO. This is because, as 
discussed in Chapter 2, in the correlation plane, the auto-correlation of each image is 
presented at the centre of the correlation plane at a size twice that of the original 
image. The cross correlation of the images occurs at a point 2xo removed from the 
centre of the correlation plane also at a size twice that of the original image as shown 
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in Fig. 5.6. It can clearlY be seen that a smaller spacing would result in an overlap in 
the cross-correlations and auto-correlations. The images were written at this lower 
limit of separation 2-vo. This is shown in Fig. 5.7 for each of the examples of noiseless 
cross and noiseless circle with first stage filter. Hence, the amplitude distribution, 
Fl(. v, y), modulated by the photographic flim takes the form, 
F, (, ry)= [a(x+. v., 3, )+h(. v-, v, ), y)ýxp(j27ry/Ä) 1 
+ [a* (x+ v., y)+ h* (x-. v., y)kxp(-j2nyl; ý(»+ c, 
(5.3) 
where c, is the minimum value added to each image. The input slide was written such 
that the 32 x 32 pixels of each of the doubled size input and filter images were 
contained in an area of approximately 2.75 x 2.75mm, meaning that each pixel was 
0.086mm x 0.086mm. The carrier frequency therefore took a value of fo = 23.26 
cycles/mm. Since tile resolution of the film was 160 line pairs/mm, this gives a pixel 
size of approximately 160 x 0.086 = 13.8 line pairs in both dimensions. The resolution 
of the film was clearly adequate to present the image data without introducing error 
into the optical processing. 
5.3.2 FIRST STAGE FOURIER TRANSFORM 
The complex amplitude output, F2(it, v) of the first pass through the optical system 
with a Fourier transform lens of focal length f2 and illuminating light of wavelength 
Xj, can be calculated as the optical Fourier transform of equation (5.3) using equation 
(2.23) SLIC11 that, ignoring constant phase factors, 
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I ,, 
F[a(x+ xo, y)+ h(x- xo, y)ýxp(j2n y/Xo) 
F2 (ii, v) = 
Xi f2 13 1 
+[a*(ýv+xi), y)+h*(x-xo, y)ýxp(-j27Ey/Xo)+cl] 
(5.4) 
By the convolution theorem [48] this can be written, 
1-2 ("IV) = Ti 
IA 
! 3[, i(x+. vo, y)+ h(x-x(,, y)103[exp(j27i yl; ýO)] 
(5.5) 
+-l c3[a*(x+xo, ), )+h*(x-xo, y)]OS[exp(-j27cy/Xo)]+ 
1 S[c, 1 
Xi A Xi A 
where S denotes optical Fourier transformation, 0 denotes convolution, (xfyf) are the 
spatial frequencies and (u, v) is the position in the frequency plane such that 
It =, vf /X, f2 ,v= yf 
fiýj f2 and 5c[a(xy)]=A(u, v). Expansion of (5.5) by equation 
(2.23) gives tile result, 
V) =I [A(ii, výxp(j27rttxo)+H(ii, výxp(-j27Eitxo)](D6(ii, v-fo 
ý, 
j 
f2) 
-ýi A 
+--L[A*(ii, výxp(j27Eiixo)+H*(i(, výxp(-j27Eiixo)]08(ii, v+foXif2) (5.6) ? 
'! 
A 
c 
%i f2 
where capitalisation denotes Fourier transformation and 8(u, v) is the Dirac delta 
function. Since none of the three terms are incident on the same point in the frequency 
plane, this is measured as intensity data by the CCD as, 
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IF, (11 
'1'ý2 =I 
rIA(it, 1'ý2 +IH(it, Vý2 + A(u, v)H* (u, výxp(j4n ux, 
I TTIT [+A*(i 
05(1"V-fO ýi A) 
T t, v)H(u, výxp(-j47ruxo) 
+ 
[IA(it, q2 +IH(it, Vý2 +A* (u, v)H(u, výxp(j4 7citxo 0 5(111V - fO ýi f2 
+A(it, v)H*(tt, výxp(-j47ruxo) 
q 
CT 
%2 fýl 
I 
(5.7) 
The terms in the square brackets contain the information about the correlations 
processed by the JTC. By reference to equation (2.26) it can be seen that the first and 
second terms contain the Fourier transforms of the autocorrelations of input and filter 
respectively. The third and fourth terms contain the Fourier transforms of the cross- 
con-elation of input and filter, modulated by a carrier frequency in the it-dimension. 
This frequency is created by the separation of input and filter at the input plane. The 
entirety of the square brackets are convolved with delta functions located at 
(0, ±foXi f2) due to the carrier wave of equation (5.3). Hence the Fourier plane 
contains the Fourier transforms of the correlation infon-nation 'dealt out' onto the two 
delta functions. Unintentionally transmitted light and the addition, cl, to the input 
images is not modulated by the carrier frequency and is therefore transformed to give 
a zero frequency peak at the origin of the frequency plane. 
A digital simulation of the frequency plane can be performed by simply 
calculating the squared modulus of the fast Fourier transform (FFT) of the input 
plane. When the input is zero-padded it is possible to obtain an increased resolution in 
the FFF. Simulation of subsequent stages in the cascaded correlator can be performed 
by simply selecting the area of interest from the previous layer output and performing 
a further FFT operation. Example initial Fourier plane simulation results are shown in 
Fig. 5.8 for noiseless circle and cross input images providing results such as those 
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predicted by equation (5.7). Additionally, it can be seen that there are high intensity 
lines modulated by high frequency fringes in both it and v-dimensions through the 
origin of the frequency plane. These are present due to edge effects of the aperture in 
which the inputs are presented. If this proved to be a large source of error in the 
correlation, such an effect could be removed by apodising the aperture such that no 
hard edge is present [1341. 
The information to be passed on to the next stage of optical implementation 
can be selected as a region centred on either of the delta functions created by the input 
carrier frequency. A close-up of the area of interest is shown in Fig. 5.9 for the 
noiseless inputs of the previous example. It can be seen that the intensity distribution 
of the Fourier transform of the circle or cross can be seen strongly, along with that of 
the filter. The intensity distribution from the cross terms of the input and filter Fourier 
transforms is seen as high frequency data additive and surrounding the information 
from the squared terms. 
A similar result from the experimental JTC is shown in Fig. 5.10 for the same 
inputs. The area of interest in the frequency plane has a maximum size of f2xi/2d = 
1.14mm, determined by the pixel size, d, on the photographic slide, since 1/4d is the 
maximum presentable frequency in the input. This is approximately 150 pixels in the 
digitised output of the CCD. The overall intensity of the measured distribution was 
altered prior to image capture, using the polaroid shown in Fig. 5.5. It was found that it 
was best to overexpose the central zero-frequency term on which little variation could 
be measured in order to gain the maximum information from the outlying higher 
frequency regions of the Fourier transform. The higher frequency data is several 
orders dimmer than the central peak and would not be measured using the dynamic 
range of the CCD without saturation. This saturation was included in the simulation 
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model, but not in the training of tile cascaded correlator. It is clear that the simulated 
and practical results bear a strong resemblance. Only a little of the lower intensity 
information of tile frequency plane is buried in noise from the optical system. 
Throughout this study, the en-or, e, in the image output at any stage of the 
practical system was calculated by finding the rms difference between the normalised 
output at the considered stage of the practical experiment and that from the 
simulation. Hence if lp(ý, ij) and 1, (ý, ij) are defined as the intensity levels of pixel 
(ý, ij) for practical and simulated results respectively, the error is calculated as, 
Is 
'11))2 
(5.8) 
Expressed as a percentage, tile maximum error in the first Fourier plane across the 
entire test set was calculated in this way to be less than 8%. The maximum error 
occurred when the false class image was introduced, with the maximum input noise 
standard deviation of Cr = 1.5. When the central peak of the correlation above 
saturation level was ignored, the resulting error was reduced to 4% rms. On 
simulating the full first correlation with saturation included, only approximately 2% 
rms error was recorded in the first correlation output when compared to the full 
unsaturated simulation. 
In order to identify the sources of this error, it is necessary to analyse the 
differences between the optical system and the digital simulation. Possible sources of 
error include insufficient sampling at the CCD, registration error and random errors 
introduced due to flawed optics or undesired illumination. 
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To measure the sampling of the frequency plane on the CCD, it is necessary to 
determine the minimum size of the diffraction limited spot. For a square aperture, half 
the length of one side of the diffraction limited spot, 1,, is given by [48], 
f2 X. 
d 
(5.9) 
where d is the maximum size of aperture on the photographic film. In the direction of 
the largest aperture of size R2.75 = 8.25mm, this gives a spot size of 1, = 310 x 632.8 
x 10'6 / 8.25 = 0.024mm, hence each diffraction limited spot has a side length of 
0.048mm. The CCD output has a 512 x 768 pixel array spread over 4.2mm x 5.8mm. 
This corresponds to a pixel size of 0.0082mm x 0.0076mm, meaning that a diffraction 
limited spot is captUred by approximately 5.80 pixels along the shortest side. This 
means that the intensity distribution of the Fourier transform of the input plane is 
sampled at a rate somewhat above that of the Nyquist frequency in each dimension. 
However, the registration of the pixels is not identical in simulated and practical 
results. As a worst-case scenado, if the pixels of the digital simulation fall exactly 
intermediate to those of the image from the CCD, the results will look very different. 
This can be measured by simulation to give an error of the order of 10% n-ns for 
images of the type considered. 
5.3.3 FIRST STAGE CORRELATION 
The first correlation was produced by performing a further optical Fourier 
transformation on the processed frequency plane images. A large amount of zero- 
frequency data was present in the initial power spectrum, due to undesired 
illumination and edge effects as well as that predicted from equation (5.7). Since these 
136 
Chapter 5 Optical Implementation ofthe Cascaded Correlator 
undesired effects would be reproduced in a further pass through the power spectrum 
analyser, it was necessary to move the correlations away from the origin of the 
correlation plane, where this would occur. Therefore, a carrier frequency was included 
in the input to the second pass, despite the presence of only unipolar real data. 
The 150 x 150 pixel power spectrum was written to photographic film in a 
similar way to the initial slide images. The image from the CCD was doubled in size 
to allow addition of a carrier frequency fo = 0.5 cycles/pixel, the same as that used in 
the input plane. The entire test set was then quantised to the same 7-bit grey scale 
simultaneously. Each Fourier transform image was written to the film at a size of 15 x 
15mm, giving 1601(150115) = 16.0 lines/pixel. This is clearly adequate to record an 
image which is already pixellated, therefore introducing little error into the system. 
Example slide images are shown in Fig. 5.11 for the noiseless cross and circle inputs. 
The output amplitude function, F3(x2, y2) of a second pass through the optical 
power spectrum system, once more ignoring constant phase terms, takes the form, 
1 JA(ii, vý'+IH(ii, Vý2 + A(u, v)H*(u, výxp(- j4nu x. ) 
F3(X2)Y2)ý 
2 f 
2 +A* (ii, v)H(ii, výxp(j47ru x, » 
1 
(5.10) 
0,3[exp(j2nv/Xo)+ exp(- j27tv/Xo)]+ 
1 
-5 
[c 
2 
'%i 
A 
where C2 is an added mean value similar to c, in the initial pass. (ufvf) are the spatial 
frequencies of the frequency plane (u, v) and (X2, Y2) is the position in the frequency 
plane such that X2 = 11f 
/Xi AI Y2 = Vf /xi f2 * 
Equation (5.10) can be expanded to give, 
137 
Chapter 5 Optical hitplementation of the Cascaded Correlator 
"1(. V1-, Y2)0 a* 
(_ X1 Y-Y2)+ 
h(, i72, y2)(D h* (- X2 1-Y2)- 
F3(XIVY2)= 
1 
+"(-X"1-Y2)Oh'(": 2'Y2)08(X2 -2x., y, 
) 
li f2 
+ 2x0, Y2) 
_+ 
a* 
(X", Y2)(8) h(_ "r2 1-Y2) 
0 5(X2 
[5(' 
V21312 + fOýi f2 + 8(' r2lh-fOý'iml+ 
C2 
8(X2, Y2) 
2'i A 
The first square bracket contains the Correlation terms. The first and second term 
correspond to the autocorrelations of input and filter respectively, both located at the 
centre of the con-elation plane in the x2-dimension. The third and fourth terms 
correspond to the cross-correlation of input and filter located at ±2xo in the x2- 
dimension. Similarly to the initial Fourier transformation operation, this result is 
convolved with and therefore 'dealt out' onto the delta functions produced by adding 
a carrier frequency to the photographic slides. Hence four cross-correlations are 
produced in the output scene, centred at positions (±2xo, ±foXif2). These cross- 
Correlations can be seen clearly in Fig. 5.12, which shows the simulated results of the 
second pass through the power spectrum analyser for noiseless cross and circle 
images. Edge effects can once more be seen in the centre of the correlation plane. It 
must be noted that, due to the square law nature of the CCD device, the measured 
intensity is the squared magnitude of the values in equation (5.11). Close-ups of the 
cross-correlation region are shown in Fig. 5.13 for the same input images. These can 
be compared with the experimental first stage cross-correlations obtained in the 
practical apparatus as shown in Fig. 5.14. Illumination intensity was adjusted such that 
the brightest peak in the simulated training set correlations corresponded to saturation 
of the detector. 
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choosing the wrong size for the image would have on the second stage correlation of 
the cascaded correlator. If the normalised resized image is digitally correlated with the 
second stage correlation filter, it is possible to find the equivalent percentage rms 
error in the final correlation. Results of this process for the test images of initial size 
16 x 16 pixels are shown in Fig. 5.15. It can be seen that the percentage error increases 
as a squared function with the magnification of the correlation plane image. This 
shows that it is necessary to choose the correct magnification of the output at this 
stage to avoid large erTors propagating further into the system. 
Hence the correlation plane must be sized correctly with respect to the second 
stage correlation filter for the next pass of the JTC. The magnification (length on 
film/length on CCD) was 15/2.28 = 6.57. Therefore the size of the cross-correlation 
on the CCD is 5.5/6.57 = 0.84mm. This is approximately 100 CCD pixels and can be 
found quite simply by inspection. Since evaluating the size of this region is a 
relatively inaccurate process, it was necessary to find the correct image size using a 
correlation method. This method relies on the fact that a linear correlation operation is 
sensitive to change in scale as described in Chapter 4. The image from the first stage 
correlation was therefore extracted at approximately the correct size and then resized 
by increasing or decreasing the number of pixels. The normalised resized image was 
then digitally correlated with the simulated result. The correct size was considered to 
have been attained when the correlation peak reached a maximum, hence the images 
showed most similarity. The resulting image therefore contained approximately the 
correctly sized area representing 32 x 32 pixels of the cross-correlation of the original 
16 x 16 pixel images. A change in the image size would create an inversely 
proportional change in the frequency content of the image and thus the final 
correlation would become degraded. On average it was found that the magnification 
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of the initial guess size could be as much as 15% from its true value. From Fig. 5.15, 
the typical magnification factor of 1.15 found in the experiment would produce an 
approximate error of 25% in the final output if left uncorrected. 
5.3.5 OREENTATION 
The orientation of the correlation image is determined by the orientation of the CCD 
and the input slide for both Fourier transform and correlation passes through the JTC. 
If the orientation of the first stage output is not equal to that of the second stage filter, 
the output of the final stage is affected greatly. This change is similar to the rotation 
variance calculated by Kumar and Pochapsky [65] for the single ECP-SDF filter as 
shown in Fig. 4.12. As with magnification, the orientation was found by the 
correlation of digitally rotated versions of the measured output with the simulated 
ideal output, the correct orientation being chosen once more by the maximum 
correlation peak value. It was found that, across the set of test images, the slides were 
in general correctly positioned relative to the CCD, such that no rotation of the images 
was required. 
5.3.6 RESAMPLING TBE CORRELATION PLANE 
After assigning the correct magnification and orientation to the cross-correlation 
image in the first correlation plane, it was necessary to resample the output to give 
fewer, larger pixels. The new pixels must be of the same relative size as those in the 
initial input image, such that the entire cross-correlation takes place in a 32 x 32 pixel 
region. Resampling was performed by linear interpolation. It is clear that this 
resampling is necessary to create the optimum similarity between those inputs to the 
second stage found by simulation and those found using the practical implementation. 
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If the 100 x 100 pixel image that is output from the first correlation is resampled as a 
7-bit 32 x. 32 pixel image, it can be found by simulation there is approximately a 2.1% 
reduction in overall error in the final output when compared with the output 100 x 100 
pixel image. Resampling must be performed prior to thresholding such that 
information used in the interpolation function of the resampling is not lost below the 
threshold value. Following resampling the correlation output was passed to the digital 
threshold. 
5.3.7 DIGITAL THRESHOLDING 
The threshold level is one of the most important considerations in the discrimination 
performance of the cascaded correlator. Due to the use of equal quantisation and 
illumination levels throughout the entire test image set in the practical implementation 
of the first correlation, it was possible to assign a single threshold that would be the 
same for each correlation image. The grey-level of the threshold was 0.23x the 
maximum output of 128, i. e. 29, calculated from the training output of the cascaded 
correlator. This was simply applied to the images as a digital threshold. 
Since much of the noise in the first correlation plane is of low magnitude, the 
error in the thresholded image is reduced compared to the unthresholded image. This 
occurs because no noise is now present in those pixels where both simulation and 
practical results are reduced to zero. The overall rms errors in the first correlation 
plane can therefore be found to be the reduced values ranging from 4% to 7% for the 
noiseless and noisiest images respectively. 
The digitally thresholded first stage practical outputs for circle and cross 
images with noise standard deviations of (Y =0 and I are shown in Fig. 5.16. It can be 
seen that within each class there are definite regions that have been removed by 
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thresholding, while those that remain show a characteristic intra-class profile, helping 
discrimination at the second stage even with the noisy image profiles. 
The stages involved in producing input slides, obtaining the first power 
spectrum and correlation and processing the correlation are summarised in the flow 
chart of Fig. 5.17 for ease of visualisation. 
5.3.8 SECOND STAGE CORRELATION 
The second correlation was processed in exactly the same way as the first correlation, 
by using two passes of the power spectrum analyser. The second stage set of input 
slides was created in the same fashion as those for the first stage of the cascaded 
correlator. The same carrier frequency of fo = 0.5cycles/pixel in the y-axis was 
applied and the central 7-bit quantisation range of the 8-bits available on the 
photographic film was utilised. The second stage input slides were created using the 
outputs of the digital threshold stage in place of the first stage inputs, and the second 
correlation filter in place of the first, as shown in Fig. 5.17. Since the images are 
produced to the same size and processed in the same apparatus as the first stage of the 
cascaded correlator, the calculations considered previously remain true. 
The results obtained for the second stage frequency domain for both the 
noiseless circle and cross images can be seen in Fig. 5.18 for simulated and practical 
cases. In the noiseless circle power spectrum, high frequency flinging can be seen in 
the vertical axis. This is due to unintentionally transmitted illumination around the 
edge of the photographic slide. Hence the fringing occurs at a higher frequency than 
that which could be caused by light passing through the slide aperture. Furthermore, 
the edge effects described previously can be seen to give a fringed vertical line 
through the centre of each power spectrum image, since only part of the frequency 
143 
Chapter 5 Optical Implementation of the Cascaded Correlator 
plane is considered. The difference in the optical and digital power spectrum images 
amounts to a percentage error of approximately 10% for the noiseless examples but 
increases to 12% and 14% for true and false class images respectively for noise values 
of a= 
Further to this, the full cross-correlation field of the final unthresholded output 
of the two-stage cascaded correlator can be seen in Figs. 5.19 and 5.20 in both 
simulated and practical cases for each of the original true and false class input images 
for noise levels of cr = 0,0.3,0.6,1,1.5. In each of the practical outputs, a horizontal 
line is incident on the centre of the cross-correlation. This is due to the single vertical 
edge effect line in each of the previous power spectrum images, which is transformed 
to give a relatively high intensity horizontal line across the correlation plane. 
Although there seems to be a large bright peak in the output of the true-class image at 
a noise level of cr = 1.5, better than that of the simulated result, this is due to the 
different registration of pixels and the addition of the bright edge effect line. The error 
in the final output ranges in value from 15% for the noiseless input images to 19% for 
the false class image at (T = 1.5. Once more it can be seen that much of the error 
occurs in the region furthest from the origin of the correlation plane where there is 
some reduction in brightness due to filtering. If the PSR is considered for each of 
these images, it can be found that the images perform as shown in Fig-5.21 where 
PSR is shown for the range of cr for true class images by simulation and practical 
experiment. The graph shows that, despite processing by four optical Fourier 
transformation stages, the discrimination PSR of the cascaded correlator remains 
above the level of unity for the range of additive noise conditions considered, 
dropping from approximately 5.2 to 1.2 as the noise level varies from (Y =0 to 1.5. 
Similarly, the output for the false class images never rises above the peak values of 
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the true class images, meaning that there is no false recognition. It is clear that the 
two-stage optical cascaded correlator still outperforms the simulated linear system 
despite any error. The PSR can be seen to approach the output expected by 
simulation, with a maximum difference of 21% at the maximum value of PSR. Hence 
the practical cascaded correlator performs within 21% of the performance expected by 
simulation with regard to PSR and within 19% with respect to rms percentage error. It 
is therefore possible to consider the cascaded correlator by optical implementation 
with reasonable accuracy. This means that the studies discussed previously remain 
valid for the optically implemented system. 
5.4 CONCLUSION 
It has been shown that it is possible to optically implement a two-stage cascaded 
correlator with a maximum error of less than 20% across a range of additive noise 
conditions in the input with a relatively low power optical system. The optical 
implementation performs especially well when used with those images characteristic 
of the training set, but still retains outputs close to those simulated for those images 
with less characteristic correlations. As such it is possible to implement any of the 
simulations considered throughout this study in the same way and as discussed in 
Chapter 3 it is possible to implement any shift invariant pattern recognition problem 
in this fashion. 
It would be relatively straightforward to implement a real-time system of this 
type by using appropriate real-time SLM technology instead of photographic film. 
Digital manipulation of the output of each pass through the JTC could be used to 
extract the correct part of each output plane image. In the considered implementation, 
it was necessary to analyse each first correlation plane separately with respect to 
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magnification and orientation. However, if the photographic film were replaced with 
an SLM, it would be necessary to perform this analysis only once for all inputs. 
Following this, a single standard digital processing stage could be applied to all 
correlation images to give correct magnification, orientation, sampling and 
thresholding without individual analysis. 
It is also encouraging that it may be possible to reduce the amount of error in 
the system by building sampling errors, systematic noise, saturation at the CCD and 
varied pixel registrations into the training set and optimisation of the cascaded 
correlator. Furtlicrmore an optical implementation of this kind could be extended to 
further stages and larger image sizes, larger than a typical video scene, since 2000 x 
2000 pixel SLM technology is available [135]. 
The optical JTC system considered has been used here as a basic proof of 
principle. However, when processing large images such a system also requires a large 
bandwidth, defect free optical components, truncation of frequency spectra for low 
dynamic range measurement and a significant amount of data at the CCD. Moving 
this data from the CCD into digital memory takes place at relatively low speed, hence 
it is difficult to produce an optical system that correlates faster than video frame rate. 
Conversely in electronics, improvements in processing speeds mean that it is possible 
to perform correlations at a much higher rate than previously possible, of the order of 
thousands of correlations every second. It may therefore be desirable in the near 
future to concentrate on electronic implementations for high-speed pattern 
recognition. 
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Conclusions and Further Work 
6.1 CONCLUSIONS 
Generally, the task of a pattern recognition problem is to produce an accurate 
classification, according to parameters such as shape and size. The mathematical 
approach to this problem using statistical pattern recognition techniques defines 
discriminant functions that may be applied to a given input. Neural networks have 
been proven as a method of implementing such a solution and although normally 
computed sequentially, have the potential to be implemented in an efficient parallel 
manner. 
It is clear from the literature that a parallel digital implementation of a neural 
network is prohibitive, however, due to the massive size of a fully interconnected 
network, and an optical approach is sought. Most optical pattern recognition research 
has considered linear corTelation filtering, but a general linear transfonn can only be 
achieved by providing a large set of multiplexed filters and using volume holographic 
techniques. However, just as digital systems are restricted in size due to 
computational overhead, optical systems are similarly restricted due to power 
requirements. Although volume holographic techniques are likely to provide fully 
connected neural networks in the future, currently most networks are still computed 
digitally. 
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In the literature, it was shown that it is possible to simplify the structure of a 
neural network by requiring the weights of each layer to be shift invariant, creating a 
convolutional neural network (CNN). This in turn results in a shift invariant output. 
Clearly, by constraining the weights in this manner, it is possible to share 
interconnections, resulting in a much smaller network. Furthermore, traditional optical 
correlation techniques are ideal for implementing such a system, since they are 
inherently shift invariant. The purpose of the work described in this thesis was to 
investigate the performance of such a system with reference to its practical 
implementation. 
In this study it has been shown that, if a shift invariant function is required of a 
pattern recognition system, each layer must also have a shift invariant form. Hence 
the cascaded correlator is the optimum system for performing shift invariant pattern 
recognition. The cascaded correlator was introduced as a special case of the CNN, in 
which a single correlation occurs at each layer. By simplifying the full CNN in this 
way it was possible to implement the cascaded correlator easily, by cascading the 
result of thresholded correlations. Since the cascaded correlator is an optically 
implemented neural network, it is possible to train the system using standard neural 
network leaming algorithms. It has been shown that such a network can be trained 
using a modified error backpropagation algorithm, such that the weights are changed 
in the direction of maximum descent of the error gradient. In order to suppress 
training instabilities caused by discontinuities in cascaded correlator threshold 
functions, simulated annealing was used to augment the backpropagation algorithm. 
Following training, it was shown that a multi-stage cascaded correlator was capable of 
implementing a highly non-linear decision boundary. It was further shown that the 
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decision boundary became more complex as the number of cascaded correlation 
stages increased. 
In order to investigate the classification capabilities of the cascaded correlator, 
digital simulations with theoretical input images were calculated. It was shown that a 
non-linear system of this kind showed greatly enhanced classification performance 
when compared to a traditional linear optical system. In discriminating classes with 
statistical distributions varying in first and second orders, it was shown that a linear 
optical solution showed equivalent performance to a linear Bayes classifier, 
classifying mainly based on first order statistical data. Conversely, both the two-stage 
cascaded correlator and the optimum quadratic Bayes classifiers showed great 
improvements in classification performance on introducing both first or second order 
differences between classes. The cascaded correlator maintained a peak signal-to- 
noise ratio (SNR) comparable to that of the quadratic Bayes classifier throughout the 
range of studied class separabilities. When the decision boundaries for a simplified 
two dimensional problem were plotted, it was found that the boundaries showed great 
similarity in the critical region of classification near to the means of the class 
distributions. 
In the real world, distorted input objects must often also be classified 
correctly. In-plane rotation was used as an example of this type of distortion to 
investigate the distortion tolerance of the cascaded correlator. The effect of rotating a 
noisy input on the classification peak SNR of the two-stage cascaded correlator was 
compared with that of the linear ECP-SDF filter. Classification systems were trained 
using sets containing varying numbers of rotated images. It was found that for 
classifiers trained with a small number of training images, upon rotation of the input, 
small rotations resulted in a greater decrease in peak SNR for the ECP-SDF filter than 
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the cascaded correlator. Upon further rotation of the input, the SNR of both systems 
was reduced to approximately the same level at the midpoint between training images. 
Addition of images to the training set produced a similar result for both classifiers, 
such that the best and worst-case SNR of each system converged to the same value, 
rendering the classifier fully rotation invariant. The convergence of best and worst- 
case SNR values was shown to occur at a higher level in the cascaded correlator than 
the ECP-SDF filter, providing a superior rotation invariant solution. 
It was shown that, by implementing a piecewise system of 4 cascaded 
correlators, it would be possible to create a system that provides accurate 
classification throughout an entire 360' range of in-plane rotation. This is a great 
improvement over a piecewise set of ECP-SDF filters, which cannot produce a similar 
result. Even by using a piecewise set of single image matched filters, it would be 
necessary to implement a prohibitive 45 filter set to maintain equivalent performance. 
The results of investigations using theoretical input were verified using input 
from real-world fault identification problems. This was necessary since real-world 
images are very different to the normally distributed input previously considered. It 
was found that, in a high clutter situation, the two-stage cascaded coffelator showed 
significantly better discrimination compared to the optimum linear MACE solution. It 
was further shown that the cascaded correlator remained capable of accurate 
classification upon applying a combination of in-plane and out-of-plane rotational 
distortion to the true-class features. 
The real-world image distortion variance of the cascaded correlator was 
investigated further by considering a pure in-plane distortion fault identification 
problem. With a small number of training image rotations, it was found that, even 
with similar true and false-class objects, it was possible to provide correct 
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classification of an undistorted image. Upon rotation of the input image, this was no 
longer possible. However, it was shown that the performance of the cascaded 
correlator could be improved both by doubling the number of rotated training images 
and by using a piecewise system of two cascaded correlators. In both cases, the 
cascaded correlator provided correct classification throughout a full 360' range of 
input rotation. Hence the cascaded correlator shows excellent potential for distortion 
invariance under real-world input conditions, especially compared to traditional linear 
optical filteiing. 
In order for the full potential of the cascaded correlator to be exploited, it is 
necessary to implement the system in a parallel optical manner. Although a real time 
optical system was beyond the scope of this study, the performance of a two-stage 
correlator was accurately modelled using photographic film in place of real time 
spatial light modulators. A simple problem of discrimination in noise was considered. 
Correlations were implemented using a standard linear JTC, with non-linearities 
digitally applied at the correlation plane. All input was modulated using photographic 
film with a carrier frequency to encode complex information. At each stage of the 
optical cascaded correlator resolution error effects in image capture and display were 
taken into account. The output of the first correlation was digitally processed before 
being input into the second correlation, in order to reduce error as much as possible. It 
was necessary to alter the orientation, magnification and number of pixels in the 
correlation plane image. On processing a full two-stage cascaded correlation, it was 
found that the final output for all of the input images was within 20% rins error of the 
digitally simulated output. Furthermore, it was shown that the optical cascaded 
correlator was capable of classifying easily all those images classified by the 
simulation. 
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Hence it has been shown that the cascaded correlator can be implemented as a 
parallel optical system, capable of producing a highly non-linear classification. Due to 
this non-linearity, the cascaded coffelator shows great improvements over traditional 
linear filters in terms of discrimination and distortion tolerance. As such the cascaded 
correlator is an ideal system for implementing in a real-world environment, in which 
it is often difficult to predict the precise classification environment and image 
conditions. 
6.2 FURTIHER WORK 
Throughout the studies detailed in this thesis, the cascaded correlator systems that 
have been considered are quite limited, in terms of image size, number of stages and 
the size of the training set. Clearly, for application to real world problems, all of these 
restrictions must be addressed. For example, the maximum feature size considered 
was 64 x 64 pixels. Many objects require greater detail for identification, meaning 
that it is necessary to increase the size of both filters and training features. In doing 
this, the complexity of the cascaded correlator is greatly increased, since the number 
of weights in each stage is proportional to the number of pixels in the feature. 
Similarly to the small number of pixels used in training features, the cascaded 
correlators implemented have only used two stages. Rudimentary investigation has 
been made into the capabilities of a cascaded correlator of three or more stages. From 
the decision boundary of Fig. 3.18 it can be assumed that the classification can be 
made more complicated by increasing the number of cascaded stages. This means that 
it may be possible to produce a cascaded correlator that provides improved 
classification for very complex problems involving, for example, similar classes 
amongst clutter. However, this increased complexity may be achieved at the expense 
152 
Chapter 6 Conclusions and Further Work 
of classification robustness if the network becomes overconstrained by training data. 
An example of this was shown even for the two-stage cascaded correlator for image 
rotation in Fig. 4.6 in which a cascaded correlator trained using only one image was 
made highly sensitive to input distortion. Hence an investigation is required into the 
number of stages required for any given problem. It may be possible to develop a 
'rule of thumb' depending on the complexity of a given task. For example, in the field 
of higher order neural networks it is known that a third order network is capable of 
implementing shift, scale and rotation invariant classification simultaneously [41]. 
This suggests that a three stage cascaded correlator containing equivalent third order 
terms of the input could provide a similar solution. 
It was found that, in the optical implementation of a two-stage cascaded 
correlator, error was introduced into the system at each optical processing stage, 
through systematic image sampling errors and system noise. Since such error 
propagates forwards through the cascaded correlator, it would be desirable to remove 
any discrepancy at the stage at which it occurs. This could be achieved by introducing 
the errors incurred in optical implementation into the training of the cascaded 
correlator. Currently, the cascaded correlator training algorithm does not allow for 
practical error of this kind. In order to fully integrate such a solution it would be 
necessary to consider a full model of each stage of the optical implementation, 
including Fourier planes as shown in Chapter 5, in the training algorithm rather than 
just the corTelation planes as is currently the case. It must be noted that such a solution 
would be highly apparatus dependent, meaning that a general solution for all 
implementations could not be produced unless intended as part of an 'off the shelf' 
pattern recognition system. Hence at each output stage, the appropriate detector 
resolution must be reproduced based on input dimensions, illumination wavelength, 
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Fouiier transform lens focal length and the size of each detector element. Furthermore 
background noise must also be reproduced by analysis of that generally present in the 
optical system. However, this is also dependent on the optical apparatus and 
environment, hence a good solution would be to provide a more comprehensive 
training set including a variety of different noise levels or an analytical solution such 
as that used in the formulation of the minimum variance synthetic discriminant 
function [66]. If the training set method was used, the sample noise must be added at 
each correlation stage, since the current threshold function removes low level 
background noise, but not that incident upon high intensity areas. A statistically 
representative sample of noise must be chosen for the extra training to be effective, 
requiring a large number of training images. Furthermore, the training set must also 
be extended to more fully represent the possible input environments for a real-world 
task. Clearly such a solution incurs an additional computational overhead in training, 
but importantly does not increase the processing time of the system since optimisation 
is performed offline. 
Currently, the processing time of the optical cascaded correlator is extended 
greatly through the use of photographic film as a modulation medium. The 
photographic film method was intended only to prove the viability of the optical 
cascaded correlator, and clearly the time taken to develop the input to each optical 
stage is prohibitive in a real world system. In order to produce a real-time cascaded 
correlator, it would be necessary to use SLM technology to modulate the illumination, 
split into two halves to represent the input and filter in the JTC. SLM's generally have 
inadequacies such as phase/amplitude cross-coupling, however, therefore these 
inadequacies could be built into the model of the cascaded correlator in the same way 
as system noise and optical error. 
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The high price and inadequacies of current large-scale real-time SIM 
technology and the increases in digital computing power make digital implementation 
the most likely scenario in the near future, making it possible to use more general 
thresholding than the symmetrical functions required by the optical system. Therefore 
it is clearly necessary to streamline the processing and training of the cascaded 
correlator to take larger feature sizes and increased numbers of stages into account. 
Currently, the cascaded correlator is modelled and trained using the high-level 
programming tools of Matlab 5. By programming the algorithm directly into a lower 
level language, it would be possible optimise the code further to achieve great 
increases in processing and training speed. 
The current use of discontinuous thresholding in the cascaded correlator 
produces lengthy training times as a direct result of the need for simulated annealing 
to discourage convergence at local minima. Therefore, by using continuous threshold 
functions simulated annealing could be removed from the training algorithm, reducing 
network training times. Sigmoid threshold functions have been reported extensively in 
the neural network literature, showing the same kind of collective computation as the 
threshold used in the cascaded correlator. That is, using the cascaded correlator 
threshold function, outputs become collected into either the group that contains zero 
value outputs, or the group that contains values greater than the threshold level. Using 
a sigmoid function, outputs may be part of the group that contains positive values or 
the group that contains negative values, each of which converge to limits. 
Furthermore, a sigmoid function does not contain any of the sharp discontinuities or 
large gradients evident in either the cascaded correlator threshold of equation (3.32) 
or the simple binary threshold. It must be noted, however, that in an optical 
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implementation of the cascaded correlator, the sigmoid function must be modified to 
include the necessary symmetry. 
Most of the proposed modifications to the model of the cascaded correlator 
require an increase in the complexity of the learning algorithm and therefore increases 
the training time. For example, training times increase approximately proportional to 
the number of stages and filter pixels squared, and proportionally to the number of 
images in the training set. Although this can lead to problems when a large number of 
different cascaded correlators are to be trained, as in the statistical study of section 
4.4, the training time is not as critical for most pattern recognition tasks. Much more 
important is the increase in processing time that occurs in a system with more stages 
and larger filter size. Clearly, the processing time will increase in proportion to the 
number of stages in the cascaded correlator. The increase in processing time due to 
filter size will depend on the method of implementation. If the filter size of the 
cascaded correlator is N pixels, the correlation operation requires of the order of 
N1092N operations. In a digital implementation this means that the increase in 
processing time due to using larger filters is greater than that incurred by using more 
cascaded stages. A fully digital implementation of a two-stage cascaded correlator 
with a filter size of 512 x 512 pixels takes approximately 141 Megaflops. Using the 
current system of IBM compatible PC with an Intel Pentium 400MHz processor in 
Matlab 5, this corresponds to a processing time of approximately 7 seconds. However, 
processors are currently available that can perform in excess of I Gigaflop per second, 
meaning that in appropdate hardware the full system could be implemented digitally 
at near video rates. In an optical implementation, the correlation operation is 
processed in the same time irrespective of image size. Thresholding can be performed 
at video rates, thereby providing a real time classification system. 
156 
Chapter 6 Conclusions and Further Work 
The work of Javidi [73] in the field of non-linear correlation has shown 
promising results as discussed in section 2.7. The advantage of the non-linear JTC is 
that it can produce a non-linear function simply by performing a k'th law threshold 
function on the power spectrum of the input field. However, since there are relatively 
few degrees of freedom in the system, the possible shapes of the decision boundaries 
created by such a function are limited. If the non-linear JTC was to be combined with 
the cascaded correlator, non-linearities could be applied at both correlation and 
Fourier planes in the system. By applying a carefully optimised k'th law function, or 
sigmoid as described above, to the Fourier planes of the cascaded cor'relator, it may be 
possible to introduce more complicated discriminant functions using fewer network 
stages. This would result in a more robust classification when performed optically and 
may reduce training times for networks of a given decision complexity. If simulation 
of every Fourier transformation stage of the optical implementation is included in the 
training of the cascaded correlator, applying Fourier plane non-linearities would 
require a straightforward optimisation of the value kp at each stage. Since the kth law 
is not a severe threshold this would require no further simulated annealing, and could 
be implemented by error backpropagation. 
Throughout the studies detailed in this thesis, the thresholded output for which 
the cascaded correlator has been trained is a bright point corresponding to the location 
of any true-class object in the input. Clearly, the required information in the output is 
the number and location of these true-class objects in the input scene. In a fully 
automatic system, the full output field representation is highly inefficient since a large 
number of pixels are required to present a very small amount of data. For example, if 
a single true-class object is present in a relatively small 256 x 256 pixel input scene, 
the resulting binary thresholded 256 x 256 output scene requires 65536 bits of data to 
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store. The equivalent representation using peak location only requires the storage of 
only two numbers representing the pixel position on each axis of the true-class object, 
giving a total of 16 bits of data. It is clear that this storage advantage remains for any 
reasonable number of objects in the input field. There are various ways to obtain such 
a location finding output. Such a transformation may be achieved electronically by 
simply interrogating the captured scene pixel by pixel for bright points. However, 
since the cascaded corTelator is desirable due to the fast optical implementation it may 
be preferred to perform such a transformation optically. If it is known that only one 
object is present in the input scene, corresponding to only one bright point in the 
output, this could be achieved simply by the use of cylindrical lenses. The output field 
may be displayed twice and each display interrogated by one of two orthogonal 
cylindrical lenses or a single field interrogated sequentially by the two lenses. Each 
lens would expand the point of light into a line along the co-ordinate of the point in 
the corresponding axis. For electronic storage or further optical processing, a set of 
detectors along each axis could be used to represent position on the axis. Clearly this 
would not be appropriate for output fields containing more than one object, since the 
co-ordinates would become ambiguous, hence electronic interrogation becomes 
necessary. 
Finally, the cascaded corTelator should be used to solve real-world shift 
invariant pattern recognition problems. It was shown in Chapter 4 that it is possible to 
use the cascaded correlator for such a task, providing sufficient training data and 
network complexity are available. Many applications would benefit from such an 
approach, since an object must always be located before it can be classified. For 
example, in medical diagnosis, it is possible to identify cancerous and pre-cancerous 
cells by visual differences in images when compared to normal healthy cells. By 
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training the cascaded correlator with a large catalogue of reference abnormal cell 
images, it should therefore be possible to locate both the occurrence and the number 
of these cancerous cells. Hence classification could be used as a powerful tool for 
diagnosis. 
A second example is that of the clothing industry. A desirable target of 
clothing manufacture is to be able to produce as low a proportion of faulty garments 
or 'seconds' as possible. If a given piece of material contains defects in the weave, 
then it is likely that faults will occur in clothing fabricated from the material. 
Although these defective garments can be found by screening after manufacture, the 
problem can be avoided by pre-screening the cloth by passing it through a high 
magnification, high speed fault recognition system. The cascaded correlator is ideal 
for this purpose, since cloth consists of many repeating, relatively small sized 
features, meaning that, in the optical configuration, the cascaded correlator is capable 
of processing images quickly. Furthermore, the shift invariant nature of the output 
means that the system can be used to either reject a piece of cloth entirely or, more 
likely, just note the areas that contain defects and avoid these in the fabrication of 
garments, making the most of the available material. 
The idea of using the cascaded correlator for fault identification can be 
extended further into such applications as the can manufacture considered previously 
in Chapter 4, or the correct shaping of car bodywork. Clearly, it is possible to identify 
many more applications in which a highly non-linear, high-speed shift invariant 
pattern recognition system of this kind could be used, and this shows great promise 
for the cascaded correlator in the future. 
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Hence it can be seen that the light amplitude incident on the output plane P5 is 
proportional to the cross-correlation of a(xy) and h(xy). The intensity is therefore 
proportional to the squared magnitude of the correlation. It must be noted that 
accurate alignment of the filter at the Fourier plane is essential [511, but the aperture 
sizes of the lenses and the available light energy are the only limits on the size of 
image that can be processed in this way. 
The full complex form of the transfer function H*(u, v) can be presented in the 
transmission function of a spatial filter, by encoding the phase using a spatial carrier 
frequency. However, the discrimination performance of a correlation is considered to 
increase with the narrowness and height of the coffelation peak. It is generally found 
that a better correlation peak and higher transmission can be achieved if the complex 
filter is stripped of amplitude information, resulting in a phase only filter (POF), first 
introduced by Homer and Gianino [52]. It is possible to strip amplitude information 
from the complex filter since the ma ority of the information in the frequency plane is j 
encoded by phase modulation [53]. A POF results in higher correlation peaks, but a 
reduction in SNR compared to the complex filter, due to the overall reduction in 
information. A POF may be considered as a multiplication of an inverse amplitude 
only filter 
IH * (11, Vý -I and the unmodified complex matched filter 
jH*(zt, vjexp(jýp(u, v)) [541 where ýp(u, v) denotes the phase distribution of the filter. 
The effect of the inverse filter is to enhance the high frequency content of the 
correlation. Hence phase only encoding results in an increase in peak sharpness and 
sidelobe suppression, due to an increased emphasis on high frequency information. 
However, this also provides an increase in discrimination between like and slightly 
distorted objects and therefore reduces the generalisation of the correlation. 
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Fig. 3.5 Optimisation progress of sample backpropagated network a) progress history 
b) output at minimum error 
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Fig. 3.6 Optimisation progress of sample simulated annealing schedule following 
backpropagation a) progress history b) output at minimum error 
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Fig. 3.7 Optimisation progress of costed annealing following backpropagation and 
uncosted annealing a) progress history b) output at minimum costed error 
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Fig. 3.8 Variation of quantisation error with non-training cascaded correlator 
quantisation level a) single stage cascaded correlator b) two-stage cascaded correlator 
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cascaded correlator 
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each region boundary 
a2 
Fig. 3.17 Corresponding decision boundary in 11 of a sample two-stage cascaded 
correlator without linear approximation 
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Fig. 4.2 Sample output of a two-stage cascaded correlator for statistical pattern 
recognition experiment with separability values of g, = 0.25, R2 = 0.1 a) true class 
output b)false class output 
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Fig. 4.3 Plot of output SNR performance of linear classification systems with varying 
input separability values gi and g2 for 49 dimensional input a) mean value of linear 
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Fig. 4.4 Plot of output SNR performance of non-linear classification systems with 
varying input separability values g, and lt2 for 49 dimensional input a) mean value of 
quadratic Bayes and two-stage cascaded correlator b) difference of quadratic Bayes 
and two-stage cascaded correlator 
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Fig. 4.6 Output SNR performance of a fully trained two-stage cascaded correlator, 
with a single image training set, with change in input image in-plane rotation angle. 
Performance drops severely with little rotation. 
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Fig. 4.7 SNR performance of a two-stage cascaded correlator trained with a single 
image with change in in-plane rotation angle of input image with additive Gaussian 
noise of unity intensity and SBWP=1000, for a set of trials using a single cascade 
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Fig. 4.8 Mean SNR performance over 100 trials of a two-stage cascaded correlator 
trained with M=I, 12 and 72 training images against change in in-plane rotation angle 
of input images with additive Gaussian noise of unity intensity and SBWP=1000 
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Fig. 4.9. Sample first stage output of cascaded correlator under an Input rotational 2 
distortion ol'o' and noise intensity cr =I when trained with M=1 images. 
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Fig. 4.10 Worst case mean SNR performance of two-stage cascaded correlators 
against number of training images where input image SBWP=1000 and images have 
additive Gaussian noise of unity intensity 
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Fig. 4.11 Theoretical SNR performance of ECP-SDF filter trained with M=1,12 and 
72 training images against change in in-plane rotation angle of input images with 
additive Gaussian noise of unity intensity and SBWP=1000 
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Fig. 4.12 Variation of two-stage cascaded corTelator discrimination with rotation of 
input image for training set sizes M=1 and M= 12. 
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Fig. 4.16 Typical results of classification for can image containing training fault 
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Fig. 4.17 Results of classification for can image at an intermediate rotation to those 
used in training set containing non-training dent fault images a) input image with dent 
faults boxed b) correlation output of MACE filter c) output of two-stage cascaded 
correlator 
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Fig, 4.18 Image acquisition configuration for investigation of cracks in can iivets 
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Fig. 4.19 Typical sample input images and results of classification of two-stage 
cascaded correlator using non-training images at the same rotations as those used in 
training of a) can with true class cracked rivet b) can with false class marked rivet 
Fig. 4.20 Typical sample input image and result of classification of two-stage 
cascaded correlator using a true class image containing a cracked rivet rotated 
intermediate to those in the training set 
Fig. 4.21 Typical sample input image and result of classification of two-stage 
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Fig. 5.4 Sample simulated final stage output from a noisy true class image i=I 
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Fig. 5.7. Sample input slides to the first correlation a) true class circle, Cr =0 and filter 
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Fig. 5.8. Simulated first Fourier plane output for a) true class circle CY =0 b) false class 
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Fig. 5.9. Simulated first Fourier plane results for a) true class circle cr =0 b) false class 
cross cy =0 
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Fig. 5.10. Experimental first Fourier plane results for a) true class circle cy =0 b) false 
class cross cr =0 
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Fig. 5.1 1. Sample input slides to the second pass through the JTC, Fourier plane output 
from a) true class circle Cr =0 b) false class cross cy =0 
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Fig. 5.13. Simulated first cross-correlation output for a) true class circle CT =0 b) false 
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Fig. 5.14. Experimental first cross-COITClatIon output for a) true class circle cy =0 b) 
false class cross cy =0 
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Fig. 5.16. Thresholded resampled first stage output images for a) true class circle CY =0 
b) true class circle cy =I c) false class cross cy =0 d) false class cross cy =I 
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Fig. 5.17. Processes involved in implementing a single stage 
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Fig. 5.18. Second Foufier stage results for a) simulated true class circle cy 0 b) 
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Fig. 5.21. Peak-to-sidelobe ratio of the final correlation output of the two-stage 
cascaded correlator for a range of true class circle images with additive noise for both 
experimental and simulated results 
