The study reported in this paper investigates the frequency and distribution of speech errors, as well as the influence of the task type on their rate. The participants of the study were 101 engineering students in Croatia. A recorded speech sample in the English language (L2) lasting for approximately ten hours was transcribed, whereby more than three and a half thousand speech errors were recorded. Morphological errors were dominant due to a significantly frequent omission of articles. The distribution of different subcategories of lexical errors pointed to a relatively low frequency of unintended L1 switches, indicating that the participants were able to separate the two languages during lexical access.
sufficiently redundant, that is, the interlocutor can correctly interpret the message without correction. However, most errors are corrected without the intervention of the interlocutor, which confirms the existence of a system for speech monitoring and the feedback loops. Their task is to control the correctness of speech utterances and consequently, if necessary, to execute the correction or enrichment of the propositional content. In recent decades a growing interest in language production has resulted in numerous psycholinguistic models which try to explain the mechanisms in the service of speech production, which is speech errors, self-corrections and various forms of disfluencies.
The aim of this study was to investigate the distribution of different categories of errors, and to determine the influence of the task type on the rate of certain categories of errors in the speech of technical studies students. The paper describes Kormos' bilingual model (2006) of speech production, which is based on Levelt's model (1989) as the empirically most accepted theory for monolingual speech processing. In addition, a brief overview of the findings dealing with speech errors and self-monitoring is presented, as well as the classification of errors based on the described model for the purpose of this study. Afterwards, the research methodology is presented, followed by the obtained results and corresponding conclusions.
Speech production

Speech production models
Kormos' bilingual speech production model (2006) is based on Levelt's model (Levelt 1989; 1995; , as the most accepted and most widely used model in studies of speech production ( Figure 1 ). She assumed that the bilingual speech production is modular and can be described as a series of relatively independently functioning processing components: the conceptualizer, the formulator, the articulator and the acoustic-phonetic processor, and finally, the speech comprehension system or parser. There are also three knowledge stores: the mental lexicon, the syllabary and the store for the knowledge of external and internal world. She proposed that the new model contains one large memory, called long-term memory, which is subdivided into several subcomponents: episodic memory, semantic memory including the mental lexicon, the syllabary, and a store for declarative knowledge of L2 rules. All knowledge stores are shared between L1 and L2, that is, there is a common episodic and semantic memory for L1 and L2, a shared store for L1 and L2 lemmas and lexemes, and for L1 and L2 articulatory scores. In L2 production, however, she postulated the existence of a fourth and L2 specific knowledge store: a declarative memory of syntactic and phonological rules in L2.
In Kormos' model the processing components are "specialists" in certain functions that must be executed, which means that they do not share processing functions. A component or module will start processing only if it receives a distinctive input. Kormos assumed that processing is incremental, that is, a fragment of a module's characteristic input can trigger encoding procedures in this module. Consequently, the articulation of an utterance can start even before the speaker has finished planning the entire message. This also means that in the case of more proficient speakers parallel processing is possible. Incremental and parallel processing as well as the automated nature in the native language may explain the high rate of speech production. In L1 production message conceptualization requires attention, whereas formulation and articulation are automatic processes which work in parallel, which makes L1 speech generally smoother and faster compared to L2. Abutelabi et al. (2001; conducted neuroimaging studies and provided support for the similar nature of L1 and L2 speech processing, that is, neither the extent of brain activation nor the regions involved in the processing in L1 and L2 are different for bilinguals who learned the L2 early in their lives and for high proficient speakers with extensive L2 exposure. On the other hand, low proficient speakers and those who have had a low exposure to the target language, were found to activate larger and slightly different cerebral areas when speaking in L2 than in L1 (Kormos, 2006 ). Kormos' model accounts for this finding because proficient bilinguals do not rely on the separate knowledge store of declarative rules, whereas for learners at lower levels of proficiency grammatical and phonological rules are stored in a separate brain region.
The second theory explaining speech production is Dell's (1986) spreading activation theory. According to this theory, the lexicon, which contains non-productive knowledge, is seen as a network of interconnected units, the so-called nodes, which represent linguistic units such as concepts, words, morphemes, phonemes and so on. In the lexicon conceptual nodes are associated with nodes defining the words, which are in turn associated with morphemic nodes, which represent specific morphemes. Furthermore, there is a relationship between morphemic and phonemic nodes that determine the phoneme, and finally phonemic nodes that are connected with nodes for phonemic features. The mechanism responsible for the production of a sentence is the process of spreading activation. During speech processing the node of the required category (e.g. the node representing a word) is approached, in other words, it is the node that has the greatest degree of activation or arousal. Activation spreads from one level to another, from nodes representing semantic features to the corresponding word or lemma nodes, which is then forwarded to phonemic nodes. This means that activation cascades from one level to another. (Shoaf i Pitt, 2002:1) .
The model suggests the existence of inhibitory connections between nodes at the same level of processing and thus ensures the correct selection of nodes. Dell (1986) and his followers assumed that activation can spread in both directions. This means that a wrongly selected and activated node starts spreading activation in the opposite direction, that is "bottom up". In the case of wrongly chosen words, activation will spread from the level of nodes that represent words to conceptual nodes. It is assumed that this same feedback mechanism operates in the perception of speech and makes the monitor an inherent property of the process of perception and speech production.
Speech errors and self-monitoring
Errors can occur at each phase of speech production, that is, during lemma retrieval, grammatical and phonological encoding, as well as articulation. When the monitor notices an error, an alarm signal is sent to the conceptualizer, which then in turn issues the same preverbal plan, hoping that the renewed message will now be properly articulated (Levelt, 1989) . Levelt (1983) distinguished lexical, syntactic and phonetic errors that correspond to the three basic levels of processing. Lexical errors are "any lexical item, color words, direction terms, prepositions, articles, etc." (Levelt, 1989:54) . Levelt (1989) assumed that in the case of lexical errors an incorrectly activated lexical entry is retrieved and then articulated. The results of speech error studies indicated that errors as a result of faulty L2 lexical access are very common (Poulisse, 1993) , but they also often occur in L1 (Dell and Reich, 1981; Fromkin, 1973; Stemberger, 1985) . In Levelt's theory (1989) content and functional words as well as collocations and idioms are considered lexical entries. Errors of derivational morphology, such as different instead of difference also belong to the category of lexical errors, because derivations in Levelt's model of the lexicon represent different lexical entries. Syntactic errors include the syntactic structure that leads to a deadlock after which the speaker can not continue the utterance (Levelt, 1983:54) . Unfortunately, Levelt did not give a precise definition of phonetic errors and did not provide a definition of morphological errors.
Nevertheless, speakers correct most errors without being interrupted by the interlocutor, which points to the existence of the speech monitoring system. Levelt's (1983; 1989) perceptual loop theory explains the detection of erroneous output data. The model includes three loops for checking the utterance. The first or conceptual loop (Levelt, 1989; Blackmer and Mitton, 1991) compares the preverbal plan with the original intention of the speaker before it is forwarded to the formulator for further processing. Its task is to check the appropriateness of the expression, that is, to detect conceptual errors. Blackmer and Mitton (1991) and Van Hest (1996) concluded that conceptual errors are significantly slower corrected than lexical and phonological errors. It is explained by the assumption that an erroneous concept is more difficult to reject and replace with a new one and therefore more time is required for self-correction of conceptual errors (Postma, 2000) .
The second or inner loop is responsible for monitoring the phonetic plan or the inner speech before articulation, which is known as covert monitoring (Wheeldon and Levelt, 1995) . It allows the speaker to reveal the error before articulation. Nooteboom's (2010) analysis based on a collection of experimentally elicited spoonerisms and a collection of speech errors in spontaneous Dutch supported an important aspect of Levelt's perceptual loop theory of monitoring, that both inner and overt speech are being monitored for speech errors. There is at least a delay of 200 or 250 ms between the two (Hartsuiker and Kolk, 2001) , and potentially much more, depending on how much material is buffered in inner speech. If an error is not detected in inner speech, detection of this error in overt speech is of course perfectly appropriate. It has been assumed that monitoring for speech errors is under attentional control (Hartsuiker, Kolk and Martensen, 2005) which means that the speaker can pay either more attention to inner speech or more to overt speech. Postma and Kolk (1993) suggested that the articulator has an autonomous ability to restart, and will implement the old program for the second time if it does not receive new input data on time. This usually happens at higher speech rates, which prevent the temporary storage and thus increase the possibility of time miscalculation, resulting in repetitions of shorter speech segments. Error detection of overt speech depends on the availability and capacity of the articulatory buffer. Higher speech rates reduce temporary storage of speech (Levelt, 1989; Blackmer and Mitton, 1991; Van Hest, 1996) . Finally, the produced utterance is checked after articulation, which constitutes the outer loop of monitoring or the acoustic-phonetic processor. According to Levelt, the monitor is located in the conceptualizer but receives the information from a separate speech comprehension system, the parser, which is associated with the mental lexicon. The monitor will issue an alarm signal if an error or inappropriateness is detected in any of the stages of processing, whereby the same mechanisms of speech production will run for a second time. In order to avoid reduplication of knowledge, Levelt considers that the same lexicon is used for the production and perception of one's own speech, and the same system is used for understanding and monitoring of the interlocutor via the acoustic-phonetic module.
Studies of speech errors in the native language confirmed the superiority of this theory over others (e.g. Blackmer and Mitton, 1991; Nooteboom, 2005; 2010) . Moreover, theories of foreign language speech production (e.g. Kormos, 2006) also accepted this theory and consider that there are no qualitatively different monitoring mechanisms in a foreign language.
The research project
The aim of this study was to determine the distribution and frequency of different categories of speech errors in English as foreign language, and to examine the influence of the task type on their occurrence.
The experimental procedure and tasks
The participants of this study were 101 native speakers of Croatian, 51 male and 50 female first-year students at the Faculty of Electrical Engineering, Mechanical Engineering and Naval Architecture in Split. The students received 8-9 years of formal English instruction and it was presumed that the participants' instructional background was very similar, since all of them claimed to have received a mixed form-focussed and communicative syllabus, as a method of instruction in their primary and secondary school. The participants were randomly chosen and no test was previously administered to measure the level of proficiency. The error data were collected by means of five different tasks which were performed in English (L2). All data were collected in an ordinary room with no special facilities at the Faculty. It was preferred to an experimentation room because it would contribute to the informal atmosphere in which the tasks were performed. The subjects were seated opposite the researcher at the same table. The computer with the microphone were placed between the subjects and the researcher. Each student was individually audio-recorded and afterwards the speech samples were transcribed by two independent researchers. Time parameters were measured in Audicity, the programme for acoustic analysis of speech. The number of words was counted manually.
Errors, as variables of speech fluency, were collected by means of five tasks. Before carrying out the first task (CARTOON), the students watched the cartoon Johnny Bravo in the English language. This cartoon was chosen under the assumption that it was relatively unknown to the subjects and that its content represented a significant cognitive effort in terms of discourse organization. After watching the cartoon which lasted for six minutes, each participant described the chronological order of events in his/her own words in the English language. The participant had one minute to prepare and was not time limited.
The second task was preceded by the researcher's instructions which explicitly stated that the subject had to describe the picture of a room (ROOM1) that had six pieces of furniture in such a way that someone who could not see the picture could produce a global setting on the basis of the description. The second task (ROOM2) was almost identical to the first one, except for the furniture that was slightly differently arranged.
In the fourth task (UTTER) the subjects formed twenty utterances based on different, semantically unrelated drawings. The syntactic frame was not defined by the researcher, and the only requirement was that the drawing and the corresponding colour (e.g. the rose which was red or the blue shirt) appeared in the utterance. As in the case of previous tasks, each participant had one minute to prepare.
The fifth task (STORY) was a story narration. The participant had to make up a story based on five unrelated drawings and none of them was allowed to be omitted.
Classification of errors and analysis
A system of classification of errors was devised on the basis of previous taxonomies of errors and self-corrections (Levelt, 1983) . The reason for choosing Levelt's model was because it was the most complete and the most widely applied system available. For the analysis of errors, Lennon's (1991) definition was used. (Lennon, 1991:182) .
An error is a linguistic form or combination of forms, which in the same context and under similar conditions of production, would in all likelihood, not be produced by the speaker's native counterparts
On the basis of this definition, the researcher identified all the possible instances of errors in the transcripts of 101 students. All the cases where no unambiguous judgements could be made, data were collected and were shown to Vol. 1, No. 1; June 2011 ISSN 1925 -4768 E-ISSN 1925 two educated native speakers of English. The native speakers were informed about the nature of the tasks the subjects had to perform and were shown the errors together with their contexts. Only the cases which were considered unacceptable by the researcher and native speakers were counted as errors.
Errors were analyzed in accordance with Levelt's (1983:44) The first part 'Go from left again to' is the original utterance and consists of a problematic spot or reparandum which needs to be corrected ('left'). Shorter or longer speech segments can be erroneous, that is, ranging from an erroneous phoneme to a whole utterance. The speaker may interrupt the speech before or after overt articulation, but an interruption delay can also occur. An interruption may be followed by different kinds of disfluencies, such as editing terms, silent pauses, vowel prolongations which represent the editing phase, and finally, the third phase is the repair. After the identification of errors, all the instances of erroneous utterances were classified in accordance with the classification taxonomy.
The main criterion for distinguishing lexical from grammatical errors was the way of accessing lexical entries. Lexical entries can be accessed via syntactic building procedures or on the basis of their conceptual specifications, or lemma activation. Firstly, it is proposed that errors of derivational and inflectional morphology should be handled separately. As derivations (rotate, rotating, rotation) are assumed to be different lexical entries, and word-formation is supposed to take place as a part of lexical encoding , errors of derivational morphology should be classified as lexical errors. On the other hand, inflectional morphemes are encoded and processed in the grammatical encoding phase and therefore are handled as morphological errors. Lexical, syntactic, morphological and phonological errors are errors arising at lower levels of processing, whereby conceptual errors (Van Hest, 1996) have their roots at higher levels and occur as a result of an erroneous conceptual plan. Conceptual errors are not found in Levelt's classification system, nor are they included in the classification of this study, because the author believed that only a retrospective analysis could reliably determine whether an error was a result of faulty lemma retrieval or occurred at the level of conceptualization.
a) Lexical errors
The first type of error to be discussed is lexical errors. Three subcategories of lexical errors have been established: a) idioms, collocations, functional and content words, errors of derivational morphology (1); b) unintentional use of L1 lexemes (2); c) non-existent words (3).
(1) And then they hear some beautifully singing and er, er, knew it was Johnny's mother.
(2) Johnny Bravo went to the šum-sorry, to the wood.
(3) er, so, Johnny Bravo, his mother was making him a sweater of /pineko/.
One of the problems in the classification of lexical errors are errors within idioms and collocations. In example (4) the subject choses the preposition 'on' and then replaces with 'in'.
(4) On the second -in the second picture I can see a lamp and a vase.
It can be assumed that in the case of L2 speakers many idioms and collocations are not fully automated, therefore they are not stored as complete lexical entries. It is assumed that the mechanisms by which the L2 speakers produce these phrases are similar to those by which new words are created (Kormos, 1998) , and for this reason these errors are classified as lexical errors, which do not occur at the stage of lemma activation, but in the process of lexical encoding.
b) Grammatical errors i) Syntactic errors
Opposite to lexical errors that arise as a result of incorrect lexical approach, grammatical errors occur as a result of problems in grammatical encoding (Levelt, 1989) . The differentiation between lexical and grammatical errors is not simple, since the processes of lexical access and grammatical encoding are closely related. For example, prepositions are in some cases classified as lexical, whereas in some other instances as grammatical errors. In order to overcome these difficulties of classification, it is important to distinguish function words which have conceptual specifications from those which do not have them. The preposition "under" (e.g. the ball is under the desk) has its conceptual specification, whereas the preposition "to" (e.g. She listens to music) has no conceptual specification and is addressed via the syntactic building procedures and therefore regarded as a syntactic error.
Syntactic errors were analyzed according to where they occurred in the the three stages of the grammatical encoding phase, that is, (i) when the various complements, specifiers and parameters are encoded and (ii) handled by the different subroutines, and (iii) when these processed materials are ordered (Kormos, 1999) . The next phase involves the production of speech errors that occur at the stage of grammatical encoding.
The following subcategories of syntactic errors have been established: a) wrong word order (5); b) unfinished expressions or false starts (6); c) completely unacceptable morpho-syntactic and/or semantic structure (7) (Note 1); d) wrongly encoded complements and specifiers, which are accessed via syntactic building procedures (8).
(5) Johnny met a bear who was, er, sleeping…er, he woke up him in the middle of, er, winter.
(6) And he came to er, er, cave…er, er, that cave was er, er -in that cave he saw er, a bear.
(7) They start to arguing and hunting into the woods but er, it er, didn't er, was success. 
c) Phonological errors
The next steps in speech processing are phonological encoding and articulation. Phonological errors mainly included articulatory clumsiness (14), whereas other forms of phonological errors were not analyzed, since a systematic differentiation of inaccuracies due to the speaker's accent and lack of knowledge of phonological forms of lexical entries could potentially cause serious problems.
(14) his mother, his mother er, er, sang a /lole/ lullaby and er, they fell asleep. Table 1 presents the classification of errors used in this study.
Results and discussions
Error distributions
The participants of the study produced a total sum of 56 862 words, Table 2 , whereby almost ten hours of recorded speech was collected. Table 3 displays the error distribution for all tasks. It can be observed that a total number of 3518 errors was recorded, which outnumbered the total number of errors in the native language (Croatian, L1-943) (Kovač and Horga, 2010) for the same task types. Morphological errors were the most frequent ones (over 60% of the total number of errors), followed by syntactic and lexical errors which occurred in approximately equal proportion (18%). Phonological errors constituted 2.5% in the error corpus. The main reason for such a large number of morphological errors can be found in the article system, which is, omitted or incorrectly used articles. If this subcategory had been left out, the total number of morphological errors would have been only slightly higher than the number of lexical and syntactic errors respectively.
Considering the proportions of certain subcategories of syntactic errors in their total number, Figure 2 , it can be noted that the subcategories: wrong word order or unfinished utterances (false starts) and morphosyntactic and/or semantically completely unacceptable utterances occurred more frequently than the subcategory of wrongly encoded complements and specifiers, which are accessed via syntactic building procedures.
The distribution of the subcategories of lexical errors, Figure 3 , pointed to a rare presence of L1 lexemes and L2 non-words in relation to lexical errors caused by incorrect selection of L2 lexical units. It follows that the speakers at this level of language competence generally manage to keep separate two languages while lexical selection. Separation of the two languages is hypothesized to be controlled by the language cue added to the concepts in the conceptualization phase (Kormos, 2006) .
The analysis of the distribution of morphological errors showed that the participants of this study displayed severe difficulties in English article use, Figure 4 . They were found to employ bare nouns without the definite/indefinite article. The omission was the main problem and notorious source of difficulty, largely because it is based on a complex set of abstract distinctions, which are to a certain degree, arbitrarily mapped onto surface forms (a, the and zero) in article use. This difficulty only occurs when learner's first language does not share the same surface features and/or the same semantic conceptualizations with the second language (L2) (Ekiert, 2007) . This statement can be confirmed by the results shown in Table 4 . In 96% of all cases of difficulties in article usage, the definite/indefinite article was omitted, whereas in only 4% of all cases it was overused or incorrectly used. This study confirmed the results of a recent study (Avery and Radisic, 2007) , emphasizing omission as the main problem in article use when the L1 semantic and conceptual system is different from L2, which points to lower levels of proficiency than expected.
Considering the distribution of errors for each task separately, Table 3 , it may be noted that morphological errors occurred in the highest proportion in each task, whereas the difference between syntactic and lexical errors for each task was within the limits of ± 6%, that is, their proportions were very similar. It is noticeable that incorrect verb form as a subcategory of morphological errors outnumbered the total number of lexical errors in CARTOON and STORY. The explanation can be found in the nature or cognitive complexity of the retelling task, which imposes a frequent usage of the past tense and the participants very often faced the problem of verb formation, as they often did not know the inflexion of the verb forms, due to insufficient grammar knowledge. On the other hand, in designing simple utterances, as in tasks ROOM1, ROOM2 and UTTER, speakers deliberately used simple tenses and simple syntactic frames.
The influence of the task cognitive complexity on error categories in L2
The present paper examined how the task type influenced the specific error category, in other words, whether there was a statistically significant difference in the rate of certain error categories among different tasks.
Speech duration per participant may be of varying size in each task. In order to facilitate the comparison of various tasks by applying appropriate statistical tests, it was necessary to perform the calculations by reducing the corresponding categories of errors per subject to a pre-specified number of words. In the available literature that number is in most of the cases 100 words, so the same approach was chosen in this paper. The analysis of the influence of the task type on the rate of examined error categories was performed on the same subjects (101 undergraduate student). Consequently, there were five dependent samples. Table 5 presents descriptive statistics related to the rate of syntactic errors in L2. The main reason for such a detailed data presentation was a requirement for a good knowledge of samples, in order to decide which samples to compare with each other, if the statistical test results displayed that the population from which the samples come, were not identical.
Syntactic errors
Shapiro-Wilk's test of normality (Marques de Sá, 2007) was selected, Table 6 , being highlighted in recent works as the most efficient test of normality (Thode, 2002; Zhang and Yuehua, 2005; Keskin, 2006; Henderson, 2006; Coin, 2008) . According to this test, it may be noted that the distributions of all five populations significantly deviated from the normal distribution. Therefore, the non-parametric Friedman's test was selected (Field, 2005; Marques de Sá, 2007; Demšar, 2006) , as probably the most commonly used (Al-Subaihi, 2000) and most popular ( Van de Wiel, 2004 ) nonparametric repeated measures test in the case of three or more dependent samples, Table 7 . Nonparametric tests are called distribution-free tests, which require neither normally distributed data, nor homogeneity of variance (Montgomery and Runger, 2003) . However, one of the drawbacks of nonparametric tests are that they are less efficient than parametric ones, but only if the assumptions for using parametric tests are fulfilled, which was not the case with regard to the result of Shapiro-Wilk's test. If the assumptions for using parametric tests are not met, the nonparametric tests often provide considerable improvement (Montgomery and Runger, 2003) . The value of Friedman's test was lower than 0.0001, Table 7 , displaying that statistically significant differences in the rate of syntactic errors among individual tasks were obtained. Thus, all populations were not identical considering that the p-value was lower than or equal to the threshold value α (p < 0.0001 ≤ α = 0.05).
The results of Friedman's test revealed that the null hypothesis of identical populations should be rejected, yet, it did not answer the question which tasks, when compared, displayed statistically significant differences in the rate of syntactic errors. Dunn's multiple comparison test (Daniel, 1990; Pett, 1997) , an effective test with a careful assessment of statistically significant differences between compared pairs (Pett, 1997) answered this question.
Comparisons can be performed only for selected pairs of tasks or for all possible combinations of pairs. In the case of implementing multiple comparisons with a threshold value α = 0.05 for each pair, it is necessary to take into account that the greater number of comparisons considerably increases the overall probability of error type I, that is, the probability of rejecting the null hypothesis when it is true in at least one case of comparison (e.g. it is 0.226 for 5 compared pairs, whereas in the case of 10 comparisons, which is the maximum number in the case of 5 samples, it exceeds 0.4). The solution may be to lower the threshold of significance for each comparison to a value which ensures that the overall probability of error type I does not exceed 0.05. On the other hand, by reducing the threshold value for each comparison, the risk of error type II also increases (null-hypothesis is not rejected, even though the alternative hypothesis is correct), which leads to the conclusion that it is useful to compare only the chosen pairs. Thus, the risk of error type II is being reduced. The decision which pairs to compare can be made based on a good knowledge of descriptive statistics related to each sample, Table 5 . In conclusion, it is important to be restrictive in choosing comparison pairs (Marques de Sá, 2007).
The lower quartile was different from zero in CARTOON, while in other tasks the lower quartile and the median equaled zero, Table 5 , and therefore Dunn's multiple comparison test for the rate of syntactic errors was implemented for combinations of task pairs that included CARTOON as a member of the pair. In other words, CARTOON was compared with each task, Table 8 . The results of Dunn's test, Table 8 , showed that the retelling of a chronological sequence of events resulted in a high rate of syntactic errors. An analog conclusion was presented in the case of the rate of syntactic errors in the native language (Kovač and Horga, 2010) . In recounting the chronological sequence of actions, it was necessary to organize the speech acts under time constraints and therefore monitoring was very important. However, monitoring is a conscious process that requires special attention (Levelt, 1989) and it can be assumed that attentional resources are very limited in the case of less proficient speakers, consequently, the amount of attention available for monitoring will have an impact on the efficiency of the process of speech production. This is especially important for L2 speakers whose production processes are partly automated and more attention is required than the encoding process in the native language. Since L2 speakers at a lower level of language competence have a limited amount of declarative knowledge and the mechanisms of linguistic encoding are not automated, it can be concluded that the speaker's attention was oriented towards the processes of lexical, grammatical and phonological encoding, and that less attention was available for other stages of messages production. This referred to the conceptualization of the message, formulation and articulation, and finally monitoring. Since the speech acts followed each other in successive order, which happened in the case of the retelling of a chronological order of events, the speaker needed more time for message planning, and very often did not have sufficient time to properly form the utterance.
Lexical errors
Descriptive statistics for the rate of lexical errors per 100 words can be seen in Table 9 . According to Shapiro-Wilk's test for the rate of lexical errors per 100 words, Table 10 , all distributions significantly deviated from the normal distribution. The p-value of Friedman's test was 0.0108 , Table 11 , indicating that statistically significant differences in the rate of lexical errors were obtained. In CARTOON the lower quartile was different from zero, whereas in all other tasks (except UTTER) even the median equaled zero, Table 9 , therefore, CARTOON was compared with the tasks ROOM1, ROOM2 and STORY. Dunn's test , Table 12 , showed that in CARTOON speakers made significantly more lexical errors than in the tasks ROOM2 and STORY. The findings could be explained by the fact that the same lexemes occurred in ROOM1 and ROOM2, some of which were high frequency words and more familiar to the speakers (e.g chair, table, desk, bed) . A very similar conclusion could be made for STORY, due to the occurrence of high frequency words such as church, forest, children etc.
Morphological errors
Descriptive statistics for the rate of morphological errors are presented in Table 13 . The results of the Shapiro-Wilk's test, Table 14 , lead to the same conclusion as in the previous analysis of error categories, pointing that all distributions significantly deviated from the normal distribution. The p-value of Friedman's test was 0.0036, Table  15 , which indicated that statistically significant differences in the rate of morphological errors among different tasks were obtained.
The lower quartile differed from zero in CARTOON, only. CARTOON was compared with all tasks since it is evident that the greatest difference in medians and means existed between ROOM2 and UTTER, Table 13 . For that reason, the pair ROOM2-UTTER was added to the chosen ones. Dunn's test confirmed the statistically significant differences in the rate of morphological errors between CARTOON and ROOM2, as well as between ROOM2 and UTTER, Table 16 . A significantly greater rate of morphological errors was obtained in the task ROOM2, compared to CARTOON and UTTER. As can be seen in Kormos (2000) concluded that formal methods of language teaching influence the degree of importance that students pay to grammatical accuracy. In a research review on the impact of formal instruction on grammatical accuracy, Ellis (1994) argued that if formal language teaching is directed towards grammatical accuracy at the appropriate stage of speaker's L2 language development, it will result in improved accuracy. From the results of this study it can be concluded that speakers paid very little importance to the use of articles, which can be explained by: a) the influence of the native language (Croatian) which does not have the article system, b) the students' attitude that articles are not important for message understanding and c) formal language teaching in primary and secondary schools does not give adequate importance to article acquisition.
Phonological errors
Descriptive statistics for the rate of phonological errors per 100 words can be seen in Table 17 . According to Shapiro-Wilk's test, the distribution of all five populations significantly deviated from the normal distribution, Table  18 . Table 19 displays the results of Friedman's test. Statistically significant differences between tasks were obtained, since the p-value of Friedman's test was 0.0002.
Only two pairs were compared by implementing Dunn's test: ROOM2 -UTTER and UTTER -STORY, since the upper quartile was different from zero in UTTER, whereas in the tasks ROOM2 and STORY even the ninth decile equaled zero. The results are shown in Table 20 . A statistically significant difference was obtained between tasks ROOM2 and UTTER. The nature of the task UTTER required the use of low frequency words. The speaker attempted to retrieve the lexeme for which only incomplete phonological information (e.g. usually the initial phonemes) was available and finally pronounced it incorrectly.
Conclusion
The distribution of more than three and a half thousand elicited speech errors in the English language (L2) displayed a distinct dominance of morphological errors in relation to other categories of errors. The significantly frequent omission of definite and indefinite articles contributed to the dominance of morphological errors. The students have been found to use bare nouns without the definite/indefinite article very frequently, that is, in most of the cases the article was omitted. This study supports the results of previous findings, indicating that omission of articles is the main problem when the L1 semantic and conceptual system differs from L2. Also, wrong verb formation, as a subcategory of morphological errors, outnumbered the total number of lexical errors in tasks that required retelling. The participants had to use the past tenses and very often did not know the inflexion of the verb forms. On the other hand, in the design of simpler expressions, the speakers deliberately avoided complex tenses. Arguably, the most numerous subclass of syntactic errors which appeared in the retelling task was the completely unacceptable morphosyntactic and/or semantic expression. The retelling of the chronological order of events has proven to be very demanding for the learners, consequently, due to insufficient language competence, they tended to create expressions which were completely unacceptable as far as form and meaning are concerned. The distribution of different subcategories of lexical errors pointed to a relatively low occurrence of unintended L1 switches and non-existing L2 lexemes (non-words) if compared to errors as a result of lexical access failures. Unintended L1 use was proven to be the consequence of an error in accessing the intended L2 lemma, therefore it can be concluded that the participants of the study can separate the two languages during lexical access.
The results of statistical testings of the influence of the task type on the occurrence of speech errors have displayed that the retelling of the chronological sequence of actions of longer duration resulted in a significantly higher frequency of syntactic errors, in relation to the tasks aimed at describing the static, spatial constellations. Since L2 speakers at a lower level of language competence have a limited amount of declarative knowledge and since the mechanisms of linguistic encoding are not automated, the speaker's attention is directed towards the processes of lexical, grammatical and phonological encoding, and less attention is available for other phases of message production. Story retelling is proven to be a complex cognitive process, whereby the speaker's attention is oriented towards planning and organization of speech acts under time pressure, for this reason, the speaker's system very often does not manage to coordinate production processes on different levels in real time.
The rate of lexical and phonological errors depended on the frequency of use, that is, low-frequency words were more susceptible to lexical errors than high-frequency words. Certain task types, such as precise descriptions, required more often the definite and indefinite article, resulting in a significantly higher rate of morphological errors. The speakers paid very little importance to the use of articles, which can be explained by: a) the influence of the native language (Croatian) which does not have the article system, b) the students' attitude that articles are not important for message understanding and c) formal language teaching in primary and secondary schools does not give adequate importance to article acquisition.
The conclusions of this study might find a practical application in foreign language teaching, that is, formal language teaching in primary and secondary schools should be more directed towards grammatical accuracy and the students should be reminded that the correct usage of the definite and indefinite article is an important prerequisite for the development of communicative competence in general. Finally, it may be concluded that the retelling of a chronological order of events is a demanding task, for this reason, this task type should be more practiced in foreign language teaching.
The presented findings of this research are related to the population of engineering students. Future speech error research might answer the question if the corresponding conclusions are also valid for the general population. Figure 1 . The model of bilingual speech production (Kormos, 2006: 168) 
