A topological zero-one law and elementary equivalence of finitely
  generated groups by Osin, D.
A topological zero-one law and elementary equivalence of
finitely generated groups
D. Osin∗
Abstract
Let G denote the space of finitely generated marked groups. We give equivalent
characterizations of closed subspaces S ⊆ G satisfying the following zero-one law: for any
sentence σ in the infinitary logic Lω1,ω, the set of all models of σ in S is either meager
or comeager. In particular, we show that the zero-one law holds for certain natural
spaces associated to hyperbolic groups and their generalizations. As an application, we
obtain that generic torsion-free lacunary hyperbolic groups are elementarily equivalent;
the same claim holds for lacunary hyperbolic groups without non-trivial finite normal
subgroups. Our paper has a substantial expository component. We give streamlined
proofs of some known results and survey ideas from topology, logic, and geometric group
theory relevant to our work. We also discuss some open problems.
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1 Introduction
The well-known zero-one law in model theory asserts that a first-order sentence is either
almost surely true or almost surely false for a randomly chosen finite relational structure.
More precisely, let L be a first-order relational language with finitely many predicates. Given
n ∈ N and an L-sentence σ, let µn(σ) denote the fraction of L-structures of cardinality n
satisfying σ.
Theorem 1.1. For any L-sentence σ, we have lim
n→∞µn(σ) ∈ {0, 1}.
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This theorem was first proved by Glebskii, Kogan, Liogonkii, and Talanov [GKLT] in
1969 and rediscovered by Fagin [Fag] in 1975. Since then, a plethora of generalizations and
alternative versions of this result for infinitary logics and different probability models have
been obtained (see [GGM, KV92, KV00] and references therein).
It is natural to ask whether an analogue of Theorem 1.1 holds for some infinite structures.
In these settings, the property of having full measure can be replaced with genericity (in
the Baire category sense) in an appropriate topological space. Our main goal is to study
this question for finitely generated groups. We give several equivalent characterizations of
classes of finitely generated groups for which a topological analogue of Theorem 1.1 holds
and discuss some applications, mostly to groups with hyperbolic properties.
This paper brings together ideas from topology, logic, and geometric group theory. To
promote the interaction between these areas and to make our paper accessible for a wider
audience, we include detailed proofs of certain known results and give a brief survey of
relevant background material. Some of our results can also be proved for finitely generated
algebras of any countable signature. However, dealing with general notation makes the
proofs more mysterious than they really are and we do not see any interesting applications
outside of group theory at the moment. For this reason, we focus on groups throughout the
main body of the paper and discuss possible generalizations in the last section.
The paper is organized as follows. In the next section, we briefly discuss our main results.
For the background sufficient to understand the statements (and most of the proofs), the
reader should consult Sections 3 and Subsections 4.1 and 4.2. The zero-one law for finitely
generated groups, Theorem 2.2, and some of its corollaries are proved in Section 5. Section
6 is devoted to examples and applications. Our main source of motivation are applications
to hyperbolic-like groups, namely Theorem 2.9 and Corollary 2.12 proved in Subsections
6.2 and 6.3. The proofs use a somewhat technical machinery from geometric group theory,
which is surveyed in Subsections 4.3 and 4.4. Readers not familiar with this technique can
safely skip Section 4.3 and take the lemmas proved in Section 4.4 as black boxes; modulo
these results, all the proofs in our paper are fairly elementary and accessible to a wide
mathematical audience.
Some open questions related to our work are collected in Section 7. We also briefly
discuss a possible generalization of our work to general Ω-albegras there (see Theorem 7.8).
Acknowledgements. This work arose from the joint paper [MOW] with Stephan Witzel
and Ashot Minasyan. I am greateful to Ashot and Stephan for their comments and encour-
agement. During the preparation of this manuscript, I also benefited from several fruitful
discussions with Simon Thomas. I am very grateful to Simon for sharing his ideas and
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2 Main results
We begin by briefly recalling the definition of a topological space introduced by Grigorchuk
in [Gri]; for more details, the reader is referred to Section 3.3. Let Gn denote the set of
all pairs (G,A), where G is a group and A = (a1, . . . , an) is an ordered generating set
of G, considered up to the following equivalence relation: two pairs (G, (a1, . . . , an)) and
(H, (b1, . . . , bn)) are identified if the map a1 7→ b1, . . . , an 7→ bn extends to an isomorphism
G→ H. For simplicity, we keep the notation (G,A) for the equivalence class of (G,A). A
sequence {(Gi, Ai)}i∈N converges to (G,A) in Gn if the Cayley graphs Γ(Gi, Ai) locally con-
verge to Γ(G,A) in the natural sense. Identifying (G, (a1, . . . , an)) with (G, (a1, . . . , an, 1)),
we obtain an inclusion Gn ⊆ Gn+1. The topological union G =
⋃
n∈N Gn is a totally discon-
nected Polish space called the space of finitely generated marked groups.
For a finitely generated group G, we denote by [G] ⊆ G its isomorphism class; that is,
[G] = {(H,B) ∈ G | H ∼= G}.
A subset S ⊆ G is said to be isomorphism-invariant if [G] ⊆ S whenever (G,A) ∈ S for
some finite generating set A.
Henceforth, let L denote the language of groups. That is, L is the first-order language
with the signature {1, ·,−1 }. Recall that Lω1,ω is the infinitary version of L, where countable
conjunctions and disjunctions (but only finite sequences of quantifiers) are allowed. It is
useful to keep in mind that every countable theory in Lω1,ω is equivalent to a single sentence;
in particular, every theory in the first-order logic is equivalent to an Lω1,ω-sentence.
The expressive power of Lω1,ω is much greater than that of the first-order logic. In fact,
most algebraic, geometric, and even analytic properties of groups (e.g., finiteness, solvability,
hyperbolicity, amenability, property (T) of Kazhdan, the properties of having exponential,
subsexponential, and polynomial growth, etc.) can be experessed by Lω1,ω-sentences.
Definition 2.1. We say that a subspace S ⊆ G satisfies the zero-one law for Lω1,ω-sentences
if for any Lω1,ω-sentence σ, the set of models
ModS(σ) = {(G,A) ∈ G | G |= σ}
is either meager or comeager in S; in the latter case, we say that σ holds generically in S.
Informally, the zero-one law for Lω1,ω-sentences means that generic groups from S are
virtually indistinguishable. Our first main result is the following.
Theorem 2.2 (Zero-one law for finitely generated groups). For any isomorphism-invariant
closed subspace S ⊆ G, the following conditions are equivalent.
(a) For any non-empty open sets U , V in S, there is a finitely generated group G such
that [G] ∩ U 6= ∅ and [G] ∩ V 6= ∅.
(b) There exists a finitely generated group G such that [G] is dense in S.
(c) S satisfies the zero-one law for Lω1,ω-sentences.
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In the settings of Theorem 2.2, one might expect that an Lω1,ω-sentence holds generically
in S if and only if it holds for a group whose isomorphism class is dense in S. In general, this
is false (see Example 5.6). The question of which Lω1,ω-sentences actually have comeager
sets of models in S is rather non-trivial and is discussed in more detail in Section 5.3.
We mention one applications of the zero-one law for Lω1,ω-sentences to elementary the-
ories, which will be used later. Recall that two groups are elementarily equivalent if they
satisfy the same first-order sentences. For any S ⊆ G, we define Thgen(S) to be the set of
all first-order sentences in L that hold generically in S. Since Thgen(S) is countable, it has
a comeager set of models in S. Note that for every sentence σ, we have
ModS(σ) ∪ModS(¬σ) = S.
If S is a Baire space (for instance, a closed subspace of G) satisfying the zero-one law for
Lω1,ω-sentences, then either σ or ¬σ must hold generically in S since S cannot be covered
by two meager sets. It follows that Thgen(S) is complete. Since all models of a complete
theory are elementarily equivalent, we obtain the following.
Proposition 2.3. A closed subspace S ⊆ G satisfying the zero-one law for Lω1,ω-sentences
contains a comeager elementary equivalence class.
Conditions (a)–(c) from Theorem 2.2 seem rather restrictive. Our next goal is to provide
non-trivial examples of subspaces S ⊆ G for which these conditions hold. We begin by
exploring a straightforward approach.
Definition 2.4. We say that a finitely generated group G is condensed if [G] is non-discrete.
It is easy to show that for every finitely generated group G, the isomorphism class [G]
is either discrete or has no isolated points (Corollary 6.1). In the former case, the zero-one
law for Lω1,ω-sentences is vacuously true for S = [G] as [G] is comeager in S. On the other
hand, condensed groups lead to non-trivial instances of the zero-one law. This motivates
the study of condensed groups carried out in Section 6.1. We briefly summarize our results
here.
First, we show that condensed groups cannot occur in “reasonably good” classes.
Proposition 2.5. No finitely generated linear group or finitely presented residually finite
group is condensed. In particular, groups of polynomial growth cannot be condensed.
On the other hand, we have the following.
Example 2.6. (a) If G is a finitely generated group such that G ∼= G × G, then G is
condensed. Examples of finitely generated groups isomorphic to their direct squares
were first constructed by Jones [Jon]. Subsequently, Meier [Mei] found a much simpler
construction.
(b) The iterated monodromy group IMG(z2 + i) of the polynomial z2 + i is condensed.
This result follows immediately from the work of Nekrashevich [Nek07].
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It is worth mentioning that, in addition to being condensed, the group IMG(z2 + i)
enjoys many other interesting properties, e.g., it is residually finite, torsion, and of inter-
mediate growth. Interestingly, the zero-one law for Lω1,ω-sentences applied to the space
[IMG(z2 + i)] allows us to recover another result of Nekrashevich: there exist 2ℵ0 pair-
wise non-isomorphic, finitely generated, residually finite groups of intermediate growth with
isomorphic profinite completions (see Proposition 6.5).
There is a close relation between the existence of condensed groups in a subspace S ⊆ G
and the complexity of the isomorphism relation. Recall that an equivalence relation E on a
topological space X is called smooth if there is a Polish space P and a Borel map β : X → P
such that for any x, y ∈ X, we have xEy if and only if β(x) = β(y). Informally, smoothness
means that elements of X can be “explicitly classified” up to the equivalence relation E
using invariants from a Polish space. The following proposition is an easy corollary of the
fundamental result in the theory of Borel equivalence relations, known as the Glimm-Effros
dichotomy [HKL].
Proposition 2.7. An isomorphism-invariant closed subset S ⊆ G contains a condensed
group if and only if the isomorphism relation on S is not smooth.
We mention one immediate application.
Example 2.8. Williams [Wil] proved that the isomorphism relation on the subspace S ⊆ G
consisting of 3-step solvable groups is non-smooth. It follows that there exist finitely gener-
ated, condensed, solvable of step 3 groups (in fact, it is possible to extract concrete examples
from [Wil]). On the other hand, it is easy to show that finitely generated metabelian (i.e.,
solvable of step 2) groups cannot be condensed.
We now turn to more natural examples, which served as the main source of motivation
for our work. Recall that a geodesic metric space X is hyperbolic if there exists a constant
δ ≥ 0 such that for every geodesic triangle ∆ in X, every side of ∆ is contained in the δ-
neighborhood of the union of the other two sides. A group is hyperbolic if it acts properly and
cocompactly on a hyperbolic metric space. Replacing properness with its relative analogue
modulo a given collection of subgroups (called peripheral subgroups) leads to the notion of
relative hyperbolicity. These definitions were suggested by Gromov in [Gro]. Ever since, the
study of hyperbolic and relatively hyperbolic groups has been one of the main directions in
geometric group theory. A further generalization, the notion of an acylindrically hyperbolic
group, was introduced in [Osi16] and received considerable attention in the past years. For
a survey of recent developments, we refer to [Osi18].
A hyperbolic group is called elementary if it is virtually cyclic. A relatively hyperbolic
group G is elementary if it is virtually cyclic or one of the peripheral subgroups coincides
with G. Let H (respectively, RH, AH) denote the subspace of G consisting of all pairs
(G,A) such that G is a non-elementary hyperbolic (respectively, non-elementary relatively
hyperbolic, acylindrically hyperbolic) group. For a subset Z ⊆ G, we let Ztf (respectively,
Z0) denote the subset of all torsion free groups from Z (respectively, all groups from Z
without non-trivial finite normal subgroups). Thus we have the following diagram.
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Htf ⊂ RHtf ⊆ AHtf
∩ ∩ ∩
H0 ⊂ RH0 ⊆ AH0
∩ ∩ ∩
H ⊂ RH ⊆ AH
(1)
We also denote by Z the closure of a subset Z in G. It turns out that H, RH, and AH
do not satisfy the zero-one law for Lω1,ω-sentences. On the other hand, Champetier [Cha]
showed that Htf contains a dense isomorphism class. Moreover, the small cancellation
technique developed in [Ols93, Osi10, Hull] allows us to easily verify condition (a) from
Theorem 2.2 for the closures of all classes in the first two rows of the diagram (1).
Theorem 2.9. The closure of each of the subsets of G shown on diagram (1) is homeomor-
phic to the Cantor set and we have the following.
(a) Every comeager subset of H, RH, or AH has infinitely many elementary equivalence
classes; in particular, these spaces do not satisfy the zero-one law for Lω1,ω-sentences.
(b) The spaces Htf , RHtf , AHtf , H0, RH0, and AH0 satisfy the zero-one law for Lω1,ω-
sentences; in particular, they contain comeager elementary equivalentce classes.
Geometric methods developed in [Sel09] allowed Sela to give a complete description of all
finitely generated groups with the same elementary theory as a given torsion-free hyperbolic
group. One interesting corollary of this description is the following.
Theorem 2.10 (Sela, [Sel09, Proposition 7.1]). Torsion-free hyperbolic groups having prop-
erty FA of Serre are elementarily equivalent if and only if they are isomorphic.
Recall that a group G has property FA if every action of G on a simplicial tree without
invertions of edges fixes a vertex. Random hyperbolic groups (i.e., random groups in the
Gromov density model with d < 1/2) are almost surely torsion free and have property
FA [DGP, Oli]. This leads to the following “generic rigidity” phenomenon: for random
hyperbolic groups, elementary equivalence is almost surely equivalent to isomorphism.
Closely related to hyperbolic groups, is the more general class of lacunary hyperbolic
groups introduced in [OOS]. A finitely generated group G is lacunary hyperbolic if at
least one asymptotic cone of G is an R-tree; for finitely presented groups, this condition is
equivalent to hyperbolicity. A more “constructive” equivalent definition is given in Section
6.3 (see Theorem 6.8).
Lacunary hyperbolic groups occur as generic objects in H. As such, they share many
common properties with random hyperbolic groups, including property FA and even much
stronger property (T) of Kazhdan. Thus it is reasonable to expect that generic torsion-
free lacunary hyperbolic groups exhibit a similar first-order rigidity. Contrary to these
expectations, the real situation is completely opposite: we prove that generic torsion-free
lacunary hyperbolic groups are elementarily equivalent.
More precisely, let LH denote the subspace of all pairs (G,A) ∈ G such that G is
lacunary hyperbolic and not virtually cyclic.
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Theorem 2.11. The spaces LH, LH0, and LHtf are dense Gδ-subsets of H, H0, and Htf ,
respectively, homeomorphic to the subspace of irrational numbers in R.
Theorems 2.9 and 2.11 are proved in Sections 6.2 and 6.3. Combining them, we imme-
diately obtain the following.
Corollary 2.12. The number of elementary equivalence classes in every comeager subset of
LH is infinite. The spaces LHtf and LH0 contain comeager elementary equivalence classes.
An additional motivation for our work comes from the fact that the standard tools for
constructing models – ultrapowers, omitting types, and the Lo¨wenheim-Skolem theorem –
are not available for finitely generated groups. There are very few explicit constructions
producing elementarily equivalent finitely generated groups and none of them is capable of
producing “massive” elementary equivalence classes. This difficulty is well-illustrated by
the following question, sometimes attributed to Sabbagh (see, e.g., [OH08]): Does there
exist a complete theory in the language of groups having 2ℵ0 finitely generated models?
In the MathOverflow post [Tho], Thomas noticed that the affirmative answer follows
from non-smoothness of the isomorphism relation on G, which was proved earlier by Thomas
and Velickovich [TV]. Since isomorphism classes are countable in G, Theorem 2.9 and Corol-
lary 2.12 also provide examples of complete theories (namely, Thgen(S) for the appropriate
S) with 2ℵ0 pairwise non-isomorphic finitely generated models.
3 Background from topology and logic
3.1. Elements of descriptive set theory. Recall that a topological space is Polish
if it is completely metrizable and separable. A basic example is the power set 2S of a
(discrete) countable set S endowed with the product topology (or, equivalently, the topology
of pointwise convergence of indicator functions). By the Tychonoff’s theorem, 2S is always
compact. If S is countably infinite, 2S is homeomorphic to the Cantor set. The class of
Polish spaces is obviously closed under taking closed subspaces.
A Gδ-subset (respectively, an Fσ-subset) of a topological space X is a subset that can
be represented as a countable intersection of open sets (respectively, a countable union of
closed sets).
Proposition 3.1 ([Kec, Theorem 3.11]). A Gδ-subspace of a Polish space is a Polish space.
A subset Y of a topological space X is meager if it is a union of countably many nowhere
dense sets. A comeager set is a set whose complement is meager. Equivalently, a subset
is comeager if it is an intersection of countably many sets with dense interior. It follows
directly from the definitions that the class of meager (respectively, comeager) subsets is
closed under countable unions (respectively, countable intersections).
A topological space X is a Baire space if the intersection of any countable collection of
dense open sets is dense in X. Equivalently, Baire spaces can be characterised by any of
the following two equivalent conditions:
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(B1) every comeager set is dense;
(B2) no non-empty open set is meager.
In particular, comeager sets are non-empty in a non-empty Baire space. The result
below is known as the Baire Category Theorem, see [Kec, Theorem 8.4].
Theorem 3.2. Every completely metrizable space is Baire. In particular, every Polish space
is Baire.
Summarizing the above discussion, we can regard meager and comeager sets of Polish
spaces as “negligible” and “generic”, respectively.
Recall that an action of a group G on a topological space X is topologically transitive
if for every non-empty open sets U, V ⊆ X, there exists g ∈ G such that g(U) ∩ V 6= ∅.
Our proof of the zero-one law for finitely generated groups will make use of the well-known
relation between topological transitivity and existence of dense orbits for homeomorphism
groups of Polish spaces. Since there is some ambiguity in the literature on this topic (in
fact, the result is false for general topological spaces), we provide a brief proof.
Lemma 3.3 (Folklore). Suppose that a group G acts topologically transitively by homeo-
morphisms on a Polish space X. Then the set
{x ∈ X | Gx = X}
is comeager in X. In particular, there exists a dense orbit.
Proof. Since X is separable and metrizable, there exists a countable basis of neighborhoods
{Ui}i∈N. Let
C =
⋂
i∈N
⋃
g∈G
gUi.
Since the action of G is topologically transitive, C is comeager in X. Let x ∈ C and let
V ⊆ X be a non-empty open set. We have Ui ⊆ V for some i. Since x ∈
⋃
g∈G gUi, there
exists g ∈ G such that g−1x ∈ Ui ⊆ V . Thus Gx is dense in X.
Yet another ingredient of the proof of Theorem 2.2 is the topological zero-one law. The
first result of this sort was proved by Oxtoby [Oxt] as early as in 1937. It then underwent
a sequence of generalizations culminating in the following.
Theorem 3.4 ( [Kec, Theorem 8.46]). Suppose that a group G acts topologically transitively
by homeomorphisms on a Baire space X. Then every G-invariant Borel subset of X is either
meager or comeager.
Proof. The proof is fairly elementary and we provide a sketch for convenience of the reader.
Recall that a subset A of any topological space X has the Baire property (abbreviated BP)
if it can be decomposed as A = U M M , where U is open and M is meager. It is easy to
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show that the set of all subsets of X having the BP is a σ-algebra, see [Kec, Proposition
8.22]. It follows that every Borel set has the BP.
Suppose that A is a G-invariant Borel subset of X. Then we have A = U M M and
X \A = V M N , where U , V are open and M , N are meager in X. Assume first that both
U and V are non-empty. By topological transitivity of the action, there is g ∈ G such that
W = g(U) ∩ V 6= ∅. Using the assumption that A is G-invariant, it is easy to show that
W ⊆ g(M) ∪N . Since g is a homeomorphism, W is open and meager, which is impossible
in a Baire space (see (B2) above). This contradiction shows that one of the sets U , V must
be empty, which means that A is either meager or comeager.
3.2. Infinitary logic. In the infinitary logic Lω1,ω, terms, atomic formulas, and formulas
are constructed from the symbols of L using the same syntactic rules as in the standard first-
order logic with one exception: countably infinite conjunctions and disjunctions of formulas
are allowed. For the formal definitions, see [Mar16, Chapter 1]. Throughout this paper, a
“formula” means an Lω1,ω-formula and the term “first-order formula” is used to distinguish
finitary formulas, i.e., those formulas which do not involve conjunctions or disjunctions over
infinite sets. To help the reader become familiar with Lω1,ω, we consider several examples.
Let G be a group and let w1, w2, ... be an enumeration of the set of all words in the
alphabet {x1, x−11 , . . . , xn, x−1n }; we think of the words wi as terms in the language of groups.
Consider the formula
α(x1, . . . , xn) = ∀ g
(∨
i∈N
g = wi
)
. (2)
It is easy to see that α(x1, . . . , xn) holds for a subset {x1, . . . , xn} ⊆ G if and only if
G = 〈x1, . . . , xn〉. In particular, we have
G |=
∨
n∈N
(∃x1 . . . ∃xn α(x1, . . . , xn))
if and only if G is finitely generated. Note that the property of being finitely generated
is not definable in the first-order logic since any theory with infinite models must have
uncountable models by the Lo¨wenheim-Skolem theorem.
Similarly, one can show that all the classes of groups listed below can be defined by
Lω1,ω-sentences while none of them is first-order definable.
(a) Torsion groups.
(b) Simple groups.
(c) Solvable groups.
(d) Amenable groups.
(e) Groups having property (T) of Kazhdan.
(f) Any countable set of isomorphism classes of groups (e.g., finitely presented groups).
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For classes (a)–(c) the proof is straightforward. Definability of the class of amenable
groups follows from the observation that the Følner criterion can be written as an Lω1,ω-
sentence. For (e), one has to use a result of Shalom [Sha]: every property (T) group is a
quotient of a finitely presented property (T) group. Finally, (f) can be derived from the
following proposition, which is a particular case of a result of Scott [Sco].
Theorem 3.5 (Scott). For every finitely generated group G, there exists an Lω1,ω-sentence
σ with the following property: for any group H, we have H |= σ if and only if H ∼= G.
Proof. Let a1, . . . , an be a generating set of G. Let u1(x1, . . . , xn), u2(x1, . . . , xn), . . . (re-
spectively, v1(x1, . . . , xn), v2(x1, . . . , xn), . . .) be an enumeration of all words in the alpha-
bet {x1, x−1, . . . , x−1n , xn}, which we think of as terms in the language of groups, such that
ui(a1, . . . , an) = 1 (respectively, vi(a1, . . . , an) 6= 1) in G for all i. Then the formula
∃x1 . . . ∃xn
(
α(x1, . . . , xn) ∧
(∧
i∈N
(
ui(x1, . . . , xn) = 1 ∧ (¬vi(x1, . . . , xn) = 1)
)))
,
where α(x1, . . . , xn) is defined by (2), has the required property.
The examples considered above show that the expressive power of Lω1,ω is much higher
than that of the ordinary first order logic. In fact, it is difficult to find an example of a
natural group theoretic property of groups that cannot be expressed by a Lω1,ω-sentence.
One such an example, due to Wesolek and Williams, is the property of being elementary
amenable; for more examples and the proof, see [WW].
We now discuss complexity classes of first-order and Lω1,ω-sentences. Recall that every
first-order formula is a equivalent to a formula in the prenex normal form, where all the
quantifiers are moved to the front. The following classes of first-order formulas will be of
particular importance. A formula is called universal (respectively, existential) if its prenex
normal form only involves universal (respectively, existential) quantifiers. A ∀∃-formula is
a formula whose prenex normal form has a string of universal quantifiers, followed by a
string of existential quantifiers, followed by a quantifier-free formula. Similarly, we define
∃∀-formulas and so on.
Unlike in the first-order logic, there is no prenex normal form in Lω1,ω. However, every
formula is equivalent to a formula in the negation normal form, where negation only applies
to atomic formulas. Formulas in the negation normal form can be divided into complexity
classes Σα and Πα, where α is a countable ordinal as follows.
(a) Every quantifier-free first-order formula is in Σ0 = Π0.
(b) For every countable α > 0, let Σα denote the smallest set of Lω1,ω-formulas that
contains
⋃
β<α Πβ and is closed under countable disjunctions, finite conjunctions, and
adding existential quantifiers.
(c) Similarly, for every α > 0, let Πα denote the smallest set of Lω1,ω-formulas that
contains
⋃
β<α Σβ and is closed under countable conjunctions, finite disjunctions, and
adding universal quantifiers.
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Here we say that a class of formulas Θ is closed under adding universal (respectively, exis-
tential) quantifiers if for every formula θ(x) ∈ Θ with a free variable x, we have ∀x θ(x) ∈ Θ
(respectively, ∃x θ(x) ∈ Θ).
In particular, every universal (respectively, existential) first-order formula is in Π1 (re-
spectively, Σ1), every ∀∃-formula is in the class Π2, and so on.
3.3. The space of finitely generated groups. Our next goal is to review various
approaches to topologizing the space of finitely generated groups. Recall that Gn denotes
the set of equivalence classes of pairs (G,A), where G is a group and A an ordered generating
set of G of cardinality n, modulo the following equivalence relation:
(G, (a1, . . . , an)) ≈ (H, (b1, . . . , bn))
if the map a1 7→ b1, . . . , an 7→ bn extends to an isomorphism G → H. To simplify our
notation, we write (G,A) for the ≈-class of (G,A).
We say that (G,A), (H,B) ∈ Gn are r-similar for some r ∈ N, denoted ≈r, if there is
an isomorphism (in the category of directed graphs) between balls of radius r around the
identity in the Cayley graphs Γ(G,A) and Γ(H,B) that takes edges labeled by ai to edges
labelled by bi for all i. The topology on Gn is defined by taking the sets
UG,A(r) = {(H,B) ∈ Gn | (H,B) ≈r (G,A)}, (3)
where (G,A) ranges in G and r ∈ N, as the base of neighborhoods. Thus a sequence
{(Gi, Ai)} converges to (G,A) in Gn if for every r ∈ N, (Gi, Ai) and (G,A) are r-similar for
all sufficiently large i. It is easy to see that ≈ is the intersection of the equivalence relations
≈r and hence the topology on Gn is well-defined.
Example 3.6. It is easy to see that (Z/mZ, {1}) ≈r (Z, {1}) for r = bm/2c − 1. In
particular, we have lim
m→∞(Z/mZ, {1}) = (Z, {1}).
The definition of the spaces Gn is due to Grigorchuk [Gri]. It is customary to stack all
spaces Gn together as follows. Identifying (G, (a1, . . . , an)) with (G, (a1, . . . , an, 1)) we get
an inclusion Gn ⊆ Gn+1. The topological union
G =
⋃
n∈N
Gn
is called the space of marked finitely generated groups.
It is useful to extend the relation ≈r from individual spaces Gn to the whole G as follows:
we say that (G,A) ≈r (H,B) for some (G,A), (H,B) ∈ G if (G,A) and (H,B) are r-similar
as elements of some (equivalently, any) Gn to which they both belong.
Convention 3.7. We say that a marked group (G,A) ∈ G has some group theoretic
property, if so does G.
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In some cases, it is useful to think of the space G in a different way. Let F∞ =
F (x1, x2, . . .) denote the free group with countably infinite basis {x1, x2, . . .} and let
N (F∞) = {N  F∞ | xi ∈ N for all but finitely many i}.
Recall that 2F∞ denotes the space of all subsets of F∞ with the product topology. We think
of N (F∞) as a subset of 2F∞ and endow it with the induced topology. A similar space
(namely, the space of all closed subgroups of a locally compact topological group) was
studied by Chabauty [Ch]; for this reason, the product topology on N (F∞) is sometimes
called the Chabauty topology.
Every (G,A) ∈ G can be naturally identified with an element of N (F∞). Namely,
(G, (a1, . . . , an)) corresponds to the kernel of the natural homomorphism εG,A : F∞ → G
such that
εG,A(xi) =
{
ai, for i = 1, . . . , n,
1, if i > n.
(4)
It is easy to prove the following.
Proposition 3.8. The map (G,A) 7→ Ker εG,A defines a homeomorphism G → N (F∞).
The homeomorphism (G,A) 7→ Ker εG,A maps Gn to Nn(F∞), where Nn(F∞) consists
of all N  F∞ such that xi ∈ N for all i > n. Obviously, every Nn(F∞) is closed in 2F∞ .
Therefore, every Nn(F∞) is compact and we obtain the following.
Proposition 3.9 (Grigorchuk, [Gri]). The space G is Hausdorff, second countable, zero-
dimensional, and σ-compact. In particular, G is a Polish space.
Recall that a topological space is zero-dimensional if it has a basis of neighborhoods
consisting of clopen sets and is σ-compact if it is a countable union of compact subspaces.
We consider a couple of standard examples. The proofs are straightforward using either
the geometric definition of G or the alternative space N (F∞).
Example 3.10. Let G be a finitely generated group, A a finite generating set of G, N a
normal subgroup of G.
(a) Suppose that N1 ≥ N2 ≥ · · · is a sequence of normal subgroups of G such that
N =
⋂
i∈NNi. Let Qi = G/Ni, Q = G/N , and let Xi (respectively, X) be the natural
image of A in Qi (respectively, Q). Then limi→∞(Qi, Xi) = (Q,X) in G. This can be
seen as a generalization of Example 3.6.
(b) The same claim holds for any increasing sequence of normal subgroups N1 ≤ N2 ≤ . . .
such that N =
⋃
i∈NNi. In particular, every marked group in G is a limit of finitely
presented marked groups.
The following useful result also goes back to [Gri].
Proposition 3.11 (Grigorchuk, [Gri]). Let (G,A) ∈ G. If G is finitely presented, then
there is a neighborhood U of (G,A) in G such that for every (H,B) ∈ U , the group H is a
quotient of G.
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Proof. Let G = 〈A | R〉 be a finite presentation and let r denote the maximum of the lengths
of relations in R. Then every finitely generated group H satisfying (H,B) ≈max{1,r} (G,A)
is a quotient of G.
One reason for working with G instead of individual spaces Gn is that the isomorphism
classes in G are the orbits of a natural group action. More precisely, let Autf (F∞) denote the
group of finitary automorphisms of F∞. That is, an automorphism α ∈ Aut(F∞) belongs to
Autf (F∞) if and only if α(xi) = xi for all but finitely many i. The group Autf (F∞) acts on
N (F∞), which gives rise to an action on G via Proposition 3.8. The following observation
is due to Thomas [Tho09].
Lemma 3.12 (Thomas). Autf (F∞) acts on G by homeomorphisms. Isomorphism classes
in G coincide with orbits of the Autf (F∞)-action.
Proof. The proof of the first claim is straightforward. The second claim follows from the
fact that for every (G, (a1, . . . , am)) ∈ G, an n-tuple (b1, . . . , bn) ⊆ Gn generates G if and
only if the (m + n)-tuple (a1, . . . , am, 1, . . . , 1) can be transformed to the (m + n)-tuple
(b1, . . . , bn, 1, . . . , 1) by a finite sequence of Nielsen transformations.
Finally we note that the space G can be identified with a subspace of the space of
countably infinite structures traditionally studied in model theory. More precisely, let R
be a first-order language whose signature consists of countably many predicates R1, R2, . . ..
We denote by a(Ri) the arity of Ri and consider the set
X (R) = 2Na(R1) × 2Na(R2) × · · · ,
endowed with the product topology. Every M ∈ X (R) defines an R-structure whose uni-
verse is N and the interpretation of Ri is the ai-ary relation on N given by the i-th component
of M . The space X (R) is called the space of countable R-structures [Mar16, Section 3.1].
The requirement that the signature of R consists of predicates only is not really re-
strictive. Indeed, every structure can be turned into a relational structure by replacing all
operations with their graphs. Moreover, for every marked group (G,A) (including finite
groups), we can construct the corresponding relational structure S(G,A) as follows.
Let R denote the first order language with signature {P1, P2, P3}, where Pi is an i-ary
predicate for each i = 1, 2, 3. We fix an enumeration F∞ = {f1, f2, . . .} and identify N with
F∞ via the map i 7→ fi. Given (G,A) ∈ G, the universe of the structure S(G,A) is F∞ = N
and the predicate symbols are interpreted as follows. For all u, v, w ∈ F∞, we have:
P1(w) = True if and only if εG,A(w) = 1,
P2(u, v) = True if and only if εG,A(v) = εG,A(u
−1),
P3(u, v, w) = True if and only if εG,A(uv) = εG,A(w),
where the homomorphism εG,A : F∞ → G is defined by (4).
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Proposition 3.13. In the notation introduced above, the following statements hold.
(a) The map (G,A)→ S(G,A) defines a continuous embedding G → X (R).
(b) There is a rewriting procedure σL 7→ σR that transforms Lω1,ω-sentences to sentences
in the corresponding infinitary version of R such that for every finitely generated group
G, we have G |= σL if and only if S(G,A) |= σR for all finite generating sets A of G.
This result, together with the classical Lo´pez-Escobar theorem [LE], can be used to de-
rive Proposition 5.1, which is crucial for the proof of the zero-one law for finitely generated
groups. We will use an alternative approach and give a self-contained proof of Proposition
5.1. Thus Proposition 3.13 will not be used in our paper and so we leave the (straightfor-
ward) proof to the reader.
4 Hyperbolic groups and their generalizations
4.1. Hyperbolic groups. Throughout this paper, we often think of graphs as metric
spaces. Given a connected graph Γ, we identify every edge of Γ with [0, 1] and define the
distance between two points a, b ∈ Γ to be the length of the shortest path in Γ connecting
a to b. Note that this distance is defined for all points in Γ, not necessarily vertices.
We begin by recalling Gromov’s definition of hyperbolicity of a metric space [Gro].
Recall that a metric space S with a distance function d is called geodesic, if every two
points a, b ∈ S can be connected by a path p of length `(p) = d(a, b).
Definition 4.1. Let δ be a non-negative constant. A metric space S is δ-hyperbolic if it is
geodesic and for any geodesic triangle ∆ in S, every side of ∆ is contained in the union of
the closed δ-neighborhoods of the other two sides. A metric space is called hyperbolic if it
is δ-hyperbolic for some δ ≥ 0.
We list some classical examples.
Example 4.2. (a) Every bounded geodesic space S is hyperbolic with δ = diam(S).
(b) Every tree is hyperbolic with δ = 0.
(c) Hn is hyperbolic for every n ∈ N while Rn is not hyperbolic for n ≥ 2.
(d) In the class of geodesic metric spaces, hyperbolicity is preserved by the quasi-isometry
relation, see [BH, Chapter III.H, Theorem 1.9] for details.
Definition 4.3. A group G is hyperbolic if it is finitely generated and for some (equivalently,
any) generating set A, the Cayley graph Γ(G,A) is hyperbolic. A hyperbolic group is called
elementary if it has a cyclic subgroup of finite index and non-elementary otherwise.
Example 4.2 can be translated into the following.
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Example 4.4. (a) Every finite group is hyperbolic.
(b) Every finitely generated free group is hyperbolic.
(c) If M is a closed hypebolic manifold, then pi1(M) is hyperbolic.
(d) The class of hyperbolic groups is closed under passing to finite extensions, subgroups
of finite index, extensions with finite kernel, and quotients by finite normal subgroups.
An important class of examples consists of small cancellation groups. Recall that a word
w is the alphabet X ∪X−1 = {x1, x−11 , x2, x−12 , . . .} is reduced if it contains no subwords of
the form xix
−1
i and x
−1
i xi and cyclically reduced if every cyclic shift of w is reduced. When
talking about group presentations, we always assume that relations are cyclically reduced.
A group presentation
G = 〈X | R〉. (5)
is said to be symmetrized if for every word R ∈ R, all cyclic shifts of R±1 belong to R. If
the presentation (5) is not symmetrized, by its symmetrization we mean the presentation
obtained by adding all cyclic shifts of R±1 for all R ∈ R to the set of relations. A sym-
metrized presentation (5) satisfies the C ′(λ) small cancellation condition for some λ ∈ [0, 1]
if any common initial subword U of two distinct words R,S ∈ R satisfies
‖U‖ < λmin{‖R‖, ‖S‖},
where ‖ · ‖ denotes the number of letters in the corresponding word. A non-symmetrized
group presentation satisfies C ′(λ) if so does its symmetrization.
The standard example is the presentation of the fundamental group of a closed surface
of genus g,
〈a1, b1, . . . , an, bn | a1b1a−11 b−11 · · · anbna−1n b−1n 〉,
which satisfies C ′(λ) for every λ > 14n .
The result below was originally proved by Greendlinger [Gre] using combinatorial argu-
ments. For a contemporary geometric proof see [Ols91, Section 12].
Lemma 4.5 (Greendlinger Lemma). Suppose that a group G has a symmetrized presenta-
tion (5) satisfying C ′(1/6). Then every non-empty reduced word in the alphabet X ∪X−1
that represents 1 in G contains a subword U which is also a subword of some R ∈ R such
that ‖U‖ > ‖R‖/2.
It is known that a group is hyperbolic if and only if it has a finite presentation (5)
satisfying the conclusion of the Greendlinger lemma [BH, Chapter III.Γ, Theorem 2.6]. In
particular, we have the following result (for a direct proof using using geometry of triangles,
see [Str]).
Corollary 4.6. Every group given by a finite presentation satisfying C ′(1/6) is hyperbolic.
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It is worth noting that the constant 1/6 is optimal. That is, Lemma 4.5 and Corollary 4.6
generally fail for group presentations satisfying C ′(λ) for λ > 1/6. Moreover, the condition
C ′(λ) becomes essentially unrestrictive for λ > 1/5, see [Gol] or Section 12.4 of [Ols91].
We consider a particular example, which will be used (together with the Greendlinger
lemma) in the proofs of Theorem 2.9 and Theorem 2.11.
Example 4.7. For any k, n ∈ N, let
Wn(k) = 〈u, v | R1, . . . , Rn〉.
where
Rj = u
jvujv2 . . . ujvk (6)
for all j = 1, . . . , n. It is easy to see that for every sufficiently large k (e.g., k ≥ 30) and every
n ∈ N, this presentation satisfies the C ′(1/6) condition and hence Wn(k) is hyperbolic.
4.2. Relatively and acylindrically hyperbolic groups. The notion of relative hy-
perbolicity was also suggested by Gromov in [Gro]. Since then many equivalent definitions
have been formulated. For a comprehensive survey, we refer to [Hru]. We recall the defini-
tion based on the notion of a hyperbolically embedded collection of subgroups introduced
in [DGO], which is most suitable for our purpose.
Let G be a group, {H1, . . . ,Hk} a collection of subgroups of G, X a (possibly infinite)
subset of G. Suppose that
G = 〈X ∪H1 ∪ . . . ∪Hk〉.
We denote by Γ(G,A) the Cayley graph of G whose edges are labeled by letters from the
alphabet
A = X unionsqH1 unionsq . . . unionsqHk.
That is, two vertices f, g ∈ V (Γ(G,A)) = G are connected by an edge going from f to g
and labeled by a ∈ A iff fa = g in G. Disjointness of the union in the definition of A means
that if a letter a ∈ Hi and a letter b ∈ X (or b ∈ Hj for j 6= i) represent the same element
of G, then for every f ∈ G, the Cayley graph Γ(G,A) will have two edges connecting f and
fa = fb: one labelled by a and the other labelled by b.
For each i, we naturally think of the Cayley graph ΓHi = Γ(Hi, Hi) of Hi with respect
to the generating set Hi as a (complete) subgraph of Γ(G,A). In this notation, we have the
following.
Definition 4.8. A collection of subgroups {H1, . . . ,Hk} is hyperbolically embedded in G
with respect to X, denoted {H1, . . . ,Hk} ↪→h (G,X), if the following conditions hold.
(a) The Cayley graph Γ(G,A) is hyperbolic.
(b) For every i ∈ {1, . . . , k} and every n ∈ N, there are only finitely many elements h ∈ Hi
such that the vertices h and 1 can be connected in Γ(G,A) by a path of length at
most n avoiding edges of ΓHi .
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Figure 1: Cayley graphs Γ(G,A) for G = H × Z and G = H ∗ Z.
Further, we say that the collection {H1, . . . ,Hk} is hyperbolically embedded in G and write
{H1, . . . ,Hk} ↪→h G if {H1, . . . ,Hk} ↪→h (G,X) for some X ⊆ G.
To illustrate this definition, we consider standard examples borrowed from [DGO].
Example 4.9. (a) For any group G we have G ↪→h G. We can take X = ∅ in this case.
Similarly, if H is a finite subgroup of a group G, then we always have H ↪→h G.
Indeed H ↪→h (G,G).
(b) Let G = H × Z, X = {x}, where x is a generator of Z, A = X unionsqH. Then Γ(G,A)
is quasi-isometric to a line and hence it is hyperbolic. However, every two elements
h1, h2 ∈ H can be connected by a path of length at most 3 in Γ(G,A) that avoids
edges of ΓH (see Fig. 1). Thus H 6↪→h (G,X) whenever H is infinite.
(c) Let G = H ∗ Z, X = {x}, where x is a generator of Z, A = X unionsq H. In this case
Γ(G,A = X unionsqH) is quasi-isometric to a tree and no path connecting h1, h2 ∈ H and
avoiding edges of ΓH exists unless h1 = h2. Thus H ↪→h (G,X).
We list some useful properties of hyperbolically embedded subgroups. The proposition
below can easily be proved by generalizing the idea behind Example 4.9 (b).
Proposition 4.10 (Dahmani-Guirardel-Osin, [DGO, Proposition 4.33]). Let G be a group,
{H1, . . . ,Hk} a collection of hyperbolically embedded subgroups of G
(a) For all i and all g ∈ G \H, we have |g−1Hig ∩Hi| <∞.
(b) For all i 6= j and all g ∈ G, we have |g−1Hig ∩Hj | <∞.
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Corollary 4.11. Suppose that a group G contains a non-trivial torsion-free hyperbolically
embedded subgroup. Then G has no non-trivial finite normal subgroups.
Proof. Suppose that K is a finite normal subgroup of G. Then the centralizer CG(K) has
finite index in G. For every k ∈ K, we have |k−1Hk ∩ H| ≥ |CG(K) ∩ H| = ∞. By
Proposition 4.10 (a), this implies K ≤ H. Since H is torsion-free, we have K = {1}.
Recall that for a group G = 〈A〉, the word length of an element g ∈ G with respect to
A, denoted |g|A, is the minimal n such that g = a1 . . . an, where ai ∈ A ∪ A−1 for all i. A
finitely generated subgroup H of a group G is undistorted in G with respect to some (not
necessarily finite) generating set A of G if for some (equivalently, any) finite generating set
B of H, there exists a constant c > 0 such that
|h|B ≤ c|h|A
for all h ∈ H. The next result is obtained in the course of proving Theorem 4.31 in [DGO]
(see inequality (35) there). See also [AHO, Corollary 4.8] for a much stronger result.
Proposition 4.12 (Dahmani-Guirardel-Osin, [DGO]). Let G be a finitely generated group,
A a (possibly infinite) generating set of G, H a subgroup of G. Suppose that H ↪→h (G,A).
Then H is finitely generated and undistorted in G with respect to A.
We now give the definition of a relatively hyperbolic group based on hyperbolically
embedded subgroups. For finitely generated groups it is equivalent to all other definitions,
see [DGO, Proposition 4.28] and [Osi06a, Corollary 2.48].
Definition 4.13. A group G is hyperbolic relative to a collection of subgroups
{H1, . . . ,Hk}, called peripheral subgroups, if and only if {H1, . . . ,Hk} ↪→h (G,X) for some
finite subset X ⊆ G. We say that G is non-elementary relatively hyperbolic if it is not
virtually cyclic and is hyperbolic relative to a collection of proper subgroups.
Remark 4.14. By [Osi06b, Lemma 4.4], if G is hyperbolic relative to {H1, . . . ,Hk} and one
of the subgroups Hi is proper and infinite, then all other subgroups are proper.
Example 4.15. (a) Every group is hyperbolic relative to itself.
(b) A group is hyperbolic if and only if it is hyperbolic relative to the trivial subgroup
(or, equivalently, with respect to the empty collection of subgroups).
(c) If G = H1 ∗H2, then G is hyperbolic relative to {H1, H2}.
(d) Let M be a compact orientable 3-manifold with connected boundary such that M\∂M
admits a complete finite volume hyperbolic structure. Then pi1(M) is hyperbolic
relative to pi1(∂M) [Gro].
We mention one useful property of relative hyperbolicity.
Proposition 4.16 ([Osi06a, Corollary 2.41]). If a finitely generated group G is hyperbolic
relative to a collection of hyperbolic subgroups, then G is hyperbolic itself.
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Finally, we discuss acylindrically hyperbolic groups. An isometric action of a group G
on a metric space S is acylindrical if for every ε > 0 there exist R,N > 0 such that for
every two points x, y ∈ S with d(x, y) ≥ R, there are at most N elements g ∈ G satisfying
d(x, gx) ≤ ε and d(y, gy) ≤ ε.
The notion of acylindricity goes back to Sela’s paper [Sel97], where it was considered for
groups acting on trees. In the context of general metric spaces, the above definition is due
to Bowditch [Bow].
Informally, one can think of this condition as a kind of properness of the action on S×S
minus a “thick diagonal”.
Example 4.17. (a) It is easy to see that proper cocompact actions are acylindrical.
(b) Every group action on a bounded space S is acylindrical. Indeed, it suffices to take
R > diam(S).
Every group has an acylindrical action on a hyperbolic space, namely the trivial action
on the point. For this reason, we want to avoid elementary actions in the definition below.
Recall that an action of a group G on a hyperbolic space S is non-elementary if the limit set
of G on the Gromov boundary ∂S has infinitely many points. For readers unfamiliar with
the notions of the Gromov boundary and limit sets, we mention a useful equivalent charac-
terization: an acylindrical action of a group G on a hyperbolic spaces is non-elementary if
and only if G is not virtually cyclic and the action has infinite orbits [Osi16, Theorem 1.1].
Theorem 4.18 ([Osi16, Theorem 1.2]). For any group G, the following conditions are
equivalent.
(AH1) G admits a non-elementary acylindrical action on a hyperbolic space.
(AH2) G is not virtually cyclic and there exists a (possibly infinite) generating set A of G
such that the corresponding Cayley graph Γ(G,A) is hyperbolic, unbounded, and the
natural action of G on Γ(G,A) is acylindrical.
(AH3) G contains a proper infinite hyperbolically embedded subgroup.
Definition 4.19. A group G is acylindrically hyperbolic if it satisfies either of the equivalent
conditions (AH1)–(AH3).
The class of acylindrically hyperbolic groups includes non-elementary hyperbolic and
relatively hyperbolic groups, mapping class groups of closed surfaces of non-zero genus,
Out(Fn) for n ≥ 2, non-virtually cyclic groups acting properly on proper CAT (0) spaces
and containing a rank-1 element, groups of deficiency at least 2, most 3-manifold groups,
automorphism groups of some algebras (e.g., the Cremona group of birational transforma-
tions of the complex projective plane) and many other examples. For more details we refer
to the survey [Osi18].
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By [DGO, Theorem 2.24], every acylindrically hyperbolic group (in particular, every
non-elementary hyperbolic or non-elementary relatively hyperbolic group) contains a unique
maximal finite normal subgroup denoted by K(G). We call K(G) the finite radical of G.
In what follows, we will need a slightly more precise version of condition (AH3) obtained in
[ABO] (a similar result is also proved in [DGO]). By F2 we denote the free group of rank 2.
Proposition 4.20 (Abbott-Balasubramanya-Osin, [ABO, Proposition 5.13]). Let G be an
acylindrically hyperbolic group. Suppose that A is a generating set of G satisfying condition
(AH2). Then G contains a subgroup H ∼= K(G)× F2 such that H ↪→h (G,A).
We will also use the following “relatively hyperbolic version” of Proposition 4.20.
Corollary 4.21. Let G be a finitely generated group hyperbolic relative to a collection of
subgroups {H1, . . . ,Hk}. Suppose that G is not virtually cyclic and Hi 6= G for all i. Then
there exists a subgroup H ∼= K(G)×F2 such that G is hyperbolic relative to {H,H1, . . . ,Hk}.
Proof. By definition, {H1, . . . ,Hk} ↪→h (G,X) for some finite set X. In particular, the
Cayley graph Γ(G,A) is hyperbolic, where A = X ∪H1 ∪ . . . ∪Hk. Under the assumptions
of the corollary, Γ(G,A) is known to be unbounded [Osi06b, Corollary 4.6] and the action of
G on Γ(G,A) is known to be acylindrical [Osi16, Proposition 5.2]. Thus the generating set
A satisfies (AH2). By Proposition 4.20, there exists H ↪→h (G,A) such that H ∼= K(G)×F2.
The subgroup H is undistorted in G with respect to A by Proposition 4.12 and satisfies
|g−1Hg ∩H| < ∞ for all g ∈ G \H by Proposition 4.10. By the main result of [Osi06b],
these properties imply that G is hyperbolic relative to {H,H1, . . . ,Hk}.
4.3. Group theoretic Dehn filling. Our next goal is to discuss a group theoretic
analogue of Thurston’s theory of hyperbolic Dehn surgery. It will be used to show that the
closures of the subspaces of G shown on diagram (1) are homeomorphic to the Cantor set
and that LH, LH0, and LHtf are homeomorphic to the subspace of irrational numbers in
R. Readers not interested in these results can safely skip Sections 4.3 and 4.4.
The classical Dehn surgery on a 3-dimensional manifold consists of cutting of a solid
torus, which may be thought of as “drilling” along an embedded knot, and then gluing it
back in a different way. The study of such transformations is partially motivated by the
Lickorish-Wallace theorem, which states that every closed orientable connected 3-manifold
can be obtained from the 3-dimensional sphere by performing finitely many surgeries.
The second part of the surgery, called Dehn filling, can be formalized as follows. Let
M be a compact orientable 3-manifold with toric boundary. Topologically distinct ways
of attaching a solid torus to ∂M are parameterized by free homotopy classes of unoriented
essential simple closed curves in ∂M , called slopes. For a slope s, the corresponding Dehn
filling M(s) of M is the manifold obtained from M by attaching a solid torus D2 × S1 to
∂M so that the meridian ∂D2 goes to a simple closed curve of the slope s. The fundamental
theorem due to Thurston [Thu, Theorem 1.6] asserts that if M \ ∂M admits a complete
finite volume hyperbolic structure, then M(s) is hyperbolic for all but finitely many slopes.
Given a group G and a subset M ⊆ G, we denote by 〈〈M〉〉 the minimal normal subgroup
ofG containingM . In view of Example 4.15 (d) and Proposition 4.16, the theorem below can
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be regarded as an algebraic counterpart of Thurston’s result. In fact, Thurston’s theorem
follows from Theorem 4.22 modulo the geometrization conjecture. For more on this, see
Section 4 of [Osi18].
Theorem 4.22 (Dahmani-Guirardel-Osin, [DGO, Theorem 2.27]). Let G be a group,
{H1, . . . ,Hk} a collection of subgroups of G. Suppose that {H1, . . . ,Hk} ↪→h (G,X)
for some X ⊆ G. Then for every finite subset K ⊆ G, there exists a finite subset
F = F(K) ⊆ G \ {1} such that for any subgroups Ni  Hi satisfying Ni ∩ F = ∅, the
following statements hold.
(a) For every i, the natural map from Ĥi = Hi/Ni to Ĝ = G/〈〈N1 ∪ . . .∪Nk〉〉 is injective
(equivalently, we have Hi ∩ 〈〈N1 ∪ . . . ∪ Nk〉〉 = Ni). In what follows, we think of Ĥi
as subgroups of Ĝ.
(b) {Ĥ1, . . . , Ĥk} ↪→h (Ĝ, X̂), where X̂ is the natural image of X in Ĝ. In particular, if G
is hyperbolic relative to {H1, . . . ,Hk}, then Ĝ is hyperbolic relative to {Ĥ1, . . . , Ĥk}.
(c) The natural homomorphism G→ Ĝ is injective on K.
(d) If G and all Ĥi are torsion-free, then so is Ĝ.
For relatively hyperbolic groups, this theorem was proved by the author in [Osi07]; the
particular case of torsion-free groups was independently obtained by Groves and Manning
[GM]. The generalization to hyperbolically embedded subgroups is given in [DGO].
4.4. Quotients of hyperbolic-like groups. We now prove two lemmas, which will be
used later in the proofs of Theorem 2.9 and 2.11. Both lemmas are certainly implicit in
the literature, and several particular cases have been already stated explicitly. The proofs
are simple applications of small cancellation theory in groups acting on hyperbolic spaces.
For hyperbolic groups, it was developed by Olshanskii [Ols93] (following an insight by
Gromov [Gro] and the earlier work of Olshanskii on the geometric solution of the Burnside
problem [Ols82, Ols91]) and then generalized to relatively and acylindrically groups by the
author [Osi10] and Hull [Hull]. Readers unfamiliar with the methods of [Ols93] and their
generalizations in [Hull, Osi10] can accept the results of this section as a “black box”.
By abuse of notation, we write G ∈ Z for a group G and a subset Z ⊆ G if (G,A) ∈ Z
for some generating set A.
Lemma 4.23. Let Z be one of the sets H, H0, Htf , RH, RH0, RHtf , AH, AH0, AHtf ,
and let G ∈ Z. For every finite subset K of G, there exists a group Q ∈ Z and a non-
injective epimorphism ε : G→ Q such that the restriction ε|K is injective.
For the spaces H0, Htf , RH0, RHtf , AH0, and AHtf , this is an immediate consequence
of the results of [Ols93, Osi10, Hull] on small cancellation theory in the respective classes of
groups. In fact, for every fixed K, the quotient of G obtained by adding a single “random”
relation (in any conceivable sense) will satisfy the required property almost surely.
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In the case of groups with non-trivial finite normal subgroups, we have to be a bit more
careful. Indeed, adding “random” relations to G may kill K(G) with non-zero probability.
However, the required quotient Q can still be obtained by adding certain special relations.
E.g., if G ∈ H, then for any element g of infinite order, there exists m ∈ N such that
G/〈〈gm〉〉 is non-elementary hyperbolic and the natural map G→ G/〈〈gm〉〉 is injective on K
[Ols93, Theorem 3]. Unfortunately, the analogue of this theorem for RH and AH does not
seem to have been stated explicitly in the literature, although its proof is straightforward
using either small cancellation or group theoretic Dehn filling technique. For expository
purpose, we provide a proof of Lemma 4.23 based on Dehn fillings, which works in all cases.
Proof. Let G ∈ AH and let K be a finite subset of G. By Proposition 4.20, G contains a
hyperbolically embedded subgroup H ∼= F2 × K(G). Let {x, y} be a basis of F2 and let
F = F(K) ⊆ G \ {1} be the finite set provided by Theorem 4.22 applied to G and H. It is
easy to show that there is a non-trivial element w ∈ F2 ≤ H such that the normal closure
N of w in H (which coincides with the normal closure of w in F2) avoids F , and F2/N is
torsion-free and non-elementary hyperbolic. E.g., we can take the element
w = xyxy2 · · ·xyk
for a sufficiently large k, see Example 4.7 and Lemma 4.5. Note that H/N ∼= F2/N ×K(G)
is also non-elementary hyperbolic (see Example 4.4 (d)). By Theorem 4.22, the map G →
Ĝ = G/〈〈N〉〉 is injective on K and the group Ĥ = H/N is hyperbolically embedded in
Ĝ. If Ĥ = Ĝ, then Ĝ is non-elementary hyperbolic and hence acylindrically hyperbolic. If
Ĥ 6= Ĝ, then Ĝ is acylindrically hyperbolic by definition (see condition (AH3) in Theorem
4.18).
If G ∈ AH0, then K(G) = {1} and Ĥ is a torsion-free group. Therefore, Ĝ ∈ AH0 by
Corollary 4.11. Note also that if G ∈ AHtf then Ĝ ∈ AHtf by part (d) of Theorem 4.22.
Further, suppose that G ∈ RH. Let {H1, . . . ,Hk} be a collection of proper subgroups
of G such that G is hyperbolic relative to {H1, . . . ,Hk}. By Corollary 4.21, we can find
H ∼= F2 ×K(G) such that G is hyperbolic relative to {H,H1, . . . ,Hk}. That is,
{H,H1, . . . ,Hk} ↪→h (G,X) (7)
for some finite subset X ⊆ G. We then choose w as above so that Theorem 4.22 applies to
the hyperbolically embedded collection (7). Consider the filling of G corresponding to the
collection of subgroups N = 〈〈w〉〉H and Ni = {1}Hi. By Theorem 4.22, the resulting
group Ĝ is hyperbolic relative to {H/N,H1, . . . ,Hk} in this case and G→ Ĝ = G/〈〈N〉〉 is
injective on K. The fact that G is non-elementary relatively hyperbolic is obvious if Ĥ = Ĝ
and follows from Remark 4.14 if Ĥ 6= Ĝ. In the cases G ∈ RH0 and G ∈ RHtf , we argue
as in the previous paragraph.
Finally, let G ∈ H. We can think of this as a particular case of the situation considered
in the previous paragraph with empty collection {H1, . . . ,Hk} (see Example 4.15 (b)). In
this case, Ĝ is hyperbolic relative to Ĥ and we have G ∈ H by Proposition 4.16. The cases
G ∈ H0 and G ∈ Htf are treated as above.
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Corollary 4.24. The spaces H, H0, Htf , RH, RH0, RHtf , AH, AH0, and AHtf have
no isolated points.
Proof. Let Z be one of these spaces, let (G,A) ∈ Z, and let U be any neighborhood of
(G,A) in G. By the definition of the topology on G, there exists r ∈ N such that every
(H,B) ∈ G satisfying (H,B) ≈r (G,A) belongs to U . Let
F = {g ∈ G | |g|A ≤ r},
where | · |A denotes the word length with respect to A, and let Q ∈ Z be the group
provided by Lemma 4.23. It is straightforward to see that (Q, ε(A)) ≈r (G,A) and hence
(Q, ε(A)) ∈ U .
Lemma 4.25. Let Z be one of the sets H0, Htf , RH0, RHtf , AH0, or AHtf . For any
groups G1, G2 ∈ Z and any finite subsets Fi ⊆ Gi, there exist a group Q ∈ Z and epimor-
phisms εi : Gi → Q such that the restriction of εi to Fi is injective for i = 1, 2.
This result is also well-known to experts. In the case Z = Htf , this lemma was proved
by Champetier [Cha]. The case Z = AH0 is done in [Hull, Corollary 7.4]. For other classes,
weaker versions (without the injectivity condition) were proved in [Ols00] and [AMO]. In
fact, the injectivity condition follows from the same proofs; the only reason it was not stated
explicitly in [Ols00] and [AMO] is that it was unnecessary for the applications considered
there. We provide a brief proof for completeness.
Proof. We begin with the case Z = H0. Let G1, G2 and F1, F2 be as above and let
P = G1 ∗G2. Then P is hyperbolic and G1 and G2 do not normalize any non-trivial finite
subgroup of P . The latter condition means that both G1 and G2 are Gromov subgroups
of P in the terminology of [Ols93]. By [Ols93, Theorem 2], there exists a non-elementary
hyperbolic group Q and an epimorphism ε : P → Q such that ε|F1∪F2 is injective and
ε(G1) = ε(G2) = Q; in addition, we can ensure that Q has no non-trivial finite normal
subgroups by part 9) of [Min, Theorem 1]. Thus Q ∈ H0. Dealing with Z = Htf is similar.
In this case, part (7) of [Ols93, Theorem 2] guarantees that the group Q can be made
torsion-free and so the reference to [Min, Theorem 1] is unnecessary.
For RH0, RHtf , AH0, and AHtf , the proof is identical modulo the changes indicated
below. The notion of a Gromov subgroup must be replaced with the more restrictive notion
of a suitable subgroup, see [AMO, Osi10] and [Hull] for the definition in the relatively
hyperbolic and acylindrically hyperbolic case, respectively. The reference to Olshanskii’s
theorem [Ols93, Theorem 2] must be replaced with the references to [Osi10, Theorem 2.4]
and [Hull, Theorem 1.5], respectively. Finally, the reference to [Min, Theorem 1] for classes
RH0 and AH0 can be eliminated. Indeed, [Osi10, Theorem 2.4] and [Hull, Theorem 1.5]
imply that the obtained common quotient group Q contains a suitable subgroup; in turn,
this implies that Q has no non-trivial finite normal subgroups (see [AMO, Proposition 3.4]
for the relatively hyperbolic case and [Hull, Definition 1.4] for acylindrically hyperbolic
groups).
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5 The zero-one law for Lω1,ω-sentences
5.1. Complexity of Lω1,ω-sentences and Borel hierarchy. Our proof of the zero-one
law for finitely generated groups makes use of the observation that an isomorphism-invariant
subset of G is Borel if and only if it is definable by an Lω1,ω-sentence. This has long been
known to experts and can be derived from the Lo´pez-Escobar theorem for the space of
countable structures (see [LE] or [Mar16, Section 3.1]) via Proposition 3.13. For expository
purpose, we choose a different approach and provide a direct proof (which is by no means
original). In fact, we obtain a somewhat more precise result; to state it, we need to recall
the definition of the Borel hierarchy.
Let X be a topological space. For every countable ordinal α > 0, we define the classes
Σ0α and Π
0
α of Borel subsets of X as follows.
(a) The class Σ01 consists of open sets.
(b) For α > 0, a set is in Π0α if its complement is in Σ
0
α.
(c) For α > 1, a set is in Σ0α if it is a countable union of sets from
⋃
β<α Π
0
β.
In particular, Π01 consists of closed sets, Σ
0
2 consists of Fσ-sets, and Π
0
2 consists of Gδ-sets.
An easy transfinite induction shows that Σ0α is closed under finite intersections (and count-
able unions) and Π0α is closed under finite unions (and, of course, countable intersections).
We now consider the space X = G. For any finite Y, Z ⊂ F∞, we define a (possibly
empty) set
U(Y,Z) = {N ∈ N (F∞) | Y ⊆ N, Z ∩N = ∅}
and let W (Y,Z) denote the preimage of U(Y,Z) under the homeomorphism G → N (F∞)
(see Proposition 3.8). It is easy to see that the sets W (Y,Z) form a base of clopen neigh-
borhoods in G. For what follows, it is convenient to denote this base by
Σ00 = Π
0
0 = {W (Y,Z) | Y, Z ⊂ F∞, |Y |, |Z| <∞}.
Proposition 5.1. For every countable ordinal α ≥ 0, the following statements hold.
(a) Suppose that σ is an Lω1,ω-sentence of complexity class Σα or Πα. Then ModG(σ) is
an isomorphism-invariant Borel subset of G of class Σ0α or Π0α respectively.
(b) Conversely, for any isomorphism-invariant Borel set X ⊆ G of class Σ0α or Π0α, there
is an Lω1,ω-sentence σ of complexity class Σmax{α+1,3} such that X = ModG(σ).
Remark 5.2. Before proceeding with the proof, we note that it is not, in general, true that
a subset X ⊆ G of Borel class Σ0α or Π0α is definable by an Lω1,ω-sentence of complexity Σα
(respectively, Πα). For example, let K be any non-trivial finite group. The set X = [K] is
closed but cannot be defined by a Π1-sentence as the set of models of every Π1-sentence is
closed under taking subgroups while X is not. Similarly, it is easy to show that the set of
all 2-generated groups is open but cannot be defined by a Σ1-sentence.
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Proof. Consider the language L′ obtained from L by adding constants c1, c2, . . .. Given
(G,A) ∈ G, where A = (a1, . . . , an), we interpret ci as ai for 1 ≤ i ≤ n and as 1 for i > n.
Thus every (G,A) ∈ G becomes an L′-structure. We also denote by L′ω1,ω the corresponding
infinitary version of L′.
Let T denote the set of all L′-terms that only involve constants c1, c2, . . .. That is, T is
the set of all words in the alphabet c1, c
−1
1 , c2, c
−1
2 , . . .. For every L′ω1,ω-formula ϕ(x) with
one free variable x and for every (G,A) ∈ G, we obviously have
(G,A) |= ∀xϕ(x) if and only if (G,A) |=
∧
t∈T
ϕ(t) (8)
and
(G,A) |= ∃xϕ(x) if and only if (G,A) |=
∨
t∈T
ϕ(t) (9)
since G is generated by A.
We first prove the following “non-invariant version” of Proposition 5.1.
Lemma 5.3. Let α ≥ 0 be a countable ordinal. A Borel subset X ⊆ G is in the class Σ0α
(respectively, Π0α) if and only if X = ModG(σ) for some L′ω1,ω-sentence σ of complexity Σα
(respectively, Πα).
Proof. We proceed by induction on α. We have σ ∈ Σ0 = Π0 if and only if σ is a Boolean
combination of finitely many atomic formulas of the form t1 = t2 for some t1, t2 ∈ T ; it is
clear that ModG(σ) is in Σ00 = Π00 in this case. Assume now that α > 0 and σ ∈ Πα. By
the definition of Πα, σ is obtained from formulas in the set
⋃
β<α Σβ by taking countable
conjunctions, finite disjunctions, and adding universal quantifiers. By (8) and the inductive
assumption, we have ModG(σ) ∈ Π0α. Similarly, we can do the inductive step for σ ∈ Σα
using (9). This proves the backwards implication of the lemma. To prove of the forward
implication, we simply reverse all the arguments and omit the references to (8) and (9).
We now return to the proof of the proposition. Let σ be an Lω1,ω-formula of class
Σα (respectively, Πα). Clearly, σ can also be thought of as an L′ω1,ω-formula of the same
complexity class and ModG(σ) is isomorphism-invariant. Thus part (a) of Proposition 5.1
follows immediately from Lemma 5.3.
To prove part (b), let X be an isomorphism-invariant Borel subset of G of Borel class Σ0α
or Π0α. By Lemma 5.3, there is an L′ω1,ω-sentence σ of complexity class Σα (respectively,
Πα) such that X = ModG(σ). We denote by σn the Lω1,ω–formula obtained from σ by
replacing all the occurrences of the constants ci with the variables xi for i ≤ n and with the
constant 1 for i > n. Further, let ξn = ∃x1 . . . ∃xn (αn ∧ σn), where αn = α(x1, . . . , xn)
is the formula defined by (2). Recall that αn means that {x1, . . . , xn} is a generating set.
For every (G,A) ∈ X we have (G,A) ∈ Gn for some n. Therefore, G |= ξn. This shows
that X ⊆ ModG(ξ) for ξ =
∨
n∈N ξn. Conversely, if G |= ξ, then G satisfies ξn for some n.
That is, there exists a generating set A of size n such that (G,A) ∈ ModG(σ) = X. Thus
X = ModG(ξ). It is easy to see that ξ ∈ Σmax{α+1,3}.
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5.2. Proof of Theorem 2.2. For some applications, it is useful to reformulate the zero-
one law in terms of a “generalized elementary equivalence”. Let F be a theory in Lω1,ω (i.e.,
F is simply a set of Lω1,ω-sentences). We say that two groups G and H are F -equivalent
if G and H satisfy exactly the same sentences from F . In particular, taking F to be the
first-order logic we obtain the definition of the standard elementary equivalence.
We are now ready to prove a result incorporating both Theorem 2.2 and Proposition 2.3.
Theorem 5.4. For any isomorphism-invariant closed subspace S ⊆ G, the following con-
ditions are equivalent.
(a) For any non-empty open sets U , V in S, there is a finitely generated group G such
that [G] ∩ U 6= ∅ and [G] ∩ V 6= ∅.
(b) There exists a finitely generated group G such that [G] is dense in S.
(c) The set of marked groups (G,A) ∈ S such that [G] = S is comeager in S.
(d) S satisfies the zero-one law for Lω1,ω-sentences.
(e) For any countable Lω1,ω-theory F , S contains a comeager F -equivalence class.
Proof. Since S is closed in G, S is a Polish space. In particular, it is a Baire space.
We first assume that (a) holds. By our assumptions and Lemma 3.12, S is Autf (F∞)-
invariant and the action of Autf (F∞) on S is topologically transitive. Thus (c) follows from
Lemma 3.3. Since S is a Baire space, every comeager subset of S is non-empty and we
obtain (b). Obviously, (b) implies (a). Thus conditions (a), (b), and (c) are equivalent.
Further, we prove that (a) implies (d). Note that for any Lω1,ω-sentence σ, the set
ModS(σ) is Autf (F∞)-invariant and Borel by Proposition 5.1. Applying Theorem 3.4 to
the action of Autf (F∞) on S we obtain that ModS(σ) is either meager or comeager.
Now suppose that (d) holds. We repeat the argument used in the introduction to prove
Proposition 2.3. Fix a countable theory F ⊆ Lω1,ω and define
F = F ∪ {¬σ | σ ∈ F}
and
Thgen
F
(S) = {σ ∈ F | ModS(σ) is comeager in S}.
Since F is countable and any countable intersection of comeager sets is again comeager,
Thgen
F
(S) has a comeager set of models in S. We will show that any two models of Thgen
F
(S)
are F -equivalent, thus proving (e). Arguing by contradiction, assume that there are models
G and H of Thgen
F
(S) and σ ∈ F such that G |= σ while H 6|= σ. We obviously have
ModS(σ) ∪ModS(¬σ) = S.
Since S is a Baire space, it cannot be covered by a union of two meager sets. Together
with the zero-one law, this implies that either σ ∈ Thgen
F
(S) or ¬σ ∈ Thgen
F
(S). Both cases
contradict the assumption that G and H are models of Thgen
F
(S).
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Finally, we show that (e) implies (a). Let U , V be any non-empty open sets in S. Then
U = U0 ∩ S for some open U0 ⊆ G. The set
W =
⋃
a∈Autf (F∞)
aU0
is open in G and Autf (F∞)-invariant. By Proposition 5.1, W = ModG(σ) for some Lω1,ω-
sentence σ. By condition (e) applied to F = {σ}, the set ModS(σ) = W ∩ S is either
meager or comeager in S. It cannot be meager as U ⊆ ModS(σ) (see property (B2) after
the definition of a Baire space). Hence, ModS(σ) is comeager in S. In particular, it is dense
in S and we have ModS(σ) ∩ V 6= ∅. It follows that there exists a ∈ Autf (F∞) such that
aU ∩ V 6= ∅, which is equivalent to (a).
We mention one particular corollary of the zero-one law, which makes use of the full
strength of the Lω1,ω-logic (for an applications, see Proposition 6.5).
Corollary 5.5. Suppose that S is a closed isomorphism-invariant subspace of G satisfying
the zero-one law for Lω1,ω-sentences. Then S contains a comeager subset of groups with
isomorphic profinite completions.
Proof. It is easy to see that for every finite group K, there exists an Lω1,ω-sentence ϕK
such that G |= ϕK for a finitely generated group G if and only if K is a quotient of G1. Let
F = {ϕK}, where K ranges over the set of all finite groups. By condition (e) from Theorem
5.4, we conclude that generic groups from S have the same set of finite images. For finitely
generated groups, this property is equivalent to having isomorphic profinite completions by
the classical theorem of Dixon, Formanek, Poland, and Ribes [DFPR].
5.3. Generic properties. The question of which sentences hold generically in S in the
settings of Theorem 2.2 is rather non-trivial. We begin by an example showing that the
“naive” attempt to answer this question does not work.
Example 5.6. Let G be a finitely generated group. One might expect that an Lω1,ω-
sentence holds generically in [G] if and only if it holds for G. In general, this is false.
Indeed, let G be a condensed group. By Theorem 3.5, there exists σ ∈ Lω1,ω such that
ModS(σ) = [G]. However, [G] is countable and, therefore, cannot be comeager in S.
On the other hand, we have the following elementary corollary of Proposition 5.1.
Corollary 5.7. Let G be a finitely generated group.
(a) If G satisfies an Lω1,ω-sentence σ of complexity Π1, then σ holds for every group from
[G].
(b) If G satisfies an Lω1,ω-sentence σ of complexity Π2, then σ holds generically in [G].
1The first order logic is not sufficient here. Indeed, the free groups of rank 2 and 3 are elementarily
equivalent [KM, Sel06] but have distinct sets of finite quotients.
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Proof. Part (a) for Π1-sentences follows immediately from the fact that for any such a
sentence σ, the set ModG(σ) is closed. To prove (b) we note that every Π2-definable subset
of G is a Gδ-set by Proposition 5.1. Since G |= σ, the set Mod[G](σ) is comeager in [G].
Note that part (b) cannot be extended beyond Π2 even if we restrict to the first-order
logic. Indeed, methods of [MO] can be used to show that there exists an acylindrically
hyperbolic group G such that [G] = AHtf . However, a generic group in AHtf has 2
conjugacy classes by [Hull]. The latter property can be expressed by the ∀∃-sentence
ζ = ∀ a ∀ b ∃ t (a = 1 ∨ b = 1 ∨ t−1at = b)
and ζ is never satisfied by an acylindrically hyperbolic group (in fact, every acylindrically
hyperbolic group has exponentially growing set of conjugacy classes [HO]). It follows that
the sentence ¬ζ is satisfied by G but does not belong to Thgen([G]). Note that ¬ξ is
equivalent to a ∃∀-sentence. We leave details to the curious reader.
6 Examples and applications
6.1. Condensed groups. Our next goal is to discuss non-trivial instances of the zero-
one law for Lω1,ω-sentences. As explained in the introduction, this leads to the notion of a
condensed group via the following immediate corollary of Proposition 3.12.
Corollary 6.1. For every finitely generated group G, the isomorphism class [G] is either
discrete or has no isolated points.
Proof. If [G] is not discrete, there exists an accumulation point (G,A) ∈ [G]. Then every
point of [G] is an accumulation point since [G] is the Autf (F∞)-orbit of (G,A) and the
action of Autf (F∞) on G is continuous.
We begin by proving Proposition 2.5. In fact, we obtain a somewhat stronger result.
Before stating it, we have to recall several definitions. A group G is equationally Noetherian,
if every system of equations with parameters in G has the same set of solutions as a finite
subsystem [BMR]. Examples of equationally Noetherian groups include linear groups over
commutative, Noetherian, unital rings (e.g., fields) [BMR], finitely generated abelian-by-
nilpotent groups [Bry], hyperbolic groups [RW] and some of their generalizations (see [GH]
and references therein).
A group G is residually finite if for every non-trivial element g ∈ G, there is a homo-
morphism ε : G → K to a finite group K such that ε(G) 6= 1. Every finitely generated
linear group is residually finite by the classical result of Maltsev. A group G is Hopfian if
every epimorphism G → G is injective. Finitely generated residually finite (or equation-
ally Noetherian) groups also serve as main examples of Hopfian groups. A simple example
of a group that fails to be equationally Noetherian, residually finite, and Hopfian is the
Baumslag-Solitar group
G = 〈a, b | b−1a2b = a3〉.
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For more on this, we refer to [LS, Chapter IV, Section 4].
We say that a group G is extremely non-Hopfian if for every finite subset F ⊆ G, there
exists an non-injective epimorphism G→ G whose restriction to F is injective.
Proposition 6.2. (a) A finitely generated equationally Noetherian group cannot be con-
densed. In particular, finitely generated linear and abelian-by-nilpotent groups are not
condensed.
(b) A finitely presented condensed group is extremely non-Hopfian. In particular, a finitely
presented residually finite group cannot be condensed.
Proof. Part (a) follows from the fact that for every equationally Noetherian group G, there
are only countably many G-limit groups, which implies that [G] is countable (see [OH07]
for details). By the Baire category theorem, this is impossible if G is condensed. Part (b)
follows easily from Proposition 3.11 and the definition of a condensed group.
Next, we discuss examples of condensed groups.
Proposition 6.3. Every finitely generated extremely non-Hopfian group is condensed.
Proof. Let (G,A) ∈ G, where G is a finitely generated extremely non-Hopfian group and let
U be any neighborhood of (G,A) in G. By the definition of the topology on G, there exists
r ∈ N such that every (H,B) ∈ G satisfying (H,B) ≈r (G,A) belongs to U . Let F be the
set of all elements of G length at most r with respect to A. By our assumption, there is
a non-injective epimorphism ε : G → G such that the restriction of ε to F is injective. It
follows that (G, ε(A)) ≈r (G,A). Note that (G, ε(A)) 6= (G,A) as ε is not injective. Thus
(G,A) is a limit point of [G], i.e., G is condensed.
We now derive part (a) of Example 2.6.
Corollary 6.4. Let G be a finitely generated group such that G ∼= G × G. Then G is
condensed.
Proof. Let F be a non-empty finite subset of G and let k = |FF−1|. By induction, we
have G = G1 × · · · × Gk, where Gi ∼= G for all i. Since Gi ∩ Gj = {1} for i 6= j, we have
FF−1 ∩Gi = {1} for some i. Hence, the natural homomorphism G→ G/Gi is injective on
F . Clearly, G/Gi ∼= G. Thus G is extremely non-Hopfian. It remains to apply Proposition
6.3.
The second part of Example 2.6 is based on the notion of an iterated monodromy
group introduced by Nekrashevich. We do not go into detail here and refer the interested
reader to the survey [Nek11] for definitions. In [Nek07], Nekrashevich constructed a closed
subspace N ⊆ G homeomorphic to the Cantor set such that the isomorphism class of the
iterated monodromy group IMG(z2+i) of the polynomial z2+i is dense in N . In particular,
IMG(z2+i) is condensed. Later Nekrashevich used this construction to prove the following.
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Proposition 6.5 (Nekrashevich, [Nek14]). There exist 2ℵ0 pairwise non-isomorphic resid-
ually finite groups of intermediate growth having isomorphic profinite completions.
The proof given in [Nek14] essentially uses the algebraic structure of groups from N .
The key step is an explicit description of all finite quotients of such groups, which can be
obtained from their actions on rooted trees. To illustrate the power of the Lω1,ω-logic, we
sketch an alternative proof of Proposition 6.5, which only uses results of [Nek07] and the
present paper.
Proof. It is shown in [Nek07] that all groups in N = [IMG(z2 + i)] are residually finite and
the group IMG(z2+ i) has intermediate growth. We first prove that the property of having
intermediate growts is generic in N .
Let SE denote the set of all (G,A) ∈ G such that G has subexponential growth. Since
the growth function of every group is submultiplicative, we have (G,A) ∈ SE if and only if
for any rational a > 1, there exists N ∈ N such that for all n > N , the number of elements
of length at most n in G with respect to A is less than an. It is not difficult to see that the
latter condition can be expressed by an L′ω1,ω-sentence of complexity class Π2 (see the proof
of Proposition 5.1 for the definition of the extended language L′). By Lemma 5.3, SE is a
Gδ-set. Since IMG(z
2 + i) has subexponential growth and its isomorphism class is dense
in N , the set SE is comeager in N .
By the Gromov theorem, groups of polynomial growth are virtually nilpotent and, in
particular, finitely presented. Hence, they cannot occur in N by Proposition 3.11. Thus
generic groups in N actually have intermediate growth. By Corollary 5.5, generic groups
in N also have isomorphic profinite completions and the result follows.
Finally, we discuss the relation between smoothness of the isomorphism relation and the
existence of condensed groups in subspaces of G. Let {0, 1}ω denote the set of all binary
sequences and let E0 denote the equivalence relation on {0, 1}ω such that xE0y if and only
if the sequences x and y match on all but finitely many terms. We will need the following
fundamental result from the theory of Borel equivalence relations proved by Harrington,
Kechris, and Louveau, following an earlier work of Glimm and Effros.
Theorem 6.6 (Harrington–Kechris–Louveau, [HKL]). Let E be a Borel equivalence relation
on a Polish space X. Then exactly one of the following holds.
(a) E is smooth.
(b) There is a continuous injective map f : {0, 1}ω → X such that for all x, y ∈ {0, 1}ω,
we have xE0y if and only if f(x)Ef(y).
Proof of Proposition 2.7. We first prove the “only if” direction. Arguing by contradiction,
suppose that (G,A) ∈ S is condensed and the isomorphism relation on S is smooth. Then
the isomorphism relation on [G] is smooth. That is, there exists a Polish space P and a
Borel function f : [G]→ P such that f(G,A) = f(H,B) if and only if G ∼= H. Every Borel
30
map between Polish spaces is “generically continuous” [Kec, Theorem 8.38]. This means
that there is a comeager subset J of [G] such that f |J is continuous. Consider the set
I =
⋂
a∈Autf (F∞)
aJ ⊆ S.
Clearly, I is isomorphism-invariant. Since Autf (F∞) is countable, the set I is comeager in
[G]. The action of Autf (F∞) on [G] is topologically transitive, hence the set of points with
dense orbits is also comeager in [G] by Lemma 3.3. In particular, there is (H,B) ∈ I such
that [H] is a dense subset of I. Since f |I is continuous and constant on isomorphism classes,
f(I) consists of a single point, i.e., all groups in I are isomorphic. However, this contradicts
countability of isomorphism classes. Indeed, by the Baire theorem, I is uncountable being
a comeager subset of the Polish space [G] without isolated points.
Assume now that the isomorphism relation on S is not smooth and let f : {0, 1}ω → S
be the map provided by Theorem 6.6 applied to the isomorphism relation on S. Since all
equivalence classes are non-discrete in {0, 1}ω, the image of every element of {0, 1}ω in S is
a condensed group.
6.2. Spaces associated to hyperbolic groups and their generalizations. To prove
our next result, Theorem 2.9, we will need a family of hyperbolic groups defined as follows.
For p ∈ N, let
Ap = 〈a1, . . . , ap | api = 1, [ai, aj ] = 1, i, j = 1, . . . , p〉 ∼= (Z/pZ)p,
and
Bp = 〈c, d | cp = 1, dp = 1〉 ∼= Z/pZ ∗ Z/pZ.
Further, let
Hp ∼= Ap oBp,
be the split extension corresponding to the action of c and d on Ap by the cyclic permuta-
tion of the generators a1, . . . , ap. It is easy to see that the groups Hp are non-elementary
hyperbolic for all p > 2. Therefore, they are non-elementary relatively hyperbolic (with
respect to {1}), and acylindrically hyperbolic.
We fix the generating set Xp = {a1, . . . , ap, c, d} of Hp and let
Up = {(H,X) ∈ G | (H,X) ≈max{p,2} (Hp, Xp)}.
Let also Sp denote the permutation group on p symbols.
Lemma 6.7. For every prime p ∈ N, there is a first-order sentence ϕp in the language of
groups such that the following conditions hold.
(a) If a group G satisfies ϕp, then there is a homomorphism G → Sp with non-trivial
image.
(b) For any (H,X) ∈ Up, the group H is generated by elements of order p and H |= ϕp.
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Figure 2:
Proof. We write a 6= b to abbreviate ¬a = b and consider the formulas
ψp =
(
p∧
i=1
xpi = 1
)
∧
 p∧
i,j=1
xixj = xjxi

and
ϕp = ∃x1 . . . ∃xp ψp ∧
∀ g
 p∧
i=1
p∨
j=1
xig = gxj
 ∧ ∃h x1h 6= hx1
 .
It is easy to see that G |= ϕp if and only if there exist elements x1, . . . , xp ∈ G such that
K = 〈x1, . . . , xp〉 is a normal subgroup of G isomorphic to a quotient group of (Z/pZ)p,
conjugation by any element of G on K permutes the generators, and at least one element
h acts on {x1, . . . , xp} non-trivially. In particular, we have (a).
Further, suppose that
(H,X) ≈max{p,2} (Hp, Xp),
where
X = {a′1, . . . , a′p, c′, d′}.
By the definition of the relation ≈max{p,2}, the elements x1 = a′1, . . . , xp = a′p satisfy ψp,
and conjugation by every x ∈ X permutes these elements. It follows that conjugation by
every element of H permutes them. Using the definition of the relation ≈max{p,2} again, we
have a′1c′ 6= c′a′1. Thus H |= ϕp.
Proof of Theorem 2.9. Recall that the Cantor set is the unique (up to homeomorphism)
non-empty, compact, zero-dimensional, metrizable space without isolated points [Kec, The-
orem 7.4]. All spaces shown on diagram (1) are subspaces of the Cantor set 2F∞ . Therefore,
their closures are compact, zero-dimensional, and metrizable. They also have no isolated
points by Lemma 4.24. Thus all these spaces are homeomorphic to the Cantor set.
Further, we show that every comeager subset of H, RH, or AH contains infinitely
many elementary equivalence classes. Suppose that one of the sets H, RH, AH contains a
comeager subset covered by finitely many elementary equivalence classes E1, . . . , Ek. Then
for every p > 2, the marked group (Hp, Xp) belongs to E1 ∪ . . . ∪ Ek. In particular, there
exist primes p > q and i ∈ {1, . . . , k} such that (Hp, Xp), (Hq, Xq) ∈ Ei.
32
It follows that there are (H,X) ∈ Up and (K,Y ) ∈ Uq such that H ≡ K (see Fig. 2). By
Lemma 6.7 (b), we have K |= ϕq. Hence H |= ϕq. In particular, H admits a homomorphism
to Sq with non-trivial image by part (a) of Lemma 6.7. However, this is impossible since
H is generated by elements of prime order p > q by part (b). This contradiction shows
that the number of elementary equivalence classes in every comeager subset of each of the
classes H, RH, or AH is infinite.
Finally, let Z be one of the sets H0, Htf , RH0, RHtf , AH0, or AHtf . Given any
non-empty open subsets U, V ⊆ Z, we can find marked groups (G1, A1), (G2, A2) ∈ Z such
that (G1, A1) ∈ U and (G2, A2) ∈ V . Let r be a natural number such that
UG1,A1(r) ⊆ U and UG2,A2(r) ⊆ V, (10)
where the sets UGi,Ai(r) are defined by (3). Let
Fi = {g ∈ Gi | |g|Ai ≤ r}, i = 1, 2.
Let Q and εi : Gi → Q be the group and the epimorphisms provided by Lemma 4.25. Then
(Q, εi(Ai)) ≈r (Gi, Ai). By (10), we obtain (Q, ε1(A1)) ∈ U and (Q, ε2(A2)) ∈ V . This
verifies condition (a) from Theorem 2.2 and part (b) of Theorem 2.9 follows.
6.3. Lacunary hyperbolic groups. A finitely generated group is lacunary hyperbolic
if one of its asymptotic cones is an R-tree. Recall that an asymptotic cone of a finitely
generated group is a metric space, depending on the choice of a non-principal ultrafilter,
which shows how the group looks like from “infinitely far away”. We do not go into detail
here and refer the interested reader to [OOS] instead. Readers unfamiliar with asymptotic
cones can accept the equivalent characterization given in Theorem 6.8 below as the definition
of lacunary hyperbolicity.
We say that a group (K,Z) ∈ G is the limit of an epimorphic sequence
(K1, Z1)
ε1−→ (K2, Z2) ε2−→ . . . , (11)
where (Ki, Zi) ∈ G for all i, if every εi : Ki → Ki+1 is an epimorphism, εi(Zi) = Zi+1,
K ∼= K1/
⋃
i∈N
Ker(ε1 ◦ · · · ◦ εi),
and the natural homomorphism K1 → K maps Z1 to Z.
Theorem 6.8 ([OOS, Theorem 1.1]). For every group K, the following conditions are
equivalent.
(a) K is lacunary hyperbolic.
(b) There exists a finite generating set Z of K such that (K,Z) is the limit of an epimor-
phic sequence (11) and there exist positive constants δi, ri such that for all i ∈ N, we
have:
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(i) the Cayley graph Γ(Ki, Zi) is δi-hyperbolic;
(ii) the epimorphism εi is injective on the subset {k ∈ Ki | |k|Zi ≤ ri};
(iii) limi→∞ ri/δi =∞.
(c) The same property as in (b) holds for every finite generating set Z of K.
On the proof. Formally speaking, [OOS, Theorem 1.1] only claims that (a) is equivalent
to (b). However, the proof of Theorem 1.1 in [OOS] goes as follows. Starting with any
generating set Z of K one writes an (infinite) presentation of K with respect to Z and then
obtains the desired sequence of groups Ki by truncating this presentation. Thus the proof
actually shows that (a) implies (c). Since (c) obviously implies (b), we get the equivalence
of all three conditions.
Corollary 6.9. The spaces LH, LH0, and LHtf are subsets of H, H0, and Htf , respectively.
Proof. For LH, this is an immediate corollary of Theorem 6.8.
Further, suppose that (K,Z) ∈ LH0 or (K,Z) ∈ LHtf and let (11) be the sequence
provided by Theorem 6.8. Let k ∈ Ki be an element of finite order for some i ∈ N. Then k
is conjugate to an element h ∈ Ki of length |h|Zi ≤ 4δi + 2 (see the last line of the proof of
[BH, Theorem 3.2, Chapter III.Γ]). Therefore, condition (iii) implies that for all but finitely
many indices i, every non-trivial finite order element of Ki is mapped to a non-trivial finite
order element of K under the natural homomorphism Ki → K. Passing to a subsequence,
we can assume that this property holds for all i.
In particular, if K is torsion-free, then all groups Ki are torsion-free. This settles the
case of LHtf . Furthermore, if 〈〈k〉〉 is finite and non-trivial in Ki, then the natural image
of k in K generates a non-trivial finite normal subgroup. Thus we have (Ki, Zi) ∈ LH0
whenever (K,Z) ∈ LH0.
Not every limit of hyperbolic groups in G is lacunary hyperbolic. We discuss one par-
ticular example, which will be used later.
Example 6.10. Fix some k ∈ N and consider the group
W (k) = 〈u, v | R1, R2, . . .〉,
where Rj are defined by (6) for all j ∈ N. Similarly to the presentations of groups Wn(k)
considered in Example 4.7, this infinite presentation satisfies the C ′(1/6) small cancellation
condition for k ≥ 30. By [OOS, Proposition 3.12], W (k) is not lacunary hyperbolic. The
idea behind this fact is that W (k) has relations “at all scales”. This implies the existence
of non-trivial simple loops in all asymptotic cones and, therefore, none of the asymptotic
cones of W (k) is an R-tree. On the other hand, (W (k), {u, v}) is the limit of the sequence
of hyperbolic groups (Wn(k), {u, v}) considered in Example 4.7. Thus W (k) belongs to
H. Moreover, it is well-known that a group given by a presentation satisfying C ′(1/6) is
torsion-free provided none of the relations is a proper power (see, for example, [Hue]). It
follows that Wn(k) ∈ H0 and W (k) ∈ H0.
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The next lemma will only be used to show that LH, LH0, and LHtf are homeomorphic
to the subspace of irrational numbers in R. Readers not interested in this fact can skip the
lemma and other results below and go directly to the proof of Theorem 2.11.
Lemma 6.11. The sets H\LH, H0 \ LH0, and Htf \ LHtf are dense in H, H0, and Htf ,
respectively.
Proof. Recall that we write G ∈ S for a group G and a subset S ⊆ G if (G,A) ∈ S for some
finite generating set A.
We deal with the case of torsion-free groups first. It suffices to show that for every
G ∈ Htf and every finite K ⊆ G, there is Q ∈ Htf \ LHtf and an epimorphism G → Q
injective on K. Let (G,X) ∈ Htf . Since G is non-elementary hyperbolic, the generating
set X satisfies condition (AH2) from Theorem 4.18 (this uses the obvious observation that
the action of G on Γ(G,X) is acylindrical whenever |X| <∞). By Proposition 4.20, there
exists a subgroup H ∼= F2 = 〈x, y〉 such that H ↪→h (G,X); note that we have K(G) = {1}
as G is torsion-free. Let F = F(K) ⊆ G \ {1} be the finite set provided by Theorem 4.22
applied to the group G and the subgroup H. Let W (k) be the group given in Example
6.10. By the Greedlinger lemma (see Lemma 4.5), there exists k ≥ 30 such that the kernel
of the map F2 → W (k) sending x 7→ u and y 7→ v does not intersect F . From now on, we
fix any k satisfying this condition.
Let N (respectively, Nn) denote the kernel of the map F2 → W (k) (respectively, F2 →
Wn(k)) sending x 7→ u and y 7→ v. We have Nn ⊆ N and hence Nn ∩ F = ∅. Thus
the conclusion of Theorem 4.22 holds for all normal subgroups Nn as well as for N . We
denote by Y (respectively, Yn) the natural image of the set X in Q = G/〈〈N〉〉 (respectively,
Qn = G/〈〈Nn〉〉). Since N =
⋃
Nn, we have
lim
n→∞(Qn, Yn) = (Q,Y )
in G (see Example 3.10 (b)). As we already mentioned in Example 6.10, W (k) is torsion-free
and every Wn(k) is torsion-free hyperbolic. Since all generating sets under consideration
are finite, parts (a) and (b) of Theorem 4.22 imply that Q (respectively, Qn) is hyperbolic
relative to W (k) (respectively, Wn(k)); in addition, these groups are torsion-free by part
(d). By Proposition 4.16, every Qn is hyperbolic. It follows that (Q,Y ) ∈ Htf .
Since Q is hyperbolic relative to W (k), W (k) is undistorted in Q with respect to a finite
generating set of Q by Proposition 4.12. By [OOS, Theorem 3.8], every finitely generated
subgroup of a lacunary hyperbolic group undistorted with respect to a finite generating set of
the group is lacunary hyperbolic itself. Since W (k) is not lacunary hyperbolic, we conclude
that Q is not lacunary hyperbolic. This finishes the proof of the lemma for Htf \ LHtf .
For H0 \ LH0, we start with any (G,X) ∈ H0 and argue as above. We still have
K(G) = {1} by the definition of H0 in this case. Corollary 4.11 implies that Qn ∈ H0 and
hence Q ∈ H0 \ LH0.
Finally, we note that for H \ LH, exactly the same proof works except that we may
have K(G) 6= {1} and H ∼= F2 × K(G) 6∼= F2 in this case. Instead of maps F2 → W (k)
and F2 → Wn(k), we consider maps H → W (k) ×K(G) and H → Wn(k) ×K(G), which
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send x and y to u and v, respectively, and acts identically on K(G). It is well-known (and
straightforward to see from the definitions in terms of asymptotic cones) that the property
of being lacunary hyperbolic is stable under taking finite extensions and subgroups of finite
index. Thus W (k)×K(G) is not lacunary hyperbolic. On the other hand, Wn(k)×K(G) is
hyperbolic for every n (see Example 4.4 (d)), and we can complete the proof as above.
Recall that the Baire set2 is the set NN equipped with the product metric. It is well-
known that NN is homeomorphic to the set of irrational numbers with the topology induced
from R. Moreover, we have the following.
Theorem 6.12 (Alexandrov-Uryson, [Kec, Theorem 7.7]). Every non-empty Polish zero-
dimensional space, where all compact subsets have empty interiors, is homeomorphic to the
Baire set.
We will need an obvious corollary of this theorem.
Corollary 6.13. Let C denote the Cantor set and let B be a dense Gδ-subspace of C.
Suppose that C \ B is dense in C. Then B is homeomorphic to the Baire set.
Proof. The set B is Polish by Proposition 3.1 and zero-dimensional being a subspace of
a zero-dimensional space. According to the Alexandrov-Uryson theorem, to complete the
proof it suffices to show that every compact subset of B has empty interior. Arguing by
contradiction, suppose that a compact subset K ⊆ B contain a non-empty subset U that is
open in B. Let W be an open subset of C such that U = B ∩W . Since C \ B is dense in C,
there is x ∈W \B. Since B is dense in C, there is a sequence of points x1, x2, . . . ∈ B∩W = U
converging to x. The closure U of U in K is compact being a closed subset of a compact
set. It follows that U is compact (and hence closed) as a subset of C. This implies that
x ∈ U ⊆ K ⊆ B, a contradiction.
We are now ready to prove our last result.
Proof of Theorem 2.11. We first show that the spaces LH, LH0, and LHtf are dense Gδ-
subsets of H, H0, and Htf , respectively. To this end, for each (G,X) ∈ H, we denote by
δG,X the smallest natural number such that the Cayley graph Γ(G,X) is δG,X -hyperbolic.
For every j ∈ N and every (G,X) ∈ H, we let
Uj(G,X) = {(H,Y ) ∈ H | (H,Y ) ≈j(4δG,X+6) (G,X)}.
Let
U =
⋂
j∈N
⋃
(G,X)∈H
Uj(G,X).
2This set is often called “the Baire space”; we prefer to use the term “Baire set” (in analogy with the
Cantor set) so that it is not confused with the notion of a Baire space discussed in Section 3.1.
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We claim that every (K,Z) ∈ U is lacunary hyperbolic. Indeed, for each j ∈ N, we can
find a marked group (K ′j , Z
′
j) ∈ H such that (K,Z) ∈ Uj(K ′j , Z ′j). We define a sequence
(j(i))i∈N inductively by letting
j(1) = 1, j(i+ 1) = j(i)(4δK′
j(i)
,Z′
j(i)
+ 6),
and
(Ki, Zi) = (K
′
j(i), Z
′
j(i)) ∈ H
for i ≥ 1. Let also
ri = j(i+ 1).
By our construction, (K,Z) ≈ri (Ki, Zi) for all i. Note that
ri+1 = j(i+ 2) = j(i+ 1)(4δKi+1,Zi+1 + 6) > j(i+ 1) = ri
for all i ∈ N. Thus we also have (K,Z) ≈ri (Ki+1, Zi+1). It follows that (Ki, Zi) ≈ri
(Ki+1, Zi+1).
Being a hyperbolic group, Ki admits a finite presentation Ki = 〈Zi | Ri〉, where every
relator R ∈ Ri has length at most 4δKi,Zi + 6 (see, for example, the proof of [BH, Chapter
III.Γ.2.2]). Our definition of ri implies that ri ≥ 4δKi,Zi + 6. Hence, the map Zi → Zi+1
extends to an epimorphism εi : Ki → Ki+1 which is injective on the set of all elements
k ∈ Ki of length |ki|Zi ≤ ri. Similarly, there exists an epimorphism Ki → K that maps
Zi to Z and is injective of the set of elements of length at most ri. Clearly, we have
limi→∞ ri/δKi,Zi = ∞. In particular, limi→∞ ri = ∞. This easily implies that K is the
direct limit of the sequence (11) satisfying conditions (i)–(iii). Thus U consists of lacunary
hyperbolic groups.
Conversely, let (K,Z) ∈ LH. Let (11) be an epimorphic sequence provided by part (c)
of Theorem 6.8. Since all maps εi in (11) are onto, Ki is non-elementary for all i. Further,
conditions (i)–(iii) imply that for every j ∈ N, there is n = n(j) such that (K,Z) ∈
Uj(Kn, Zn). It follows that (K,Z) ∈ U . Thus we have U = LH.
By definition, U is a Gδ-set. Note that U is also dense in H since H ⊂ U by construction.
Similarly, U ∩H0 and U ∩Htf are dense in H0 and Htf , respectively. Thus LH, LH0, and
LHtf are dense Gδ-subsets of H, H0, and Htf , respectively. Combining this with the first
claim of Theorem 2.9, Lemma 6.11, and Corollary 6.13, we obtain that LH, LH0, and LHtf
are homeomorphic to the Baire set and, in particular, to the subspace of irrational numbers
in R.
7 Remarks and open questions
We conclude this paper with a brief discussion of open questions and directions for further
research. Our first question is motivated by the observation the all condensed groups
discussed in this paper are not finitely presented.
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Question 7.1. Does there exist a finitely presented condensed group?
Note that by Propositions 6.2 and 6.3, this is equivalent to asking whether there exists
a finitely presented extremely non-Hopfian group.
Here is yet another basic open question about condensed groups. For the study of the
quasi-isometry relation in the relevant context, see [MOW].
Question 7.2. Is the property of being condensed invariant under elementary equivalence
of finitely generated groups? Is it geometric (i.e., invariant under quasi-isometry)?
A group G is called quasi-finitely-axiomatizable (QFA, for short) if there exists a first-
order sentence σ such that all finitely generated models of σ are isomorphic to G [Nie].
Corollary 2.12 shows that generic torsion-free lacunary hyperbolic groups are very far from
being QFA.
Question 7.3. Does there exist a non-cyclic torsion-free QFA lacunary hyperbolic group?
Recall that the generic first-order theory Thgen(S) of a subspace S ⊆ G is the set of all
first-order sentences in the language of groups whose set of models is comeager in S. We
denote by Thgen∀ (S) the subset of all universal sentences in Thgen(S). Using methods of
[Osi09], it is not difficult to show that Thgen∀ (H), Thgen∀ (H0), and Thgen∀ (Htf ) are undecid-
able. Hence, so are Thgen(H), Thgen(H0), and Thgen(Htf ). The same result trivially holds
for the closures of all other classes shown on diagram (1); indeed, the universal theory of
each of them coincides with the universal theory of all groups or the universal theory of all
torsion-free groups, both of which are known to be undecidable.
The general intuition suggests that every “sufficiently complicated” subspace S ⊆ G
must have undecidable generic first-order theory. Is it possible to convert this into a precise
statement? For example, we can ask the following.
Question 7.4. Let S be a perfect subset of G. Is it possible that Thgen(S) is decidable?
In Theorem 2.9 (a), we showed that every comeager subset of H has infinitely many
elementary equivalence classes but we do not know whether this number is countable or
not.
Question 7.5. Does there exist a comeager subset of H with countably many elementary
equivalence classes?
Note that if the answer to this question is negative, then the number of elementary
equivalence classes in every comeager subset of H is 2ℵ0 . Indeed, suppose that some comea-
ger subset S ⊆ H has less than 2ℵ0 equivalence classes. Let S0 be a dense Gδ-subset of S.
Then S0 is Borel and, by the Silver dichotomy [Sil], the number of elementary equivalence
classes in S0 must be countable. Clearly, S0 is also comeager in H.
Out next question is motivated by the highly non-constructive nature of the proof of
Corollary 2.12.
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Question 7.6. Find an explicit example of two non-isomorphic, elementarily equivalent,
torsion-free, lacunary hyperbolic groups with property FA of Serre.
Property FA is added here to rule out the “trivial” examples coming from the hyperbolic
world (e.g., F2 and F3). By Theorem 2.10, the required examples cannot be found among
hyperbolic groups. On the other hand, we know that generic torsion-free lacunary hyper-
bolic groups satisfy all the requirements. Yet, we cannot provide any concrete examples!
Theorem 2.11 implies that the set LH is a Borel subset of G. The set H is also Borel
since it is countable. However, we do not know the answer to the following.
Question 7.7. Are RH and AH Borel subsets of G?
Many of our results can be proved in the more general settings of Ω-algebras, where Ω
is any countable signature. We briefly outline possible generalizations and discuss related
questions. For all unexplained notation and background from universal algebra, we refer to
[Cohn].
An Ω-algebra A is generated by a subset Y = {y1, . . . , yn} if every element a ∈ A can
be expressed as a = t(y1, . . . , yk) for some Ω-term t. An n-generated marked Ω-algebra is a
pair (A, Y ), where A is an Ω-algebra and Y is an ordered generating set of A of cardinality
n. As in the case of groups, we consider such pairs up to the following equivalence relation:
pairs (A, (y1, . . . , yn)) and (B, (z1, . . . , zn)) are identified if the map yi 7→ zi, i = 1, . . . , n,
extends to an isomorphism A→ B. We denote the set of all n-generated marked Ω-algebras
by An(Ω).
A congruence on an Ω-algebra A is a subset of A×A that is simultaneously an equivalence
relation and an Ω-subalgebra of A×A. Let Con(A) denote the set of all congruences of A.
We also denote by Tn = T (x1, . . . , xn) the free Ω-algebra generated by {x1, . . . , xn}. That is,
Tn is the set of all Ω-terms in variables x1, . . . , xn equipped with the obvious operations. It
is well-known (and easy to prove) that elements of Con(A) are in one-to-one correspondence
with homomorphisms of Ω-algebras with domain A, see [Cohn, Section II.3]. This allows
us to construct a bijection An(Ω) → Con(Tn) in the same way as in Proposition 3.8. The
product topology on 2A×A induces the structure of a Hausdorff, zero-dimensional, separable,
compact space on Con(Tn) and, via the above bijection, on An(Ω).
Unlike in the case of groups, there is no “canonical” embedding of An(Ω) in An+1(Ω).
However, we can still form the space of finitely generated marked Ω-algebras by taking the
topological disjoint union
A(Ω) =
⊔
n∈N
An(Ω).
It is easy to see that A(Ω) is a Polish space.
Let L be the first-order language with signature Ω. The isomorphism class of a given
Ω-algebra, the set of models of a given Lω1,ω-sentence, and satisfiability of the zero-one law
for Lω1,ω-sentences in a subspace S ⊆ A(Ω) are defined in the same way as in the case
of groups. Once this terminology is established, one can show that the direct analogue of
Theorem 2.2 for Ω-algebras holds.
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Theorem 7.8. For any isomorphism-invariant closed subspace S ⊆ A(Ω), the following
conditions are equivalent.
(a) For any non-empty open sets U , V in S, there is a finitely generated Ω-algebra A such
that [A] ∩ U 6= ∅ and [A] ∩ V 6= ∅.
(b) There exists a finitely generated Ω-algebra A such that [A] is dense in S.
(c) S satisfies the zero-one law for Lω1,ω-sentences.
The proof is essentially the same as in the case of groups. The only difference is that,
in general, there is no natural group of homeomorphisms of A(Ω) whose orbits are pre-
cisely the isomorphism classes. However, it is not difficult to show that for any marked
Ω-algebras (A, Y ), (B,Z) ∈ A(Ω) such that A ∼= B, there are open neighborhoods N(A, Y )
and N(B,Z) of (A, Y ) and (B,Z), respectively, and an isomorphism-preserving homeomor-
phism N(A, Y )→ N(B,Z) taking (A, Y ) to (B,Z). The existence of such local homeomor-
phisms is, in fact, sufficient to carry out the proof.
One can also generalize some other results of our paper in these settings. However, it
is not quite clear whether this general theory is worth developing as it lacks non-trivial
natural examples, like the spaces from Theorem 2.9.
Question 7.9. Find interesting examples of countable signatures Ω and perfect subsets
S ∈ A(Ω) containing dense isomorphism classes.
A natural approach to Question 7.9 is based on condensed Ω-algebras. As in the case of
groups, we call an Ω-algebra U condensed if its isomorphism class in A(Ω) has no isolated
points. It is then easy to show that for any finitely generated condensed group G and
any finitely generated ring R, the group ring R[G] is finitely generated and condensed as
a structure in the language of unital rings, whose signature is {0, 1,+, ·}. One can play
around this idea a bit but all the examples we get this way are not very convincing as they
essentially come from group theory. Similarly to the case of groups, one can show that if
a finitely generated Ω-algebra U is isomorphic to U × U , then U is condensed. We do not
know the answer to the following.
Question 7.10. Does there exist a non-zero, finitely generated, associative ring R such
that R ∼= R×R?
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