1 Φ Introduction* In this paper the authors continue the study (begun in [9] and carried on in [3] and [10] ) of matrices with entries from the algebra C(ϊ) of all continuous complex-valued functions on an extremely disconnected, compact Hausdorff space 36. (Such spaces are sometimes called Stonian after M. H. Stone, who considered them in [14] .) One of the authors has shown ([10] , Theorem 3) that if A and B are n x n matrices over C(X) such that A(x) is unitarily equivalent to B(x) for each x e 3c, then A and B are unitarily equivalent in the algebra M n (£) of all n x n matrices over C(X). It is thus natural to ask whether the similarity of A(x) and B(x) for each x e I is sufficient to guarantee the similarity of A and B in M n (£) . We show by example in §2 that the answer is no; however, we also show that if the hypothesis is strengthened by the addition of a uniform boundedness requirement, then the similarity of A and B in MJJSL) does indeed follow. As a by-product of the technique introduced to give this result, we obtain a new short proof of Theorem 3 of [10] .
In § 3 we show that a certain class of entire functions maps M n (£) onto itself; this is a generalization (with a different proof) of a result of Kurepa [8] for n x n matrices, and adds to the information obtained by Brown [1] on the question of which entire functions map which Banach algebras onto themselves. As a corollary, we learn that every invertible element of MJjί) has a logarithm. Section 4 is devoted to proving that an element of M n (£) has an identically vanishing trace if and only if it is a commutator in M n (£) . (See Remark 2, §4, for a paraphrase of this result cast in the terminology of operator theory on Hubert space.) Finally, in § 5 the authors give two examples which indicate that it is probably fruitless to pursue the structure theory of matrices over C(X) where 3£ is a more general topological space than a Stonian space.
2* Similarity in MJ$).
The most convenient definition of M n {H) is as follows. Let M n denote the full ring of n x n complex matrices under the operator norm, and let £ be any Stonian space. Denote by M n (£) the *-algebra of continuous functions from X to M n , where the algebraic operations in Λf n (ϊ) are defined pointwise. Under the norm || A || = sup x6ϊ ||A(α)||,M n (X) is a C*-algebra identifiable with the C*-algebra of all n x n matrices over C(3£). Moreover, M n (£) is an 858 DON DECKARD AND CARL PEARCY ATF*-algebra [7] , and this fact is used briefly in this section.
We first show that pointwise similarity of A(x) and B(x) on X is not sufficient to ensure that A and B be similar in M n (£) (x) for x e ^Y\ and the invertibility of S guarantees that s 22 never vanishes. Thus s n is unbounded, contradicting s n e C(S^) 9 and it follows that A and B are not similar in M 2 {^).
The following theorem gives necessary and sufficient conditions for A and B to be similar in M n {H). Proof. We consider collections {^} of nonempty, disjoint, compact open sets ^cϊ with the property that if ^e {^}, then there is an invertible element T^MJ&i)
satisfying Ti{x)A(x)Tr\x) = B(x), || T,{x) ||< M, and || Tf\χ) || < Af for each x e ^. Let {^} <6/ be a maximal such collection, and denote ^ = Uiei^i Then ^ is compact open, and it follows from Lemma 2.1 of [3] that the function f defined on Uΐei^ΐ so as to extend each of the T { can be extended to an element TeM n (^) .
Similarly, there is a function ZeM n (%f) which extends each of the T %~\ It is clear from continuity considerations that Z = T~λ, and that T has all the desired properties on ^, so that it suffices to prove W = X. Suppose, to the contrary, that X -"?/ Φ φ. We can prove Theorem 3 of [10] in a similar fashion,
THEOREM 2. // X is Stonian and A, Be M n (T) are such that A(x) and B(x) are unitarily equivalent at each point of a dense subset of X, then A and B are unitarily equivalent in M n (£).
Proof. We consider collections {^} of nonempty, disjoint, compact open subsets ^c ϊ with the property that if ^e{^}, then there is a unitary element ^e l^) satisfying Ui(x)A(x)U?(x) = B(x) for each x e *%s i% As before, we choose a maximal collection {^} ίe /> and define <%s -\J ie i ^ί Again it suffices to prove ^/ -3£. The argument then proceeds exactly as above, except that the system of linear equations to be considered is the system equivalent to the pair of equations VA = BV and FA* = J3* V. (Thus the system consists of 2n 2 equations in n 2 unknowns, but it is clear that this has no effect on the argument.) Then, proceeding essentially as above, we obtain a compact open subset 5*"" c 3t -'g/and an invertible (not necessarily unitary) element Ve M n {7^)
One knows from ([14] , Lemma 2.1) that we can write V in polar form V-UP where U is a unitary element of Λf n (3^). A standard calculation shows that for x e 5*7 U(x)A(x) U*(x) = B(x); thus the existence of 5^ contradicts the maximality of the collection {^} ί6 i> and the proof is complete.
REMARK. One would naturally like to have a collections of global objects to attach to an element A e Λf w (X) which would serve as a complete set of similarity invariants for A. In this connection, it is easy to see that one cannot always obtain an element JeM n (£) such that A is similar to J in MJJ&) and such that J(x) is in Jordan form for each xe%.
Entire functions on M n (£).
We say that an entire function / has property (K) if, for every complex number ζ, there is a complex number z satisfying f(z) = ζ and f\z) φ 0. In [8] Kurepa showed that an entire function / maps M n onto itself if and only if / has property (K). The study was then taken up by Brown [1] who characterized the class of entire functions / which map the algebra £f(£tf) of all bounded operators on an infinite dimensional Hubert space έ%f onto itself. Brown showed that such an / maps every Banach algebra onto itself, and we say that such an / has property (B). Since certain W* -algebras of operators on Hubert space have faithful C*-representations as an M n {Έ) (see [9] ), one has, in a sense, Sf(£ίf) ZD M n {ϋ) z> M n . Thus it is of interest to discover which entire functions map M n (£) onto itself, and the answer is given by THEOREM 
// / is an entire function and H is a Stonian space, then f maps Λf n (ϊ) onto itself if and only if f has property (K).
Proof. Since for each x e 9c, [p(A)](#) = p(A(x)) for every polynomial p(z), and since / is the uniform limit of polynomials on compact sets of the z-plane, [f(A)](x) = f(A(x)) for each xeϊ. Thus, if / maps M n (£) onto itself, then / must map M n onto itself, so that by Kurepa's theorem [8] , / has property (K). Now suppose that / has property (K), and let AeM n (X). We look for BeM n (X) such that f (B) A. Let x 0 be an arbitrary point of X and let ζ lf , ζ p be the distinct eigenvalues of A(x Q ). Choose z lf *-,z p to be complex numbers with the properties that /(^) = ζ< and /'fa) Φ 0. For i = 1, , p, let Sf { be a (non-degenerate) closed disc about z t such that / is Schlicht on , and arrange it so that the sets /(ϋ%) are mutually disjoint. Let g denote the inverse of the restriction of / to U?=i ®ί Then g is defined and continuous on *%r = UlU/C^) an d is analytic at each interior point of 3ί m It follows from Lemma 2. 2 Proof. Observe first that the proof of Theorem 3 above goes through word for word in the case that 9£ is only compact Hausdorff and totally disconnected. Then observe that if Ae M n (£) and an entire function / are given, in order to carry out the construction in the above proof to obtain a B such that f(B) = A, it suffices to know that for each ζ in the spectrum of A, there is a complex number z such that f(z) -ζ and f'{z) Φ 0. These observations complete the proof.
It results easily from Theorem 3 that if The proof of this theorem is patterned after an argument of Brown [1] , and depends on the following lemma. 
ON CONTINUOUS MATRIX-VALUED FUNCTIONS ON A STONIAN SPACE 863 and the entire function h(z) = f(g(z)) has a power series expansion h(z) =
where β t = 6 4 for 0 ^ ί ^ n -1.
i=0
Proof. If / is any positive integral power of 2, or more generally any polynomial, an inductive computation shows that the result is valid. For an arbitrary entire function /, let p n (z) be a sequence of polynomials which converges uniformly to / on every compact subset of the 2-plane. Then, since p n (g(z)) converges uniformly to h(z) on compact subsets of the plane, the coefficients in the power series expansions of the p n (g(z)) must converge to the corresponding coefficients in the power series expansion of h(z). (See, for example, ( [2] , § 211)) Furthermore, since p n (A) converges to f{A) in the norm topology of M n , the entries of p n (A) must converge to the corresponding entires of f(A), and the result follows.
Proof of Theorem 4. For convenience we take n k -n. for each positive integer n. Let / be an entire function which maps onto 33, and suppose that satisfies f(A) = rB where r is some fixed positive real number. Since for any central projection E e 35, f(EA) = Ef(A) f it is clear that for each positive integer n, f(A n ) = rB n . Now choose an arbitrary x n e H n for each integer n. The fact that f [A n (x n )] = rB n (x n ) follows just as in the proof of Theorem 3. Since A n {x n ) commutes with B n (
and B n is identically constant on 9£ w , a matrix calculation shows that for each positive integer n, the matrix A n (x n ) has the form 
Commutators in MJJSL)
. We introduce the notation σ(B) for the trace in the usual sense of an n x n complex matrix B. In this section, we generalize another result known for M nJ and thereby set forth a class of operators on Hubert space which are commutators. (See Remark 2 at the end of this section.) More precisely, we establish THEOREM 
If X is a Stonίan space and A e M n (£), then A ON CONTINUOUS MATRIX-VALUED FUNCTIONS ON A STONIAN SPACE 865 satisfies σ[A(x)] = 0 if and only if there are elements B and C in M n β) such that A^BC -CB.
One half of the theorem is trivial; to prove the other half we use an idea suggested by Halmos in [6] . The crucial lemma is the following. Proof. We consider collections {^} of disjoint, nonempty, compact open sets f/^eX with the property that if ^ e {^}, then there is an invertible S { e Λf n (^<) such that || Si ||, || Sr 1 || g 6 and such that for each XG% the matrix S i AS ι~1 (x) has a zero in the upper left hand corner. Let {^} ί6 i be a maximal such collection, and define '?/ -Uiei *&%• It follows from Lemma 2.1 of [3] that to complete the proof, it suffices to establish ^ = 3c. Thus, suppose to the contrary that % -%S Φ φ. According to Theorem 1 of [3] there exist functions \f '' * 9 ^n £ C(3£ -<%s) such that for xelί-Ήf, the numbers λ^cc), , λ n (cc) are exactly the eigenvalues of A(x). Furthermore, there must be at least one point x 0 GΪ-f/ such that some Xi(x 0 ) Φ 0. (Otherwise, we could apply Theorem 2 of [3] to obtain a unitary UeM n {H -^/) such that UAU*(x) is in upper triangular form for each xeH-^.
Then the diagonal entries of UAU*(x) would be identically zero, and the maximality of the collection {^} ί6 i would be contradicted.) Since we know from the hypothesis that there must be at least two distinct i such that \(x 0 ) Φ 0. In fact, a little thought convinces one that there exist λ, and X k (j Φ k) such that 0 < I λ^) I ^ I \ k (x 0 ) I < I X k (x 0 ) -\ 3 ix 0 ) I .
It follows from the circle of ideas connected with the proof of Theorem 2 of [3] that there is a unitary element UeM n (H) -<%/) such that UAU*(x) = (dij(x)) is in upper triangular form for each x e X -^/ and such that α n = X k and α 22 = X, on X -^. Thus 0 < | a 22 (x 0 ) \ <Z I o, n (x 0 ) I < I a n (x 0 ) -a 22 (x 0 ) |, and by clever choice of U (i.e., by applying an additional rotation, and then changing notation) one can arrange things so that | a n (x 0 Case I. For every x e 5^7 | a 12 (x) | ^ | a n (x) |. In this case we define an invertible S = (s {j ) e Λf n (3*~) to be the direct sum of the 2x2 matrix (s i3 : i, i ^ 2) and the identity element of Λf n _ 2 (3θ, where for xe ^s n (x) = s 22 (#) = 1, s 12 (x) = 0, and s al (aj) = α u (ίc)/α ia (aj). An easy calculation shows that ||S||, || S" 1 !! ^ 4, and another calculation shows that for xe ^ the matrix SUAU*S~1(x) has a zero in the upper left hand corner. The existence of 7" thus contradicts the maximality of the collection { 5^ΐ} ί € ί> and we proceed to Case II. There is a compact open subset V/^" c^ such that for xe Ύ/^, \a u (x) \ < \a u (x) |. As before we define an invertible S = (s i3 ) e M n ( Ύ/^) to be the direct sum of the 2 x 2 matrix (s i3 : i, j ^ 2) and the identity element of Af Λ _ 2 ( < 5^). This time for x e W~ we take The following corollary follows easily by induction on n, and we omit its proof. (1) A stronger version of Lemma 4.1, obtained from the present version by requiring S to be unitary, actually holds. The proof, however, uses a completely different idea and is much longer than the above proof.
(2) A bounded operator B on Hubert space is called ^-normal [9] if the W*-algebra which B generates satisfies a polynomial identity of the form where the sum is taken over all permutations π on 2n objects. It is known that such a T7*-algebra is a finite direct sum of algebras each of which has a faithful C* -representation as some M k (Ji k ) with X Λ Stonian and k^n.
Furthermore such a TF*-algebra has a well-behaved centervalued trace function, so that Theorem 5 can be paraphrased: Anŷ -normal operator with trace zero is the commutator of a pair of -normal operators.
(3) There are at least two classes of operators on Hubert space which possess well-behaved numerical traces. These are operators in the trace-class [13] , and operators in W*-algebras which are factors of type Hi. Is it true that every operator with trace zero in one of these classes is a commutator?
5.
Two examples* In this section we set forth two examples which show that Theorem 2 of [3] and Theorems 1 and 2 of the present paper cannot be extended to the setting in which X is assumed only to be a compact Hausdorff, totally disconnected space. In these examples we take ^ to be the compact Hausdorff, totally disconnected space consisting of the set {a l9 α 2 , , α w , , 0} with the relative topology, where the real sequence {a n } is strictly decreasing to zero and satisfies cos (l/α n ) = sin (l/α n ) = \\V 2 for n odd and cos (l/α n ) = 1, sin (1/αJ = 0 for n even. Proof. Assume that such a U= (u i:} ) exists, and let UAU*(t) = {b iά {t)). Then the b iS e C(^~), and the vector (Ujt), ΰjt)) = V(t) has length one at each t e J7~ and has entries which are elements of C(^~). Futhermore, it is easy to see that [A(ί) -b n (t)I]V(t) = 0. In other words, the vector V(t) is a continuous eigenvector for A(t) cor-responding to the eigenvalue b n (t). An easy calculation shows that the eigenvalues of A(a n ) are 1 -a n and 1 + a nj so that for each n, b n {a n ) = 1 -a n or b n (a n ) = 1 + a n . Furthermore, it is easy to see that the vector (cos (l/α Λ ), sin (l/α Λ )) is an eigenvector for A(a n ) corresponding to the eigenvalue 1 -a n , and the vector (sin(l/αj, -cos(l/αj) is an eigenvector for A(a n ) corresponding to the eigenvalue 1 + a n . It follows that for n odd, we must have | ΰ n (a n ) | = 1/τ/ 2, and for n even, we must have | ΰ n (a n ) | = 0 or 1. This contradicts u n e and completes the proof. Mathematical papers intended for publication in the Pacific Journal of Mathematics should by typewritten (double spaced), and on submission, must be accompanied by a separate author's resume. Manuscripts may be sent to any one of the four editors. All other communications to the editors should be addressed to the managing editor, L. J. Paige at the University of California, Los Angeles 24, California. 50 reprints per author of each article are furnished free of charge; additional copies may be obtained at cost in multiples of 50.
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