Interactions in electron systems can lead to viscous flows in which correlations allow electrons to avoid disorder scattering, reducing momentum loss and dissipation. We illustrate this behavior in a viscous pinball model, describing electrons moving in the presence of dilute point-like defects. Conductivity is found to obey an additive relation σ = σ0 + ∆σ, with a non-interacting Drude contribution σ0 and a contribution ∆σ > 0 describing conductivity enhancement due to interactions. The quantity ∆σ is enhanced by a logarithmically large factor originating from the Stokes paradox at the hydrodynamic lengthscales and, in addition, from an effect of repeated returns to the same scatterer due to backreflection in the carrier-carrier collisions occurring at the ballistic lengthscales. The interplay between these effects is essential at the ballistic-to-viscous crossover.
Interactions in electron systems can lead to viscous flows in which correlations allow electrons to avoid disorder scattering, reducing momentum loss and dissipation. We illustrate this behavior in a viscous pinball model, describing electrons moving in the presence of dilute point-like defects. Conductivity is found to obey an additive relation σ = σ0 + ∆σ, with a non-interacting Drude contribution σ0 and a contribution ∆σ > 0 describing conductivity enhancement due to interactions. The quantity ∆σ is enhanced by a logarithmically large factor originating from the Stokes paradox at the hydrodynamic lengthscales and, in addition, from an effect of repeated returns to the same scatterer due to backreflection in the carrier-carrier collisions occurring at the ballistic lengthscales. The interplay between these effects is essential at the ballistic-to-viscous crossover.
Electron fluidity is a property of strongly interacting electron systems in which carrier movement resembles that of viscous fluids. Viscous electron flows are expected to occur in quantum-critical systems and in high-mobility conductors, so long as momentum-conserving electronelectron (ee) scattering dominates over other scattering processes [1] [2] [3] [4] . Signatures of such flows have been observed in ultra-clean GaAs, graphene and PdCoO 2 [5] [6] [7] [8] . Electron fluids can exhibit a range of novel transport behaviors [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . In particular, it has been predicted in the 1960's that viscosity can facilitate electron transport [1] . Furthermore, recently it was pointed out that electron fluid flowing through a constriction features conductance that exceeds the fundamental Landauer's ballistic bound [22] . Higher-than-ballistic conduction results from correlations in a viscous flow that allow electrons to avoid scattering at the constriction boundary, thereby reducing dissipation due to momentum loss.
The goal of this paper is to explore transport facilitated by electron viscosity in a two-dimensional system in the presence of point-like scatterers, first introduced by Hruska and Spivak [23] In this case the reduction in resistance arises due to the collective behavior illustrated in FIG. 1: Electron transport in the presence of point-like scatterers (red circles) facilitated by carrier-carrier collisions. a) Current streamlines for a viscous flow; the density of streamlines is proportional to the flow velocity. Streamlines bundle up, avoiding regions near the scatterers where momentum loss occurs. This enhances conductivity above the free-particle Drude value. b) Repeated returns of carrier 1 to the scatterer due to backreflection in the collisions with carriers 2 and 3. These processes, by preventing carriers 2 and 3 from reaching the scatterer, weaken the effective scatterer strength. Fig.1a , wherein electron currents form streams that circumnavigate the regions near scatterers where momentum loss occurs. This surprising behavior is in a departure from the common view that regards electron interactions as a hindrance to transport.
As we will see, momentum-conserving ee collisions enhance conductivity by an additive viscosity-dependent contribution, σ = σ 0 + ∆σ(ν). Written explicitly, it is
where U 0 is the bare scatterer strength, n s is the scatterer concentration, N is the density of states, v is Fermi velocity, ν is viscosity, see Eq.(10). The two terms in Eq.(1) represent the free-particle Drude contribution σ 0 and the viscous contribution ∆σ, respectively. The contribution ∆σ is enhanced by a log factor in which L is the system size or the distance between scatterers n −1/2 s , whichever is the smallest, and a * = (a ee ) 1/2 , with a the scatterer radius and ee the ee collision mean free path. The lengthscale a * is such that the diffusion time a 2 * /ν = 4a 2 * /v ee is comparable to the ballistic time a/v. The log enhancement arises as a combination of two distinct effects. One is a log factor ln(L/ ee ) originating at the hydrodynamic lengthscales r > ∼ ee from the twodimensional Stokes paradox, as pointed out in Ref. [23] . The other is a log factor of the form 1 2 ln( ee /a), originating from repeated scattering processes illustrated in Fig.1b . These processes describe multiple returns of one carrier to the same scatterer due to backreflection in the ee collisions occurring at the ballistic lengthscales a < ∼ r < ∼ ee , see Eq. (28) . Naturally, such processes translate into a reduction in the probability for other carriers to reach the scatterer. The two log contributions combine additively to generate the term ln(L/a * ) in Eq.(1).
The above result, Eq.(1), holds for the ee collision rate in a wide range, a < ∼ ee < ∼ L, mapping out the viscousto-ballistic crossover. Notably, because of the ballistic contribution to the log factor, the effect of conductivity enhancement by interactions survives even for the ee arXiv:1612.09239v2 [cond-mat.mes-hall] 1 Jan 2017 mean free path values as large as L. In this case the Stokes log factor vanishes, however the backreflection log factor reaches maximum [with a * ≈ (aL) 1/2 ]. In our analysis we will use the method of quasi-hydrodynamic variables [25] which employs the moments of particle distribution function conserved in ee collisions. We will ignore the effect of momentum relaxation due to electronphonon scattering. This effect can be easily modeled by adding a damping term to the transport equations, e.g. see Refs. [6, 21, 24] . Also, we assume that dephasing due to finite temperature suppresses the interference effects at distances greater than a, which allows us to use the incoherent transport picture at such lengthscales.
The effect of viscosity in Eq. (1) can be understood as a renormalization of the scatterer strength
In a hydrodynamic picture, suppression of U originates from currents streaming to avoid scatterers and creating stagnation regions near the scatterers that act as a 'lubricant' to diminish momentum loss and facilitate transport. The backreflection processes (Fig.1b) contribute in a similar way albeit at the ballistic lengthscales. The effective scatterer strength becomes weaker as the system becomes more fluid i.e. when the mean free path ee (and thus the value of ν) decreases. The log divergence in Eq. (1) arises from 2D momentum diffusion in a manner reminiscent of the seminal log divergences due to 2D diffusion in quantum-coherent transport (weak localization and related effects [26] [27] [28] ). However, here we find a logarithmic enhancement rather than a suppression of conductivity. Also, while the log divergences dominate in quantum-coherent transport at low temperature, here it becomes more prominent as the system becomes more fluid with temperature growing. Eq.(1) also indicates that the log divergence 'amplifies' the viscosity dependence, which becomes prominent once ee < a ln(L/a * ) (see below).
Since transport in our system is dominated by momentum-conserving collisions it is convenient to work with the quasi-hydrodynamic variables defined as the deviation in the average particle density and momentum from local equilibrium [25] . Here we will use Boltzmann kinetic equation linearized in deviations of particle distribution from the Fermi step (assuming k B T E F ),
were θ is the angle parameterizing momentum at the 2D Fermi surface. The collision operators I ee and I dis describe the carrier-carrier and disorder scattering. Particle collisions conserve the particle number and momentum, which provide quasi-hydrodynamic variables for our problem. We express these quantities, which are the zero modes of I ee , as angular harmonics of the distribution f (θ, x, t):
where we introduced notation ... θ = ... dθ 2π . Disorder collisions, in contrast, conserve f 0 but not f ±1 . To facilitate the analysis, we choose a model for I ee and I dis with a single relaxation rate for all non-conserved harmonics:
where γ represents the ee collision rate, and
describes randomly-placed scatterers. Here P = |0 0| + |1 1|+|−1 −1| is the projector on the angular harmonics (4), whereas P , defined in a similar manner, projects on the m = ±1 harmonics. The quantity P f in I ee then stands for
and P f is given by a similar expression with m = ±1.
The form of I ee and I dis in Eq.(5) ensures momentum conservation in particle collisions and momentum loss in the disorder collisions. We start with analyzing the hydrodynamic modes of Eq.(3) in the absence of disorder, I dis = 0. In this case, Eq.(3) takes the form (K − γP )f = 0, wherê K = ∂ t + v∇ x + γ1. Since f 0 and f ±1 are zero modes of the particle collision operator I ee , they dominate at low frequencies and long wavelengths. Accordingly, we can obtain hydrodynamic modes from plane-wave solutions, f (θ, x, t) ∼ f (θ)e −iωt+ikx . Solving Eq.(3) as f = γK −1 P f we project f on the harmonics f 0 and f ±1 . This gives three coupled equations f m = g mm f m , where
Here γ ω = γ − iω, sinh β = γω kv and ∆m = m − m , m, m = 0, ±1. The quantity in Eq. (8) is evaluated by writing kv = kv cosθ, withθ = θ − θ k the angle between particle velocity v and momentum k, and integrating over θ. As we now show, the equations f m = g mm f m generate an acoustic and a viscous mode.
The 3 × 3 matrix g mm can be brought to a blockdiagonal form by taking into account that the acoustic mode is longitudinal whereas the viscous mode is transverse with respect to k. Transforming to the even/odd basis
where |m k = e −imθ k |m . The even and odd modes correspond to f c (θ) ∼ cosθ and f s (θ) ∼ sinθ. The oddmode 1×1 block gives g ss = γ γω tanh β(1+e −2β ). Taylorexpanding the dispersion relation 1 = g ss in small ω and k yields the viscous mode
Here ν is the viscosity defined so that the dispersion in Eq.(10) agrees with that obtained from linearized NavierStokes equation (∂ t − ν∇ 2 )v = −∇P . The acoustic mode can be obtained from the evenmode 2 × 2 block
.
(11) The dispersion relation det (1 − g) = 0, Taylor-expanded in ω and k, yields a damped acoustic mode
Next we analyze the effect of disorder α(x). The state describing uniform current j in the absence of disorder is f (0) = 2j cos θ (without loss of generality we consider current flowing in the x direction). The distribution perturbed by disorder satisfies Eq.(3) which we write in the Fourier representation setting ω = 0 for a steady state
Here we treat the disorder scattering term as an operator in momentum representation,
where u k is the Fourier transform of u(x). Taking into account that f 0 satisfies Eq. (12) in the absence of disorder, α = 0, we write a formal solution of Eq. (12) as
Here G = 1/(γ + ikv − γP ) and, for conciseness, we absorbed the projector P intoα. Next we project |δf on the quasi-hydrodynamic subspace of m = 0, ±1 harmonics. Acting on |δf in Eq. (15) with P we can write the result as
where D = P GP is a 3×3 matrix in the m = 0, ±1 space (here we used the identityα = PαP which follows from P P = P P = P ).
The matrix D can be expressed through the matrix g given in Eq. (8) by setting G 0 = 1/(ikv +γ) and performing an expansion of G = 1/(G
Here we resummed the series, expressing the result in terms of a 3 × 3 matrix T in a manner analogous to the derivation of the Lippmann-Schwinger T -matrix for quantum scattering with a finite number of active channels. We note that γP G 0 P is nothing but the matrix g in Eq.(8) taken at ω = 0. Plugging this into D = P GP and performing matrix inversion we obtain a relation
where z k = e iθ k . Plugging D in Eq. (15) and reinstating P inα we evaluate the quantityαDα for a single point-like scatterer. Writing α(x) = u(x)P and taking into account that P DP eliminates the middle row and column in D, we obtain
Here, anticipating that the contributionαDα is dominated by lengthscales r a, we approximated the Fourier transform of a scatterer as u 0 = u k=0 . Next we note that, due to azimuthal symmetry, the integral of the terms z (18) then yields the projector P :
where we expressed the UV and IR cutoffs through the scatterer radius a and the distance between the scatterers L, respectively. Further, after the replacement u 0 = u k=0 , all higherorder terms in the series (15) can be evaluated in a similar manner since momentum integration in each of the D blocks can be performed independently. Summing the series gives an effective scatterer strength renormalized by viscosity
The integral I(ν) can be evaluated exactly, giving
where ee = v/γ. Eq.(20) describes several regimes of interest. First we consider the hydrodynamic regime when the ee collision mean free path is much smaller than the scatterer radius, ee a L. In this case
Eq.(20) then gives a renormalized scatterer strength
which is nothing but the renormalization by the Stokes logarithm derived in Ref. [23] . Next we consider the ballistic free-particle regime, ee L a. Taking the limit γ → 0, ee → ∞, and expanding Eq.(21) to leading order in 1/a and 1/L, we find
Plugged in Eq. (20) it gives a ν-independent result
We note that, strictly speaking, in this limit there is no small parameter allowing us to perform summation of perturbation series (15) by treating u k−k as momentumindependent and decoupling different momentum integrals. However, while a more careful approach may generate a numerical prefactor before u0 2πva , this will not affect the resulting general behavior of U 0 .
Next, we use the above results to analyze the viscousto-ballistic crossover regime a ee L. In this case
It is instructive to separate the ballistic and the hydrodynamic contributions, found above, and write I(ν) as I(ν) ≈ I 1 + I 2 + 1 2πv ee ln 2 ee ea (e = 2.71828...), (27) where I 1 , I 2 are given by Eqs. (22), (24) . Besides the ballistic and hydrodynamic contributions I 1,2 , the function I(ν) contains a new term 1 2πv ee ln 2 ee ea which, as we will see, alters the behavior in a interesting way.
The meaning of this term can be understood by considering Eq.(20) which describes an effective scatterer strength renormalized by repeated return processes. The contributions I 1 and I 2 describe returns from the 'inner' lengthscales r ∼ a and from the hydrodynamic lengthscales ee < ∼ r < ∼ L. The last term in Eq.(27) therefore describes returns from the lengthscales a < ∼ r < ∼ ee . In this vein, the origin of the log factor ln ee a is explained by a simple physical argument. Consider a carrier that, after first scattering event, travels away from the scatterer and, at a distance r, collides with another carrier and bounces back to the scatterer, as illustrated in Fig.1b . The probability for such a process is estimated as
where ∆θ(r) ∼ a r is the angle at which the scatterer is seen from a distance r. Integration over r gives a log factor identical to that in Eq. (27) .
The impact of the term 1 2πv ee ln 2 ee ea on scatterer renormalization can be clarified by rewriting Eq. (27) as
i.e. the UV cutoff lengthscale shifts to the value a * much smaller than the hydrodynamic cutoff lengthscale ee . Since a a * ee , the effect of the cutoff a * is particularly important in the viscous-to-ballistic crossover regime. Namely, even ee approaches L the value a * continues to be small compared to L and therefore the log ln L a * continues to be large. To distill the dependence on viscosity we consider the renormalized scatterer strength, Eq. (20) . Plugging I(ν) above and expressing ee through viscosity (10), gives
. (30) Here, to clarify the dependence on ν, we expressed u 0 through the renormalized scatterer strength U 0 found in the ballistic regime, Eq. (25) . This gives to the dependence in Eq. (2) . As a function of viscosity, U (ν) varies from U 0 in the ballistic limit ( ee ≈ L) down to 4πν/ ln(L/a * ) in the highly viscous limit ( ee ≈ a). Similar behavior is found as a function of L: from U 0 for L ∼ a down to 4πν/ ln(L/a * ) at very large L.
Lastly, we use the above results to relate the carrier drift velocity and the electric field. From Eq.(15) the density perturbation around one scatterer is given by
To restore physical units we scale j by ev. The currentinduced potential for one scatterer is found by dividing f 0 by the density of states N = dn/dµ. Evaluating the electric field as E(k) = −ikf 0 (k)/N , we perform spatial averaging (by setting k 2 = 0) and multiply by the density of scatterers n s . This gives the current-field relation eE =
2nsU (ν)
N v 2 j. Expressing j through the drift velocity as env d we obtain the conductivity given in Eq.(1).
The log-divergent suppression of scattering and associated enhancement of conductivity can be linked to the hydrodynamic modes discussed above. In particular, as shown in Appendix, the dependence on the IR cutoff L in Eqs. (1), (2) can be fully understood in terms of the viscous mode alone, and reproduced using the Navier-Stokes hydrodynamics. This approach, however, fails to generate the correct UV cutoff dependence on the e-e scattering rate, a * ∼ ( ee a) 1/2 . The latter originates from repeated scattering processes induced by backreflection in the ee collisions. The corresponding lengthscales are ballistic rather than hydrodynamic.
The log divergence amplifies the viscosity-dependent enhancement of conductivity, which becomes prominent for ν smaller than (U 0 /4π) ln(L/a * ). Since U 0 ≈ 2πva for a strong scatterer, where a is the scatterer size, conductivity increases well above the non-interacting value once ee < a ln(L/a * ) i.e. already in the weakly-interacting regime. This behavior facilitates reaching the viscous regime and probing the viscous-to-ballistic crossover.
Here we consider transport in the pinball model using a hydrodynamic approach. Granted, such an approach treats the electron mean free path as the shortest scale in the problem, and thus is inadequate to describe the viscous-to-ballistic crossover. However, hydrodynamics provides a simple interpretation of the logarithmic renormalization of the scatterer strength found from the kinetic equation approach. Below we show that this renormalization can be accounted for by the viscous modes described by a linearized Navier-Stokes equation
where φ is electric potential and the terms u(r − r s ) describe randomly placed scatterers. The flow velocity obeys the incompressibility condition div v = 0 and is related with electric current through j = nev. Eq.(32) describes the linear response regime corresponding to the so-called Stokes flow or creeping flow, which arises in the low-Reynolds limit. We note that in the main text α and u represent scattering rate and thus have the dimension of frequency, whereas here they describe the rate of change of momentum density through ∂ t p i + η∇ 2 v i = α(r)v i + ... i.e. they are related with the quantities in the main text as α → nmα, u → nmu.
We will start with a single scatterer in a uniform flow. Introducing a stream function to resolve the incompressibility condition, v = z×∇ψ, and taking a curl of Eq.(32) to eliminate the term ∇φ, we find that the stream function satisfieŝ
where∂ i are components of the rotated gradient operator ∇ = z × ∇. We will seek a solution that describes an asymptotically uniform flow perturbed by the scatterer, ψ(r) = ψ 0 (r) + δψ(r), where without loss of generality we take the velocity at infinity v 0 x and place the scatterer at the origin of the coordinate system. Then ψ 0 (r) = −z · (v 0 × r). Solving for δψ we find
To elucidate the dependence on viscosity we develop perturbation series in u(r) by writing
These series can be analyzed more conveniently in Fourier representation. In particular, it is instructive to compare the first two terms
(35) where we defined D ii (q) =q iqi ηq 4 and used Fourier harmonics u k = e −ikr u(r)d 2 r. Integration over q gives a log divergence at small q, a behavior directly related to the well-known Stokes paradox [S1, S2] . This divergence has to be cut off at q ∼ 1/L, where the length L is set by the distance between scatterers or the system size, whichever is smaller. At large q the integral is cut off at q ∼ 1/a, where a is the scatterer size. Replacing u k and u k−q with u k=0 and estimating the integral over q as
we see that the second-order term gives the k dependence identical to that in the first term wherein the value u 0 is replaced with − u 2 0 4πη ln L a . Extending these observations to higher-order terms we can sum the series and write the result in terms of a renormalized scatterer strength
which gives the log dependence
After identifying/rescaling parameters we find that this is identical to the dependence in Eq.(1) of the main text, where L and a are the IR and UV cutoffs discussed above. It is instructive to compare Eq.(38) with Eqs.(7-7.23) from Ref. [S2] .
Next we show that the dependence U (η) translates into a suppression of electrical resistance. For that we evaluate the perturbed velocity δv =∇δψ and plug it in Eq.(32) to find the electric field
Combining with the result δψ(k) =k ·v0 ηk 4 U (η) found above, we obtain
Notably the electric field depends on η only through U (η) since η and 1/η in the prefactor cancel out. The k dependence in Eq.(40) translates into a 1/r 2 power law dependence in position space. Importantly, despite the sign-changing angular dependence, the resulting electric field has a nonzero spatial average. We integrate over r and, assuming an isotropic scatterer, average over the azimuthal angle to obtain a factor 1/2. This gives
It is straightforward to apply these results to many randomly positioned scatterers. The average electric field, which is now proportional to the density n s of the scatterers, equals
where A is system area. The proportionality relation between the applied electric field and the drift velocity gives an η-dependent mobility
The dependence on the scatterer strength mimics that in Eq.(1) of the main text. In the viscous limit (small η values), the scatterer strength U (η) diminishes and the mobility increases, in agreement with the picture discussed above. From Eq.(35) we evaluate the stream function change near each scatterer
The integral has an IR divergence, which we regularize by the finite system size L. This gives
Generalizing to many scatterers we find
We use the isolines of ψ(x) to plot the streamlines shown in Fig.1a of the main text. Finally, we point out that the log divergences found above, such as the one in Eq.(35), are directly related to the seminal Stokes paradox [S1, S2] . The name 'Stokes paradox' refers to the simple the there is no non-trivial, steady state solution for the linearized Navier-Stokes equation in a 2D disk geometry, which describes a uniform flow at infinity. Physically, this behavior stems from the simple fact that a motion of a body relative to a fluid produces velocity perturbation logarithmically growing with the distance within the framework of the linear equation (32) in 2D. The growth saturates at the distances where viscous friction is balanced by inertia, which was neglected in (32). For a disk of radius a, this yields velocity distribution v(r) v ∞ ln(r/a)/ ln(Re −1 ),
where Re = v ∞ a/ν is the Reynolds number, v ∞ is the velocity far away from the disk. Since the friction force is determined by the fluid velocity gradient on the body which is logarithmically small compared to v ∞ /a, the drag is logarithmically suppressed [S2, S3, S4, S5] . This behavior is quite similar to that found in our treatment of electron flow in the presence of point-like scatterers. In particular, the logarithmic enhancement of conductivity is a direct analog of the logarithmic drag suppression in the Stokes problem. We note, however, that the two problems differ in one important way. The Stokes paradox is resolved using a velocity-dependent real-space cutoff, generating a logarithmic velocity dependence of the drag coefficient. In contrast, our log divergence is cut at the velocity-independent IR and UV scales, giving rise to a velocity-independent mobility. At the same time, parallel to the findings of this work, one can see that reducing the viscosity value ν enhances the Reynolds number Re, which reduces the drag coefficient [S6] . This is analogous to our scatterer strength U (η) down-renormalization.
