Planning actions using learned and differentiable forward models of the world is a general approach which has a number of desirable properties, including improved sample complexity over model-free RL methods, reuse of learned models across different tasks, and the ability to perform efficient gradient-based optimization in continuous action spaces. However, this approach does not apply straightforwardly when the action space is discrete, which may have limited its adoption. In this work, we introduce two discrete planning tasks inspired by existing question-answering datasets and show that it is in fact possible to effectively perform planning via backprop in discrete action spaces using two simple yet principled modifications. Our experiments show that this approach can significantly outperform model-free RL based methods and supervised imitation learners.
Introduction
Planning actions in order to accomplish a specific goal is a challenge of fundamental interest in artificial intelligence. One of the main paradigms for addressing planning problems is model-free reinforcement learning (RL), a general approach where an agent samples actions according to an internal policy and then adjusts the policy as a function of the reward it receives for different actions. This method has the advantage of making minimal assumptions about the task at hand and can learn complex policies using only the raw state representation and a scalar reward signal. In recent years model-free RL using deep learning has proven successful for a number of applications including Atari games [26] , robotic manipulation [11] , navigation and reasoning tasks [28] , and machine translation [16] . However, it also suffers from several limitations, including a difficult temporal credit assignment problem, high sample complexity [31] , and non-stationarity of the input distribution.
An alternative approach is imitation learning [29] where the agent is trained to predict actions of an expert given a state; this can be cast as a supervised learning problem. However, small inaccuracies can accumulate over time, leading to situations where the agent finds itself in situations not encountered during training [4] . Furthermore, since the learner does not directly optimize a reward function and instead relies on the expert's policy to be close to optimal, in the absence of additional queries to the environment its performance will be bounded by that of the expert [2] .
Model-based planning assumes the existence of a forward model of the environment which can predict how the world will evolve in response to different actions. Actions can then be planned by using this forward model to select a sequence of actions which will take the agent from its current state to a desired goal state. It is particularly appealing to consider differentiable forward models, as they provide gradients which define a direction of improvement for a sequence of actions. These gradients with respect to plans make it possible to do "planning by backprop", directly optimizing a sequence of actions by backpropagating gradients from a goal state through a learned model to update a plan.
Planning with a learned forward model has several desirable properties: training a forward model has lower sample complexity than model-free RL due to the rich information content of its highdimensional error signal; it decouples the learned model from the rewards of the specific task it was trained on, allowing the same model to be used for multiple planning tasks; and it can be applied in settings without a known structure. Evidence from neuroscience also suggests that humans use forward models for certain decision-making tasks [10] . Applying gradient-based optimization is straightforward when the action space is continuous, since the backpropagation rule allows easy computation of the gradients with respect to the input actions. However, many planning tasks require an agent to select actions from a discrete set, and performing gradient-based optimization in this discrete action space is not straightforward, since it may yield a solution which is not a valid action.
In this work, we show that by using a simple paramaterization of actions on the simplex combined with input noise during planning, we are able to effectively perform gradient-based planning in discrete action spaces. We provide theoretical and empirical evidence that adding random noise to the inputs naturally leads to solutions close to one-hot action vectors. We introduce two novel discrete planning tasks inspired by existing question-answering benchmarks, and compare our model-based planning method, which we call the Forward Planner, to a model-free RL baseline as well as a supervised imitation learner. Planning by backprop consistently outperforms the alternative methods (at the cost of additional planning time). Although the discrete planning tasks introduced here are simple to describe, none of the methods are able to solve them completely, suggesting they may be used as a testbed for further model development. We hope these results encourage renewed interest in model-based planning in the machine learning community.
Planning with Forward Models
Planning with a forward model consists of two stages. In the first, the agent constructs a forward model of the world by observing how the environment responds to actions. More precisely, the agent is presented with triplets (s 0 , a, s ) from the environment E each consisting of an initial state s 0 , an action a, and a final state s . Here s 0 , a, s can each represent either single instances or sequences of actions or states. The agent learns a forward model f (s 0 , a, θ) with trainable parameters θ to predict a state s which minimizes a loss function L(s, s ) measuring the discrepancy between the predicted state and the observed state: arg min θ E (s0,a,s )∼E L(f (s 0 , a, θ), s ) After training, given some initial state s 0 the agent can use the forward model to plan actions with the goal of achieving a desired final state s . This is done by solving the following optimization problem:
If f is a neural network model and the input action space is continuous, this optimization procedure can be done by straightforwardly applying the backpropagation rule which computes the gradients with respect to both the weights and the inputs. Starting from a randomly initialized action vector, the loss function can be minimized by performing gradient descent in the input action space. When the input space is discrete, input tokens are typically encoded as one-hot vectors, and there is no guarantee that the result of the above optimization procedure will constitute a valid input action sequence where each inferred input element is placed at a one-hot vector.
We propose to address this problem with two simple steps. Denote the action space by A = {e 1 , ..., e d }, where each action is represented by a one-hot vector. The first step is to restrict the input space for each possible action to the simplex ∆ d , which includes the one-hot vectors, rather than all of R d . Note that the points on the simplex can be written as ∆ n = {z : z i ≥ 0, i z i = 1} = {z :
Algorithm 1 Forward Planner
Require: Trained forward model f , initial state s 0 , desired final state s , learning rate η.
1: Initialize x t ∈ R |A| from N (0, 0.1) for t = 1, ..., T . 2: for i = 1 : k do 3:
x t ← x t + for t = 1, ..., T . Add noise to inputs 4: a t ← σ(x t ) for t = 1, ..., T . Compute action vectors 5: s ← f (s 0 , a 1 , ..., a T , θ) Predict final state for this action sequence 6: Compute L(s, s ) and ∇s Forward and backprop through L 7:
Compute ∇a t for t = 1, ..., T Backprop through f using ∇s 8: Compute ∇x t for t = 1, ..., T Backprop through σ using ∇a t 9:
x t ← ADAM(x t , ∇x t , η) for t = 1, ..., T . Update using ADAM 10: end for 11: a t ← σ(x t ) for t = 1, ..., T . 12: a t ← arg min ei∈{e1,...,e d } ||a t − e i || for t = 1, ..., T .
Quantize actions to one-hot vectors 13: return a 1 , ..., a T z = σ(x), x ∈ R d }, where σ represents the softmax function. A relaxed optimization problem can thus be reformulated as:
where σ(x) corresponds to softmaxes applied to each x t separately. A sequence of tokens can be chosen by minimizing the above loss function, quantizing each σ(x t ) to the closest one-hot vector, and mapping back to the corresponding token.
The second step consists of adding random noise to the inputs x during optimization, which we show has the effect of biasing solutions towards the one-hot vectors. The work of [3] shows that adding independent noise to the weights of a neural network during training induces an additional term on the loss function. Applying the same derivation, we can show that adding noise to the inputs x during minimization corresponds to adding the following penalty:
Here i denotes the variance of the noise along each component. The second-order part of the first term represents the trace of the Hessian of the loss with respect to the inputs, which is equal to the sum of its eigenvalues. This can be viewed as a rough approximation to the curvature at the current point. The first-order part ∂L ∂s changes the sign of the term from negative to positive as the current action vector moves from regions of high loss to regions of low loss. This term thus penalizes regions of the input space which have low loss but high curvature, e.g. very sharp local minima. The second term penalizes input configurations which lead the function to have high sensitivity to input variations. This biases the inputs towards regions where small perturbations result in near-zero changes to the output, such as saturated regions of the softmax. In particular, this term is minimized when a t = σ(x t ) is a unit vector. All together this regularizer encourages the optimization to find broad, flat regions of the space instead of narrow optima.
An alternative to adding noise to the inputs x t would be to add noise to the gradients ∇x t . In the case of a fixed learning rate, this is essentially equivalent since adding noise to the gradient the same as adding noise to the updated x t scaled by the learning rate. In the case of adaptive learning rates such as that used in ADAM [20] , this corresponds to scaling the noise by the running average of the gradient magnitude, which may be desirable.
Finally, an explicit way of encouraging solutions towards the one-hot vectors would be to directly penalize the entropy of the actions, i.e. add an extra term H(σ(x t )) to the loss function, where H represents the entropy operator. In our experiments, we investigate these three approaches. (8, 4) agent1 is at (8,4) agent1 faces-E agent1 faces-E agent1 moves-2 * agent1 moves-5 * agent1 faces-S * agent1 moves-5 * agent1 faces-S * agent1 moves-1 * agent1 moves-1 * agent1 moves-1 * Q1: where is agent1? Q1: where is agent1? A1: * A1: (10,1)
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Tasks and Architectures
In this section we introduce two discrete planning tasks inspired by question-answering datasets and the various methods we apply to solve them. Textual question-answering tasks are a common benchmark in machine learning [34, 15, 14] . In these tasks, the model is given triplets consisting of a story (or context), a question, and an answer, and it is trained to predict the correct answer given the question and context. Several of the bAbI tasks introduced in [34] consist of stories describing the actions of one or more agents acting in the world, and the question requires the model to produce an answer about some aspect of the world which depends on the agent's actions. The question together with its answer can jointly be seen as representing some aspect of the final state of the story, which we denote by s , and the story can be seen as consisting of a sequence of actions a.
Tasks of this nature can be straightforwardly adapted to become planning tasks. Instead of requiring the model to produce s given a, we require it to produce a given s , together with an initial state of the story. In other words, we give the model a first part of the story describing the initial state of the world, fix a set of questions and their answers, and require the model to produce a sequence of actions a such that the answers to the questions must be the ones specified.
Navigation Task
The first task we introduce is a navigation task, and is inspired by the World Model task in [13] . In this scenario, an agent moves around on a 2-D grid, and the model must learn to plan sequences of actions to take the agent from one point to another. The agent can perform one of 10 actions: face in a given direction (north, south, east or west), move ahead between one and five steps, or do nothing.
We generated sequences as follows. The agent was first placed at a random location on a 15 × 15 grid, and then a number of actions was chosen uniformly between 1 and a maximum length T max . For each action, the agent either chooses to change direction or to move ahead with equal probability. If it changes direction, it randomly faces north, south, east or west, again with equal probability. If it moves, it makes a number of steps uniformly chosen between 1 and 5. If this would ever take the agent off the grid, the agent simply stops at the edge of the grid. There are thus no undefined sequences of actions, but some actions may have no effect (for example, taking steps if the agent is facing the edge of the grid).
We define the path distance to be the distance between the start and end points of the agent, measured in 1 norm. Note that this will typically be different than the number of steps taken, since the agent may change direction or double back. We constructed the training set so that the random walks all had path distance at most 5, by resampling sequences until they had path distance at most 5. This allowed us to test models on sequences with path distance greater than 5 and see whether they could generalize to plan paths which are longer than those seen during training. We generated two datasets with maximum number of steps T max ∈ {5, 10}, each with two million samples.
Transport Task
The second task we introduce requires an agent to travel to different locations to pick up objects. There are 4 objects and 8 locations. In the initial state, each object is placed at a distinct location. At every subsequent timestep, the agent can either travel to a location or attempt to pick up the object at its current location. If the agent attemps to pick up an object when there is none, this action has no effect. At the end of the sequence, the model must provide the current location of each of the objects. The model must thus learn to keep a list of objects being carried in memory, track the agent's location and update the list as a function of the agent's actions. This task is related to bAbI tasks 2 and 8 ("Lists and Sets", "Two supporting Facts") and requires up to four supporting facts: the original location of an object, whether the agent has moved to that location, whether the agent has picked up the object while at that location, and the current location of the agent.
We generated sequences as follows. First, distinct locations for each of the objects are given, and then a number of actions is chosen between 1 and a maximum length T max . For each action, the agent follows the following policy: if the location has an object which is not being carried by the agent, the agent picks it up with probability 0.5; if not, the agent still attempts to pick up an object with probability 0.25 (this action has no effect). If the agent does not attempt to pick up an object, it moves to a random location. We generated three versions of this dataset with different maximum lengths T max = 10, 15, 20, each with 2 million samples. The shorter the maximum sequence length, the more the dataset is biased towards action sequences which do not move any objects (see the Appendix for distributions of objects moved for each sequence length).
Architectures
We now describe the different methods we tested to address these planning tasks; more details are included in the Appendix. As a forward model, we used an RNN with 100 hidden units and parametric ReLU non-linearities combined with a spherical normalization layer to prevent divergence of the activations. The forward model was trained to minimize the cross-entropy between its output at the final timestep and the correct final state. We then used this forward model to perform planning by backprop using the method described in Section 2, which we call the Forward Planner.
Our first baseline was a Q-learning agent in the discrete space, trained via a method similar to [26] including target networks and replay memory. To encode stories into state vectors, we used the same recurrent architecture as the forward model where we returned the hidden state at the final step of each sequence. We used the same distribution of initial and final states to train the forward model and the Q-learner, i.e. for some triplet (s 0 , a, s ) in the training set, we used s 0 , s as initial and goal states for the Q-learner. The Q-learner was free to interact with the environment according to its action policy. At the end of each action sequence, the agent received a reward of 1 from the environment if its current state matched the desired goal state, and a reward of 0 otherwise. Note that this setting, with no intermediate rewards and no intermediate states other than the actions taken, is quite difficult for model-free RL methods; they typically rely on full state observations at each timestep to factorize the problem.
As a second baseline, we trained a purely supervised Imitation Learner to predict each action conditioned on previous actions and the desired final state, using the Contextual RNN architecture introduced in [25] . The model is first given the initial state s 0 and then is required to predict the sequence of actions a 1 , ..., a T conditioned on the desired final state s (which is in this case the "context" per Mikolov). At each timestep, the hidden state is updated using the current action and the previous hidden state, and is then combined with the desired final state to predict the next action. At test time, at each timestep we sample an action from the output distribution over actions and use it as the input action at the next timestep, similarly to how recurrent language models are used to generate text.
Related Work
The idea of planning actions by backpropagating along a policy trajectory has existed since the 1960's [19, 7] . These methods were applied to settings where the state transition dynamics of the environment were known analytically and backward derivatives could be computed exactly, such as planning flight paths. Later works [30, 27, 17] explored the idea of backpropagating through learned, approximate forward models of the environment.
Several recent works have explored predictive modeling in more general settings, such as complex physical systems [9, 5, 6, 22] and video [24, 18] . These works focused mostly on challenges associated with training an accurate forward model, by designing model architectures with shared parameters across different object instances or adversarial loss functions. Other works have used forward models for planning in continous action spaces, such as billiards [9] , vehicle navigation [12] or robotics [33, 1, 32, 21] .
There has been recent work in continuous relaxations of discrete random variables [23, 8] , that also uses a softmax to form a continuous approximation to a discrete set. However, their work is focused on parameterizing categorical distributions over discrete variables in a manner which can be learned by gradient descent, whereas we are interested in the deterministic case.
Experiments
In this section, we describe the results of applying the Forward Planner (FP), Q-learner and Imitation Learner on the two planning tasks. For the Navigation Task, the performance is measured in accuracy, i.e. the proportion of times the model generates an action sequence which takes it to the specified location. For the Transport task, the distribution is skewed towards sequences where few objects have moved. We therefore calculated the sensitivity (the proportion of objects which have been moved which are correctly classified) and the specificity (the proportion of objects that have not been moved which are correctly classified). Since we found that all models had high specificity (>0.95), we report sensitivity as our measure of performance on the Transport Task unless otherwise noted. Inference with the forward planner was done for 100 optimization updates using a learning rate of 1, unless otherwise noted.
Effect of Regularizers
Our first experiment compared the three different methods to bias actions toward the one-hot vectors: input noise, gradient noise and entropy regularization. Results for several different hyperparameter values are shown in Table 2 . For the Navigation tasks, all three methods yielded an improvement over the unregularized case (γ = 0). The input noise yielded the biggest improvement, with the other two being roughly equivalent. For the Transport task, the entropy regularization did not help at all. Input noise and gradient noise had similar best values, however the gradient noise was more Table 3 : Proportion of runs where planning reaches the desired state on the Navigation Task. Path distances greater than 5 were not seen during training. T max represents the maximum number of time steps in the sequence. robust to the hyperparameter γ. We then plotted the evolution of the network loss and entropy during minimization for each of the methods, using the values of γ which gave the best performance ( Figure  1 ). When no regularization is used, the entropy decreases initially but then stays constant; all the other regularization methods cause the entropy to decrease further throughout the optimization procedure. Out of these, the entropy regularization causes it to decreases the most quickly and smoothly, which is expected since it is being explicitly minimized. Both the input noise and gradient noise cause the entropy to decrease, which confirms our theoretical prediction. Interestingly, the network loss quickly decreases for all of the methods and both tasks independently of the entropy, which indicates that there are many low loss minima on the simplex at varying distances from the one-hot vectors. Even though the entropy-regularized method produces solutions where actions are close to the one-hot vectors, the fact that it has relatively poor performance on the Transport task suggests the existence of configurations of actions close to the one-hot vectors which yield low loss yet still produce incorrect final states, reminiscent of adversarial examples.
Comparison to Baselines
We now compare the Forward Planner to the other two models on both tasks. We chose to use input noise with γ = 1 based on the previous results, and evaluated the subsequent methods on data different from that used in the previous section. We used 100 optimization updates, which means that planning actions with the Forward Planner is more time consuming than with the other models (we later study the tradeoff between planning time and performance).
Results comparing the various models on the Navigation Task are shown in Table 3 . We report performance on all path distances mixed together according to the distribution used to generate the training set (denoted 1-5), as well as a breakdown of performance by path distance. Note that no sequences with path distance greater than 5 were seen during training; we wanted to see if the models could learn to compose what they had learned about planning smaller paths in order to plan longer ones. The Q-learner performs poorly for all path distances except for 0, indicating that it has learned a policy where it simply stays at the same location (note that paths of distance 0 are the most frequent in the dataset, see Appendix). The Imitation Learner performs well for shorter sequences (T max = 5), especially when planning shorter paths. However its performance drops for path distances beyond 5, In contrast, the Forward Planner performs better for longer sequences and is able to generalize fairly well to sequences longer than those seen during training, indicating it has been able to make use of the information contained in the longer sequences to learn general dynamics of the environment it can use for planning. Table 4 shows the performance of the different models on the Transport Task. Here the Q-learner is not able to learn to move objects as desired. The Imitation Learner is able to learn a sensible policy for the longer sequences, but not the shortest one. This is probably because the shorter sequence dataset has many sequences where objects to not move, and the model does not have enough signal to learn to move them. The Forward Planner is able to learn some information from the short sequence dataset despite the sparsity of its signal, and outperforms the other methods on the longer sequence datasets.
The time required to plan a sequence of actions may be an important factor. Although the Forward Planner outperforms the other methods, it also takes 100 times longer to plan sequences, since it performs 100 optimization steps each requiring a forward and backward pass through the recurrent network. We therefore conducted an additional experiment measuring how performance changes with the number of optimization steps. In Figure 2 we plot the accuracy of the Forward Planner for different numbers of inference steps. We see that using 50 updates for the Forward Planner matches the accuracy of the other two methods on the Navigation Task, and accuracy steadily increases with the number of updates. For the Transport Task, the Forward Planner is able to match the performance of the Imitation Learner with very few updates.
Conclusion
In this work, we introduced a simple yet effective method to perform planning in discrete action spaces using differentiable forward models of the environment. We addressed the issue of backpropagating into undefined regions by using a softmax paramaterization of the action vectors combined with added input noise, which we have shown theoretically and empirically to produce low-entropy solutions, i.e. solutions close to valid actions. Interestingly, this method performs better than explicitly imposing an entropy penalty term. This may be due to the additional term in the penalty induced by the added noise which penalizes the curvature of the loss surface, or because added noise may help escape local minima. Investigating this more thoroughly would be an interesting direction for future work. We also introduced two discrete planning tasks building on previous frameworks for question-answering. Although simple to describe, none of the methods we evaluated solved these tasks completely, hence they may serve for further development of planning algorithms.
Experimental Details
All methods were trained using ADAM [20] using minibatches of size 32 for a maximum of two million updates. The forward models had an initial learning rate of 0.01, which we found to work well, and both Q-learners and Imitation Learners had their initial learning rate chosen by grid search over the set {0.01, 0.001, 0.0001}. For both the forward models and the Imitation Learner, we divided the learning rate by 2 during training whenever the training loss did not decrease for more than 3 epochs, where one epoch was set to be 2000 updates. Due to the noisiness of the reward signal, we did not use this annealing strategy for the Q-learner and instead linearly decreased the learning rate by a factor of 10 over the course of a million updates.
The target network of the Q-learner was updated after every 1000 batches of experience. Actions were chosen at training time using an -greedy policy, with starting at 0 = 0.5 and linearly interpolated to 0 /10 over the course of a million updates.
The architecture of the forward model is given by:
y t is a distribution over final states, and the model is trained to minimize the cross-entropy between y t and the desired final state.
The architecture of the Imitation Learner is given by the following equations:
Here σ represents a softmax function, y t is a distribution over possible actions, and the model is trained to minimize the cross-entropy between y t and a t+1 and thus to predict the next action conditioned on the current action sequence and goal state. Figure 3 shows the original distribution of path distances for the Navigation Task dataset with T max = 10. The training set is restricted to sequences which have path distance at most 5. Figure 4 shows the distribution of the number of objects moved for the different Transport Task datasets. Note that the shorter sequence datasets are more skewed towards having action sequences which result in few objects being moved.
Dataset Statistics
(a) Distribution of path distances for T ≤ 10. 
