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Abstract. The goal of the paper is to estimate the first four moments of the off-
spring and innovation distributions of subcritical, time-homogeneous multitype
Galton–Watson processes. We apply the CLS (Conditional Least Squares) and
the WCLS (Weighted Conditional Least Squares) methods for this purpose.
It is also shown that under the proper moment conditions the estimators are
strongly consistent and the ones of the first two moments are asymptotically
normal.
1. Introduction
Galton–Watson models have been the subject of intense investigation since the
1950’s. General properties of the processes — such as generating functions, asymp-
totical results, and ergodicity — are discussed in [1], [10], and [8] in detail. Simulta-
neously, the estimation of the expected values of the oﬀspring and the innovation
distributions has become an important statistical problem, and several results have
been delivered separately for the three cases of single-type Galton–Watson processes.
In the subcritical case the most known estimators are discussed by [5, 6]. Their for-
mulae are derived from the moments of the invariant distribution, which method is
analogous to the parameter estimation of AR(1) models based on the Yule–Walker
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equations. In the subcritical case, in the paper [17] estimations are given also for
the variances of the oﬀspring and the innovation distributions based on the already
deﬁned estimators of their ﬁrst moments. This is a technique that is applied in
this paper as well. Their estimators are consistent, asymptotically normal, and they
obey the law of the iterated logarithm. In the book [4] an optimality is deﬁned
among parameter estimating functions and the estimators that come from equating
them to zero. These optimal parameter estimators are called the quasi-likelihood
estimators. They are discussed for single-type Galton–Watson processes, see the
pages 15–16, 35–36, 69–70. As a generalization, the estimation of the mean matrix
has been worked out also for multitype Galton–Watson processes in [13]. Similar
formulae are derived by [2] for GINAR (Generalized INteger-valued AutoRegressive)
models, that are special cases of multitype Galton–Watson processes.
In our paper we use another estimation method, the CLS (Conditional Least
Squares) estimation, which was introduced by [9]. This method was worked out
for an arbitrary discrete time stochastic process X0, X1, . . . deﬁned along with
the corresponding generated ﬁltration F0,F1, . . .. Suppose that E[Xn|Fn−1] =
f(θ,Fn−1) holds for every n with a known function f and an unknown parameter θ.
The CLS estimator of θ based on the sample X0, . . . , Xm is deﬁned as the minimum
point of the sum of squares
∑m
n=1[Xn−f(θ,Fn−1)]2. Besides other examples, Klimko
and Nelson illustrated the method by estimating the means of the oﬀspring and the
innovation distributions of single-type Galton–Watson processes. As a modiﬁcation
of the CLS method, [12] suggested the so-called WCLS (Weighted Conditional
Least Squares) estimation. In this case the terms of the sum of squares above are
divided by a suitable weight function wn = wn(θ,Xn,Fn−1), and the estimation
is performed by minimizing the weighted sum. Nelson highlighted that using a
correctly chosen weight function the asymptotic properties of the estimators can
be improved compared to the CLS ones.
Based on these ideas [15] and [16] applied the CLS and the WCLS methods
to estimate both the means and the variances of the oﬀspring and the innovation
distributions of single-type Galton–Watson processes that are not even necessarily
subcritical. In these papers the weight function wn = Xn−1 + 1 was introduced,
with which the WCLS estimation can be considered also as the CLS estimation
based on the weighted process Xn/
√
Xn−1 + 1. Let us note that [15] provides a
detailed overview on the most important earlier results about the estimations of the
moments including the subcritical, the critical, and the supercritical cases as well.
The CLS estimation was applied also for INAR (INteger-valued AutoRegressive)
models by [3].
Our aim is to determine the CLS and the WCLS estimators of the ﬁrst four
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moments of the oﬀspring and the innovation variables of multitype Galton–Watson
processes, in the latter case by applying the multitype version of the weight function
of [15]. We show that, in the subcritical case, under the proper moment conditions
these estimators are strongly consistent and the ones of the expected values and
variances are asymptotically normal as well. The results of the paper are stated in
Section 2, and the proofs are presented in Section 3. We note that an application
of these estimators is detailed in [11], where a change detection test is presented
for multitype Galton–Watson models.
2. Main results
2.1. Notations and assumptions
Consider a process Xn = [Xn,1, . . . , Xn,p]
⊤, n = 0, 1, . . ., on the state space Zp+ with
a ﬁxed positive integer parameter p and a random or deterministic initial vector X0.
(In our paper the notation Z+ stands for the set of the nonnegative integers.) We say
that the process Xn, n = 0, 1, . . ., is a time-homogeneous multitype Galton–Watson
process if it can be represented in the form
Xn =
Xn−1,1∑
k=1
ξ1(n, k) + · · ·+
Xn−1,p∑
k=1
ξp(n, k) + η(n), n = 1, 2, . . . ,
where
ξi(n, k), η(n), k, n = 1, 2, . . . , i = 1, . . . , p, (1)
are Zp+-valued random vectors being independent of each other and of the initial
variable X0, the oﬀspring variables ξi(n, k),n, k = 1, 2, . . ., are identically distributed
for every i, and the innovation variables η(n), n = 1, 2, . . ., are identically distributed
as well. For simplicity we refer to the distributions of these random vectors by ξi and
η with components ξ1,i, . . . , ξp,i and η1, . . . , ηp, respectively, as their distributions
do not depend on the indices n and k. As a regularity condition we assume that the
random vectors ξ1, . . . , ξp,η have ﬁnite second moments. To shorten the notations
we introduce the process and the matrix
Yn :=
[
Xn
1
]
=
[
Xn,1, . . . , Xn,p, 1
]⊤
and Im,r =
m∑
n=1
Yn−1Y⊤n−1
(1⊤Yn−1)r
,
along with the generated ﬁltration Fn = σ(Xk : k ≤ n) = σ(Yk : k ≤ n), for
n, r ∈ Z+, m = 1, 2, . . ., where 1 = [1, . . . , 1]⊤ ∈ Rp+1. In Subsection 3.3 we show
that under our assumptions the process Yn, n ∈ Z+, is ergodic with an invariant
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distribution having ﬁnite second moment. The notation Y˜ stands for an arbitrary
variable with this unique invariant distribution.
The main goal of the paper is to estimate the moments of the variables
ξ1, . . . , ξp,η. The means of the components of the oﬀspring and the innovation
variables are denoted by µi,j := E(ξi,j) and µi,η := E(ηi), i, j = 1, . . . , p. Also, we
introduce the matrices
m :=
 µ1,1 . . . µ1,p... . . . ...
µp,1 . . . µp,p
 ,
M :=
 µ
⊤
1
...
µ⊤p
 :=
 µ1,1 . . . µ1,p µ1,η... . . . ... ...
µp,1 . . . µp,p µp,η
 ∈ Rp×(p+1),
where µ1, . . . ,µp ∈ Rp+1 are the transposes of the rows of M. Similarly to the
deﬁnition of M we deﬁne the matrices V,A,B ∈ Rp×(p+1) of the second, third,
and fourth central moments with rows v⊤i ,α
⊤
i ,β
⊤
i , i = 1, . . . , p, respectively. We
introduce the vectors of the second and the fourth order mixed central moments by
the form
v(i,i′) :=
[
v(i,i′),1, . . . , v(i,i′),p, v(i,i′),η
]⊤
, β(i,i′) :=
[
β(i,i′),1, . . . , β(i,i′),p, β(i,i′),η
]⊤
,
with the components v(i,i′),j := Cov(ξi,j , ξi′,j), v(i,i′),η := Cov(ηi, ηi′),
β(i,i′),j := E
[
(ξi,j−Eξi,j)2(ξi′,j−Eξi′,j)2
]
, β(i,i′),η := E
[
(ηi−Eηi)2(ηi′−Eηi′)2
]
,
where i, i′, j = 1, . . . , p. Let us note that v(i,i) = vi and β(i,i) = βi.
In our paper the vector norm is the Euclidean norm, and the notation 0 stands
for the null matrix of arbitrary dimensions. The Hadamard product of two arbitrary
vectors c = [c1, . . . , cp+1]
⊤ and d = [d1, . . . , dp+1]⊤ is deﬁned as
c ◦ d := [c1d1, . . . , cp+1dp+1]⊤ ∈ Rp+1.
Similarly, for any r ∈ Z+ and random or deterministic vector or matrix N, the
notation N(r) stands for the matrix of the r-th powers of the components.
Consider an arbitrary type j = 1, . . . , p. We say that type j dies out if (mn)j,i =
0 for every n ∈ Z+ and for every type i = 1, . . . , p satisfying E(ηi) > 0. This property
means that there is no innovation in type j, furthermore, a type j individual can
not be a descendant of an individual of any type that arrived to the population
through immigration. Since in our paper the Galton–Watson process is subcritical
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by assumption, types that die out disappear from the population in ﬁnitely many
steps with probability one.
We summarize the previously mentioned conditions in the following assump-
tion.
Assumption 1. Unless stated otherwise we assume that the multitype Galton–
Watson process X0,X1, . . . fulﬁlls the following assumptions.
(i) The process is subcritical meaning that the spectral radius of the mean matrix
m is strictly less than 1.
(ii) The variables in (1) all have ﬁnite second moments.
(iii) None of the types die out.
(iv) There exists no vector c ∈ Rp\{0} such that the variables c⊤ξ1, . . . , c⊤ξp, c⊤η
are all degenerate and c⊤ξ1 = · · · = c⊤ξp = 0 almost surely.
Assumptions (i) and (ii) imply that the process is ergodic and the invariant
distribution has ﬁnite second moment. The remaining conditions are required to
ensure that the estimators introduced in the next subsection are well deﬁned if the
sample size is large enough.
2.2. The estimators of the moments
In our paper we determine the Conditional Least Squares (CLS) and the Weighted
Conditional Least Squares (WCLS) estimators of the matricesM,V,A, and B. The
CLS estimation was introduced by [9] to estimate the parameter of parameterized
discrete time stochastic processes. To perform the estimation we must consider two
martingale diﬀerence sequences
Un := Xn − E
(
Xn | Fn−1
)
and Vn := U
(2)
n − E
(
U
(2)
n | Fn−1
)
, n = 1, 2, . . . .
As we suppose that the oﬀspring and innovation variables have ﬁnite second mo-
ments, these martingale diﬀerences are well deﬁned and in Subsection 3.1 we show
that they can be written as
Un = Xn −MYn−1, Vn = U(2)n −VYn−1, n = 1, 2, . . . . (2)
We also introduce the process Kn := U
(4)
n − 3(VYn−1)(2) +3V(2)Yn−1, n = 1, 2, . . .
Based on the calculations presented in Subsection 3.2, the formulae for the
CLS estimators based on the sample X0, . . . ,Xm are
M̂m =
[ m∑
n=1
XnY
⊤
n−1
]
I
−1
m,0, V̂m =
[ m∑
n=1
Û
(2)
m,nY
⊤
n−1
]
I
−1
m,0,
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Âm =
[ m∑
n=1
Û
(3)
m,nY
⊤
n−1
]
I
−1
m,0, B̂m =
[ m∑
n=1
K̂m,nY
⊤
n−1
]
I
−1
m,0,
where
Ûm,n := Xn − M̂mYn−1, K̂m,n := Û(4)m,n − 3
(
V̂mYn−1
)(2)
+ 3V̂(2)m Yn−1
are the natural CLS estimators of Un and Kn, respectively, n = 1, 2, . . ..
We also deﬁne another type of parameter estimators called the Weighted
Conditional Least Squares (WCLS) estimators. The weighted version of the CLS
estimation was introduced by [12] with a general weight function to estimate the
parameters in multivariate linear regression models. The WCLS estimation used in
our paper is a special case of Nelson’s method and it is deﬁned as the CLS estimation
based on the weighted process X′n := Xn/
√
1⊤Yn−1, n = 1, 2, . . .. Our deﬁnition is
originated from [15] and [16] who used the WCLS estimation to estimate the mean
and the variance of the oﬀspring and the innovation distributions in single-type
Galton–Watson processes. In Subsection 3.2 we show that the WCLS estimators of
the moments based on the sample X0, . . . ,Xm are
M̂′m =
[
m∑
n=1
XnY
⊤
n−1
1⊤Yn−1
]
I
−1
m,1, V̂
′
m =
[
m∑
n=1
Û
′(2)
m,nY
⊤
n−1
(1⊤Yn−1)2
]
I
−1
m,2,
Â′m =
[
m∑
n=1
Û
′(3)
m,nY
⊤
n−1
(1⊤Yn−1)3
]
I
−1
m,3, B̂
′
m =
[
m∑
n=1
K̂
′
m,nY
⊤
n−1
(1⊤Yn−1)4
]
I
−1
m,4,
with the WCLS estimators
Û
′
m,n := Xn − M̂′mYn−1, K̂′m,n := Û′(4)m,n − 3(V̂′mYn−1)(2) + 3V̂′(2)m Yn−1
of Un and Kn, respectively, n = 1, 2, . . ..
Let us note that for a given m the CLS and the WCLS estimators of the
moments exist only with a probability lower than 1 because the matrix inverses in
the formulae above are not well deﬁned for every sample X0, . . . ,Xm. However, in
the next theorem we show that the estimators do exist with asymptotic probability
1 as the sample size goes to inﬁnity. Also, the estimators are strongly consistent
under appropriate moment conditions.
Theorem 2.1. Assume that Assumption 1 holds.
(i) The CLS and the WCLS estimators exist with probability tending to 1 as
m→∞.
(ii) If the variables in (1) have finite second, third, fourth, and fifth moments, then
the estimators M̂m, V̂m, Âm, and B̂m are strongly consistent, respectively.
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(iii) The estimators M̂′m and V̂
′
m are strongly consistent. If additionally the vari-
ables in (1) have finite third and fourth moments, then the estimators Â′m
and B̂′m are also strongly consistent, respectively.
Let µ̂m,1, . . . , µ̂m,p stand for the transposes of the row vectors of the matrix
M̂m, which can be considered as the CLS estimators of the vectors µ1, . . . ,µp based
on the sample X0, . . . ,Xm. In several multitype Galton–Watson models some of the
rows of M are known and the goal is to estimate the remaining rows under this a
priori information. Such an example is the generalized integer-valued autoregressive
(GINAR) process where only the ﬁrst row of the matrix M is unknown. (See [2]
for the model.) In Remark 3.1 of Subsection 3.2 we show that the estimators
µ̂m,1, . . . , µ̂m,p can be calculated independently meaning that the knowledge of
the exact values of some of the rows in M does not change the estimators of the
remaining ones. Furthermore, the same statement is true for the row vectors of all
of the matrix estimators presented in this subsection.
Consider the random variables
Zi,j := β
⊤
(i,j)Y˜− (vi ◦ vj)⊤Y˜+ 2
(
v⊤(i,j)Y˜
)2 − 2(v(2)(i,j))⊤Y˜, i, j = 1, . . . , p,
and let v̂m,i, µ̂
′
m,i, and v̂
′
m,i denote the transpose of the i-th row of V̂m, M̂
′
m, and
V̂′m, respectively. (For formulae see Remark 3.1.) In our next theorem we investigate
the asymptotic distribution of these estimators.
Theorem 2.2. Assume that Assumption 1 holds.
(i) If for some ε > 0 the (4 + ε)-th moments of the variables in (1) exist, then
√
m
 µ̂m,1 − µ1...
µ̂m,p − µp
 D−→ Np(p+1)
0,
 Σ
M
1,1 · · · ΣM1,p
...
. . .
...
ΣMp,1 · · · ΣMp,p

 , m→∞,
where
ΣMi,j =
(
E
[
Y˜Y˜
⊤])−1E [(v⊤(i,j)Y˜)Y˜Y˜⊤] (E[Y˜Y˜⊤])−1, i, j = 1, . . . , p.
If additionally the components of the variables in (1) are pairwise uncorrelated,
then the estimators µ̂m,1, . . . , µ̂m,p are asymptotically independent.
(ii) If for some ε > 0 the (2 + ε)-th moments of the variables in (1) exist, then
√
m
 µ̂
′
m,1 − µ1
...
µ̂
′
m,p − µp
 D−→ Np(p+1)
0,

ΣM
′
1,1 · · · ΣM
′
1,p
...
. . .
...
ΣM
′
p,1 · · · ΣM
′
p,p

 , m→∞,
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where
ΣM
′
i,j =
(
E
[
Y˜Y˜
⊤
1⊤Y˜
])−1
E
[(
v⊤(i,j)Y˜
) Y˜Y˜⊤
(1⊤Y˜)2
](
E
[
Y˜Y˜
⊤
1⊤Y˜
])−1
, i, j = 1, . . . , p.
If additionally the components of the variables in (1) are pairwise uncorrelated,
then the estimators µ̂
′
m,1, . . . , µ̂
′
m,p are asymptotically independent.
(iii) If for some ε > 0 the (6 + ε)-th moments of the variables in (1) exist, then
√
m
 v̂m,1 − v1...
v̂m,p − vp
 D−→ Np(p+1)
0,
 Σ
V
1,1 · · · ΣV1,p
...
. . .
...
ΣVp,1 · · · ΣVp,p

 , m→∞,
where
ΣVi,j =
(
E
[
Y˜Y˜
⊤])−1E[Zi,jY˜Y˜⊤](E[Y˜Y˜⊤])−1, i, j = 1, . . . , p.
If additionally the components of the variables in (1) are pairwise independent,
then the estimators v̂m,1, . . . , v̂m,p are asymptotically independent.
(iv) If the fourth moments of the variables in (1) exist, then
√
m
 v̂
′
m,1 − v1
...
v̂′m,p − vp
 D−→ Np(p+1)
0,

ΣV
′
1,1 · · · ΣV
′
1,p
...
. . .
...
ΣV
′
p,1 · · · ΣV
′
p,p

 , m→∞,
where
ΣV
′
i,j =
(
E
[
Y˜Y˜
⊤
(1⊤Y˜)2
])−1
E
[
Zi,j
Y˜Y˜
⊤
(1⊤Y˜)4
](
E
[
Y˜Y˜
⊤
(1⊤Y˜)2
])−1
, i, j = 1, . . . , p.
If additionally the components of the variables in (1) are pairwise independent,
then the estimators v̂′m,1, . . . , v̂
′
m,p are asymptotically independent.
Let us note that for any type i we have v(i,i) = vi and Zi,i = (βi−3v(2)i )⊤Y˜+
2(v⊤i Y˜)
2. As a consequence, the asymptotic covariance matrices ΣMi,i , Σ
M
′
i,i , Σ
V
i,i,
and ΣV
′
i,i of the estimators µ̂m,i, µ̂
′
m,i, v̂m,i, and v̂
′
m,i depend only on the vectors
vi and βi but not on the mixed moments of the variables of any order.
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3. Theoretical details and proofs
3.1. Some properties of the martingale differences
In this subsection we compute certain conditional expectations that are required to
perform the CLS and the WCLS parameter estimations in the next subsection. All
equations are understood for every n = 1, 2, . . . and i, i′ = 1, . . . , p, and in almost
sure sense. LetXn,i, Un,i, and Vn,i stand for the i-th component of the vector Xn,Un,
and Vn, respectively. To shorten the notations we introduce the centered variables
ξi,j(n, k) := ξi,j(n, k)−µi,j , ηi(n) := ηi(n)−µi,η, i, j = 1, . . . , p, n, k = 1, 2, . . .
The conditional expected value of Xn,i with respect to Fn−1 is
E
[
Xn,i | Fn−1
]
=
p∑
j=1
Xn−1,j∑
k=1
Eξi,j(n, k) + Eηi(n) = µ
⊤
i Yn−1, (3)
meaning that E[Xn|Fn−1] = MYn−1, proving the ﬁrst equation in (2). Similarly,
applying the independence of the oﬀspring and innovation variables, we get that
E
[
Un,iUn,i′ | Fn−1
]
= E
[( p∑
j=1
Xn−1,j∑
k=1
ξi,j(n, k) + ηi(n)
)( p∑
j=1
Xn−1,j∑
k=1
ξi′,j(n, k) + ηi′(n)
) ∣∣∣Xn−1]
=
p∑
j=1
Xn−1,jE
(
ξi,jξi′,j
)
+ E
(
ηiηi′
)
=
p∑
j=1
Xn−1,jv(i,i′),j + v(i,i′),η
= v⊤(i,i′)Yn−1.
(4)
In the case i = i′ equation (4) can be written in the form E[U2n,i | Fn−1
]
= v⊤i Yn−1
which implies E
[
U
(2)
n |Fn−1
]
= VYn−1 and the second identity of (2). Also, if
the variables in (1) have ﬁnite third moments, then by the independence of these
variables
E
[
U3n,i | Fn−1
]
= E
[( p∑
j=1
Xn−1,j∑
k=1
ξi,j(n, k) + ηi(n)
)3 ∣∣∣Xn−1]
=
p∑
j=1
Xn−1,jEξ
3
i,j + Eη
3
i = α
⊤
i Yn−1,
(5)
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leading to the equations E
[
U
(3)
n |Fn−1
]
= AYn−1 and
E
[
Un,iVn,i | Fn−1
]
= E
[
Un,i
(
U2n,i − E[U2n,i|Fn−1]
) | Fn−1]
= E
[
U3n,i | Fn−1
]− E[Un,i | Fn−1]E[U2n,i | Fn−1] = α⊤i Yn−1.
(6)
Let us recall that Vn,i is the i-th component of the random vector Vn. Our last goal
is to determine the conditional expected value of U
(4)
n and V 2n,i under the assumption
that the variables in (1) have ﬁnite fourth moments. Let vi,j and vi,η stand for the
variances of ξi,j and ηi, and similarly, let βi,j and βi,η denote the fourth central
moments of these variables. With a calculation similar to the ones in (4) and (5)
one can easily show that
E
[
U2n,iU
2
n,i′ | Fn−1
]
= E
[( p∑
j=1
Xn−1,j∑
k=1
ξi,j(n, k) + ηi(n)
)2( p∑
j=1
Xn−1,j∑
k=1
ξi′,j(n, k) + ηi′(n)
)2 ∣∣∣Xn−1]
=
[ p∑
j=1
Xn−1,jβ(i,i′),j + β(i,i′),η
]
+
+
[ p∑
j,j′=1
Xn−1,jXn−1,j′vi,jvi′,j′ −
p∑
j=1
Xn−1,jvi,jvi′,j
]
+
+ 2
[ p∑
j,j′=1
Xn−1,jXn−1,j′v(i,i′),jv(i,i′),j′ −
p∑
j=1
Xn−1,jv2(i,i′),j
]
+
+
p∑
j=1
Xn−1,j
[
vi,jvi′,η + vi,ηvi′,j
]
+ 4
p∑
j=1
Xn−1,jv(i,i′),jv(i,i′),η
= β⊤(i,i′)Yn−1 + v
⊤
i Yn−1Y
⊤
n−1vi′ − (vi ◦ vi′)⊤Yn−1 + 2
(
v⊤(i,i′)Yn−1
)2−
− 2(v(2)(i,i′))⊤Yn−1.
(7)
In the case i = i′ we have β(i,i′) = βi and v(i,i′) = vi, and formula (7) implies the
equation
E
[
U4n,i | Fn−1
]
= β⊤i Yn−1 + 3
(
v⊤i Yn−1
)2 − 3(v(2)i )⊤Yn−1,
which implies the identities
E
[
U
(4)
n | Fn−1
]
= BYn−1 + 3
(
VYn−1
)(2) − 3V(2)Yn−1,
E
[
Kn | Fn−1
]
= BYn−1.
(8)
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Also, from (7) it follows that
E
[
Vn,iVn,i′ | Fn−1
]
= E
[(
U2n,i − E
[
U2n,i | Fn−1
])(
U2n,i′ − E
[
U2n,i′ | Fn−1
]) ∣∣Fn−1]
= E
[
U2n,iU
2
n,i′ | Fn−1
]− E[U2n,i | Fn−1]E[U2n,i′ | Fn−1]
= β⊤(i,i′)Yn−1 − (vi ◦ vi′)⊤Yn−1 + 2
(
v⊤(i,i′)Yn−1
)2 − 2(v(2)(i,i′))⊤Yn−1,
(9)
leading to the equation
E
[
V 2n,i | Fn−1
]
= β⊤i Yn−1 − 3
(
v
(2)
i
)⊤
Yn−1 + 2
(
v⊤i Yn−1
)2
. (10)
3.2. Parameter estimations
In this subsection we calculate the Conditional Least Squares (CLS) and the
Weighted Conditional Least Squares (WCLS) estimators of the ﬁrst four moments of
the oﬀspring and the innovation distributions. Since in a multitype Galton–Watson
model for a given r ∈ Z+ the conditional expectation E[U(r)n |Fn−1] can be expressed
as a function of Yn−1 and the moments of the variables in (1) of order at most r,
we can estimate the r-th moments based on the sample X0, . . . ,Xm by minimizing
the sum
Q2r :=
1
2
m∑
n=1
∥∥U(r)n − E[U(r)n | Fn−1]∥∥2.
Unfortunately, in most cases the minimum point depends not only on the sample
but also on certain lower moments of the oﬀspring and the innovation variables. To
solve this problem we estimate the moments recursively and we replace the lower
moments in the formulae by their estimators which are already obtained.
To get the estimator of M we minimize the sum
Q21 =
1
2
m∑
n=1
‖Un‖2 = 1
2
m∑
n=1
[
Xn −MYn−1
]⊤[
Xn −MYn−1
]
.
Let ∇MQ21 denote the matrix of the partial derivatives of Q21 with respect to the
components of M. Then, the CLS estimator M̂m can be obtained as the solution
of the normal equation
0 = ∇MQ21 =
m∑
n=1
[
Xn −MYn−1
]
Y
⊤
n−1
leading to
M̂m =
[ m∑
n=1
XnY
⊤
n−1
][ m∑
n=1
Yn−1Y⊤n−1
]−1
.
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We must note that for some realizations of the sample X0, . . . ,Xm the estimator M̂m
may not exist because the matrix
∑m
n=1 Yn−1Y
⊤
n−1 may not be invertible. However,
we show in the next subsection that M̂m is well deﬁned with asymptotic probability
1 as m→∞, and the same statement is true for every estimator introduced in this
subsection.
Similarly, we deﬁne the estimator of V as the matrix that minimizes the
function
Q22 =
1
2
m∑
n=1
∥∥U(2)n − E[U(2)n | Fn−1]∥∥2 = 12
m∑
n=1
[
U
(2)
n −VYn−1
]⊤[
U
(2)
n −VYn−1
]
,
and by diﬀerentiating Q22 with respect to V we get that
0 = ∇VQ22 =
m∑
n=1
[
U
(2)
n −VYn−1
]
Y
⊤
n−1.
After solving this normal equation with respect to V and replacing the theoretical
martingale diﬀerence Un = Xn −MYn−1 with its natural CLS estimator Ûm,n =
Xn − M̂mYn−1 we get that
V̂m =
[ m∑
n=1
Û
(2)
m,nY
⊤
n−1
][ m∑
n=1
Yn−1Y⊤n−1
]−1
. (11)
The formula for Âm, the CLS estimator of A, follows similarly if we minimize
Q23 =
1
2
m∑
n=1
∥∥U(3)n − E[U(3)n | Fn−1]∥∥2 = 12
m∑
n=1
[
U
(3)
n −AYn−1
]⊤[
U
(3)
n −AYn−1
]
.
By solving the normal equation ∇AQ23 = 0 and by replacing U(3)n with Û(3)m,n we
obtain
Âm =
[ m∑
n=1
Û
(3)
m,nY
⊤
n−1
][ m∑
n=1
Yn−1Y⊤n−1
]−1
.
Finally, to determine the CLS estimator of B, we minimize the sum
Q24 =
1
2
m∑
n=1
∥∥U(4)n − E[U(4)n | Fn−1]∥∥2 = 12
m∑
n=1
[
Kn −BYn−1
]⊤[
Kn −BYn−1
]
.
Again, by solving ∇BQ24 = 0 and by replacing Kn with its CLS estimator K̂m,n
deﬁned in Subsection 2.2 we get that
B̂m =
[ m∑
n=1
K̂m,nY
⊤
n−1
][ m∑
n=1
Yn−1Y⊤n−1
]−1
.
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The WCLS estimation is deﬁned as the CLS estimation based on the weighted
process X′n = Xn/
√
1⊤Yn−1, n = 1, 2, . . .. That is, by introducing the variables
U
′
n := X
′
n − E
[
X
′
n |Xn−1
]
=
Un√
1⊤Yn−1
, K′n :=
Kn
(1⊤Yn−1)2
, n = 1, 2, . . . ,
(12)
the r-th moments of the oﬀspring and the innovation distributions can be estimated
by minimizing the expression
1
2
m∑
n=1
∥∥U′(r)n − E[U′(r)n | Fn−1]∥∥2.
Using (12) the conditional expectation of U
′(r)
n can be calculated based on the
results of Subsection 3.1. Since the WCLS estimators can be obtained by similar
calculations as the unweighted ones we omit the details. The results are presented
in Subsection 2.2.
Remark 3.1. Let us note that the sum Q21 can be expressed as
Q21 =
1
2
m∑
n=1
p∑
i=1
U2n,i =
1
2
p∑
i=1
m∑
n=1
(
Xn,i − µ⊤i Yn−1
)2
,
which means that the CLS estimators of the rows of the matrixM can be computed
independently by minimizing the sums
1
2
m∑
n=1
(
Xn,i − µ⊤i Yn−1
)2
, i = 1, . . . , p.
This remark is true not only for the ﬁrst moments but for the higher ones as well,
in both the CLS and the WCLS case. Let Ûm,n,i and K̂m,n,i stand for the i-th
component of the vector Ûm,n and K̂m,n, respectively, and similarly, let Û
′
m,n,i and
K̂ ′m,n,i denote the components of the weighted processes. Then the transposes of
the i-th rows of the moment matrices can be estimated by
µ̂m,i = I
−1
m,0
[ m∑
n=1
Xn,iYn−1
]
, µ̂′m,i = I
−1
m,1
[ m∑
n=1
Xn,iYn−1
1⊤Yn−1
]
,
v̂m,i = I
−1
m,0
[ m∑
n=1
Û2m,n,iYn−1
]
, v̂′m,i = I
−1
m,2
[ m∑
n=1
Û ′2m,n,iYn−1
(1⊤Yn−1)2
]
,
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α̂m,i = I
−1
m,0
[ m∑
n=1
Û3m,n,iYn−1
]
, α̂′m,i = I
−1
m,3
[ m∑
n=1
Û ′3m,n,iYn−1
(1⊤Yn−1)3
]
,
β̂m,i = I
−1
m,0
[ m∑
n=1
K̂m,n,iYn−1
]
, β̂
′
m,i = I
−1
m,4
[ m∑
n=1
K̂ ′m,n,iYn−1
(1⊤Yn−1)4
]
.
3.3. Proof of the existence and the strong consistency
To prove Theorem 2.1 we need some ergodic properties of the process Xn, n ∈ Z+.
By Theorem 1 of [14], if a multitype Galton–Watson process is subcritical, then it
is ergodic in the sense that it has a unique invariant distribution concentrated on
a positive recurrent class that the process reaches within ﬁnitely many steps with
probability 1 in case of any initial distribution. Also, Theorem 3 of the same paper
states that if all the random variables in (1) have ﬁnite r-th moments for some
positive real number r, then so does the invariant distribution. It can be shown by
standard methods that the Markov chain (Yn−1,Xn), n = 1, 2, . . ., inherits these
ergodic properties from the Galton–Watson process. Let us consider an arbitrary
vector variable (Y˜, X˜) having the same distribution as (Y0,X1) has under the in-
variant distribution. Let X˜i denote the i-th component of X˜, i = 1, . . . , p. Then by
applying (3) we obtain the equation
E[X˜ | Y˜] =MY˜. (13)
Also, by ergodicity for any function h : Zp+1+ × Zp+ → R, we have
1
m
m∑
n=1
h
(
Yn−1,Xn
)→ E(h(Y˜, X˜)), m→∞, (14)
almost surely if the expectation is ﬁnite. By the ergodic property
Im,r
m
=
1
m
m∑
n=1
Yn−1Y⊤n−1
(1⊤Yn−1)r
→ I˜r := E
[
Y˜Y˜
⊤
(1⊤Y˜)r
]
, m→∞, (15)
almost surely for any r ∈ Z+. The limit is ﬁnite as by the deﬁnition of Y˜ it holds
that 1 ≤ 1⊤Y˜, and as the existence of the second moments of the variables in (1)
is assumed, the variable Y˜ has ﬁnite second moment as well.
Proposition 3.2. Assume that the process Xn, n = 0, 1, . . ., is subcritical and the
variables in (1) have finite second moments. Then the matrix E(Y˜Y˜⊤) is invertible
if and only if (iii) and (iv) of Assumption 1 hold.
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Proof. Theorem 2 of [14] states that the components of X˜ are linearly independent if
and only if (iii) and (iv) of Assumption 1 hold. Therefore we only have to show that
the matrix E(Y˜Y˜⊤) is singular exactly if the components of X˜ are linearly dependent,
meaning that there exists a vector c ∈ Rp, c 6= 0, satisfying c⊤(X˜−E(X˜)) = 0 with
probability 1.
Since the matrix E(Y˜Y˜⊤) is positive semideﬁnite, it is singular exactly if there
exists a vector
d =
[
c
c′
]
∈ Rp × R = Rp+1, d 6= 0, (16)
such that 0 = d⊤E(Y˜Y˜⊤)d = E(d⊤Y˜)2, which holds if and only if d⊤Y˜ = 0
almost surely. That is, if E(Y˜Y˜⊤) is singular then c⊤E(X˜) + c′ = 0, therefore
c⊤(X˜−E(X˜)) = 0. Let us note that currently c 6= 0, since c = 0 implies that c′ = 0
and d = 0. This means that the components of X˜ are linearly dependent. For the
contrary direction, assume that the components of X˜ are linearly dependent with
some vector c 6= 0. Then with c′ = −c⊤E(X˜) and with the vector d 6= 0 deﬁned in
(16) it holds that
d⊤Y˜ = c⊤X˜+ c′ = c⊤
(
X˜− E(X˜)) = 0
with probability 1. This means that E(Y˜Y˜⊤) is not positive deﬁnite implying that
the matrix is singular.
Proof of Theorem 2.1. (i) The CLS and the WCLS estimators of the moments
based on the sample X0, . . . ,Xm are well deﬁned if and only if the matrices Im,r,
r = 0, . . . , 4, introduced in Subsection 2.1 are invertible. That is, to prove the
statement, it is enough to show that these matrices are nonsingular with asymptotic
probability 1 as m → ∞. By Proposition 3.2 under Assumption 1 the matrix
I˜0 = E(Y˜Y˜
⊤) is nonsingular and by (15) we have that Im,0/m→ I˜0 almost surely
as m→∞, implying that Im,0 is nonsingular with asymptotic probability 1.
Since for any r and m the matrix Im,r is positive semideﬁnite, it is invertible if
and only if it is a positive deﬁnite matrix. Also note that Im,r is deﬁned as a ﬁnite
sum of positive semideﬁnite matrices. Then, Im,r is positive deﬁnite if and only if
any of its terms is positive deﬁnite. We already know that Im,0 is positive deﬁnite
with asymptotic probability 1. This implies that with probability 1 at least one of
the terms Yn−1Y⊤n−1, n ∈ Z+, is positive deﬁnite, meaning that for any r ∈ Z+ at
least one of the terms Yn−1Y⊤n−1/(1
⊤
Yn−1)r, n ∈ Z+, is positive deﬁnite. From
this we immediately get that for any r ∈ Z+ the matrix Im,r is positive deﬁnite
with asymptotic probability 1 as m→∞. This completes the proof of the existence
of the estimators.
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(ii)–(iii) Since all of the estimators are represented as products of two matrices,
to prove their convergence it is enough to show that the components are convergent
in almost sure sense. As I˜r is nonsingular by part (i) of the current proof, it follows
from (15) that mI−1m,r → I˜−1r as m → ∞ for any r ∈ Z+ without any additional
moment condition on the oﬀspring and the innovation variables. Then by applying
(14) and (13) we get that
M̂m =
[ 1
m
m∑
n=1
XnY
⊤
n−1
](
mI−1m,0
)→ E(X˜Y˜⊤)˜I−10 = E(E[X˜ | Y˜]Y˜⊤)I˜−10
= E
(
MY˜Y˜⊤
)[
E
(
YY˜
⊤)]−1 =M, m→∞,
almost surely, proving the strong consistency of the CLS estimator ofM. Similarly,
V̂m =
[ 1
m
m∑
n=1
Û
(2)
m,nY
⊤
n−1
](
mI−1m,0
)→ E(VY˜Y˜⊤)[E(YY˜⊤)]−1 = V, m→∞,
since we have
1
m
m∑
n=1
Û2m,n,iY
⊤
n−1
=
1
m
m∑
n=1
[(
Xn,i − µ⊤i Yn−1
)
+
(
µi − µ̂m,i
)⊤
Yn−1
]2
Y
⊤
n−1
=
1
m
m∑
n=1
(
Xn,i − µ⊤i Yn−1
)2
Y
⊤
n−1+
+
2
m
m∑
n=1
(
Xn,i − µ⊤i Yn−1
)(
µi − µ̂m,i
)⊤
Yn−1Y⊤n−1+
+
1
m
m∑
n=1
((
µi − µ̂m,i
)⊤
Yn−1
)2
Y
⊤
n−1 → E
[(
X˜i − µ⊤i Y˜
)2
Y˜
⊤
]
+ 0 + 0
= E
(
E
[(
X˜i − µ⊤i Y˜
)2 ∣∣ Y˜]Y˜⊤) = E(v⊤i Y˜Y˜⊤), i = 1, . . . , p,
almost surely, where in the last steps we used equation (4), the deﬁnition of (Y˜, X˜),
and the following two arguments. First, with the Frobenius matrix norm ‖C‖F :=
(
∑p+1
i,j=1 c
2
i,j)
1/2, C = (ci,j)i,j=1,...,p+1 ∈ R(p+1)×(p+1), we get that∥∥∥ 2
m
m∑
n=1
(
Xn,i − µ⊤i Yn−1
)(
µi − µ̂m,i
)⊤
Yn−1Y⊤n−1
∥∥∥
≤ ∥∥µi − µ̂m,i∥∥ ∥∥∥ 2m
m∑
n=1
(
Xn,i − µ⊤i Yn−1
)
Yn−1Y⊤n−1
∥∥∥
F
→ 0, m→∞,
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almost surely, as the ﬁrst term tends to zero almost surely by the strong consistency
of µ̂m,i, while the second term converges to the ﬁnite limit ‖2E(X˜i−µ⊤i Y˜)Y˜Y˜⊤‖F
almost surely by ergodicity. Similarly,∥∥∥ 1
m
m∑
n=1
((
µi − µ̂m,i
)⊤
Yn−1
)2
Y
⊤
n−1
∥∥∥
≤ 1
m
m∑
n=1
((
µi − µ̂m,i
)⊤
Yn−1
)2 ‖Yn−1‖ ≤ ∥∥µi − µ̂m,i∥∥2 1m
m∑
n=1
‖Yn−1‖3 ,
which tends to zero almost surely since the ﬁrst part converges to zero again, and
the second tends to the ﬁnite limit E(‖Y˜‖3) by the ergodic theorem.
We do not detail the proofs of the consistency of the remaining estimators as
they only require the standard steps presented above. However, it is important to
note that the convergence of the WCLS estimators requires lower moment conditions
than the CLS ones, because the weights reduce the degrees of the variables in the
limit expectations.
3.4. Proof of the asymptotic normality
Our ﬁrst proposition is a technical statement.
Proposition 3.3. For any γ ≥ 1 and n = 1, 2, . . . the following inequalities hold:
(i)
E
[‖Xn‖γ ∣∣Xn−1] ≤ (p+ 1)γ‖Yn−1‖γMγ ,
(ii)
E
[‖Un‖γ ∣∣Xn−1] ≤ (p+ 1)γ‖Yn−1‖γCγ ,
(iii)
E
[‖Vn‖γ ∣∣Xn−1] ≤ 2γ+1pγ(p+ 1)2γ‖Yn−1‖2γC2γ ,
where Mγ = max{E‖ξ1‖γ , . . . , E‖ξp‖γ , E‖η‖γ} and
Cγ = max
{
E
∥∥ξ1 − Eξ1∥∥γ , . . . , E∥∥ξp − Eξp∥∥γ , E∥∥η − Eη∥∥γ}.
Proof. For the shorter notation let ‖ · ‖γ stand for the Lγ norm of the random
vectors. Consider any n ∈ Z+ and x = [x1, . . . , xp]⊤ ∈ Zp+, and introduce y =
[x1, . . . , xp, 1]
⊤ ∈ Zp+1+ . Applying the Minkowski inequality we get that(
E
[‖Xn‖γ ∣∣Xn−1 = x])1/γ = ∥∥∥ p∑
i=1
xi∑
k=1
ξi(n, k) + η(n)
∥∥∥
γ
≤
p∑
i=1
xi∑
k=1
‖ξi(n, k)‖γ + ‖η(n)‖γ ≤
(
x1 + · · ·+ xp + 1
)
M1/γγ ≤ (p+ 1)‖y‖M1/γγ ,
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which immediately implies the ﬁrst statement. The proof of the second inequality
is analogous since
(
E
[‖Un‖γ ∣∣Xn−1 = x])1/γ = ∥∥∥ p∑
i=1
xi∑
k=1
[
ξi(n, k)− Eξi
]
+
[
η(n)− Eη
]∥∥∥
γ
.
For the last statement let us note that for any x,y ∈ Rp we have ‖x(2)‖ ≤ ‖x‖2
and
‖x+ y‖γ ≤
[ p∑
i=1
(|xi|+ |yi|)]γ ≤ (2p max
1≤i≤p
{|xi|, |yi|})γ ≤ 2γpγ(‖x‖γ + ‖y‖γ).
Then it follows that
E
[‖Vn‖γ ∣∣Xn−1]
= E
[∥∥U(2)n − E[U(2)n |Xn−1]∥∥γ ∣∣Xn−1]
≤ 2γpγ(E[‖U(2)n ‖γ |Xn−1]+ ∥∥E[U(2)n |Xn−1]∥∥γ) ≤ 2γ+1pγE[‖Un‖2γ |Xn−1],
and inequality (ii) of the current proposition completes the proof.
Proof of Theorem 2.2. At several points of our proof we will apply the multi-
dimensional martingale central limit theorem (MCLT). For reference see, e.g., [7,
Chapter VIII, Theorem 3.33].
(i) Introduce the processes
Sm,i :=
1√
m
m∑
n=1
Un,iYn−1, Tn :=
 Un,1Yn−1...
Un,pYn−1
 , Sm := 1√
m
m∑
n=1
Tn =
 Sm,1...
Sm,p
,
where n,m = 1, 2, . . . and i = 1, . . . , p. Note that we have ‖Tn‖ = ‖Un‖‖Yn−1‖
because
‖Tn‖2 =
p∑
i=1
U2n,i‖Yn−1‖2 = ‖Un‖2‖Yn−1‖2, n ∈ Z+. (17)
From the identity Xn,i − Y⊤n−1µi = Un,i it follows that
√
m
(
µ̂m,i − µi
)
=
√
mI−1m,0
m∑
n=1
Yn−1
(
Xn,i − Y⊤n−1µi
)
= mI−1m,0Sm,i, i = 1, . . . , p,
where Im,0/m → E[Y˜Y˜⊤] almost surely as m → ∞ by formula (15). As a result,
to prove the joint asymptotic normality of the estimators µ̂m,1, . . . , µ̂m,p, it is
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enough to show the weak convergence of the process S1, S2, . . . to a proper normal
distribution by using the MCLT.
Let us recall that under the assumptions the (4 + ε)-th moment of Y˜ is ﬁnite
by Theorem 3 of [14]. It is obvious that the random vectors T1,T2, . . . form a
martingale diﬀerence sequence with respect to the ﬁltration F0,F1, . . .. First, we
show that the Lindeberg condition is satisﬁed. By using ergodicity and statement
(ii) of Proposition 3.3 we obtain the almost sure convergence
m∑
n=1
E
[∥∥∥ 1√
m
Tn
∥∥∥2✶{‖Tn/√m‖>δ} ∣∣∣Fn−1]
≤ 1
δε/2
m∑
n=1
E
[∥∥∥ 1√
m
Tn
∥∥∥2+ε/2 ∣∣∣Fn−1]
=
1
δε/2m1+ε/4
m∑
n=1
E
[
‖Un‖2+ε/2
∣∣Xn−1]‖Yn−1‖2+ε/2
≤ (p+ 1)
2+ε/2
δε/2m1+ε/4
m∑
n=1
‖Yn−1‖4+εC2+ε/2 → 0, m→∞.
(18)
By equation (4) and ergodicity we also have
1
m
m∑
n=1
E
[(
Un,iYn−1
)(
Un,jYn−1
)⊤ ∣∣Fn−1]
=
1
m
m∑
n=1
E
[
Un,iUn,j | Fn−1
]
Yn−1Y⊤n−1
=
1
m
m∑
n=1
(
v⊤(i,j)Yn−1
)
Yn−1Y⊤n−1 → Σi,j := E
[(
v⊤(i,j)Y˜
)
Y˜Y˜
⊤
]
, m→∞,
(19)
with probability 1 for i, j = 1, . . . , p. Then, the MCLT implies the convergence
Sm
D−→ Np(p+1)
0,
 Σ1,1 · · · Σ1,p... . . . ...
Σp,1 · · · Σp,p

 , m→∞,
proving the ﬁrst statement in (i) of Theorem 2.2.
If the components of the oﬀspring and innovation variables in (1) are pairwise
uncorrelated, then v(i,j) = 0 and Σ
M
i,j = 0 by deﬁnition for any types i 6= j. From
this the asymptotic independence of the estimators follows.
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(ii) To show the asymptotic normality of the weighted estimators of the mean
vectors let us introduce the weighted versions of the variables Yn−1, Sm,i, Tn, and
Sm in the form
Y
′
n−1 :=
Yn−1√
1⊤Yn−1
, S′m,i :=
1√
m
m∑
n=1
U ′n,iY
′
n−1, i = 1, . . . , p,
T
′
n :=
Tn
1⊤Yn−1
=
 U
′
n,1Y
′
n−1
...
U ′n,pY
′
n−1
, S′m := 1√m
m∑
n=1
T
′
n =
 S
′
m,1
...
S
′
m,p
, n,m = 1, 2, . . . ,
where U ′n,i stands for the ith component of U
′
n, i = 1, . . . , p. By applying the identity
Xn,i − Y⊤n−1µi = Un,i and the formula for the estimator µ̂′m,i we get that
√
m
(
µ̂
′
m,i − µi
)
=
√
mI−1m,1
m∑
n=1
Yn−1(Xn,i − Y⊤n−1µi)
1⊤Yn−1
= mI−1m,1S
′
m,i, i = 1, . . . , p.
Since (15) implies the convergence Im,1/m→ E[Y˜Y˜⊤/(1⊤Y˜)], m→∞, statement
(ii) can be proven by showing the weak convergence of the process S′1, S
′
2, . . ..
The assumptions of the current statement imply that the random vector Y˜
has ﬁnite (2 + ε)-th moment with some ε > 0. Using this fact and the identity
‖Tn‖ = ‖Un‖‖Yn−1‖ obtained from equation (17) we get the convergence
m∑
n=1
E
[∥∥∥ 1√
m
T
′
n
∥∥∥2✶{‖T′n/√m‖>δ} ∣∣∣Fn−1]
≤ 1
δε
m∑
n=1
E
[∥∥∥ 1√
m
T
′
n
∥∥∥2+ε ∣∣∣Fn−1]
=
1
δεm1+ε/2
m∑
n=1
E
[
‖Tn‖2+ε
∣∣Fn−1] 1
(1⊤Yn−1)2+ε
=
1
δεm1+ε/2
m∑
n=1
E
[
‖Un‖2+ε
∣∣Xn−1] ‖Yn−1‖2+ε
(1⊤Yn−1)2+ε
≤ (p+ 1)
2+ε
δεm1+ε/2
m∑
n=1
‖Yn−1‖4+2ε
(1⊤Yn−1)2+ε
C2+ε ≤ (p+ 1)
2+ε
δεm1+ε/2
m∑
n=1
‖Yn−1‖2+εC2+ε → 0,
as m→∞. This means that the martingale diﬀerence sequence T′1,T′2, . . . satisﬁes
the Lindeberg condition. Also, by the ergodicity of the Galton–Watson process, for
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any types i, j = 1, . . . , p, it follows that
1
m
m∑
n=1
E
[(
U ′n,iY
′
n−1
)(
U ′n,jY
′
n−1
)⊤ ∣∣Fn−1]
=
1
m
m∑
n=1
E
[
Un,iUn,j | Fn−1
]Yn−1Y⊤n−1
(1⊤Yn−1)2
=
1
m
m∑
n=1
(
v⊤(i,j)Yn−1
)
Yn−1Y⊤n−1
(1⊤Yn−1)2
→ Σ′i,j := E
[(v⊤(i,j)Y˜)Y˜Y˜⊤
(1⊤Y˜)2
]
, m→∞.
The ﬁniteness of Σ′i,j follows from the fact that the sum of the absolute values of
the entries of the matrix has ﬁnite expectation as
E
[∣∣v⊤(i,j)Y˜∣∣1⊤ Y˜Y˜⊤
(1⊤Y˜)2
1
]
≤ E
[∣∣v⊤(i,j)Y˜∣∣]
≤ ‖v(i,j)‖E(‖Y˜‖) ≤ ‖v(i,j)‖
(
E(‖Y˜‖2))1/2 <∞,
where we applied the Cauchy–Schwarz and Lyapunov inequalities.
As a result, from the MCLT we obtain that
S
′
m
D−→ Np(p+1)
0,
 Σ
′
1,1 · · · Σ′1,p
...
. . .
...
Σ′p,1 · · · Σ′p,p

 , m→∞,
which implies the joint asymptotic normality of µ̂′m,1, . . . , µ̂
′
m,p with the covariance
matrix presented in the statement. Similarly to the unweighted case, if the variables
in (1) have uncorrelated components, then v(i,j) = 0 and Σ
M
′
i,j = 0 for any i 6= j,
proving the asymptotic independence of the estimators.
(iii) First, note that
√
m
(
v̂m,i − vi
)
=
√
mI−1m,0
m∑
n=1
Yn−1
(
Û2m,n,i − Y⊤n−1vi
)
, i = 1, . . . , p,
where
Û2m,n,i − Y⊤n−1vi =
(
Xn,i − µ̂⊤m,iYn−1
)2 − v⊤i Yn−1
=
(
Un,i +
(
µi − µ̂m,i
)⊤
Yn−1
)2 − v⊤i Yn−1
= Vn,i + 2Un,i
(
µi − µ̂m,i
)⊤
Yn−1 +
((
µi − µ̂m,i
)⊤
Yn−1
)2
.
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Then, using ergodicity, the asymptotic normality of µ̂m,i, and standard Slutsky’s
argument
1√
m
m∑
n=1
Yn−1Un,i
(
µi − µ̂m,i
)⊤
Yn−1
=
[ 1
m
m∑
n=1
(
Xn,i − µ⊤i Yn−1
)
Yn−1Y⊤n−1
]√
m
(
µi − µ̂m,i
)
= oP (1), m→∞,
since the ﬁrst term tends to 0 almost surely by the ergodic theorem because
E
[(
X˜i − µ⊤i Y˜
)
Y˜Y˜
⊤] = E[(E[X˜i | Y˜]− µ⊤i Y˜)Y˜Y˜⊤] = 0.
Similarly, by the ergodic theorem∥∥∥ 1√
m
m∑
n=1
Yn−1
(
(µi − µ̂m,i)⊤Yn−1
)2∥∥∥
≤ 1√
m
m∑
n=1
‖Yn−1‖
(
(µi − µ̂m,i)⊤Yn−1
)2
≤ ‖√m(µi − µ̂m,i)‖2
1
m3/2
m∑
n=1
‖Yn−1‖3 = oP (1) ,
as m→∞. By summing up for i = 1, . . . , p, it follows that
√
m
(
v̂m,i − vi
)
=
(
mI−1m,0
)[ 1√
m
m∑
n=1
Vn,iYn−1 + oP (1)
]
, m→∞. (20)
Since the ﬁrst component of the product converges to (E[Y˜Y˜⊤])−1 with proba-
bility 1, to ﬁnish the proof it is enough to show the weak convergence of the second
component. This can be done by using the MCLT analogously as in the proof of
statement (i) of the current theorem. Using (iii) of Proposition 3.3 and the ﬁnite-
ness of the (6 + ε)-th moment of the invariant distribution, one can show that the
Lindeberg condition is satisﬁed. Also, (9) implies the almost sure convergence
1
m
m∑
n=1
E
[(
Vn,iYn−1
)(
Vn,jYn−1
)⊤ ∣∣Fn−1]→ E[Zi,jY˜Y˜⊤], m→∞.
Then the joint asymptotic normality of the estimators v̂1, . . . , v̂p follows from the
MCLT.
If additionally the components of the oﬀspring and innovation variables are
pairwise independent, then β(i,j) = vi ◦vj and v(i,j) = 0 for any i 6= j. This means
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that Zi,j = 0 and Σ
V
i,j = 0, proving the asymptotic independence of v̂m,i and v̂m,j
in case of arbitrary types i 6= j. (We note that the reason of the equation Zi,j = 0
is the conditional independence of the zero-mean variables Vn,i and Vn,j in formula
(9).)
(iv) Since the last statement can be proved analogously as the earlier ones,
we do not detail the steps. Using ergodicity and the asymptotic normality of the
estimator µ̂′i, one can show that
√
m
(
v̂′m,i−vi
)
=
(
mI−1m,2
)[ 1√
m
m∑
n=1
Vn,iYn−1
(1⊤Yn−1)2
+oP (1)
]
, m→∞, i = 1, . . . , p.
Then, the statement is implied by MCLT similarly as in the proof of (ii) and (iii).
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