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SCHUR PARTITION THEOREMS VIA PERFECT CRYSTAL
SHUNSUKE TSUCHIOKA AND MASAKI WATANABE
Abstract. We propose a generalization of Schur regular partitions for each
odd integer p ≥ 3. Applying Kashiwara crystal theory, we prove that the
number of partitions of n with this condition is equinumerous to the number
of strict p-class regular partitions of n. At p = 3, it is Schur’s 1926 partition
theorem found as a mod 6 analog of the Rogers-Ramanujan partition theorem
(RRPT). The statement for p = 5 was conjectured by Andrews in 1970s in
a course of his 3 parameter generalization of RRPT and proved in 1994 by
Andrews-Bessenrodt-Olsson with an aid of computer.
1. Introduction
The set of partitions is denoted by Par. For a partition λ = (λ1, λ2, · · · , λℓ) ∈ Par,
we define |λ| = ∑ℓj=1 λj , mi(λ) = |{j | λj = i}| for i ∈ Z and ℓ(λ) = ℓ. We set
Par(n) = {λ ∈ Par | |λ| = n}.
Definition 1.1. For an odd integer p ≥ 3, we denote by Dp the set of strict p-class
regular partitions, i.e., Dp = {λ ∈ Par | ∀i ≥ 1,mpi(λ) = 0 and ∀j ≥ 1,mj(λ) ≤ 1}.
1.1. The main result. Throughout the paper, we abbreviate Rogers-Ramanujan
(resp. partition theorem) with RR (resp. PT). The goal is to prove Theorem 1.2.
This PT is related with RR identities and spin modular representation theory of
symmetric groups as we will see in §1.2 and in §1.3,§1.4 respectively.
Theorem 1.2. Let p = 2h + 1 ≥ 3 be an odd integer. For each n ≥ 0, we have
|Par(n) ∩Dp| = |Par(n) ∩ Sp| where Sp consists of λ ∈ Par such that
(S1) mi(λ) > 1 implies i ∈ pZ≥1 (i.e., p-strict),
(S2) λi − λi+h ≥ p for 1 ≤ i ≤ ℓ(λ)− h and ≥ is > when λi ∈ pZ,
(S3)k ,d there is no i such that λi = pk + d, λi+d = pk − d,
(S4)k′,d there is no i such that λi = pk
′ + h+ d, λi+d = pk
′ + h+ 1− d,
(S5)k ,d there is no i such that λi = pk + p+ d, λi+(h+d) = pk − d
for all 1 ≤ d < h and k ≥ 1, k′ ≥ 0 (see also Definition 2.1).
The statement for p = 3, 5 are known and located in distinguished place in the
theory of partitions [An2, §6] [An4] (see §1.2 and §1.3). While there is an expecta-
tion for p = 7 (see §1.3), the statement for p ≥ 7 is new. For other description of
the subpattern avoidance conditions (S3), (S4), (S5), see Remark 2.4. An explicit
description for p = 7 is displayed in Example 2.3.
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1.2. Andrews’ 3 parameter generalization of RRPT. We freely use the no-
tation and conventions in §1.7. In the first letter to Hardy, Ramanujan wrote a
colorful formula now known as RR continuous fractions:
1
1 +
e−2π
1 +
e−4π
...
=
√5 +√5
2
−
√
5 + 1
2
 e2π/5.
A proof can be reduced to showing the RR identities [Rog]: for σ = 0, 1,∑
n≥0
qn(n+σ)∏n
k=1(1− qk)
=
∏
n≥0
(1− q5n+(σ+1))−1(1− q5n+(4−σ))−1. (1)
Interpreting (1) in terms of partitions, RR identities are equivalent to RRPT.
Definition 1.3 ([An3, Definition 3]). We say that subsets C,D ⊆ Par are partition
theoretically equivalent (written as C PT∼ D) when pn(C) = pn(D) for all n ≥ 0. Here
we set C(n) := C ∩ Par(n) and pn(C) := |C(n)| (the C-partition function).
Theorem 1.4 (RRPT). R
PT∼ T1,5 and R′ PT∼ T2,5 where
R = {λ ∈ Par | ∀i ≥ 1,mi(λ) +mi+1(λ) ≤ 2(⇔ 1 ≤ ∀j < ℓ(λ), λj − λj+1 ≥ 2)}
R′ = {λ ∈ R | m1(λ) = 0(⇔ λℓ(λ) ≥ 2 if λ 6= ∅)}
Ta,b = {λ ∈ R | mi(λ) > 0⇒ i ≡ ±a (mod b)}
For a history of RR fractions/identities/PT, we refer [Har], [An1, §7], [An2, §1].
A classical method summarized as step 1,2,3 in [An3, pp.1037] to prove RR type
PT C PT∼ D is an analysis of the 2 parameter generating functions for E ⊆ Par
fE(x, q) :=
∑
λ∈E
xℓ(λ)q|λ|. (2)
A typical situation is when fD(1, q) is easily written down (e.g. whenD is a partition
ideal of order 1 in the sense [An3, §2]) and C is linked in the sense [An3, §4].
Applying the method, Andrews established a 3 parameter RRPT. The parameter
ℓ = 0, k = 2,a = 2 (resp. a = 1) duplicates R
PT∼ T1,5 (resp. R′ PT∼ T2,5).
Theorem 1.5 ([An4]). For ℓ, k, a ≥ 0 with 0 ≤ ℓ/2 < a ≤ k ≥ ℓ, we have
Aℓ,k,a
PT∼ Bℓ,k,a where Bℓ,k,a = {λ ∈ Par(ℓ+ 1)-str | (B1),(B2)} and
Aℓ,k,a =
{
{λ ∈ Par(ℓ+ 1)-str | (A1)} if ℓ is even
{λ ∈ Par(ℓ+ 1)/2-str | (A1),(A2)} if ℓ is odd.
(A1) mi(λ) = 0 for i ≡ 0,±(2a− ℓ)(ℓ+ 1)/2 (mod (2k − ℓ+ 1)(ℓ+ 1)),
(A2) mi(λ) = 0 for i ≡ ℓ+ 1 (mod 2(ℓ+ 1)),
(B1) λi−λi+k−1 ≥ ℓ+1 for 1 ≤ i ≤ ℓ(λ)−(k−1) and ≥ is > when λi ∈ (ℓ+1)Z,
(B2)
∑ℓ+1
i=1 mi(λ) ≤ a− 1 and
∑ℓ−j+1
i=j mi(λ) ≤ a− j for 1 ≤ j ≤ (ℓ+ 1)/2.
Andrews observed that even if the condition 0 ≤ ℓ/2 < a ≤ k ≥ ℓ is violated,
we still have a chance to have a PT Aℓ,k,a
PT∼ B◦ℓ,k,a by defining a suitable B◦ℓ,k,a ⊆
Bℓ,k,a. As an example, see [An4, pp.84] for ℓ = 3, k = a = 2.
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Theorem 1.6 ([An4, Conjecture 2]=[ABO, Theorem 3.1]). (A4,3,3 =)D5
PT∼ B◦4,3,3
where B◦4,3,3 := {λ ∈ Par5-str | (C1),(C2)j,(C3)j,(C4)j for all j ≥ 0}.
(C1) λi − λi+2 ≥ 5 for 1 ≤ i ≤ ℓ(λ)− 2 and ≥ is > when λi ∈ pZ,
(C2)j m5j+3(λ) +m5j+2(λ) ≤ 1,
(C3)j m5j+6(λ) +m5j+4(λ) ≤ 1,
(C4)j m5j+11(λ) +m5j+10(λ) +m5j+5(λ) +m5j+4(λ) ≤ 3.
Note that B4,3,3 = {λ ∈ Par5-str | (C1),(C2)0}. Theorem 1.6 was proposed as a
conjecture in the last section of [An4] with a concluding phrase “the methods of
proof should have interesting ramifications in the theory of partition identities”.
Nearly 20 years later, Andrews-Bessenrodt-Olsson established Theorem 1.6 using
a truncated approximation of (2) (we name it finitization). The recipe is powerful
(e.g. an application to Go¨llnitz PT, see [An2, §10.6]) because we have a freedom
of choice of approximation polynomials for a single instance (2). But it has a
disadvantage in that a heavy usage of computer is inevitable (see formulas in [ABO,
§3]) and does not produce satisfactory understanding why the PT applied holds.
Theorem 1.6 is equivalent to Theorem 1.2 at p = 5. Thus, Theorem 1.2 gives
• a conceptual and computer-free proof for Theorem 1.6,
• a definition of B◦p−1,h+1,h+1 := Sp (see Proposition 2.11) for p = 2h+1 ≥ 3.
Note that since PT Dp(= Ap−1,h+1,h+1)
PT∼ Sp(= B◦p−1,h+1,h+1) has a parameter
p, finitization does not work to prove Theorem 1.2.
1.3. Schur PT and p-modular representations of the Schur cover Ŝn. Be-
fore explaining our proof, we shall see an incarnation of Theorem 1.2 at p = 3, 5
other than RRPT. In 1926, Schur has found a PT that is duplicated as Theorem
1.5 at ℓ = k = a = 2. For a proof by bijection, see [Bre, Be1].
Theorem 1.7 ([Sc1, Satz V]). D3
PT∼ Schur3 where
Schur3 = {λ ∈ Par | λi − λi+1 ≥ 3 for 1 ≤ i < ℓ(λ) and ≥ is > when λi ∈ 3Z}.
Note D3
PT∼ T1,6 since it is easy to see Dp(= Reg2 ∩CRegp) PT∼ CReg2 ∩CRegp
for an odd p ≥ 3. Thus, Schur PT can be regarded as a mod 6 analog of RRPT
R
PT∼ T1,5. A new feature is that a subpattern avoidance appears in Schur3, namely,
shiftk3((6, 3)) for k ≥ 0 is forbidden in order that λ ∈ Parstr belongs to Schur3.
Let Sn = Aut({1, · · · , n}) be the symmetric group of n letters. For λ ∈ Par, we
can construct Z-free of finite rank ZSn-module S
λ with an Sn-invariant bilinear
form 〈, 〉 : Sλ × Sλ → Z (Specht module [Jam]). The construction gives labels:
Par(n)
∼−→ Irr(QSn), λ 7−→ Q⊗ Sλ
Regp(n)
∼−→ Irr(FpSn), λ 7−→ DλFp := (Fp ⊗ Sλ)/ rad(Fp ⊗ 〈, 〉).
(3)
Here, Irr(FSn) for a field F stands for the set of isomorphism classes of irreducible
FSn-modules. The Glaisher bijection Regp
PT∼ CRegp restricted to a prime p ≥ 2 is
an incarnation of a theorem of Brauer (see [Isa, (15.11)]).
The parameterization (3) has nice natures. For example, for a prime p ≥ 2, the p-
decomposition matrix of Sn is regularized as the form of Figure 1. There, the row is
indexed by Regp(n) lexicographically decreasing order followed by Par(n) \Regp(n)
and the column is again indexed by Regp(n) lexicographically decreasing order.
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1 O
. . .
∗ 1
∗ ∗ ∗
∗ ∗ ∗

Figure 1. Regularization of p-modular decomposition matrix of Sn
Let Ŝn be a Schur cover of Sn (see [Ste, §1]) with a short exact sequence:
1 −→ 〈z | z2 = 1〉 −→ Ŝn −→ Sn −→ 1.
In the rest, Irr(FŜn) for a field F with charF 6= 2 stands for the set of isomor-
phism classes (modulo association, see [Ste, §4], [KKT, §2.5]) of irreducible FŜn-
modules with z acting as −1. Since Schur established Irr(CŜn) ∼= Parstr(n) [Sc2],
it is natural to expect an existence of a class Schurp ⊆ Parstr such that
• Irr(FpŜn) ∼= Schurp (this implies Schurp PT∼ Dp by a version of the Brauer
theorem, see [Be2, §3]),
• the parameterization is nice, e.g., an analogous regularization result for the
p-modular decomposition matrix of Ŝn holds modulo power of 2.
Bessenrodt-Morris-Olsson showed that this is actually fulfilled for p = 3 [BMO,
Theorem 4.5]. In pursing a result for p = 5, they found a class Schur5:
Theorem 1.8 ([BMO, §5,Conjecture]=[ABO, Theorem 3.1]). D5 PT∼ Schur5 where
Schur5 is a set of strict partitions λ ∈ Parstr such that
(D1) λi−λi+2 ≥ 5 for 1 ≤ i ≤ ℓ(λ)−2 and ≥ is > when λi ∈ 5Z or λi+λi+1 ∈ 5Z,
(D2) λ does not contain any of the following subpattern where k ≥ 0
shiftk5((3, 2)), shift
k
5((11, 9, 5)), shift
k
5((10, 6, 4)), shift
k
5((11, 10, 5, 4)).
Theorem 1.8 appeared as a concluding conjecture of [BMO] with a noticeB◦4,3,3
PT∼
Schur5 via a size-preserving bijection Ω5 : B
◦
4,3,3
∼−→ Schur5. Here Ω5(λ) for
λ ∈ B◦4,3,3 is defined by replacing every occurrence of (5k, 5k) with (5k+1, 5k− 1).
Thus, Theorem 1.6 implies Theorem 1.8 and vice versa. Further, a weaker regular-
ization result analogous to [BMO, Theorem 4.5] holds (see [Be2, Theorem 3.10]).
Naturally, a definition of Schur7 was searched resulting in failure (see [ABO, Be2,
LT] for partial results). Moreover, an expectation of an existence of Schurp itself
seems to have disappeared once as explained in §1.4.
Our project started when we succeeded (at least to meet Schur7
PT∼ D7) in sin-
gling out the class Schur7 ⊆ Parstr (see Example 5.3) based on heuristics coming
from [KMPY, KOR, LT, Ols] (which we discuss elsewhere). To prove D7
PT∼ Schur7
by finitization, we have to devise a size-preserving injection “Ω−17 ”: Schur7 →֒ Par
that Image(Ω−17 ) behaves like B
◦
4,3,3 at p = 5. Looking through Schur3 due to Schur,
B◦4,3,3(
PT∼ Schur5) due to Andrews and Image(Ω−17 )(PT∼ Schur7), a definition of Sp for
general odd p ≥ 3 came up. Seeing an easy way of remembering the definition as
in Example 2.3, it is impressive that Sp does not occur in the theory of partitions.
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1.4. Modular branching rules and Kashiwara crystal theory. Lascoux-Leclerc-
Thibon-Ariki theory (see [Kle] and references therein) started from Leclerc’s obser-
vation that of Kleshchev’s modular branching rule is an A
(1)
p−1-crystal isomorphism:⊔
n≥0 Irr(FpSn)
∼= Regp(∼= B(Λ0)), λ 7→ DλFp . (4)
Here p ≥ 2 is a prime and Regp has an A(1)p−1-crystal structure through Misra-Miwa
realization [MM]. For Kashiwara crystal theory, see a review in §4.
Later, relying on a characterization of crystal due to Kashiwara-Saito [KS,
Proposition 3.2.3], Grojnowski devised a method to establish a connection between
Kashiwara’s crystal and a tower of “Hecke algebras” {Hn}n≥0 [Gro, GV]. Based
on that, Brundan-Kleshchev established a modular branching rule for Ŝn:
Theorem 1.9 ([BK1, Theorem 8.11]). The set
⊔
n≥0 Irr(FpŜn) has an A
(2)
p−1-
crystal structure (see Figure 2) that is isomorphic to B(Λ0) for an odd prime p ≥ 3.
The method does not require a detail of Irr(Hn) in advance, but starts from a
branching rule on
⊔
n≥0 Irr(Hn) in a spirit similar to Okounkov-Vershik [OV]. To
get concrete as (4), Kyoto path realization via perfect crystal [KMN21, KMN
2
2] (see
§4.6, §4.8) is used. An application affords an A(2)p−1-crystal isomorphism:⊔
n≥0 Irr(FpŜn)
∼= RPp(∼= B(Λ0))
where RPp is a set of p-strict p-restricted partitions in the sense [BK1, §9-a], namely
λ ∈ RPp def⇐⇒ λi − λi+1 ≤ p for 1 ≤ i < ℓ(λ) and ≤ is < if λi ∈ pZ.
The parameterization by RPp, proposed first in [LT, §7], is obtained by a different
method [BK2]. Moreover, through it, a certain regularization result holds [BK3].
While this story may be a reason of abandonment of searching Schurp ⊆ Parstr,
it gives us a clue to prove Theorem 1.2. What we actually prove is:
Theorem 1.10. For an odd integer p ≥ 3, the set Sp has an A(2)p−1-crystal structure:
(1) that is isomorphic to B(Λ0),
(2) |f˜iλ| = |λ|+1 if f˜iλ is defined for λ ∈ Sp, i ∈ Ip = {0, 1, · · · , h := (p+1)/2}.
The statement RPp
PT∼ Sp can be understood as a kind of transpose (or conjugate)
of Young diagram (for p = 3, this metaphor is accurate as explained in [Be1, §3]).
1.5. A definition of Schurp. Since Sp ⊆ Parp-str is not a subset of Parstr when
p 6= 3, it is not a conjectural Schurp. But by Theorem 1.2 any β : Sp−h,p+hp →֒
Par
p−h,p+h
str with a mild condition gives birth Schurp,β ⊆ Parstr such that (see §5.3)
(E1) Schurp,β
PT∼ Dp,
(E2) there exists a finite set Zp,β ⊆ Parstr such that λ ∈ Schurp,β iff λ does not
match a subpattern shiftkp(µ) for µ ∈ Zp,β and k ≥ 0.
Though the statement is purely partition theoretical, an existence of such a class
Schurp,β is non-trivial. In §5.3, we propose a definition of Schurp (i.e., a definition
of a suitable β = βp) for an odd p ≥ 3 that generalizes Schur3 and Schur5.
The class Schurp is defined based on a good behavior with respect to Kashiwara
crystal theory (which we discuss elsewhere). We expect that Schurp plays a role in
p-modular spin representation theory of Sn, e.g. a regularization theorem holds.
At least, Schurp (and Sp) is compatible with modular branching rule.
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1.6. Remarks on the proof. The proof of Theorem 1.2 (even Theorem 1.10)
shares with a spirit of categorification, in the sense through an interpretation of a
rich mathematical structure. Especially, the proof is not completely elementary.
Though the proof of Theorem 1.10 is an application of Kyoto path realization, we
would like to emphasize that the method is different from what a specialist might
imagine. In the framework, a natural way to realize an affine crystal as a subset of
Par use a perfect crystal that does not have a branching vertex in the sense [Tsu,
§1] as an ingredient. Aforementioned A(2)p−1-crystal isomorphism RPp ∼= B(Λ0) for
p = 2h+ 1 ≥ 3 is an example. However, in the proof, Kirillov-Reshetikhin perfect
crystal Bh,2 for (A
(2)
p−1)
† (see §4.7) that do have many branching vertices, fulfills all
the purpose admirably with some miracles such as Theorem 3.16.
Based on a companion result [Tsu, Corollary 6.11] to [BK1, Theorem 8.11] and a
similarity of A
(2)
2n and D
(2)
n+1 explained in [TW, §3] and [Tsu, §1], it is not unreason-
able to expect a D
(2)
n+1 analog of Theorem 1.10. A natural statement is that Parstr
has (a nice) D
(2)
n+1-crystal structure that is isomorphic to B(Λ0). It has already
appeared as [Oh, Conjecture 0.1] by a different motivation, but known to be false.
It is desirable to understand better an essence in this paper to produce an analo-
gous result for other Lie types or perfect crystals. A connection with other ideas in
a vast list of Lie theoretic proof of RR type PT (such as [ASW, LW], if given a few)
is also expected. For example, considering a relation between “A
(2)
2n RR identities”
in [GKW, Theorem 1.1] and our “A
(2)
2n Schur PT” might be a good start.
1.7. Notations and Conventions. As in the beginning, Par is the set of parti-
tions. For λ = (λ1, λ2, · · · , λℓ) ∈ Par, we define mi(λ) = |{j | λj = i}| for i ∈ Z
and ℓ(λ) = ℓ. We promise λi = 0 if i > ℓ(λ).
For a ≥ 1, an a-step shift shiftka(λ) of λ is defined as shiftka(λ) = (λ1+ka, · · · , λℓ+
ka) where k ∈ Z if λℓ + ka > 0 (we promise shiftka(∅) = ∅). When we say that
λ matches a subpattern µ = (µ1, · · · , µk) ∈ Par (or contains µ as a subpattern) if
there is some 1 ≤ i ≤ ℓ− k such that λi+j = µj for 1 ≤ j ≤ k. For a ≥ 1, we define
• Para-str, the set of a-strict partitions (i.e., mi(λ) > 1 implies i ∈ aZ≥1),
• Rega, the set of a-regular partitions (i.e., ∀i ≥ 1,mi(λ) < a),
• CRega, the set of a-class regular partitions (i.e., ∀i ≥ 1,mai(λ) = 0)
and define Parstr = Par∞-str = Reg2 to be the set of strict partitions.
Let a < b integers. For C ⊆ Par, we define Ca,b = {λ ∈ C | mi(λ) > 0 ⇒
a ≤ i ≤ b}. For λ ∈ Par, µ := λ|[a,b] ∈ Par is defined by mi(µ) = mi(λ) if
a ≤ i ≤ b and mi(µ) = 0 if otherwise. For λ ∈ Par with mi(λ) = 0⇔: i 6∈ λ (resp.
mi(λ) = 1⇔: i ∈ λ), ν := λ ⊔ {i} (resp. ν := λ \ {i}) means a partition such that
mj(ν) = mj(λ) + δij (resp. mj(ν) = mj(λ) − δij) for j ≥ 1.
The symbol ∅ is reserved for the empty partition. For a sequence (Cn)n≥1
with ∅ ∈ Cn ⊆ Par, a restricted direct product ×′n≥1Cn = · · · ×′C2×′C1 stands for
×′n≥1Cn = {(λn) ∈
∏
n≥1 Cn | ∃N > 0, ∀n > N, λn = ∅}.
1.8. Organization of the paper. In §2, we study combinatorics of the class of
partitions Sp(⊆ Parp-str) introduced in Theorem 1.2. The zigzag property in §2.3 is
a key result and based on that we put a precrystal structure on Sp in §3. Theorem
3.16 is another key result that let us accomplish the proof. Combining Kashiwara
crystal theory reviewed in §4, we prove Theorem 1.2 and Theorem 1.10 in §5.
Finally, we propose Schurp(⊆ Parstr) whose motivation was explained in §1.3.
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2. Combinatorics on Sp
2.1. Definition and routine checks. We begin by clarifying the definition of Sp.
Definition 2.1. For an odd integer p = 2h+1 ≥ 3, the subset Sp ⊆ Par consists of
λ ∈ Par with the following 5 conditions where 1 ≤ d ≤ h, 0 ≤ d′ ≤ h, k ≥ 1, k′ ≥ 0.
(S1) mi(λ) > 1 implies i ∈ pZ≥1,
(S2) λi − λi+h ≥ p for 1 ≤ i ≤ ℓ(λ)− h,
(S3)k ,d there is no i such that λi = pk + d, λi+d = pk − d,
(S4)k′,d there is no i such that λi = pk
′ + h+ d, λi+d = pk
′ + h+ 1− d,
(S5)k ,d′ there is no i such that λi = pk + p+ d
′, λi+(h+d) = pk − d′.
Remark 2.2. Definition 2.1 looks different from that in Theorem 1.2, but the same:
• the constraint λi−λi+h > p if λi ∈ pZ in (S2) is the same as ∀k ≥ 1, (S5)k,0,
• (S3)k,h, (S4)k′,h, (S5)k,h is redundant in that it follows from (S2)’.
It turns out that Definition 2.1 makes arguments easier in spite of redundancy.
Example 2.3. When p = 7, S7 is defined to be a set of λ ∈ Par7-str
• with 1 ≤ ∀i ≤ ℓ(λ)− 3, λi − λi+3 ≥ 7
• without subpattern of the form and its 7-step shifts.
(8, 6) (4, 3) (14, ∗, ∗, 7)
(9, ∗, 5) (5, ∗, 2) (15, ∗, ∗, ∗, 6)
(10, ∗, ∗, 4) (6, ∗, ∗, 1) (16, ∗, ∗, ∗, ∗, 5)
(17, ∗, ∗, ∗, ∗, ∗, 4).
Here ∗ stands for a wild card that we can fill any integer without violating 7-
strictness. As in Remark 2.2, S7 is the same thing to be a set of λ ∈ Par7-str
• with 1 ≤ ∀i ≤ ℓ(λ)− 3, λi − λi+3 ≥ 7 where ≥ is > when λi ∈ 7Z
• without subpattern of the form and its 7-step shifts.
(8, 6) (4, 3) (15, ∗, ∗, ∗, 6)
(9, ∗, 5) (5, ∗, 2) (16, ∗, ∗, ∗, ∗, 5).
Both visualizations are practical mnemonics for Sp. By a back-of-the-envelope
calculation, you can see that the forbidden subpattern listed just above is reduced to
(8, 6) (4, 3) (15, 14, ∗1, 7, 6)
(9, ∗2, 5) (5, ∗3, 2) (16, a, b, c, d, 5)
and its 7-step shifts where 7 ≤ ∗1 ≤ 13, 6 ≤ ∗2 ≤ 8, 3 ≤ ∗3 ≤ 4 and
(a, b, c, d) = (14, 13, 7, 6), (14, 13, 8, 7), (15, 14, 7, 6), (15, 14, 8, 7).
Remark 2.4. The subpattern avoidance conditions (S3), (S4), (S5) in Definition
2.1 are briefly written as: there is no 1 ≤ i < j ≤ ℓ(λ) such that
• j − i < h and λi + λj ∈ pZ, λi − λj ∈ {2(j − i), 2(j − i)− 1},
• h ≤ j − i ≤ 2h and λi + λj ∈ pZ, λi − λj = 2(j − i) + 1.
The following 3 lemmas are almost trivial, but the separation as an independent
statement makes a proof easier to grasp.
Lemma 2.5. Let 1 ≤ a < b with b−a < p. For λ ∈ Para,b, (S2)’ holds iff ℓ(λ) ≤ h.
Lemma 2.6. For λ ∈ Sp, take k ≥ 1 with pk > λ1 and define µ ∈ Par by ℓ(µ) =
ℓ(λ)(=: ℓ) and µi + λℓ(λ)+1−i = pk for all 1 ≤ i ≤ ℓ. Then, µ ∈ Sp.
Lemma 2.7. Skp−h,kp−1p = Par
kp−h,kp−1
p-str , S
kp+1,kp+h
p = Par
kp+1,kp+h
p-str for k ≥ 0.
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The class Sp ⊆ Par is not a partition ideal in the sense of [An3, §2]. Especially,
the membership decision criterion of λ ∈ Sp for λ ∈ Par cannot be written down
by inequalities of (mi(λ))i≥1 alone for p ≥ 7 (For p = 3, 5, see Theorem 1.7 and
Theorem 1.6). But a weaker closure property holds:
Lemma 2.8. For any integers a < b and λ ∈ Sp, we have λ|[a,b] ∈ Sp.
Conversely, we can investigate whether λ ∈ Sp or not locally:
Lemma 2.9. Let λ ∈ Par. If λ|[(j−1)p−h,jp+h] ∈ Sp for all j ≥ 1, then λ ∈ Sp.
(S4) and (S5) can be strengthen:
Proposition 2.10. Let λ ∈ Sp. We have
(1)
∑jp+h+d
k=jp+h+1−dmk(λ) ≤ d for 1 ≤ d ≤ h and j ≥ 0.
(2)
∑jp+p+d
k=jp−dmk(λ) ≤ h+ d for 0 ≤ d ≤ h and j ≥ 0.
Proof. We prove (1), (2) by induction on d. The base case d = 1 for (1) follows from
(S4)j,1. For 2 ≤ d ≤ h, assume (1) holds for d−1. If
∑jp+h+(d−1)
k=jp+h+1−(d−1)mk(λ) ≤ d−
2, then (1) holds for d by the p-strictness of λ. Since
∑jp+h+(d−1)
k=jp+h+1−(d−1)mk(λ) = d−1
and mjp+h+1−d(λ) = mjp+h+d(λ) = 1 violates (S4)j,d, (1) holds in this case, too.
The base case d = 0 for (2) follows from (S2)’ and (S5)j,0. Then the rest of the
argument is the same as in the proof of (1) replacing the role of (S4) with (S5). 
We note that Theorem 1.6 gives a definition of B◦p−1,h+1,h+1 explained in §1.2.
Proposition 2.11. Sp ⊆ Bp−1,h+1,h+1 (see Theorem 1.5).
Proof. (B2) follows from Lemma 2.5 and j = 0 of Proposition 2.10 (1). 
2.2. The map λ 7→ (λ+, λ−). In this subsection, we fix j ≥ 0 and put
Yj = {λ ∈ Parjp−h,jp+hp-str | ℓ(λ) ≤ h}
as an auxiliary set for constructing bijection Sjp−h,jp+hp
∼= Sjp+1,jp+hp ×Sjp−h,jp−1p .
Definition 2.12. For λ ∈ Yj, we put
ai = ai(λ) := −i+
jp+i∑
k=jp−i
mk(λ) for 0 ≤ i ≤ h,
i0 = i0(λ) := min{0 ≤ i ≤ h | ai = 0}
(5)
and define λ+ ∈ Sjp+1,jp+hp and λ− ∈ Sjp−h,jp−1p (see Lemma 2.7) by
mjp±i(λ
±) =
{
1−mjp∓i(λ) if 1 ≤ i ≤ i0
mjp±i(λ) if i0 < i ≤ h.
(6)
Note that i0(λ) exists because a0(λ) = mjp(λ) ≥ 0, ah(λ) = ℓ(λ)− h ≤ 0 and
ai(λ)− ai−1(λ) = mjp+i(λ) +mjp−i(λ) − 1 ∈ {−1, 0, 1}. (7)
Remark 2.13. Put another way, λ± are constructed by the rule:
• for 1 ≤ i ≤ i0,
◦ jp+ i ∈ λ+ and jp− i ∈ λ− if jp+ i 6∈ λ and jp− i 6∈ λ,
◦ jp+ i ∈ λ+ and jp− i 6∈ λ− if jp+ i ∈ λ and jp− i 6∈ λ,
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◦ jp+ i 6∈ λ+ and jp− i ∈ λ− if jp+ i 6∈ λ and jp− i ∈ λ,
◦ jp+ i 6∈ λ+ and jp− i 6∈ λ− if jp+ i ∈ λ and jp− i ∈ λ.
• for i0 < i ≤ h,
◦ jp+ i 6∈ λ+ and jp− i 6∈ λ− if jp+ i 6∈ λ and jp− i 6∈ λ,
◦ jp+ i ∈ λ+ and jp− i 6∈ λ− if jp+ i ∈ λ and jp− i 6∈ λ,
◦ jp+ i 6∈ λ+ and jp− i ∈ λ− if jp+ i 6∈ λ and jp− i ∈ λ,
◦ jp+ i ∈ λ+ and jp− i ∈ λ− if jp+ i ∈ λ and jp− i ∈ λ.
Proposition 2.14.
Sjp−h,jp+hp = {λ ∈ Yj | 1 ≤ ∀d ≤ h,Not(ad(λ) = 1 and ad−1(λ) = 0)}.
Proof. Note that ad(λ) ≤ 0 for 1 ≤ d ≤ h when j = 0 and S−h,hp = S1,hp = Par1,h =
Yj (see Lemma 2.7) Thus, we assume j ≥ 1 and take λ ∈ Parjp−h,jp+h. Notice
that (S4), (S5) for λ are empty, (S2)’ is equivalent to ℓ(λ) ≤ h by Lemma 2.5, and
ad(λ) = 1, ad−1(λ) = 0 violates (S3)j,d. 
Definition 2.15. For µ+ ∈ Sjp+1,jp+hp and µ− ∈ Sjp−h,jp−1p , we put
bi = bi(µ+, µ−) := −i+
jp−1∑
k=jp−i
mk(µ−) +
jp+i∑
k=jp+1
mk(µ+) for 0 ≤ i ≤ h,
j0 = j0(µ+, µ−) := min{0 ≤ i ≤ h | bi = max
0≤i′≤h
bi′}
and define Ψj(µ+, µ−) ∈ Parjp−h,jp+hp-str by
Ψj(µ+, µ−)jp±i =

bj0 if i = 0
1−mjp∓i(µ∓) if 1 ≤ i ≤ j0
mjp±i(µ±) if j0 < i ≤ h.
Of course, we can operationally describe the construction of Ψj(µ+, µ−) similar
to λ 7→ (λ+, λ−) as in Remark 2.13. This let us easily understand the composite:
Proposition 2.16. We have
(1) for λ ∈ Yj,
bi(λ
+, λ−) =

a0(λ) − ai(λ) if 0 ≤ i < i0(λ)
a0(λ) if i = i0(λ)
a0(λ) + ai(λ) if i0(λ) < i ≤ h.
(8)
(2) for µ+ ∈ Sjp+1,jp+hp and µ− ∈ Sjp−h,jp−1p ,
ai(Ψj(µ+, µ−)) =

bj0(µ+,µ−)(µ+, µ−)− bi(µ+, µ−) if 0 ≤ i < j0(µ+, µ−)(9)
0 if i = j0(µ+, µ−) (10)
bi(µ+, µ−)− bj0(µ+,µ−)(µ+, µ−) if j0(µ+, µ−) < i ≤ h.(11)
Theorem 2.17. The correspondence (see Definition 2.12)
Sjp−h,jp+hp −→ Sjp+1,jp+hp × Sjp−h,jp−1p , λ 7−→ (λ+, λ−)
is a bijection with the inverse Ψj : S
jp+1,jp+h
p × Sjp−h,jp−1p ∼−→ Sjp−h,jp+hp .
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Proof. First, we prove ν := Ψj(µ+, µ−) ∈ Sjp−h,jp+hp for µ+ ∈ Sjp+1,jp+hp , µ− ∈
Sjp−h,jp−1p . By (10),(11), we have ah(ν) = ℓ(ν) − h ≤ 0 that means ν ∈ Yj .
If we have ad(ν) = 1 (resp. ad−1(ν) = 0) for 1 ≤ d ≤ h, then we must have
d < j0(µ+, µ−) (resp. d − 1 ≥ j0(µ+, µ−)) by (9),(10),(11). Thus ν ∈ Sjp−h,jp+hp
by Proposition 2.14.
To prove µ± = ν
± for ν := Ψj(µ+, µ−) ∈ Sjp−h,jp+hp with µ+ ∈ Sjp+1,jp+hp , µ− ∈
Sjp−h,jp−1p , it is enough to prove i0(ν) = j0(µ+, µ−). This follows from (9) and (10).
To prove λ = Ψj(λ
+, λ−) for λ ∈ Sjp−h,jp+hp , it is enough to prove j0(λ+, λ−) =
i0(λ) and bj0(λ+,λ−) = a0(λ)(= mjp(λ)). For this purpose, by (8), we just need to
see ai(λ) ≤ 0 for i0(λ) < i ≤ h. Assume contrary and take the minimum instance
i0(λ) < d ≤ h with ad(λ) > 0. Then, we must have ad(λ) = 1, ad−1(λ) = 0 by (7).
Comparing with Proposition 2.14, this contradicts λ ∈ Sjp−h,jp+hp . 
In the latter half of the proof of Theorem 2.17, we have proven the following
property of the function a that will be used to prove Corollary 2.23.
Lemma 2.18. For λ ∈ Sjp−h,jp+hp , we have ai(λ) ≤ 0 whenever i0(λ) ≤ i ≤ h.
2.3. Zigzag property. The rest of this section is devoted to prove Theorem 2.19
that plays a key role in the proof of Theorem 1.2.
Theorem 2.19. For j ≥ 0 and take λ ∈ Sjp−h,jp+hp and µ ∈ S(j+1)p−h,(j+1)p+hp .
Then, µ ⊔ λ ∈ Sp if and only if µ ⊔ λ+ ∈ Sp.
Corollary 2.20. For j ≥ 1 and take λ ∈ Sjp−h,jp+hp and ν ∈ S(j−1)p−h,(j−1)p+hp .
Then, λ ⊔ ν ∈ Sp if and only if λ− ⊔ ν ∈ Sp.
Proof. Define λ′, µ ∈ Par by mi(λ′) = m2jp−i(λ),mi(µ) = m2jp−i(ν). By Lemma
2.6, λ′ ∈ Sjp−h,jp+hp and µ ∈ S(j+1)p−h,(j+1)p+hp . Since λ ⊔ ν ∈ Sp ⇔ µ ⊔ λ′ ∈ Sp
by Lemma 2.6, λ ⊔ ν ∈ Sp ⇔ µ ⊔ (λ′)+ ∈ Sp by Theorem 2.19. We easily see
i0(λ) = i0(λ
′), (λ′)± = λ∓, thus µ ⊔ (λ′)+ ∈ Sp ⇔ λ− ⊔ ν ∈ Sp by Lemma 2.6. 
Corollary 2.21. For j ≥ 1 and take λ ∈ Sjp−h,jp+hp and ν ∈ S(j−1)p−h,(j−1)p+hp .
Then, λ ⊔ ν ∈ Sp if and only if λ− ⊔ ν+ ∈ Sp.
After preparations, we shall prove Theorem 2.19 in §2.4 and §2.5.
Proposition 2.22. For j ≥ 0 and λ ∈ Sjp−h,jp+hp , we have
h∑
k=c
mjp+k(λ
+) =
{
∆+ + ac−1(λ) = ∆
− − (c− 1) if 1 ≤ c ≤ i0(λ)
∆+ = ∆− − (c− 1 + ac−1(λ)) if i0(λ) < c ≤ h.
for 1 ≤ c ≤ h where ∆+ =∑hk=cmjp+k(λ) and ∆− =∑hk=1−cmjp+k(λ).
Proof. Direct calculations using (5) and (6) in Definition 2.12. Write i0 := i0(λ).
Assume i0 < c ≤ h. Becausemjp+i(λ+) = mjp+i(λ) for i0 < i ≤ h,
∑h
k=cmjp+k(λ
+) =
∆+ is obvious. Similarly, ∆−−(c−1+ac−1(λ)) =
∑h
k=1−cmjp+k(λ)−
∑c−1
k=−(c−1)mjp+k(λ) =∑h
k=cmjp+k(λ) =
∑h
k=cmjp+k(λ
+).
Assume 1 ≤ c ≤ i0(λ). By (6),
∑h
k=cmjp+k(λ
+) = X whereX =
∑h
k=i0+1
mjp+k(λ)+∑i0
k=c(1−mjp−k(λ)). Note X = ∆+ −
∑i0
k=c(−1+mjp−k(λ) +mjp+k(λ)) = ∆+ −
(ai0(λ)−ac−1(λ)). Similarly, X = ∆−−
∑i0
k=1−cmjp+k(λ)+
∑i0
k=c(1−mjp−k(λ)) =
∆− −∑i0k=−i0 mjp+k(λ) + (i0 − c+ 1) = ∆− − (ai0(λ) + i0) + (i0 − c+ 1). 
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Corollary 2.23. In the setting of Proposition 2.22,
h∑
k=c
mjp+k(λ
+) ≥ ∆+,∆− − (c− 1).
Proof. By Lemma 2.18. 
The following is trivial, but to clarify the proof we separate it.
Lemma 2.24. For λ ∈ Par \ {∅} with λ1 ≤ x for some x ∈ Z≥1. Then for y ≤ x
and z ≥ 1, the inequality ∑xk=ymk(λ) ≥ z implies z ≤ ℓ(λ) and λz ≥ y.
2.4. Proof of µ ⊔ λ 6∈ Sp =⇒ µ ⊔ λ+ 6∈ Sp.
2.4.1. Setting. Let ν := µ ⊔ λ 6∈ Sp and ν′ := µ ⊔ λ+ ∈ Par. There are 3 possible
reasons for ν 6∈ Sp in spite of λ ∈ Sjp−h,jp+hp , µ ∈ S(j+1)p−h,(j+1)p+hp : there exist 1 ≤
a ≤ ℓ(µ) and 1 ≤ b ≤ ℓ(λ) such that (P) or (Q) or (R). Here D = (ℓ(µ)−a)+(b−1)
is the number of parts in ν between µa and λb not including them.
(P) µa − λb < p with D = h− 1,
(Q) µa = jp+ (h+ d), λb = jp+ h+ 1− d for some 1 ≤ d ≤ h with D = d− 1,
(R) µa = jp+ (p+ d), λb = jp− d for some 0 ≤ d ≤ h with D = h− 1 + d.
2.4.2. The case λb = jp+ c for some 1 ≤ c ≤ h. This case only occurs when (P) or
(Q). Clearly,
∑jp+h
k=jp+cmk(λ) = b(≥ 1). By Corollary 2.23, we have
∑jp+h
k=jp+cmk(λ
+) ≥
b. By Lemma 2.24, we get 1 ≤ b ≤ ℓ(λ+) and (λ+)b ≥ λb. In each case (P) or (Q),
we see ν′ 6∈ Sp as follows:
(P) µa − (λ+)b < p with D = h− 1 violates (S2)’ again,
(Q) µa = jp+(h+d), (λ
+)b ≥ jp+h+1−d with D = d−1 violates Proposition
2.10 (1).
2.4.3. The case λb = jp − c for some 0 ≤ c ≤ h. It only occurs when (P) or (R).
Clearly,
∑jp+h
k=jp−cmk(λ) ≥ b(≥ 1). We may assume c 6= h in each case as follows:
(P) If λb = jp− h, then µa − λb ≥ p for any jp+ h+ 1 ≤ µa(≤ jp+ p+ h),
(R) As in Remark 2.2, (S5)j,h is redundant.
Let c′ = c+1. Then 1 ≤ c′ ≤ h and by Corollary 2.23 we have∑jp+hk=jp+c′ mk(λ+) ≥
b− (c′ − 1) = b− c. We see b > c in each case as follows:
(P) Since µa ≤ jp+p−(1+c) and µℓ(µ) ≥ jp+p−h, we have ℓ(µ)−a ≤ h−(c+1).
Thus, b− 1 = D − (ℓ(µ)− a) ≥ c,
(R) By Proposition 2.14, ℓ(µ) ≤ h. Thus, b− 1 ≥ D − (h− 1) = d(= c).
By Lemma 2.24, we get (λ+)b−c ≥ jp+ (c+ 1) and in each case (P) or (R), we see
ν′ 6∈ Sp as follows. Here D′ := D − c is the number of parts in ν′ between µa and
(λ+)b−c not including them.
(P) µa ≤ jp + p − (1 + c) = jp + h + (h − c), (λ+)b−c ≥ jp + (c + 1) =
jp + h + 1 − (h − c) with D′ = h − 1 − c and 1 ≤ h − c ≤ h violates
Proposition 2.10 (1).
(R) µa = jp+ (p+ d), (λ
+)b−d ≥ jp+ (d+ 1) with D′ = h− 1 violates (S2)’.
2.5. Proof of µ ⊔ λ+ 6∈ Sp =⇒ µ ⊔ λ 6∈ Sp.
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2.5.1. Setting. Let ν := µ ⊔ λ 6∈ Sp and ν′ := µ ⊔ λ+ ∈ Par. There are 2 possible
reasons for ν′ 6∈ Sp: there exist 1 ≤ a ≤ ℓ(µ) and 1 ≤ b ≤ ℓ(λ+) such that (X) or
(Y). Here D′ = (ℓ(µ) − a) + (b − 1) is the number of parts in ν′ between µa and
(λ+)b not including them.
(X) µa − (λ+)b < p with D′ = h− 1,
(Y) µa = jp+(h+d), (λ
+)b = jp+h+1−d for some 1 ≤ d ≤ h with D′ = d−1,
We write (λ+)b = jp+ c for some 1 ≤ c ≤ h. Clearly,
∑jp+h
k=jp+cmk(λ
+) = b ≥ 1.
2.5.2. The case i0(λ) < c. This case is trivial since λb = (λ
+)b by definition.
2.5.3. The case 1 ≤ c ≤ i0(λ). By Proposition 2.22,
∑jp+h
k=jp+1−cmk(λ) = b+(c−1),
thus we get λb+c−1 ≥ jp+ 1 − c by Lemma 2.24. In each case (X) or (Y), we see
ν 6∈ Sp as follows. Here D := D′ + (c − 1) is the number of parts in ν between µa
and (λ+)b+c−1 not including them.
(X) µa ≤ jp+p+(c−1), λb+c−1 ≥ jp−(c−1) with D = (h−1)+(c−1) = h+c−2
violates Proposition 2.10 (2).
(Y) µa = jp+(h+ d), λb+h−d ≥ jp− (h− d) with D = (d− 1)+ (h− d) = h− 1
violates (S2)’.
3. Precrystal structures on Sp
Kashiwara’s crystal (see §4.4) is a Lie-theoretic object. In this section, we con-
sider a toy model of it whose definition is free from Lie theory.
3.1. A category of precrystals. Let Pfn be the category of sets and partial
functions, namely a correspondence that is defined on a subset of a domain. We
denote by Set∗ the coslice category of Set over a singleton {∗}, i.e., the category
of sets with basepoint and basepoint-preserving maps. A functor C : Pfn −→ Set∗
whose assignments on object A ∈ Pfn is C(A) = (A ⊔ {0},0) and
C(f : A→ B) : (A ⊔ {0},0) −→ (B ⊔ {0},0)
a 7−→
{
f(a) if a ∈ A and f(a) is defined
0 if otherwise
on morphism f ∈ HomPfn(A,B) affords a category equivalence C : Pfn ∼−→ Set∗ [Lei,
Exercise 2.3.12]. We fix one more functor C′ : Set→ Set∗, a left adjoint of the for-
getful functor. We may take C′ = C|Set regarding Set as a subcategory of Pfn.
Definition 3.1 ([KMN22, pp.500]). For a set I, an I-precrystal structure on a set
B is a data of Kashiwara operators e˜i, f˜i ∈ HomPfn(B,B) for i ∈ I such that
(1) for any b ∈ B, both of the following take finite values:
εi(b) := sup{n ≥ 0 | (Ce˜i)n(b) 6= 0},
ϕi(b) := sup{n ≥ 0 | (Cf˜i)n(b) 6= 0},
(2) e˜i and f˜i are pseudo-inverse in the sense: ∀b, ∀b′ ∈ B, e˜ib = b′ ⇔ b = f˜ib′.
Remark 3.2. A crystal graph CG(B) of an I-precrystal B is an I-colored directed
graph whose vertex set is B and an adjacent relation b
i→ b′ (meaning that there is
an i-colored directed edge from b to b′) iff f˜ib = b
′ where i ∈ I, b, b′ ∈ B. Obviously,
I-precrystal structure can be recovered from the crystal graph.
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We usually omit the index set I when it is clear from the context. Precrystals
form a category by declaring that a morphism between (B; (e˜i)i∈I , (f˜i)i∈I) and
(B′; I, (e˜′i)i∈I , (f˜
′
i)i∈I) is a map g : B → B′ such that
C(e˜′i) ◦ C′(g) = C′(g) ◦ C(e˜i), C(f˜ ′i) ◦ C′(g) = C′(g) ◦ C(f˜i)
for all i ∈ I. While this definition of morphism is too naive to be useful in Kashiwara
crystal theory (see [Ka1, Remarque 4.2.1]), it fulfills our purpose.
3.2. The tensor product rule. The category of I-precrystals is a strict monoidal
category with a unit precrystal {•} where e˜i• = 0 = f˜i• for all i ∈ I.
Definition 3.3 ([Ka1, Definition 2.3.2]). Given 2 precrystals (B1; (e˜1,i)i∈I , (f˜1,i)i∈I)
and (B2; (e˜2,i)i∈I , (f˜2,i)i∈I), we denote by B1 ⊗B2 = B1 ×B2 the precrystal whose
Kashiwara operators are defined according to the tensor product rule:
C(e˜i)(b1 ⊗ b2) =
{
(C(e˜1,i)b1)⊗ b2 if ϕi(b1) ≥ εi(b2)
b1 ⊗ (C(e˜2,i)b2) if ϕi(b1) < εi(b2),
C(f˜i)(b1 ⊗ b2) =
{
(C(f˜1,i)b1)⊗ b2 if ϕi(b1) > εi(b2)
b1 ⊗ (C(f˜2,i)b2) if ϕi(b1) ≤ εi(b2).
Here b1⊗ b2 means (b1, b2) ∈ B1×B2 and 0 = 0⊗ b2 = b1⊗0 for b1 ∈ B1, b2 ∈ B2.
Although we have B ⊗B′ 6∼= B′ ⊗B in general, the associativity holds.
Proposition 3.4 ([Ka1, Proposition 2.3.3]). For precrystals B1, B2, B3, a bijection
(B1 ⊗B2)⊗B3 −→ B1 ⊗ (B2 ⊗B3), (b1 ⊗ b2)⊗ b3 7−→ b1 ⊗ (b2 ⊗ b3)
is an isomorphism of precrystals.
Actually, for precrystals B1, · · · , Bm and b = b1 ⊗ · · · ⊗ bm ∈ B1 ⊗ · · · ⊗Bm, we
can see that (see [KN, §2.1] and [Ka1, §2.3])
εi(b) = max{εi,k := εi(bk)−
∑
1≤µ<k
(ϕi(bµ)− εi(bµ)) | 1 ≤ k ≤ m},
ϕi(b) = max{ϕi,k := ϕi(bk) +
∑
k<µ≤m
(ϕi(bµ)− εi(bµ)) | 1 ≤ k ≤ m},
e˜ib = b1 ⊗ · · · ⊗ (e˜ibke)⊗ · · · ⊗ bm,
f˜ib = b1 ⊗ · · · ⊗ (f˜ibkf )⊗ · · · ⊗ bm
(12)
where ke (resp. kf ) is the smallest (resp. largest) 1 ≤ k ≤ m such that εi(b) =
εi,k(⇔ ϕi(b) = ϕi,k) if exists and C(e˜i)b = 0 (resp. C(f˜i)b = 0) otherwise.
Remark 3.5. There is an algorithmistic translation of the tensor product rule.
Given b := b1 ⊗ · · · ⊗ bn ∈ B1 ⊗ · · · ⊗Bn, write a ±-sequence (the i-signature of b)
− · · ·−︸ ︷︷ ︸
ϕi(b1)
+ · · ·+︸ ︷︷ ︸
εi(b1)
· · · − · · ·−︸ ︷︷ ︸
ϕi(bn)
+ · · ·+︸ ︷︷ ︸
εi(bn)
.
Then, we obtain the reduced i-signature of b by deleting every occurrence of a pair
+−. It is of the form − · · ·−︸ ︷︷ ︸
εi(b)
+ · · ·+︸ ︷︷ ︸
ϕi(b)
and ke (resp. kf ) corresponds to the right
(resp. left) most − (resp. +) if any (see [KN, §2.1]).
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Remark 3.6. For a sequence (Bn, bn)n≥0 of pairs of precrystal Bn and an element
bn ∈ Bn with certain conditions (e.g., all Bn and bn are equal with ∀i ∈ I, ϕi(bn) =
εi(bn)), we can form an infinite tensor product ⊗′n≥1(Bn, bn) on
{x = (xn)n≥0 ∈
∏
n≥0
Bn | ∃N ≥ 0, ∀n > N, xn = bn}
by a similar formula (12) above (e.g., see [Ka1, §7.2]). We denote (xn)n≥0 in
⊗′n≥1(Bn, bn) by · · · ⊗ xn ⊗ · · · ⊗ x2 ⊗ x1.
3.3. Precrystals structures on S
(j−1)p+1,jp−1
p . Throughout the paper, we put
Ip = {0, · · · , h}, I◦p = {0, · · · , h− 1} (13)
for an odd integer p = 2h+ 1 ≥ 3.
Definition 3.7. For j ≥ 0, we put an I◦p -precrystal structure on Sjp+1,jp+hp by
C(e˜0)λ =
{
λ \ {jp+ 1} if jp+ 1 ∈ λ
0 if otherwise,
C(e˜i)λ =
{
λ \ {jp+ i+ 1} ⊔ {jp+ i} if jp+ i 6∈ λ and jp+ i+ 1 ∈ λ
0 if otherwise,
C(f˜0)λ =
{
λ ⊔ {jp+ 1} if jp+ 1 6∈ λ
0 if otherwise,
C(f˜i)λ =
{
λ \ {jp+ i} ⊔ {jp+ i+ 1} if jp+ i ∈ λ and jp+ i+ 1 6∈ λ
0 if otherwise
where 1 ≤ i ≤ h− 1 and λ ∈ Sjp+1,jp+hp .
Definition 3.8. For j ≥ 1, we put an I◦p -precrystal structure on Sjp−h,jp−1p by
C(e˜0)λ =
{
λ ⊔ {jp− 1} if jp− 1 6∈ λ
0 if otherwise,
C(e˜i)λ =
{
λ \ {jp− i} ⊔ {jp− (i+ 1)} if jp− i ∈ λ and jp− (i+ 1) 6∈ λ
0 if otherwise,
C(f˜0)λ =
{
λ \ {jp− 1} if jp− 1 ∈ λ
0 if otherwise,
C(f˜i)λ =
{
λ \ {jp− (i+ 1)} ⊔ {jp− i} if jp− i 6∈ λ and jp− (i+ 1) ∈ λ
0 if otherwise,
where 1 ≤ i ≤ h− 1 and λ ∈ Sjp−h,jp−1p .
By Definition 3.3, we get an I◦p -precrytal S
jp−h,jp−1
p ⊗ S(j−1)p+1,(j−1)p+hp . Note
S(j−1)p+1,jp−1p = {λ ∈ Par(j−1)p+1,jp−1str | ℓ(λ) ≤ h, 1 ≤ ∀d ≤ h, (S4)j−1,d}. (14)
Proposition 3.9. Let j ≥ 1 and λ ∈ S(j−1)p+1,jp−1p with µ := λ|[jp−h,jp−1], ν :=
λ|[(j−1)p+1,(j−1)p+h]. For i ∈ I◦p , if µ′ ⊗ ν′ = f˜i(µ ⊗ ν) for µ′ ∈ Sjp−h,jp−1p , ν ∈
S
(j−1)p+1,(j−1)p+h
p (i.e., C(f˜i)(µ⊗ ν) 6= 0), then λ′ := µ′ ⊔ ν′ ∈ S(j−1)p+1,jp−1p .
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Proof. First, note that for 1 ≤ i < h, we have
jp− (i + 1) = (j − 1)p+ h+ (h− i), (15)
jp− i = (j − 1)p+ h+ (h+ 1− i), (16)
(j − 1)p+ (i + 1) = (j − 1)p+ h+ 1− (h− i), (17)
(j − 1)p+ i = (j − 1)p+ h+ 1− (h+ 1− i). (18)
Concerning εi(µ), ϕi(µ), εi(ν), ϕi(ν) ∈ {0, 1}, C(f˜i)(µ ⊗ ν) 6= 0 is divided into 4
cases. In each case we see λ′ ∈ S(j−1)p+1,jp−1p as follows:
• i = 0 and ϕ0(µ) = 1, ε0(ν) = 0, i.e., jp− 1 ∈ µ, (j − 1)p+ 1 6∈ ν. This case
µ′ = µ \ {jp− 1}, ν′ = ν and thus λ′ ∈ S(j−1)p+1,jp−1p by Lemma 2.8.
• i = 0 and ϕ0(µ) = 0, ϕ0(ν) = 1, i.e., jp − 1 6∈ µ, (j − 1)p + 1 6∈ ν. This
case µ′ = µ, ν′ = ν ⊔ {(j − 1)p + 1}. Since jp − 1 6∈ µ, (S4)j−1,h holds
for λ′. Thus, it suffices to prove ℓ(λ′) ≤ h. In fact, ℓ(λ′) > h implies∑jp−2
k=(j−1)p+2mk(λ) ≥ h. It violates Proposition 2.10 (1) noting (16), (18).
• 1 ≤ i < h and ϕi(µ) = 1, εi(ν) = 0, i.e., jp − i 6∈ µ, jp − (i + 1) ∈ µ and
Not((j − 1)p + i 6∈ ν, (j − 1)p + (i + 1) ∈ ν). This case µ′ = µ \ {jp −
(i+ 1)} ⊔ {jp− i}, ν′ = ν. Noting (16), it is enough to show (S4)j−1,h+1−i
holds for λ′. Assume contrary,
∑jp−(i+1)
k=(j−1)p+(i+1)mk(λ
′) = h − i. Thus,∑jp−(i+1)
k=(j−1)p+(i+1)mk(λ) = h+ 1− i which contradicts Proposition 2.10 (1).
• 1 ≤ i < h and ϕi(µ) = 0, ϕi(ν) = 1, i.e., Not(jp − i 6∈ µ, jp− (i + 1) ∈ µ)
and (j − 1)p + i ∈ ν, (j − 1)p + (i + 1) 6∈ ν. This case µ′ = µ, ν′ =
ν \ {(j − 1)p+ i} ⊔ {(j − 1)p+ (i+ 1)}. Noting (17), it is enough to show
(S4)j−1,h−i holds for λ
′. Assume contrary, i.e.,
∑jp−(i+2)
k=(j−1)p+(i+2)mk(λ
′) =
h− 1− i and mjp−(i+1)(µ) = 1. Note that mjp−i(µ) = 1 follows and thus,∑jp−(i+1)
k=(j−1)p+(i+1)mk(λ) = h− i. It means (S4)j−1,h+1−i is violated for λ.

Similarly, we get a e˜i version of Proposition 3.9. We do not duplicate a proof.
Corollary 3.10. For j ≥ 1, we have an Ip-precrystal S(j−1)p+1,jp−1p such that
(1) the obvious injection is an I◦p -precrystal morphism
S(j−1)p+1,jp−1p −֒→ Sjp−h,jp−1p ⊗ S(j−1)p+1,(j−1)p+hp
λ 7−→ λ|[jp−h,jp−1] ⊗ λ|[(j−1)p+1,(j−1)p+h],
(2) e˜h and f˜h are given by:
C(e˜h)λ =
{
λ \ {jp− h} ⊔ {(j − 1)p+ h} if (j − 1)p+ h 6∈ λ and jp− h ∈ λ
0 if otherwise,
C(f˜h)λ =
{
λ \ {(j − 1)p+ h} ⊔ {jp− h} if (j − 1)p+ h ∈ λ and jp− h 6∈ λ
0 if otherwise.
Proof. Proposition 3.9 and its e˜i version imply (1). To prove (2), we need to
show λ′ := f˜hλ ∈ S(j−1)p+1,jp−1p (resp. λ′ := e˜hλ ∈ S(j−1)p+1,jp−1p ) for λ ∈
S
(j−1)p+1,jp−1
p with (j− 1)p+h ∈ λ, jp−h 6∈ λ (resp. (j− 1)p+h 6∈ λ, jp−h ∈ λ).
For this purpose, by (14) we just check (S4)j−1,1 holds for λ
′ that is trivial. 
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3.4. A behavior of Kashiwara operators. Though we do not yet know a clear
conceptual understanding why it holds, Proposition 3.11 that is responsible for
Theorem 3.16 is a key result for proof of Theorem 1.2.
Proposition 3.11. Let j ≥ 1 and assume f˜i(λ ⊗ µ) = λ′ ⊗ µ′ for i ∈ I◦p with
λ, λ′ ∈ Sjp+1,jp+hp , µ, µ′ ∈ Sjp−h,jp−1p . Then, |Ψj(λ′, µ′)| = |Ψj(λ, µ)|+ 1.
Proof. As in proof of Proposition 3.9, C(f˜i)(λ ⊗ µ) 6= 0 is divided into 4 cases:
(1) i = 0 and ϕ0(λ) = 1, ε0(µ) = 0, i.e., jp + 1 6∈ λ, jp − 1 ∈ µ. This case
λ′ = λ ⊔ {jp+ 1}, µ′ = µ.
(2) i = 0 and ϕ0(λ) = 0, ϕ0(µ) = 1, i.e., jp + 1 ∈ λ, jp − 1 ∈ µ. This case
λ′ = λ, µ′ = µ \ {jp− 1}.
(3) 1 ≤ i < h and ϕi(λ) = 1, εi(µ) = 0, i.e., jp + i ∈ λ, jp + (i + 1) 6∈ λ and
Not(jp−i ∈ µ, jp−(i+1) 6∈ µ). This case λ′ = λ\{jp+i}⊔{jp+i+1}, µ′ = µ.
(4) 1 ≤ i < h and ϕi(λ) = 0, ϕi(µ) = 1, i.e., Not(jp+i ∈ λ, jp+(i+1) 6∈ λ) and
jp−i 6∈ µ, jp−(i+1) ∈ µ. This case λ′ = λ, µ′ = µ\{jp−(i+1)}⊔{jp−i}.
In each case, we see the claim holds as in §3.4.1,§3.4.2,§3.4.3,§3.4.4. 
In the following, we define bi = bi(λ, µ), b
′
i = bi(λ
′, µ′) for 0 ≤ i ≤ h and j0 =
j0(λ, µ), j
′
0 = j
′
0(λ
′, µ′), b = bj0 , b
′ = b′j′
0
, νk = mjp+k(Ψj(λ, µ)), ν
′
k = mjp+k(Ψj(λ
′, µ′))
for −h ≤ k ≤ h. We need to show that∑h
k=−hkν
′
k −
∑h
k=−hkνk = 1 and
∑h
k=−hν
′
k =
∑h
k=−hνk
that is achieved as follows. Note that νk = ν
′
k for k 6∈ {0, 1,−1} (resp. k 6∈
{0, i, i+1,−i,−(i+1)}) in §3.4.1,§3.4.2 (resp. §3.4.3,§3.4.4). Also note that bk = b′k
for k < i in §3.4.3,§3.4.4.
3.4.1. Proof in case (1). Since b′k = bk + 1 for k ≥ 1 and b1 = 0, we consider
• b = 0. This case b′ = 1, j0 = 0, j′0 = 1,
• b ≥ 1. This case b′ = b+ 1, j0 = j′0 ≥ 2.
In each case, ν′0 = ν0 + 1, ν1 = 0, ν−1 = 1, ν
′
1 = 0, ν
′
−1 = 0.
3.4.2. Proof in case (2). Since b′k = bk − 1 for k ≥ 1 and b1 = 1, we consider
• b = 1. This case b′ = 0, j0 = 1, j′0 = 0,
• b ≥ 2. This case b′ = b− 1, j0 = j′0 ≥ 2.
In each case, ν′0 = ν0 − 1, ν1 = 0, ν−1 = 0, ν′1 = 1, ν′−1 = 0.
3.4.3. Proof in case (3). Let x = bi−1 = b
′
i−1. We divide (3) into 3 cases:
• jp − i 6∈ µ, jp − (i + 1) ∈ µ. Note νi = 1, ν−i = 0, νi+1 = 0, ν−(i+1) = 1.
Since b′i = x− 1, bi = bi+1 = b′i+1 = x, bk = b′k for k > i+ 1, we consider
◦ j0 = j′0 < i, b = b′ ≥ x. This case ν′0 = ν0, ν±i = 0, ν±(i+1) = 1.
◦ j0 = j′0 > i+1, b = b′ ≥ x+1. This case ν′0 = ν0, ν±i = 1, ν±(i+1) = 0.
• jp − i 6∈ µ, jp − (i + 1) 6∈ µ. Note νi = 1, ν−i = 0, ν′i+1 = 1, ν′−(i+1) = 0.
Since bi = x, b
′
i = bi+1 = b
′
i+1 = x− 1, bk = b′k for k > i+ 1, we consider
◦ j0 = j′0 < i, b = b′ ≥ x. This case ν′0 = ν0, ν±(i+1) = 0, ν′±i = 0.
◦ j0 = j′0 > i+1, b = b′ ≥ x+1. This case ν′0 = ν0, ν±(i+1) = 1, ν′±i = 1.
• jp − i ∈ µ, jp − (i + 1) ∈ µ. Note νi+1 = 0, ν−(i+1) = 1, ν′i = 0, ν′−i = 1.
Since b′i = x, bi = bi+1 = b
′
i+1 = x+ 1, bk = b
′
k for k > i+ 1, we consider
◦ j0 = j′0 < i, b = b′ ≥ x+ 1. This case ν′0 = ν0, ν±i = 1, ν′±(i+1) = 1.
◦ j0 = j′0 > i+1, b = b′ ≥ x+2. This case ν′0 = ν0, ν±i = 0, ν′±(i+1) = 0.
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◦ b = b′ = x+1, j0 = i, j′0 = i+1. This case ν′0 = ν0, ν±i = 0, ν′±(i+1) = 0.
3.4.4. Proof in case (4). Let x = bi−1 = b
′
i−1. We divide (4) into 3 cases:
• jp + i 6∈ λ, jp + (i + 1) ∈ λ. Note ν′i = 0, ν′−i = 1, ν′i+1 = 1, ν′−(i+1) = 0.
Since bi = x− 1, b′i = bi+1 = b′i+1 = x, bk = b′k for k > i+ 1, we consider
◦ j0 = j′0 < i, b = b′ ≥ x. This case ν′0 = ν0, ν±i = 0, ν±(i+1) = 1.
◦ j0 = j′0 > i+1, b = b′ ≥ x+1. This case ν′0 = ν0, ν±i = 1, ν±(i+1) = 0.
• jp + i 6∈ λ, jp + (i + 1) 6∈ λ. Note νi+1 = 0, ν−(i+1) = 1, ν′i = 0, ν′−i = 1.
Since b′i = x, bi = bi+1 = b
′
i+1 = x− 1, bk = b′k for k > i+ 1, we consider
◦ j0 = j′0 < i, b = b′ ≥ x. This case ν′0 = ν0, ν±i = 0, ν′±(i+1) = 0.
◦ j0 = j′0 > i+1, b = b′ ≥ x+1. This case ν′0 = ν0, ν±i = 1, ν′±(i+1) = 1.
• jp + i ∈ λ, jp + (i + 1) ∈ λ. Note νi = 1, ν−i = 0, ν′i+1 = 1, ν′−(i+1) = 0.
Since bi = x, b
′
i = bi+1 = b
′
i+1 = x+ 1, bk = b
′
k for k > i+ 1, we consider
◦ j0 = j′0 < i, b = b′ ≥ x+ 1. This case ν′0 = ν0, ν±(i+1) = 1, ν′±i = 1.
◦ j0 = j′0 > i+1, b = b′ ≥ x+2. This case ν′0 = ν0, ν±(i+1) = 0, ν′±i = 0.
◦ b = b′ = x+1, j0 = i+1, j′0 = i. This case ν′0 = ν0, ν±(i+1) = 0, ν′±i = 0.
3.5. Precrystal structures via zigzag property. Define an obvious injection
resp : Sp −֒→ · · ·×′S2p−h,2p+hp ×′Sp−h,p+hp ×′S1,hp , λ 7−→ (· · · , λ(2), λ(1), λ(0))
by λ(j) := λ|[jp−h,jp+h] for j ≥ 0. By the map in §2.2, we also define a bijection
zzp : · · · ×′S2p−h,2p+hp ×′Sp−h,p+hp ×′S1,hp
∼−→ · · ·×′S2p+1,2p+hp ×′S2p−h,2p−1p ×′Sp+1,p+hp ×′Sp−h,p−1p ×′S1,hp
(· · · , µ(2), µ(1), µ(0)) 7−→ (· · · , (µ(2))+, (µ(2))−, (µ(1))+, (µ(1))−, µ(0)).
Lemma 3.12. Let zzp(resp(λ)) = (· · · , (λ(2))+, (λ(2))−, (λ(1))+, (λ(1))−, λ(0)) for
λ ∈ Sp. Then, (λ(j))− ⊔ (λ(j−1))+ ∈ Sp for all j ≥ 1.
Proof. Apply Corollary 2.21 for λ(j) ⊔ λ(j−1) = λ|[(j−1)p−h,jp+h] noting λ(0) =
(λ(0))+. The right hand side belongs to Sp by Lemma 2.8. 
Lemma 3.13. Let µ = (· · · , µ(2)> , µ(2)< , µ(1)> , µ(1)< , µ(0)> ) where µ(k)> ∈ Skp+1,kp+hp , µ(j)< ∈
Sjp−h,jp−1p , j ≥ 1, k ≥ 0. If µ(j)< ⊔ µ(j−1)> ∈ Sp for all j ≥ 1, then µ ∈ Image(zzp ◦ resp).
Proof. Put ν = · · · ⊔ ν(1) ⊔ ν(0) ∈ Par where ν(0) = µ(0)> = Ψ0(µ(0)> ,∅) and ν(j) =
Ψj(µ
(j)
> , µ
(j)
< ) for j ≥ 1. Since ν|[(j−1)p−h,jp+h] = ν(j) ⊔ ν(j−1) ∈ Sp follows from
µ
(j)
< ⊔ µ(j−1)> ∈ Sp and Corollary 2.21, we get ν ∈ Sp by Lemma 2.9. Now µ =
zzp(resp(ν)) by Theorem 2.17. 
Corollary 3.14. Let us define another obvious injection
res′p : ×′j≥1S(j−1)p+1,jp−1p −֒→ ×′j≥1(Sjp−h,jp−1p × S(j−1)p+1,(j−1)p+hp )
(ν(j))j≥1 7−→ (ν(j)< , ν(j−1)> )j≥1
by ν
(j)
< := ν
(j)|[jp−h,jp−1], ν(j−1)> := ν(j)|[(j−1)p+1,(j−1)p+h].
(1) we have Image(res′p) = Image(zzp ◦ resp).
(2) the following map is well-defined and is a bijection.
(res′p)
−1 ◦ zzp ◦ resp : Sp −→ ×′j≥1S(j−1)p+1,jp−1p
17
Proof. (1) follows from Lemma 3.12 and Lemma 3.13. Now (2) is trivial. 
Corollary 3.15. There is a unique Ip-precrystal structure on Sp characterized by:
(1) for i ∈ I◦p (see Definition 3.7 and Definition 3.8),
C(f˜i)λ = (C
′(zzp ◦ resp))−1C(f˜i)(· · · ⊗ ((λ(2))+ ⊗ (λ(2))−)⊗ ((λ(1))+ ⊗ (λ(1))−)⊗ λ(0))
(2) for i = h (see Corollary 3.10 (2)),
C(f˜h)λ = (C
′(zzp ◦ resp))−1C(f˜h)(· · · ⊗ ((λ(2))− ⊗ (λ(1))+)⊗ ((λ(1))− ⊗ λ(0)))
where λ ∈ Sp and zzp(resp(λ)) = (· · · , (λ(2))+, (λ(2))−, (λ(1))+, (λ(1))−, λ(0)). For
an infinite tensor product of precrystals, see Remark 3.6.
Proof. As in Remark 3.6, ×′j≥1S(j−1)p+1,jp−1p has a precrystal structure since each
S
(j−1)p+1,jp−1
p has as in Corollary 3.10. Thus, Sp gets precrystal structure from
⊗′j≥1S(j−1)p+1,jp−1p . The description (1), (2) of f˜i follows from Proposition 3.4. 
Since both Sp and ×′j≥1S(j−1)p+1,jp−1p are countably infinite sets, Sp must have
a precrystal structure imported from ⊗′j≥1S(j−1)p+1,jp−1p by any bijection. Our
precrystal structure is particularly nice in the following sense.
Theorem 3.16. For λ ∈ Sp and i ∈ Ip with C(f˜i)λ 6= 0. Then, |f˜iλ| = |λ|+ 1.
Proof. For i ∈ I◦p , the claim follows from Proposition 3.11 and Corollary 3.15 (1).
Put zzp(resp(λ)) = (· · · , (λ(2))+, (λ(2))−, (λ(1))+, (λ(1))−, λ(0)). Assume in
f˜h(· · · ⊗ ((λ(2))− ⊗ (λ(1))+)⊗ ((λ(1))− ⊗ λ(0))),
f˜h is applied to (λ
(j))− ⊗ (λ(j−1))+ where j ≥ 1 (note λ(0) = (λ(0))+). Especially,
we have f˜h((λ
(j))− ⊗ (λ(j−1))+) = µ ⊗ ν where µ = (λ(j))− ⊔ {jp − h} and ν =
(λ(j−1))+ \ {(j − 1)p+ h}. To prove the statement for i = h, it is enough to show
Ψj((λ
(j))+, µ) = Ψj((λ
(j))+, (λ(j))−) ⊔ {jp− h},
Ψj(ν, (λ
(j−1))−) = Ψj−1((λ
(j−1))+, (λ(j−1))−) \ {(j − 1)p+ h}.
For this purpose, it is enough to show that (see Definition 2.15)
i0((λ
(j))+, µ) = i0((λ
(j))+, (λ(j))−) < h, (19)
i0(ν, (λ
(j−1))−) = i0((λ
(j−1))+, (λ(j−1))−) < h.. (20)
Here we are assuming j ≥ 2 when proving (20). Now (19) (resp. (20)) follows from
mjp+h((λ
(j))+) = 0 (resp. m(j−1)p−h((λ
(j−1))−) = 0) that is shown as follows
Assumemjp+h((λ
(j))+) = 1 (resp. m(j−1)p−h((λ
(j−1))−) = 1). Ifm(j+1)p−h((λ
(j+1))−) =
0 (resp. m(j−2)p+h((λ
(j−2))+) = 0), then it contradicts the assumption that f˜h is
applied to (λ(j))− ⊗ (λ(j−1))+ (see Remark 3.5). If m(j+1)p−h((λ(j+1))−) = 1
(resp. m(j−2)p+h((λ
(j−2))+) = 1), then it contradicts (λ(j+1))− ⊔ (λ(j))+ ∈ Sp
(resp. (λ(j−1))− ⊔ (λ(j−2))+ ∈ Sp) because (S4)j,1 (resp. (S4)j−2,1) is violated. 
4. Kashiwara crystal theory
We recall necessary Lie theory for proof of Theorem 1.10, but basically we as-
sume that readers are familiar with Kac-Moody Lie algebras, quantum groups and
Kashiwara crystal theory ([Kac], [Lus], [Ka1] are standard references).
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4.1. Quantum groups. Let A = (aij)i,j∈I be a GCM, i.e.,
(1) aii = 2 for i ∈ I,
(2) aij ≤ 0 and aij = 0⇔ aji = 0 for i 6= j ∈ I,
(3) there exists (di)i∈I ∈ ZI≥1 such that gcd(di | i ∈ I) = 1 and diaij = djaji
for i, j ∈ I.
For a GCM A, we fix a Cartan data for A that is a 4-tuple (P, P∨,Π,Π∨) with
(1) P is a free Z-module of rank 2|I| − rankA and P∨ = HomZ(P,Z),
(2) Π = {αi | i ∈ I} are Z-linearly independent elements in P ,
(3) Π∨ = {hi | i ∈ I} are Z-linearly independent elements in P∨,
(4) aij = αj(hi) for i, j ∈ I.
We denote by 〈, 〉 : P∨ × P → Z the canonical pairing.
Definition 4.1 ([Ka1, Definition 3.1.1]). The quantum group Uq = Uq(A) associ-
ated to A is defined to be a unital associative Q(q)-algebra generated by {qh, ei, fi |
h ∈ P∨, i ∈ I} that has defining relations:
• q0 = 1 and qhqh′ = qh+h′ for h, h′ ∈ P∨,
• qheiq−h = q〈h,αi〉ei and qhfiq−h = q−〈h,αi〉fi for h ∈ P∨ and i ∈ I,
• eifj − fjqi = δij Ki−K
−1
i
qi−q
−1
i
for i, j ∈ I where Ki := qdihi and qi := qdi ,
• ∑1−aijk=0 e(1−aij−k)i eje(k)i =∑1−aijk=0 f (1−aij−k)i fjf (k)i = 0 for i 6= j ∈ I where
e
(n)
i := e
n/[n]di, f
(n)
i := f
n/[n]di are divided powers.
Here [n]m! :=
∏n
j=1[j]m for n ≥ 0,m ≥ 1 is the quantum factorial via the quantum
integer [a]b := (q
ab − q−ab)/(qb − q−b) for a, b ≥ 1.
For i ∈ I, we define Uq,i to be a Q(q)-subalgebra of Uq generated by {ei, fi,K±1i }.
4.2. Kashiwara operators.
Definition 4.2 ([Ka1, Definition 3.3.1]). A Uq-module M is integrable if
(1) M has a weight space decomposition M =
⊕
ν∈P Mν where
Mν = {m ∈M | ∀h ∈ P∨, qhm = q〈h,ν〉m} and dimQ(q)Mν < +∞.
(2) ei and fi act locally finite on M , i.e., ∀m ∈M, dimQ(q) Uq,im < +∞.
Let M be an integrable Uq-module. Thanks to the theory of integrable Uq(sl2)-
modules, each weight vector v ∈ Mλ decomposes as v =
∑
n≥max{0,−〈hi,λ〉}
f
(n)
i vn
where λ ∈ P and vn ∈ Ker ei ∩Mλ+nαi (see [Ka1, Lemme 2.2.2]). This allows us
to define endomorphisms e˜i, f˜i ∈ EndQ(q)(M) (known as Kashiwara operators) by
declaring e˜iv =
∑
n≥max{1,−〈hi,λ〉}
f
(n−1)
i vn and f˜iv =
∑
n≥max{0,−〈hi,λ〉}
f
(n+1)
i vn.
4.3. Crystal bases. Let A be the subring of Q(q) consisting of rational functions
regular at q = 0, i.e., a localization of the ring Q[q] at a prime ideal (q).
Definition 4.3 ([Ka2, Definition 2.3.1]). A crystal base of an integrable Uq-module
M is a pair (L,B) such that
(1) L is a free A-submodule of M with M ∼= Q(q)⊗A L,
(2) B is a Q-basis of L/qL,
(3) e˜iL ⊆ L, f˜iL ⊆ L and e˜iB ⊆ B ⊔ {0}, f˜iB ⊆ B ⊔ {0} for all i ∈ I,
(4) L =
⊕
λ∈P Lλ, B =
⊔
λ∈P Bλ where Lλ = L ∩Mλ, Bλ = B ∩ (Lλ/qLλ).
(5) b′ = f˜ib if and only if b = e˜ib
′ for b, b′ ∈ B.
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Let Oqint be a full subcategory of all Uq-modules consisting of integrable module
M with a finiteness condition on weights:
there exists a finite number of λ1, · · · , λs ∈ P such that Mν 6= 0
for ν ∈ P implies λt − ν ∈ Q+ :=
⊕
i∈I Z≥0αi for some 1 ≤ t ≤ s.
It is known (see [Lus, §6]) that Oqint is a semisimple category with simple objects
Irr(Oqint) = {V q(λ) := Uq/K(λ) | λ ∈ P+} where
P+ = {λ ∈ P | ∀i ∈ I, 〈hi, λ〉 ≥ 0}, (21)
K(λ) =
∑
i∈I
Uqei +
∑
i∈I
Uq(q
h − q〈hi,λ〉 · 1) +
∑
i∈I
f
1+〈hi,λ〉
i . (22)
In [Ka2, Theorem 2, Theorem 3], Kashiwara proved the existence and uniqueness
of the crystal bases for M ∈ Oqint.
Definition 4.4. For λ ∈ P+, we denote by (L(λ), B(λ)) the crystal base of V q(λ).
While Kashiwara’s grand loop argument [Ka2, §4] shows for any λ ∈ P+
L(λ) =
∑
k≥0
∑
(i1,··· ,ik)∈Ik
Af˜i1 · · · f˜ikuλ,
B(λ) = {f˜i1 · · · f˜ikuλ + qL(λ) 6= 0 + qL(λ) | k ≥ 0, (i1, · · · , ik) ∈ Ik}
(23)
where uλ := 1Uq +K(λ), we need a more transparent realization for B(λ).
4.4. Kashiwara’s crystal. For a crystal base (L,B) ofM ∈ Oqint, (B; (e˜i)i∈I , (f˜i)i∈I)
is an I-precrystal [Ka2, (2.4.1)]. Moreover, the equality ϕi(b) − εi(b) = 〈hi, λ〉 for
i ∈ I, b ∈ Bλ, λ ∈ P holds [Ka2, (2.4.2)].
Definition 4.5 ([Ka1, §4.2]). Let A = (aij)i,j∈I be a GCM.
(1) An A-crystal is an I-precrystal B that is P -weighted, namely there is a map
wt : B → P such that for i ∈ I, λ ∈ P :
• ϕi(b)− εi(b) = 〈hi, λ〉 for b ∈ Bλ := {b ∈ B | wt(b) = λ},
• C(e˜i)Bλ ⊆ Bλ+αi ⊔ {0} and C(f˜i)Bλ ⊆ Bλ−αi ⊔ {0}.
(2) An A-crystal isomorphism g : B
∼−→ B′ is defined to be a precrystal iso-
morphism (see §3.1) such that wt(g(b)) = wt(b) for b ∈ B.
We choose a coproduct ∆ : Uq → Uq ⊗ Uq by (for variants, see [KMPY, §2.2])
ei 7→ ei ⊗K−1i + 1⊗ ei, fi 7→ fi ⊗ 1 +Ki ⊗ fi, qh 7→ qh ⊗ qh.
By [Ka2, Theorem 1], for Mi ∈ Oqint with crystal bases (Li, Bi) where i = 1, 2,
L = L1 ⊗A L2, B = {b1 ⊗ b2 | b1 ∈ B1, b2 ∈ B2}(⊆ L/qL)
is a crystal base forM1⊗Q(q)M2. Moreover, the A-crystal structure for B coincides
with that on B1⊗B2 as in Definition 3.3 (see [Ka2, (2.4.3)]). Note that the tensor
product precrystal B1 ⊗ B2 of A-crystals B1, B2 gets P -weighted (thus, is an A-
crystal) by wt(b1 ⊗ b2) = wt(b1) + wt(b2).
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4.5. Classical crystals. Let A = (aij)i,j∈I be an affine GCM as in [Kac, Table
Aff 1, Aff 2, Aff 3]. There exists unique (ai)i∈I , (a
∨
i )i∈I ∈ ZI≥1 characterized by
• gcd(ai | i ∈ I) = 1 = gcd(a∨i | i ∈ I),
• ∀j ∈ I,∑i∈I a∨i aij = 0 =∑i∈I ajiai.
We take i0 ∈ I as follows so that we always have ai0 = 1.
i0 =
{
0 if A 6= A(2)2n
n if A = A
(2)
2n .
We also fix a Cartan data (P, P∨,Π,Π∨) for A (see §4.1) as
P =
⊕
i∈I
ZΛi ⊕ Zδ ⊇ Π := {αi :=
∑
j∈I
ajiΛj + δi,i0 · δ},
P∨ = HomZ(P,Z) ⊇ Π∨ := {hi | i ∈ I} by 〈hi,Λj〉 = δij and 〈hi, δ〉 = 0.
Note that P+ =
⊕
i∈I Z≥0Λi ⊕ Zδ ⊇ Π and δ =
∑
i∈I aiαi in P . We set
cl : P ։ Pcl := P/Zδ and reserve cl : P ։ Pcl. We also define the dual P
∨
cl of Pcl
P∨cl := HomZ(Pcl,Z)
∼= {h ∈ P∨ | 〈h, δ〉 = 0} =
⊕
i∈I
Zhi ⊆ P∨.
Set c :=
∑
i∈I a
∨
i hi ∈ P∨cl ⊆ P∨ so that 〈c, cl(αi)〉cl = 0 = 〈c, αi〉 for all i ∈ I where
〈, 〉cl : P∨cl × Pcl → Z is the induced canonical pairing from 〈, 〉 : P∨ × P → Z. Note
that {hi | i ∈ I} ⊆ P∨cl is linearly independent whereas {cl(αi) | i ∈ I} ⊆ Pcl is not.
Definition 4.6 ([KMN21, §3.3]). Let A be an affine GCM. A classical A-crystal is
defined by replacing P and 〈, 〉 in Definition 4.5 (1) with Pcl and 〈, 〉cl respectively.
Example 4.7. For an A-crystal (B,wt, (e˜i)i∈I , (f˜i)i∈I), (B, cl ◦wt, (e˜i)i∈I , (f˜i)i∈I)
is a classical A-crystal.
A classical A-crystal isomorphism is defined similarly as in Definition 4.5 (2). As
classical A-crystals B(λ) ∼= B(λ′) for λ, λ′ ∈ P+ with λ− λ′ ∈ Zδ [KMN21, §2.3].
Definition 4.8. For λ ∈ P+
cl
:=
⊕
i∈I Z≥0 cl(Λi), we denote by Bcl(λ) the classical
A-crystal isomorphism class of B(λ′) such that cl(λ′) = λ and by uλ ∈ Bcl(λ) the
correspondent of uλ′ + qL(λ
′) ∈ B(λ′).
4.6. Perfect crystals. Let U ′q be a subQ(q)-algebra of Uq generated by {K±i , ei, fi |
i ∈ I}. Unlike Uq, U ′q has various finite-dimensional modules. A notion of finite-
dimensional integrable U ′q-module M is defined similarly as in Definition 4.2 by
replacing Definition 4.2 (1) with the Pcl-weight space decomposition:
M =
⊕
ν∈Pcl
Mν where Mν = {m ∈M | ∀i ∈ I,K±1i m = q±〈dihi,ν〉clm}.
We have Kashiwara operators e˜i, f˜i on M as in §4.2. A notion of crystal bases
is defined similarly as in §4.4. It is Pcl-weighted and thus is a classical A-crystal.
Definition 4.9 ([KMN21, Definition 4.6.1]). Let A be an affine GCM and let ℓ ∈
Z≥1. We say that a classical A-crystal B is a perfect crystal of level ℓ if
(1) there exists a finite-dimensional integrable U ′q-module with a crystal base
that is isomorphic to B,
(2) the crystal graph CG(B ⊗B) is connected (see Remark 3.2),
(3) there exists λ0 ∈ Pcl such that wt(B) ⊆ λ0+
∑
i6=i0
Z≤0 cl(αi) and |Bλ0 | = 1,
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(2)
2 ◦0 ◦1 A
(2)
2n ◦0 ⇐ ◦1 − · · · − ◦n−1 ⇐ ◦n
(A
(2)
2 )
† ◦
0
◦
1
(A
(2)
2n )
† ◦
0
⇒ ◦
1
− · · · − ◦
n−1
⇒ ◦
n
Figure 2. The affine Dynkin diagrams of A
(2)
2n and (A
(2)
2n )
† (n ≥ 1)
(4) 〈c, ε(b)〉cl ≥ ℓ for b ∈ B,
(5) the restrictions of ε, ϕ : B → P+
cl
to Bmin := {b ∈ B | 〈c, ε(b)〉cl = ℓ} are
both bijections to (P+
cl
)ℓ := {λ ∈ P+cl | 〈c, λ〉cl = ℓ}. Here ε, ϕ are defined by
ε(b) =
∑
i∈I
εi(b) cl(Λi), ϕ(b) =
∑
i∈I
ϕi(b) cl(Λi).
4.7. Kirillov-Reshetikhin crystals. Unlike objects in Oqint, an integrable U
′
q-
module do not have a crystal bases in general, However, it is conjectured (see [HKOTY,
Conjecture 2.1] and [HKOTT, Conjecture 2.1]) that
(1) Kirillov-Reshetikhin modulesW i,s do have a crystal bases Bi,s (KR crystal,
for short) where i ∈ I \ {i0}, s ≥ 1.
(2) Bi,s is perfect iff s/ti ∈ Z where ti = max(1, ai/a∨i ), then the level is s/ti.
They are settled affirmatively when A is nonexceptional [FOS, OS]. It is also ex-
pected that any perfect crystal is a tensor product (see [OSS]) of KR crystals [KNO].
In the paper, KR crystal Bn,2 for A = (A
(2)
2n )
† (the Landlands dual of A
(2)
2n , see
Figure 2) plays a crucial role. Recall our convention for (A
(2)
2n )
†:
I = {0, 1, · · · , n}, i0 = 0, ts = max(1, ai/a∨i ) = 1 + δn,s (24)
where s ∈ I \ {i0}. The precrystal structure of Bn,2 is first determined by Jing-
Misra-Okado [JMO, §3] building on a work of Kashiwara-Nakashima [KN, §5].
Definition 4.10 ([KN, §5.2]). For n ≥ 1, we define B1n = { k | −n ≤ k ≤ n} and
its (I \ {i0})-precrystal structure by where i′ ∈ \{i0, n}
e˜i′ j =
{
j − 1 if 1 ≤ i < n and j ∈ {−i′, i′ + 1}
0 if otherwise,
e˜n j =

0 if 1 ≤ i < n and j = −n
n if 1 ≤ i < n and j = 0
0 if otherwise,
f˜i′ j =
{
j + 1 if 1 ≤ i < n and j ∈ {−(i′ + 1), i′}
0 if otherwise,
f˜n j =

0 if 1 ≤ i < n and j = n
−n if 1 ≤ i < n and j = 0
0 if otherwise.
Remark 4.11. The crystal graph CG(B1n) is depicted as follows.
1
1→ 2 2→ · · · n−2→ n− 1 n−1→ n n→ 0 n→ −n n−1→ −(n− 1) n−2→ · · · 2→ −2 1→ −1 .
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Definition 4.12 ([KN, (5.3.2)]). For for 1 ≤ s ≤ n, let Bsn is a subset of (B1n)⊗s
consists of i1 ⊗ · · · ⊗ is with
(1) for 1 ≤ j < s, ij  ij+1 and ij = ij+1 ⇒ ij = 0,
(2) ik = t, iℓ = −t for 1 ≤ k < ℓ ≤ s and 1 ≤ t ≤ n implies ℓ− k > s− t.
Here  is a total order on {−n, · · · , n} by 1  · · ·  n  0  −n  · · ·  −1.
Proposition 4.13 ([KN, Proposition 5.3.1],[JMO, Theorem 3.2]). For 1 ≤ s ≤ n,
(1) There is a unique (I \{i0})-precrystal structure on Bsn such that the obvious
injection Bsn −֒→ (B1n)⊗s is a (I \ {i0})-precrystal morphism.
(2) Moreover, Bsn becomes classical (A
(2)
2n )
†-crystal such that Bsn
∼= Bs,ts after
defining suitable weight wt : Bsn → Pcl and e˜0, f˜0 ∈ HomPfn(Bsn,Bsn) by
C(e˜0)
(
i1 ⊗ · · · ⊗ is
)
=
{
i2 ⊗ · · · ⊗ is ⊗ −1 if i1 = 1
0 if otherwise,
C(f˜0)
(
i1 ⊗ · · · ⊗ is
)
=
{
1 ⊗ i1 ⊗ · · · ⊗ is−1 if is = −1
0 if otherwise.
Note we never have i1 = 1, is = −1 simultaneously by Definition 4.12 (2).
Example 4.14. The crystal graph CG(B1n) is obtained by adding a 0-arrow from
−1 to 1 in Remark 4.11 (see [KMN21, pp.481]).
Remark 4.15. Attaching a weight, we have Bsn
∼= B((1 + δn,s)Λs) as Bn-crystal
where Bn := (A
(2)
2n )
†|(I\{i0})×(I\{i0}) (see [Kac, Table Fin]).
4.8. Kyoto path realization. When A is affine, B(λ) for λ ∈ P+ can be realized
as a form of infinite tensor product of level ℓ = 〈c, λ〉 perfect crystal (if exists).
Theorem 4.16 ([KMN21, Theorem 4.4.1]). Let A be an affine GCM and let B be
a perfect crystal of level ℓ. For λ ∈ P+ with 〈c, λ〉 = ℓ, there is a unique classical
A-crystal isomorphism such that (see Definition 4.8)
Bcl(cl(λ))
∼−→ Bcl(ε(bλ))⊗B, ucl(λ) 7−→ uε(ϕ−1(λ)) ⊗ ϕ−1(λ). (25)
A consequence is that iteration of (25) affords a classical A-crystal isomorphism
Bcl(cl(λ)) ∼= ⊗′n≥0(B,ϕ−1(λn)) (26)
where λ0 = cl(λ) and λn = ε(ϕ
−1(λn−1)) for n ≥ 1 (see [KMN21, Theorem 4.5.2]).
Remark 4.17. Attaching a weight to the right hand side of (26) by energy function
H, (26) can be lifted to an A-crystal isomorphism [KMN21, Proposition 4.5.4].
Corollary 4.18. There is a unique classical (A
(2)
2n )
†-crystal isomorphism such that
Bcl(cl(Λn)) ∼= ⊗′k≥0(Bsn, 0
⊗s
), ucl(Λn) 7−→ · · · ⊗ 0
⊗s ⊗ 0⊗s
for any 1 ≤ s ≤ n.
Proof. It is enough to check ϕ( 0
⊗s
) = cl(Λn) = ε( 0
⊗s
) that follows from Definition
4.10 and Remark 3.5. 
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5. Proof of main theorems
5.1. Proof of Theorem 1.10. By Corollary 3.14 (2), Corollary 4.18 for s = n,
Theorem 3.16 and Remark 4.17, it is enough to show Proposition 5.1 (3).
Proposition 5.1. For j ≥ 1, let rj : B1h \ { 0 } ∼−→ {(j − 1)p+ 1, · · · , jp− 1} be
i 7−→
{
jp− (h+ 1− i) if 1 ≤ i ≤ h
(j − 1)p+ (h+ 1 + i) if −h ≤ i ≤ −1.
(1) the map Θsh : B
s
h −→ S(j−1)p+1,jp−1p for 1 ≤ s ≤ h defined by
i1 ⊗ · · · ⊗ is 7−→ (rj(ia−1), · · · , rj(i1), rj(is), · · · , rj(ib+1))
is well-defined. Here 1 ≤ a ≤ s+ 1 and 0 ≤ b ≤ s are defined by ik > 0⇔
1 ≤ k < a and ik < 0⇔ b < k ≤ s (that implies ik = 0⇔ a ≤ k ≤ b).
(2) for i ∈ Ip \ {h} (see (13)), Θsh satisfies
C(e˜h−i) ◦ C′(Θsh) = C′(Θsh) ◦ C(e˜i),
C(f˜h−i) ◦ C′(Θsh) = C′(Θsh) ◦ C(f˜i).
(3) for s = h, (2) also holds for i = h and Θhh is a bijection.
Proof. We fix u = i1 ⊗ · · · ⊗ is ∈ Bsh and take a(=: a(u)), b(=: b(u)) as in (1).
Recall (14). To prove (1), put λ = Θsh(u) and assume there exist 1 ≤ x < y ≤
ℓ(λ) such that 1 ≤ d := y − x ≤ h and λx = (j − 1)p+ (h+ d) = jp− (h+ 1 − d),
λy = (j − 1)p + (h + 1 − d) (that implies a 6= 1 and b 6= s). Take 1 ≤ x′ < a
and b < y′ ≤ s such that rj(ix′) = λx and rj(iy′) = λy. The assumption implies
iy′ = d, ix′ = −d with y′ − x′ ≤ s− d that contradicts Definition 4.12 (2).
(2) for i = 0 follows easily from and Corollary 3.10 (2) and Proposition 4.13 (2).
To prove (2) for i ∈ I◦p \ {0, h}, consider a subset U of Bsh defined by:
• u ∈ U ,
• for all k ∈ I◦p \ {0, h} and u′ ∈ U , C(e˜k)u′ 6= 0 implies e˜ku′ ∈ U ,
• for all k ∈ I◦p \ {0, h} and u′ ∈ U , C(f˜k)u′ 6= 0 implies f˜ku′ ∈ U .
Note that U has an induced (I◦p \ {0, h})-precrystal structure from Bsh and we have
a(u′) = a, b(u′) = b for u′ ∈ U . Then, define a map
Γ : U −→ B+,a−1h ⊗ B−,s−bh
i1 ⊗ · · · ⊗ is 7−→ ( i1 ⊗ · · · ⊗ ia−1 )⊗ ( ib+1 ⊗ · · · ⊗ is )
where B±,ch is a subset of B
c
h consists of i1 ⊗· · ·⊗ ic with ik ≷ 0 for 1 ≤ k ≤ c. B±,ch
has an induced (I◦p \ {0, h})-precrystal structure from Bch we promise B±,0h is a unit
precrystal (see §3.2). Γ is clearly a (I◦p \ {0, h})-precrystal morphism. Comparing
Definition 3.7, Definition 3.8 and Corollary 3.10 (1) with Definition 4.10,
C(e˜h−z)(C
′(rj)w ) = C
′(rj)(C(e˜z)w ),
C(f˜h−z)(C
′(rj)w ) = C
′(rj)(C(f˜z)w )
holds for z ∈ I◦p \ {0, h} and w ∈ B1h \ {h , 0 , −h }. Thus,
Θ+c : B
+,c
h −→ Sjp−h,jp−1p , i1 ⊗ · · · ⊗ ic 7−→ (rj(ic), · · · , rj(i1)),
Θ−c : B
−,c
h −→ S(j−1)p+1,(j−1)p+hp , i1 ⊗ · · · ⊗ ic 7−→ (rj(ic), · · · , rj(i1))
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satisfy the same formula in (2) replacing Θsh with Θ
±
c for i ∈ I◦p \ {0, h}. Because
of (Θ+a−1 ⊗Θ−h−b)(Γ(u)) = Θsh(u), (2) holds for i ∈ I◦p \ {0, h}.
To prove (3), first we prove (2) for i = h and s = h. Put λ = Θhh(u) and divide
4 cases. In each case, (2) can be checked by the tensor product rule (see Remark
3.5) and Definition 3.7, Definition 3.8, Corollary 3.10 (1).
• The case a 6= 1, ia−1 = h and b 6= h, ib+1 = −h, we have C(e˜h)u = 0 =
C(f˜h). Since (j − 1)p+ 1, jp− 1 ∈ λ, we also have C(e˜0)λ = 0 = C(f˜0)λ.
• The case Or(a = 1,And(a 6= 1, ia−1 6= h)) and b 6= h, ib+1 = −h, we have
C(f˜h)u = 0 and e˜h is applied as ib+1 7→ 0 . Since (j−1)p+1 ∈ λ, jp−1 6∈ λ,
we also have C(f˜0)λ = 0 and e˜0λ = λ \ {(j − 1)p+ 1}.
• The case a 6= 1, ia−1 = h and Or(b = h,And(b 6= h, ib+1 6= −h)), we have
C(e˜h)u = 0 and f˜h is applied as ia−1 7→ 0 . Since (j−1)p+1 6∈ λ, jp−1 ∈ λ,
we also have C(e˜0)λ = 0 and f˜0λ = λ ⊔ {jp− 1}.
• The case Or(a = 1,And(a 6= 1, ia−1 6= h)) and Or(b = h,And(b 6= h, ib+1 6=
−h)), e˜h (resp. f˜h) is applied as ia 7→ h (resp. ib 7→ −h ) if a ≤ b
(i.e., if 0 appears in u). Since (j − 1)p + 1 6∈ λ, jp − 1 6∈ λ, we also have
e˜0λ = λ ⊔ {jp− 1} and f˜0λ = λ \ {(j − 1)p + 1}. Thus, we need to show
a ≤ b. Assume contrary, there exist 1 ≤ d < h and 1 ≤ k < ℓ ≤ h such
that ik = d, iℓ = −d because each ij in u is one of 2(h − 1) elements
±1 , · · · , ±(h− 1) . Take the largest d and we see ℓ − k ≤ h − d because
d < |ik+1|, · · · , |iℓ−1| < h. It contradicts u ∈ Bhh (see Definition 4.12 (2)).
Finally, to finish proving (3) it suffices to show a map S
(j−1)p+1,jp−1
p −→ Bhh
λ 7−→ r−1(λw)⊗ · · · ⊗ r−1(λ1)⊗ 0⊗(h−ℓ) ⊗ r−1j (λℓ)⊗ · · · ⊗ r−1(λw+1)
is well-defined where 0 ≤ w ≤ ℓ is define by jp − h ≤ λi ≤ jp − 1 ⇔ 1 ≤ i ≤ w.
The argument is similar to (1) using Proposition 2.10 (1). 
5.2. Proof of Theorem 1.2. Let A = (aij)i,j∈I be a GCM and let λ ∈ P+. Define
B(λ)n =
(⋃
i∈I
C(f˜i)B(λ)n−1
)
\ {0} for n ≥ 1 and B(λ)0 = {uλ + qL(λ)}.
By Theorem 1.10, we have |Sp(n)| = |B(Λ0)n| where A = A(2)p−1. There are
several ways to proceed to finish the proof and we list just 2 arguments.
(1) By Definition 4.3, we need to show that dimQ(q) V
q(Λ0)n = |Dp(n)| where
V q(Λ0)0 = Q(q)uΛ0 and V
q(Λ0)n =
∑
i∈I fiV
q(Λ0)n−1 for n ≥ 1. Thanks
to [Lus], dimQ(q) V
q(Λ0)n = dimQ V (Λ0)n where V (Λ0) is the integrable
highest weight representation of highest weight Λ0 of the affine Kac-Moody
Lie algebra g(A
(2)
p−1). In virtue of vertex operator construction in a principal
picture,
∑
n≥0 dimQ V (Λ0)nt
n =
∏
k∈Z≥1\(2Z∪pZ)
1
1−tk is known [KKLW,
Proposition 2.1]. Thanks to Dp
PT∼ CReg2 ∩CRegp, we get the result.
(2) Putting s = 1 in Corollary 4.18 gives B(Λ0) ∼= RPp (see §1.4) as A(2)p−1-
crystals. Since f˜i on RPp adds one box if defined (see [BK1, §9-a]), we have
|RPp(n)| = |B(Λ0)n|. Thus, we shall show RPp PT∼ Dp, but it is known
(e.g., put A = {1, · · · , p− 1} and N = p to [Be1, Theorem 2.1]).
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5.3. A concluding definition. For a size and length preserving injection β :
Sp−h,p+hp →֒ Parp−h,p+hstr with Image(β|Sp+1,p+hp ) ⊆ Par
p+1,p+h
str , we define
Schurp,β := Image(Υβ := (· · · × β(2) × β(1) × β(0)) ◦ resp : Sp −֒→ Parstr)
where β(j) := shift(j−1)p ◦β ◦ shift−(j−1)p : Sjp−h,jp+hp →֒ Parjp−h,jp+hstr for j ≥ 0.
Schurp,β has the properties (E1), (E2) in §1.5. In fact, concerning Lemma 2.9,
we can take Zp,β so that
⊔
k≥0 shift
k
p(Zp,β) coincides with all the p-step shifts of
(Parp−h,2p+hstr \ Image(β(2) × β(1)))
⋃
(Parp−h,p+hstr \ Imageβ(1)).
We propose a canonical βp : S
p−h,p+h
p →֒ Parp−h,p+hstr .
Definition 5.2. For λ ∈ Sp−h,p+hp , βp(λ) is defined as follows:
(1) Let z = mp(λ) and put µ = (p+ z− 1, p+ z− 3, · · · , p− (z− 3), p− (z− 1)).
(2) Apply the following “insertion” procedure to µ in the order of i = 1, · · · , h:
• If p+ i 6∈ λ and p− i 6∈ λ, then do nothing,
• If p+ i ∈ λ and p− i 6∈ λ, then replace every occurrence of p± j in µ
where j ≥ i with p± (j + 1). After that, add p+ i to µ,
• If p+ i 6∈ λ and p− i ∈ λ, then replace every occurrence of p± j in µ
where j ≥ i with p± (j + 1). After that, add p− i to µ,
• If p+i ∈ λ and p−i ∈ λ. Then, it is not difficult to see that mp±i(µ) =
mp∓i(µ)(=: m). Replace every occurrence of p ± j in µ where j ≥ i
with p± (j + 2). After that, add p+ (m+ i) and p− (m+ i) to µ.
(3) Define βp(λ) := µ.
It is not difficult to see that βp is in fact an injection. The detail of Schurp :=
Schurp,βp motivated as in §1.3 will be studied elsewhere.
Example 5.3. βp(λ) = λ when mp(λ) ≤ 1. As shown below, Schurp,βp for p = 3, 5
is nothing but Schur3, Schur5 respectively (see Theorem 1.7, Theorem 1.8).
• For p = 3, β3 = idS2,4
3
=Par2,4
str
.
• For p = 5, β5(λ) = λ for λ ∈ S3,75 with m5(λ) ≤ 1 and β5((52)) = (6, 4)
where ν = (ab) means ν ∈ Par by mi(ν) = δi,ab. Notice Υβ5 = Ω5 in §1.3.
• For p = 7, non-trivials are β7((72)) = (8, 6), β7((73)) = (9, 7, 5), β7((72) ⊔
{a}) = (9, 5)⊔{a}, β7((72)⊔{b}) = (8, 6)⊔{b} where a = 8, 6, b = 10, 9, 5, 4.
Put another way, Schur7 is a set of λ ∈ Parstr with (F1) and (F2):
(F1) λi − λi+3 ≥ 7 for 1 ≤ i ≤ ℓ(λ) − 3 and ≥ is > when (F1a) and (F1b):
(F1a) there exist 0 ≤ j ≤ 2 such that ∑jt=0 λi+t ∈ 7Z or ∑3t=3−j λi+t ∈ 7Z,
(F1b) (λi%7, λi+1%7, λi+2%7) 6∈ {(1, 4, 2), (2, 1, 4), (3, 6, 5), (4, 2, 1), (5, 3, 6), (6, 5, 3)}
where a%b is the unique integer 0 ≤ c < b such that a− c ∈ bZ.
(F2) λ does not contain any of the following 39 subpatterns and 7-step shifts:
(4, 3),(5, 3, 2),(5, 4, 2),(9, 6, 5, 1), (9, 7, 5, 1),(13, 9, 7, 5),(14, 9, 7, 5),(13, 9, 8, 5),(14, 9, 8, 5),
(14, ∗1, 8, 6),(15, 13, 8, 6),(15, 13, ∗2, 7),(14, 13, 9, 6, 5),(15, 13, 9, 6, 5),(16, 13, 12, 7),
(16, 14, 12, 7),(15, 14, 9, 6, 5),(15, 14, ∗3, 7, 6),(16, 15, 12, 7, 6),(16, 15, 12, 8, 6),
(16, 15, 12, 8, 7),(16, 14, 13, 7, 6, 5),(16, 15, 13, 7, 6, 5),(16, 15, 14, 7, 6, 5),(16, 15, 14, 8, 6, 5)
(16, 15, 14, 8, 7, 5) where 9 ≤ ∗1 ≤ 13, 8 ≤ ∗2 ≤ 12, 8 ≤ ∗3 ≤ 13.
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