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abstract
The development of machines that exploit quantum physics to provide fundamentally
new computational advantages with respect to conventional or classical hardware is one
of most exciting technological prospects for our society. To realise such a computational
advantage, these machines will be required to control and process quantum systems
at a very large scale, potentially involving millions of quantum information carriers.
Single photons, manipulated in linear optical interferometers, are a promising platform
to achieve quantum information processing on such a scale. However, the development of
photonic technologies able to generate and manipulate photons at this scale has so far
proved challenging.
This thesis reports recent progress towards large-scale quantum devices based on
integrated quantum photonics. We demonstrate the capability of silicon quantum
photonics to integrate photonic circuitry comprising hundreds to thousands of optical
components interconnected in stable interferometers. We show how, via the scalable
integration of both photon sources and circuitry, such devices can be used to generate,
control, and process quantum states of light with an increasing number of photons.
Finally, we explore the potential of the developed photonic quantum technology to target
key quantum applications, such as the quantum simulation of molecular systems and the
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The development of quantum mechanics has been one of the greatest scientific achieve-
ments of the 20th century. Up to now, it represents the most complete and accurate theory
to describe the physical world, and over the past decades it has become increasingly
evident that it strongly underpins a wide variety of scientific fields, from biology to
astrophysics. Probably, the most intriguing peculiarity of quantum mechanics is its
introduction of concepts that are highly counter-intuitive. It requires us to accept rules
that are completely new with respect to our standard classical description of nature.
Scientists have realised that by taking advantage of the counter-intuitive features
of quantum mechanics, technologies with fundamentally new capabilities are possible.
Quantum mechanics has already driven a first technological revolution with the develop-
ment of, for example, the transistor, light-emitting diodes (LEDs), and lasers. These are
all technologies based on quantum effects arising in the collective behaviour of weakly
controlled quantum systems.
However, scientific advancements have now brought us to a point where individual
quantum entities can be generated and manipulated in a very controlled environment,
giving access to the most fundamental properties of quantum systems, such as quantum
entanglement. Machines based on these effects promise to drive a second quantum
technological revolution. Many new applications are emerging for such machines: quantum
computing, quantum simulation, quantum sensors, and quantum cryptography are the
main examples. However, the challenge of engineering, controlling and validating quantum
devices is significant, and the pursuit for practical quantum advantages represents one of
the greatest current scientific efforts. A wide variety of different approaches and platforms
are being investigated, which includes ion trap systems, quantum dots, superconducting
circuits, nitrogen-vacancy centres in diamonds, and many others.
This thesis is a contribution to the development of quantum technologies based on
photonics: the control of single particles of light. Quantum photonics has already played,
1
1 introduction
and is still playing, a great role in testing and exploring fundamental properties of
quantum mechanics. However, when aiming at developing quantum technologies based
on photons, significant new challenges arise. For example, the generation, control and
processing of the number of photons required in practical quantum computing applications
demands the implementation of millions of optical components, including photon sources,
interferometers, and detectors; a task which is hardly conceivable with standard optical
approaches. Fortunately, integrated optics provides a more viable route. In particular, in
this thesis we aim at using the silicon quantum photonics platform for the development of
large-scale photonic quantum technologies. During the thesis we will report experimental
progress in this direction, and discuss and demonstrate quantum applications that can
be addressed with such devices.
1.1 Thesis outline
The structure of this thesis can be divided into three parts. The first, which includes
chapter 2, is introductory to the basic concepts and notations that will be used in
the research parts of the thesis. The second part (chapters 3 and 4) is focused on
the technological progress of the silicon quantum photonics platform. In the last part
(chapters 5, 6, and 7) we will discuss possible applications for the quantum photonics
hardware developed, with a main focus on quantum simulation of chemical systems. The
content of the different chapters is as follows.
• Background part. Chapter 2 provides a general description of the platform used:
silicon quantum photonics. After an initial introduction on the description of quan-
tum states of light and quantum optical processes, we will discuss the architectures
and circuits required for photonic quantum information processing. The integrated
photonics platform will be discussed, and the main integrated optical components
used to generate and manipulate photons on silicon devices will be introduced.
• Technology part. Chapter 3 concerns progress towards the large-scale integration
of optical circuits in a single photonic integrated device. We present an experiment
involving a silicon photonic chip which embeds probably the most complex quantum
photonic circuit reported to date. Such circuit is used to generate and process
high-dimensional states of entangled photons on a chip. Chapter 4 is instead
focused on increasing the number of photons, the main source of computational
complexity in quantum photonics. We will report an experiments where up to
eight photons are generated and processed on a silicon chip, currently a record in




• Applications part. In chapter 5 we discuss the analog quantum simulation of
molecular processes using photons. In particular, we report experimental results
where we benchmark our silicon photonics technology for the simulation of molecular
Franck-Condon profiles via boson sampling. We proceed in Chapter 6 to digital
quantum simulation using photons. We first overview quantum algorithms for
the efficient calculation of energies in quantum chemistry, and develop a new
quantum variational algorithm for determining the energies associated to molecular
excited states. Small-scale integrated quantum photonics implementations of the
discussed quantum algorithms are reported. Finally, in 7 we will combine quantum
simulation with machine learning ideas, and discuss a protocol which allows us to
efficiently learn quantum Hamiltonians using quantum simulation. An experimental
demonstration of the protocol is reported, where an integrated photonic quantum




2 quantum information process-
ing in integrated linear optics
Starting from Euclid’s Optics in 300 BC, light has always played a central role in human’s
understanding of Nature, allowing us to probe the most fundamental properties of physical
objects and driving countless scientific discoveries. Quantum mechanics itself originates
from the study of the black body radiation and the photo-electric effect. Light is also
playing an important role in the development of quantum technologies.
Using photons as quantum information carriers represents a completely different
paradigm compared to other quantum architectures, bringing both advantages and
drawbacks. Firstly, the platform is unique in being based on flying qubits, i.e. qubits
capable of travelling long distances. This contrasts with all other approaches, e.g.,
on solid-state or trapped-ions, where qubits are localised in space. Such property
is extremely useful for connecting different modules of a quantum computer, and in
technologies such as quantum communication. Remarkably, photons also constitute the
only quantum system which does not decohere. This property is manifested in the fact
that the cosmic background radiation, originated in the early stages of the Big Bang,
still possess a coherent polarisation [1], indicating that the decoherence time of photons
is at least as long as the age of the Universe. The absence of decoherence is due to
the difficulty in having photons interact. On the other hand, this feature precludes to
directly implement gates between them. As we will see in this chapter, this issue requires
clever schemes where the photon-photon interactions are mediated via the action of
measurements, granting the possibility of scalable universal schemes for linear-optics
quantum computing. Moreover, photon loss is a type of error which uniquely arises in
quantum photonics, and represents the main type of noise in this platform. The error
models and the computational architectures required for quantum photonics are thus
quite different from what is typically addressed in the quantum computing community.
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This chapter is intended to provide a general background on photonic quantum
information processing. We will start by outlining the standard notation to represent
quantum states of light, and describe how they can be generated and processed with
linear optical components. We will then pass to discuss a promising technology to target
near-term quantum applications with photons: integrated optics. This technology will be
used in the rest of the thesis to implement large-scale quantum photonics experiments.
2.1 Quantum states of light and their evolution
In the second quantization formalism, light is described as an ensemble of quantum











where each Hamiltonian Ĥk refers to a single harmonic oscillator with angular frequency
ωk associated to the k-th mode of the electromagnetic field. These modes can be, for
example, spatial modes, spectral modes, polarisations, and so on. In this thesis, unless
specified otherwise, we will generally consider spatial modes: different waveguides in a
photonic chip, for example. The operators â†k and âk are bosonic creation and annihilation














The analog of the position and momentum operators for the k-th mode are the quadrature














and satisfy [q̂k, p̂`] = iδk`. These space-like and momentum-like operators can be used
to describe the states of light in the phase space. This space has a symplectic structure
described by the commutation rule
[x̂k, x̂`] = iΩk`, (2.1.4)
where, if the system has m total modes, x̂ = (q̂1, . . . , q̂m, p̂1, . . . , p̂m) is the vector of the








2.1 quantum states of light and their evolution
A matrix S acting on this space is called symplectic if it satisfies SΩS> = Ω. The
vector x̂ = (q̂1, . . . , q̂m, p̂1, . . . , p̂m) forms an operator basis, called quadrature basis.
A different basis which is often convenient is the complex Heisenberg basis ξ̂(H) =
(â1, . . . , âm, â†1, . . . , â†m). The representation S(H) of a symplectic matrix in this basis is
given by









Photons represent the single bosonic quantum excitations of the electromagnetic field.
The photonic states are indicated via Fock vectors1 |n〉k, where n represents the number
of photons on mode k, and satisfy
â†k |n〉k =
√
n+ 1 |n+ 1〉 , âk |n〉k =
√
n |n− 1〉 , N̂k = â†kâk, (2.1.7)
where N̂k is the number operator on mode k. Photons occupying the same optical
mode are said to be indistinguishable, and are distinguishable otherwise. If mode k
is occupied by n photons, the energy of the electromagnetic field associated to it is
〈n|k Ĥ |n〉k = ~ωk(n + 1/2). The state |0〉k, where no photons are present in the k-th








In a configuration where a total of n =
∑m
k=1 nk photons are in m different modes, where
the k-th mode contains nk photons, the total Fock state of the system is given by
|n〉 = |n1n2 . . . nm〉 = |n1〉1 ⊗ |n2〉2 ⊗ . . .⊗ |nm〉m , (2.1.9)
where we have defined n = (n1, n2, . . . , nm). This class of states form an orthogonal basis







1 Fock states are indicated using the same bra-ket notation as for logical states of, e.g., qubits. The
meaning of the two is however different in general, and should not be confused. In this thesis the
meaning of the notation adopted should be clear from the context in which it is used, or specified
otherwise.
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equal to the number of possible configurations for allocating n indistinguishable objects





βn |n〉 , (2.1.11)
where n ranges over all possible configurations (n1, n2, . . . , nm) with fixed total number




k |βk|2 = 1.
2.1.2 Coherent states
A second type of quantum state of light are coherent states |α〉, These are defined as
the right-eigestates of the annihilation operator âk |α〉k = α |α〉k, where α is a complex
number representing the displacement. Coherent states can be obtained by applying the







The action of the displacement on the mode operators is given by âk 7→ âk + αk. Multi-








2(Reα1, Imα1, . . . ,Reαm, Imαm). Coherent states admit a simple and










The probability of detecting n photons from a coherent state is then given by
p(n|α) = |〈n|α〉|2 = e−|α|2 |α|
2n
n! , (2.1.15)
which is a Poissonian distribution with average photon number 〈n〉 = |α|2.
Coherent states can be used to describe, with a good degree of approximation, the
emitted light from a laser. Broadly speaking, they are the quantum states of light with
higher resemblance to the dynamics of a classical harmonic oscillator, and are therefore
often regarded as classical [2].
8
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2.1.3 Linear optics
Most of the dynamics of the electromagnetic field, e.g. in absence of light-matter










k` â` + c
(3)
k , (2.1.16)
also known as the Bogoliubov transformation. Such evolution can in general be described

























Three terms can be distinguished in this Hamiltonian, each representing a different
building block of quantum optics. Note that the first two terms, 1 and 2 , do not
conserve the total number of photons. In particular, the term 1 has the form of the
displacement operator (2.1.12), and therefore represents an evolution which displaces
the electromagnetic field in the associated mode. The term 2 is instead associated to
squeezing, as we will shortly see.
In this thesis we will mainly focus on the third term 3 , which represents linear
optical transformations: fully passive evolutions that maintain the total number of
photons. Denoting as U = exp(−iH3t) the unitary map associated to the term 3 ,
the transformation on the mode operators â† = (â†1, . . . , â†m) can be formulated, in the
Heisenberg picture, as a simple matrix multiplication:
â† 7→ U â†U† = U>â†, (2.1.18)
where U is a m ×m unitary matrix given by U = exp(−iµt) and µ is the Hermitian
matrix with elements µk` from eq.(2.1.17).
Evolutions in a linear optical system with m modes are thus described via m ×m
unitary matrices. The unitarity of the matrix has the meaning of conserving the total
energy in the system. An interpretation of the matrix elements of U can be immediately
derived from the following observation. If a photon is prepared in the i-th mode and
evolves through a linear optical transformation U , the probability of detecting it in the
j-th output mode is given by











2 = |Uji|2. (2.1.19)
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Figure 2.1: Building blocks for linear optics. a, The
beam-splitter is used to mix the amplitudes of dif-
ferent modes. b, The phase shifter inserts an optical
phase φ in the associated mode.
The squared module on the element of the j-th row and i-th column of U can thus be
considered as the transition probability for a single photon from mode i to j.
The action of a linear optical element on a coherent state can be described similarly.
In fact it is easy to see that a linear optical transformation maps any coherent states
into another coherent state with amplitudes U |α〉 = |Uα〉. In particular, if coherent
light is injected in mode i, the amplitude in the j-th output mode is given by a rescaling
factor |Uji|2 analog to the single photon case. An individual photon thus has the same
behaviour in a linear optical network as a classical coherent state. As we will see in the
next section, the difference arises when more than one photon is used, due to quantum
interference.
Linear optical operations can be constructed using two building blocks. The first is an
intra-mode operation, i.e. with k = ` in the term 3 of eq.(2.1.17), which represents phase
shifters. The second is a inter-mode operation, i.e. k 6= `, representing beam-splitters. In

















where φ is the phase applied (on the second mode) by the phase shifter, and η is the the
beam-splitter reflectivity. In the next section we will describe how any unitary linear
optical operation can be performed on an arbitrary number of modes by cascading these
two building blocks.
2.1.4 Gaussian states of light
In addition to single photons, another broad class of quantum states of light which plays
an important role in quantum optics and quantum information are Gaussian states. They
will be extensively used in chapters 4 and 5. Although their definition may seem a bit
abstract and intricate at first sight, we will see how the formalism developed allows us to
describe Gaussian states and their evolution in an elegant and quite simple manner.
Gaussian states are essentially states of light that allow a simple representation in
phase space via multivariate Gaussian distributions. More formally, to describe a general
quantum state ρ in phase space, we can use the characteristic function
10






which essentially gives the expectation value of arbitrary coherent states (see eq. 2.1.13)









The Wigner function is a quasi-probability distribution (sums to one but can be negative)
describing the state in phase space. Its first two moments are the displacement x̄ and
the covariance matrix σ, given by:
x̄ = 〈x̂〉 = Tr (ρx̂) , σij = [σ]ij =
1
2〈x̂ix̂j + x̂j x̂i〉 − x̄ix̄j . (2.1.23)
Gaussian states are defined as the states with characteristic and Wigner function given















> σ−1 (x− x̄)
]
. (2.1.25)
Gaussian states are thus fully characterised by the first two moments. Note that, for all
Gaussian states, the Wigner function is necessarily always positive.
For convenience, in this thesis we will always represent the covariance matrices using
the Heisenberg basis (we will drop the (H) label for simplicity), which are obtained
from the definition of eq.(2.1.23) by applying the transformation in eq.(2.1.6). In the
Heisenberg basis, the covariance matrix is Hermitian, positive-definite, and must satisfy







and ≥ 0 indicates semi-positiveness. Pure Gaussian states are the ones with minimum
variance, i.e. that saturate the uncertainty bound σ + 12Z2m = 0 [2].
Apart from being easy to characterise, Gaussian states also allow us to describe their
transformations in a very simple way. A transformation is said to be Gaussian when it
maps Gaussian states into Gaussian states. Gaussian transformations are characterised
by linear operations on the moments [2]:
x̄ 7→ Sx̄+ d, σ 7→ SσS†, (2.1.27)
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where S is a symplectic matrix associated to the transformation. The importance of
these states in quantum optics comes from the fact that a large part of optical operations
are Gaussian. In particular, operations are Gaussian if and only if they are generated
from Hamiltonians as eq.(2.1.17), which encompasses most transformations in quantum
optics. The symplectic matrices associated to all terms in eq.(2.1.17) can be readily
obtained, as described below.
Clearly, not all states and transformations in quantum optics are Gaussians. Simple
examples are single photon states and single photon measurements. However, a large class
of elements in quantum optics allow a simple Gaussian representation. Below some of the
basic Gaussian states, which will be used in chapter 4 and 5, are described. For a more
formal derivation of their properties the reader can refer to, for example, reference [2].
Vacuum and thermal states
In the Gaussian formalism, the representation in phase space of the vacuum state is
simply given by
x̄vac = 0, σvac = 12m/2. (2.1.28)
All Gaussian states with zero-displacement arise from vacuum. A displacement x̄ = d̄
can be added via the displacement transformation, which, in the Gaussian formalism of
eq.(2.1.27), is given by
dcoh = d̄, Scoh = 12m. (2.1.29)
The covariance matrix associated to a coherent state in the Gaussian formalism is then
simply given by σcoh = ScohσvacS†coh = 12m/2.
The vacuum and coherent states are pure Gaussian states, i.e. with minimal vari-
ance [2]. An important class of mixed Gaussian states are thermal states, that are the
states characterising, for example, the black-body radiation. In the photon number basis,










|n〉 〈n| , (2.1.30)
with n̄ = 〈n〉 the average number of photons. The photon number statistics in a thermal
state are distributed according to the Bose-Einstein distribution describing black-body
radiation:
















where T is the temperature of the associated black-body emitting the radiation, kB the
Boltzmann constant. For the Bose-Einstein distribution the average number of photons
12
2.1 quantum states of light and their evolution
is given by n̄ = (e~ω/kBT − 1)−1. Vacuum states correspond to thermal states at zero
temperature. It is easy to check that thermal states are Gaussian states, with the first
and second moments given by:
x̄thm = 0, σthm =
1
2 [diag(2n̄+ 1)⊕ diag(2n̄+ 1)] . (2.1.32)
Linear optical transformations in the Gaussian formalism
The action of linear optical transformation on the mode operators is quite simply given
by â† 7→ U>â†, with U a unitary matrix. As a consequence, the symplectic operation








If an input Gaussian state with covariance matrix σ is injected into a linear optical













So far we have discussed the terms 1 and 3 , corresponding to displacement and linear
optics, respectively. Having discussed the formalism of Gaussian states, it is now simple
to characterise the term 2 , which corresponds to squeezing. We can start considering
the single-mode squeezing (SMS) case, which corresponds to the cases with same indices








where ξ = reiϕ is the squeezing parameter. The mode evolutions corresponding to this
operator are given by
â 7→ â cosh r + â†eiϕ sinh r, (2.1.36)














2 quantum information processing in integrated linear optics
The states generated by the single-mode squeezing symplectic matrix acting on the
vacuum are called vacuum single-mode squeezed states, and have zero displacement and
covariance matrix σSMS = 12SSMSS
†
SMS. Single-mode squeezed states are pure, and can









2nn! |2n〉k . (2.1.38)
Note that only terms with an even number of photons are present, meaning that no event
with odd photon number should be measured from an ideal squeezed state.
Two-mode squeezing
In the case where the indices are not equal (k 6= `) in the term 2 of eq.(2.1.17), we have
two-mode squeezing (TMS). In this case, considering for simplicity a scenario with only









corresponding to the mode evolutions
â1 7→ â1 cosh r + â†2eiϕ sinh r, (2.1.40)
â2 7→ â2 cosh r − â†1eiϕ sinh r, (2.1.41)
where again ξ = reiϕ. The associated 4× 4 symplectic matrix is thus given by
STMS =

cosh r 0 0 eiϕ sinh r
0 cosh r −eiϕ sinh r 0
0 −e−iϕ sinh r cosh r 0
e−iϕ sinh r 0 0 cosh r
 . (2.1.42)
The states generated by the two-mode squeezing symplectic matrix acting on the vacuum
are called vacuum two-mode squeezed states, and have zero displacement and covariance
matrix σTMS = 12STMSS
†
TMS. As for the single-mode squeezing, also the two-mode
version is a pure state and allows us to write it in terms of two-mode photon states as
|TMS(ξ)〉 = 1cosh r
∞∑
n=0
(eiϕ tanh r)n |n〉1 |n〉2 . (2.1.43)
Once again, also these squeezed states presents only terms with even total number of
photons, equally distributed between the two modes. They, therefore, present strong
correlations between the photon number between the two modes, i.e. entanglement.
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Such entanglement is also manifested in the following important property of TMS
states when the two modes are considered singularly. If one of the two modes is traced
out, e.g. the second, the state of the other, given by ρ1 = Tr2(|TMS(ξ)〉 〈TMS(ξ)|), is a
thermal state with average photon number n̄ = (sinh r)2.
Some other properties of Gaussian states and transformations
Below we briefly list some additional useful properties of Gaussian states which will be
used for the experiments in chapters 4 and 5.
• Losses. As already mentioned, passive losses in optical circuits represents the main
source of noise in photonics. Their effect on Gaussian states can also be easily
described. If the transmittivity of a passive lossy channel is γ (considered uniform
over the m modes for simplicity), then the momenta of an input Gaussian state are
transformed as [5]
x̄
loss7−−→ x̄√γ, σ loss7−−→ γσ + (1− γ)12m/2. (2.1.44)
The action of loss is therefore to eliminate the off-diagonal terms of the covariance
matrix, associated to squeezing, driving the state closer to a diagonal thermal state.
As expected, for γ = 0 the vacuum state is obtained at the output.
• Tracing out modes. The partial state of a Gaussian state obtained by tracing out
a subset of the modes is still Gaussian, and its momenta can be easily calculated
as follows. If in a m mode Gaussian state we want to trace out the k-th mode,
the covariance of the reduced m− 1 mode Gaussian state is obtained by deleting
the k-th and (k +m)-th rows and columns from the original covariance. Similarly,
the displacement of the reduced state is obtained deleting the k-th and (k +m)-th
elements of the original displacement vector.
2.1.5 Second-order correlation function
The different nature of the various quantum states of light discussed in this section is
manifested in their different photon statistics. A well-known quantifier to discriminate









, g(2)(0) = 〈(â
†)2â2〉
〈â†â〉2




This quantity concerns the correlations in the joint detections of two photodetectors,
where at the numerator we have coincidences counts, and at the denominator single
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counts at each detector. The g(2)(0) thus represents a normalised coincidence count at
the two detectors. For an arbitrary single mode input state, such correlation function
can be experimentally measured using a beam-splitter and counting at the coincidences
of two single-photon detectors at the two outputs; the famous Hanbury-Brown-Twiss
interferometer [6]. The values of g(2)(0) for the different classes of quantum states are
given by:











independently from the amplitude α.
• Single photons. For a Fock state |n〉 with a fixed number of photons, there is no
uncertainty in the photon number, i.e. ∆n̂ = 0, therefore
g(2)(0) = 1− 1
n
. (2.1.47)
In particular, for n = 1 the value of g(2)(0) vanishes.
• Thermal states. For the Bose-Einstein statistics governing thermal states we have
〈(∆n̂)2〉 = n̄(n̄+ 1), thus
g(2)(0) = 1 + n̄
2 + n̄− n̄
n̄2
= 2 (2.1.48)
independently from the average number of photons.
• Squeezed states. In the case of a single-mode vacuum squeezed state, with squeezing
parameter ξ = reiϕ, we have [7]
g(2)(0) = 1 + cosh 2r
sinh2 r
> 3, (2.1.49)
which is independent from the phase ϕ, tends to infinity for r → 0 and to 3 for
r → +∞.
2.2 Quantum interference in linear optics
One of the central elements in photonic quantum information processing is quantum
interference in linear optical networks. This section is dedicated to give a brief introduction
to such effects, with focus on single photon states.
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2.2.1 Hong-Ou-Mandel effect
We have discussed in the previous section how the behaviour of a single photon injected
into a linear optical network is not different from the one of classical coherent light.
This is no longer true when more than one photon is involved, due to the possibility of
non-classical interference. A simple case of quantum interference is the Hong-Ou-Mandel
effect [8], which considers two identical photons injected into two different input ports of
a beam-splitter. Coincidence detection is performed at the outputs. Such experimental
configuration is represented in Fig. 2.2a.
In a classical scenario, where non-interacting particles are used instead of photons,
the global behaviour can be simply described by considering the individual evolution of
each particle. In particular, each particle has a equal 50% chance of coming out from
the top output port or from the bottom one. This leads to four equiprobable output
configurations, with only two (configurations 1 and 2 in Fig. 2.2a) giving rise to a
coincidence detection at the output. The probability to observe the two detectors clicking
together is thus pcoinc = 1/2.
Now, if we instead consider two indistinguishable single photons, arriving at the same
at the beam-splitter, we can write the input two-photon state as |ψ〉in = |1〉1 |1〉2 =
â†1,inâ
†
2,in |0〉. The state at the output of the beam-splitter can be obtained by considering
the transformation on the mode operators â†out = U>BSâ
†












is the unitary matrix of an ideal 50 : 50 beam-splitter. Inverting the mode evolution we








































(|2〉1 |0〉2 + |0〉1 |2〉2) , (2.2.4)






n! |0〉. Note that in eq.(2.2.3)
all possible output configurations shown in Fig. 2.2a are present, but the two configurations
with photons in different modes have opposite sign and cancel out. The cases that survive
are thus only those where the two photons are grouped together on the same output
mode, that is pcoinc = 0. No coincidences are observed!
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Figure 2.2: Hong-Ou-Mandel experiment. a, Experimental configuration of the experiment and possible
output configurations. If the experiment is performed with indistinguishable photons, configurations 3
and 4 are identical and with different signs. Therefore, they cancel out, and no coincidence detection is
observed at the output. b, Examples of Hong-Ou-Mandel dips for photons with different purities and
spectral shapes. The reported plots are simulations using eq.(2.2.7).
This is the famous Hong-Ou-Mandel (HOM) effect. The fact that the two photons,
which may originate from very distant and uncorrelated sources, must come out together
after the beam-splitter makes it “look like” the two photons somehow interact at the
beam-splitter. However, what is really happening is not an interaction, but is rather
a consequence of the bosonic statistical properties of photons (the HOM effect is in
fact a form of Bose-Einstein condensation) arising from the interference of the complex
amplitudes associated to multi-photon states, with no classical analog. Nonetheless, the
fact that it “looks like” the two photons interact in the HOM effect makes it a very
important tool in photonic quantum information processing, as we will see in section 2.2.5.
Hong-Ou-Mandel effect in the general case
In the previous description of the HOM effect we considered for simplicity indistinguishable
photons in a pure state arriving simultaneously at the beam-splitter. However, this model
typically provides only a very approximate description of real experimental situations.
For example, different spectral properties of the two photons and temporal mismatches
can add some degree of distinguishability. Additionally, the photon sources may generate
them in non pure states.
To include these defects in the model we can first define the broadband mode operator
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where ψk(ω) represents the spectral amplitude of a photon, and âk(ω)† and âk(ω) are
the creation and annihilation operators for a photon with frequency ω in the k-th spatial
mode. A time delay τ on the mode k can be added by replacing ψk(ω) 7→ ψk(ω)eiτω.
Additionally, to include mixedness in the spectral state of the photon, present in realistic












1,j2 |0〉 〈0| Â1,i2 , (2.2.6)
where the indices i1 and i2 label the different spectral modes that incoherently contribute
in the spectra for the spatial mode 1 and 2, respectively. In this framework, the probability
to detect a coincidence as a function of the temporal delay τ between the arriving photons











∣∣∣∣∫ dω1ψ∗1,i1(ω)ψ2,i2(ω)eiτω∣∣∣∣2 . (2.2.7)
The coincidence probabilities for different input states are plotted in Fig. 2.2b as a function
of the temporal delay. For large delays, larger than the coherence times of the photons,
the two photons become temporally distinguishable and the second integral in eq.(2.2.7)
becomes zero. In this case the classical situation is in fact recovered pcoinc(τ →∞) = 1/2.











∣∣∣∣∫ dω ψ∗1,i1(ω)ψ2,i2(ω)∣∣∣∣2 , (2.2.9)
which depends on the ovelap of the spectra of the photons. Note also that, in the case









where P is the purity of the single photon states. The HOM experiment thus also
represents a very important diagnostic tool for, e.g., characterising the spectral purity of
single photon sources.
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2.2.2 Reversed Hong-Ou-Mandel effect
In the standard HOM effect the photons start in separate modes, with state |11〉, and
end up in a uniform superposition (|20〉+ |02〉)/2 of being both in the top mode and both
in the bottom one. Another interesting type of quantum interference to study, which will
be extensively used in the experiments reported in this thesis, is the time reversal of such
process, known as the reversed Hong-Ou-Mandel (rev-HOM) effect. The configuration
for rev-HOM experiments is shown in Fig. 2.3a, were we start with the superposition
(|20〉+ |02〉)/2, apply a phase shift to the bottom mode, combine the two modes on a
beam-splitter, and detect coincidences at the two output modes. The action of a phase
shifter on a mode operator is simply â†k 7→ eiφâ
†
k, so that the state injected into the










Note that the phase in the superposition state acquires a factor 2, due to the fact that
two photons pass through the phase shifter. Applying the BS transformation as before,
we arrive, up to a global phase, to the output state
|ψ〉out = cos(φ) |11〉 − sin(φ) (|20〉 − |02〉) /
√
2. (2.2.12)
The probability to detect a coincidence thus depends on the applied phase as pcoinc =
cos2(φ). In the rev-HOM effect quantum interference fringes are thus obtained when
varying the phase φ, as reported in Fig. 2.3b. Note that the frequency of these fringes is
doubled respect to the interference observed from classical light, for which the power in
one of the output ports varies as ∝ cos2(φ/2).
In the description above we have considered the photons to be identical for simplicity.
However, a very important property of the rev-HOM effect is that it remains valid even
when the two photons are not indistinguishable. In fact, one can consider the general
case where the two photons have different frequencies, say ωi for one of the two photons,
namely the idler, and the ωs for the other one, i.e. the signal. We can also include
entanglement in the joint spectrum and differences in the spectra associated to the two
modes. In this general case, the input state is given by |ψ〉in =
1√









2(ωs) |0〉 . (2.2.13)
Here ψ1(ωi, ωs) and ψ2(ωi, ωs) are the joint spectral amplitudes (JSA) associated to each
of the two modes (which possess the symmetry ψ(ω1, ω2) = ψ(ω2, ω1)). In this framework,
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Figure 2.3: Reverse Hong-Ou-Mandel experiments.
a, Experimental configuration, where a pair of two
indistinguishable photons is injected in a superposi-
tion of being in two modes. Before the two photon
arrive at the beam-splitter, a phase φ is inserted
on one of the two mode, producing the input state
(|20〉 + e2iφ |02〉)/
√
2. b, The quantum rev-HOM
interference is observed also if the photons are distin-
guishble in frequency. c, Quantum rev-HOM fringes
for different overlaps of the joint spectra, simulated
from eq.(2.2.15). The green line represents the clas-
sical fringe that would be obtained from the same
set-up, whose periodicity is doubled compared to the
quantum fringe.
the probability of receiving a coincidence event as a function of the applied phase φ is

















∣∣∣∣∫ dω1dω2ψ∗2(ω1, ω2)ψ1(ω1, ω2)∣∣∣∣ , (2.2.15)




2(ω1, ω2)ψ1(ω1, ω2). The visibility of the fringes is exactly
given by the overlap between the two joint spectral amplitudes
Vrev-HOM =
∣∣∣∣∫ dω1dω2ψ∗2(ω1, ω2)ψ1(ω1, ω2)∣∣∣∣ . (2.2.16)
Therefore, the only requirement to have perfect rev-HOM interference is that the joint
spectra overlap. However, this can happen even when the photons have different fre-
quencies, and are thus distinguishable! For example, for ψ1(ωi, ωs) = ψ2(ωi, ωs) =
δ(ωi − ω1)δ(ωs − ω2), with ω1 6= ω2, the two photons are perfectly distinguishable, but
would still provide perfect visibility rev-HOM quantum interference. This highlights
that photon indistinguishability is not required to observe interesting quantum effects
(the trick here was to start already in a superposition state, even if the objects were
distinguishable).
Applications of the rev-HOM effect are, for example, deterministic splitting of degen-
erate photons [10, 11], quantum metrology [12], and characterisation of photon sources
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indistinguishability (i.e. the overlap of their JSAs). The latter application will be
extensively used in the experiments reported in this thesis.
2.2.3 Multi-photon evolution in linear optics
We have so far described evolutions of few photons in a linear interferometer composed
of only one beam-splitter and one phase-shifter. We now describe how we can generalise
this to an arbitrary number of input photons in a general linear optical network. As
discussed in the previous section, photonic Fock states represent non-Gaussian states of
light. As a consequence, the general evolution of Fock states in linear optical circuits
cannot be straightforwardly described as in the Gaussian formalism (eq.2.1.34). However,
the amplitudes of the output states can be calculated in terms of the permanent transfer







with A being an n × n matrix and Sn the set of permutations of integers 1 to n. In
particular, considering a scenario where an n-photon Fock state |n〉 = |n1n2 . . . nm〉 (with∑m
i=1 ni = n) is injected into an m-modes linear optical interferometer with associated
m×m unitary transformation U , the output state can be written in terms of the output
Fock states |k〉 = |k1k2 . . . km〉 (again with
∑m






cU (k|n) |k〉 , (2.2.18)
where the amplitudes are given by








Here, Uk,n represents the n× n submatrix of U formed by taking its j-th row kj times
(i, j ∈ {1, . . . ,m}) and it’s i-th column ni times. These equations allow us to describe
the output state of an arbitrary linear optical evolution of photon Fock states. The
probability to detect the configuration k at the output is given by










In particular, for n = 1 we recover the probability that a photon injected in the i-th
mode emerges on the j-th, given by p(j|i) = |Uji|2, as we already saw in section 2.1.3.
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Figure 2.4: Linear optical transformations
on two modes. a, The Mach-Zehnder in-
terferometer. b, Circuit to implement ar-
bitrary unitary operations on two modes.
The association between the permanent function and the linear evolution of multiple
bosons was first observed by Caianiello [14]. An important result about permanents, due
to Valiant [15], is that the classical complexity for their calculation is in the #P -hard
class, which makes the evaluation intractable on classical machines for sufficiently large
matrices. The connection between the permanents and amplitudes in linear optical
circuits was given by Scheel [13], who also suggested that it would imply that simulating
linear optical experiment is #P -hard. This suggestion was made formal by Aaronson and
Arkhipov, who showed that even the approximate simulation is #P -hard [16]. This result
propelled linear optical protocols that aim at showing near-term quantum advantages,
such as the boson sampling protocols that will be discussed in chapter 4.
2.2.4 Linear optical circuits
Photonic quantum information processing consists largely of designing interferometers to
perform a desired evolution. Fortunately, there exist simple schemes that allow us to
decompose any unitary evolution on an arbitrary number of modes using only cascaded
beam-splitters and phase-shifters. In this way, in photonics, once we find the unitary
U required for a particular protocol, we can immediately derive a physical circuit that
allows us to implement it.
Mach-Zehnder interferometer
We start considering the simplest case, i.e. arbitrary unitary operations on two modes.
This allows us to introduce a key element in linear optics: the Mach-Zehnder interferome-
ter (MZI). The circuit for a MZI, shown in Fig. 2.4a, comprises a phase-shifter embedded
between two beam-splitters. The resulting unitary operation is given by








Note that, up to phases, the MZI unitary represents the matrix of a beam-splitter with
an arbitrary reflectivity η = sin2(θ/2). An MZI with two phase-shifters at each side (see
Fig. 2.4b) allows us to implement arbitrary operations on the SU(2) group. To see this,
we can recall that any SU(2) matrix can be written in terms of Pauli rotations as [17]
U = RZ(γ)RX(β)RZ(α), (2.2.22)
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where RX(φ) = eiφσ̂z/2 = UPS(φ) and
RX(θ) = eiθσ̂x/2 = −ie
iθ
2 UPS(π/2)UMZI(θ)UPS(π/2), (2.2.23)
which gives, up to global phases, U = UPS(φ2)UMZI(θ)UPS(φ1) for φ1 = α + π/2 and
φ2 = γ + π/2.
Universal linear optics decompositions
We can now proceed to describe schemes generalising the MZI to universal circuits
on an arbitrarily large number of modes. The building block for such schemes are
2 × 2 operations composed of a MZI and a phase-shifter (see inset of Fig. 2.5), which
corresponds to the unitary matrix








called Givens rotations. Here the index k indicates that the MZI is mixing the k-th
and k + 1-th adjacent modes, and is acting as identity on all the others. The goal is to
decompose an arbitrary m×m unitary matrix U into a series of 2× 2 matrices Tk(θ, φ).
To achieved this, we can use schemes based on the fact that applying the matrix Tk(θ, φ)
to the right of U , i.e. taking UTk(θ, φ), corresponds to mixing the k-th and k + 1-th
columns of U . Similarly, applying Tk(θ, φ) to the left, i.e. Tk(θ, φ)U corresponds to
mixing the k-th and k + 1-th rows of U . The general idea is then to proceed iteratively,
where at each step two consecutive modes are mixed applying a Givens rotation choosing
the values (θ, φ) so that zeros are generated in the resulting matrix. At the end of such
procedure, i.e. when all off-diagonal elements are zero, we are left with a diagonal unitary






for some pattern P which depends on the scheme adopted. This equation represents
a network of Givens rotations and final phase-shifters to implement the last diagonal
matrix. The number of Givens rotations, i.e. of MZIs, required depends on the number
of iterations needed to delete all off-diagonal elements. As in general the number of
independent off-diagonal elements in a m×m matrix is m(m− 1)/2, the number of MZIs




independently from the scheme adopted.
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Figure 2.5: Universal linear optics schemes. a, Elimination pattern for the Reck scheme. The resulting
structure of this decomposition is a triangular network of MZIs, shown in b for an exemplary 6-mode case.
c, Elimination pattern for the Clements decomposition, which results in the square network pictured in d,
optimal in terms of circuit compactness and symmetry. Inset: each of the crossed lines in the scheme
representations is a MZI with an external phase-shifter, implementing a Givens matrix.
The chronologically first decomposition developed for universal linear optics is the
Reck scheme. Although exactly the same decomposition was known and adopted in the
microwave beam forming community since 1965, known as Nolan synthesis [18, 19], it
was only in 1994 that Reck et al. introduced it in the context of quantum photonics [20].
In this scheme, the procedure for cancelling the matrix elements proceeds row-by-row, as
shown in Fig. 2.5a, where at each step the values of the angles in the Givens rotations are
iteratively calculated. The decomposition results in a triangular network of m(m− 1)/2
MZIs (see in Fig. 2.5b).
A second scheme for universal linear optics, recently proposed by Clements et al. [21],
results instead in a square network of MZIs, as shown in Fig. 2.5c. Instead of following
the rows, the matrix elements elimination pattern in this scheme proceeds by diagonals
(see in Fig. 2.5d). Again, all phases in the Givens rotations can be algorithmically inferred
for an arbitrary unitary in an iterative fashion. Apart from its increase compactness, the
main advantage of the Clements scheme respect to the Reck decomposition is that the
optical depth, i.e. the number of elements a photon passes through, is independent on
the input and output mode of the photons. In particular, photons always pass through m
MZIs in a m-mode Clements scheme. In contrast, if a photon is injected and collected on
the top mode of a Reck scheme, it would only see a single MZI, while it will have to pass
through m MZIs to come out from the bottom port. This property makes the Clements
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scheme more resilient to errors due to losses. On the other hand, both Reck and Clements
schemes require the same number of total optical components, and have been shown to
be equivalent in terms of robustness to noises in setting the phase shifters [22, 23].
As the number of modes starts to increase, the number of optical components that
need to be interconnected in practical implementations of universal linear optical schemes
start to be very daunting. A particular challenging issue is given by the requirement of
extremely high phase stability inside such large interferometers to achieve sufficiently
high fidelities. For these reasons, multi-mode universal linear optical circuits have
not been experimentally reported in bulk or fibre optics. Only with the advent of
integrated photonics, where intrinsically stable interferometers can be build on photonic
chips, universal linear optical circuits have become practically relevant, rather than a
theoretical curiosity. The first demonstration of a reprogrammable universal multi-mode
interferometer has been achieved in 2015 on a 6-modes silica integrated device [24] (see
also Fig. 5.3b).
2.2.5 Quantum computing with linear optics
Virtually all quantum states of light we described in section 2.1 can be used to encode
quantum information and process it in a digital manner (i.e. with well-specified gates
on qubits). Protocols based on Gaussian states, such as coherent and squeezed states,
are usually referred to as continuous-variables quantum computing, while those based on
single photons are called discrete-variables quantum computing. In this thesis we will be
mostly concerned with the latter, although we will also make use of Gaussian states in
the experiments reported in chapters 4 and 5.
Encoding qubits and qudits with photons
In photonics a qubit is typically encoded in the Fock state of a single photon in two
optical modes. Although these modes can represent many different photonics degrees of
freedom (e.g. polarisation, spectrum, time, orbital angular momentum, etc.), here we
will consider the path of the photon. The qubit is then encoded in a single photon as
pictured in Fig. 2.6, where the mapping between the logical state of the qubit and the
Fock state of the photon is
Logical state Fock state
|0〉 ←→ |1〉0 |0〉1 (2.2.27)
|1〉 ←→ |0〉0 |1〉1 (2.2.28)
We therefore say that the qubit is in the logical state |i〉 if the single photon occupies its
i-th mode. This definition can be straightforwardly generalised to encode d-dimensional
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Figure 2.6: Encoding of a qubit (left) and a qudit (right) on
the spatial modes of a single photon.
qudits in case the photon can occupy m = d different optical modes. An arbitrary
single-qubit operation on a photon then correspond to an arbitrary unitary U on two
modes, which, as we have seen, can be simply implemented via a MZI. The analog for
qudits are arbitrary unitaries on d-modes, which can be implemented via universal linear
optical schemes.
Probabilistic two-photon gates in linear optics
The problems for photonic quantum computing start when it comes to performing entan-
gling two-qubit operations, made difficult by the absence of photon-photon interaction.
This lack of interaction is due to the linearity of the transformation eq.(2.1.16), which
governs all the optical processes described so far. Without non-linearities, the task of
generating entanglement in photonics is quite daunting. Nonetheless, there are ways
to avoid this issue. We will now see that HOM interference combined with projective
measurements can still make the photons act “as if” they had interacted, even if they
don’t. The drawback of using this type of disguised interaction, rather than a real one, is
that the implementation of two-qubit gates will be intrinsically probabilistic.
To see this, we describe the photonic implementation of a C-Phase = diag(1, 1, 1,−1)
two-qubit gate via the interferometer shown in Fig. 2.7, developed by Ralph et al. and,
independently, by Hofmann and Takeuchi [25, 26]. In this scheme the interferometer has
6 modes, and consists of three beam-splitters with transmittivity 1/3. The two input
qubits are encoded in two photons entering the four central modes of the interferometer;
the top two central modes associated to the first qubit, and the second two associated to
the second qubit. Crucially, we keep only the output cases with one photon in the top
two central modes, and the other one in the bottom two central modes, i.e. when the
qubits are still well-defined also in the output. All other possible output configurations
are discarded. This selective process, referred to as post-selection, is frequently used in
quantum photonics. It is easy to calculate that, independently from the input states of
the two qubits, the probability of ending up in a permitted output configuration is 1/9,
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Figure 2.7: Schematic of the 6-mode interferometer performing a pho-
tonic probabilistic C-Phase entangling gate with linear optics using post-
selection. The photons encoding the two qubits and injected in the four
central modes. The successful action of the gate is conditional on detecting
one photons on the top two central output modes (red), and one on the
bottom two central modes (blue). All other outputs configurations are
discarded. The probability of success for this gate is 1/9.
and, whenever that happens, the computational basis states are coherently mapped into
|00〉 7→ 13 |00〉 |01〉 7→
1
3 |01〉 (2.2.29)
|10〉 7→ −13 |10〉 |11〉 7→
1
3 |11〉 (2.2.30)
This transformations correspond to the gate matrix U = 13diag(1, 1,−1, 1), which is the
desired C-Phase gate up to a relabel of the output modes and the prefactor 13 (due to
having the operation succeeding with a probability 1/9). More efficient ways to implement
arbitrary controlled operations in photonics will be discussed in chapter 6.
Universal linear optical quantum computing
In the linear optical C-Phase scheme described above we can identify two key elements:
quantum interference in the linear optical circuits, and post-selection. Note that the
post-selection is effectively a projective measurement, which projects the state in the
subspace of the Hilbert space spanned by the accepted configurations. A crucial point
here is that measurements represent non-unitary operations, and their action can thus be
tailored to be equivalent to a non-linearity between the two photons, which mediates an
interaction. Such effective interaction is often called measurement-induced non-linearity.
Post-selection is therefore a fundamental ingredient in linear optical quantum computing,
as it allows us, quite surprisingly, to introduce non-linearities between non-interacting
particles.
A drawback is that post-selection is intrinsically probabilistic: it works only when the
measurement projection (governed by Born’s rule) is successful. Moreover, post-selected
gates cannot be cascaded, as that could bring us to accept final configurations arising
from forbidden states after the first gate. A possible idea to avoid this type of situation
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Figure 2.8: Schematic for the modular photonic MBQC archi-
tecture reported in Ref. [27]. The unit cell of the architecture is
zoomed in, where the black squares represents sources of three
photon GHZ states, and circles represent heralded probabilistic
two-photon gates (type-II fusion gates). Image reproduced from
Ref. [27].
in linear optical quantum computing is to add additional ancillary photons which herald
the success of a gate. The photons are then stored and passed to the following stage of
the computation only when all previous operations on all photons of the computer have
succeeded. This type of protocol for the photonic implementation of two-qubit gates
based on feed-forward techniques, combined with single photon operations, can be in
principle used to perform universal quantum computation.
The first to realise that, although lacking photon-photon interaction, linear optics
is compatible with scalable universal quantum computation were Knill, Laflamme and
Milburn (KLM) in 2001 [28]. In their seminal paper they showed that it is, in fact,
possible to induce optical non-linearities by using measurement and feed-forward, thus
proving that linear optical quantum computing is, in principle, achievable. However, the
resource requirement for a practical realisation of a KLM optical quantum computer,
although polynomial, are still very prohibitive. Fortunately, remarkable advances in
theoretical architectures for linear optical fault-tolerant universal quantum computation
have been developed in the last few years. State-of-the-art approaches are now based
on the on the measurement-based quantum computing (MBQC) paradigm put forward
by Raussendorf and Briegel [29, 30]. In contrast to the standard gate-based model of
quantum computing, MBQC is based on performing single qubit measurements on a
initial highly entangled resource state, known as a cluster state [31], in order to process
quantum information. Recent proposals based on linear optical MBQC, mainly developed
by Browne and Rudolph, made a number of significant improvements in decreasing the
required linear optical resources needed to generate large photonic cluster states, removing
the need of quantum memories (only passive delay lines are needed) and decreasing
the stability requirements [32]. An exemplary schematic of modern architectures for
photonic MBQC is pictured in Fig 2.8. It can be observed that this type of linear optical
quantum computation is very modular, and each photon only has to pass through a
limited number of optical components. Subsequent theoretical improvements to the
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scheme have also enabled fault-tolerant computation in the presence of up to 50% loss per
photon using ideas from percolation theory [27, 33, 34]. These improvements, together
with the technological ones, are making linear optical quantum computing a realistic
prospect [27].
The rest of this thesis is in large part dedicated to progress towards the development
of a technology able to match the requirements for these linear optical architectures.
2.3 Integrated quantum optics
One of the features that stands out when observing the circuits previously described in
this chapter is the remarkable level of complexity required for linear optical quantum
applications compared to standard optical interferometers, such as those employed in,
Young’s, Michelson’s, or Mach-Zehnder experiments. For instance, the number of beam-
splitters and phase shifters required to implement the circuits in Fig. 2.5 and Fig. 2.8 are
orders of magnitude higher. At the same time, in such interferometers, phase stability
needs to be maintained between the thousands of possible optical paths that photons can
undertake. It is evident that standard approaches developed in the last centuries, such
as bulk optics and fibre optics, where photons propagate in free space between forests of
mirrors or in long spools of single-mode fibres, cannot represent viable solutions to build
stable and controllable interferometers at this scale.
Fortunately, as we will see in the remaining of the thesis, these issues can be addressed
via the integrated quantum photonics approach. Integrated photonics represents a
technology where the essential components required to generate, manipulate, and measure
light are put together on a common platform. The field started in the late 1960s, when
the first demonstrations of light propagating in waveguides embedded in standard optical
materials, such as dielectric organic films and glasses, were reported [35, 36]. Thanks to
the development of more refined fabrication techniques, integrated photonic circuits can
now be fabricated in a wide variety of materials, each providing different properties. These
include lithium-niobate, where fast modulators can be embedded, III-V semiconductors
(e.g. indium-phospide) allowing laser sources and electro-optics, and low loss linear circuits
in silica. Since the mid-90s, Silicon has emerged as one of the prominent materials for
integrated optics, in particular the silicon-on-insulator (SOI) technology. In this platform,
due to the strong refractive indices difference with the substrate, high-confinement
silicon waveguides and high density circuits with intrinsic phase stability are achievable.
Moreover, SOI fabrication is compatible with the CMOS technology used for silicon
electronics, meaning that scalable fabrication of the photonic circuits is possible. Silicon
photonic devices are now readily available from commercial foundries.
Starting in 2008, also the quantum optics community has started moving toward inte-
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Figure 2.9: Integrated waveguides. a, Cross section of a typical strip waveguide in silicon. The associated
distribution of the transverse field is shown in b and c for the lowest order TE0 and TM0 modes of the
waveguide, respectively.
grated approaches [37]. Currently, the most developed platforms for quantum applications
include directly written glass waveguides, silica, silicon-nitride, lithium-niobate, etc. In
this thesis, we will focus on developing large-scale quantum systems using semi-conductor
photonic devices in silicon.
2.3.1 Standard components for linear optics in silicon
We now briefly review the main building blocks for silicon photonics that will be used
to implement the large-scale integrated quantum photonics circuits presented in next
chapters. We limit the description to the elements used in the experiments reported in
this thesis, while we omit components (e.g. micro-resonators and carrier-depletion phase
modulators) which, although relevant to integrated quantum optics, have not been used
here. The interested reader can refer to [38, 39] for a more exhaustive list.
Waveguides
Waveguides transport optical signals between different regions of an integrated photonic
network, and are thus one of the most important elements in optical circuits. They
essentially consist of a core region of a material with refractive index ncore embedded
in a cladding of smaller refracting index nclad < ncore. Similarly as in optical fibers,
light is confined inside the core by total internal reflection. Here we will focus on strip
waveguides, shown in Fig. 2.9, where the core is fully embedded in the cladding and the
confinement is maximised. Light travels along the waveguide (z direction) according to
Maxwell’s equations. The transverse field can be described in terms of discrete modes of
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where m indexes the different modes (i.e. the eigenfunctions of the equation), neff,m
is the effective refractive index for the mode Am(x, y) (associated to its eigenvalue),
and ω is the frequency of the propagating light. For a rectangular waveguide, we can
also define quasi-TE and quasi-TM modes as those having the electric field principally
polarised along the x and y axis, respectively. The propagation along the waveguide
axis z for the m-th mode is described by an evolution e−iβmz, where βm = ωc neff,m is the
wave-vector. The associated group velocity for the propagating mode m is then given by
vg,m = c(neff,m − λ ddλneff,m)
−1, where we have included the dependence of the effective
refractive index on the wavelength.
In this thesis we will consider only single-mode waveguides, i.e. supporting only the
zero-th order modes of transmission (TE0 and TM0). We show in Fig. 2.9 an example
of these modes for a typical SOI single-mode rectangular waveguide, obtained via a
numerical eigenmode solver (Lumerical). Losses in the propagation through integrated
waveguides are mostly due to roughness at the waveguide facet between the core and
the cladding, arising due to imperfect fabrications. This implies that modes with field
profiles of higher intensities closer to the waveguide facet experience higher losses. For
this reason, we will always avoid using light polarised in the TM0 mode, which, as can be
seen from Fig. 2.9, is highly localised at the borders of the core and is thus much more
lossy than the TE0. Silicon is also not transparent in the visible or near infrared region,
but it is transparent to wavelengths longer than a micron. Silicon quantum photonics
experiments reported in this thesis are therefore all performed at ' 1550 nm, which is
inside the so-called C telecommunication band. Typical losses experienced in standard
SOI waveguides (as the one in Fig. 2.9) at these wavelengths are approximately −3
dB/cm with current fabrication technologies.
Integrated beam-splitters
As discussed in previous sections, one of the two main building blocks in linear optics is
the beam-splitter. In integrated optics there are two main approaches to implement it:
directional couplers and multi-mode coupler. The directional-coupler component consists
in two waveguides brought together for a length z (see Fig. 2.10), called interaction
region. If the distance δx between the two waveguides in the interaction region is small
enough, the fields associated to the two waveguides become evanescently coupled in
the cladding, enabling light to tunnel between the two optical modes. The evolution of
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Figure 2.10: Directional coupler. a, Opti-
cal microscope image of a directional cou-
pler in silicon. b, FDTD simulation of a
50:50 directional coupler implemented us-
ing coupled waveguides in silicon, showing
the evolution of the field in the coupling
region.
the field amplitudes in such a structure, simulated via the finite-difference time-domain
method (FDTD), is shown in Fig. 2.10b. A formal description of such evolution is given







where A1(z) and A2(z) represent the field amplitude of each of the two modes as a
function of the interaction length, and κ ∝ e−α·δx is the coupling constant (α is here a



















To implement a 50 : 50 beam-splitter we have to choose an interaction length z = π/4κ,











which corresponds, up to a phase, to the desired 2 × 2 unitary of a balanced beam-
splitter UBS(12), see eq.(2.1.20). Directional couplers are very low loss components, which
essentially just amounts to the standard transmission loss in the coupling region (typically
less than 0.05 dB can be achieved, depending on the quality of the waveguides). On
the other hand, they are very sensitive to small errors in the coupling distance. As a
consequence, fabricating perfectly balanced beam-splitters is very difficult in the silicon
platform. Using the same principle of the directional coupler, one can think of building
low-loss interferometers by coupling together multiple waveguides. Such structures form
continuous random walks, and will be experimentally implemented in chapter 4.
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Figure 2.11: Multi-mode interferometer. a,
Optical microscope image of an MMI in
silicon. b, FDTD simulation of a 2 × 2
MMI, showing the evolution of the field
inside the multi-mode region, and the col-
lection in the point where the interference
forms two specular images.
Compared to directional couplers, designing balanced beam-splitters via a multi-
mode interferometer (MMI) has the advantage of being much more robust to fabrication
errors [41]. A schematic of the MMI component is shown in Fig. 2.11. The general idea
is to inject the two input single-mode waveguides into a larger multi-mode region. In this
transition, the input modes are coupled to the multiple higher-order modes supported
in the large waveguide. As these modes propagate with different group velocities inside
the multi-mode waveguide, they accumulate different phases, giving rise to interference
patterns, as shown in the FDTD simulation in Fig. 2.11b. Due to beatings in this
interference, repeated images of the input plane are formed at periodic lengths. By an
appropriate tailoring of the length of the expanded section, we can collect the output light
exactly when the image created by each input is equally split between the two outputs
(see Fig. 2.11b). In such case, the transformation operated by the MMI is exactly that of









While such transformation is not significantly affected by small errors in the dimension
of the MMI, implying fabrication robustness, this component typically presents slightly
higher losses than the directional coupler. Most of the integrated beam-splitters used
in the experiments presented in this thesis are based on the MMI design, with typical
observed losses of ' −0.1 dB per MMI.
Waveguide crossers
In the fabrication of silicon photonics devices, the photonic components are typically
fabricated on a single silicon layer. This means that all circuits are necessarily planar.
In such two-dimensional circuits, an important element is the waveguide crosser, which
allows to swap waveguides. For the experiments reported in this thesis, all the crossers
were designs using multi-mode structures similar to the ones used for the MMI [42]. The
idea here is to cross the multi-mode waveguides in the exact point where the first image
of the input is created. In that point the two modes associated to the two inputs are
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Figure 2.12: Optical microscope image of
a waveguide crosser in silicon based on
multi-mode interferometers.
orthogonal, thus avoiding cross-talk. The loss in this structures can be kept quite low,
typically less than −0.1 dB per crosser.
Integrated phase-shifters
The remaining building block for linear optical interferometers is the integrated phase-
shifter. In all experiments reported in this thesis, phase shifters have been implemented
exploiting the thermo-optic effect in silicon. In particular, to control the phase in a
waveguide, a resistive metal film is designed to be on top of it. Electrical control of
the voltage applied to this resistance allows us to tune the amount of power thermally
dissipated in it, and hence the temperature of the waveguide underneath the metallic
film. Via the thermo-optic effect, a change of temperature induces a change ∆n in the








The phase can thus be precisely tuned by controlling the voltage applied to the re-
sistence [43]. These components are commonly called thermal phase-shifters. In typical
silicon waveguides, a change in temperature as high as ∆T ' 100K is required to obtain
2π phase shift, corresponding to a dissipated power of approximately 50 mW on the
heater. In circuits comprising several tens of phase shifters, as in the experiment reported
in chapter 3, dissipating all the heat generated by the heaters in a mm-scale silicon chip
becomes a significant issue.
Asymmetric Mach-Zehnder on-chip filters
Another class of elements which will be extensively used in the experiments reported
in this thesis are on-chip filters. These will be used to separate photons with different
frequencies, or to suppress the bright pump light in the chip after the photon generation.
While resonating structures, such as micro-rings, represent viable designs [38], here we will
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Figure 2.13: Schematic of the on-chip filter structure based on an asymmet-
ric Mach-Zehnder interferometer. Due to a path mismatch ∆L, different
relative phases are acquired inside the MZI which depend on the wave-
length of the photons. Photons that experience constructive or destructive
interference are then separated, obtaining a filter.
Figure 2.14: Grating couplers for coupling light in
and out of silicon chips. a, Scanning electron micro-
scope image of the photonic crystal structure in an
apodised grating coupler used to direct light verti-
cally out of the waveguide plane and into a single
mode fibre. b, Optical microscope image of a grating
coupler, showing the initial part of a 400µm-long ta-
per used to adiabatically convert the waveguide mode
from the size of a single-mode fibre to the one of a
single-mode waveguide in silicon. c, (Image reported
in Ref. [44]) FDTD simulation of the light being ver-
tically scattered out of the waveguide through the
grating coupler.
focus on a simpler structure based on asymmetric Mach-Zehnder interferometers (AMZIs).
This element, pictured in Fig. 2.13, is based on the idea that, if in a Mach-Zehnder one
of the two arms is longer than the other by a length ∆L, then the phase acquired in the




where vg is the group velocity in the single-mode waveguide. The phase, and hence
the interference, depends linearly on the frequency. Therefore, to separate photons
whose frequencies differ by ∆ω, we can choose a path difference ∆L = vg/∆ω so that
constructive interference is obtained for the first photon (∆φ(ω0) = 0), which will emerge
from the top port of the MZI. On the other hand, for the second photon ∆φ(ω0 +∆ω) = π,
and it will thus exit on the bottom output due to destructive interference. We therefore
have a filter, with free spectral range FSR = vg/∆L. A phase shifter inside the AMZI
also enables to rigidly shift the filtered spectrum, allowing us to precisely tune the central
frequency ω0.
Grating couplers to fibre
The final component we discuss is the grating coupler, which allows us to couple light in
and out of the chip via single-mode optical fibres. We will use this element in all the
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experiments reported in thesis to inject pump light into the chip, and collect photons
out of the chip for detection. A significant problem one has to face when coupling light
between a single-mode fibre and a silicon chip is that the size of the circular core in
an optical fibre is 8 µm, while silicon waveguides are less than a µm wide. To achieve
an efficient coupling between these two modes with different sizes, the grating coupler
structure first uses a taper to adiabatically change the mode size in the waveguide to
match it with the one of the fiber, as shown in Fig. 2.14b. Then, it uses constructive
interference between distributed scatterers (see Fig. 2.14a) to direct light out of the
waveguide plane, and straight into a fibre mode, as can be observed from Fig. 2.14c.
This vertical scattering of the light is achieved via periodically placed teeth, whose
period determines the direction of the coupling (which differs depending on the used
wavelength) [45]. Typical losses for grating couplers are approximately −3 dB. For the
experiment reported in chapter 4, however, we will use a special design for ultra-low-loss
grating coupling with losses below −1 dB [44, 46].
2.4 Generation of quantum states of light in integrated sources
Having presented the required components to manipulate photons on a chip, we can pass
to describe integrated sources of quantum states of light. In particular, we will discuss
here sources based on two-mode or single-mode squeezed vacuum. These states can be
generated in stimulated non-linear processes arising from interaction of a pump light
with a medium [2].
2.4.1 Spontaneous four-wave mixing
Interactions between light and a medium can be described as a non-linear dependence of
the polarisation field in the medium P from the electric field E:




ij Ej(r, t) + χ
(2)
ijkEj(r, t)Ek(r, t) + χ
(3)




where ε0 is the vacuum permittivity and i, j, k, ` ∈ {x, y, z}. The tensor χ(n) represent
the susceptibility of order n (sums are implied over the indices of the electric fields).
In quantum optics, the most used types of non-linear effects are probably second-order
processes dictated by the χ(2) of the material. These include the spontaneous-parametric-
down-conversion (SPDC) process, which has been the workhorse for quantum photonics
sources for many decades [47]. On the other hand, silicon, having a centro-symmetric
crystal structure, does not posses a χ(2). Nevertheless, we can use the χ(3) non-linearity.
Since χ(3) is a four-indices tensor, it involves mixing between four fields, which means
that the general Hamiltonian for third order non-linearities is given by [48, 49]
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ijk`Êi(r, t)Êj(r, t)Êk(r, t)Ê`(r, t), (2.4.2)
where again summation over all four indices is implied. In a single-mode waveguide, we
limit our discussion to the transverse mode supported by the waveguide, propagating
along the z direction. In this case, the quantum mechanical description of the total
propagating field can be written as [2, 50]
Ê(z, t) ∝
∫
dω â(ω)ei[β(ω)z−ωt] + h.c., (2.4.3)
where β(ω) is the wavenumber associated to the waveguide mode. Substituting in
eq.(2.4.2) we would obtain a general Hamiltonian including 16 terms: all 24 possible
combinations of creation and annihilation operators arising from the four contributions
of the field. Such a Hamiltonian can represent all possible third-order non-linear effects,
including third-harmonic generation, cross-phase modulation, etc. The particular effect
we are interested in is spontaneous four-wave mixing (SFWM), where a bright laser pump
field is provided, associated to the first and second fields in eq.(2.4.2). For bright coherent
pump fields, we can adopt a semi-classical approximation where we directly substitute the
field amplitude α (α∗) instead of the mode operator â (â†) in eq.(2.4.3). In this scenario,










where the constant γ is the non-linear parameter, which depends on the susceptibility
and on the mode properties [48], and L is the length of the interaction region. This
SFWM Hamiltonian represents the conversion of two pump photons, one from each of
the two pump fields (labelled p1 and p2), into two photons, namely the idler (i) and the
signal (s), as shown in Fig. 2.15. Energy conservation implies the condition
ωp1 + ωp2 = ωi + ωs, (2.4.5)
while momentum conservation results in the presence in eq.(2.4.4) of the phase-matching
function Φ(ωp1 , ωp2 , ωi, ω2), given by





where ∆β = [βp1(ωp1) + βp2(ωp2) − βi(ωi) − βs(ωs)]. The process of SFWM can be
performed in two different regimes, depending on how we decide to pump the silicon
waveguides. These two approaches are described below.
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Figure 2.15: Spontaneous four-wave mixing schemes. Left:
Non-degenerate SFWM, where two photons are annihilated
from the pump, generating a pair of photons with different
wavelengths. This effect produces two-mode squeezing. Right:
degenerate SFWM, where one photon is annihilated from each
of the two pumps with different colours, generating a single
pair of degenerate photons. This effect produces single-mode
squeezing.
2.4.2 Generation of squeezing and photon pairs
In the first regime, called non-degenerate SFWM, we use a single input pump, i.e. p1 = p2.
In this case the energy conservation implies that 2ωp = ωi + ωs, which means that two
pump photons from the pump are converted in two photons at different frequencies,




dωpdωidωsα(ωp)α(ωi + ωs − ωp)Φ(ωp, ωi, ωs)â†i (ωi)â
†





s(ωs) + h.c. (2.4.8)
where P = |
∫
dωpα(ωp)|2 is the total pump power, and the function A(ωi, ωs) =∫
dωp
1
P α(ωp)α(ωi + ωs − ωp)Φ(ωp, ωi, ωs) is the JSA, already introduced in section 2.2.2.
Note that all the terms in the integral correspond to two-mode squeezing Hamiltonians,
with squeezing parameter given by |ξ| = γLP , which linearly depends on the pump power
used. Non-degenerate SFWM can, therefore, be used to generate two-mode vacuum
squeezing states. The number of independent squeezers acting in the process depends
on the factorability of A(ωi, ωs) (i.e. on the entanglement in frequency): if it can be
factorised in ωi and ωs components, for instance with additional filtering, than we can
achieve an ideal emission from a single two-mode squeezer.
In the low pumping regime, with squeezing γLP  1, the state produced by the










= |0〉i |0〉s + |ψ11〉i,s , (2.4.10)
where higher terms in the squeezing expansion are neglected. In this regime, the process
is approximating a probabilistic photon-pair source, emitting the bi-photon state
|ψ11〉i,s =
∫
dωidωsA(ωi, ωs) |1〉i |1〉s (2.4.11)
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Figure 2.16: Exemplary joint spectra
produced in waveguide sources via non-
degenerate SFWM. a, Unfiltered joint spec-
trum of the idler and signal photons ob-
tained with a Gaussian pump centred at
λ0 = 1542.9 nm and bandwidth 1 nm. The
purity resulting from this joint spectrum is
only 30%. b, The purity can be increased
by filtering the photons. In this case, rect-
angular filters of 100 GHz bandwidth are
considered, with the shaded areas repre-
senting the spectral regions filtered out.
The resulting filtered joint spectrum now
presents a purity of 96%.
with probability p = γ2L2P 2. The sources used in the experiments described in chap-
ters 3, 4 and 6 will be based on this process.
The second regime for SFWM, which will be adopted in the experiment reported in
chapter 4, is the degenerate SFWM regime (see Fig. 2.15). In this case, a dual pump
scheme is used, where pump light is injected at different frequencies, and degenerate
photons are emitted. Proceeding analogously as for the non-degenerate SFWM regime,
we can obtain that in this scenario single-mode squeezing is obtained, which, in the low
pumping scenario, corresponds to the generation of degenerate photon pairs.
In conclusion, to generate squeezed states and single photon states on a chip via
SFWM, it is sufficient to propagate the pump through a long silicon waveguide, which
intrinsically possesses the required χ(3) non-linearity. This type of cavity-free sources are
generically called waveguide sources, and all experiments reported in this thesis are based
on them. However, the level of squeezing achievable with this approach is usually quite
low (see chapter 4). To increase the efficiency and the purity of the sources, designs based
on integrated cavities can be adopted, e.g. via the use of micro-ring resonators [52].
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We have described in the previous chapter how quantum information tasks can be
performed in photonics, and why the integrated approach is a promising platform for
future quantum applications. The experiment reported in this chapter is a clear practical
demonstration of such capability. Here, we investigate silicon quantum photonics as a
platform for large-scale experiments with integrated photon sources and circuits. The
focus of the experiment is to develop and control large complex interferometers for the
generation and processing of high-dimensional entangled states of photons. A particular
result of our experiment is to demonstrate the potential of silicon photonics for developing
high-dimensional quantum technologies, i.e. technologies based on qudits.
Multiple experimental approaches have been previously developed for generating and
controlling high-dimensional systems. The encoding of qudits has been demonstrated in a
wide variety of different photonic degrees of freedom, e.g. orbital angular momentum [2],
time-bin [3], and frequency [4]. However, these approaches present some significant
challenges: 1) the difficulty in generating and processing high-dimensional states with
high-fidelity, and 2) the difficulty in performing arbitrary operations on the qudits. These
challenges represent significant limitations, as high-fidelity and universality are important
requirements in most quantum applications. In the experiment we will show how an
approach based on large-scale integrated quantum optics, amongst other advances, allows
us to overcome such challenges.
The chapter starts with a description of the large-scale silicon photonic device and the
set-up used in the experiment. We will then report the preliminary characterisation of the
device and the reconstruction of the generated high-dimensional entangled states. Finally,
implementations of a range of quantum applications based on qudits are presented and
discussed.
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Figure 3.1: Photo of the device. The opaque black
lines are the silicon waveguides. The array of 16
SFWM spiral sources can be observed as black dots
on the centre-left. The gold wires are the on-chip elec-
trical connections individually accessing the phase-
shifters for their control. Wire-bonds (192 in total)
that electronically connect the silicon chip to an ex-
ternal PCB can be observed on the sides of the chip.
3.1 Silicon photonic chip: design and characterisation
We start by describing the large-scale silicon photonics device implemented, shown in
Fig. 3.1. The general structure of the scheme used to generate and process entangled
qudits is pictured in Fig. 3.2, and the actual photonic circuit used is shown in Fig. 3.3.
The silicon device designed and fabricated for the experiment represented an important
technological step in terms of number of integrated optical components, including photon
sources and circuits, coherently utilised on a single photonic chip. Of course, when trying
to push such technological limits there are many challenges that need to be addressed.
3.1.1 Chip details and experimental setup
As can be observed from the schematic of the circuit in Fig. 3.3, the photonic chip
presents a remarkable circuit complexity. In total, more than 500 optical components
are integrated on the same device to form a stable large-scale interferometer, comprised
of an array of 16 SFWM photon sources, 93 configurable thermal phase shifters, 122
beam-splitters, 136 waveguide crossers and 32 grating couplers. The device is designed
and fabricated on commercial silicon-on-insulator (SOI) using electron-beam lithography.
The silicon waveguides, including the 1.5 cm long spirally-shaped waveguide sources,
have a cross-section of 450 nm× 260 nm. The beam-splitters were based on multi-mode
Figure 3.2: Representation of the scheme for the
generation and manipulation of bipartite states with
tunable dimension and entanglement.
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Figure 3.3: Photonic circuit diagram. The input pump light is initially split by a network of MZIs between
an array of 16 SFWM waveguide sources. A pair of photons pair is produced in superposition between
the 16 sources, generating a reconfigurable high-dimensional bipartite entangled state. The two generated
photons with different wavelengths are separated by an array of AMZI filters and routed by a structure of
waveguide crossers. Arbitrary local projective measurements are then performed via triangular networks
of MZIs.
interferometers (MMIs), described in section 2.3.1, and combined with phase shifters,
based on titanium heaters, to form the MZIs. These components are also used to form
AMZI filters to separate idler and signal photons. The insertion loss for the MZIs was
measured to be below −0.2 dB, and typical extinction ratio in the interference filers in the
MZIs was approximately 30 dB, indicating good 50:50 balance of the MMI splitters. The
waveguide crossers are designed using the self-imaging effect in multi-mode interferometers,
and presented insertion loss lower than −0.1 dB with crosstalk well below −40 dB. The
coupling of light into and out of the chip is performed via grating couplers based on Bragg
interference in a photonic crystal. At the wavelengths used (near-1550 nm) the fabricated
grating coupler presented a coupling efficiency of −2.4 dB. The propagation loss in the
waveguides was estimated to be −3.1 dB/ cm, which was, however, significantly higher
in the spirally-shaped waveguides forming the sources, mostly due to bending losses in
the spirals and difficulties in fabricating circular-shaped elements with electron-beam
lithography (rectangular-shaped spirals should be preferred, at the cost of slightly worse
miniaturisation). Total insertion losses of the device were measured to be approximately
−29 dB.
In the experiment two photons are used, where, as described in more details below, the
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photon pair is generated in a superposition between the 16 spiral sources. In particular,
we injected into the chip CW pump light with wavelength of λp = 1544.49 nm to generate
photon pairs, signal and idler, in a broadband spectral distribution (≈ 30 nm bandwidth)
via non-degenerate SFWM. We post-selected the signal photon at λs = 1539.73 nm
and idler photon at λi = 1549.32 nm, by combing the on-chip AMZI filters and off-chip
filters. The latter also presented high extinction (> 100 dB) to additionally remove
spurious pump light. The photons, once collected out of the chip via a fibre array,
are finally detected off-chip via two superconductive nanowire singe-photon detectors
(SNSPDs) with average efficiency of 85%. In standard measurement conditions, where
≈ 40 mW input CW pump power was injected, the count rate measured at the detector
was approximately 2 kHZ, with negligible accidental counts (signal-to-noise ratio > 100).
A significant challenge in developing this large-scale silicon quantum photonic ex-
periment was the active control of the device, that is the simultaneous and individual
electronic driving of the 93 phase shifters. To achieve that, the electronic pads from the
chip were wire-bonded to a PCB and connected to a computer-interfaced digital electronic
controller with 96 channels and 12-bit resolution on the voltage. A Mathematica interface
was developed to actively configure the device by controlling both the phase shifters and
the data collection. This allowed to configure the whole chip, collect and process the data,
and decide the next configuration for the chip at kHz rate, limited by the thermo-optical
response time of the phase shifters. This rate enabled us to perform long data collections
for tomographic reconstruction of the generated states, as described in the next sections.
For each heater a voltage of approximately 5 V was required to achieve a 2π phase
shift, corresponding to ≈ 50 mW of thermal power dissipated by the heater. In total,
for configurations which required all 93 phase-shifters to be set, typically around 1 W of
power was dissipated on the chip. To maintain a constant temperature of the chip, e.g.
to avoid de-coupling due to a thermal relaxation of the device, a Peltier-cell together with
a thermistor and a proportional integrative derivative controller were used. A standard
water-cooling system was built to ensure an efficient dissipation of the thermal power
extracted by the Peltier-cell.
3.1.2 Generation of photonic high-dimensional entanglement
As we have just seen, current semiconductor technologies allow us to integrate hundreds
of optical components on a single large-scale photonic device to form complex networks of
photon sources and interferometers. However, great inventiveness is required to develop
linear-optical schemes where such complex interferometers actually perform the desired
task. For this experiment a scheme was devised for the generation and manipulation
of high-dimensional quantum states. The scheme, reported in Fig. 3.2, is quite general,
and can be used to generate and operate bipartite states in any dimension and with an
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arbitrary degree of entanglement.
For the production of entangled qudits, the idea is to generalise the approach for
generating entangled path-encoded qubits on-chip, which is based on the coherent
pumping of two integrated sources [5–10]. In fact, in a similar fashion, the generation
of two entangled d-dimensional qudits can be straightforwardly obtained by pumping d
sources [2, 11]. This idea, pictured in Fig. 3.2, was originally investigated in Ref. [11]
in the context of path-encoded qudits in fibre-based photonic architectures. However,
it required an optical stability which is challenging for optical fibres, and limited the
implementation to bipartite two-dimensional systems, i.e. standard qubits. On the other
hand, it represents a natural approach for integrated quantum photonics, where the
stability is intrinsic and large interferometers and array of sources can be deployed. The
approach can thus be readily adapted to integrated circuits as follows.
As pictured in Fig. 3.3, we inject the pump light into the chip and coherently split
it across the array of 16 SFWM sources via a network of cascaded MZIs. The MZIs
can be reconfigured through the phase shifters, so that the pumping power arriving at
each source can be controlled. As the pump is a CW laser, the sources are operated
in the low-squeezing regime, so that to a very good approximation we can focus on
the case where a single pair of photons is produced. Crucially, the pair of signal-idler
photons (with different frequencies) must originate from the same source, so that the
state generated is given by
∑d−1
k=0 ck |1〉i,k |1〉s,k where |1〉i,k (|1〉s,k) indicates the Fock
state of the idler (signal) photon being in its k-th spatial mode. The coefficients ck
are the complex amplitudes associated to the different modes (with
∑
|ck|2 = 1 for
normalisation). At this point, we can simply map the Fock state of the photons into a
logical high-dimensional system using the encoding presented in section 2.2.5. That is,
we label the Fock state associated to a photon in its k-th optical mode as the logical





ck |k〉i |k〉s . (3.1.1)
Note that, essentially, what is happening is that we are converting, through the SFWM
process, the classical coherence of the pump laser light across the sources into a quantum
coherence in the superposition of the emitted photons. The amplitudes ck can be
configured in arbitrarily by controlling the pump splitting over the d sources and the
individual phases on each mode, which is performed by reconfiguring the MZIs at the
input. In particular, |ck|2 is proportional to the square of the pump power at the k-th
source (see section 2.4). This allows us to tune the level of entanglement generated. For
example, in the case where the pump is uniformly split across the sources (e.g. by setting
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all the input MZIs as 50:50 beam-splitters) all coefficients are constant, yielding the
maximally entangled state of two qudits
∣∣∣ψ+d 〉 = 1√d
d−1∑
k=0
|k〉i |k〉s . (3.1.2)
In contrast, if we direct all the pump into a single source, for instance the k-th, we obtain
the separable state |k〉i |k〉s which doesn’t present any entanglement. Similarly, note also
that we can decide how many sources to pump, tuning the dimensionality of the system;
in our device, this goes up to a maximum number of d = 16 sources. After the generation,
the array of AMZIs filters is used to deterministically divide the idler and signal photons,
and a network of waveguide crossers allow us to separate the modes associated to the
different photons. At this point, the two qudits, with the associated modes grouped
together, can be locally addressed.
As a final remark on the generation scheme, it is interesting to investigate how
the generation rate changes for different dimensions. As described in section 2.4, for
SFWM sources in the low-power pumping regime the probability to emit a photon pair
is proportional to the square of the pump power. For a fixed amount of power coupled
into the chip, when splitting the pump through d sources (for simplicity we consider a
uniform distribution of the pump) the power at each source decreases as 1/d, so that for
each source the probability to emit a photon pair decreases as 1/d2. However, we now
have a combinatorial enhancement given from the fact that a qudit is generated whenever
one over the d sources fire, which can happen in d different ways (such combinatorial
enhancement will be generalised to scattershot-type sources in chapter 4). Therefore,
for a fixed amount of input pump power, the generation rate for the bipartite entangled
states will overall decrease as 1/d using the scheme as above.
3.1.3 Scheme for qudit local manipulation
The manipulation of high-dimensional states is a notably impractical task in most exper-
imental platforms. For example, for qudits encoded in the OAM degree of freedom of
the photons, schemes to perform universal operations are known only for low dimension-
alities [12, 13], and were found very recently via learning algorithms [14]. Generalising
and implementing such schemes to high dimensions is currently an open problem for the
OAM approach. In contrast, as described in section 2.2.4, integrated optics is the only
platform where universal linear optical schemes able to perform arbitrary operations in
high dimensions have been demonstrated (currently up to d = 6) [15]. As pictured in
the schematic of Fig. 3.2, such universal schemes could be used in our chip to perform
arbitrary local operations on the qudits, which, together with the ability to tune the
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degree of entanglement, would allow to generate any bipartite state for d ≤ 16. However,
in our implementation, to reduce the number of elements required, we used a simplified
scheme which can perform arbitrary projective measurements. Of course the ability to
perform universal measurements is less stringent than performing universal operations.
In particular, as described below, arbitrary measurements on d-dimensions require O(d)
elements, in contrast to O(d2) for universal operations. For instance, this allowed us
to perform the experiment with “only” 93 total reconfigurable phase-shifters, instead
of the 511 we would have required to perform the experiment with universal unitary
manipulations.
The scheme to perform arbitrary local projective measurements comprises an array of
phase-shifters followed by a triangular network of MZIs, as shown in Fig. 3.3. Projective
measurements on the computational basis of a path-encoded photonic qudit are simply
obtained by detecting photons in the optical spatial mode associated with the state
|k0〉, and can thus be measured setting all the MZIs as identities. A projection onto an




|α|2 = 1, is obtained by an operation |ψ̃〉 → |k〉
followed by a measurement in the computational basis, which can be performed in the
triangular structure of MZIs using the following algorithm. The idea is to represent the
target state |ψ̃〉 as a vector of its computational basis coefficients α, and to iterate vector
elements elimination in the following way. Up to adding ancillary optical modes, without
loss of generality we can consider d to be a power of 2, i.e. d = 2N for some N ≥ 1. In
this case, the triangular structure will consist of N layers of MZIs, with the `-th layer
consisting of 2N−` MZIs in parallel (where ` = 1, . . . , N). The values of the phases inside
the MZIs and in the array of phase-shifters on each mode before the structure are chosen
such that, after the `-th layer, all the elements of the evolved vector α → α′(`) with
index k, such that bk/2(`−1)c mod 2 ≡ 1, are set to zero. This elimination procedure,
similar to the one performed for universal decompositions, is possible by iterating MZI
operations and via simple trigonometric calculations. Taking k0 = 2N−1 as the output
mode, the only element which can be non-zero after the N elimination steps is α′k0 = 1
associated with the optical mode k0, and therefore the transformation |ψ̃〉 → |k0〉 is
obtained. Note that this operation is deterministic and no post-selection is required. In
our experiment, we implement the correlation measurements by collapsing the states into
the |k0 = 7〉 computational basis state.
The number of elements required to implement the scheme on a system of size d
can be readily calculated. As before, we can consider for simplicity d = 2N for some
N = log2 d ≥ 1. The scheme then comprises d initial phase-shifters and N layers of MZIs,
with the `-th layer consisting of 2N−` MZIs. The total number of elements is then given
by
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1 + log2 d∑
`=1
2−`
 = d(2− 1
d
)
= 2d− 1 = O(d). (3.1.3)
Note that similar calculations can also be performed for the generation scheme, which
also need O(d) components. The approach is thus general for arbitrary dimensions, with
the complexity of the integrated devices that scales linearly with the dimension of each
quantum system (quadratically when using universal operations).
3.1.4 Technical challenges in the experiment
As in any experiment, while operating the device, we encountered a variety of challenges
that needed to be addressed, mostly accountable to the hardness of controlling such
complex device. They can be grouped in three main classes.
The first concerns the fabricability of large-scale devices of similar size, or larger, to
the one reported here. The fact that current technologies allow to manufacture photonic
chips of such complexity is already an achievement. However, the limits of current
fabrication capabilities played a role already in our experiment. For example, a first
version of the device, fabricated approximately two years before the publication of the
experiment (spring 2016), was unusable. The main problem with it was excessive photon
loss in the chip. This issue was mostly due to fabrication imperfections when fabricating
the spiral sources using electron-beam lithography, resulting in total insertion losses higher
than −40 dB. This implied count rates of approximately 1 event/minute when pumping 4
sources in the array, making the experiment unfeasible. We then designed and fabricated
a second version of the device, which is the one we used for the final experiment. Here
the losses were significantly lower and the count rates enough to perform the experiment.
However, a fabrication error still occurred: due to a dust particle accidentally deposited
during the waveguide fabrication, one of the modes in the network of crossers presented
−10 dB additional losses (pictured with a black triangle in Fig. 3.3), making one of the
16 available dimensions unusable. In practise, this limited us to study entangled systems
up to dimension d = 15.
The second class of problems came from having to precisely control a large number of
reconfigurable heater-based phase shifters on a mm-scale device. As described in section
3.1.1, the electronic control of these was achieved via an external computer-controlled
voltage driver. However, the thermo-optic response of each single heater had to be
precisely characterised. Given the complexity of the device, and the difficulty of isolating
single elements in integrated circuits, devising a characterisation routine where each
phase shifter was characterised independently from the others was quite a non-trivial
task. The characterisation procedure we designed, would typically take around 10 hours,
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and had to be repeated approximately once per week to correct drifts in the heaters and
maintain a good control of the device. A large part of the time spent on this experiment
was thus dedicated to the characterisation of the heaters. As this issue will become
more significant increasing the system size, for future large-scale experiments it will be
important to design the chip explicitly so that an automatic characterisation procedure
is supported and can be efficiently executed.
Thermal cross-talk between the heaters represents a significant source of error in
integrated operations. As the chip size in our case was relatively large (∼ 2 cm2) compared
to standard silicon photonics chips, thermal cross-talk was smaller than what is typically
observed in silicon devices. We also mitigated it via maintaining a stable temperature on
the chip via the cooling system described in 3.1.1. As characterised in the next sections,
this allowed us to maintain a precise control of the phases.
The third type of issues encountered is instead due to indistinguishability of the
photons emitted from different sources. In particular, source distinguishability would
introduce noise in the generated states in eq.(3.1.1), decreasing their purity. While
indistinguishability due to temporal mismatch doesn’t play a role in integrated circuits
(path differences are compensated in the circuit design), spectral mismatches still represent
a problem. We mitigated this issue by using off-chip narrow filters (1 nm bandwidth) for
the photons. The indistinguishability was tested performing reverse Hong-Ou-Mandel
interference between all possible pairwise choices of the sources, as shown in the next
section.
3.1.5 Characterisation of the sources and measurements
The characterisation of the phase-shifters, operations and sources is a central challenge
for large-scale integrated optical experiments. For each thermo-optical phase-shifter, the
characterisation can be obtained in two steps:
1. Characterisation of the electrical response, measuring the current-voltage curve
for each heater. A parabolic function was used to fit the I-V curves to include a
non-ohmic response.
2. Optical characterisation, mapping electrical power to optical phase. This is obtained
by measuring the output optical power as a function of the electrical power dissipated
in each phase-shifter. The measured classical fringe is fitted to a sinusoid function.
By repeating these two steps, each phase-shifter can be fully characterised, determining
the associated optical phase as a function of the applied voltage. Figure 3.4a shows one
example of classical interference used for the heater characterisation. To characterise
local phase-shifters that are not directly included in an interferometer, e.g. the ones
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Figure 3.4: Classical and quantum fringes. a, Exam-
ple of classical interference (purple) and two-photon
quantum interference (blue), obtained via the rev-
HOM effect, measured when scanning a phase shifter
in the output MZIs. The points are experimental
data, while the lines are sinusoidal fittings. Error
bars are given by photon Poissonian statistics. In
the classical case, the fringes have been performed
for all 93 heaters to characterise their thermo-optic
response. In the quantum case, the rev-HOM fringes
have been performed for all 120 possible pairs of the
16 sources to test their indistinguishability, with visi-
bilities shown in b. The 120 experimental visibilities
between all possible combinations of sources, with
an average visibility of 0.984± 0.025, are shown in
the inset.
before the triangular network of MZIs, the MZIs in the input and output networks need
to be reconfigured so that the desired phase-shifter becomes embedded inside a large MZI.
The optical phase applied can then be determined from the interference fringe associated
to the embedding MZI.
Similarly, we can configure the input and output networks of MZIs to embed two
chosen sources on a large MZIs. In this way, by scanning the local phase associated
to the mode of one of the two sources, and performing single-photon detection at the
output, we can obtain a quantum interference fringe via the rev-HOM effect described in
section 2.2.2. An example of measured rev-HOM fringe is reported in Fig. 3.4a together
with the classical fringe obtained from the same interferometer (note the doubling of the





= 120 possible pairs of sources, where each pair can be selected by simply
reconfiguring the input and output MZI networks, we obtain a pairwise characterisation
of the sources indistinguishability. In particular, as discussed in section 2.2.2, the visibility
represents the overlap between the spectra of the different sources used. The measured
visibilities of the rev-HOM fringes are reported in Fig. 3.4b. The experimental achieved
visibilities were >0.90 in all cases, with more than 80% cases having a visibility >0.98.
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Figure 3.5: Preliminary characterisation of high-dimensional operations. a, Measured probabilities
distributions preparing and projecting the states on the computational Ẑ-basis for qudits with dimension
2, 4, 8 and 16. The horizontal axes refer to the prepared input states and the vertical axes to the
measured output ones. b, The input/output probabilities are shown for states prepared and measured in
the Fourier F̂ -basis. c, Mean statistical fidelities for d-dimensional projectors, in both the computational
Ẑ-basis (green) and the Fourier F̂ -basis (red).
These results show a good degree of indistinguishability between the sources.
The characterisation of the phase shifters was done in a regime where each of
them was singularly addressed. However, the main source of noise in the operation,
i.e. thermal cross-talk, manifests itself in the collective behaviour of the heaters. In
order to characterise this type of noise we studied the fidelities of the input-output
probability distributions for the qudit projectors, where multiple heaters have to be
simultaneously controlled. We tested the projection fidelity in dimension d = 2 to 16 for






d and k, ` = 0, . . . , d − 1. Figure 3.5a shows the measured
distributions in the Ẑ-basis, while those for the F̂ -basis are reported in Fig. 3.5b.





pi and qi are the measured and ideal output probabilities, for different dimensions. We
obtain fidelities 0.998, 0.990, 0.979 and 0.971 for d = 2, 4, 8 and 16 on the Ẑ-basis and
fidelities of 0.990, 0.965, 0.970 and 0.844 for d = 2, 4, 8 and 16 on the F̂ -basis. Note
that the results for the F̂ -basis show higher noise in the qudit operations compared to
the Ẑ-basis. The main cause of this is residual thermal cross-talks between the heaters.
In fact, measurements on the F̂ -basis required more heaters to be turned on and rely
significantly on the phases before the output triangular MZI networks, for which we
expect higher disturbance (the distance between the heaters is smaller). Measurements
in the F̂ -basis are thus more susceptible to cross-talk errors, which is reflected in lower
mean statistical fidelities.
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Figure 3.6: Framework for correlation measurements
on a bipartite d-dimensional state ρ̂d. The operators
M̂a|x and M̂b|y indicate local projective measure-
ments x and y on Alice and Bob, respectively, with
associated outcomes a and b. In the experiment re-
ported here, Alice is represented by the signal photon,
and Bob by the idler.
3.2 Results
Having developed a precise control of the device, we achieved the ability to generate states
with a tunable dimension and degree of entanglement, and to perform arbitrary local
measurements which could be rapidly and precisely reconfigured. The most enjoyable
part of the experiment began: we had plenty of ideas and applications to implement,
and the device readily allowed us to investigate them with a good precision. In general,
we focused on applications that could both display the technical advancements and the
potential of integrated quantum photonics as a platform for high-dimensional quantum
technologies. Many of the applications demonstrated required an advanced theoretical
support. For the scope of this thesis, we will focus here on the experimental results,
postponing the main theoretical details in appendix C.
3.2.1 Dimensionality certification: dimension witnesses
The dimension of a quantum system represents its ability to encode information and
constitutes an important resource for quantum information processing. In the previous
sections, we have claimed that we can generate states with local dimensions up to d = 15,
obtained by pumping 15 physical sources. However, an important question both from
a fundamental and an application point of view is how to rigorously provide evidence
that the dimension in our real system is in fact at least d. Dimension witnesses have
been developed to address this point. In particular, device-independent (DI) dimension
witnesses enable us to pose an experimental lower bound on the underlying dimension of
a quantum system using only the measured correlation probabilities p(ab|xy) [16, 17].
The context for such correlations probabilities in our implementation is depicted in
Fig. 3.6, which shows the experiment in the framework of bipartite correlation measure-
ments. The correlations between two parties Alice (A) and Bob (B), here identified
by the signal and idler photons, respectively, are represented by the joint probabilities
p(ab|xy) = Tr[ρ̂d(M̂a|x ⊗ M̂b|y)], where ρ̂d is the bipartite state with local dimension
d, x, y ∈ {1, . . . ,m} are the m measurement settings Alice and Bob can chose, and
a, b ∈ {0, . . . , d− 1} label the possible outcomes. The operators M̂a|x and M̂b|y represent
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Figure 3.7: Lower bound on the system dimension
via measured dimension witnesses. Data points refer
to the measured lower bounds on the local dimension
of the generated entangled states; red (green) points
represent data for the measurement scenario I (II).
The yellow line refers to ideal values. Error bars,
obtained propagating Poissonian photon statistics,
are smaller than the markers and neglected in the
plot for clarity.
the projections associated to these measurements.
For the dimension witness, we adopted the approach of Ref. [17], which allows us to
extract a lower bound on the local dimension of entangled states from an arbitrary set of
measured correlations p(ab|xy). The lower bound takes the form of d ≥ dD(p)e, where










As the lower bound can be calculated for any set of measured correlations, the experimenter
has a freedom in the choice of the measurement bases x, y and y′. In particular, we
adopted two different measurement scenarios. In the first scenario, we prepare the
d-dimensional maximally entangled state |ψ+d 〉 for 4 ≤ d ≤ 15 and measure each of
the two local systems in the Ẑ-basis (x = y = y′ = Ẑ). In the second scenario, we
tested correlations arising from quantum games [18], i.e. preparing again the maximally
entangled state |ψ+d 〉 for 4 ≤ d ≤ 15 and performing the measurements corresponding
to optimal strategies for Magic Square and Magic Pentagram games (see e.g. [18, 19]).
Such measurements, described more in details in appendix C, involved computational
basis measurements for x and y, while y′ required pairwise coupling between the output
modes.
Experimental results for these dimension witnesses are shown in Fig. 3.7. Note that
in the first scenario we are able to obtain a higher bound, which is due to lower noise in
this measurement settings (computational basis measurements required to control fewer
heaters, see section 3.1.1). In particular, in the first case, the experimentally observed
correlations pId yield dD(pId)e = d for all d ≤ 14, certifying the ideal dimensions. This
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allows to claim that we can generate systems up to dimension 14 (does not certify that
they are entangled though!). Note that the fact that for d = 15 we obtain a lower
bound of 14 does not mean that the system, obtained by physically pumping 15 sources
and controlling 15 local modes, does not really have local dimension d = 15. Rather it
indicates that, due to imperfect correlations, the information encoded in the global state
could have been compressed into a bipartite system with local dimension d = 14.
3.2.2 Entanglement certification: violation of high-dimensional Bell and EPR steering
inequalities
The main claim of the experiment is to generate and manipulate high-dimensional
entanglement. In the previous section we have demonstrated that the bipartite systems
generated are in fact high-dimensional, so we are now left to validate that the system is
entangled. As entanglement witnesses we use the violation of high-dimensional inequalities
related to two types of quantum correlations: Bell and EPR steering inequalities. While
Bell inequalities test non-local correlations between different parties, i.e. correlations
that cannot be described by classical local-hidden variables (LHV) theories [20], EPR
steering refers to the possibility of one observer to change the state of another distant
party by applying local measurements [21, 22]. In particular, EPR steering correlations
are incompatible with a classical-quantum model where quantum states, locally pre-
determined, are sent to different parties, known as local-hidden state (LHS) models.
In both cases, the violation of an inequality is used to demonstrate the presence of
the associated correlations. Furthermore, a hierarchy of such correlations exist: Bell
non-locality of a quantum state always implies EPR steerability, which in turn implies
the presence of entanglement (non-locality ⇒ EPR steering ⇒ Entanglement), while
the opposite implications are not in general true (non-locality : EPR steering :
Entanglement) [21].
The presence of entanglement can thus be certified by violating Bell and EPR steering
Figure 3.8: Experimental test of the SATWAP Bell-
type inequalities for high-dimensional states. Black
crosses represent the measured Ĩd values. Non-
locality is certified by violating Ĩd ≤ Cd. The dashed
line represents the classical LHV bound Cd, while the
solid line represents the maximal quantum violation
(Tsirelson bound) Qd. Errors, calculated assuming




inequalities: they work as entanglement witnesses. From an application point of view, the
violation of Bell inequalities is referred to as a device-independent entanglement certifica-
tion, i.e. the entangled state source and both parties are all considered untrusted, while
a violation of EPR steering inequalities as a one-sided device-independent entanglement
certification, i.e. one of the two parties is now trusted. Clearly, a device-independent
certification of entanglement is more stringent then the one-sided counterpart, and
consequently more experimentally demanding in terms of noise tolerance.
For the certification of Bell non-locality in our bipartite high-dimensional system we
studied a novel type of multidimensional Bell inequalities recently proposed [23], which
we named SATWAP after the authors (Salavrakos-Augusiak-Tura-Wittek-Acin-Pironio).
In contrast to previous standard Bell inequalities for high-dimensional systems [24],
the SATWAP inequalities have the important feature of being maximally violated
by maximally entangled bipartite states of qudits in any dimension. This increases
the robustness to experimental noises, and, as we will shortly see, enables interesting
applications [23]. The SATWAP inequalities for a bipartite system of local dimension d







and Cd = [3 cot(π/4d)− cot(3π/4d)] /2−2 is the classical bound. The 2(d−1) terms in the
sum 〈AliB̄li〉 are generalised Bell correlators. Their calculation requires measurements in
the Fourier bases for Alice and Bob. The maximum value of Ĩ achievable with quantum
states Qd (namely the Tsirelson bound), can be calculated for arbitrary dimensions
Ĩd ≤ Qd = 2d − 2 and is obtained with maximally entangled states [23]. More details
for the inequalities and the explicit form of the generalised correlators can be found in
appendix C.
The experimental values of Ĩd are shown in Figure 3.8 for dimensions 2 to 8, together
with the analytical maximal bounds for the quantum and classical case. In all tests we
Figure 3.9: The presence of high-dimensional EPR
steering correlations is verified via the violation of the
inequality βd ≤ βlhs The dashed line represents the
classical bound for LHS models βlhs. Black points
are experimental values for βd. Error bars, calculated
assuming Poissonian photon statistics, are smaller
than markers.
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observe a violation of the classical bound. In particular, a strong violation is achieved
for dimensions 2–4, closely approaching the quantum bound Qd. This certifies, in a
device-independent manner, that all the generated states are entangled up to d = 8.







and γC = 1+1/
√
d is the classical bound. Here p(a|x) represents the probabilities of Alice’s
measurements; M̂k|0 = |k〉 〈k|, M̂`|1 = |−`〉 〈−`| are the characterised measurements of
Bob, with |k〉 corresponding to the computational Ẑ-basis and |`〉 to the Fourier F̂ -basis,
described in previous sections; the state ρ̂a|x represent the reduced state for Bob when the
measurement x is performed on Alice and outcome a is obtained. For these inequalities,
the maximal quantum violation is 2, constant for all dimensions, and obtained via
maximally entangled states [22].
Experimental results for EPR correlations are shown in Fig. 3.9, where measured
values of βd are reported up to dimension 15, all violating the LHS classical bound.
This certifies, in a one-side device-independent manner, that all the generated states are
entangled up to d = 15.
Note that, although the protocols we demonstrate are device-independent or semi-
device-independent, in our implementation we actually relied on additional assumptions
that are not in general included in device-independent scenarios. In particular, loopholes,
such as the detection and locality ones, were not closed in our implementations. Therefore,
the protocols reported here and in the following sections cannot be considered as complete
realisations of device-independent protocols. However, the main scope of using these
protocols here is to employ them as diagnostic tools to characterise our device. As
such, in our scenario, the extremely strict requirements for practical field deployment of
device-independent protocols (where one has to deal with true Eavesdroppers attacking
the experiment) are arguably less relevant.
Up to these minor caveats, we now have rigorous supporting evidence (via entangle-
ment and dimension witnesses) to be able to claim that we have a bipartite entangled
quantum system in high-dimensions.
3.2.3 Quantum state tomographies via compressed sensing
The most general characterisation of the generated states is the experimental recon-
struction of the density matrix, which can be achieved via quantum state tomography
(QST). While QST represents an important diagnostic tool to characterise quantum
systems, the practical full implementation of QST becomes extremely challenging already
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Figure 3.10: State tomographies. a, Measured quantum fidelities 〈ψ+d |ρ̂d|ψ
+
d 〉 of the density matrix ρ̂
reconstructed via compressed sensing quantum state tomography for different dimensions, where
∣∣ψ+d 〉
is the ideal bipartite maximally entangled state of local dimension d. Figures b, c and d Represent
the experimental density matrix for the d-dimensional entangled state with d = 4, d = 8 and d = 12,
respectively. Column heights represent absolute values of the matrix entries |ρij |, while colours represent
the phases |arg(ρij)|. The phase information for matrix elements with module |ρij | < 0.01 is approximately
randomly distributed and not displayed for more clarity.
for intermediate scale systems, both in terms of the number of measurements required
(for a bipartite system of local dimension d it scales as d4) and the computational time
needed to reconstruct the density matrix from the data. In order to perform the to-
mographic reconstructions of the generated high-dimensional entangled states, we use
quantum compressed sensing techniques [25]. Inspired by advanced classical methods
for data analysis, these techniques significantly reduce the experimental cost for state
reconstruction, are general for density matrices of arbitrary dimension, and have been
experimentally demonstrated to characterise complex quantum systems [26, 27]. The
general idea in compressed sensing, originally developed for classical data analysis, is to
exploit the underlying structure that results from data collected in realistic situations to
significantly reduce the number of parameters to be determined. In general, if the state
to be characterised is low-rank (i.e. nearly pure), the approach requires quadratically
fewer measurements than standard quantum tomography techniques, and the density
matrix reconstruction from the data is efficient (requires solving a convex program).
More details on the procedure are reported in appendix C.
We experimentally implemented compressed sensing QST to reconstruct the bipartite
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Figure 3.11: Self-testing of entangled
qutrit states (|00〉+γ |11〉+|22〉)/
√
2 + γ2
for γ = 1, 0.9, 0.792. Self-tested minimal
fidelities to ideal states are plotted as a
function of the relative violation for more
clarity. The significant uncertainty on the
fidelity value is due to the general limited
robustness of self-testing protocols.
entangled states generated with local dimension up to d = 12. Fidelities with ideal
maximally entangled states |ψ+d 〉 are reported in Fig. 3.10a. For dimensions d = 4, 8 and
12 the reconstructed density matrices are plotted in Fig. 3.10b-d, with fidelities of 96%,
87% and 81%, respectively.
3.2.4 Self-testing of high-dimensional bipartite entangled states
As a further characterisation test, and possible future application of the technology, we
proceed by experimentally studying self-testing of entangled states in high dimensions.
Widely studied in recent years, self-testing represents, broadly speaking, the characterisa-
tion of quantum devices without assumptions on their inner functioning, and is one of
the practical applications on non-locality. The context of self-testing is the following. In
a realistic implementation of quantum technologies, a company provides devices to some
classical users which have no means to understand the complex inner functioning of the
devices. If the users don’t believe that the devices are reliable, and can thus make no
assumptions about them, can they still certify if the devices are functioning in a correct
way? That is, can they still characterise devices that they don’t trust? Interestingly,
non-locality allows us to do it. In particular, if the maximal violation of a Bell inequality
can only be achieved by a unique quantum state and set of measurements, a near-optimal
violation tells us that the state and measurements performed are close to the ideal ones, i.e.
we characterise the entire experimental apparatus solely from the observed correlations.
Recent theoretical developments allow us to make such statements quantitatively [28,
29]. In Ref. [23] it was shown that the SATWAP inequality can be used to self-test the
maximally entangled state of two qutrits |ψ+3 〉: employing a numerical approach from
Ref. [29], based on the solution of a convex semi-definite program, a lower bound on the
state fidelity can be obtained from the measured value of Ĩ3. Such procedure can be also
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generalised for arbitrary qutrit states of the form |00〉+ γ |11〉+ |22〉 /
√
2 + γ2 (see ap-
pendix C). Fig. 3.11 shows how the self-tested fidelities lower bound change as a function
of the observed violation of the SATWAP inequality relative to the classical bound, that
is (Ĩ3−C3)/(Q3−C3). Note that the the fidelity decreases very steeply with experimental
noise, which means that very high precision is required to self-test non-trivial (> 0)
lower bounds on the state fidelity. Despite this extreme noise sensitivity, experimental




3)/2 ≈ 0.792, reported
in Fig.3.11, all presented good fidelities. In particular, we experimentally achieve an
average self-tested fidelity of 77%.
Being possible only with such high level of precision, this application is a remarkable
example of why it is important, when developing high-dimensional quantum technologies,
to have the high-quality control enabled by our integrated quantum photonics approach.
3.3 Discussion
To summarise, the key points achieved in this experiment are:
• Ability to fabricate and control large-scale quantum photonic circuits, involving
both the generation and processing of photonic states.
• High fidelities for the state generation and manipulation can be maintained even
when scaling up the complexity of integrated photonic circuits.
• Demonstration of the potential of integrated quantum photonics for developing
high-dimensional quantum technologies.
The on-chip generation, of a frequency-encoded high-dimensional entangled states was
already demonstrated on a silicon nitride micro-ring frequency comb few months before
we published our work (Ref. [4]). However, all the manipulation was performed off-chip,
obtaining quite low fidelities. One of the novelties of this work is, therefore, to demonstrate
that using integrated photonics actually brings important advantages compared to bulk
high-dimensional approaches, showing the potential of silicon quantum photonics as a
multidimensional platform. The level of precision and universality in controlling high-
dimensional states demonstrated is unprecedented, and can open novel applications. For
example, we showed for the first time the ability to self-test high-dimensional entangled
states, a task which required high-fidelity in both the state generation and manipulation.
While the main scope of the experiment was to push the complexity of integrated
optical circuits, the experiment was limited to the generation and processing of two
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photons. It is, however, well-known that in a quantum computing architecture increasing
only the dimensionality of a fixed number of photons in not a scalable approach: it is
required that also the number of photons is increased. Generating states with a larger
number of photons is, therefore, crucial for the development of large-scale integrated
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and interference on a chip
In the previous chapter we have discussed how integrated optics, and in particular
silicon photonics, represents a scalable approach to build large-scale photonic circuits,
with hundreds of optical components linked together in optically stable interferometers.
However, such experiments have so far been limited to the use of a small number of
photons. For instance, in previous experiments no more than four photons coherently
generated and processed on a chip have been reported [2]. In this experiment, using
current technologies, we significantly improve this limit, generating and manipulating up
to eight photons on a chip.
Increasing the number of photons is challenging due to the main sources of noise
in linear optical quantum information: loss and non-deterministic photon generation.
These errors are unique for quantum photonics, as in general the possibility that a qubit
disappears is basically negligible in other platforms (solid-state qubits, trapped ions, etc.).
For the ultimate goal of a photonic universal digital quantum computer, these noises
will need to be corrected. However, the highly demanding overheads required for error
tolerance will necessitate considerable technological progress before making such universal
machines accessible. A nearer term goal is the development of non-universal devices that
perform specialised algorithms; it is expected that a regime in which these devices can
provide an advantage over conventional computing can be reached with significantly less
error tolerance demands [3, 4]. In photonics, such a device would consist of a circuit
where loss and non-deterministic photon sources are present, which can still generate and
process a number of photons large enough to outperform classical approaches. The spirit
of the experiment reported in this chapter is to push the integrated quantum photonics
technology in this direction.
In particular, we will focus on a specific type of non-universal protocol for near-term
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non-error-corrected photonic devices: boson sampling [3]. Apart from its importance as
a viable route to demonstrate a quantum advantage, boson sampling can be mapped
to useful applications, as we will see in the next chapter 5. Two different approaches
to boson sampling are demonstrated and tested on the same chip, scattershot boson
sampling and Gaussian boson sampling. The implementation allow us to benchmark the
quality of the quantum interference for different number of emitted photons.
I will start by giving a brief background of boson sampling and its different flavours,
and then go into the details of the experiment and results.
4.1 Background on boson sampling
The development of universal digital quantum computers represents one of the most
important current technological challenges faced by the scientific community, and promise
to unlock problems inaccessible with classical machines. However, the scalable imple-
mentation of complex algorithms on such universal quantum hardware is still far from
accessible. In particular, the problem of fault-tolerant quantum computation is well
beyond current technologies. On the other hand, there are already quantum systems
currently accessible, e.g. ultra-cold atomic systems, that allow some degree of control
and whose behaviour seems to be intractable to simulate on classical machines [5]. It is
however difficult to interpret these systems in terms of computational machines, i.e. with
some well-specified inputs and outputs.
Boson sampling has been proposed by Aaronson and Arkiphov as an intermediate
situation: a well-defined computational model intractable on classical machines but
realistic on near-term experimental capabilities [3]. The computational model is pictured
in Fig. 4.1, and can be schematised as follows.
• Inputs: an initial multi-mode photonic state |ψ〉 and a linear-optical network with
m input modes and m output modes, described by a m×m unitary U randomly
sampled from the Haar distribution.
• Experiment: The input state |ψ〉 is propagated through the linear-optical circuit U
and single-photon detection is performed on the evolved state, using m detectors
on the output modes. (Here we will focus on single-photon detection, although the
protocol can be further generalised to include Gaussian measurements as well [6]).
• Outputs: the observed n-photon coincidence pattern at the single-photon detectors,
i.e. the combination of n detectors that produce a “click”.
The computational model is a sampling problem: given the input state and the unitary,
the experimenter is required to sample measurement outcomes from the resulting output
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Figure 4.1: Schematic representation of the boson sampling computational problem.
distribution of the detection patterns. Clearly, this model is quite simple from a technolog-
ical point of view; no feed-forward, optical non-linearity or adaptivity is required, making
boson sampling machines much more realistic than fault-tolerant quantum machines
for near-term experiments. In fact, boson sampling is arguably the simplest non-trivial
type of quantum photonic experiment conceivable: prepare a state, evolve it through a
linear-optical network, and measure the outcome. Still, quite surprisingly, it is intractable
on classical computers if the number of photons is large enough (n & 50 photons) [3, 7,
8]. Crucially, boson sampling is not only hard to simulate exactly on classical machines,
but also approximately (under mild conjectures), meaning that the problem is classically
intractable also if the quantum hardware is not fully error-corrected. The price to
pay is universality: the boson sampling model is strongly believed to be non-universal,
although interesting quantum simulation problems can be mapped into it, as is discussed
in chapter 5 and Refs. [9–11].
The development of boson sampling has driven numerous experimental investigations
in recent years from different quantum photonics groups [12–21]. As the first imple-
mentations were reported, it appeared clear that, despite the apparent experimental
simplicity, with standard approaches to boson sampling it was a remarkable challenge for
current photonic technologies to implement boson sampling in interesting regimes where
some quantum speed-up could be achieved (n & 20). So far demonstrations have been
limited to n ≤ 5 [20]. One of the main difficulties is the generation of large photonic
states with non-deterministic sources. Following this difficulty, different approaches have
been developed as more experimentally viable ways to increase the complexity of boson
sampling experiments. The main difference between the various approaches is the choice
of the input state |ψ〉, as is reviewed below.
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Figure 4.2: Schematic representation of the standard
boson sampling protocol, where n photons are pre-
pared and injected in a fixed set on n input ports of a
m×m interferometer described by the unitary trans-
formation U . Single photon detection is performed
on the output m modes. The recorded detection
patterns represent the outputs of the sampling algo-
rithm.
4.1.1 Standard boson sampling
In its original proposal [3], boson sampling assumed as input state |ψ〉 a Fock state of n
photons in n modes, with one photon per mode, as schematised in Fig. 4.2. Considering
the case where the n photons are injected in the modes j = {j1, j2, . . . , jn} of a m×m
interferometer (no more than a photon per mode), we can write the input state as
|ψ〉 = |j〉 =
n∑
`=1
â†j` |0〉 , (4.1.1)
where â†j is the bosonic creation operator associated to the the optical mode j. As
discussed in section 2.1, for non-interacting bosons, the action of the interferometer,
described by them×m unitary matrix U , on the input state is given by the transformation
rule on the creation operators â† 7→ UT â†, so that the relation between the input creation









In boson sampling it is usual to consider output configurations k = {k1, k2, . . . , kn}
where photons exit the interferometer in different modes, denoted as collision-free cases.
This is because the “boson birthday paradox” states that in boson sampling scenarios,
with m = O(n2), collision-free cases happen with high probability [3, 22]. Under the
transformation rule of eq.(4.1.2), in the collision-free scenario we have (see section 2.2.3):
〈k|U |j〉 = Perm(Uj,k), (4.1.3)
where Uj,k is the submatrix of U obtained by taking its rows associated to k and columns
associated to j, as shown in Fig. 4.3a, and Perm(·) is the permanent matrix function
defined in eq.(2.2.17). Given the input Fock state |j〉, the probability to detect the output
configuration |k〉 is then given by
pU (k|j) = |Perm(Uj,k)|2. (4.1.4)
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Figure 4.3: a, Calculation of the submatrix Uj,k for standard and scattershot boson sampling, where U is
the unitary matrix associated to the interferometer. b, Calculation of the submatrix Bk for Gaussian
boson sampling with vacuum squeezing, where B = U [⊕i tanh(ξi)]U t and ξi are the input squeezing
parameters.
Aaronson and Arkiphov have showed that, under mild conjectures, approximate sampling
of output states k from the distribution pU (k|j) is intractable on classical machines
for large values of n. Current estimates predict that n ≈ 50 are required to enter a
regime where a classical simulation of boson sampling would no longer be possible on
supercomputers [7].
While the impossibility to classically approximate a boson sampler indicates some
sort of robustness of the protocol against experimental imperfections, it is not clear how
noise affects the complexity of boson sampling [23]. A particularly challenging type of
imperfection is the lack of ideal deterministic single photon sources. In fact, if n sources
with an efficiency ε are used to produce the n-photon input Fock state in the standard
boson sampling configuration, the probability of generating such state is proportional
to εn. Therefore, if the sources are non-deterministic (0 ≤ ε < 1), the experimenter
would need to wait a time that increases exponentially with n before observing an event.
Although progress has been reported with solid-state single photon emitters, current
single photon sources are limited to system efficiencies of ε . 0.3 (see for example
Ref. [20]), which, considering no losses in the rest of the circuit and perfect detection,
would practically restrict implementations to approximately 20 photons. This limitation
has motivated the development of more experimentally viable alternatives [24–29]. Two
prominent approaches are scattershot [30] and Gaussian boson sampling [31]. A key
feature of these two protocols is to remain efficient even in presence of imperfect sources.
4.1.2 Scattershot boson sampling
The scattershot approach to boson sampling, developed by Lund et al. few years after
the original boson sampling proposal [30], represents a way to increase the complexity of
photonic experiments with realistic non-ideal sources, such as those based on spontaneous
processes (i.e. SPDC or SFWM sources). The protocol is represented in Fig. 4.4.
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Figure 4.4: Schematic of scattershot boson sampling.
Weak two-mode squeezed states are generated and
separated. The idlers modes are measured to herald
the modes in which the signal photons enter the
interferometer, i.e. the detection pattern j measured
in the idler modes corresponds to the input state
of the signal photons, while the output pattern k is
detected after the signals have interfered. For this
protocol, which consists in sampling from the joint
distribution pU (k, j), the only input is the unitary
U , while the outputs samples are the joint detection
patterns (k, j)
To perform n-photon boson sampling, m0 ≥ n parametric sources, each generating a






tanh(ξ)n |n〉ij |n〉sj , (4.1.5)
where ξ represents the two-mode squeezing parameter and ij (sj) the mode associated to
the idler (signal) photons for the j-th source. The total state generated is then simply a





where for simplicity we assume the same squeezing ξ in all sources. We can already note a
difference with standard boson sampling: the input resource state. Here we use two-mode
squeezed states, deterministically generated in spontaneous processes, rather than a fixed
Fock state with single photons. After the state generation, all the idler modes are directly
sent to photon counters, while the m0 ≤ m signal modes are injected into an m ×m
interferometer described by U . Suppose now that in the idler modes a collision-free
configuration with n single photons in the modes j = {j1, j2, . . . , jn} (and no photons
in the remaining m0 − n modes) is detected. Then, due to the perfect correlations of
the photon number in eq.(4.1.5), also the state of the signal photons, before entering
the interferometer, collapses in the same configuration |j〉s. We thus recover a standard
boson sampling scenario where the input state |j〉 is heralded by the detected pattern in
the idler modes. In fact, the probability of generating a particular n-photon input state
|j〉 is
p(|j〉) = tanh(ξ)2n sech(ξ)2m0 , (4.1.7)
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which, as for standard boson sampling, decreases exponentially with n.
However, the idea of scattershot boson sampling is to not limit the experiment to
a particular input configuration, but to accept the input whenever n of the m0 idler
detectors click. This corresponds to a boson sampling experiment where the input state
for each runs is chosen randomly (but is known from the heralding) between all the
possible configurations |j〉. Scattershot boson sampling thus consists of a random (but
heralded) Fock state generator obtained by collapsing the state of multiple two-mode
squeezers via detecting the idler photons, and then injecting the signal photons into
the unitary. Crucially, the probability of generating a random state from probabilistic
sources is significantly higher than the probability of a specific input. In fact, as the












tanh(ξ)2n sech(ξ)2m0 . (4.1.8)
The input/output distribution is then simply given by pU (k, j) = pU (k|j)p(j), where the
transition probability pU (k|j) is the same as in standard boson sampling (eq.(4.1.4))
and p(j) is the uniform random distribution1 over all possible input configurations j.
Demonstrating that such a randomised form of boson sampling is as hard as the standard
approach for classical machines is relatively straightforward2 [30].










In this regime, as shown in Fig. 4.5, the optimal probability to generate an n-photon







1 A uniform distribution between all the input configurations is obtained assuming equal squeezing in all
sources. If the squeezing varies, the distributions would no longer be uniform.
2 Intuitively, the proof reduces to the fact that each instance of scattershot is equivalent to a run in the
standard boson sampling scenario but with a randomised input. That means that the columns used to
obtain the submatrix Uj,k in eq.(4.1.4) are no longer fixed and can change at every run. However, as
the matrix U is Haar random, the statistical properties of the submatrices Uj,k would again satisfy the
same conditions as for the standard approach. Therefore, the arguments by Aaronson and Arkiphov
for the original proof of hardness still hold for the scattershot approach.
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Figure 4.5: Probability of generating n photon input
state from n2 sources of two-mode squeezing ξ in
the scattershot regime. Darker colours correspond to
lower squeezing values, as shown in the legend. The
black dashed line represents the optimal probability









An important result can be drawn from eq.(4.1.10): the generation probability in scatter-
shot decreases only polynomially (∝ n−1/2) when increasing the number of photons, in
contrast to an exponential decrease in the standard regime. This means that scattershot
boson sampling can be efficient also in presence of non-deterministic sources with a finite
level of squeezing. Actually, from eq.(4.1.11), the optimal squeezing gets lower for higher
photon numbers n.
Compared to standard boson sampling, such an important improvement comes at
the cost of an increase in the required number of sources (n2 against n), and a higher
number of detectors (twice as many). However, we have already seen in chapter 3 that
the implementation of large arrays of sources based on spontaneous processes is possible
in integrated quantum circuits. The integration of superconducting detectors [32] or time-
multiplexing schemes [33] can be viable approaches to gain access to hundreds of efficient
detectors. There are thus prospects for large-scale implementations of scattershot-type
experiments in integrated optics.
In general, the scattershot approach could be seen as a type of error correction: in
the presence of experimental imperfections, it maintains the scaling of a protocol efficient
by introducing overheads in the hardware. Note that the error addressed here is the
imperfection in the sources, but other errors due, for example, to losses in the circuit
still represent important issues also for scattershot. With no correction for losses, also
scattershot boson sampling at some point becomes inevitably non-scalable. However, it
greatly pushes forward such limit compared to the standard approach. The hope is that,
supported by technological improvement in terms of losses, the scattershot approach
could allow us to push the threshold beyond the regime (n & 20) where interesting
applications of boson sampling are possible.
The idea behind scattershot boson sampling was to change the initial resource state
used. In particular, we passed from Fock states, that are highly non-Gaussian, to
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Figure 4.6: a, Schematic of Gaussian boson sampling. A multi-mode Gaussian state described by a
covariant matrix σ0 in generated and injected into the interferometer U . The Gaussian state emerging from
the unitary has covariance σ, from which a photon-number configuration with n photons is obtained via
single photon detection at the output. b, Gaussian boson sampling using multiple sources of single-mode
squeezing at the input.
Gaussian TMS states. An advantage of some Gaussian states, e.g. squeezed states, is
that they can be produced deterministically in spontaneous processes, while n-photon
state generation is always probabilistic. While in scattershot this aspect is exploited to
increase the generation rate, the state is collapsed to a photon-number state before the
interference via the heralding measurement, so that the state injected in the interferometer
is actually a photon-number one, and the interference is described by the same statistics
as in standard boson sampling (see eq.4.1.4). An interesting question that has been
investigated in recent years is how the description (and the computational complexity)
would change in the case where the collapse into a photon number state happens only
after the interference, i.e. with Gaussian states directly fed into the interferometer.
4.1.3 Gaussian boson sampling
Boson sampling with Gaussian states is an interesting generalisation of the scattershot
protocol, which didn’t fully explore the Gaussian nature of the input resource as it was
collapsed to a photon-number state before the interference. In the protocol of Gaussian
boson sampling, input Gaussian states are directly injected into the interferometer and the
state is collapsed via single photon counters only after the interference [31, 34]. From an
experimental perspective, compared to scattershot, this could be a more resource-efficient
approach as all generated photons are interfered, while no photons and no additional
detectors are needed for heralding. Moreover, novel applications have been proposed that
are based on boson sampling with Gaussian states [9, 35].
The general protocol of Gaussian boson sampling is shown in Fig. 4.6a. The ingredients
needed are an input Gaussian state, a unitary transformation U , and single photon
detection at the output. As discussed in section 2.1, Gaussian states allows a simple
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analytical description in terms of the first two moments of their Gaussian distributions in
the parameter space, i.e. the displacement d and the covariance matrix σ. For simplicity
we here consider only states with zero displacement (e.g. vacuum-squeezed states), which
allow us to describe the initial m-mode Gaussian state generated in the boson sampling
protocol via its 2m× 2m covariance matrix σ0. When a Gaussian state evolves through
a linear interferometer U , the covariance matrix of the output state σ can be obtained












The last ingredient we now need to describe the scheme is the photon-counting from them-
mode state σ, that is, the probability to collapse to a n-photon state |k〉 when measuring
the output state with single-photon detectors. In Ref. [31] the authors formulated a







where nk! = n1(k)!n2(k)! . . . nm(k)!, and ni(k) is the number of photons in the j-th
mode for the configuration k. For collision-free configurations we thus have nk! = 1. The
matrices σQ and A are given by








and Ak is the submatrix of A obtained by selecting its {k1,m+k1, k2,m+k2, . . . , kn,m+







with C2m the set of canonical permutations on 2m elements, is a generalisation of the
permanent function, firstly introduced by Caianiello in the 70s [36]. In particular, the







Moreover, for the Hafnian function it holds that [36]
Haf(X1 ⊕X2) = Haf(X1)Haf(X2). (4.1.17)
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Figure 4.7: Probability of generating input state with
n photon pairs (2n total photons) from n2 sources
with single-mode squeezing ξ in the Gaussian boson
sampling regime. Darker colours correspond to lower
squeezing values, as shown in the legend. The black
solid line represents the optimal probability as a
function of n. As shown the inset, the relative speed-
up respect to the scattershot case (black dashed line
in the main plot) tends to a constant value of e('
2.71) asymptotically.
While eq.(4.1.13) is very elegant and valid for arbitrary input Gaussian states, it may
still be quite intricate to calculate. The situation is greatly simplified if we consider
single-mode squeezed states at the input, as shown in Fig. 4.6b, on which we focus in the









2nn! |2n〉sj , (4.1.18)





The covariance matrix σ0 = 12S(ξ)S
†(ξ) is obtained from the squeezing symplectic matrix
S(ξ) =
[
⊕mi=1 cosh(ξi) ⊕mi=1 sinh(ξi)
⊕mi=1 sinh(ξi) ⊕mi=1 cosh(ξi)
]
, (4.1.20)
with ξi the single-mode squeezing parameter for the source in mode i. The output state












for which the matrix A in eq.(4.1.14) can be simply written as a direct sum A =








From eq.(4.1.13) and eq.(4.1.17), in the collision-free we can thus finally write:
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|Haf [Bk(ξ)]|2 , (4.1.23)
where the submatrix Bk is obtained from the rows and columns {k1, k2, . . . , kn} of B, as
pictured in Fig. 4.3b.
The task of Gaussian boson sampling with single-mode squeezed states as inputs can
thus be summarised as the task of sampling output configuration k from the distribution
pξ(k) in eq.(4.1.23). Moreover, as the Hafnian encapsulates the permanent function via
eq.(4.1.16), in the case of single-mode vacuum squeezing evidence was provided that also
Gaussian boson sampling is still computationally hard on classical computers, both in the
exact and approximate case [31, 34]. However, as the computation time for the calculation
of a permanent and a Hafnian of a n×n matrix are O(n2n) and O(2n/2) respectively [37],
it is expected that 2n photons are required for a Gaussian boson sampling protocol
to achieve a classical run time comparable with a n photon standard boson sampling
experiment.
From an experimental point of view, Gaussian boson sampling is an interesting
resource efficient alternative compared to previous approaches. First, it provides an
enhancement in terms of generation rate. In particular, the probability of generating n






tanh(ξ)2n sech(ξ)m0 . (4.1.24)
In Fig. 4.7 the generation probability is shown for different numbers of photons, using
m0 = n2. As for the scattershot approach, the optimal generation probability decreases
as ∝ 1/
√
n. A comparison with the generation rate obtained from scattershot boson
sampling can also be drawn. An improvement for the Gaussian approach can be observed
from the inset of Fig. 4.7, with the relative rate asymptotically converging to a factor
e ' 2.71.
Moreover, as no heralding is performed, the number of detectors required is halved
compared to scattershot. Additionally, in Ref. [31, 34] the authors also suggest that
the computational complexity of Gaussian boson sampling for an n-photon experiment
should be saturated by using approximately n sources, which, compared to scattershot,
would represent a quadratic resource advantage. Note also that, as no photons are used
for heralding, twice as many photons would participate in the interference.
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4.1.4 Validation of boson sampling
An important challenge in boson sampling is the task of verifying that the experiment is
sampling from a probability distribution arising from multi-photon quantum interference,
rather than from some other distribution which could be efficiently simulatable by a
classical computer. While it is thought that in the general case there is no scalable
approach to verify a boson sampler, different methods have been proposed to gather
supporting evidence for the correct implementation of the protocol [38].
The task of boson sampling validation can be interpreted as the problem of estimating
a confidence on the sampler behaving accordingly to an ideal modelM0. A powerful
tool to tackle such task is the use of Bayesian model comparison techniques [39]. These
can be generalised to validate both scattershot and Gaussian boson sampling, and we
will thus use it as a consistent validation approach for the different protocols that will be
reported in the next section.
The procedure is as follows. Suppose that, given a set of data D = {xi}Ni=0 consisting
of N output samples xi from the interferometer, we want to verify if the data is more
likely to arise from an ideal modelM0 or from a test modelMt. For example,M0 can
represent an ideal implementation of scattershot or Gaussian boson sampling, whileMt a
classical implementation where all photons are distinguishable. Given the set of samples
D collected in the experiment, Bayes’ rule offers an immediate way to estimate the
confidence in modelM0, that is the probability for model M̄ to represent the underlying







Assuming statistical independence between different events, the probability p(D|M0)
is given by p(D|M0) =
∏N
i=1 p(xi|M0), where p(xi|M0) is the probability of obtaining
the measured outcome xi according to the ideal model (dictated by the permanent
function for scattershot and by the Hafnian in Gaussian boson sampling), and similarly
for p(D|Mt).
Note that, in the case where the detection is restricted to collision-free events, the
probabilities p(xi|M0) have to be normalised to take it into account, which corresponds
to dividing by the sum of the probabilities over all collision-free events. The reason for
this is that the probability of a sample being collision-free differs between the different
models. Therefore different normalisation constants have to be used for the two models
tested.
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The probabilities p0(M0) = p0(Mt) = 0.5 represent a prior distribution on the true
model, which we here assume to be uniform to avoid any bias. The confidence p(Mt|D)
for the adversary model Mt can be calculated in the same way. Note that, as the
approach requires to estimate probabilities p(xi|M0), which is not efficient for classical
machines, the approach is not scalable. However, it is general and can be used to validate
against any model which allows us to calculate probabilities p(xi|Mt).
4.2 Experimental set-up and photonic chip
While large realisations of boson sampling protocols will require a complexity which
is likely to be achievable only via the integration of photonic componentry, the few
demonstrations reported to date have relied heavily on bulk optical elements [13–16,
18–20, 33, 40]. One of the scopes of the experiment reported here is take a technological
step forward, and achieve boson sampling experiments where states with many photons
are generated and interfered on a silicon photonic chip.
4.2.1 Photonic circuit and experimental set-up
The silicon photon device used is shown in Fig. 4.8a. While most of the components and
the fabrication procedures are essentially identical as for the device reported in chapter 3,
an important difference is the integration of ultra-low loss chip-to-fibre couplers [41].
These comprised an apodised grating coupler assisted by an aluminium mirror underneath
it [42, 43]. This technology allowed us to collect photons with ≈ 80% efficiency from the
chip, which played a great role in increasing the photon number.
Input quantum states are generated in an array of four integrated spiral sources via
SFWM. The sources are coherently pumped by splitting the input laser via MMIs. To
implement different boson sampling protocols, the sources are operated in two different
regimes. In the first regime we pump them using a single-wavelength laser in order to
generate weak two-mode squeezed vacuum (TMS) states via non-degenerate SFWM.
In this case, signal and idler photons are emitted at different wavelengths3. In the
second regime, we use a dual-wavelength pumping scheme and generate weak single-mode
squeezed vacuum (SMS) states via degenerate SFWM. In this second case all photons
are emitted at the signal frequency. Both regimes have been discussed in section 2.4.
The switching between the two different regimes is performed off-chip, as described in
the following section. After the sources, the pump light is filtered out of the circuit
3 The signal (idler) wavelength used was 1549.3 (1536.6) nm. To perform non-degenerate SFWM a single
pump at 1542.9 nm (1.6 nm bandwidth) was used, while in the dual-pump scheme for degenerate SFWM
two spectral slices centred at 1552.5 nm and 1549.3 nm were used (again with 1.6 nm bandwidth).
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Figure 4.8: a, Chip schematic. Input pump laser light (purple) is injected into the chip (I), split via a
network of MMI beam-splitters (II), and used to coherently pump an array of four SFWM sources (III).
After the sources, the pump is filtered out using AMZI on-chip filters (IV). The idler (blue) photons are
separated from the signal (red) photons via AMZIs (V). Signal photons undergo a quantum random walk
obtained coupling 12 waveguides (VI). Finally, all photons are collected via a fibre array (VII) and sent
for detection to an array of 16 SNSPDs. b, Schematic of the full experimental apparatus, including the
apparatus to switch between the two pumping schemes.
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Figure 4.9: a, Spectrum of the input pump light in the single-wavelength pumping scheme, measured via
an optical spectrum analyser. The red opaque line is the measured spectrum emitted by the laser, while
the blue line is the spectrum of the light injected into the chip after being filtered. b, Spectrum of the
input pump light in the dual-wavelength regime. The red opaque line is the spectrum emerging from the
pulse compressor. The blue line is the spectrum of the light injected into the chip after selecting and
combining two spectral slices via the use of WDMs.
via integrated AMZI filters to avoid generation of spurious photons in the rest of the
chip. A second layer of AMZIs was used to separate the idler photons, used to perform
the heralding in scattershot boson sampling. The signal photons are routed into the
four central modes of an integrated continuous quantum random walk, obtained by
evanescently coupling together 12 waveguides. Such structure allows us, due to phase
fluctuations, to implement a 4× 12 random low-loss interferometer for boson sampling
experiments [44, 45]. After the interference, all photons, including the idlers, are collected
out of the chip via a fibre array through the low-loss couplers, routed to superconducting
nano-wire single photon detectors (SNSPDs), as shown in Fig. 4.8b. In total an array
of 16 SNSPDs was used to detect the 4 heralding modes and the 12 outputs of the
interferometer.
To support the high count rates observed in the experiment, we installed a fast
counting logic able to support up to 40 · 106 events/second between the 16 detectors. The
counting logic was interfaced with a customised computer able to process the data on
the fly 4.
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Figure 4.10: Coincidence counts emitted in the de-
generate SFWM regime for different delays between
the two pumps with different wavelengths. Error
bars are obtained from Poissonian photon statistics.
4.2.2 Tunable pumping schemes
To switch between degenerate and non-degenerate SFWM regimes, required to operate
Gaussian boson sampling and scattershot boson sampling, respectively, we devised an
off-chip scheme to spectrally shape the injected pump accordingly. The scheme is reported
in Fig. 4.8b.
To perform non-degenerate SFWM, producing two-mode squeezing, a simple single-
pump scheme was required. This was easily achieved using an external laser emitting
transform-limited pulses with a 2 nm bandwidth and 500 MHz repetition rate. The
laser was filtered off-chip to remove spurious photons in the spectral tails of the laser,
optically amplified, and finally injected into the chip. To generate single-mode squeezing
via degenerate SWFM a more complex dual-pump scheme is instead needed, where two
pulses with different wavelengths have to arrive simultaneously at the sources. A possible
way to obtain a pump light with such properties could be to combine two different lasers,
one for each frequency. While such approach would be straightforward to implement
with continuous-wave lasers [46], with pulsed pump light it would require complex clock
synchronisation, phase locking, and good spectral matching between the two lasers. We
therefore opted for a different approach, represented in Fig. 4.8b. We used a pulse
compressor to spectrally broaden (i.e. temporally compress) the pulses emitted from
the laser to a total bandwidth of approximately 10 nm, from which two spectral slices
are selected via a wavelength-division de-multiplexer (WDM), as shown in 4.9b. The
two selected spectral regions are then recombined into a single fibre via a second WDM.
A delay line between the two WDMs is used to ensure the temporal overlap of the two
pulses with different frequencies in the sources. As can be observed from Fig. 4.10, a peak
of detected photon events in the signal wavelength is observed when the two different
pulses are temporally overlapped, due to the photon generation in the degenerate SFWM
regime. A low level of noise can be observed when pulses are not overlapped5.
4 Without the on-line data processing, we would have needed to save approximately 1 GByte/minute of
time tags, which would have made the data collection impractical for long measurements.
5 The noisy background events detected when the two pulses are not temporally overlapped are mainly
due to multi-pair emissions via non-degenerate SFWM from the two different pumps. A signal-to-noise
ratio of ≈ 30 can be estimated from Fig. 4.10.
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Figure 4.11: Optical microscope image of the integrated quantum photonic circuit. On the left the four
sources, wrapped together in a spiral shape, can be observed, where photons are generated after the
pump is coherently split by the MMI beam-splitters on the far left side. In the central region are the two
layers of AMZI filters, with the electrical wiring used to control the thermal phase-shifters. On the right
the continuous random walk, obtained by evanescently coupling 12 waveguides for a length of 110 µm,
can be observed. The 12 outputs of the random walk and the 4 idler modes after the filters are routed to
an array of 16 grating couplers (output 2), where photons are collected out of the chip via a fibre array
(which was removed while taking this picture in order to show the photonic circuit below it). Output
1, which allows us to collect photons generated from each single source before the interferometer, can
instead be used for characterising the sources.
The pump spectra in the two different pumping schemes are reported in Fig. 4.9. It
can be noted that in the dual-pump scheme a large part of the pump power is lost when
selecting the two slices from the broadband spectrum. Practically, this constrained us to
use significantly less pump power when operating in the degenerate SFWM regime.
4.2.3 Characterisation of the experiment
The fabrication of a low-loss device is a crucial technological step required for multi-
photon experiments with integrated photonics. The channel efficiency, that is the total
loss experienced by each photon from generation to detection, can be measured via the
photon coincidences to singles ratio ηi = Ci/CC, where Ci is the singles count rates on
the associated to the i-th channel and CC are the coincidence counts (see e.g. Ref. [46]).
In our set-up we measured a channel efficiency, averaged over all 16 channels used, of
−11.5 dB, which is an order of magnitude improvement respect to the experiment in
chapter 3. From preliminary classical characterisation, such efficiency can be accounted
to the different components as follows. The 16 SNSPDs presented an average efficiency of
0.78 (-1.0 dB). Mean transmission efficiencies through the off-chip filters and through the
fibre connections to the detectors, averaged over the 16 channels used, were measured to
be 0.87 (-0.57 dB) and 0.94 (-0.26 dB) respectively. The efficiency of the grating couplers
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Figure 4.12: a, Photon pair (two-fold) event rates measured at the detectors. Blue-green lines are for
non-degenerate SFWM while red-yellow lines are for degenerate SFWM. b, Purity of the signal photons
emitted with non-degenerate SFWM, obtained via unheralded g2 measurements.
Figure 4.13: Amplitudes (a) and phases (b) of the measured entries of the 4× 12 transfer matrix for the
random walk.
is 0.77 (-1.1 dB) at the wavelengths used, and the transmission for the AMZI on-chip
filters is 0.98 (-0.1 dB). Propagation loss through straight waveguides was estimated via
cut-back measurements on test structures on the same silicon wafer to be approximately
2 dB cm−1, indicating a transmission efficiency of 0.995 for the 12-mode random walk
implemented. Due to bending losses, the propagation loss in the spiral waveguides is
higher, with average losses of −7.1 dB measured in the 1.4 cm long spirals.
The performance of the individual sources was directly characterised by using the
control grating couplers after the first array of AMZIs (outputs 1 in Fig 4.11), configuring
the filters to collect the photons before the interferometer. The photon pairs are split
off-chip6 and detected by two SNSPDs. The measured two-fold coincidences count rates
6 The splitting of the photons is deterministic in the non-degenerate SFWM case, where idler and signal
are separated using an off-chip filter. In the degenerate SFWM case a probabilistic splitting (with
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from each single source, in both the degenerate and non-degenerate SFWM regimes,
are reported in Fig. 4.12a as a function of the input (off-chip) pump power. To obtain
these curves the two-fold coincidences from each source are analysed using the same
two channels and detectors, with measured channel efficiencies of η1 = −9.7 dB and
η2 = −8.9 dB.
In the non-degenerate SFWM regime, the coincidence count rates are given in term
of the source efficiency (i.e. two-photon emission probability) ε = tanh(ξ)2/ cosh2(ξ) as
CC = εRη1η2 [46, 47], where ξ is the squeezing parameter and R is the repetition rate
of the laser, from which ε can be calculated. In the typical measurement conditions
for scattershot boson sampling (9 dBm input pump power) we obtain for the four
non-degenerate SFWM sources efficiencies of {6.5%, 4.6%, 3.4%, 3.1%}, that give the
two-mode squeezing parameters ξ = {0.25, 0.21, 0.18, 0.17}.
In the degenerate SFWM case, the characterisation of the sources can be performed
similarly, with the only difference that, since the emitted photons are indistinguishable,
the splitting now has to be performed probabilistically with a 50 : 50 splitter. The
coincidence count rates are thus now given by CC = εRη1η2/2, where, generating single-
mode squeezing, the source efficiency is ε = tanh(ξ)2/2 cosh(ξ). In Gaussian boson
sampling measurement conditions (1 dBm total input pump power, measured off-chip) we
obtain for the four degenerate SFWM sources efficiencies of {0.61%, 0.41%, 0.25%, 0.27%},
that give the single-mode squeezing parameters ξ = {0.11, 0.09, 0.07, 0.07}.
A quantitative characterisation of the signal photons purity in the non-degenerate
SFWM regime can be obtained via unheralded second order correlation (g(2)) measure-
ments [48]. To perform these measurements, photons are collected at the output of each
source (through the AMZI filters typically used for pump filtering), the idler and signal
photons are separated through an off-chip filter and second order correlation measure-
ments are performed on the signal photon while the idler is not measured. Following
Ref. [48], the photon purity P is estimated from the obtained second order correlation
g2(0) via P = g2(0)− 1. In Fig. 4.12b the obtained purities for the four different sources
are reported for various values of the input pump power. A decrease of the purity for
increasing pump powers is observed, plausibly due to non-linear noises in the sources and
multi-pair emission errors. In measurement conditions for scattershot boson sampling,
the average purity is approximately 86%.
The transfer matrix of the implemented 4 × 12 continuous random walk was pre-
liminarily characterised using standard methods based on classical and two-photon
interference [49], and is pictured in Fig. 4.13.
probability 1/2) is performed via a fibre 50 : 50 beam-splitter.
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Figure 4.14: Measured event rates via non-degenerate
SFWM for up to eight-fold photon coincidences in
the scattershot (black data) and standard (red data)
regimes. Inset: rate enhancement of the scattershot
approach for different number of photons. Points are
measured data and dashed lines are fits.
4.3 Results
In the experiment we focused on two type of results. From a technological perspective, we
were interested in demonstrating integrated experiments with as many photons as possible
generated and manipulated on a chip. In terms of applications, we were interested in
implementing different boson-sampling experiments in the same device using the large
number of generated photons, and switching between different boson sampling regimes
using the pumping schemes described above.
4.3.1 Generation rate of multi-photon states in the scattershot regime
To generate photonic states in the scattershot regime we pumped the sources in the
non-degenerate SFWM scheme, emitting weak two-mode squeezed states. In particular,
when pumping all the 4 sources to generate 2n-fold photon states, i.e. the generation





Note that we can also implement the standard boson sampling approach by deciding to
pump only n of the sources to generate n-photon states of the signals. Clearly, for n = 4
(8-fold coincidences) the two approaches are the same here. In Fig. 4.14 the rates directly
measured at the detectors for 2n-fold photon states are reported, both in the standard
and scattershot boson sampling approaches. An average enhancement of approximately




can be observed from the figure inset. Measured
rates for four photons and six photons events, that is the generation of two and three
heralded photons, are 5.8 kHz and 4 Hz, respectively. Eight photons coincidences are
detected at a rate of approximately 4 events per hour.
4.3.2 Performing scattershot boson sampling
Boson sampling in the scattershot regime is obtained by delivering the generated states
in the non-degenerate SFWM pumping into the random walk, and samples were obtained
from the final photon counting. The measured input/output distributions pexp in the
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Figure 4.15: a, Experimental input/output distribution (top) of the four-fold events, showing 95% fidelity
with the theoretical distribution (bottom). b, Experimental and theoretical input/output distribution of
the six-fold events, with a fidelity of 92%. The collision-free output states on the horizontal axis are in
increasing order {(1, 2, 3), (1, 2, 4), . . . , (10, 11, 12)} from left to right, and the input states on the vertical
axis are {(1, 2, 3), (1, 2, 4), (1, 3, 4), (2, 3, 4)} from bottom to top.
collision-free case are reported in Fig. 4.15a for the two heralded photons interference,
obtained from over 14× 103 4-fold events, and in Fig. 4.15b for three heralded photons
interference, obtained from 27× 103 6-fold events. We compare them with the theoretical
distributions calculated via the permanent of a sub-matrix of the interferometer trans-
mission matrix (see Fig. 4.3a). The 4-fold and 6-fold experimental distributions present








of 95% and 92% with the theoretical distributions pth, respectively.
Using the Bayesian validation methods, we validated the hypothesis of a scattershot
boson sampler where the quantum interference is obtained from fully indistinguishable
photons against a classical scenario where the photons are all fully distinguishable. In
Fig. 4.16a and Fig. 4.16b the validation results are reported for 6-fold and 8-fold events,
respectively. In both cases it is determined that samples are drawn from the quantum
distribution with a confidence higher than 99.9%.
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Figure 4.16: Validation of boson sampling from indistinguishable photons against classic sampling from
fully distinguishable photons for SBS using six-photon (a) and eight-photon (b) data.
4.3.3 Performing Gaussian boson sampling
To implement Gaussian boson sampling we generate single-mode squeezed states via
degenerate SFWM in the dual-pump scheme. Due to the lower pump power injected
when using this scheme the event rates for Gaussian boson sampling are significantly
lower than what we achieved for scattershot. We thus focused on events with detection
of up to four signal photons, which we could observe at a rate of approximately a 5 Hz
rate. The measured output four-photon distribution in the collision-free case is shown in
Fig. 4.17. The mean statistical fidelity of the experimental output distribution with the
ideal one, calculated using theoretical probabilities dictated by the Hafnian function, is
87%.
Gaussian boson sampling offers a wider range of scenarios to validate against compared
to previous protocols. In fact, the theory of GBS allows one to calculate the output
probability distribution for any physically relevant input Gaussian state. We therefore
can validate against different noisy models which, to some extent, we expect to actually
be present in our experiment. The validation results are shown in Fig. 4.18, while the
details on how the output probabilities are measured for all tested models can be found in
appendix D. First, we validate the ideal single-mode squeezing Gaussian boson sampling
(SMSGBS) against the case where input thermal states are used (see Fig. 4.18a). Such
states would be generated having two-mode squeezed states from the sources and without
measuring one of the two modes, or from the presence of excessive losses (effectively
analog to the multi-pair emission noise in standard boson sampling). Secondly, we
validate against the case where the inputs are coherent states (see Fig. 4.18b), which
may arise if the observed events would be dominated by contributions due to spurious
pump photons. We go on to test the case where the input states are fully distinguishable
single-mode squeezed states (see Fig. 4.18c), analog to the standard validation tests
91
4 multi-photon generation and interference on a chip
Figure 4.17: Experimental Gaussian boson sampling output distribution for the four-photon events,
showing 87% fidelity with the theoretical distribution. The collision-free output states on the horizontal
axis are in increasing order {(1, 2, 3, 4), (1, 2, 3, 5), . . . , (9, 10, 11, 12)} from left to right.
Figure 4.18: Validation of the ideal model of SMSGBS (blue lines) against different test models of
imperfect implementations (red lines). The insets show a pictorial representation of the adversarial
models: GBS with input thermal states (a), coherent states (b), distinguishable single-mode squeezed
states (c), and two-mode squeezed (TMS) states (d). In all cases, the validation protocol is performed
using Bayesian model comparison techniques.
in boson sampling. Namely, the input states are assumed correct but distinguishable,
e.g. due to temporal or spectral mismatch. Finally we compare SMSGBS to the case
where the input states are two-mode squeezed states (see Fig. 4.18d). This scenario can
physically happen if we had photons generated by non-degenerate SFWM dominating the
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observed events, instead of degenerate SFWM ones. For all tested models, a confidence
higher than 99.9% in SMSGBS is obtained after approximately 120 samples.
4.4 Discussion
Passing from integrated experiments with the generation and manipulation of 2 and 4
photons, which were respectively first reported in 2014 [46] and few months before our
result [2], to an 8 photons experiment is not a small technological step. For comparison,
the first-ever 8-photon quantum state was generated only in 2012 [50] using bulk-optical
techniques developed over decades of research activities. While we were finalising the
paper, a new record was set in bulk-optics, demonstrating a 12-photon state [51]. Although
integrated quantum photonics is a relatively much younger technology, our experiment
gives reasons to be optimistic for its capabilities to reach and surpass such complexity in
the near term. In particular, for the further scaling of the approach, some considerations
can be drawn from this experience.
4.4.1 Experimental considerations
A significant challenge encountered in the experiment was setting up the detection
system. In particular, achieving counting electronics fast enough to support scattershot
or Gaussian boson sampling measurement regimes. To have some rough numbers in
mind, we can calculate the average photon generation rate from each source via ηR〈n〉,
where η is the loss per photon, R is the repetition rate of the pump and 〈n〉 is the mean
number of photons generated at each pump pulse. Plugging in the values characterised,
we obtain an event rate from each single source of approximately 6 ·106 events per second.
Having four sources, we had to install counting electronics able to support more than
20 MTags/second distributed over 16 detector channels (note that, although this event
rate is quite high, only few of such events happen simultaneously to provide an n-fold
coincidence). Moreover, we had to develop and program a processor for the time-tags
able to distil n-fold coincidences on the fly at the required speed, avoiding to save all
the measured counts and doing that in post-processing. Increasing the target number
of photons in such experiments would also increase (quadratically) the requirements in
terms of electronic processing speed. For example, currently the highest speed commercial
time-taggers support up to 500 MTags/second, which, using the system efficiencies of
our experiment, would limit implementations to . 100 sources. We expect, however,
that these numbers can be significantly improved with bespoke solutions. Additionally,
93
4 multi-photon generation and interference on a chip
setting up the 16-detector system itself was not a simple task7.
However, apart from these details on the detection electronics, which represents
classical engineering challenges that, we believe, should be addressable, the results are in
general very promising. The chip used to generate eight photons was itself basically plug-
and-play; the control of the eight phase shifters in the AMZI filters was straightforward
compared to the experiment in chapter 3, and the design, setting, and characterisation of
the optical components in the chip is now a standard in silicon quantum photonics. The
input/output chip coupling was stable for long periods of time and didn’t represent a
particular challenge. All these aspects indicate that, although a significant improvement
has been shown in this experiments, we are still quite far from the ultimate scaling limits
of the current technology.
4.4.2 Rate estimations for near-term experiments
It is then interesting to investigate what regimes of computational complexity we can
aim at achieving with this approach, i.e. scaling up the component integration with
the current silicon photonics technology. We can, for example, use the values measured
in out set-up as relevant parameters to evaluate what event rates can be expected in
near-term imperfect devices. The event rates for scattershot and Gaussian boson sampling
experiments, in presence of losses and non-deterministic sources, and consisting of n
signal photons emitted from k integrated sources and injected in a m mode interferometer,
can be estimated via
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Here, we have used R0 as the repetition rate of the pump, ξ the squeezing of the sources,
ηdet the detection efficiency, and ηch the system efficiency of the optical channels to the
detectors (which includes chip-to-fiber coupling loss for off-chip detection). The term
ηmu indicates the losses inside the interferometer, where ηu represents the losses in each
coupling operation, and the number of single operations each photon undergoes is m,
as in the Clements scheme (see section 2.2.4). For simplicity, for both scatterhot and
7 The 16-detector system is shared between ≈ 10 experiments in our laboratory, and is located in a
separate room accessible via a shared (quite lossy) fibre network. To avoid disrupting the rest of the
laboratory, all the optical connections and measurements had to be performed during week-ends. In
order to minimise losses, we avoided the shared fiber network by drilling a hole between the experiment






Scattershot BS Event Rate (Hz)
WG WG & Int.Det. Rings Rings & Int.Det.
10 0.3 2× 103 65 4× 105
16 - 8× 10−3 2× 10−3 3× 103
20 - - - 30
Table 4.1: Estimated count rates for near-term scattershot experiments. The rates are calculated
considering a silicon device where integrated sources deliver quantum states to a 100-modes interferometer
(m = k = 100). The estimation is performed using the system efficiencies characterised in the experiment.
Note that, to obtain the n signal photons experiments, 2n total photons need to be generated, including
the n idler photons. WG: waveguide sources. Rings: sources based on micro-ring cavities. Int.Det.: cases
where integrated detectors are considered.
# Signal
Photons
Gaussian BS Event Rate (Hz)
WG WG & Int.Det. Rings Rings & Int.Det.
10 6× 103 5× 105 6× 104 5× 106
16 1 1× 103 4× 102 4× 105
20 2× 10−3 15 7 5× 104
32 - 4× 10−6 1× 10−5 15
40 - - - 2× 10−2
Table 4.2: Estimated count rates for near-term Gaussian boson sampling experiments. The rates are
calculated considering a silicon device where integrated sources deliver quantum states to a 100-modes
interferometer (m = k = 100). The estimation is performed using the system efficiencies characterised in
the experiment. WG: waveguide sources. Rings: sources based on micro-ring cavities. Int.Det.: cases
where integrated detectors are considered.
Gaussian boson sampling, we will consider a source in each of the input modes of the
interferometer (k = m). For the system efficiencies, we can use those characterised in our
silicon photonic device and experimental set-up: ηdet = 80%, ηch = 64%, ηu = 99.95%,
R0 = 500 MHz.
In the analysis of the count rates for the silicon quantum photonics technology, we
consider two standard types of integrated sources: a low efficiency one, i.e. the spiral
sources used in our device, with a squeezing parameter ξ = 0.17, and more efficient
sources based on integrated ring resonator cavities (see, for example, Ref. [47]), with
ξ = 0.31. We also consider both the case where the detectors are off-chip, and the
case where on-chip detection is performed. In the latter, no losses associated to off-chip
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Figure 4.19: Estimated counts for different sizes of the optical circuit. In this analysis, the number of
signal detectors is considered to be the same as the number of modes in the interferometer and the
number of sources. a and b show the event rate for different circuit size and number of photons in a
scattershot and Gaussian boson sampling scenario, respectively. Black lines show the optimal values of
the event rates. c, Optimal event rate estimated for different numbers of signal photons. The dashed line
represents an estimation for the case where standard boson sampling is performed using on-chip quantum
dots sources [18]. d, Size of the interferometer associated to the optimal cases. In all plots, shaded areas
represent impractical experiments, where the threshold is set to be 1 event/week.
coupling and fibre transmission are present (ηch = 1).
The rates for these cases are reported in Table 4.1 and Table 4.2 for a scattershot
and a Gaussian boson sampling scenario, respectively, in an interferometer with 100
modes. The results indicate that experiments with tens of photons are possible with
current silicon photonics technologies. To further investigate the ultimate limits of the
approach, we can test larger-scale circuits with up to 1000-modes interferometers and
1000 detectors on the signal modes, considering the most optimistic case of ring sources
and integrated detectors. As can be observed in Fig. 4.19a-b, while increasing the number
of sources provides an initial improvement to the event rates, it actually turns to be
detrimental if the circuit size becomes too large. The reason for this is that losses in
the interferometer become dominant for values of k that are too large, suppressing the
combinatorial enhancement provided by the scattershot or Gaussian boson sampling
approaches. Optimal event rates, reported in Fig. 4.19c, results from such trade-off, with
the scaling of the size of the associated circuit shown in Fig. 4.19d. As expected, the
presence of losses implies an exponential decrease in the event rate. However, experiments
with a large number of photons are still possible before the event rate becomes impractical.
In particular, Gaussian boson sampling can reach experiments with up to ≈ 70 signal
photons, while the limit is ≈ 50 for scattershot boson sampling. These values are expected
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to be at the limit of what is tractable with classical supercomputers [7].
To further increase the complexity, e.g. to target experiments with hundreds of
photons, the capability to scale up the number of current optical components in silicon
quantum photonics is not enough: technological progress is required. A first improvement
would be to develop materials with lower transmission losses and more efficient sources of
squeezed light. Promising alternative integrated photonic platforms are being developed in
this direction [52]. Ultimately, the introduction of rudimentary error-correction techniques
in boson sampling, tackling the effect of losses, is likely to be required for applications
far beyond current capabilities.
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with photons
After having described the technological advances toward large-scale integrated quantum
photonics experiments, in the next few chapters we will discuss some possible future
applications for this platform. In particular, we will focus on quantum simulation
applications, which will be presented in increasing order of complexity in terms of
requirements for the quantum hardware.
The first one in this order is the photonic analog quantum simulation of molecular
properties. The idea behind this type of application is to map vibrations in molecules
into a boson sampler, with the output statistics being linked to the desired property
of a target molecule. We will discuss two protocols of this type: the simulation of
vibrational molecular dynamics [2], and the calculation of molecular vibronic transition
probabilities [3] (also known as Franck-Condon coefficients). For the latter, we will
report an experimental investigation to test its performance on the silicon device already
reported in chapter 4.
Apart from the applications discussed here, boson sampling has been mapped also
to other types of problems, including the simulation of spin Hamiltonians [4], the
enhancement of classical optimisation heuristics [5], and graph theory calculations [6,
7]. Although it would be interesting to test such applications in near-term devices to
investigate their practicality, they are not discussed in this thesis.
5.1 Molecular quantum dynamics simulation via boson sampling
The reason why complex quantum chemical systems are intractable on classical machines
was described by Dirac already in the early days of quantum mechanics [8]. Namely, he
noted that the wavefunction of a quantum system grows exponentially with the number
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of particles, making classical computers unable to exactly simulate quantum systems
in an efficient way. This problem led Feynman in 1982 to propose the development of
controllable quantum hardware for efficient simulation of complex chemical systems [9].
Quantum chemistry can thus be considered as the original motivation that led to the
field of quantum computing in the first place.
In this chapter the particular quantum chemistry problems we address are vibrational
dynamics of molecules, and transitions between different vibrational states induced by
an electronic process in the molecule. We will describe, quite informally, the framework
used to describe these problems, with a focus on mapping them to evolutions in quantum
photonics. The general underlying idea is to exploit the same nature of bosonic excitations
in quantised vibrational modes (phonons) and bosonic excitations of the electromagnetic
field (photons).
5.1.1 Molecular vibrations in the harmonic approximation
Vibrational dynamics in a molecule are essentially small oscillations of the nuclei around
a local minimum in the potential energy surface of the molecule. The energy surface
depends on the electronic structure of the molecule and the nuclear positions. In the
Born-Oppenheimer approximation, the electronic and nuclear degrees of freedom are
decoupled, so that the potential energy surface can be considered independent of the
vibrational state of the molecule [10]. For a general molecule with N atoms the energy
surface lives in a 3N − 6 space, so that 3N − 6 vibrational modes are possible.1 As in
classical mechanics, for treating such oscillations it is very convenient to approximate
the potential energy near the minimum as a quadratic form, as shown in Fig. 5.1. This
is the so called harmonic approximation, valid in the limit of small vibrational energies.
Under this approximation all vibrations can be treated as harmonic oscillators. The
3N − 6 normal vibrational modes and the associated vibrational frequencies {ωi} can
be calculated by diagonalising the Hessian matrix of the potential energy surface in the
minimum, equivalently as in the classical treatment of oscillations. The calculation of
the potential energy surface and the eigenspectrum of the Hessian are central concepts
in computational chemistry [11], and standard techniques from quantum chemistry can
1 The number of vibrational degrees of freedom can be counted in the following way. While 3N are
the total Cartesian coordinates required to describe all atoms, the position of the centre of mass and
the angles relative to it can be chosen arbitrarily, and thus represent no real degrees of freedom. In
other words, translations or rotations of the whole systems do not represent vibrations but only global
transformations. We therefore have to subtract 3 + 3 degrees of freedom from the total 3N , obtaining
3N−6. If the molecule is linear, there are only two rotational degrees of freedom for the whole molecule,
as the rotation around the axis of the molecule is excluded. In this case the total degrees of freedom
are then 3N − 5.
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Figure 5.1: Example of an an-
harmonic potential energy sur-
face. The harmonic approxi-
mation is obtained by approxi-
mating the function near a lo-
cal minimum with a quadratic
form.
provide approximate practical calculations2 for molecules with hundreds of vibrational
modes [12]. In a quantum mechanical description, the dynamics of the independent





where â†` and â` are the bosonic creation and annihilation operators of the `-th normal
vibrational mode, with associated frequency ω`.
Apart from the normal modes, a type of vibrational modes that are of practical
interest are the so called localised modes. These are modes where the vibrational energy is
spatially localised on single atoms of the molecule, as shown in Fig. 5.2; they are found by
numerically maximising the sum of the squares of kinetic energy contributions from each
nucleus. Localised modes are of practical importance for understanding many molecular
phenomena, such as energy transport and dissociation, and single excitations of these
modes can be prepared in quantum chemistry experiments [13]. We will therefore focus
on the quantum dynamics of molecules prepared and measured in localised modes.
In contrast to normal modes, localised modes are not eigenstates of the Hamiltonian
in eq.(5.1.1), therefore coherent population transfers between the different oscillatory
modes happen during the evolution. In order to describe such dynamics it is convenient
to define the basis transformation between the normal and localised modes, which is







2 Classical methods to calculate potential energy surfaces, which depends on the electronic structure of
the molecule, are typically only reliable for molecules where the electronic wavefunction presents weak
correlations. For molecular systems with stronger correlations between the electrons, the approximations
used to make classical approaches practical cease to be reliable, and the energy calculation generally
becomes intractable on classical machines. Luckily, in some cases quantum computers could offer
efficient solutions, as is discussed in chapter 6.
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Figure 5.2: Representation of the normal (top) and localised (bottom) modes for vibrations in the H2CS
(Thioformaldehyde) molecule. The change of basis between the localised and normal modes is performed
via the unitary matrix UL.
The unitary matrix UL thus represents a simple change of basis, and can be readily
calculated once the normal and localised modes are known. At this point, a description in
the localised basis of the unitary dynamics can be obtained following a simple prescription
(pictured in Fig. 5.3a):
1. Apply the unitary UL to convert from the localised modes basis to the normal
modes basis.
2. Independently evolve the normal modes for a time t according to the Hamiltonian




3. Apply the unitary UL† to convert back from the normal modes basis to the localised
modes basis.







5.1.2 Mapping to boson sampling
It is now straightforward to see the connection between the dynamics of localised
vibrational modes and boson sampling. Vibrational excitations correspond to the creation
of bosons in the associated modes, and the dynamics are described by a unitary operation
U(t). Each of these ingredients can be exactly mapped into a photonic scenario in the
following way:
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Figure 5.3: a), The quantum vibrational dynamics of the molecule can be described in the localised basis
by converting to the normal basis via UL, evolution in the local basis for a time t, and then convert
back in the localised basis via UL†. b), Silica device used for the first experimental demonstration of the
simulation algorithm. Image taken from Ref. [14]. c), Example of experimentally simulated quantum
dynamics in the H2CS (Thioformaldehyde) molecule, reported in Ref. [2].
• Vibrational modes ↔ Optical modes.
• Vibrational mode ` initialised with n excitations ↔ Optical mode ` initialised with
n photons.
• Evolution of the molecular vibrations described by U(t)↔ Evolution of the photons
in an interferometer described by U(t).
• Measurement of the final vibrational configuration ↔ Photon-number detection at
the output of the interferometer.
The experimental scenario described above for the simulation of vibrational dynamics is
equivalent to the boson sampling schemes discussed in chapter 4: photons need to be
prepared in an input state that matches the initial vibrational state of the molecule, and
output configurations are sampled after the evolution according to U(t). In particular,
simulating molecules that are initially prepared in Fock vibrational states, i.e. with a
fixed number of excitations, corresponds to the standard boson sampling protocol. Note
also that one could think of preparing the molecules in squeezed states (or a subset of
modes in other Gaussian states, e.g. coherent states or thermal states); the quantum
dynamics in this case are mapped into Gaussian boson sampling.
Therefore, the simulation of molecular quantum dynamics in the harmonic regime
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essentially inherits both the efficiency of boson sampling protocols3 (with an additional
computational overhead for calculating the normal and localised modes, which is typically
polynomial [11, 12]) and experimental challenges to implement it on a large scale.
The first demonstration of this quantum simulation protocol was performed by C.
Sparrow et al. at the University of Bristol [2], where initial Fock photonic states (up to 4
photons) were generated off-chip and injected into a silica chip (shown in Fig. 5.3b) where
a reconfigurable universal 6-mode interferometer acted as a re-programmable molecule.
Exploiting this capability to implement arbitrary evolutions U(t), they simulated the
quantum dynamics for a wide variety of molecules (limited to 6 vibrational modes). An
example from their work is reported in Fig. 5.3c where the statistics of the vibrational
state of the H2CS molecule, initially prepared in a superposition of two excitations, are
shown for various values of the evolution time t.
As with boson sampling, experiments involving & 20 are expected to enter an
interesting regime where simulation problems practically hard for classical approaches
will start to be accessible. Technological developments as those reported in chapters 3
and 4 provide a promising route to reach such regimes. We are currently working toward
this goal. In the meanwhile, it is important to test these analog quantum simulation
algorithms on current quantum hardware to investigate if the technology can actually
cope with the requirements of these applications. In the next section such a test is
performed using a different analog photonic quantum chemistry simulation task.
5.2 Calculation of Franck-Condon profiles with photonics
A different quantum chemistry problem that can be mapped to boson sampling is
the calculation of molecular vibronic (vibrational and electronic) spectra, known as
Franck–Condon (FC) profiles. In the previous section we focused on studying the
dynamics of molecular oscillations; here we are instead interested in transformations of
the oscillatory modes when the electrical structure of the molecule is perturbed. Vibronic
spectroscopy is an important field in quantum chemistry, as the spectra are important
tools to investigate molecular properties. While absorption spectra of molecules determine
3 While its appear quite plausible that the computational complexity of the simulation of molecular
quantum dynamics is approximately the same as boson sampling, due to the mapping just described,
such connection is not necessarily correct in general. In fact, some of the technical assumptions required
to formally demonstrate the complexity of boson sampling are difficult to apply in a simulation scenario.
For example, is the distribution of the dynamics U(t) Haar random? Probably no. Therefore, in general
we need to be careful when asserting the computational complexity of molecular simulations. On the
other hand, in contrast to boson sampling, we here are clearly not concerned in testing axioms of the
theory of computation. Rather, the spirit is to try to solve problems that are intractable with known
quantum chemistry approaches, notwithstanding the underlying classical computational complexity.
108
5.2 calculation of franck-condon profiles with photonics
Figure 5.4: Simplified schematic of a vibronic transi-
tion. The molecule is initially in an electronic con-
figuration with normal vibrational modes (in the
harmonic approximation) q associated to the energy
surface. When a process, e.g. photon absorption,
induces a change in the electronic structure, the en-
ergy surface is modified, defining a new set of normal
vibrational modes q′. In the Franck-Condon approx-
imation, the transformation between the two sets of
vibrational modes is given by a linear mapping UDok.
industrially relevant properties, such as the performance as solar cells [15] or as dyes [16],
their prediction using classical approaches is computationally hard already for molecules
of modest size [17–19]. A more efficient way to calculate Franck-Condon profiles would
thus be a potentially groundbreaking achievement, both scientifically and industrially.
In 2015 Hu et al., in Aspuru-Guzik’s quantum chemistry group at Harvard, have
formulated an interesting approach to calculate Franck-Condon profiles with machines
similar to Gaussian boson samplers [3], potentially providing significant speed-ups. We
will first describe theory of the approach, and then report an experimental implementation
of the protocol on a silicon photonic chip.
5.2.1 Vibronic transition spectra
As discussed in the previous section, molecular vibrations represent small oscillations in
the potential energy surface. In particular, under the harmonic approximation, they are
described by a set of independent quantum harmonic oscillators. In such a description,
the potential energy surface is considered constant it time, i.e. we assume the atoms
are in a steady electronic configuration. However, electronic transitions can happen, for
instance, due to molecular processes such as photon absorption or emission. When an
electronic transition happens, the potential energy surface is modified, inducing a new set
of vibrational modes. Vibronic transition profiles represent the transition probabilities
between an initial vibrational mode |j〉 to a final one |k〉 after an electronic transition
has happened. For simplicity, we consider the molecule at a temperature of ≈ 0 K, in
which the initial state contains no vibrations4, i.e. |j〉 = |0, . . . , 0〉, while the final state
4 In general, for a non-zero temperature T > 0, the initial state is a thermal state, i.e. a mixture of
the vibrational states with each term weighted by exp(− E
kT
), where E is the energy associated to the
vibrational state [3]. As thermal states are still Gaussian states, the analogy between the quantum
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|k〉 = |k1, . . . , km〉 can in general have a non-zero number of vibrations ki in the i-th
vibrational mode. Here i ∈ {1, . . . ,m} with m = 3N − 6 the total number of vibrational
modes (m = 3N − 5 for a linear molecule).
In the formalism used to describe vibronic transitions, first proposed by Duschin-
sky [20], the transformation of the vibrational normal coordinates q of the molecule is




Ui`q` + di, (5.2.1)
where U , known as the Duschinsky rotation, is a orthogonal matrix (unitary matrix with
real entries), and d a displacement vector (again with real entries). In reconstructing
the transition spectra, U and d characterised the particular process undergone by the
molecule, and thus represent, together with the initial and final frequencies of the normal
vibrational modes ({ωi} and {ω′i} respectively), the input parameters to the problem.
According to the Franck-Condon principle [21, 22], the probability of a vibronic
transition between |j〉 and |k〉 is given by
pFC(k) = |〈k|UDok|0, . . . , 0〉|2. (5.2.2)
Here, UDok is known as the Doktorov transformation [23] and, following the theory in
Ref. [3], can be conveniently written as





which is a combination of single-mode displacements
D(αi) = exp
(














The displacement and squeezing parameters on the i-th mode are indicated via αi and ξi
respectively, and â†i (âi) are the bosonic creation (annihilation) operators associated to
the vibrations in the molecule (i.e. phonons).
The parameters in eq.(5.2.3), that is the unitary matrices UL and UR associated to
the transformations UL and UR, and the values of α and ξ, can be calculated from the
problem inputs (U ,d, {ωi}, and {ω′i}) as follows [3]. Defining the matrices
simulation protocol and Gaussian boson sampling holds also for simulations at non-zero temperatures.
A thermal state at T = 0K represents the vacuum (see section 2.1), i.e. no vibrations are present.
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J = Ω′UΩ−1, Ω = diag(
√
ω1, . . . ,
√
ωm), Ω′ = diag(
√
ω′1, . . . ,
√
ω′m), (5.2.6)






J−1ij δj , (5.2.7)
with δi =
∑m
j=1 Ω′ijdj . The unitaries UL and UR can be found via the singular value
decomposition of the matrix J , with the squeezing parameters related to the singular
eigenvalues via
J = ULΣU>R , ξi = ln (Σii). (5.2.8)












where δ(x) is the Kronecker delta function and pFC(k) is the transition probability for
the final vibrational configuration k defined in eq.(5.2.2). Note that, since pFC(k) is
a probability distribution over the final configurations k, the Franck-Condon profile





An important problem for classical approaches is the estimation of the Franck-Condon
factors pFC(k) [3]. Although no formal arguments of the computational complexity of
such task exist, the relation with a generalised boson sampling problem provides an
intuition of the intractability of the calculation of Franck-Condon profiles on classical
machines.
5.2.2 Mapping to Gaussian boson sampling
The mapping of Franck-Condon profiles to a boson sampling protocol is performed by
exploiting the formulation of the Doktorov transformation in terms of Gaussian operations,
as in eq. (5.2.3). Combining it with eq. (5.2.2), we can rewrite the Franck-Condon factors
as
pFC(k) =
∣∣∣〈k| UL [⊗mi=1S(ξi)]U†R [⊗mi=1D(αi)] |0, . . . , 0〉∣∣∣2 (5.2.10)
= |〈k| UL |ψ〉|2 , (5.2.11)
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Figure 5.5: a), Schematic of the photonic circuit required for the calculation of Franck-Condon profiles.
b), Simplified schematic in the zero-displacement case, which is now equivalent to the Gaussian boson
sampling scenario reported in chapter 4.







i=1D(αi)] |0, . . . , 0〉 . (5.2.12)
It is easy to notice that |ψ〉 is a squeezed-coherent state, that is a Gaussian state with
covariance σ0 = 12S(ξ)S(ξ)
† (with S(ξ) the squeezing symplectic matrix, see eq. 2.1.37)
and displacement U>Rα, as pictured in Fig. 5.5a. The scenario described in eq.(5.2.11) is
then very similar to the general Gaussian boson sampling protocol described in chapter 4
(see Fig. 4.6a): a Gaussian input state |ψ〉 is prepared, evolved according to a unitary
transformation UL, and measured at the output with photon counters to estimate the
probability pFC(k).
While the mapping between the molecular parameters and photonics is similar to the
one described for the mapping of molecular dynamics in section 5.1 (vibrational modes
and excitations are mapped to optical modes and photons), important differences are
present. In general, the main different features with the protocols for molecular dynamics
simulation and boson sampling algortihms are:
• Input state. In general we need displaced squeezed states, rather than input Fock
states (as in standard or scattershot boson sampling) or Gaussian states with zero
displacement (as in Gaussian boson sampling with single mode squeezing).
• Interpretation of the operations. The initial state and the unitary operation
implemented are now intimately connected and provide altogether the desired
transformation, but no longer have a physical meaning on their own. This is
in contrast to the case of the molecular dynamics simulations, where the unitary
directly represented the physical temporal evolution of the molecule and the photonic
state the initial vibrational configuration of the molecule.
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• No post-selection. In all boson sampling protocols, and also in the simulation of
molecular dynamics, the detection was conditional on events with a fixed number
of photons, n. In the calculation of the Franck-Condon profiles, as in eq. (5.2.9),
all possibilities n ∈ [0,∞) are present, which means that no post-selection has to
be performed and all events have to be stored (including those where no photons
were detected). Moreover, terms where multiple photons emerge from the same
mode are in general relevant, meaning that number-resolving detection has to be
adopted.
• Reconstruction of the probability distribution. In contrast to sampling protocols,
where we are concerned in sampling from the output distribution, we are here
interested in the reconstructing the full Franck-Condon profile, i.e. the full output
distribution pFC(k). However, at each run we collapse the output state via the
photon detection, providing a single sample from the distribution. We will have
to run the protocol multiple times to reconstruct the total distribution up to a
statistical error small enough. However, the central limit theorem implies that
the average number of samples required to estimate a Franck-Condon coefficient
FCP(ω) up to an error ε scales as O(ε−2), which only represents a polynomial
overhead in the protocol run-time [3].
While the formalism of Gaussian boson sampling could be generalised and used to
calculate output probabilities pFC(k) = | 〈k| UL |ψ〉 |2 also for Gaussian input states with
non-zero displacement [24, 25], for convenience we will focus the discussion on cases
with no displacement5. In this situation we have αi = 0 for all inputs, and we can drop
the unitary operation UR in eq. (5.2.12) as it acts on the vacuum. The input state is
then now a set of single-mode squeezed states |ψ〉 = ⊕mj=1 |SMS(ξi)〉j (with |SMS(ξ)〉
defined as in eq. 4.1.18), and the experimental configuration, shown in Fig. 5.5b is very
similar to the Gaussian boson sampling scheme discussed in chapter 4. In particular, the








where Bk is obtained from B = UL ·⊕j(tanh ξj) ·U>L by repeating ki times its ith column
and row, and σQ is given in eq. (4.1.14).
5 Note that molecular structural changes which do not need displacement do exist. An example is the
the tropolone molecule, C7H6O2, whose FC calculation requires only squeezed vacuum states [26]. A
zero-displacement description can thus be sufficient in particular cases.
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5.2.3 Experimental test on a silicon device
The close similarity between the algorithm to reconstruct Franck-Condon profiles and
Gaussian boson sampling allowed us to test it on the silicon photonic device reported in
chapter 4. We considered a simplified zero-displacement scenario, with input squeezed
states generated via degenerate spontaneous four-wave mixing, using the dual-pump
scheme shown in Fig. 4.8b.
In contrast to our implementation of Gaussian boson sampling, to implement the
photonic Franck-Condon profile calculation we needed to resolve the photon number
at the photon counter. This was performed by adopting a pseudo-number-resolving
detection scheme where up to 2 photons could be probabilistically resolved in the output
modes. This can be achieved with a slight modification at the detection apparatus: we
inserted 50:50 fibre beam splitters on the output fibres and detected all the single outputs
with the superconducting single photon detectors, as pictured in Fig. 5.6. In this way, if
two photons are present in a single output mode, they are probabilistically split at the
beam splitter with a probability one-half, and the simultaneous detection of both the
associated detectors identifies the presence of two photons in the mode. The cases where
a single photon is in a mode are not affected, as it is detected by either one of the two
detectors associated to this mode.
The operation UL is performed in the evolution through the random walk (see
Fig. 4.8a). As the quantum walk embedded in the chip cannot be reconfigured, we can’t
tune the implemented unitary to match a particular target molecule. Nevertheless, we
can think of reversing the process. In particular, we can consider a synthetic molecule
whose vibronic transition matched the implemented unitary, the FC profile calculation
protocol as a benchmarking tool to test the performance of near-term devices in this
application. The merit of such a procedure is to understand the fidelities that one could
expect to find in a similar setting engineered to investigate a particular molecule in the
silicon quantum photonics technology.
Figure 5.6: Detection schematic for pseudo-photon
number resolving measurements. Pseudo number
resolving is obtained by probabilistically splitting the
incoming photons via on-fibre 1× 2 beam-splitters
and using SNSPDs at the outputs.
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Figure 5.7: a, Reconstructed Franck-Condon factors for a synthetic molecule directly associated to the
device parameters. b, Improvement over optimal classical strategies in the fidelity of estimating the
Franck-Condon profile, using post-processing to simulate higher squeezing. The solid line plots cases that
simulate squeezing by processing experimental data, while the dashed line indicates no post-processing.
To quantify the advantage of the quantum experiment over classical approximation
strategies we adopted the approach developed by Clements et al. [26]. The idea is to
quantify this advantage in terms of the fidelity of experimentally reconstructed profiles
with respect to the fidelity obtainable by the best classical approximation. The latter
represents the Franck-Condon profile with highest fidelity achievable from classical
experiments employing classical input states only6. As the fidelity between states is
invariant under unitary evolutions, finding the optimal classical strategy corresponds to
finding the closest classical state to the initial displaced squeezed state [26]. In turn, the
single-mode classical state closest to a single-mode displaced Gaussian state is a coherent
state with the same level of displacement [28]. Consequently, in absence of displacement,
vacuum is the optimal classical state. To quantify the quantum advantage obtained in
the experiment we thus consider the difference C = FQ − FC between the fidelity FQ of
the Franck-Condon profile reconstructed from the experiment to the theoretical one, and
the fidelity obtained using the optimal classical strategy FC.
As a first test, we reconstructed the Franck-Condon profile for the synthetic molecule
directly associated to the device, i.e. with a vibronic transition described by the squeezing
parameters ξ and the unitary UL implemented in our device. As the choice of frequencies
{ω′i} does not affect the fidelity of an Franck-Condon profile (only its shape), which is the
parameter of interest here, we choose them randomly and with arbitrary unit of measure.
This defines the synthetic molecule used for the benchmarking. In this case, although the
fidelity of the profile is very high (FQ > 99%), the quantum advantage is only C = 0.4%,
i.e. while there is still a quantum advantage, it is actually very low. This is due to the
6 More in detail, the definition of classical input states used in Ref. [26] is states with non-negative
Glauber-Sudarshan function [27].
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Figure 5.8: Reconstructed Franck-Condon factors calculated from processing measured data (black) for
frequencies ω (in arbitrary units). The plot is for a simulated squeezing corresponding to γ = 5 (red
point in Fig. 5.7b). Theoretical estimates for contributions of up to 8 photons (> 8 photon contributions
are negligible) are reported in black lines.
fact that the squeezing in the sources is very low (. 0.2), which means that, as shown in
Fig. 5.7a the Franck-Condon profile is dominated by classical vacuum contributions.
To obtain higher quantum advantages, molecules involving higher squeezing values
have to be involved. This can be simulated to some extent via data post-processing,
based on the characterised losses and detection efficiency (see section 4.2.3), using the
following prescription. For simplicity, we focus on the case where no displacement is used,
although the approach can be easily generalised to the case with non-zero displacement.
Consider the situation where we want to reconstruct the Franck-Condon profile pFC(k)
for a molecule with corresponding squeezing parameters ξ and unitary operation UL.
However, in our experiment we have only access to a limited amount of squeezing,
ξ̄max ≤ maxi ξi, so that for each source we can only implement a squeezing ξ̄i ≤ ξ̄max.
The transition amplitudes can be then estimated in the imperfect device by tuning the
squeezing parameters in the sources so that tanh(ξ̄i) = γ tanh(ξi), with 0 < γ ≤ 1 a real
constant rescaling, so that [⊕i tanh(ξ̄i)] = γ[⊕i tanh(ξi)]. In this way, considering also
uniform losses η in the device, from eq.(5.2.13), we have a simple relation between the
ideal Franck-Condon factors pFC(k) and the ones reconstructed in the imperfect device
pFC(k), given by
pFC(k) = Nηnγ2npFC(k), (5.2.14)
with n =
∑m
i=1 ki the total number of photons in the output configuration k, and N a
normalisation constant. As η and γ are known from the characterisation of the device,















Note that the computational complexity of the experiment is not increased by doing
this data post-processing, in the sense that, if from the experiment we are able to
collect only up to n-photon events, then we are truncating the Franck-Condon profile
in eq. (5.2.9) at n-photon contributions. This implies that a Franck-Condon profile
reconstructed with this approach is faithful only if the ideal contributions involving more
than n photons are negligible, which, for large values of n, is in general true only for
η and γ close to unity. Therefore, the approach is clearly not scalable, i.e. it will not
provide much help in future large-scale implementations. Nonetheless, it can provide
significant advantages in near-term quantum devices.
We implemented the post-processing procedure described above to reconstruct Franck-
Condon profiles of synthetic molecules requiring higher squeezing. The synthetic molecule
to be simulated is obtained as in the first test above, with the only difference that now
the associated squeezing values are ξi = ξ̄i/γ, where ξ̄i are the squeezing parameters
in the device, preliminarily characterised (see section 4.2.3). In Fig. 5.7b the quantum
advantage over optimal classical strategies is reported for different values of simulated
squeezing (reported as maxi ξi), that is for different values of γ, both for the case where the
post-processing is performed (solid black line) and when raw data is instead used (dashed
black line). It can be noted that the procedure provides a significant improvement, with
the quantum advantage initially increasing and then decreasing when the Franck-Condon
terms, due to more than 4-photon contributions (the highest number of photons detected
in the experiment), start to be dominant. The maximum quantum advantage C = 9%
is obtained for γ ≈ 5, for which the Franck-Condon profile, plotted in Fig. 5.8, has a
fidelity of 86% with the ideal one. In all cases, applying the post-processing procedure
provides a significant advantage as compared to raw data usage.
5.3 Discussion
Mappings between both vibrational dynamics and vibronic transitions in molecules with
photonic boson sampling protocols have been described. The latter has been experimen-
tally tested on a silicon photonic circuit with the on-chip generation and processing of
weak squeezed-vacuum quantum states and pseudo-number-resolving detection.
Supported by the technological developments described in previous chapters, these
quantum simulation protocols are promising for achieving quantum speed-ups in indus-
trially relevant applications. For example, the ability to have reconfigurable photonic
devices acting as reprogrammable molecules could be applied to design reaction processes
with lower energy consumption [2]. It is however important to identify what are the
problems of importance in chemistry that truly require the use of quantum simulators.
Close and interdisciplinary interaction with quantum chemists will be key to establish the
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perspectives of the approach. For instance, for the calculation of Franck-Condon spectra,
it is not clear whether situations of interest will need configurations with more than 20
photons. It could be that classical approaches to simulate boson sampling machines could
be enough to address all instances of practical relevance.
Another issue is that, for molecules with a high degree of complexity, the harmonic
approximation can potentially cease to be accurate. To maintain a good fidelity, inhar-
monicities will need to be included in the simulation. In Ref. [2] it was shown that, for
the vibrational dynamics simulation, inharmonicities can be inserted in the mapping
by including optical non-linearities in the optical circuit. This can potentially be quite
experimentally demanding.
Finally, another interesting difference between pure boson sampling and the quantum
chemistry applications based on it is that quantum simulation tasks allow a straightforward
verification approach. Namely, build the simulated molecule to see if the statistics




The theoretical frameworks for mapping of vibrational dynamics and vibronic transitions
were originally developed in Ref. [2] (together with experimental demonstration) and
Ref. [3], respectively. The author’s contributions to the material reported in this chapter
are the implementation of the algorithm for the Franck-Condon profile reconstruction
using the silicon device reported in chapter 4, the data analysis, and the development
of the post-processing procedure to simulate Franck-Condon profiles for higher values
of squeezing. The work is published in Ref. [1]. Support was provided by Dr. Levon
Chakhmakhchyan and Dr. Anthony Laing for the data analysis. We are also grateful to
them and to Ms. Rachel Chadwick, Mr. Nicola Maraviglia, and Dr. Raffaele Santagati
for useful discussions on the mappings.
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6 digital quantum simulation
with photons
Let us now focus on a different approach to quantum simulation, based on digital
quantum information processing. While in analog quantum simulation the simulator
directly emulates a specific real system of interest, digital quantum simulation maps the
target problem onto a set of gates which can be implemented by a quantum computer.
An important difference between these two types of quantum simulation is that, while
the underlying theory for analog methods strongly depends on the platform on which the
simulated system is mapped into (e.g. photonics, ultra-cold atoms, QED systems, etc.),
digital algorithms are completely platform-independent. Digital protocols essentially
consist of a list of gates that need to be applied to qubits, and are not concerned what
the qubits are made of, or what type of interaction is used to perform the operations. As
a consequence, although “with photons” is included in the title of this chapter, most of
the algorithms that will be discussed are general and do not assume a-priori a photonic
implementation. We will, however, show how photonic circuits can be designed to embed
simple digital quantum circuits in reconfigurable integrated photonic chips to implement
the digital quantum simulation protocols discussed in this chapter.
Due to their platform-independence, digital approaches are more general than analog
methods. On the other hand, the hardware requirements for implementing digital
protocols at a scale that can challenge classical approaches are much more demanding
compared to analog ones. In particular, error correction of the digital circuits is believed
to be required in such instances, with overheads that make the implementation of large-
scale digital quantum simulators likely to be far beyond current experimental capabilities
in any platform. The development of digital algorithms with increased robustness to noise
is thus crucial to decrease such overheads as much as possible, and currently represents
an important field of research.
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We will focus on a description of two different types of algorithms for digital quantum
simulation: simulations based on quantum phase estimation, and quantum variational
eigensolvers. For the first case, we will report a Bayesian technique which enables noise-
robustness, a notorious challenge for quantum phase estimation methods. For the second
case, an approach for the simulation of excited states will be described. For both types
of quantum algorithms, a proof-of-principle demonstration on a silicon photonic chip will
be reported.
6.1 Electrons, molecules, and qubits
In chapter 5 we described mappings between quantum chemistry problems concerning
the nuclear vibrations of molecules into analog photonic systems. Using the Born-
Oppenheimer approximation, we supposed the vibrational dynamics as decoupled from
the electronic degrees of freedom, and considered the electronic structure and the potential
energy surface as inputs into the problem. Most of the algorithms developed for quantum
chemistry simulation on a quantum computer are instead concerned with the problem of
finding the electronic structure itself.
6.1.1 Electronic structures in quantum chemistry
The Born-Oppenheimer approximation essentially states that, as electronic masses are
orders of magnitude smaller than those of the nuclei, the dynamics of the electrons and
nuclei happen at different timescales [3]. This means that we can consider the nuclei
to be stationary and thus have time-independent electronic dynamics. Mathematically,
the approximation consists in considering a total wavefunction Ψ = ψe × ψn where the
electronic (ψe) and nuclear (ψn) contributions are uncorrelated. The problem of finding





ψe = Ĥeψe. (6.1.1)
The explicit form of the electronic Hamiltonian Ĥe, for a system of N electrons and M














2 |ri − rj |
, (6.1.2)
where ri is the position of the i-th electron (i ∈ {1, . . . , N}), and RI and ZI are the
position and charge of the I-th nucleus (I ∈ {1, . . . ,M}). The first term represents the
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kinetic contributions of the electrons, while the second and third terms are the Coulomb
interactions between nuclei and electrons, and between electrons, respectively.
In order to have a second-quantization description of the electronic Hamiltonian Ĥe
it is convenient to introduce a basis for the electronic wavefunctions
{φp(ri)}p∈{1,...,M} (6.1.3)
given by approximate electron molecular spin-orbitals. Numerous quantum chemistry
methods can be used to calculate approximate orbitals φp(ri) through different approaches
(see e.g. Ref. [4]). We can then define the electron creation â†p and annihilation âp operators
associated to the orbital φp, which are subject to the fermionic anticommutation relations
{âp, â†q} = δpq1̂, (6.1.4)
{âp, âq} = 0,
where {A,B} = AB + BA is the anticommutator. In particular, these rules imply
(â†q)2 = (âq)2 = 0. Once we have defined these operators we can write the Hamiltonian

































|ri − rj |
, (6.1.7)
depend on the nuclear structure (which is time-independent in the Born-Oppenheimer
approximation) of the particular molecule under study, and, from here on, we will
consider them as inputs to the problem. The electronic structure problem then consists in
calculating the energy E = 〈λE | Ĥe |λE〉 corresponding to a chemically relevant electronic
eigenstate |λE〉 of the Hamiltonian Ĥe, e.g. the ground-state or some low-energy excited
state. For example, the potential energy landscapes used to study molecular vibrational
dynamics in chapter 5 can correspond to the ground-energy of the target molecule as a
function of the nuclei coordinates RI .
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6.1.2 Description of electronic wavefunctions
A first issue we encounter when tackling the electronic structure problem is to find an
efficient way to describe the states |λE〉. The first property that has to be taken into
account is the Pauli exclusion principle, which requires the electronic wavefunction to be
anti-symmetric:
ψ(. . . , ri, . . . , rj , . . .) = −ψ(. . . , rj , . . . , ri, . . .) (6.1.8)
for arbitrary i 6= j. For configurations with N electrons and M nuclei, where orbitals
{p1, . . . , pN} are occupied, states that satisfy this condition can be conveniently written
in terms of the single-electron basis {φp} via the Slater determinant:




φp1(r1) φp2(r1) · · · φpN (r1)
φp1(r2) φp2(r2) · · · φpN (r2)
...
... . . .
...
φp1(rN ) φpN (rN ) · · · φpN (rN )
∣∣∣∣∣∣∣∣∣∣
. (6.1.9)
In the second-quantisation formalism, the Slater determinants can be simply represented
in terms of fermionic Fock states
ψ(r1, r1, . . . , rN , ) 7→ |n〉 = |n1, n2, . . . , nM 〉 =
M∏
p=1
(â†p)np |vac〉 , (6.1.10)
where np ∈ {0, 1} is the electronic occupation number of the orbital φp (with
∑
p np = N),
and â†p is the fermionic creation operator associated to φp, as defined above. The action
of the creation and annihilation operators on the state |n〉 are given by:
â†p |n〉 = δnp,0(−1)
∑p−1
i=1 ni
∣∣∣n1, n2, . . . , n′p = 1, . . . , nM〉 , (6.1.11)
âp |n〉 = δnp,1(−1)
∑p−1
i=1 ni
∣∣∣n1, n2, . . . , n′p = 0, . . . , nM〉 .
In second-quantization, transformations between different Slater determinants can then
be easily achieved by applying combinations of creation and annihilation operators. For
example, starting from an initial reference Slater determinant |n̄〉, all determinants that
differ from |n̄〉 by a single occupied orbital (p̄i → ui, same total number of electrons) can




vj âp̄i âq̄j |n̄〉,
and so on. Proceeding in the same manner we can construct the full set of Slater
determinants {|n〉}, which forms a complete basis of the Hilbert space spanned by
126
6.1 electrons, molecules, and qubits
systems with N electrons and M nuclei [4]. Arbitrary eigenstates of the Hamiltonian Ĥe

















vâp̄âq̄ + . . .
 |n̄〉 , (6.1.13)
where the indices u, v, . . . run over all orbitals unoccupied in |n̄〉, and the indices p̄, q̄, . . .
over all occupied orbitals. This formulation, known as full configuration interaction
(FCI) provides an exact description of the wavefunction. However, as the number of




, the number of parameters that enter in
eq. (6.1.12) and in eq. (6.1.13) increases exponentially with N . This overhead makes
the FCI representation impractical for complex molecules. For example, when trying to
find an eigenstate of interest, we would need to search through an exponentially large
parameter space, which becomes rapidly intractable.
In quantum chemistry one route to avoid this issue and make the wavefunction
description tractable is to use approximations which consider a reduced, polynomially
large, number of Slater determinants, known as ansätze.
Hartree-Fock
The most simple approach, which is widely used in classical techniques, is the Hartree-
Fock method. As we will see, it is an approximation of the electronic wavefunction which
uses a single Slater determinant. More in detail, it represents a mean-field approximation
of the electronic wavefunction, where the underlying idea is to start from the set of N
wavefunctions {φ(0)(ri)} of N independent electrons obtained by neglecting the electron-
electron interaction term in eq.(6.1.2). We then proceed iteratively, where at the k-th
step we assume each electron to move in the average charge distribution of all of the other
electrons according to {φ(k−1)(ri)}, which introduces an effective potential. The new
set {φ(k)(ri)} is calculated solving again a single-electron eq.(6.1.2) where the effective
potential is used in place of electron-electron interaction term. This procedure is repeated
until the orbitals converge to the set of N orbitals {φ(r)}. The Hartree-Fock wavefunction
ψHF(r1, r2, . . . , rN ) 7→ |ψHF〉 is finally obtained by taking the Slater determinant of the
resulting molecular orbitals. The resulting wavefunction |ψHF〉 can be shown to be the
wavefunction consisting of a single Slater determinant with the lowest energy [5], and
can thus be used as an approximation of the ground-state.
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The Hartree-Fock method has been very successful in describing a broad range of
molecular systems, and can be efficiently performed on classical computers [5]. However,
consisting of a mean-field approximation, it provides only a limited description of the
electron-electron correlations. As a result, the Hartree-Fock approach becomes inaccurate
when applied to strongly correlated molecular systems [5]. This limitation has induced
the development of so called post-Hartree-Fock methods, where an initial reference state,
typically the Hartree-Fock state, is further processed to re-introduce electron correlations.
Some examples of post-Hartree-Fock methods are described below.
Coupled cluster
So far, we have first discussed the full configuration interaction approach, which pro-
vided an exact description but included exponentially many Slater determinants, making
calculations intractable. In contrast, the Hartree-Fock approach considers only a single
determinant, and is thus computationally accessible, but provides an unreliable approx-
imation in the presence of strong correlations. The idea is now to explore the regime
in between these two cases: descriptions which involve multiple, but only polynomially
many, Slater determinants.
A first approach, called configuration interaction, uses the Hartree-Fock ansatz as
reference state in eq. (6.1.13), and truncates the series to a small number of excitations.
The reasoning behind this is that, when targeting the ground-state or low-energy excited
states, low-energy excitations dominate the electronic wavefunction, which can thus be
well approximated by just considering the first terms in the linear parametrisation in
eq. (6.1.13). However, using this type of parametrisation, the convergence to the full
configuration interaction is slow and impractical for strongly correlated systems [5].
The state-of-the-art for classically tractable ansätze is the coupled cluster method.
Closely related to the configuration interaction, it uses a parametrisation which can be
expressed in an exponential form:




















. . . and so on. (6.1.18)
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Including all excitation operators T̂i we recover the full configuration interaction scenario.
Because of its exponential parametrisation, even when the operator series at the exponent
is truncated at i ≤ imax for some imax (usually single and double excitations are considered
T̂ ≈ T̂1 + T̂2), the coupled cluster ansatz still generates a trial wavefunction which includes
all possible Slater determinants, albeit with an imperfect parametrisation respect to the
full configuration interaction. This property allows us to obtain better approximations
with respect to the configuration interaction approach and needs fewer parameters.
However, it still struggles to describe strong correlations, and the non-unitary form of
the operator exp(T̂ ) can make it impractical to implement classically [4–6].
Unitary coupled cluster
The limitations of the coupled cluster approach can be overcome by redefining the
exponential operator in a unitary form, and formulating the ansatz as:
|ψUCC〉 = eT̂ (θ)−T̂
†(θ) |ψHF〉 (6.1.19)
= UUCC(θ) |ψHF〉 , (6.1.20)
with T̂ (θ) defined as for the coupled cluster approach in eq. (6.1.15). This method
is called unitary coupled cluster. In contrast to the standard couple cluster approach,
the operator T̂ − T̂ † at the exponent is now manifestly anti-Hermitian, implying that
the exponential unitary coupled cluster operator UUCC = exp(T̂ − T̂ †) is unitary. As a
consequence, it can be mapped into a true evolution of a quantum system initialised
in the state |ψHF〉, and can be then treated in a variational way [6]. The ansatz is
typically truncated at single or double excitation level, which allows us to describe the
wavefunction via a polynomial (O(M2N2) number of parameters (see [4]).
While the unitary coupled cluster approach maintains all of the advantages of the
coupled cluster method with additional benefits, e.g. practical for variational approaches,
the necessity to operate UUCC on exponentially large (in N) state vectors makes it still
intractable on classical computers [4, 6]. However, as we will see in section 6.2.3, the
operation UUCC(θ) can be efficiently decomposed as a series of gates in a quantum
computer through a process known as Trotterisation. Quantum computers, therefore,
offer the possibility to efficiently encode more complete descriptions (i.e. ansätze ) of
electronic wavefunctions that are impractical for classical hardware.
Following the unitary coupled cluster approach, a number of ansätze amenable to
quantum computers have been recently proposed [4], with different trade-offs between
hardware efficiency and accuracy. Which one will perform better in real instances with
molecules beyond classical capabilities is still unclear [4].
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6.1.3 Encoding electronic wavefunctions into qubits
Once we have an efficient way of describing electronic wavefunctions in second-quantization,
the next ingredient we need is to map them into qubit states. Because in all ansätze
the wavefunction is provided by the action of combinations of creation and annihilation
operators â†i and âi on Slater determinants, it is sufficient to map the action of fermionic
operators to operations on qubits. The difficulty is to ensure that the fermionic rules in
eq. (6.1.4) and eq. (6.1.11) are satisfied through the mapping.
One mapping that ensures such properties is the Jordan-Wigner transformation [7],
where the occupation number np ∈ {0, 1} of an orbital is directly stored into the state
|np〉 ∈ {|0〉 , |1〉} of a qubit. A single Slater determinant of a molecule with M orbitals
can thus be efficiently encoded into a separable state of M qubits as
Fock state︷ ︸︸ ︷
|n1, n2, . . . , nM 〉 7→
Qubits︷ ︸︸ ︷
|n1〉 ⊗ |n2〉 ⊗ · · · |nM 〉 . (6.1.21)
In order to ensure the fermionic rules in second quantization, i.e. eq. (6.1.11), the action
of the creation and annihilation operators is mapped into the following qubit gates
â†p = 1̂⊗p−1 ⊗ σ̂− ⊗ σ̂⊗M−pz (6.1.22)
âp = 1̂⊗p−1 ⊗ σ̂+ ⊗ σ̂⊗M−pz , (6.1.23)
where σ̂+ = |0〉 〈1| and σ̂− = |1〉 〈0|. Note in particular that, while the states are mapped
locally, i.e. single Slater determinants correspond to separable states of qubits, the
creation and annihilation operators, which represent local changes in the electronic
system, correspond to highly non-local gates in the qubit framework.
The term σ̂⊗M−pz implies that in this mapping the number of gates required to apply
a single fermionic operator is O(M). The number of gates required in order to construct
states satisfying the unitary coupled cluster ansatz (truncating at second excitation and
using single step Trotterisation) via the Jordan-Wigner transform can be calculated
to be O(M3N2) [4]. While in this thesis we will, for simplicity, focus on the Jordan-
Wigner encoding, it is worth mentioning that further advantages in terms of resource
requirements can be achieved when adopting other types of more complex mappings, e.g.
the Bravyi-Kitaev encoding [4].
6.2 Quantum simulation based on quantum phase estimation
So far we have described how the electronic structure problem can be efficiently mapped
into digital quantum hardware. In the next sections we will instead focus on describing
130
6.2 quantum simulation based on quantum phase estimation
Figure 6.1: Circuit schematic for PEA, where the eigenphase is estimated with a n-bit resolution. A n
qubits control register is initialised in the state |+〉⊗n, while the system register encodes the target state
|ψ〉. After a series of control-U2
k
operations and an inverse quantum Fourier transform (QFT †), the first
n bits of the eigenphase φ are obtained via measuring the control register in the computational basis.
the quantum algorithms that can be used to solve it in a scalable way (in principle) on a
quantum computer. We start with algorithms based on quantum phase estimation.
6.2.1 Quantum phase estimation
The first protocol that promised to enable quantum machines to efficiently compute
molecular energies was developed by Aspuru-Guzik et al. and is based on the quantum
phase estimation algorithm (PEA) [8].
Quantum phase estimation is in general a fundamental sub-routine in quantum
computing, and is necessary for harnessing many of its main applications, e.g the
factorisation of large numbers [9, 10]. The goal of the algorithm is, given a unitary
Û and a quantum state |ψ〉, to learn an eigenvalue ei2πφ (φ ∈ [0, 1)) of Û within the
support of |ψ〉. In particular, if the prepared state is close to an eigenstate |φ0〉 of Û , the
algorithm returns with high probability the associated eigenvalue ei2πφ0 up to an n-bit
approximation. The schematic of the digital circuit for PEA is shown in Fig. 6.1.
To obtain an n-bit approximation of the eigenphase φ0 (so that the error on the
estimation is ≤ 2−n−1) in the PEA protocol we prepare an n-qubit control register, where
each qubit is initialised in the state |+〉. The system register is instead initialised in a
target state |ψ〉, which has non-zero overlap with the target eigenstate |φ0〉. We can




ci |φi〉 . (6.2.1)
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The initial separable state can thus be rewritten as











ci |xB〉 |φi〉 , (6.2.3)
where xB is a string of n bits given by the binary representation of x (padding zeros to the
right if necessary). The algorithm then proceeds by applying a series of control-unitary
operations, where, conditional on the state of the k-th qubit in the control register, the















i2πφix |xB〉 |φi〉 , (6.2.4)
A crucial step for PEA is now to apply to the control register an inverse quantum Fourier








−−−−→ |j〉 . (6.2.5)
Assuming for simplicity that the phases φi ∈ [0, 1) assume a n-bit decimal representation
φ = 0.φ(1)φ(2) . . . φ(n) ≡ 121φ
(1) + 122φ
(2) + . . .+ 12nφ
(n), (6.2.6)
with φ(j) ∈ {0, 1}, and defining
(2nφi)B = φ(1)i φ
(2)
i . . . φ
(n)
i (6.2.7)
















The n bits of the phase are now encoded in the n control qubits, and can then readout by
measuring the control register in the computational basis. Upon measuring the eigenphase
φi on the control registry, the system registry is collapsed to the associated eigenstate
1 Implementable on a n-qubit register via O(n2) gates [10].
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Figure 6.2: Circuit schematic for IPEA. In contrast to the standard PEA scheme, here only a single
qubit is used in the control register. The algorithm iteratively learns the bits of the phase by adaptively
choosing the parameter θk.
|φi〉2. However, the eigenstate and the associated eigenphase on which we collapse is not
determined a-priori, and in general we will collapse into |φi〉 with a probability |ci|2. In
particular, we have a probability |c0|2 to fall off into the target eigenstate |φ0〉. Moreover,
if the phase φ0 does not have an exact n-bit representation the probability of obtaining a





where δ = φ0 − φ(n-bit)0 is the remainder of the true phase with the n-bit truncation [10,
11]. This probability can be rapidly increased by adding more qubits in the control
register [10].
The PEA algorithm is then capable of efficiently calculating, with a good approxi-
mation and probability, eigenvalues of unitary operations. Note that, in order to have
scalability, we require the control-Uk operations to be decomposed efficiently in gates
acting on the system register. While this is not the case for general operations, we will see
in section 6.2.3 that for the typical unitaries arising in quantum simulation applications
such efficient decomposition can be possible.
6.2.2 Iterative quantum phase estimation
One drawback of the standard PEA approach is the requirement of many ancillary qubits
for the control register. This demand makes PEA difficult to implement on near-term
quantum hardware, where the number of available qubits is likely to be limited.
It turns out that all such control qubits are not really required. Phase estimation
can, in fact, be implemented by replacing the control register with a single control
qubit, and use classical processing of the data. The algorithm, called iterative quantum
phase estimation algorithm (IPEA), was originally proposed by Kitaev [12] and further
2 Note that the system register is not measured, but is collapsed to an eigenstate by measuring only the
control qubits. PEA can thus also be seen as a protocol to prepare eigenstates of a unitary (which
eigenstate is prepared is heralded by the measured eigenphase), the success of which depends on the
overlap on the initial state |ψ〉 with the target eigenstate.
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elaborated, for instance, by Dobšíček et al. [11]. The general idea is to divide the task in
multiple iterations of the experiments, each providing a single bit of the target phase.
Such steps are iteratively repeated to infer all the bits starting from the least significant
one and obtaining the most significant one from the last experiment.
The circuit schematic associated to each step of the algorithm is shown in Fig. 6.2.
At each experiment, the system is initialised in the state |ψ〉 and the control qubit in |+〉.
The system then undergoes a controlled-unitary operation. A rotation Rz(θ) along the ẑ
axis of the Bloch sphere by an angle θ is performed on the control qubit, which is finally
measured in the computational basis after the action of a Hadamard gate. Suppose
for simplicity that |ψ〉 = |φ〉 is an eigenstate of U , i.e. U |ψ〉 = ei2πφ |ψ〉, and that the
associated eigenphase φ = 0.φ(1)φ(2) . . . φ(n) has a finite n-bit expansion3. Performing












where the bits φ(i) with i < k+ 1 can be deleted as the phase is defined up to multiples of
2π. The state is separable so we can from now on neglect the system register. Performing



















0.φ(k+1) . . . φ(n) + θ
)]











0.φ(k+1) . . . φ(n) + θ
)]




0.φ(k+1) . . . φ(n) + θ
)]
|1〉 , (6.2.14)
where we have neglected a global phase to obtain eq.(6.2.12), and applied the final
Hadamard gate to obtain the bottom line. The probability to measure the control qubit
in the state |0〉 is then
3 In case these assumptions are not satisfied, IPEA can probabilistically provide the correct n-bit
truncation of the target eigenphase with the same probability as for the standard PEA approach, as
given in eq.(6.2.9) [11].
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0.φ(k+1) . . . φ(n) + θ
)]
(6.2.15)
In order to infer the n bits of the phase with such circuit, we can design iterative steps
as follows. At the j-th step (1 ≤ j ≤ n), we pick k = n− j. For j = 1, the angle of the







1 if φ(n) = 0,
0 if φ(n) = 1.
(6.2.16)
The value of the last bit φ(n) is then deterministically obtained from the the control qubit
measurement. To infer the other bits we can iteratively define the value of the rotation
angle at the j-th step (for j > 1) as θj = −0.0φ(n−j+2) . . . φ(n), where now we can assume
φ(n−j+1) . . . φ(n) to be known from previous iterations. In this way, the output probability














1 if φ(n−j+1) = 0,
0 if φ(n−j+1) = 1.
(6.2.18)
Repeating such iterations all bits of the phase can be deterministically calculated. As the
precision on the phase estimation increases exponentially with the number of iterations,
such task can be performed efficiently4.
Note that if |ψ〉 is an eigenstate of the unitary, its state remains unchanged during
the protocol, and can thus be recycled for all iterations of IPEA, if it is possible to
reinitialise the control qubit after the measurement. As for PEA, if |ψ〉 is instead not an
eigenstate, through IPEA the final state can be collapsed to a target eigenstate |φ0〉 with
a probability |〈ψ|φ0〉|2, producing the associated eigenphase as well.
6.2.3 Trotterization and calculation of Hamiltonian energies via phase estimation
We can now describe an algorithm for the efficient exact calculation of electronic energies
via PEA. The idea to start with is, quite simply, to map energies into phases. This can
be done by noticing that, if |ψ〉 is an eigenstate of an Hamiltonian Ĥ with associated
energy E, then it is also an eigenstate of the unitary evolution U(τ) = exp(−iĤτ):
4 Under the assumption that controlled-U2
k
operations can be efficiently implemented, as for standard
PEA.
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U(τ) |ψ〉 = e−iĤτ |ψ〉 = e−iEτ |ψ〉 = ei2πφ |ψ〉 , (6.2.19)
where the energy is now encoded5 in the eigenphase φ via E = −2πφ/τ . A straightforward
approach to calculate chemical energies is then to encode a target electronic wavefunction
into the N -qubit state |ψ〉, for example using the Jordan-Wigner mapping discussed in
section 6.1.3, and calculate E through the estimation of φ via PEA or IPEA.
As discussed above, in order to implement phase estimation in a scalable way we
need to be able to efficiently implement controlled-U(τ) operations. This requires a
decomposition of the controlled time evolution with a polynomial number of gates.
One way of doing this is the Trotter decomposition [10, 14]. The procedure, called
Trotterization, is a general prescription for approximating unitary time evolutions on a
digital quantum computer. The idea is that, for most quantum systems, the Hamiltonian





where the local Hamiltonians ĥk act on a subsystem with a constant number of elements.
Acting on small subsystems, the size of which is independent of the total system size, the
evolution under the local Hamiltonians exp(−iĥkt) can be efficiently approximated on
small scale digital quantum circuits. However, due to interactions between subsystems,
the local Hamiltonians in general don’t commute, meaning that we can’t rewrite the





Remarkably, such efficient approximation becomes possible if we subdivide the total
evolution in many temporal steps, with the approximation being increasingly good for







where S represents the number of Trotter steps [10]. The intuition behind this is to use
a stop-frame approximation of the evolution, where each frame lasts for a time interval
short enough so that the subsytems don’t have time to interact. The approach requires
5 A subtle issue here comes from the fact that, as phases as defined up to 2π factors, we need to choose
τ small enough so that Eτ < 2π in order to avoid ambiguities in the energy estimation through PEA.
In practice, this is typically done by posing a rough a priori upper-bound on the value of E [8, 13].
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Figure 6.3: Chernoff Upper bound on error probability of failing in inferring a single bit when adopting
majority voting in phase estimation. The bound is given as a function of error probability from the
single-shot measurement 1−p, and for various numbers of repetitions NRep in the majority voting scheme.
a polynomial number of gates, but in practice to reach high accuracy the circuit size
can become challenging. For instance, to reach chemical accuracy (that is the accuracy
typically required for practical chemical applications, usually assumed ' 1 kCal/mol)
using PEA-based simulations with approximately 30 qubits, O(1010) gate operations
are needed in the Trotterization procedure to perform the exponentially long evolutions
U2
k = exp(−iĤ2kτ) [15]. It is clear that avoiding the emergence of errors, due e.g. to
decoherence or accumulation of gate imperfections, in circuits of such scale is quite a
challenge, unless fault-tolerant quantum hardware is used. This represents an important
drawback of PEA-based methods.
Additionally, in order to have the PEA algorithm collapsing to the correct eigenstate
|E0〉, the system needs to be initialised in a state |ψ〉 with a non-vanishing overlap with
|E0〉. Although this requirement is still a strong relaxation compared to finding the exact
ground state, i.e. does not require highly accurate ansätze, it represents a non-trivial
problem. In the case of ground states, a first possibility could be to initialise the system
in the Hartree-Fock state. However, for large molecules the Hartree-Fock ansätz may
have vanishing overlap with the true ground state. Many other approaches have then
been proposed, including adiabatic state preparation [8], quantum cooling [16], and, as
we will describe in sections 6.5 and 6.6, variational techniques [2, 17].
6.2.4 Effect of noise on phase estimation
A common argument against the PEA-based approaches to quantum chemistry, which
we have already mentioned, is the low resilience to noise. To build up an intuition on the
effect of errors on the algorithm, different noise models can be considered. As an example,
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in Ref. [11] the authors examined the case where in the IPEA protocol the controlled-U
operations are affected by a dephasing noise with decoherence time T2, and errors on
the control qubit are given by an additional rotation Rx(δ) with the angle δ having a
Gaussian distribution with average δ̃ and variance Λ2x. In this case, the probability of
measuring the correct value of the k-th bit of the phase for single-shot measurements at
the (n− k + 1)-th step of IPEA is given by
pk(∆x, T2) =





where a is a system dependent parameter. In this equation the susceptibility to noise
of IPEA is manifested, with the probability of inferring the correct bit decreasing
exponentially with the relevant noise parameters.
In practical implementations, the success probability can be increased repeating
each IPEA step multiple times and adopting a majority voting scheme, i.e. choosing
the single-shot datum as the most frequent outcome. To investigate the improvement
obtained with a majority voting scheme, we can use the Chernoff bound [10, 18], which






Here p is the probability of measuring the correct bit at each repetition, which, under the
noise model used above, is given by eq. (6.2.23). The behaviour of the success probability
1− pMV(fail) for different noise levels is plotted in Fig. 6.3. Although it is evident that
adopting a majority voting approach an improvement in the noise robustness can be
achieved, for high noise levels, which are expected in large-scale implementations on
non-error-corrected quantum circuits, the failure probability is always dominant. In fact,
while the majority voting scheme provides error resilience for small error rates, it can
diverge rapidly once the error rate crosses a threshold, as we will experimentally show in
section 6.4.
Moreover, if an error occurs, IPEA is not able to detect it, and thus has limited
capability to correct it and reliably recover. Therefore, as noise become significant, errors
accumulate and make the algorithm fail. This is particularly detrimental as the most
significant digits are the last one to be estimated, and are thus the most likely ones to be
affected from previous errors.
The susceptibility to noise of PEA-based quantum algorithms described above has
induced a common belief that the approach requires fault-tolerant quantum hardware,
and is thus not suitable for near-term devices [4, 17]. However, we will show in the next
sections how novel techniques to phase estimation can now challenge this assumption.
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Figure 6.4: Circuit schematic for RFPE. The circuit consists of the same elements as for IPEA, and can
thus be implemented on the same hardware. The difference between the two protocols is in the adaptive
choice of the parameters M and θ: IPEA uses a fixed policy, while in RFPE they are adaptively chosen
via Bayesian inference techniques.
Figure 6.5: a, Representation of a Bayesian update of the prior distribution P (φ) (red) to the posterior
P (φ|E) (blue), after a datum E with likelihood function P (E|φ) (dashed black) is measured. b, RFPE
infers the unknown phase (dashed vertical red line) by repeating measurements and updating the prior
distribution through Bayes’ theorem. This allows us to collapse the prior distribution to the correct phase
value.
6.3 A Bayesian approach to quantum phase estimation
In this section we will describe how techniques adapted from Bayesian inference appli-
cations can be used to enhance the phase estimation protocol. The algorithm, de-
veloped in 2016 by Wiebe and Granade [19], uses rejection filtering techniques to
make Bayesian reasoning practical on a quantum computer, and was thus named
rejection filtering phase estimation (RFPE). An experimental demonstration of the algo-
rithm on a photonic chip will be reported in the next section.
6.3.1 Bayesian quantum phase estimation
The schematic of the circuit for RFPE is shown in Fig. 6.4. It can be observed that it
is essentially identical to the one used in IPEA (Fig. 6.2), with the difference that now
at each step the unitary exponent M and the rotation angle θ for Rz(·) are not chosen
according to a fixed policy. In fact, while at a fundamental level RFPE involves the
exact same experimental setups as standard IPEA, the main differences arise in the way
RFPE chooses experiments and in how the experimental data is classically processed. In
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particular, RFPE makes use of techniques initially developed for machine-learning tasks,
in the form of Bayesian inference methods.
Bayesian inference is a formalism that aims to replicate the reasoning that leads
to learning in intelligent beings. In this scenario, rather than describing the unknown
eigenphase 2πφ0 ∈ [0, 2π) itself, we describe the experimentalist’s knowledge of it. Such
knowledge is encoded into the prior distribution P (φ), which is a fundamental object in
Bayesian approaches. In RFPE, it models the algorithms confidence that a particular
eigenphase φ corresponds to the eigenvector provided to the algorithm. As experiments
are performed, the prior distribution is then updated based on the likelihood of the
observed data. More in detail, if we perform a single run of the experiment in Fig. 6.4 using
the parameters M and θ and an outcome E ∈ {0, 1} is obtained from the measurement
of the control qubit, the likelihood function for an arbitrary phase φ is given by:
P (E|φ;M, θ)/κ =
{
cos2(Mπ(xi − θ))/κ E = 0
sin2(Mπ(xi − θ))/κ E = 1,
(6.3.1)
which is just a rewriting of eq.(6.2.15). Here, κ ≥ 1 is a rescaling constant that can be used
to slow down the inference (which may increase robustness to noise) [19]. The likelihood
function P (E|φ) essentially represents the probability of obtaining the measured outcome
E if φ was the true eigenphase of the system, and can be easily derived in the same way
we did for the IPEA circuit in the previous section. Intuitively, if P (E|φ) is high then
the experimenter’s confidence on the phase value φ should increase once the datum E is
measured, and should instead decrease if P (E|φ) is low. The update of the experimenter’s
knowledge, i.e. of the prior distribution P (φ), can be formalised using Bayes’ theorem
P (φ|E;M, θ) = P (E|φ;M, θ)P (φ)∫
P (E|φ;M, θ)P (φ)dφ, (6.3.2)
where the updated prior distribution P (φ|E;M, θ) is known as the posterior distribution.
The update procedure in RFPE is depicted in Fig. 6.5a. Starting with a near-uniform
prior over the [0, 2π) interval, modeling no initial knowledge on the value of φ0, the idea
of the algorithm is then to proceed iteratively by repeating experiments and updating
the prior distribution each time an outcome E is measured. At each step the posterior
distribution is taken as the new prior for the successive step. In this way, as shown in
Fig. 6.5b, the protocol is able to collapse the distribution to the correct eigenphase as
more experience is gained from the experiment.
Some important differences with traditional phase estimation approaches can already
be distinguished. First, rather than learning each of the phase bits individually, the
RFPE algorithm gains information about every bit simultaneously. A consequence of this
is that RFPE does not make hard decisions about bits at each experiment. Therefore, in
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contrast to IPEA, errors are unlikely to be critical. In fact, RFPE is able to understand if
a measurement result, coming from a noisy step, contrasts with previous assumptions, and
deals with it simply widening the prior distribution, and keeps learning from subsequent
experiments. RFPE learning ability is thus robust even when errors occur. As we will
experimentally demonstrate in the next section, these properties significantly increase
the noise resilience in phase estimation compared to traditional approaches [1, 19].
A second important difference is that at each step RFPE returns a posterior distri-
bution over the phase rather than a single phase estimate. This means that not only
we are provided with a value for the phase, e.g. given by the distribution mean, but we
are also provided with an estimate of the algorithm’s uncertainty in that value, e.g. the
distribution standard deviation. This contrasts with standard PEA and IPEA, where the
algorithm just returns a number with no error estimation. This capability is remarkable.
In fact, providing correct and justified error regions is a central issue in estimation tasks.
A possible strategy for obtaining such uncertainty estimates from IPEA would be
to determine the mean and the standard deviation of the measured eigenphase from
repeated implementations of the full protocol. However, this approach introduces a
significant slowdown in IPEA.
6.3.2 Techniques for practical and efficient Bayesian inference
We have described the general idea of the RFPE algorithm. We now proceed to describe
some technical issues that need to be taken into account to make the inference process
practical. A central problem when applying Bayes’ theorem to update the prior distribu-
tion, as in eq.(6.3.2), is the estimation of the normalisation integral
∫
P (E|φ;M, θ)P (φ)dφ
over the interval [0, 2π). The exact calculation of this quantity would in fact require the
estimation of the likelihood for infinitely many values of φ, which is clearly not practical.
The first solution that comes to mind is to discretise the [0, 2π) interval with a sufficient
number N of equally spaced points and describe the distributions only in these discrete
phase values. In this way, we can approximate the integral in eq.(6.3.2) with a simple
sum. However, using this discretisation the error in the phase estimation is at least π/N ,
that is the size of each bin in the discretisation. This means that, if we want to achieve a
sufficient small error, the number of points required in the discretisation can be extremely
large. As a consequence, even storing the prior distribution becomes quickly impossible.
For example, if an error on the order of 10−9 is needed, then several gigabytes of memory
will be needed to store the distribution, making such Bayesian inference impractical.
RFPE avoids this problem by adopting rejection filtering techniques [19]. The
approach works by imposing a model for the prior distribution, which for convenience is
here taken to be a Gaussian. The goal of each update is then to find the best model for
the posterior distribution within the family of allowed models. The procedure, pictured in
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Figure 6.6: Functioning of the rejection fil-
tering procedure for approximating Bayes
updates. A fixed number of particles
(points) are sampled from the prior (red
dashed curve) Gaussian distribution (top
panel). Once an outcome E is measured
from the experiment, each particle is ac-
cepted with a probability equal to the as-
sociated likelihood P (E|φ) (central panel).
The green particles in the central panel
represent the accepted particles, while the
red particles the excluded ones. The pos-
terior distribution (blue curve) is given by
the Gaussian with mean and covariance
equal to those of the set of accepted parti-
cles (bottom panel), and used as new prior
in the successive iteration.
Fig. 6.6, involves drawing a sample of N phase values {xi} (0 ≤ xi < 2π), called particles,
from the prior distribution and then computing the likelihoods P (E|xi). Each particle is
then randomly accepted with probability equal to this likelihood P (E|xi). The mean and
covariance matrix of the accepted particles can easily be shown to match the moments
of the true posterior distribution [19]. The posterior distribution is thus taken as the
Gaussian parametrised by the obtained mean and covariance, and is used as new prior for
the successive iteration. Since the number of surviving particles decreases exponentially,
fresh particles are added at each step, drawn from the new prior distribution. In this way,
the number of points in the discretisation is kept constant, but their positions change
during the inference to maintain a good description of the distribution. As a consequence,
a limited number of particles does not pose limitations to the achievable precision on the
phase estimation, as long as it is enough to provide a reliable description of Gaussian
distributions. For RFPE, it is found that ∼ 1000 particles are more than enough [1, 19].
Therefore, the rejection filtering approach allows the inference to be performed quickly
in a memory limited environment without the need to compute costly functions.
An important remaining issue is that of choosing the parameters M and θ that, given
the prior distribution, optimise the information gain from the experiment. A possible
approach would be to choose the values of M and θ that minimise the posterior variance
averaged over the possible outcomes of the experiment, namely the Bayes risk [19, 20].
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Figure 6.7: a, Simulated performance of RFPE. Blue line is the median error of the estimation averaged
over 500 runs of RFPE. Shaded regions represent 95% confidence interval. Black dashed line represents
the performance of standard IPEA when 10 repetitions are used to estimate the uncertainty. b, Smoothed
histogram of the uncertainty estimated in the RFPE protocol, via the variance of the prior distribution,
against the true median error in the estimation. Black dashed line would correspond to the ideal
estimation; above this line we are overestimating the error, below we are underestimating the error.
However, the resulting optimisation can be too computationally expensive to carry out
in online experiments. Nevertheless, optimisation heuristics can be investigated to make
such calculation more practical. In particular, Granade et al. proposed a particle guess
heuristics (PGH) which, for the class of likelihood functions employed in RFPE, can
provide near-optimal experiments without requiring any precomputation [20]. In this
approach, the experiment parameters are given by:
M = d1.25/σe, θ ∼ N (µ, σ). (6.3.3)
Here dxe indicates the first integer number greater than x, while µ and σ2 represent the
mean and variance of the prior distribution. X ∼ N (µ, σ) indicates a random variable
sampled from the Gaussian distribution with mean µ and variance σ2. The experiment
parameters M and θ depend on the current estimate of the uncertainty, making the
algorithm explicitly adaptive. In Ref. [19] the authors show that, under the assumption of
a Gaussian prior, the PGH asymptotically saturates the Bayesian Cramer-Rao bound [10,
19, 20] (see also Fig. 6.8).
6.3.3 Simulated performance of the RFPE algorithm
The simulated performances of RFPE, considering an ideal implementation with no noise,
are reported in Fig. 6.7 and Fig. 6.8. In all simulations 1000 particles were used in
the PGH, and results are averaged over 500 independent runs of the RFPE algorithm
with randomly chosen test phases. The exponential convergence of the algorithm to
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the correct eigenphase of the system can be observed from Fig. 6.7a. In particular, the
median error in the estimation decreases exponentially with the number of experiments
performed in the iterative protocols. The capability of the algorithm to provide on-the-
fly a reliable estimate of the error, provided by the variance of the prior distribution,
is shown in Fig. 6.7b. It can be observed that the uncertainty reported from RFPE
approximates very well the true estimation error with high probability. Typically, the
estimated error overestimates the true error by a factor of ≈ 1.6, which is acceptable in
practical circumstances.
The near-optimality of the PGH technique described before is studied in Fig. 6.8.
Here, the phase estimation is considered as a metrology problem, where the resource is
the number of times the unitary U is applied to the system MTot =
∑
kMk, where Mk is
the parameter M used in the k-th RFPE step. As this number is proportional to the
total experimental time required to run the protocol, this quantity has a clear operational
meaning. A fundamental limit in quantum mechanics for the asymptotic scaling of the
error as a function of the resource used, i.e. MTot in our case, is given by the Heisenberg
bound, which states that the error optimally scales as 1/MTot [19]. As can be observed
from Fig. 6.8, the proposed PGH allows RFPE to asymptotically saturate the 1/MTot
scaling, indicating near-optimal performance.
All these simulations considered no noise in the algorithm. However, the main
advantage of the Bayesian approach over traditional methods comes from its expected
improvement of the error resilience. This will be investigated, both numerically and
experimentally, in the next section.
Figure 6.8: Performance of simulated
RFPE as a function of total number of
timesMTot the unitary U is applied, which
is proportional to the total experimental
time. Red line is the error, averaged over
500 runs of RFPE. Shaded regions repre-
sent 95% confidence interval. Black line
represents the fundamental limit in the
asymptotic scaling given by the Heisen-
berg bound ∝ 1/MTot.
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Figure 6.9: a, Photo of the silicon chip packaging. Pump light (purple) is horizontally coupled into the
chip via a focusing lensed fibre and a spot-size converter. Similarly, signal and idler photons (red and
blue, respectively) are collected out of the chip using two lensed fibres. The chip is glued to a PCB, to
which it is electronically connected via wire-bonding. b, Top view of the silicon chip through an optical
microscope. Waveguides associated to pump light, signal photon and idler photon are highlighted in
purple, red and blue, respectively.
6.4 Experimental Bayesian quantum phase estimation on a pho-
tonic chip
In this section an implementation of the RFPE algorithm in a silicon photonic chip will
be presented. Compared to the devices reported in chapters 3 and 4, the chip used in this
experiment is more than 5 years older, and is far less complex. In fact, the remarkable
evolution of the integrated quantum photonics field in the last few years is manifested in
the difference between this device (which was state-of-the art only few years ago) and
the current status of the technology. Nevertheless, the scheme used in the experiment
contains some very interesting ideas in terms of photonic circuit designing. In particular,
the scheme implemented allows us to perform arbitrary controlled-operations between
two-qubits, providing the capability to perform quantum phase estimation protocols
on-chip.
6.4.1 Photonic device and experimental setup
The silicon photonic chip and its packaging are pictured in Fig. 6.9. The device is a
silicon-on-insulator chip fabricated using deep-UV photolithography and dry etching. In
contrast to the devices reported in previous chapters, where light was vertically injected
into the chip via grating couplers, here light is coupled horizontally into and out of the
device via spot-size converters. As can be observed from 6.9a, a single lensed fibre was
used to inject pump light into the chip, and two were used to collect the signal and idler
photons generated and processed inside the chip. The input/output optical fibres were
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Figure 6.10: Schematic of the silicon quantum photonic device. The circuit can perform any controlled-U
operation and any single-qubit state preparation and analysis. Photons are produced and guided in the
silicon waveguides (black wires) and controlled by thermo-optical phase shifters. Coherent pump light was
used to generate photons and off-chip superconducting nanowire detectors were used for the detection,
both coupled to the chip through lensed-single mode fibres. The implementation of the algorithms was
achieved by interfacing the quantum device with a classical CPU.
automatically recoupled before each measurement to maximise the coupling efficiency
between waveguides and fibres. Approximately 8 dB coupling loss per facet was observed
between the chip and a single-mode lensed fibre. The chip was mounted and wire-bonded
on a PCB to electrically interface it and to maintain a stable chip temperature.
The on-chip operations on the pump light and on the photons are highlighted in
Fig. 6.9b, with a schematic of the integrated circuit shown in Fig. 6.10. The integrated
single-mode waveguides are designed with a width of 450 nm and thickness of 220 nm,
and covered with a 1 µm silicon dioxide upper cladding. MMIs were used to realise
integrated beam-splitters with near 50% reflectivity.
A schematic of the full experimental set up is pictured in Fig. 6.11. For the on-chip
photon generation, a pumping scheme similar to the one adopted for the experiment
in chapter 3 was used. A CW bright laser at 1551.9 nm was initially amplified off-chip
by an erbium doped fibre amplifier. An off-chip pump power of ≈ 20 mW was used in
typical measurement conditions. The spectral background was removed through the use
of a WDM. A fibre-polarisation controller was used before the silicon device to maximise
the coupling into the chip. Once coupled into the chip, the pump light is split via an
MMI and used to coherently pump a pair of 1.2 cm long spiral sources. Equivalently to
the scheme presented in chapter 3, the two coherently pumped sources generate a pair of
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Figure 6.11: Schematic representation of the experimental set-up. The light from a CW laser source
is amplified through an EDFA. The pump is filtered and the polarisation adjusted through a manual
polarisation controller. The injection and collection of light in and out of the chip is done via lensed-fibres.
The emerging light is then filtered to separate the spurious pump from the signal and idler photons,
which are finally detected by SNSPDs.
path-entangled photons via the SFWM process, each encoding a qubit. The wavelengths
of the signal and idler photons are selected at 1545.5 nm and 1558.3 nm, respectively.
Considering the use in this experiment of non resonant SFWM photon pair sources
and of a CW laser, the generation probability of multi-photon-pair events is negligible.
The output photons, after evolving through the integrated device, were coupled into
single-mode fibres. Off-chip filtering of the spurious pump light was achieved via two
WDM (one per photon) with a 0.9 nm bandwidth and > 90 dB extinction. Photons were
finally detected using SNSPD, with system detection efficiency of 80%, sub-100Hz dark
counts, approximately 70 ps FWHM timing jitter and recovery times of approximately
50 ns. A maximal photon-pair rate of approximately 200 Hz was observed.
The active and reconfigurable quantum operations inside the silicon device rely on
thermo-optical phase shifters. As reported in details in the next sections, the precision in
controlling the implemented phases was characterised to be approximately 0.01 rad.
6.4.2 Scheme to perform arbitrary controlled-unitary operations
The logic circuits of the iterative phase estimation algorithms, both IPEA and RFPE
(shown in Fig. 6.2 and Fig. 6.4), require controlled-unitary gates. As described in chapter 2,
performing controlled operations is a notoriously difficult challenge in photonics, due to
the lack of interactions between single photons. However, various approaches have been
developed to implement such interactions via measurement-induced non-linearities [21–
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24].
In our device, to implement arbitrary controlled-unitaries, we use an integrated
entanglement-based approach introduced in Ref. [24]. The general idea is to induce non-
linearities by enlarging the Hilbert space of the target photon and doing post-selection.
The circuit schematic is shown in Fig. 6.10. Coherently pumping the two waveguide
SFWM sources, a pair of photons is generated in a superposition of being in the top
source or in the bottom one. Using a Fock representation, the photon number state
generated is written as (|20〉+ |02〉)/
√
2 [25]. Two MMIs beam-splitters following the
sources probabilistically split the photons. Post-selecting the cases where the signal





Note that, while in this chip the splitting is done probabilistically (with probability 1/4)
via beam-splitters, it can also achieved deterministically using AMZI filters instead, as
in chapter 3. To encode the qubit in the photons’ path, for each photon we use the
convention |0〉 ↔ |10〉 and |1〉 ↔ |01〉 to convert the number state to the logic state. The
state obtained from the sources can thus be written as the maximally-entangled Bell
state (|0〉C |0〉P + |1〉C |1〉P )/
√
2.
So far so good: we have generated maximally entangled states using the same approach
as in chapter 3 for systems of dimension d = 2. Now comes the trick for implementing
controlled operations.
Inserting an additional degree of freedom to the path of the signal photon, i.e. two
ancillary modes, we obtain the entangled state (|0〉C |0〉T |0〉P + |1〉C |1〉T |1〉P )/
√
2. Note
that what we have done is to add two ancillary modes to enlarge the Hilbert space of
the signal photon, which now encodes a qudit of dimension d = 4 (ququart). This is
equivalent to encode two qubits, which can now be manipulated singularly. The two
components associated to the second qubit go through one Rz and one Ry gate to prepare
the qubit in the same state |ψ〉T for both pairs of paths. These two components then go
through two different operations: Î for the upper pair of modes in the target register and
Û for the bottom ones, obtaining an entangled state of the form:
|0〉C |ψ〉T |0〉P + |1〉C(Û |ψ〉T )|1〉P√
2
. (6.4.2)
To obtain a superposition of these two different operations, we erase the path information
between the two components of the target state. This is obtained employing two waveguide
crossings and combining the modes in two MMI beam-splitters, giving
(|0〉C |ψ〉T + |1〉CÛ |ψ〉T )|0〉P + (|0〉C |ψ〉T − |1〉CÛ |ψ〉T )|1〉P
2 . (6.4.3)
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Finally, projecting the third qubit into |0〉P , the final state can be represented as
|0〉C |ψ〉T + |1〉CÛ |ψ〉T√
2
(6.4.4)
which is equivalent to applying the desired arbitrary control-unitary operation. The circuit
required for RFPE and IPEA (Fig. 6.2 and Fig. 6.4) is then finalised by implementing
an arbitrary local operation on the control photon via an MZI and a phase shifter (see
Fig. 6.10).
The scheme can be generalised to an an arbitrary number of photons in the system
register [24]. However, being a post-selected scheme, the approach is not scalable. In
particular, the probability of post-selecting the desired cases decreases exponentially with
the number of qubits (as 2−n). Nevertheless, it represents an interesting circuit which
can enable a wide range of small-size experiments previously inaccessible to integrated
quantum photonics.
Note also that the approach can also enable us to cascade many operations on the
target qubit, which corresponds to multiple applications of controlled-unitary operation.
This could be useful, for instance, to apply different Trotter steps in a Trotterisation
procedure for quantum simulation. In our particular implementation, however, the circuit
implements a single operation, meaning that in all the experiments we will consider a
simplified case with a single Trotter step.
6.4.3 Characterisation of phase errors in the integrated photonic device
In the experiment we will focus on precision and robustness estimation for different types
of algorithms. In order to perform such investigation, we first need to have a reliable
model to describe the implemented operations and a characterisation of the noise level in
the photonic device.
In our set-up we adopt on-chip thermo-optical phase shifters to implement both the
quantum state preparation and unitary evolution of the qubits. In two-photon integrated
optics experiments the main source of error comes from noise in controlling these phases.
In more detail, the phase shifters consist of metallic thin-film tracks on top of the silicon
waveguides, as described in section 2.3.1. When supplied with DC current, the phase
shifters act as non-Ohmic resistive heaters, thus changing locally the refractive index of
the waveguide. This change induces a phase shift, which is linear with the dissipated
electrical power in the phase shifter. Errors in controlling these phases can arise mainly
from three types of noise: finite resolution of the electrical power dissipated, electrical
cross-talk (e.g. due to non-zero resistance of shared grounds), and thermal cross-talk.
Because all phase shifters in the chip were connected to a single electrical ground
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(see Fig. 6.5b), electrical cross-talk was a major source of noise in this experiment 6.
To remove such noise, each of the heaters was driven and controlled independently
using multi-channel current drivers. In fact, if voltage driving was adopted, then the
power actually dissipated on a single phase-shifter would actually be coupled to the
voltages applied to all other heaters due to the non-zero resistance of the common ground.
By driving directly the current injected in each heater, rather than the voltage, such
dependence is avoided, and the electrical cross-talk problem resolved.
Each current driver was hosted in a board featuring 12 bits DAC, controlled by the
experiment software via a RS-232 interface, allowing us to have high resolution on the
current applied, hence the electrical power dissipated.
Having adopted such precautions, the main residual noise in the experiment was
thermal cross-talk between the heaters. This type of noise arises when thermally induced
unwanted changes in the refractive index of other optical paths (due to heat flowing
across the dioxide layer and the electrical connections) alter the implemented phase shifts
in a non-controllable way, introducing systematic errors in the setup.
In order to compensate for this effect, different calibrations, using classical light,
for different chip configurations were preliminarily run. For each configuration, all the
heaters were constantly driven at a certain current, set to implement an appropriate
state preparation and/or gate operation, except the heater to be calibrated. This heater
is supplied with a range of currents (and thus electrical power, Pel), and oscillations in
optical power Pop at the output of the corresponding optical path are recorded. The
collected data can be fitted according to the non-linear function






where B is a background, A is the maximum amplitude of the signal, T its period, and
PΦ is the offset power value for the heater in such a configuration. These parameters can
be obtained for each phase shifter by fitting the model to the measured values of Pop
as a function of Pel. Detailed calibrations are reported in Fig. 6.12 for three exemplary
phase shifters, where the relevant statistical parameters of each fit are also reported.
All fits show R2 values close to one, thus suggesting that the model can adequately
reproduce the data observed from the measurements. Also, the t-statistic and p-value
associated to each parameter, testing its statistical significance in the model, are reported.
In most cases, high t-statistics and low p-values are observed, with the exception of the
background parameter B in those cases where the fringe visibility is particularly high (i.e.
no significant background is present). This data analysis gives evidence of the suitability
of the model in Eq. 6.4.5 to describe the operations in our device.
6 For the devices reported in previous chapters of this thesis the electrical cross-talk was not present as
each heater had an individual ground. Voltage driving was in fact used in chapters 3 and 4.
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Figure 6.12: Characterisation of the optical phase control for three exemplary phase shifters in the device,
chosen as a worst case (Ay0), an average case (By0) and a best case (Az0). For each phase shifter it is
reported in column, from top to bottom: i) the nonlinear fit of raw classical characterisation data while
measuring the optical power output at the corresponding optical port. The fitting is performed using the
nonlinear Eq. 6.4.5. The value of the R2 fit parameter is reported in the plot for each separate case. ii) A
plot of the residuals corresponding to the nonlinear fits. iii) A table of the relevant statistical parameters
obtained in the nonlinear fit: the fitted value, its statistical uncertainty, and tests of its significance
(t-statistic and p-value). iv) Linear dependence of the phase shift implemented by each heater against
the corresponding electrical power applied.
Given the model, an estimation of the phase noise level can also be obtained from
analysing these fits. In particular, after the calibration, the targeted phase ϕ̄ for a heater
is obtained driving the heater with Pel such that:
ϕ̄ = 2π
T
(Pel − PΦ) (6.4.6)
and therefore, propagation of stochastic errors in Pel, T, PΦ affect ϕ̄. The relative
statistical uncertainties obtained from the non-linear fits are σPΦ/max(Pel) ' 0.2%
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Figure 6.13: a, Evolution of the median error in the phase estimation for RFPE. The error is evaluated
with respect to the true phase value 2πφ0 = 4.8741 rad (related to the energy of the dissociated H2
molecule). The initial prior distribution is N (π, π2). Data points show an exponential shrink of the error,
compatible with simulations (blue line) of the device performance averaged over 1000 runs of the RFPE
algorithm (shaded area: 67.5% credible interval). The dashed black line denotes the convergence of the
standard IPEA where 10 repetitions are used to estimate the statistical uncertainty. b, Convergence
of the prior distribution in the RFPE algorithm to φ0 (red line). Each point and its associated error
represent the median and standard deviation of the prior distribution at different steps of the algorithm.
and σT /T ' 1.1%. Inaccuracies in the current supplied by the driver to each heater
(±0.005 mA), affecting the actual value of Pel, can be neglected as, using drivers with a
12 bit resolution, they are typically less than 0.04% for all the heaters. Confining the
propagation of errors to only T, PΦ, and averaging over the full interval of Pel adopted
in the experiment (approximately 5 − 80 mW, slightly different for each heater due
fluctuations in the resistance values), an average precision of σexp ' 0.01 rad can be
estimated for the experimentally implemented phases.
6.4.4 Implementation of phase estimation algorithms
Having described the photonic scheme able to implement the circuits required for RFPE
and IPEA, and having built up a reliable model for the on-chip operations, we can now
proceed to report the actual experimental results.
The rapid reconfigurability and the high precision of the silicon photonic device
allowed us to correctly implement a full RFPE and IPEA algorithm in a typical time
interval of few minutes, where most (& 95%) of the time was spent in photon collection
rather than reconfiguring the circuit. As is usual in photonic implementations [2, 13,
26], in both RFPE and IPEA the value of the single-shot data E for each step of the
algorithms was determined via majority voting, where approximately 2000 photons were
collected per measurement to have enough statistics.
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Figure 6.14: Example of experimental 16-bit phase reconstruction via IPEA on the silicon device. For
each bit, red (blue) bars report the relative number of events the outcome was measured to be 1 (0).
The dashed line represents the 0.5 threshold, above which majority voting assigns the bit to be 1, and
0 otherwise. In the reported example, the binary 16-bit representation of the true phase tested was
0.1001100000010101, which is correctly reconstructed by the algorithm.
For the implementation of RFPE, the PGH described in previous sections was used.
For the stochastic representation of the prior, 1000 particles was found to be reliable. The
initial prior distribution was set to a Gaussian N (π, π2), which approximates a uniform
prior over the [0, 2π) interval.
Typical results for a single experimental run of RFPE are shown in Fig. 6.13. As a test,
in this exemplary case the system qubit is prepared in the ground-state of a molecular
Hamiltonian for the H2 molecule, described in the next section. The behaviour reported
in Fig. 6.13a experimentally demonstrates that the estimation converges exponentially
to the true eigenphase 2πφ0. For this case an error as low as 2.4 · 10−4 rad is achieved
within 50 experiments on the quantum device. This error is in good agreement with
the standard deviation of the final posterior Gaussian distribution (' 4.2 · 10−4 rad
after 50 experimental steps), whose evolution in shown in Fig. 6.13b. This confirms
experimentally that the algorithm is able to provide a reliable uncertainty estimate.
As the circuit required is the same, also IPEA is tested in the same chip. The bits
of the phase experimentally reconstructed in a typical 16-bit IPEA run are reported
in Fig. 6.14. As already discussed in previous sections, a single run of IPEA does not
provide a rigorous statistical uncertainty on the phase value calculated with the algorithm.
However, a possible frequentist strategy is to repeat the phase estimation by running
IPEA multiple times and taking the standard deviation of the measured phases. In the
experiment, we will use 10 repetitions of IPEA to estimate a statistical uncertainty on
the phase. Note that in this configuration RFPE outperforms IPEA in terms of efficiency,
as is experimentally demonstrated in Fig 6.13a.
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Figure 6.15: Bonding energies of the H2
molecule for various atomic distances (x
in the inset), calculated using RFPE with
50 steps and 1000 particles. Uncertain-
ties, within chemical accuracy, are smaller
than the markers and neglected in the plot
for more clarity. The dashed line repre-
sents theoretical ground energies. Inset:
schematic of the H2 molecule.
6.4.5 Photonic calculation of molecular energies via RFPE
We have now developed all the preliminary ingredients required to experimentally imple-
ment simple quantum chemistry calculations on our small-scale digital photonic quantum
computer. The molecular system we are going to test is quite simple: the H2 molecule (see
inset of Fig. 6.15) [13, 27]. The eigenstates of the molecular Hamiltonian, for different val-
ues of the atomic separation a, are mapped into the qubit basis using the Jordan-Wigner
transformation, described in section 6.1. In a minimal basis, the molecular Hamiltonian
can be block diagonalised in two 2× 2 matrices [13]. A single qubit in the control register
is then enough to encode the eigenstates in the 2-dimensional subspaces. Preparing the
target qubit in the molecular ground-state, we can then use phase estimation to calculate
the ground energies for the Hamiltonian corresponding to different atomic distances
between the two Hydrogen nuclei, reconstructing the potential energy landscape for the
H2 molecule.
A difference with previous implementations of PEA-based digital quantum simula-
tions [13, 27] is the use of the Bayesian approach to phase estimation. In particular, our
experiment represents a benchmark to test how RFPE performs in these applications.
The experimental results are shown in Fig. 6.15. The energies estimated via RFPE
match the theoretical values with high precision. The average median error in the energy
estimation for the reported dataset is 0.72 kCal/mol, providing a precision higher than
chemical accuracy (' 1 kCal/mol) [13, 27].
6.4.6 Testing the robustness of RFPE to experimental noise
As discussed in previous sections, the main advantage of the Bayesian approach over
traditional methods comes from its expected reliability on non-fault-tolerant devices.
While such expectations were born out in simulation [19], they had not not been verified
in practice. In this section we report such verification. This is possible via the capability
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Figure 6.16: Simulation of the silicon pho-
tonic device performance in terms of the
average state preparation fidelity (violet)
and controlled gate fidelity (green) for dif-
ferent levels of Gaussian noise in the phase
shifters, as described by σphase. Shaded
areas represent 67.5% confidence intervals.
State Preparation
CU Gate
of implementing both IPEA and RFPE algorithms on the same device, allowing us to set
a unique context for a fair comparison. We experimentally investigate the resilience of
both protocols to two sources of noises: gate errors and decoherence.
The infidelity of unitary operations is a well known problem existing in quantum
hardware, and is typically given by a noisy control and imperfect manufacture and
calibration of the components. On integrated quantum photonic devices, this type of
noise is mainly due to control noise and residual cross-talk of the phase gates. The
characterisation for this type of noise in our device was reported in previous sections,
where a precise control of the thermo-optical phase gates was demonstrated, with errors of
approximately 0.01 rad. Such high controllability allows us to add a tunable level of noise
on the phase gates to study the robustness of the protocols. This is achieved by replacing
the correct phases ϕ̄ required to implement the unitary transformations with synthetic
values ϕ sampled from a Gaussian distribution ϕ ∼ N (ϕ̄, σphase). The parameter σphase
mimics a Gaussian noise in the phases, which in turn introduces a controllable noise in
the fidelity of both the implemented state preparation and the unitary evolution. This
effect can be quantitatively evaluated using the calibration model in eq. (6.4.5). The
obtained infidelities as a function of σphase are shown in Fig. 6.16.
Fig. 6.17a shows the convergence of both RFPE and IPEA scanning σphase up to
0.55 rad, corresponding to average state fidelity 94% and gate fidelity 91% expected in
the chip. We report the performance of RFPE with 100 steps, compared to a 16-bit IPEA,
averaged over 10 runs to estimate the error bars, i.e. 160 total experiments per data
point. Since a reasonable error bar estimation requires a higher number of experiments
for IPEA than RFPE, the relative rates of convergence are not immediately obvious from
these figures. Rather, these plots illustrate how the performance of each algorithm is
affected by increasing errors, to compare their robustness to noise.7
7 Note also that the uncertainties in Fig. 6.17 are given by Bayesian credible interval for the RFPE case,
and by frequentist credible intervals for IPEA. A direct comparison of the uncertainty bounds is then
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Figure 6.17: Effects of different experimental noises on phase estimation strategies. a, Infidelity of
quantum operation. Each of the correct phases ϕ̄i for the phase gates is synthetically replaced with a
Gaussian distributed ϕi ∼ N (ϕ̄i, σPhase), where σphase represents a noise in the phases. b, Decoherence.
For IPEA data, experiments were repeated 10 times with 16-bit accuracy to evaluate median error and
error bars, while the RFPE data were collected from a single run, after 100 measurements, and directly
used to evaluate the error and uncertainty within the algorithm. Error bars for the estimated phase
represent in both plots either a 67.5% credible region for RFPE, either a 67.5% confidence interval for
IPEA. In the cases where error bars are smaller than the markers they have been omitted for clarity.
Points are experimental data and dashed lines are simulations averaged over 1000 runs. The simulations
take into account the characterised residual phase noise in the device.
For σphase ≥ 0.05 rad IPEA dramatically decreases in accuracy and becomes quickly
unreliable. As described in previous sections, this occurs because while the majority
voting scheme provides error resilience for small error rates, it can diverge rapidly once
the error rate crosses a threshold. On the other hand, in this regime the performance of
RFPE is initially only slightly affected, maintaining a very high level of precision even
when IPEA fails. In order for RFPE to be substantially affected we require σphase higher
than 0.3 rad, a value much higher than the actual experimental noise in our device.
The second type of noise investigated is decoherence. While being an important
limitation in many quantum computing experiments, decoherence plays a minor role
in integrated quantum photonics due to the intrinsic stability of the platform. It must
then be introduced artificially in our experiment. In order to simulate it, coincidence
counts provided by the SNSPDs for the |0〉 and |1〉 projectors on the control qubit were
progressively flattened out by classical post-processing and combined with Poissonian
noise in the measurements. In agreement with the depolarizing noise model, the presence
impossible except in the asymptotic limit. Nevertheless, the errors in the phase estimation, that is the
primary point of comparison, are clearly comparable.
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Figure 6.18: Experimental data (points)
and simulation (lines) of the behaviour of
RFPE under different decoherence times
T2. Shaded areas represent a 67.5% credi-
ble intervals from data simulated averaging





of a normalised decoherence time T2 was mimicked via:
P ′(D|φ) = e−M/T2P (D|φ) + 1− e
−M/T2
2 ,
where P (D|φ) is the statistics obtained from the photon coincidence counts for the
outcome D ∈ {0, 1}. We introduce this noise model while processing online the output
data during the iterative process, thus affecting the choice of the experiments. In this
way it is possible to simulate the behaviour of RFPE and IPEA in systems that are prone
to this model of decoherence.
In Fig. 6.17b the action of the depolarising noise, up to T2 = 4, is reported for both
IPEA and RFPE. The performance of IPEA has a substantial and sharp deterioration at
T2 close to 32, whereas the median error of 100-step RFPE decreases only polynomially
with 1/T2, maintaining an error O(10−2) even in the regime where conventional IPEA
fails to provide any reliable estimate of the phase.
In the presence of characterised depolarising noise an optimised value for M is given
by min(d1.25/σe, T2) [19], which, however, implies that, when decoherence is significant,
the performance of RFPE degrades significantly. This behaviour is exhibited by the
experimental data in Fig. 6.18, where the convergence of RFPE is reported under the
action of various T2. We observe that RFPE ceases to learn exponentially quickly when
1/σ ∼ T2, after which the algorithm continues to learn at a polynomial rate, unlike
IPEA [19].
6.4.7 Experiment discussion
The capabilities of the silicon photonic chip to integrate the reconfigurable circuit required
for both IPEA and RFPE with high precision was key to perform the implemented tests.
The main result of the experiments was the experimental demonstration of a remarkable
higher resilience to noise of the Bayesian approach to phase estimation, which is instead
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a significant practical weakness for the standard PEA and IPEA methods. While RFPE
was here demonstrated on a silicon photonics platform, the approach is also clearly
amenable to be efficiently performed on any scalable quantum architecture. Given the
importance of phase estimation as a fundamental subroutine in many quantum protocols,
from quantum metrology to Shor’s algorithm, our result has a potential impact on a
wide range of of applications on pre-fault-tolerant quantum hardware. For instance, in
collaboration with Prof. Fedor Jelezko’s group in Ulm, we have recently shown that,
by using a small modification in the Bayesian inference methodology, the approach can
provide great sensitivity advantages for room-temperature quantum magnetometers based
on NV-centres in diamond [28].
Of course, digital quantum simulation is another application that can greatly benefit
from the RFPE algorithm. However, some significant challenges for phase estimation-
based quantum simulation still remain. In particular, the need of performing a large
series on unitary operations on the state prepared, needed for the controlled-UM gate,
significantly increases the depth of the circuit and requires long coherence times to achieve
a good precision in the estimation. This requirement remains very challenging for current
quantum platforms.
6.5 Variational quantum eigensolvers
In this section we will describe a different method to approach the electronic structure
problem that does not require quantum phase estimation. The algorithm, generally
referred to as variational quantum eigensolver (VQE), represents a hybrid quantum-
classical approach that combines quantum hardware with well-developed classical methods
for quantum chemistry. While the number of operations that need to be performed on the
quantum hardware is significantly reduced compared to PEA-based approaches, which is
important for near-term noisy experiments, VQE strongly depends on the reliability of
the ansätze to accurately describe the electronic molecular states of interest.
6.5.1 Hybrid quantum-classical algorithm
Consider again mapping an electronic structure to a Hamiltonian Ĥ acting on M qubits,
e.g. via the Jordan-Wigner transformation, with associated ground state energy E0. If
the system is prepared in a trial wavefunction |ψ(θ)〉, described within a given ansatz by
a set of parameters θ, then the variational principle famously states that8 the expectation





≥ E0. This allows us to make use of it even in real situations where experimental
noise produces non-ideal states.
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value of the Hamiltonian can not be less than the ground energy:
E(θ) = 〈ψ(θ)| Ĥ |ψ(θ)〉 ≥ E0. (6.5.1)
This implies that the ground state energy can be approximated, up to the suitability of
the ansatz, by finding the parameter values θ̄ that minimise the expectation value E(θ̄).
A wide class of classical methods are based on this idea, where the electronic con-
figuration is approximately represented in a CPU by an efficient ansatz |ψ(θ)〉, and an
optimisation algorithm is used to variationally drive the parameters into the ground state
by minimising the objective function E(θ̄). However, there are two sub-routines that
make this approach inefficient in classical computers.
First, as we have seen in section 6.1.2, existing efficient classical ansätze are limited
and can not provide a reliable description for certain classes of chemical systems. More
complete ansätze, e.g. the unitary coupled cluster approach described in 6.1.2, are known,
but cannot be efficiently implemented on classical machines. Secondly, classical computers
are in general unable to efficiently evaluate the expectation value 〈ψ(θ)| Ĥ |ψ(θ)〉.
The idea of the VQE algorithm is to use quantum hardware to perform these two
subroutines: ansatz state preparation, and measurement of the expectation value. A
classical computer is then used to update the parameters using an optimisation algorithm.
The protocol is schematised in Fig. 6.19. The trial states for a given ansatz are prepared in
the quantum circuit by generating an initial reference state |ψref 〉 = Uref |0〉, representing
for example a Hartree-Fock wavefunction, and then applying a set of unitary gates U(θ)
parametrised by the values θ to generate the ansatz state
|ψ(θ)〉 = U(θ) |ψref 〉 . (6.5.2)
For example, in the case of the unitary coupled cluster ansatz discussed in section 6.1.2, the
ansatz unitary is of the form UUCC(θ) = exp[T̂ (θ)− T̂ †(θ)], which can be implemented
by decomposing it via the Trotterization procedure (see 6.2.3). Note, that UUCC(θ) is
equivalent to an evolution of constant time, in contrast with the exponentially long time
evolutions required for QPE. Therefore, the length of the resulting Trotterization circuit
is greatly reduced here. The reference state |ψref 〉 is typically very simple to prepare
(e.g. is a state in the computational basis), so that Uref is usually given by simple local
rotations of the qubits or the identity [29].
Once the trial state |ψ(θ)〉 is prepared, evaluating the expectation value of the
Hamiltonian E(θ) = 〈ψ(θ)| Ĥ |ψ(θ)〉 in an efficient fashion is not straightforward. In
order to do it, we restrict our attention to Hamiltonians that allow an efficient expectation
value estimation on quantum hardware [17, 30]. That is, Hamiltonians that can be
decomposed into a set of Hermitian operators
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Figure 6.19: Schematic of the VQE algorithm. The quantum hardware is used to prepare the trial states
|ψ(θ)〉 according to the ansatz, and perform local rotations and measurements to evaluate the expectation
values of Pauli operators. The individual measured expectation values are fed into a classical processor
which computes the expectation value of the Hamiltonian E(θ̄). This objective function value is then fed
into an optimisation routine, which produces an updated set of parameters θ′ as input for the quantum






where the number of operators K is only polynomial with the size of the system M , and
each Hermitian operator Ôi can be efficiently measured on the quantum hardware (e.g.
contains only local terms). If such a decomposition is possible then also the expectation
value of the Hamiltonian 〈Ĥ〉 can be evaluated efficiently by writing it as a sum of a





Hermitian operators that can be efficiently measured are typically products of local













j + . . . , (6.5.5)
9 As products of Pauli operators form a basis in the operator space, it is always possible to make a
decomposition as in eq. (6.5.5). However, in general such a decomposition involves an exponential
number of terms, rather than polynomial. Intuitively, a polynomial decomposition can be obtained in
most systems of practical interest by exploiting localities in the Hamiltonian [10, 30].
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where α, β, . . . ∈ {x, y, z} index different Pauli matrices. The expectation value of the
energy E(θ) is therefore estimated taking measurements of individual tensor products of
Pauli terms appearing in eq. (6.5.5), which only require local rotations and measurements
of the qubits (see Fig. 6.19). The results of the indivual terms are then fed to a classical
processor which computes the weighted sum in eq. (6.5.5), obtaining E(θ).
The expectation value E(θ) is used as objective function in a minimisation algorithm
run on the classical processor. Different types of optimisation algorithms can be used,
e.g. Nelder-Mead or particle swarm approaches, with the optimal choice likely to depend
on the particular problem targeted and the noise affecting the experiment [4, 30]. The
updated trial parameter values θ′ obtained from the classical optimisation algorithm are
fed back into the quantum circuit which restarts the routine. This procedure is repeated
until the energy converges to a minimum, which represents our approximation of the
ground state energy.
6.5.2 Advantages and open questions for VQE
The main advantages of VQE come from the fact that no time-evolution is required
for the trial state, which is instead measured in a local basis as soon as it is prepared,
which takes O(1) time and immediately destroys all coherence. This contrasts with
PEA-based methods, where, after the trial state is prepared, a long series of gates has to
be applied to perform the controlled-U2k operations while maintaining the coherence of
the state. Avoiding the need of long coherence times for the qubits can greatly enhance
the practicability of the approach on current devices affected by this type of noise, as was
recently experimentally shown in a direct comparison between the VQE and PEA-based
approaches for a small-scale molecule [27]. Moreover, VQE allows some flexibility for
choosing an ansatz which suits the particular experimental platform used. This feature
can add additional robustness to other types of noise, such as gate errors [27, 30]. Even
in cases where some form of error-correction needs to be implemented, as is expected
to be required for future large-scale implementations, this robustness could translate
to significantly reduced overheads compared to PEA-based methods. How the noise-
robustness advantage compares in practice to new approaches to phase estimation, such
as the RFPE algorithm discussed in section 6.3, is not clear though.
However, some drawbacks are also introduced, compared to PEA-based methods.
First, the estimation of the energy in VQE is performed via repeated experiments,
which requires a number of resources that scales as O(1/ε2) (shot-noise scaling) with the
precision ε in the estimation, compared to O(1/ε) in PEA-based methods (Heisenberg
scaling) [17]. A second, more crucial, issue is that while in PEA the collapse of the
wavefunction to an exact eigenstate is achieved even with minimal requirements for the
ansatz (i.e. non-zero overlap with the target state), in VQE the role of the ansatz is
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central in obtaining a precise approximation of the energy. In other words, while PEA
is equivalent to using a full configuration interaction description (see section 6.1.2), in
VQE it is not known in general if the chosen ansatz will allow a correct representation of
the target eigenstate of the system [17, 30]. Although it is widely believed that the class
of ansätze that can be efficiently encoded on a quantum processor can explore a wider
space with respect to what is possible on classical machines, the development of such
ansätze currently remains an open problem [4, 30–32]. In fact, while an efficient eigenstate
preparation is very unlikely to be possible for arbitrary Hamiltonians10, the hope is that
such polynomial ansätze do exist for quantum chemistry problems of practical interest [4,
30–32].
Another issue for VQE is to determine the scaling of the number of iterations of
the variational minimisation algorithm required to converge to the optimal solution.
This quantity is very difficult to study analytically, as it depends on a large number of
factors, such as the properties and degeneracies of the system Hamiltonian, the ansatz
chosen, and the classical algorithm used for the minimisation. The hope is that, given
that the dimension of the ansatz parameters space grows only polynomially with the
number of orbitals, also the number of iterations required is polynomial for practical cases.
However, given that the energy landscape in the ansatz parameter is highly non-convex,
instances may arise where the algorithm gets stuck in local minima, preventing a correct
convergence in polynomial time. Recent experimental results have provided some evidence
that an efficient convergence of the minimisation algorithm is achievable implementing
VQE for small molecules [30–32], which somehow suggest that it can be the case also for
more complex systems.
The open questions described above makes it hard to asses the asymptotic behaviour
of the VQE approach, and its scalability for the moment has to rely on a number of
controversial assumptions. It seems likely that only by testing the algorithm on molecules
of increasing size with actual large-scale quantum processors we will be able to assess
these questions.
6.6 Witness-assisted variational eigensolvers for excited states
Original approaches to VQE, where states are found by minimising the energy as in
eq. (6.5.1), mainly focused on finding ground-states of the systems. Generalising the
approach to eigenstates with higher energies (i.e. excited states) while maintaining the
practicality of VQE, is quite an interesting problem.
10 One of the most famous Hamiltonians for which it was shown that no efficient eigenstate preparation
is possible, under well-established computational assumptions (i.e. assuming NP * BQP) is the Ising
model Hamiltonian [33].
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Excited states have widespread applicability in quantum chemistry. For example,
characterising the eigenspectrum of molecular Hamiltonians can be used to understand
reaction rates in quantum chemistry, and in chapter 5 we saw applications for molecular
optical spectra. In particular, characterisation of excited states is required to study
energy and charge transfer processes such as those in bulk heterojunction solar cells
or photosynthetic light harvesting complexes [34–36]. As for ground states, in general
finding excited states is also complex on classical machines. In fact, excited states are
often hard to access also in instances where classical methods can successfully describe the
ground state (e.g. for weakly interacting Hamiltonians) [35, 37], increasing the interest
towards developing quantum methods for their efficient search. Clearly, as the size of
the Hamiltonian, and consequently the elements in its spectrum, increases exponentially
with the size of the system, finding all eigenstates becomes rapidly computationally
intractable also for quantum approaches. However, the excited states of practical interest
are typically those closer in energy to the ground state [35]. The ability to efficiently
access a small (possibly constant) number of low energy excited stated would thus be
sufficient for a wide range of applications.
A possible approach to variationally target excited states through VQE, inspired by
classical methods [38], is the folded spectrum method [17, 30]. The idea is to perform
the variational minimisation in eq. (6.5.1) using a spectrally transformed Hamiltonian
Ĥ ′ = (Ĥ − γ1)2, with γ a real parameter. However, as the effective Hamiltonian H ′
contains the squared original Hamiltonian H2, the number of terms in it (see eq. (6.5.5))
grows quadratically. As the expectation values of these terms need to be estimated
one by one in VQE, the computational cost is increased quadratically when adopting
the folded spectrum approach. This issue significantly increases the complexity of
implementing the procedure even for small-scale implementations, which, despite their
practical importance, prevented the investigation of excited states in the first experimental
VQE demonstrations [17, 27].
In this section we will describe an alternative approach to VQE which we devel-
oped explicitly to target excited states, called Witness-Assisted Variational EigenSolver
(WAVES). We will then present a small-scale experimental photonic implementation of
the WAVES algorithm on the integrated photonic device presented in section 6.4. Thanks
to the enhanced practicability of WAVES, in the experiment we targeted both the ground
and the first excited state of a simple system. This represented the first experiment
where an excited state was accessed on a digital quantum processor11.
11 Following the demonstration reported here, another experiment was reported a few months later where
excited states were variationally simulated using the folded spectrum approach in a superconducting
qubit architecture [39].
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Figure 6.20: The WAVES protocol. a, Schematic of the quantum circuit for WAVES, which allows to
efficiently measure the objective function Fobj = E + TS from the tomography of the single control qubit.
Initially, a variational search for the ground state |Ψ0〉 of the Hamiltonian is performed by preparing trial
states via the ansatz A(θ) with no perturbation (i.e. Ep0 = 1), and driving the optimisation algorithm
via a classical processor minimising Fobj. The ground state is then used as a reference for the excited
states search, where an initial guess for an excited state |Ψi〉 is given by a perturbation Epi on the
ground state and then refined using the same circuit. The variational search of the excited state in now
performed by exploiting the eigenstate witness Fobj = S (high-T limit of the objective function). b,
Diagram representing schematically the intuition behind the proposed approach, where initial guesses of
excited states are variationally refined using the eigenstate witness.
6.6.1 The WAVES algorithm
The WAVES algorithm is based on the introduction of the concept of an eigenstate witness,
that is a quantity which identifies whether a test state is close to being an eigenstate or
not. While no efficient analogues are known for classical algorithms, we will see how such
a quantity can be defined and efficiently measured on quantum hardware. In particular,
this witness will be based on the entropy acquired by a quantum register whose time
evolution is controlled by an ancillary single qubit. A schematic of the hybrid quantum-
classical circuit for WAVES is shown in Fig. 6.20. The search for a target eigenstate
proceeds by preparing trial states |ψ〉S in the system register of n qubits, according to
the ansatz, and initialising the single control qubit in the |+〉C = (|0〉+ |1〉)/
√
2 state.
The combined state |+〉C ⊗ |ψ〉S then undergoes a controlled unitary operation, where
the unitary U = exp(−iĤt) represents a time evolution of the trial state according to
the system Hamiltonian Ĥ for a pre-fixed amount of time t, yielding the state
1
2(|0〉C |ψ〉S + |1〉C e
−iĤt |ψ〉S) (6.6.1)
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After the unitary, the individual state of the emerging control qubit is given by the partial





1 (〈ψ| e−iHt |ψ〉)∗
〈ψ| e−iHt |ψ〉 1
)
. (6.6.2)
The reduced density matrix ρC is reconstructed via state tomography of the control qubit,
which requires a small number (independent of the size of the system) of measurements,
and can be used to extract two important quantities.
The first quantity of interest is the Von Neumann entropy of the reduced state S(ρC),
which is defined as S(ρ) = −Tr(ρ ln ρ). As the Von Neumann entropy has the property
of being the same for each reduced subsystem of a bipartite state (see e.g. [10]), it holds
that S(ρC) = S(ρS), meaning that the actual entropy of the system register S(ρS) can
be measured via reconstructing the single qubit tomography ρC . The entropy S(ρS)
plays a crucial role in the algorithm as it acts as an eigenstate witness: it is zero if the
trial state is an eigenstate of the Hamiltonian. The idea behind this is quite simple.
If the trial state |ψ〉S is an eigenstate of the Hamiltonian, then the emerging state in
eq. (6.6.1) will be the separable state (|0〉 + e−iλt |1〉) ⊗ |ψ〉S , with λ the associated
eigenvalue. Being a separable state, the partial state of each subsystem is a pure state,
i.e. with zero Von Neumann entropy (S(ρC) = S(ρS) = 0). On the contrary, if |ψ〉S
is not an eigenstate, some entanglement will be present in the output state, meaning
non-zero entropy S(ρS) > 0 for the reduced state of the system. With such a property,
this eigenstate witness allows us to target eigenstates variationally, both ground and
excited states, by minimising S(ρS).
A second important quantity that can be estimated from the reconstructed single
qubit matrix ρC is an energy estimator
E = − arg(〈ψ| e−iĤt |ψ〉)/t (6.6.3)
which can be evaluated from the off-diagonal elements of the reconstructed ρC in
eq. (6.6.2).
To variationally find the ground state we can then minimise the energy estimate E , as
for standard VQE. However, now we can also simultaneously minimise the entropy S(ρS).
This allows us to computationally interpret the task as a minimisation of a physically
motivated objective function Fobj = E + TS(ρS), where T is a parameter that trades
off between energy optimisation and entropy optimisation. Note that interestingly Fobj
does have a physical analogy to the Helmotz free energy, the minimisation of which
provides equilibrium states in statistical mechanics (see e.g. [40]). However, given a sign
difference between these free-energies, in this analogy T plays the somewhat contrived
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role of a negative temperature. In the high T limit, where the entropy becomes dominant,
the objective function Fobj also permits one to identify excited states. However, as the
entropy minimisation procedure is more likely to converge to the eigenstate which has the
largest overlap with the initial trial state (a situation similar to the PEA), when looking
for a particular excited state we need to start from an approximate guess. For this reason,
defining an initial reference state |ψ0〉 (usually obtained by Hartree-Fock appoximation)
and the vector θ as the list of parameters describing the ansatz-based state preparation
A(θ), i.e. |ψ〉S = A(θ) |ψ0〉, the WAVES protocol proceeds in two phases:
1. Ansatz-based variational search for the ground state, obtaining the parameters θg
that minimize the objective function Fobj and the associated unitary for the ground
state Ag = A(θg).
2. Witness-assisted variational search for excited states, starting with initial guesses
obtained from the ground state reference. The unitary for the initial approximate
guess of the i-th target excited state is obtained via EpiA(θg), with Epi a system
dependent perturbation. Using as initial starting point of the ansatz parameters
θ = θg, the search for the excited state is done by variationally finding the
parameters θei that minimise Fobj in the high T limit (where the entropy is
dominant), obtaining the unitary for the target excited state Aei = EpiA(θei).
An important point is now how to choose the excitation operators Epi used in the
variational search for excited states. Different approaches to do this have been recently
proposed in Ref. [41]. A first approach is to work in the Hartree-Fock approximation. In





the single-particle contributions and V the interaction terms, we consider H0 to be
dominant. In such a scenario, a transition from the ground state to an excited state
can be approximated by the action of a sequence of single excitation operators a†iaj ,
with a corresponding unitary Ep = exp[π(a†iaj − a
†
jai)/2]. This approximation for the
perturbations is believed to be sufficient to have an adequately good initial guess in most
practical cases. On the other hand, if hard instances arise where it is not sufficient, it can
be refined with more sophisticated methods, such as multi-configuration self-consistent-
field approximations [4, 32, 41].
6.6.2 Performance of the algorithm
To summarise, while the initial ansatz-based trial state preparation is common between
WAVES and standard VQE, the differences are in the requirement of the controlled
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unitary operation with an ancillary qubit, the measurement performed on the single qubit
instead of the system register, and the objective function used in the variational search.
The controlled exp(−iHt) unitary requirement implies that, in contrast to VQE,
additional operations need to be done after the state preparation. Therefore, longer
coherence times are required for WAVES compared to VQE. However, in contrast to the
unitaries performed in PEA-based methods where t rapidly explodes, the evolution time
t is fixed and small. In particular, in order to avoid degeneracies in the energy estimation,
we require t ∈ (0, π/2‖H‖), with ‖H‖ the Frobenius norm of the Hamiltonian [2].
Therefore, the requirement of extremely long coherence times is avoided in WAVES, as
well as in standard VQE. Roughly speaking, the circuit depth required to implement
the Trotter-Suzuki decomposition of the unitary has approximately the same size of the
Trotterised implementation of the ansatz unitary in, for example, the unitary coupled
cluster ansatz case12. The circuit depth for WAVES should thus be a small constant
factor (dependent on the particular implementation) larger than for VQE, maintaining a
significant advantage compared to PEA-based methods.
The measurement part for WAVES is quite simple, requiring only detection of the
single control qubit. The objective function can be inferred from the reconstructed single
qubit tomography of the control qubit, which thus requires to repeat the experiment
O(1/ε2) to obtain the objective function up to a precision ε, which is the same scaling as
standard VQE. Crucially, this scaling is independent on whether the ground or excited
states are targeted, avoiding the quadratic overheads required for the folded spectrum
method in standard VQE [30]. This represents the main advantage of the WAVES
approach with respect to previous methods.
In terms of total computational complexity, WAVES is currently affected by the same
limitations and open questions as for the VQE approaches. Namely, its scalability needs to
assume that polynomial ansätze and efficient convergence of the variational optimisation
algorithm are possible for cases of practical interest. Under these assumptions, both
VQE and WAVES are scalable approaches. The use of an objective function based not
only on the energy but also on the entropy could provide some advantages for WAVES
over VQE in terms of avoiding local minima in the parameter space. While preliminary
tests on small systems seem to suggest that the parameter T can indeed be engineered to
do that, we still don’t know if that’s also the case for molecules with, say, tens of orbitals.
Investigating this aspect could be an interesting further research direction.
12 The number of operations required to perform the Trotter-Suzuki decomposition for both the ansatz
unitary and the controlled unitary is roughly given by n5.5 for quantum chemistry problems, as
investigated in [42]. Here n is the number of orbitals of the simulated molecule.
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6.7 Experimental implementation of WAVES
A proof-of-principle experimental demonstration of WAVES was performed on the two-
qubit silicon quantum photonic processor that was already presented in section 6.4, where
we described its capability to perform arbitrary state preparation on the system qubit,
arbitrary controlled unitary operations between two qubits, and arbitrary measurements
on the control qubit (see Fig. 6.10). These are exactly the operations required to implement
the WAVES circuit in Fig 6.20a for a two-dimensional (single-qubit) Hamiltonian. Note
that, similarly as for the RFPE implementation in section 6.4, here the state preparation
and the controlled operation are implemented by direct exponentiation of the ansatz
and Hamiltonian operators, mapping them directly into the chip phases. While this is
possible in our small-scale experiment, scalable implementations on larger devices will
need to adopt the Trotter-Suzuki decomposition to efficiently implement such operations.
6.7.1 Hamiltonian system investigated
In our implementation, we used WAVES to calculate the eigenspectrum of a simplified
exciton transfer Hamiltonian of two Chlorophyll units in the 18-mer ring of the LHII
complex [43]. In the basis of localised excitons on each Chlorophyll unit (see insets of







where α = 1.46 eV is the energy of the exciton on one of the Chlorophyll units and
β = 0.037 eV is the interaction between the excitons arising from the transition dipole
between the two units. The Hamiltonian in the qubit basis, obtained via compact
mapping [30], is encoded in the single qubit operator Ĥqubit = α1̂ + βσ̂x, with σ̂x the
Pauli x operator. This Hamiltonian has ground (excited) state |−〉 (|+〉), with associated
energy α − β (α + β). For this system, the perturbation unitary for the excited state
corresponds to Êp = exp(iπσ̂z/2). Given the small size of the problem, we used a
full-configuration interaction ansatz for the state preparation (see section 6.1). In order
to better resolve the energy difference between the two eigenstates 2β  α, we rescale the
Hamiltonian via the transformation Ĥ → Ĥ − γ1̂, which maintains the same eigenstates
as Ĥ but rescales its eigenvalues λi as λi → λi − γ. In other words, the parameter γ
simply redefines arbitrarily the energy zero. To mimic a realistic problem where rather
poor guesses for the exact eigenvalues are possible, in the particular implementation
reported here a rather arbitrary value of γ = 1.27 eV was used.
As described above, due to the fact that the energy estimation in WAVES adopts
the form of eq.(6.6.3), a restriction on the value of t is needed to avoid issues due to the
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2π periodicity of the arg(·) function. This is a restriction that we already encountered
for the PEA-based methods, and can be simply dealt with by choosing t small enough.
In particular, we need t ∈ (0, π/2‖H‖), which still requires very rough preliminary
estimates for the Hamiltonian eigenvalues (e.g. those classically available via mean-field
methods) [2]. In the same spirit as for the choice of γ, we picked a rather arbitrary
value t = 26 eV−1, which satisfies the above requirements for the Hamiltonian under
investigation.
6.7.2 Optimisation algorithm
A wide range of algorithms can be used for the classical optimisation procedure to
minimise the objective function Fobj, which can be mostly classified as gradient-based
and gradient-free methods [4, 30, 32]. Here, a gradient–free particle swarm optimisation
algorithm was used, inspired by the Bayesian inference techniques adopted in RFPE (see
section 6.3), thus retaining part of their noise robustness. The idea is to have a swarm
of trial states (particles) randomly sampled from a prior distribution. The objective
function Fobj is measured for each particle, and the result is used to update the probability
distribution. A new swarm is drawn from the updated distribution to perform further
steps, until a convergence criterion is triggered. The last inferred posterior provides the
estimate for the optimal state and the corresponding objective function. In the case
of a ground-state search, we start sampling a swarm Ξ composed of N particles (i.e.
a set of N parameters values {θj}) from the parameter space according to a uniform
distribution (we assume no prior knowledge of the ground-state). For each of the particles,
the objective function Fobj is efficiently obtained from the quantum device. Once the
objective function has been obtained for all the particles, the algorithm rejects the subset
of size N −N× of them13 with associated higher values of Fobj, reducing the set to Ξ′.
This smaller set of particles is used to classically compute a weighted14 mean µθ′ and
covariance Σθ′ of a Gaussian distribution on the parameters space. The set of particles is
then repopulated by adding back N −N× new particles drawn from the (last updated)
Gaussian distribution N (µθ′ ,Σθ′), forming the new set of N particles Ξ to be used in
the next iteration of the algorithm.
These iterations are repeated until convergence is achieved, which happens either
when the Gaussian distribution covariance norm is sufficiently peaked (i.e. the spread of
the distribution is lower than a pre-defined accuracy), or when fluctuations of Fobj in the
last few steps are smaller than a pre-determined threshold (indicating that the algorithm
13 In the experiment we used N× = d
√
Ne, but for more challenging implementations it is likely that
N× ∈ O(N) will be required.
14 The weights used to calculate the mean and covariance of the posterior distribution are chosen to be
proportional to the objective function Fobj associated to each particle.
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Figure 6.21: Experimental variational search on the ground state via WAVES. a, Colour-coded evolution
of the particle swarm for the WAVES search of the ground state (|−〉) shown on the Bloch sphere.
Different colours correspond to different steps of the search protocol. Inset: Graphic representation of the
ground-state (anti-symmetric) for a single-exciton transfer Hamiltonian between two Chlorophyll sites.
Panels b and c report the evolution of the objective function Fobj and of the fidelity (F = |〈ψ|ψideal〉|2),
respectively, as a function of the search step. Error bars are given by the variance of the particles
distribution and photon Poissonian noise. Dashed lines are numerical simulations of the performance
of the algorithm, averaged over 1000 runs, with shaded areas representing a 67.5% confidence interval.
Insets: behaviour close to convergence.
is drawing new particles in a plateau of the objective function).
The swarm optimisation in the case of excited-state searches is fully equivalent, with
the only difference that the initial distribution of the swarm Ξ is assumed as a Gaussian
distribution centred around the initial guess provided by the appropriate excitation
operator.
6.7.3 Results of the experiment
The experimental results of the WAVES protocol for the ground and excited states
variational search are shown in Fig. 6.21 and Fig. 6.22, respectively. The search is
performed by optimising the objective function Fobj = E + TS(ρS), where for the
parameter T a small value of T = 1.25 was used for the ground state search, while for the
excited state case we used Fobj = S(ρS), i.e. adopting a large-T limit. The minimisation
of the objective function was performed in both cases adopting the particle-swarm method
outlined above with N = 8 particles. In Fig. 6.21a and Fig. 6.22a the colour-coded
evolution of the swarm is reported, achieving rapid convergence of the particle distribution
towards the expected eigenstates of the Hamiltonian: the ground state |−〉 and the first
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Figure 6.22: Experimental variational search on the excited state via WAVES. a, Colour-coded evolution
of the particle swarm for the WAVES search of the excited state (|+〉) shown on the Bloch sphere.
Different colours correspond to different steps of the search protocol. Inset: Graphic representation of
the excited-state (symmetric) for a single-exciton transfer Hamiltonian between two Chlorophyll sites.
Panels b and c report the evolution of the objective function Fobj and of the fidelity (F = |〈ψ|ψideal|2),
respectively, as a function of the search step. Error bars are given by the variance of the particles
distribution and photon Poissonian noise. Dashed lines are numerical simulations of the performance
of the algorithm, averaged over 1000 runs, with shaded areas representing a 67.5% confidence interval.
Insets: behaviour close to convergence.
excited state |+〉. For the ground state search, pessimistically assuming no pre-existing
knowledge of the system, the prior is initialised to span uniformly the sub-section of
the Hilbert space identified by the ansatz. For the excited state, instead, the search is
initialised with the guessed state obtained by applying Êp to the ground state. As shown
in Fig. 6.21b and Fig. 6.22b, within 10-13 search steps the Fobj is converges to its minimal
value, which correctly corresponds to the ground state and excited state, respectively.
In fact, Fig. 6.21c and Fig. 6.22c report that the eigenstate estimator, provided by the
mean of the particles distribution, achieves a high overlap with the eigenstate targeted:
fidelities of 99.48± 0.28% with the ground state and 99.95± 0.05% with the excited one
are achieved. All uncertainties are given by the variance of the prior distributions: a
well motivated error bar is among the amenable features deriving from the adoption of
a swarm optimisation method. Imperfect measurements of Fobj, more evident in the
regime close to convergence (see insets of Fig. 6.21c and Fig. 6.21c), are due mainly to
experimental noise in the phase settings, given by the residual thermal cross-talk among
the phase-shifters already discussed in section 6.4. The fast convergence of the algorithm,
however, indicates a good robustness of the protocol to this kind of experimental noise.
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6.7.4 Experiment discussion
A proof-of-principle optical implementation of the WAVES algorithm on a silicon quantum
photonic chip was demonstrated for a simplified exciton transfer Hamiltonian, obtaining
its eigenstates with high fidelities. Together with the description of the eigenstates,
as parametrised by the ansatz, WAVES can also return the corresponding eigenvalue
estimation via E . However, as for standard VQE, the precision ε for such eigenvalue
estimation requires a number of measurements O(1/ε2), and is highly dependent on the
reliability of the ansatz to correctly describe the state. Alternatively, one can use the
variational search in WAVES as a state preparation stage and then feed the obtained
state to a IPEA or RFPE circuit to extract the eigenphase. In this way, the shortcomings
present in the variational ansatz are avoided and a quadratic resource scaling enhancement
O(1/ε) is achieved for the measurement. This, however, would again come at the expense
of long coherence times required for the PEA implementation.
The experimental demonstration involved a very simple two-dimensional Hamiltonian,
for which WAVES achieved very promising results. However, to investigate the actual
scalability of the protocol, tests on larger systems will be important. Preliminary tests,
reported in [2], demonstrate that WAVES performs well for quantum chemical problems
involving up to eight-qubit Hamiltonians, with the variational search efficiently finding
target eigenstates (for both ground and excited states) with an average fidelity of ' 99%.
The development of complex quantum devices will be ultimately required to test WAVES
for systems at a scale where new challenging problems may arise.
6.8 Discussion
In this chapter we have discussed different types of digital quantum algorithms for the
simulation of quantum chemistry, and the small-scale implementation of two of these
algorithms, RFPE and WAVES, on a silicon photonic chip. Current algorithms for
digital quantum simulation can be divided in two main areas: PEA-based algorithms
and variational algorithms. The first group, PEA-based algorithms, have the important
advantage of having loose requirements on the state preparation and deterministically
provide the energy estimate, which strongly suggest their scalability for practical quantum
chemistry problems. However, although Bayesian approaches significantly improve their
noise robustness, they need deep quantum circuits, which do not seem to be suitable for
near-term quantum hardware. On the other hand, variational approaches need much
shorter circuit depth, but their scalability strongly relies on the reliability of the ansatz




The author’s contributions to the material reported in this chapter are the experimental
implementation and data analysis for the RFPE and WAVES algorithms. The author also
provided inputs to the development of the WAVES algorithm, and coded a first version
of the swarm optimisation algorithm employed. The experiments and the analysis were
done in cooperation with Dr. Raffaele Santagati, Dr. Jianwei Wang and Mr. Antonio A.
Gentile, joined by Dr. Xiao-Xi Zhou, Dr. Nathan Wiebe and Dr. Jarrod R. McClean
for the development of the WAVES protocol. The chip used for the experiments was
fabricated by Toshiba. In all implementations the mapping of chemical systems to qubits
was done by Dr. David P. Tew. Dr. Nathan Wiebe additionally provided theoretical
support for the RFPE experiment, for which we also acknowledge useful discussions
with Dr. Chris Granade. The experiment regarding the Bayesian approach to phase
estimation is published in Physical Review Letters [1], while the theory of the WAVES
algorithm and its experimental implementation are published in Science Advances [2].
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In this chapter we will discuss a quantum application where instead of calculating
properties of a well specified physical system, as in quantum simulation, we are interested
in learning the physics underlying it. In particular, in all quantum simulation protocols
discussed in previous chapters the problem we had to solve was quite specific. Namely,
given the Hamiltonian of a system, infer some properties of it, e.g. its spectrum, its
induced dynamics, or the transition probabilities when the Hamiltonian is perturbed.
Whether or not the Hamiltonian used actually describes the real system is a different,
maybe more fundamental, question. In fact, when we talk about simulations, we don’t
actually mean simulating the actual physical system, but rather our description of it, e.g.
through its Hamiltonian model1. However, if we don’t have an exact knowledge of the
underlying physics of the system, or our approximations are too rough, our model may
not be reliable. So the question is how to determine if our model of a quantum system is
good or not, and, if it is not, how to efficiently learn a better description of it. In this
chapter we will describe algorithms to address these issues.
A first interesting point to make is that, if we need to assess the fitness of a model,
we will necessarily need to make predictions for it and compare them with the actual
data obtained from the real system. In some sense, this is precisely what science is about:
propose a theory (or model) and test if its predictions are consistent with the actual
observation in Nature [3]. However, an important assumption here is that we are actually
able to make predictions on the model. In other words, we have to assume that a model
is simulatable if we want to test it. On the other hand, if we are not able to make any
relevant predictions about a model, perhaps because it is too computationally expensive,
there is no way to understand if the model itself is correct or not. Therefore, if a model
1 In fact, the simulated model can also be not physical at all! For example, the Dirac equation does allow
unphysical solutions which have been simulated on a quantum processor [2]. Our physical simulator
doesn’t care if what it is simulating actually respects the laws of Nature or not.
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cannot be efficiently simulated, we will no longer be able to assess whether it can reliably
describe systems with sufficient complexity. The efficient quantum simulation of quantum
models, generally intractable for classical computers, thus also represents an important
tool for our understanding of fundamental physics.
In the context of quantum technologies, assessing the fitness of a Hamiltonian model
and finding the Hamiltonian parameters which best describe a physical quantum system
can be regarded as a verification and characterisation task for quantum hardware. The
problem of finding classical methods to efficiently validate and characterise unknown
quantum processes has been extensively studied, and is known to not be possible in
general (see e.g. [4, 5]). In this chapter we will instead focus on using quantum simulators
to validate and characterise unknown quantum devices.
To do it, we will describe an approach called quantum Hamiltonian learning (QHL),
originally proposed by N. Wiebe, C. Granade, and others [6, 7]. The general idea of
the algorithms is to combine quantum simulation with Bayesian inference methods to
learn the Hamiltonian parameters that provide the best description of the dynamics
of a unknown quantum system. After describing the algorithms, we will report an
experimental implementation of QHL, where an integrated photonics quantum simulator
is used to learn the Hamiltonian of an electronic spin system in a diamond NV centre.
We will also present ideas to generalise QHL algorithms so that, instead of just learning
the Hamiltonian parameters for a fixed Hamiltonian model, we can think of learning the
underlying physical model itself.
7.1 Learning quantum Hamiltonians via quantum simulators
In this section we will describe the theory for the learning algorithms we will be using in
the rest of the chapter. In general, they borrow ideas from machine-learning approaches,
in particular Bayesian methods, and combine them with the capabilities of quantum
simulators. The underlying learning algorithm drives experiments performed on both the
unknown quantum system under investigation and the controllable quantum processor
simulating the tested models. Quantum simulation will thus be used as a subroutine of
the whole algorithm. We will touch on three types of cases, with different computational
efficiencies of the learning algorithm: i) using classical machines for the simulation, ii)
using quantum simulators, but without access to trusted quantum channels, iii) using
both quantum simulators and trusted quantum channels.
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7.1.1 Bayesian approach to Hamiltonian learning
Before proceeding, it is useful to specify the context and the problem in more detail. Let
us consider a class of systems whose dynamics are generated by a Hamiltonian described
by a model H(x), where x is a real vector of parameters that determine each system. For







z. More generally, one can simply think of them as knobs that we
can turn in our quantum simulator to control it, for which we want to find the optimal
configuration to simulate a target unknown system. Hamiltonian learning can then be
stated in the following way:
Hamiltonian learning problem. Given an unknown or untrusted quantum system, and a
Hamiltonian model H(x) described by a set of parameters x, find the parameter values
x0 such that H(x0) provides the best description of the quantum dynamics of the system
within the model H(·).
A point that remains to be clarified is what it means for a set of parameters to provide
a “better description” of the system’s dynamics. Intuitively, it would be the set which
provides the predictions that best fit the data observed from the system. This concept
can be formalised in a Bayesian scenario as follows. Suppose that we have some control
parameters, denoted with c, to decide the different experiments that can be performed
on the quantum system. These can involve, for example, the state |ψ〉 on which we
initialise the system, the time t we let the system evolve, or the measurement we perform
on the system. At the end of each experiment the measurement provides us a datum
d. Suppose we perform N experiments where at the i-th experiment (i ∈ {1, . . . , N})
we set the control parameters ci and obtain the datum di. After all experiments are
performed we then have our set of data D = {di} (i.e. our experience) associated to the
set of experiments performed C = {ci}. Based on the experiments performed and on the
experience gathered, we build up information about the parameters, which, in a Bayesian
approach, is encoded in the posterior distribution p(x|D; C). As already discussed in
section 6.3, the posterior p(x|D; C) represents our confidence that the set of parameters
x provides the correct description of the system, based on our experience D and the
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To estimate the distribution p(x|D; C) we can, once again, make use of Bayes’ theorem:












where we have assumed the independence of different experiments, and the initial prior
distribution to be causally independent from C (i.e. the initial knowledge does not
depend on the type of experiments one is going to perform). The quantity p(d|x; c) is
the likelihood function (which we already discussed in section 6.3), that represents the
probability of obtaining the datum d from the experiment c according to the parameters
x. In other words, it quantifies how much the predictions according to x are consistent
with actual observations. Crucially, in order to estimate it, the experimenter needs
to be able to make such predictions. In particular, the estimation requires simulating
the experiment c a sufficiently large number of times according to parameters x on
the simulator, with p(d|x; c) given by the fraction of times the outcome d occurs. To
obtain the likelihood with a precision ε, O(1/ε2) repetitions of the experiment have to be
performed, which is efficient if p(d|x; c) is only polynomially small with the system size.
7.1.2 Quantum Likelihood Estimation
Having set a general context for Hamiltonian learning in a Bayesian framework, we
proceed describing the different protocols that have been developed to perform it. In
general, the approaches consist in hybrid classical-quantum algorithms where learning
routines are run on a classical processor, which, in turn, drives subroutines performed on
quantum hardware. What distinguishes the various protocols is the type of experiments
performed, the design of the control parameters, and the quantum resources used.
First we can consider the simplest situation, shown in Fig. 7.1, where the only quantum
resource we require, other than the unknown system, is a quantum simulator able to
implement the model H(x). The approach is called quantum likelihood estimation (QLE).
In this case, the experiment design is as follows: we choose an initial state |ψ〉, evolve it
for a time t, and measure the output in a basis that includes the state |ψ〉. The control
parameters for the experiments are thus c = {|φ〉 , t}, and we can define a binary outcome
of the experiment, given by the projective operators {|ψ〉 〈ψ| , 1 − |ψ〉 〈ψ|}, where the
output is d = 0 if the states collapses into |ψ〉, and d = 1 otherwise. The experiments are
then simulated efficiently on the quantum simulator and repeated multiples times, and
with different Hamiltonians H(x), to estimate the likelihood function p(d|x; c), which is
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Figure 7.1: Schematic of QLE experiment designs.
The system Hamiltonian H0 (shaded green) is to be
learned by a quantum simulator (shaded red) that
embeds an abstract model H(x) of the target system.
The control parameters used in the experiment design
are the initial state |ψ〉 and the evolution time t.
The measurement projects the output state in the
initial state (|ψ〉 〈ψ|) or in its orthogonal subspace
(1 − |ψ〉 〈ψ|). In the system, the initial state |ψ〉 is
evolved for a time t and measured. The simulator
mimics the system dynamics according to the model
and obtains an estimate of the likelihood function
from the statistics of the outcomes. The likelihoods
are then used to infer the posterior distribution of
the parameters x via Bayes’ rule and to calculate the
next step time t.
now of the form
p(0|x; c) =
∣∣∣〈ψ| e−iH(x)t |ψ〉∣∣∣2 , (7.1.4)
p(1|x; c) = 1− p(0|x; c). (7.1.5)
The measured likelihoods are then fed to an external classical processor which drives the
Bayesian inference of the Hamiltonian parameters and proposes new experiments, as will
be described in section 7.1.4.
Note that, instead of using a quantum simulator, we could think of using a classical
computer to perform the subroutine involving the simulation of the evolution e−iH(x)t |ψ〉
and the calculation of the likelihoods; an approach called Classical Likelihood Estimation
(CLE) [6]. However, since classical simulation of quantum systems is strongly believed to
be difficult in general, in this approach the algorithm cost is dominated by the simulation
part, which is avoided in QLE by using a quantum simulator.
On the other hand, while QLE is in principle scalable, a challenge to the efficiency
of the inference process is encountered for long evolution times, which is due to chaos
emerging in the Hamiltonian evolutions [7]. It is well known that two nearly identical
Hamiltonians will typically generate evolutions that diverge exponentially after a short
time, before saturating at an exponentially small overlap; a famous effect in chaos theory
knows as Loschmidt echo [8]. In particular, if two N -dimensional Hamiltonians Ha and
Hb differ by an amount which is large compared to their characteristic spectral gaps,
then, under realistic assumptions2 there exist times t̃ and teq such that
2 An assumption for quantum chaos to arise is that the Hamiltonians are non-trivial (e.g. they are not
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Figure 7.2: Chaotic behaviour for random Hamiltonians due to the Loschmidt echo. a, Exemplary
evolution of the fidelity
∣∣〈ψ| eiHbte−iHat |ψ〉∣∣2 of two systems with the same initial state but evolving with
two slightly different Hamiltonians. The test is performed on a 6-qubit system, such that the dimension
of the Hilbert space is N = 64. The distance between the two Hamiltonians was ‖Ha −Hb‖2 ' 0.25.
The fidelity remains O(1) for small times t . 1/ ‖Ha −Hb‖2, but a fast exponential decrease starts for
evolution times t & t̃, until a saturation at an exponentially small value ' 1/N for times t & teq. b, Same
simulation as in a), but repeated with 50 random Hamiltonians. Approximately the same behaviour
is observed in all cases. Inset: simulations with 50 repetitions for random Hamiltonians with different
distances ‖Ha −Hb‖2.
∣∣∣〈ψ| eiHbte−iHat |ψ〉∣∣∣2 =

1−O(t2) if t ≤ t̃,
e−O(t) if t̃ ≤ t ≤ teq,
1
N for most t ≥ teq,
(7.1.6)
where, roughly speaking, t̃ and teq depend on how much the Hamiltonians differ. This
behaviour can be observed from the plots in Fig. 7.2a. Now, what the Loschmidt echo
implies is that, if QLE experiments (where the likelihood is obtained setting Hb = 1
in eq. (7.1.6)) are performed with evolution times t ≥ teq then all the likelihoods will,
with high probability, be O(2−n). Here n is the number of qubits in the system (i.e.
N = 2n). However, as we saw before, the estimation of the likelihood requires to repeat
the experiment O(1/ε2) on the quantum simulator to achieve a precision ε. Therefore, if
we want to resolve likelihoods with a magnitude of O(2−n), the number of repetitions
required explodes exponentially with the size of the system n, making the protocol not
both multiples of the identity, the input state |ψ〉 is not a common eigenstate, etc.). These conditions
are typically true for most systems one wants to investigate with Hamiltonian learning, although
relevant cases where they are not respected exist (see for example Ref. [9], where periodic, not chaotic,
dynamics arise for an NV centre in diamond under the action of an external magnetic field). This
assumption can be mathematically formalised by requiring that at least one of the two Hamiltonians
has complexity that is characteristic of canonical random matrix ensembles, see Ref. [8] for more details.
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Figure 7.3: Schematic of IQLE experiment de-
signs. The untrusted quantum system is shaded
green and the trusted quantum devices are
shaded red. IQLE lies in the inversion of the
evolution via a Hamiltonian H− implemented
with a trusted device (top one). The trusted
and the untrusted parts are linked by a coherent
quantum channel. The inversion is performed
also in the likelihood estimation on the trusted
quantum devices (bottom). Results are classi-
cally processed for Bayesian inference.
scalable. To avoid this issue, we are forced to use small evolution times t < teq. On
the other hand, experiments with small evolution times are less informative3, and this
limitation can thus significantly slow down the inference process.
Another type of experiment design is thus needed if we want a protocol which is both
scalable and highly informative.
7.1.3 Interactive Quantum Likelihood Estimation
Before describing how better experimental designs can be engineered, it is useful to build
a better intuition of where QLE fails. From the discussion above we can say that the
issue arises due to a fast decay in the likelihood functions for long evolution times. In
fact from 7.2b we can heuristically observe that the steep decay of the likelihood function,
due to Loschmidt-echo-type effects, starts at evolution times t ≈ 1/ ‖Ha −Hb‖2 (an
analytical argument for this behaviour can be found in Ref. [7, 8]). Now, to estimate the
likelihood in a QLE experiment (eq. 7.1.4) we need to fix Hb to the identity in eq. (7.1.6),
which then poses serious limits to the evolution time if we want to avoid exponentially
small likelihoods, unless also H is trivially close to the identity.
To resolve this issue, an interactive approach can be used, called interactive quantum
likelihood estimation (IQLE). The protocol is schematised in Fig. 7.3. After the evolution
under H0 is performed on the system (or under H on a simulator), the output state
is now fed, via a coherent quantum channel, into a quantum simulator which reverses
it according to an Hamiltonian H−. In this case we thus have Hb = H−, which is no
longer fixed as in QLE. Now, the idea is that, while we are learning more information
about the true Hamiltonian of the system H0, we can adapt H− iteratively from our
knowledge of H0. In this way, the difference between the two Hamiltonians ‖H0 −H−‖2
decreases as we proceed during the protocol, allowing to increase the evolution time
3 The intuition of experiments with small evolution times being uninformative can be formalised in terms
of the Fisher information, which for QLE experiments scales as O(‖H‖2 t2) [10, 11].
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t ≈ 1/ ‖H0 −H−‖2 to get more informative experiments while maintaining an efficient
estimation of the likelihoods. In fact, with high probability, test Hamiltonians with
H ≈ H− will have efficiently calculable likelihoods of magnitude O(1). In other words,
for these cases, even if the state is scrambled by the forward evolution, inverting under a
well chosen Hamiltonian H− will unscramble it, making the associated likelihood easy to
estimate.
The IQLE protocol is thus both scalable, i.e. provides an efficient likelihood estimation,
and highly informative. Additionally, it has been numerically shown to be more robust
to noise, with respect to QLE [10]. This comes at the cost of requiring a quantum
communication between the untrusted system and a trusted simulator that inverts the
evolution on the output state received from the system (see Fig. 7.3). This can be
performed via a swap gate or a direct coherent quantum channel, both of which are
quite challenging to obtain in practice with current quantum hardware capabilities [7].
Nevertheless, an experimental photonic implementation of IQLE will be reported in
section 7.2.5.
7.1.4 Sequential Monte-Carlo algorithms for the Bayesian inference of Hamiltonian
parameters
Now that the QLE and IQLE protocols for the quantum Hamiltonian learning problem
have been described, we can detail the methods, adapted from machine-learning applica-
tions, to perform the Bayesian inference process in a practical and efficient manner. As
for the Bayesian phase estimation protocol discussed in section 6.3, the main practical
problem we encounter when applying Bayes’ rule to infer Bayesian parameters (as in
eq. 7.1.3) is the calculation of the normalisation integral at the denominator, which
would require the calculation of a continuous amount of likelihood functions. Similarly
to section 6.3, we can avoid this problem by discretising the parameter space using a
finite set of parameter values {xk}, called particles. However, we now need to generalise
the methods used for the RFPE algorithm of section 6.3 in two ways: i) we will need
to deal with more than a single parameter, and ii) the likelihood functions here are no
longer periodic as in phase estimation, meaning that the choice of optimal experiments
for the inference process will be different.
To make such a generalisation, we can adapt sequential Monte-Carlo (SMC) algorithms
to quantum Hamiltonian learning [6, 7, 12]. These types of algorithms, also known as
particle filters, are a class of approximate inference algorithms that are increasingly popular
for approximated Bayesian inference. The central idea is to represent distributions in the
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Figure 7.4: Two different ways of representing a multinormal probability distribution in the SMC approach.
a, Using particle density, and setting the weights to be uniform. b, Using particle weights. Each point
indicates a particle position, with the radius proportional to the associated particle weight.





where {xk}Mk=1 is a set of M particles, and {wk}Mk=1, with
∑
k wk = 1, are the weights
associated to the particles. With this representation, the parameter space is discretised,







k − µµ>. Moreover, we have two ways to describe a particular
distribution: keeping the particle weights constant and changing the position of the
particles, or keeping the particles position fixed and adjusting the weights. These two
situations are shown in Fig. 7.4. The Bayesian update of the distribution is performed in
the second type of description. That is, upon the measurement of an outcome d from an
experiment c, the particle positions are left unchanged, and the weights updated via the
discretised version of eq. (7.1.3):
wk 7→
wk p(d|xk; c)∑
k wk p(d|xk; c)
, (7.1.8)
with p(d|xk; c) the likelihoods which can be measured via calling M estimations on the
quantum simulator. However, similarly to section 6.3, if we never move the particles
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as the inference proceeds, we will encounter a problem when the distribution will
shrink to a point where only few particles will have non-negligible weights. In such
situations the description of the distribution is no longer adequate. This issue can be





k, which quantifies how many particles are effectively contributing in
describing the distribution [6]. Since at each update the particle weights distribution
typically gets more peaked, Meff drops as more experiments are performed, indicating
a worse description of the distribution. To avoid it, we can define a threshold for
M̃eff, usually M̃eff/M = 0.5, below which the particles are resampled according to the
current description of the prior distribution, and their weights reinitialised to uniform
(wk = 1/M). There are may different approaches that can be used to choose the new
particle positions when resampling in SMC algorithms. In the context of Hamiltonian
learning, the typical choice is the Liu-West resampler, which has shown particularly good
numerical stability in absence of degeneracies in the model4 [6].
Although SMC can be used in an offline manner, where the inference is performed
after all measurements have been performed, a more efficient way to do it is performing
the learning online. In the latter case, the experiments are performed iteratively, where
at each step the control parameters c for the next experiment are chosen, based on the
prior distribution, to maximise its informativeness.
Here we will focus on online Hamiltonian learning, which, for both QLE and IQLE,
proceeds as follows. We start with an initial prior distribution p0(x) in the parameter
space, which represents our a-priori knowledge on the system. If no a-priori information is
available, a conservative choice is a uniform distribution over an arbitrarily large section
of the parameter space. We initialise the SMC algorithm by sampling M particles from
the prior, and assign them uniform weights wk = 1/M . We then start performing the
experiments iteratively. At the i-th step of the algorithm, the control parameters ci for
the experiment are chosen based on the prior, and outcome di is obtained performing the
experiment on the system. The experiment is then simulated on the quantum simulator to
estimate the likelihoods p(di|xk; ci) for all M particles {xk}, and the posterior obtained
updating the particle weights as in eq. (7.1.8). The effective particle number Meff is then
calculated, and if it is below the threshold M̃eff, the resampling subroutine is performed,
obtaining a new set of particles and reinitialising their weights to uniform. This algorithm
then proceeds iteratively using the posterior as the new prior for the next iteration.
An important question is now how to choose the best control parameters c to optimise
the learning rate of the Hamiltonian parameters in online experiments. In particular,
4 Very recently, new techniques combining SMC methods with k-clustering algorithms (a standard in
machine learning) have been developed to tackle also the cases where degeneracies arise in inferring
the model parameters in quantum Hamiltonian learning [13].
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we are interested in the choice of the evolution time t for both QLE and IQLE, and
the inversion Hamiltonian H− for IQLE. The input state |ψ〉 will instead be considered
fixed at the start for simplicity, and not regarded as a control parameter. Following
the same spirit as in section 6.3, an adaptive heuristic strategy, known as the particle
guess heuristic (PGH) can be employed to provide near-optimal experiments. Roughly
speaking, this strategy, developed in Ref. [6, 7], takes the evolution time at each iteration
step to scale as the reciprocal of the uncertainty in the current prior. In particular, for
QLE experiments we will use t = 1.26/ ‖Σ‖1/22 , which for a single parameter Hamiltonian
reduces to the same PGH t = 1.26/σ used in the RFPE algorithm (see section 6.3) [6,
7, 14]. For IQLE experiments, we adopt instead the PGH t = 1/ ‖H(x×)−H(x−)‖2,
where x× and x− are sampled from the current prior, and the inversion Hamiltonian
given by H− = H(x−). In both cases, these heuristics are known to provide near-optimal
experiments for Hamiltonian learning [6, 7, 14].
7.2 Experimental implementation of quantum Hamiltonian learn-
ing
We will now describe a demonstration of the quantum Hamiltonian learning algorithms
described above. To implement the protocols, we needed to have access to both a system
to be tested and a quantum simulator. In particular, to better manifest the universality
of the algorithms, it was interesting to use a quantum system and a simulator embedded
in different platforms and described by different physics. In this case, when performing
the inference, we are really inducing a quantum system to mimic the behaviour of another
one even if the physics underlying them are completely different, by exploiting the ability
of one to simulate the other.
To implement QLE, we used an electron spin in a negatively charged nitrogen-vacancy
(NV−) centre in diamond as an untrusted system [15, 16], and a silicon quantum photonic
device as a quantum simulator. The two systems were interfaced together via a classical
processor driving both setups and performing the Bayesian inference algorithm, as shown
in Fig. 7.5. For IQLE, given the requirement of a quantum channel, currently impractical
to implement between an NV centre which emits at visible wavelengths and a silicon chip
operating at telecom wavelengths, we decided to have both the system and the simulators
on the same chip. Doing so, we could straightforwardly implement a coherent quantum
channel via integrated photonic waveguides, making IQLE feasible.
We will start with a description of the quantum systems used in the experiment, and
proceed reporting the experimental results.
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Figure 7.5: Setup for quantum Hamiltonian learning. a, Confocal setup with diamond (inset) containing
NV− centres. b, Structure and c, energy level diagram of an NV− centre in diamond. The ground-
state electron spin Hamiltonian, describing the coherent dynamics between ms = 0 and −1, is to be
characterised and learned using the quantum simulator. d, A single Rabi sequence for the initialisation,
manipulation and read-out of the electron spin state. A laser pulse is used to initialise the spin into
ms = 0. Two microwave (MW) π/2-pulses with a time t delay are then used to coherently drive the spin.
The spin state is measured by detecting photo-luminescence (PL) with an avalanche photodiode (APD).
e, Silicon chip embedding the quantum photonic simulator. The device schematic is reported in f, where
black lines are silicon nano-photonic waveguides, and gold wires represent thermo-optical phase-shifters
and their transmission lines. A pair of photons with different wavelengths are generated via spontaneous
four-wave mixing in the spiral waveguide sources. The operations Û or V̂ performed on the target photon
are coherently controlled by the state of the other photon. Performing measurements M̂ on the control
photon allows to estimate the likelihood function for the chosen configuration of the device. The two
different physical systems shown in a) and e) are interfaced through a classical computer.
7.2.1 Quantum system: NV− centre in diamond
As untrusted quantum system for QLE, we employed a single solid-state spin-qubit
encoded in a diamond NV− centre. The NV colour centre in diamond consists of a
nitrogen impurity adjacent to a vacancy in the diamond lattice (Fig. 7.5b). We will
consider here the charged NV− centre, which posses a triplet ground state (3A level
in Fig. 7.5c) with an electron angular momentum S = 1. Furthermore, in the ground
state the sub-levels are split in energy by spin-spin interaction into a singlet state of
spin projection ms = 0 and a doublet ms = ±1 [17]. The splitting of these ground state
sub-levels is approximately 2.9 GHz, which means that the ground state transition is
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Figure 7.6: Schematic of the confocal setup used to control the the electron spin system in the diamond
NV− centre. For the off-resonant excitation of the NV− centre a 532 nm CW laser (LA) is used. A
filter (F) is placed after the laser to remove spurious side-bands. The excitation beam is then coupled
in and out of an acousto-optic modulator (AOM) to to perform frequency scans. The laser power is
controlled with neutral density (ND) filters and the laser polarisation with an additional half-wave plate
(HWP). The laser is reflected on a beam splitter (BS) towards a fast steering mirror (Mx,y). The laser
is then coupled through two lenses onto the backplane of an objective (O), and focused on the sample.
The fluorescence and reflection from the sample passes back through the same optical path. At the BS,
the emitted light passes through and enters the coupling objective. Filters (F) are used to eliminate
spurious reflected laser light and Raman signals, allowing the detection of the emitted fluorescence via an
avalanche photo diode detector (D). For the precise alignment of the magnetic fields to the axis of the
NV− centre, the sample is located at the centre of three current-controlled Helmholtz coil pairs (MF)
(also shown in Fig. 7.5a). A microwave source (MW) signal generator is used for the programming of
pulse sequences to manipulate the electron spin in the NV− centre.
accessible with microwave excitation. The energy degeneracy in the ms = ±1 levels
can be lifted by applying an external magnetic field, which induces energy shifts of
opposite sign to the ms = +1 and ms = −1 states via the Zeeman effect. By applying
a magnetic field of sufficient magnitude (typically a few mT is enough) the two levels
are separated enough so that the transition ms = 0 to ms = −1 can be individually
addressed using the microwave signal, forming a two-level controllable system. This
platform can be used to encode and control a qubit, where the computational basis is
given by |0〉 = |ms = 0〉 and |1〉 = |ms = −1〉. Initialisation and readout of the qubit
can be performed optically by exploiting the optical transition from the ground into the
excited state (3E in Fig. 7.5c), which also forms a triplet. In fact, this optical transition,
with a resonance at 637 nm, is spin-preserving, meaning that the information encoded
in the qubit is maintained. However, when decaying back from the excited state to
the ground state different transition pathways are possible depending on the spin state.
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Figure 7.7: Preliminary characterisation of the NV− centre. a, Optical detected magnetic resonance of
the ms = 0 to ms = −1 transition. A central frequency of 2.742 GHz is measured. Orange points are
data and red curve is a Lorentian fit of the resonance. b, Exemplary Rabi oscillation. Each data (green
points) consists of a single Rabi sequence with three million iterations to gather sufficient statistics. The
blue curve is a sinusoidal fit which includes decoherence.
In particular, while both ms = 0 and ms = −1 states can decay back to the ground
state (preserving the spin) emitting a single-photon at 637 nm, the ms = −1 state has
≈ 20% higher chance to undergo a phonon-mediated non-radiative decay (i.e. no photons
emitted) which brings it to ms = 0 in the ground state. By repeating experiments many
times and measuring the fluorescence emitted by the NV− centre, i.e. the number of
photons emitted in the decay, it is possible to infer the probabilities p(ms = 0) and
p(ms = −1). This provides a measurement in the computational basis of the qubit.
Moreover, as the presence of the non-radiative decays imply that the spin state has
higher probability to be in the ms = 0 every time the excitation and decay of the spin is
performed, the qubit can be initialised in the |0〉 = |ms = 0〉 by repeating this procedure
a sufficiently large number of times.
The setup used to control the NV− centre in our experiment consisted of a home-built
scanning confocal microscope, shown in Fig. 7.6. For initialisation and measurement of
the electron spin, the NV− centre is excited non-resonantly using a 532 nm CW laser,
with the near-637 nm emitted fluorescence collected by an avalanche photo-diode (APD)
single photon detector. To lift the degeneracy between the ms = ±1 state, a 5 mT
magnetic field was precisely aligned to the NV− centre axis via three current-controlled
Helmholtz coil pairs. In this way the resonance between the ms = 0 and ms = −1 states
could be individually driven by 2.742 GHz microwave pulses, as shown in Fig. 7.7a,
allowing the control and manipulation of the spin qubit.
The dynamics we are interested in studying to perform quantum Hamiltonian learning
are the solid-state spin-qubit dynamics between the ms = 0 and ms = −1 states of the
electron ground-state triplet in the NV− centre, i.e. Rabi dynamics [15, 16]. In our system,
these can be modelled by a single parameter Hamiltonian of the form Ĥ(f) = σ̂zf/2
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acting on the initial state, where σ̂z is the Pauli z operator and the Hamiltonian parameter
f is the Rabi frequency. The experiment we perform to implement quantum Hamiltonian
learning can be described as:
1. The spin is optically initialised in the |0〉 = |ms = 0〉 state.
2. A π/2 microwave pulse is sent, preparing the system in the state |+〉 = (|ms = 0〉+
|ms = −1〉)/2.
3. The system performs a free evolution for a time t.
4. A second π/2 microwave pulse is sent.
5. The system is optically readout in the computational basis.
This sequence produces Rabi oscillations, which represent the type of experiments needed
for QLE with |ψ〉 = |+〉. To obtain a single-shot outcome d, required for QHL, the
probability p(d), where we define d = 0 (d = 1) if the state is projected in |+〉 (|−〉), is
estimated from repeated experiments (three million iterations, leading to approximately
3500 photon counts), and the outcome d is determined using a majority voting scheme
as in section 6.4. The oscillatory behaviour of the Rabi evolutions described above is
shown in Fig. 7.7b, where the fluorescence signal, from which the probability p(0) can be
obtained, is reported for different evolution times.
7.2.2 Quantum simulator: silicon photonic chip
For the quantum simulator we used a silicon quantum photonics system, shown in 7.5e.
The set-up and the silicon quantum photonic device used are the same ones employed
for the experiments in section 6.4 and section 6.7, described in details therein. In those
experiments the device was used to implement arbitrary control-unitary operations
between two qubits. Here, we are going to use some slight modifications. In fact, as can
be observed from the circuit in Fig. 7.5f, we use two more thermal phase-shifters on the
target photon, which where set to identity in previous experiments, to implement an
additional arbitrary unitary. In this way, proceeding in the same way as in section 6.4,
the circuits implements a two-qubit gate where two unitaries Û and V̂ can be applied on
the target qubit conditional on the state of the control one, producing the state
|0〉1 Û |ψ〉2 + |1〉1 V̂ |ψ〉2√
2
, (7.2.1)
where Û and V̂ and the input state |ψ〉 can be chosen arbitrarily by reconfiguring the
integrated phase shifters.
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To use this chip as a quantum simulator for QHL experiments we need to be able to
calculate the likelihood functions for the experiment performed on the NV − centre, i.e.
simulating the evolution according to the Rabi Hamiltonian Ĥ(f) for arbitrary values of
the parameter f . Note that the Rabi Hamiltonian is a single qubit Hamiltonian, while in
the photonic system we have two qubits. This adds a bit of redundancy in the simulator,
which we can here use to calculate the likelihoods using an entanglement-based scheme in
the following manner. Starting from the output state in eq. (7.2.1), if we don’t measure
the second qubit we obtain for the first qubit the reduced density matrix
ρ1 = Tr2(ρ1,2) (7.2.2)
=
[
|0〉 〈0|+ |1〉 〈1|+ |0〉 〈1|Tr
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)]
/2, (7.2.5)
where {|+〉 , |−〉} ({|+i〉 , |−i〉}) is the eigenbasis of the Pauli X (Y ) operator. Therefore,
from eq. (7.2.4), we have that, when measuring in the Pauli X basis, the probability p+
of measuring the first photon in the state |+〉 is related to the real part of the scalar
product 〈ψ| Û †V̂ |ψ〉 via
Re
(
〈ψ| Û †V̂ |ψ〉
)
= 2p+ − 1. (7.2.6)
Similarly, from eq. (7.2.4) we have that information about the imaginary part can be
obtained measuring the first qubit in the Pauli Y basis:
Im
(
〈ψ| Û †V̂ |ψ〉
)
= 2p+i − 1, (7.2.7)
where p+i is now the probability of projecting in |+i〉. These quantities can be straight-
forwardly used to measure the likelihoods for QHL experiments. In fact, recalling that
for QLE experiments the likelihoods are given by LQLE = | 〈ψ| e−iĤ(x)t |ψ〉 |2, one can
easily notice that it can be obtained in the photonic simulator by setting Û = 1̂ and
V̂ = e−iĤ(x)t and using eq. (7.2.6) and eq. (7.2.7):
LQLE = (2p+ − 1)2 + (2p+i − 1)2. (7.2.8)
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For IQLE experiments, the likelihood is given by LIQLE = |〈ψ|eiĤ(x−)te−iĤ(x)t|ψ〉|2,
and can obtained in the same way as for eq. (7.2.8), but now setting Û = e−iĤ−t and
V̂ = e−iĤ(x)t.
Note also that, using this entanglement-based scheme to implement IQLE, all evolu-
tions are forward in time, in contrast with the original approach where the time reversal
eiĤ−t is performed by a backwards evolution. This property can make the entanglement-
based approach amenable for analog quantum simulators. However, it comes at the cost
of additional quantum resources, i.e. entanglement between the system and an ancillary
qubit.
7.2.3 Experimental results for QLE
To implement QLE, both the silicon-photonics device and the NV− centre were interfaced
via a classical computer, as shown in Fig. 7.5, which was driving both setups and
performed the Bayesian updates. The goal is to learn the Hamiltonian acting on the
initial state for the Rabi oscillations of the NV− centre’s electron spin, using the Rabi
model Ĥ(f) = σ̂xf/2. The Hamiltonian parameter to be learnt was thus the the Rabi
frequency f . We use the capability of the the silicon-photonics chip to simulate the model
Ĥ(f) for arbitrary f to calculate the likelihood function for each particle. At each step
of the QLE implementation, the evolution time t was chosen adaptively according to the
PGH. Photo-luminescence results from the NV− centre were calculated from 3 million
iterations for each sequence, and fed to the classical processor to extract a single shot
outcome d using majority voting. The photonic simulator then repeated the experiment
with the same evolution time t to obtain the likelihoods for each particle, which were
then used to update the prior distribution via the classical computer. The algorithm
proceeded by iteratively repeating these steps. The prior distribution p(f) of the particles
was initialised to be uniform between 0 MHz and an arbitrary large value ∆f , for which
we chose ∆f = 100/2π MHz. A total of 20 particles were used in the SMC algorithm,
which, from preliminary simulations, resulted to be a sufficient number.
Experimental results for QLE are shown in Fig. 7.8 for 50 steps of the algorithm.
For more clarity, all plots report the rescaled dimensionless quantity ω = f/∆f , for
which the prior is initially uniformly distributed in the interval ω ∈ [0, 1]. Fig. 7.8a
shows the particle’s distribution converging to the correct value of the parameter ω0.
This can be also observed in Fig. 7.8b where the mean and standard deviation of the
posterior distribution are reported for different steps of the QLE algorithm. The final
learned value corresponds to the Rabi frequency f QLE = (6.93± 0.09) MHz, given by
the mean and standard deviation of the final posterior distribution after 50 steps. This
result is consistent with the reference value f0 = 6.90 MHz obtained with a direct fit
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Figure 7.8: Experimental results for QLE. a, Progressive learning of the electron spin Hamiltonian,
parametrised by a rescaled Rabi frequency ω = f/∆f , via QLE. The distribution over the Hamiltonian
parameter ω is described by a discrete approximation using 20 particles. Within 50 steps, the distribution
converges to the correct value ω0 (dashed red line). Insets: the distribution of particles after 15, 30 and
50 steps. Points represents particle positions and weights, and shaded areas are Gaussian fittings of
the associated distribution. b, Evolution of the mean and standard deviation of the distribution. Error
bars are ±1 standard deviation. c, Evolution of the quadratic losses. Circles are experimental data and
the line represents theoretical simulation results with a 67.5% confidence interval (shaded area). The
theoretical simulation was averaged over 500 runs of QLE.
of the Rabi oscillations (see Fig. 7.7b). Therefore, the simulator successfully learns the
parameter that best represents this Hamiltonian, without prior knowledge of the Rabi
frequency. The fast experimental convergence of the algorithm to ω0 can be also observed
through the evolution of the quadratic losses of the particles distribution (here equal to
the mean-squared error) achieving a final value of approximately 10−5 (see Fig. 7.8c).
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7.2.4 Beyond Hamiltonian learning: quantum model learning
So far we have considered a learning task where the model of the Hamiltonian H(x)
was fixed and we looked for the optimal parameters x to best describe the system
within the proposed model. However, as already discussed in the introduction to this
chapter, a priori we don’t know if the model used is appropriate or not. For example,
this may happen if some of the approximation used in deriving it were not adequate,
or because our understanding of the physics underlying the system was incorrect or
incomplete. Such failures of the model can be identified by observing predictions that
are inconsistent with the measured data. Interestingly, we were able to observe and
quantify the inconsistencies of the Rabi model used to describe the spin dynamics while
performing the QLE algorithm. These are manifested in the evolution of the posterior
distribution variance for the parameter ω during the QLE algorithm, reported in Fig. 7.9.
It can be observed that, while the variance decreases exponentially during, approximately,
the first 35 steps, representing a rapid learning regime for the algorithm, the variance
σ2 saturates at σ̄2ω ' 4.2 × 10−5. Such saturation indicates a limit in the amount of
information we can extract about the system, due to an incomplete description of the
spin system via the model used.
Knowing when a model has failed affords us the opportunity to improve upon it. In
fact, we can in principle use the information obtained from detecting and characterising
such inconsistencies between our current model and the observed data to improve the
quantum model itself. We named this problem quantum model learning, and tried to
take first steps to address it in an algorithmic way. In particular, to improve our initial
model using the Rabi Hamiltonian Ĥ(f) = σ̂xf/2, which we will now call Model I, we
can propose a new model (Model II) inserting a time dependent term in the Hamiltonian:
Ĥ(f, α; t) = σ̂x(f+αt)/2. This is now a two-parameter model, where we added a chirping
Figure 7.9: Model validation and improve-
ment. The presence of other physical ef-
fects in the system that are not describ-
able by the model Ĥ(ω) (Model I) limits
the amount of extractable information, as
manifested by a saturation of the distri-
bution variance at σ2ω ' 4.2 × 10−5 af-
ter approximately 35 steps. The adoption
of a new two-parameters model Ĥ ′(ω, ξ)
(Model II), which includes the presence of
chirping, allows to achieve a covariance be-
low ‖Σ‖2 = 7.5× 10−6 (the shaded area).
Inset: covariance norm evolution of Model
II.
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factor α. We now need a procedure to test, given the final distribution of the parameter
for Model I, whether Model II is a more accurate choice or not. The principle we adopt
to develop such procedure is as follows.
First, we perform standard QHL also for Model II, using the QLE algorithm. The
results for QLE on Model II are reported in Fig. 7.10. Similarly to the implementation
of QHL for Model I, for simplicity we assume the parameters values within the intervals
f ∈ [0,∆f ] and α ∈ [−∆α/2,∆α/2], with arbitrary large values ∆f = 100/2π MHz and
∆α = 104/2π MHz2, and consider the two rescaled dimensionless quantities ω = f/∆f
and ξ = α/∆α. While the initial prior for Model I was pessimistically chosen to be
uniform in a large interval, when we restart the algorithm to test Model II, we can
leverage upon the information already obtained for the parameters. In particular, we
start with a precise estimation of the Rabi frequency ω̄ = 〈p(ω)〉 = 0.436 with associated
error σ̄ω. The distribution of the chirping parameter is chosen to be centred in ξ = 0; a
value for which Model II is equivalent to Model I. Although in general we may have no
information about the variance of the new parameters added to improve a model, in this
case it is possible to start with a rough estimate of an initial σ̄2ξ . In fact, as Model I starts
to provide predictions in contradiction with the experimental data when σω ' σ̄ω, which
corresponds to evolution times t∗ ' 1.26/σ̄ω (using the PGH for QLE), for evolution
times of this magnitude we can expect the frequency shift t∗|ξ| to be non-negligible
compared to the estimated Rabi frequency ω̄. This provides information on the interval
range in which we can expect the correct value of ξ to be, that is |ξ| . ω̄/t∗ ' 10−8.
Using this knowledge we set the initial prior probability distribution p(ω, ξ) to be the
two-dimensional Gaussian distribution with mean µ = (ω̄, 0) and covariance
Σ(ω, ξ) =
(




as shown in Fig. 7.10a, and restart the QLE algorithm to test Model II. For this two-
parameters model the QLE algorithm was run offline using a classical simulator for the
evolution with time-dependant Hamiltonians Ĥ(f, α; t) and the experimental data from
the NV− centre. The final distribution p(ω, ξ) obtained after 200 steps is reported in
Fig. 7.10b. Interestingly, the evolution during the algorithm of the covariance norm ‖Σ‖2,
shown in Fig. 7.9(inset), does not present a saturation within the 200 steps performed,
and is able to achieve a precision higher than the final value ‖Σ‖2 = 7.5× 10−6, which is
almost an order of magnitude better than what achieved by Model I. Note that most
probably, if we would continue to update the distribution with more experimental data,
also for Model II we will meet a saturation level at some point, as even this model is
very likely to not fully entail all the physics of the system under study. Nevertheless,
a saturation level lower than the one for Model I is a first indication of the enhanced
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Figure 7.10: Learning and improving the model via QHL. a, Initial prior distribution of the two Hamiltonian
parameters of the new model Ĥ(ω, ξ) (Model II), which takes into account the information already obtained
performing QLE on the initial model (Model I). b, Final probability distribution of the two Hamiltonian
parameters after 200 steps of QLE. c, Final probability distribution for the single Rabi frequency parameter
ω for Model II, compared with the one obtained for Model I. d, Final probability distribution for the
chirping parameter ξ.
performance of Model II. The distributions of each single parameter, obtained from
marginalising p(ω, ξ), are reported in Figs. 7.10c-d, and give ωQLE = 0.440 ± 0.002
and ξQLE = −1.6 × 10−4 ± 0.3 × 10−4, corresponding to fQLE = (7.00 ± 0.04) MHz
and αQLE = (−0.26 ± 0.04) MHz2. These values are consistent with the parameters
f0 = (6.94± 0.01) MHz and α0 = (−0.28± 0.03) MHz2 calculated with a full fit of the
Rabi oscillations, for evolution times long enough so that the chirping is manifested (see
Fig 7.11).
Given the final distributions for both Model I and Model II, a formal comparison
between them is given by the Bayes factor [18], defined as the ratio between the average
likelihoods:
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Figure 7.11: Rabi oscillations for longer evolution times. a, A linear fit with no time-dependant parameter
is capable of accurately describe the observed dynamics for short times, obtaining a frequency f0 =
(6.9 ± 0.01) MHz. However, for evolution times approximately longer than 1.4 µs (dashed arrow) a
discrepancy between the fit and the experiment data can observed, highlighted as coloured parts. b,
More accurate predictions for longer evolution times can be obtained via a time-dependant model
with f ′(t) = f + αt, where α is a chirping parameter. For this model, the best fit parameters are
f0 = (6.94± 0.01) MHz and α0 = (−0.28± 0.03) MHz2.
where D represents the full set of data obtained from the NV− centre and p(f) and
p(f, α) are the final distributions for Model I and Model II respectively. Although the
Bayes factor naturally favours simpler models, i.e. with fewer parameters, in our case
we calculate a Bayes factor of R = 560, which gives very strong evidence supporting
Model II. This points out that a more complex model was necessary to provide a better
description of the system. Therefore, our protocol for model learning concludes updating
the model from Model I to Model II.
This was a very rudimentary and preliminary demonstration of a quantum model
learning protocol, which is a topic of current research. Nonetheless, our demonstration
already shows the basic underlying idea that QHL can be used not only to estimate
the best model parameters, but also to instruct us on how to improve the model itself,
providing potentially crucial insights into underpinning physical processes.
7.2.5 Experimental results for IQLE
To demonstrate IQLE, a crucial experimental difficulty is the implementation of a coherent
quantum channel between the tested quantum system and the quantum simulator. In
our experiment, this would have required the engineering of a quantum channel between
the NV− centre and the photonic chip. While this could be achieved in principle, e.g. by
exploiting spin-photon entanglement in the NV− centre (similarly to the approach in
Ref. [19]) and using an optical link between the NV− centre and the photonic chip, it
involved daunting challenges in our setup. For instance, the silicon material, where the
simulator is embedded, does not transmit light at the visible wavelengths emitted by the
NV− centre.
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Figure 7.12: Experimental results for IQLE. a, Evolution of the mean and standard deviation of the
distribution of the rescaled frequency ω, while IQLE is converging to the expected value of the ω0 (dashed
red line). Error bars are ±1 s.d. of the distribution. b, Exponential decrease of quadratic losses for IQLE.
Experimental data are shown as circles, and theoretical simulation data are shown as a line with a 67.5%
confidence interval (shaded area). The theoretical simulation was averaged over 500 runs of IQLE.
For these reasons we instead opted to implement IQLE entirely on the photonic chip.
In fact, the required quantum channel naturally can be simply implemented in a single
integrated quantum photonics device using waveguides. In this case, IQLE can be applied
to use calibrated gates to efficiently characterise other un-calibrated gates on the same
chip, which now respectively represent the trusted hardware and the untrusted system
to be validated. Therefore, we here exploit IQLE in the context of characterisation and
verification of quantum devices. The operation to be characterised here is a e−if0tσ̂x/2
evolution implemented on the V̂ unitary of the chip (see Fig. 7.5f), where f0 matches
the value of the fitted Rabi frequency of the NV centre (chosen for consistency with
the previous QLE demonstration). Characterising this σ̂x-rotation operation is thus
equivalent to learning the Rabi frequency. To do it using IQLE, the inversion eif0tσ̂x/2
was performed as the Û unitary in the photonic chip, which allows us to obtain the output
probabilities for IQLE experiments as described in section 7.2.2. The demonstration then
proceeded similarly to QLE, but now using the chip also to perform experiments as the
target system. That is, in each step of IQLE the experiment was implemented twice:
once for measuring the outcomes from the untrusted σ̂x-rotation (top part in Fig. 7.3),
and once for estimating the likelihoods (bottom part in Fig. 7.3).
Results for the estimated ω, as given by the posterior mean and standard deviation at
each step of IQLE, are reported in Fig. 7.12a. The particle distribution converges quickly
to the correct value ω0. After 50 algorithm steps we obtain f IQLE = (6.92± 0.08) MHz,
which is within 1 s.d. of the implemented Rabi frequency f0 = 6.90 MHz. The evolution
of the quadratic losses (Fig. 7.12b) indicates that the parameter is learned exponentially
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fast, with a final quadratic loss value of approximately 10−7. The convergence of the
algorithm to the implemented value ω0 indicates the successful self-verification of the
quantum device.
7.3 Discussion
In this chapter we have discussed Hamiltonian learning as a powerful tool for the
characterisation and verification of quantum systems and devices. In contrast to other
characterisation methods, e.g. standard tomographic approaches, quantum Hamiltonian
learning exploits the use of quantum simulation to make the inference efficient, in an
interesting combination of classical machine-learning methods and quantum technologies.
We also reported the first demonstration of QHL using quantum resources, showing
its capability of validating Hamiltonian models and verifying quantum devices. While the
experiments shown here use a digital quantum photonic simulator for the demonstration,
QHL is universal and can be implemented on any quantum computing platform (e.g.
photonics, trapped ions, superconducting and spin qubits), including analog simulators.
This is particularly of interest because, as discussed in chapter 5, certain classes of analog
quantum simulations are likely to approach a regime beyond that available to classical
supercomputers earlier than digital approaches. With anticipated future developments
in quantum hardware, the QHL protocol can be scaled up to learn more complex
Hamiltonians, and promises the early delivery of quantum-enhanced computational
techniques to efficiently characterise and verify quantum systems and technologies.
Finally we discussed a path to generalise QHL into a problem where instead of fixing
the Hamiltonian model, we learn the underlying model itself. Although the results
reported in this direction are very preliminary, the potential impact of algorithms able to
tackle such problems is significant. It can be in fact argued that algorithms able to find
new improved models to describe observed data could enable machines that can discover
new physics in an automated manner. Although such tasks appear very challenging, we
can now use QHL as a powerful tool to tackle it, as was preliminarily shown here for the
simple case of a NV− centre system. Studying this type of problem appears to be an




The author’s main contributions to the material reported in this chapter are the de-
velopment of the code to implement the QHL algorithms, preliminary simulations and
feasibility study of the experiment, design of the experiment, building the classical inter-
face between NV− centre and the photonic setup, implementation of the experiments in
the photonic chip, implementation of the off-line algorithm for model learning, and data
analysis. The implementation of the experiments in the NV− centre setup was performed
by Dr. Sebastian Knauer. The design of the experiments and the implementations on
the photonic chip were done in cooperation with Dr. Jianwei Wang and Dr. Raffaele
Santagati, with additional help from Mr. Antonio A. Gentile. Theoretical support was
provided by Dr. Nathan Wiebe, while Dr. Maurangelo Petruzzella provided technical
help in performing the preliminary simulations. The chip used for the experiments was
fabricated by Toshiba. The experiment reported is published in Nature Physics [1].
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The results achieved in this thesis are obviously not an arrival point for integrated
quantum photonics, and in particular silicon quantum photonics, but rather represent
intermediate important steps to push forward the limits of the technology. We have to
consider that when most of the projects reported here started, in 2015, the state-of-the-art
in silicon quantum photonics was the on-chip generation and manipulation of two-photons
in interferometers with ≈ 10 components [1], with the first fully on-chip two-photon
interference reported only one year before that [2]. In retrospect, the results of chapters 3
and 4 were therefore hardly conceivable only four years ago, which shows the potential of
the integrated photonics approach.
We may then wonder what can be achieved in the next four years from now. At
the moment, we still seem to be far from the ultimate limits of the silicon photonics
technology, and it is likely that integrated circuits with, at least, an order of magnitude
more components will be available without too much effort. From the discussion in
chapter 4, this should bring us to regimes where tens of photons can be generated
and processed on single silicon chips. Hopefully, this could already provide some small
computational speed-ups in the applications discussed in chapters 5, 6 and 7. Given
that such applications, e.g. quantum chemistry simulations, have a strong scientific and
industrial relevance, the achievement of any small efficiency advantage in this field would
represent a technological milestone. It is important to remark that, however, we don’t
expect any major quantum advantage (so called quantum computational supremacy) in
this pre-fault-tolerant regime [3].
A longer term scenario, if we want to target a regime far from being accessible with
classical machines, must include the development and implementation of rudimentary
error corrections techniques. For photonics, such error correction methods will need to
tackle especially photon losses and limited source efficiencies. It is likely that to implement
such schemes significant technological advancement will be required. In particular, we
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can identify two main technological directions for integrated quantum photonics. The
first is to progress towards ultra-pure integrated sources of heralded photons, while the
second consists in developing low-loss high-speed integrated feed-forward schemes. It is
likely that a strong involvement with the classical silicon photonics community, where an
immense amount of engineering is dedicated to the technology development (motivated
by classical applications e.g. in the telecommunication industry), will be required to
achieve these goals. In the mean time, there is plenty of fun physics to do with current
devices.
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A background on quantum me-
chanics
This appendix contains an essential review of quantum mechanics, describing the basic
principles and properties of quantum systems that are used throughout the thesis.
A.1 Classical statistics
Quantum mechanics is a theory that has its basis in the description of the statistical
properties of physical objects, and is therefore inherently a statistical theory. Some
notions of Bayesian statistics are also applied for the inference methods in chapters 6
and 7.
A.1.1 Random variables and probability distributions
When performing an experiment of any kind, we do not generally know a priori what the
outcome will be. This uncertainty can arise for different reasons: we may have a limited
control or observability on the experiment itself, or use an incomplete model to describe
its complex behaviour, or there may be some intrinsic stochasticity in the system itself.
To describe such uncertainty on the outcome, which we denote as a random variable
x, we associate to each of its possible values a probability distribution p(x = x) ≡ p(x),
where p(x) represents the probability of measuring the value x when performing the
experiment. If X is the domain of the variable x, i.e. the set of all possible values for the
outcome x, then the probability distribution must satisfy
∑
x∈X p(x) = 1.
Considering for simplicity X to be a discrete set, we can define the expectation
value, or mean, of the the random variable x as 〈x〉 =
∑
x∈X p(x)x. More in general
we can define the expectation value over functions f(x) of the random variable as
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〈f(x)〉 =
∑
x∈X p(x)f(x). In the case where X is a continuous set, rather than discrete,
p(x) is interpreted as a probability density function, and all the sums above are converted
into integrals. An important quantity for probability distribution is the variance σ2(x) =
〈x2〉 − 〈x〉2. The square root of which is the standard deviation, which gives insights
into how uncertain the outcome is. To generalise it to the case where outcomes are
vector-valued x, one can consider the covariance matrix Σ(x) = 〈x · x>〉 − 〈x〉 · 〈x>〉,
which describes the degree to which the variation in one component of the vector-valued
random variable x depends on another component.
In the case where the experiment can provide more than one outcome simultaneously,
for instance two outcomes x and y, we can define a joint probability distribution p(x, y)
which denotes the probability that x = x and y = y simultaneously. Again, such
probability distribution must satisfy
∑
xy p(x, y) = 1, where the sum is over all possible
values of x and y. Given a probability distribution over a set of variables, we may
be interested in knowing the probability distribution over just a subset of them. For
example, given an experiment with two random variables x and y with joint probability
distribution p(x, y), we may be able to measure only the outcome of x without having
access to y, and are thus only interested in p(x). Such probability distribution for a
subset of variables is called marginal probability distribution, and can be obtained my





an operation which is often called marginalisation.
A.1.2 Conditional probability and Bayes’ rule
In many cases we are interested in understanding how one event affects another one. For
example, the author may be interested in knowing what is the probability of finishing
his PhD thesis in time given that he had a holiday to Venice. In this case we have two
random variables x ∈ {PhD,No PhD} and y ∈ {Venice,No Venice} and we want to know
what is the probability distribution for the variable x given that the event y = Venice
has happened. This is called conditional probability, denoted via p(x = x|y = y) ≡ p(x|y),
which can be computed via
p(x|y) = p(x, y)
p(y) , (A.1.2)
which is defined only for p(y) 6= 0. From the definition of conditional probability in








where for the second equality we used p(x) =
∑
y p(x, y) =
∑
y p(x|y)p(y) from the
definition of conditional probability. Note that the denominator represents a normalisation
coefficient, without which p(y|x) would not be a probability distribution (we would have∑
y p(y|x) 6= 1 in general).
Bayes’s rule is a key element in studying inference processes as it essentially models
our intuitive reasoning. Consider for example a child, Tom, playing Battleship. He has
to decide whether to put his ships preferably in the centre of the board or towards the
corners. His initial idea is that it is safer to not place them in the middle, and thus chooses
to use the corners with higher probability p(corner) = 60% than for the second option,
p(centre) = 40%. However, after playing many rounds, Tom notices that, when using the
corners, he manages to win only 2 every 10 rounds, i.e. p(win|corner) = 20%. On the
other hand, when he focuses on the centre of the board, he observes that half of the times
he manages to win p(win|near) = 50%. Based on this experience, applying Bayes’ rule we
can obtain the updated distribution p(centre|win) = 62.5% and p(corner|win) = 37.5%.
Therefore, in contrast to his initial belief, Tom has learnt that if he wants to win he
would better place the ships towards the centre of the board.
This simple example shows how Bayes’ rule allows us to update our knowledge based on
the experience. Although the explanatory case described above is quite simple, the same
principles can be used to perform learning tasks in much more complex situations. For
instance, Bayesian inference methods underlie many modern machine-learning techniques,
e.g. face recognition and cleanup of images [1]. Some of these methods are applied in
the context of quantum algorithms in chapters 6 and 7.
Classical statistics thus provides powerful tools to model our intuitive reasoning when
having to deal with our usual experience. However, as we will shortly see, it strikingly
fails to describe what we can experience with microscopic physical systems, leading to
the strangeness of quantum mechanics.
A.1.3 Failure of classical statistics to describe microscopic systems
Probably the most famous experiment which can be used to expose in a simple way the
inadequacies of classical descriptions is the double-slit (or Young’s) experiment. The
schematic of the experiment is shown in Fig. A.1: an object is fired against a panel, where
it can pass through one of two slits, which we label A and B. Finally, a screen, positioned
at a sufficient distance from the slits, detects the arrival position x of the object. We
can first think of performing the experiment having only one of the two slots open, and
keeping the other slit closed, as is shown in Fig. A.1a. By repeating the experiment many
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Figure A.1: Double-slit experiments. a, In the case the slit on which the particle passes through is known to
be A (B), e.g. by keeping only the slit A (B) open, the probability distributions of the arrival point of the
particle is p(x|A) (p(x|A)). b, If the experiment is performed with classical objects, then the distribution
observed with both slits open satisfies the classical statistical rule p(x) = p(x|A)p(A) + p(x|B)p(B). c, If
instead the experiment is performed with microscopic quantum objects, interference fringes are observed,
and classical statistics fails to describe the output distribution p(x) 6= p(x|A)p(A) + p(x|B)p(B). Inset:
example of distribution experimentally observed in a double-slit experiment with neutrons (reported in
Ref. [2]).
times we can measure the conditional distribution p(x|A) of the final detected position
in the case where only the slit A was opened (blue curve in Fig. A.1a), and similarly
we can obtain p(x|B) by opening B and closing A. These probabilities represent the
distribution of the final position conditional on which slit the object has passed through.
Now, what happens if we keep both slits opened? Classical statistics provides a simple
answer to that. In fact, assuming that the object has equal probability to pass through
A or B, i.e. p(a) = p(b) = p0, using the rules for the conditional probability (A.1.2) and
marginalisation (A.1.1), we simply have that the resulting distribution is proportional to
the sum of the conditional ones: p(x) = p0[p(x|A) + p(x|B)], shown in Fig. A.1b. This is
in fact what is observed when performing the experiment with conventional objects, e.g.
firing footballs or bullets. However, when using microscopic physical objects, for example
single electrons, the result changes radically. As pictured in Fig. A.1b, the distribution
that is experimentally observed in a microscopic scenario presents fringes in the region
where the two initial distributions overlap, indicating some form of interference. This
behaviour is completely absent in the classical description, making the two resulting
distributions significantly different1. In the last few decades such non-classical interference
1 In an attempt to recover a classical description of the fringes observed in the double-slit experiment,
e.g performed with single electrons, one could try to explain it saying that the electron behaves like a
classical wave, simultaneously passing through both slits, and thus generating classical interference
fringes due to diffraction. However, this approach can be easily dismissed by inserting detectors
right after the slits. When doing so in appropriate experimental conditions, it is observed that the
detectors never click simultaneously, indicating that the electron actually passes only one of the two
slots. Saying that the electron simultaneously passes through both slits is, therefore, erroneous: it
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in the double-slit experiment has been demonstrated using systems at different scales,
varying from single particles to complex massive molecules composed of up to hundreds
of atoms [2–5].
Classical statistics thus fails to describe the observations that can be obtained from
microscopic objects, which we can now start to call quantum systems. This manifests
the need of a new theory to describe physical phenomena at the small scale. The next
section is dedicated to recalling the new set of rules which can be used to describe such
phenomena, forming the basics of the theory of quantum mechanics.
A.2 Basics of quantum mechanics
In this section we will recall some important definitions and properties of quantum states
and measurement, and then proceed with the description of quantum dynamics.
A.2.1 Quantum states
Pure quantum states
In quantum mechanics, the physical state of a system corresponds to a normalised
complex vector |ψ〉 in a Hilbert space H. Two vectors are said to represent the same
state if and only one is a multiple of the other, i.e. |ψ1〉 = eiφ |ψ2〉 for some phase φ.
Quantum states are thus defined up to a global phase. Any normalised vector in H
corresponds to a valid physical state, which implies the possibility to superpose states
|ψ〉 = α |ψ1〉+ β |ψ2〉, where α and β, called amplitudes, are complex numbers. To satisfy
the normalisation condition, we must have |α|2 + |β|2 = 1. The presence of complex
amplitudes in the quantum superposition is reminiscent of a wave behaviour, and is in
fact what causes the observation of fringes in double-slit experiments.
The dimension of a quantum system is identified by the dimension of the Hilbert space
associated to the system d = |H|. Two-dimensional systems (d = 2) are called qubits, i.e.
quantum bits, while general finite-dimensional systems with d > 2 are named qudits. In
a d-dimensional Hilbert space we will usually define a reference basis as computational
basis, and write it as {|0〉 , |1〉 , . . . , |d− 1〉}. Such basis is usually chosen as the most
convenient reference for the experimental setup probing the system.
The state vectors described above are typically named as pure states, indicating a
perfect knowledge of the system state.
cannot be described as a wave. The behaviour is somehow an hybrid between the classical concepts of
a particle and a wave, representing the famous wave-particle duality.
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Mixed states
When describing a quantum system, situations where an observer could not have a perfect
knowledge of the state are also possible. For example, we can consider a situation where,
possibly due to a limited control in an experiment, we have a probability p1 to produce a
state |ψ1〉 and probability p2 = 1− p1 for a different state |ψ2〉. In this case the observer
can describe the system in a mixed quantum state using the density matrices formalism.
A density matrix ρ is an operator on the Hilbert space H of the system which
can be constructed as follows. If a system is in a pure state |ψ〉, its density matrix is
defined as ρ = |ψ〉 〈ψ|. Given an ensemble of states {|ψi〉}, such that the system has
probability pi to be in |ψi〉, the mixed state of the system is given by the density matrix
ρ =
∑
i pi |ψi〉 〈ψi|. It is straightforward to verify that such matrix is Hermitian (ρ† = ρ),
positive semi-definite (ρ ≥ 0), and trace-1 (Tr ρ = 1). Any density matrix satisfying these
three properties represents a valid physical mixed quantum state.
A quantity useful to quantify the mixedness of a quantum state is the Von Neumann
entropy, defined as S(ρ) = − tr(ρ ln ρ). In the case where, as above, the density matrix
is given by a probability distribution pi over an ensamble of states {|ψi〉}, and if this
ensamble forms an orthogonal set of states, then it is easy to see that the Von Neumann
entropy reduces to S(ρ) = −
∑
i pi ln pi, which is the Shannon entropy of the distribution
pi. In particular, it is zero if the state is pure, i.e. all the pi are zero except one, and
is maximum when the pi distribution is uniform. A simplified for of the Von Neumann
entropy is its linearised form, where we substitute ln ρ → 1 − ρ and obtain, up to a
constant, the so called purity of a quantum state P(ρ) = tr ρ2. It can again be easily
observed that the purity is one if and only if the state is pure, and has its minimum
value 1/d if its given by a uniform superposition of an orthogonal basis. In the latter
case, where ρ = 1/d, we say that the state is maximally mixed.
Geometrical representation of qubit states: the Bloch sphere
Quantum states associated to a qubit system admit a natural geometrical representation.
The density operator of a single qubit is a 2×2 matrix. As the three Pauli matrices and the
identity form a basis for the 2× 2 matrices, we can always write ρ = a1+ bσx + cσy +dσz.
By the linearity of the trace, and using that the Pauli matrices have null trace, the
condition tr ρ = 1 gives a = 1/2. We can then write
ρ = 1 + r · σ2 , (A.2.1)
where r = (x, y, z) is a real three-dimensional vector which uniquely define the state,
called the Bloch vector, and σ = (σx, σy, σz). The positivity and condition implies that
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Figure A.2: Bloch sphere representation of a qubit
state. Vectors on the sphere surface represent pure
quantum states, while vectors contained in the sphere
are mixed states. The centre is associated to the
maximally mixed state of a qubit.
|r| ≤ 1, providing a nice geometrical representation of the state of a qubit. Furthermore,
one can easily calculate that the norm of the Bloch vector is directly related to the purity
of the state via P = (1 + |r|2)/2, which means that the states on the surface of the sphere
|r| = 1 represents all and only pure states. The mixedness increases towards the centre
of the sphere, with |r| = 0 representing the maximally mixed state.
Fidelity of quantum states
Having defined quantum states, it is helpful to have a quantity to measure “how close”
two quantum states ρ and σ are, i.e. ideally a distance between quantum states. A good
measure is the quantum state fidelity, defined as







Although it is not evident in this definition, the fidelity is symmetric in the input states
ρ and σ [6]. If one of the two states is pure, e.g. σ = |ψ〉 〈ψ|, the fidelity reduces to




〈ψ| ρ |ψ〉 |ψ〉 〈ψ|
)2
= 〈ψ| ρ |ψ〉 .
Finally, if both states are pure we can also write ρ = |φ〉 〈φ| for some state |φ〉, and obtain
F (|ψ〉 , |φ〉) = |〈ψ |φ〉 |2. (A.2.3)
which is simply the projection of one state on the other and represents, as we will shortly
describe, the probability of measuring a system, prepared in |ψ〉, in the state |φ〉. In
this form the fidelity is clearly symmetric, and presents some features we expect from
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a measure of distance. In particular, F (|ψ〉 , |φ〉) = 1 if and only if |ψ〉 = |φ〉, and
F (|ψ〉 , |φ〉) = 0 if |ψ〉 and |φ〉 are orthogonal.
States of composite quantum systems
A composite system of two of or more subsystems is described via a tensor product
structure of the the individual Hilbert spaces. For two subsystems with individual
Hilbert spaces HA and HB, the composite states |ψAB〉 will thus live in the Hilbert space
HAB = HA ⊗HB. If the two systems are individually prepared in the pure states |ψA〉
and |ψB〉, then the global state is given by |ψAB〉 = |ψA〉 ⊗ |ψB〉. When considering a
system composite of N subsystems, each with dimension d, the dimension of the total
system H is dN . Mixed states are again described by the density matrix formalism.
We may be interested in describing only the state of a subset of subsystems, inde-
pendently from the state of the remaining ones. Analogously to the marginalisation
procedure in classical statistics, in quantum mechanics the procedure is to “trace out”
the remaining subsystems. That is, considering again a bipartite system, the density
matrix of the individual subsystem A is given by:
ρA = TrB(ρAB), (A.2.4)
where ρAB is the density matrix of the total bipartite system, and TrB is the partial trace
over system B, defined as TrB(ρAB) =
∑
i B〈φi|ρAB|φi〉B with {|φi}B an orthonormal
basis of the Hilbert space HB.
A.2.2 Measurements on quantum systems
Measurement postulates and Born’s rule
The statistics of a measurements performed on a quantum state are dictated by the
Born’s rule, which can be considered as an axiom of quantum mechanics. It states that,
if we prepare a system in a state |ψ〉, then the probability of observing the system in
a state |ψ〉 when measuring it is given by p(|φ〉)|ψ〉 = |〈φ|ψ〉|2. This probability can
be considered as a classical probability of measuring the outcome |φ〉 conditional on
the initial preparation of the state |ψ〉. Another important aspect of measurement of
quantum mechanics is that measurements on a system disturb its state. In fact, if the
system is initially in the state |ψ〉, upon the detection of |φ〉 the state of the system is
not longer |ψ〉, but is instantaneously updated to |ψ′〉 = |φ〉. This instantaneous update
of the state is the well-known collapse of the wave-function.
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Observables and projective measurements
In quantum mechanics an observable is represented by an Hermitian linear operator
on the Hilbert space of the system, and the outcome of the observation is one of its
eigenvalues. Due to the spectral theorem, requiring the observable to be Hermitian
ensures that its always diagonalisable via an orthonormal basis, i.e. a basis of physical
states, with real-valued eigenvalues. This makes the theory consistent with our experience,
where no complex outcomes are obtained from experiments. Let us then consider an
observable A with real eigenvalues {ak} and relative orthonormal basis of eigenvectors
{|k〉}. We can then write A as A =
∑
k ak |k〉 〈k| =
∑
k akΠk, were Πk = |k〉 〈k| are
projective operators on the eigenvectors. Born’s rule allows us to calculate the statistics
of the outcomes. In fact, if the system is in the state |ψ〉, the probability of obtaining ak
as the outcome of the measurement is p(ak) = |〈k |ψ〉 |2 = 〈ψ|Πk |ψ〉. More in general,
if the system is prepared in a mixed state ρ we have p(ak) = 〈k| ρ |k〉 = Tr(Πkρ). The
expectation value for the observable is then simply given as the average over all possible
outcomes 〈A〉 =
∑
k p(ak)ak = 〈ψ|A |ψ〉 = Tr(Aρ).
To include the collapse of the wave-function, if a measurement provides an outcome
ak̃, the state of the system is immediately updated to the associated eigenstate |k̃〉. More
formally, the state instantaneously becomes
∣∣ψ′〉 = Πk̃ |ψ〉√
〈ψ|Πk̃ |ψ〉
, (A.2.5)
where the denominator is required to maintain the normalisation of the state. In general
we can also think of not projecting on a full basis, but on subspaces of the Hilbert space.
For example, in chapter 7 we will be interested in projecting into a vector |ψ〉 and on
its orthogonal subspace |ψ〉⊥. Both situations described above are part of the projective
measurement class, which represents the type of measurements described by a set of
projective operators {Πk} that obeys
∑
k Πk = 1. This last property ensures that the
probabilities p(ak) = Tr(Πkρ) for the outcomes sum to one.
A.2.3 Correlations in quantum states
We have now seen the fundamental properties of quantum states and measurements.
Some if the features encountered, such as the possibility to superpose states and change
the state by measuring it, are counter-intuitive for our typically experience. However, we
may still wonder if there is something fundamentally different in the quantum description,
or if we could somehow come up with some complex classical theory that encompasses
all these odd properties of quantum systems. Surprisingly, we will see in this section
how any attempt to describe quantum mechanics via a classical structure is doomed to
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failure. Such divergence between classical and quantum physics manifests itself in the
correlations that can arise between quantum systems.
Quantum entanglement
The entanglement of quantum systems is probably the most eminent exotic aspect of
quantum mechanics. Firstly recognised in a series of famous articles by Einstein and
coworkers [7], and Schrödinger [8], it has been largely studied, reviewed and discussed in
the last few decades [9, 10]. It is often regarded as the origin of the quantum enhancement
in many applications [6].
To describe entanglement, for simplicity we consider bipartite systems. All the
definitions that we will see can be easily extended for any multi-partite system, although
interpretations get quite more intricate. Let us thus consider two subsystems A and B
with Hilbert spaces HA and HB. An arbitrary bipartite pure state on the joint space can
be written as |ψ〉AB =
∑
i,j aij |i〉A⊗ |j〉B, where {|i〉A} and {|j〉B} are bases of states for
HA and HB, respectively (and therefore {|i〉A ⊗ |j〉B} is a basis of the joint space), and∑
ij |aij |2 = 1.
The separability and the entanglement for a pure state are defined as follows. A pure
state |ψ〉AB is separable if there exist two vectors |Λ〉A ∈ HA and |χ〉B ∈ HB such that
|ψ〉AB = |Λ〉A ⊗ |χ〉B, otherwise it is entangled. Examples of pure entangled states for a
bipartite system of qubits are the four Bell states∣∣Φ±〉AB = (|0〉A |0〉B ± |1〉A |1〉B)/√2 (A.2.6)∣∣Ψ±〉AB = (|0〉A |1〉B ± |1〉A |0〉B)/√2. (A.2.7)
It is in fact straightforward to notice that there is no way these states can be separated
into two states of the individual subsystems, and are hence entangled.
The definition of entanglement can be extended for mixed states ρAB saying that a









for some sets {ρ(A)i } and {ρ
(B)
i }. Otherwise it is entangled. An example of an entangled
mixed state of two qubits is the Werner state [11]
ρW =
1− p
4 1 + p
∣∣Ψ−〉 〈Ψ−∣∣ , (A.2.9)
given by a mixture of the completely mixed state 1/4 and the Bell state |Ψ−〉. It can be
shown that this state is entangled for 13 < p ≤ 1 [11].
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The meaning of having entanglement indicates, roughly speaking, the presence of
non-classical correlations: correlations stronger than what could be possible to get using
classical resources. To have a better intuition of this we can consider the following
example. Consider now a bipartite separable state ρAB = ρA ⊗ ρB. To describe each
individual subsystem separately we can trace out the other part and trivially obtain:
ρ′A = TrB(ρAB) = ρA Tr(ρB) = ρA, (A.2.10)
ρ′B = TrA(ρAB) = Tr(ρA)ρB = ρB. (A.2.11)
This means that for a separable system it is absolutely equivalent to describe the single
subsystem and to describe the total system as a whole. In other words, the information
contained by the total system is equal to the information of the subsystems taken alone.
This makes perfect sense with our experience, and is in fact true in classical physics: by
analysing the each small part of a large system we can get all possible information. This
is strikingly not true in presence of quantum entanglement.
Let us consider for example the Bell states













= 1A2 , (A.2.12)
and similarly ρ′B =
1B
2 . Then, even if the composite system is in a pure state, i.e. we have
a all possible information about it, the states of the subsystems are completely mixed,
i.e. no information is available. This means that, by describing the two subsystems
separately, we would miss a lot of information about the total entangled state. This is
due to the presence of non-classical correlations between A and B, correlations with no
classical analog, which we will shortly analyse in more details.
From the example above it thus appears that entanglement in a pure state induces
uncertainty in the states of the subsystems. This fact can be used to quantify entanglement
via the mixedness of a subsystem, which is in turn measured via the Von Neumann entropy
S (see A.2.1). Such quantifier of entanglement is called entropy of entanglement, defined
by E(ρAB) = S(ρA) = S(ρB) = S(trA (ρAB)). To make the definition consistent, we have
used a symmetry property of the Von Neumann entropy, which is independent from
which subsystem the partial trace is performed on S(trB (ρAB)) = S(trA (ρAB)) [6]. The
states which possess higher entanglement, as quantified by the entropy of entanglement,
are those who provide partial density matrix that are maximally mixes. Such states are
called maximally entangled. As we have seen in the example before, the Bell states are
maximally entangled states of two qubits.
Apart from the entropy of entanglement, a wide variety of entanglement quantifiers
have been proposed. A comprehensive review of them can be found in Ref. [12].
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Bell non-locality
As we have just seen, the presence of quantum entanglement indicates the presence
of correlations that do not intuitively exist in classical systems. But what are these
correlations, and what do we exactly mean by calling them non-classical? Related to this
question is the fact that, while we have introduced quantum states and measurements to
describe quantum mechanical systems, we still have not ruled out the possibility that
a more complex classical theory could be proposed to describe quantum mechanical
properties. While such possibility may sound unreasonable, it was considered very
seriously in the early days of quantum mechanics, and, for example, was famously
championed by Eistein, Podolski and Rosen in their celebrated paper [7]. It was only
in 1964 that Bell proposed an experiment test that can unequivocally rule out any
possible classical explanation of Nature, and definitely prove that quantum mechanics is
fundamentally different from any classical formulation [13]. Such type of tests are now
called a Bell inequalities.
An important feature about Bell inequalities is that they are not result about quantum
mechanics, but rather on the capabilities of generic classical theories to describe the
correlations that can happen in Nature. They are therefore independent of the formalism
of quantum mechanics, and are thus derived disregarding the description of quantum
states and measurements that we have discussed so far. Let us consider a scenario where
two separate parties, Alice and Bob, can perform experiments on their respective set-ups.
The experiment for Alice consists in choosing randomly which operator to measure one
between two options x1 and x2, and then collect the outcome a ∈ {a0, a1, . . .} of her
measurement. For example, for these observables Alice could decide x1 to be the position
of a particle, and x2 the momentum, or x1 as the spin along the ẑ direction and x2
along the ŷ direction. Similarly, Bob can choose between two observables y1 and y2,
and observes the outcome b ∈ {b0, b1, . . .}. Such scenario is pictured in Fig. 3.6. The
laboratories of Alice and Bob are considered to be independent, for example by being
separated by many light-years, so that both the choice of the measurements in one
laboratory does not depend on what happens in the other. By repeating the experiments
many times they can record the probability distribution for the measurement outcomes
p(ab|xy), with x ∈ x1, x2 and y ∈ y1, y2.
Now, how would we write the probability distribution p(ab|xy) in a general classical
description? In classical physics, given that the two laboratories are independent, the
outcome in one experiment does not depend on the measurement performed in the other.
This is a perfectly reasonable assumption intuitively, which is completely consistent
with our everyday experience. Under this assumption we can factorise the probability
distribution as
p(ab|xy) = p(a|x)p(b|y). (A.2.13)
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Any model which allows us to factorise in this way the joint distribution is called local
theory. As a further step, to make the classical description as general as possible, we
have to include the possibility that Alice and Bob may have met in space at some point
in their history, which could have induced some shared correlations between the two
systems. These shared correlations can be encoded into an auxiliary variable λ, called
hidden variable, which accounts for any hidden pre-programming in the two systems.
Using these two assumptions we have a local hidden-variable theory, where the general




p(a|x, λ)p(b|y, λ)p(λ) dλ, (A.2.14)
where we also consider the variable λ to be governed by a probability distribution p(λ)
over its support Λ. Note that, to arrive to eq. (A.2.14) we didn’t make any particular
choice of physical system, but only minimal assumptions on the fundamental properties
of the underlying theory. Bell inequalities can be used to prove that the correlations that
can be observed in quantum systems are incompatible with the eq. (A.2.14), and therefore
that that classical local models cannot fully describe Nature. To see this in a simple case
we can consider dichotomic measurements for Alice and Bob, where a, b ∈ {−1,+1}. In
this configuration, Clauser, Horne, Shimony and Holt have shown that, if eq. (A.2.14)
holds, than the following inequality (called CHSH inequality after its authors [14]) holds:
S = |〈a1b1〉+ 〈a1b2〉+ 〈a2b1〉 − 〈a2b2〉| ≤ 2, (A.2.15)
where the quantities 〈aαbβ〉 =
∑
a,b ab p(ab|xαyβ), called correlators, are the expectation
values of the product of the outcomes for different choices of the measurement bases.
Any local hidden-variable theory must satisfy this condition.
On the other hand, the predictions of quantum mechanics are not compatible with
it. To see this, let us describe the Bell experiment scenario using the formalism for
quantum systems discussed in the previous sections. In particular, Alice and Bob
can share an entangled pair of qubits, for example the maximally entangled state
|Ψ−〉 = (|0〉A |1〉B − |1〉A |0〉B)/
√
2. Such state could have been prepared from a third
party, Charlie, who then sends the individual qubits to Alice and Bob, who then randomly
choose which measurement to performed between the following operators:
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These are all Hermitian operators, and thus represent valid observables. The correlators
can be readily calculated via 〈aαbβ〉 = 〈Ψ−| (xα⊗yβ) |Ψ−〉, which gives 〈a1b1〉 = 〈a1b2〉 =
〈a2b1〉 = −〈a2b2〉 = 1/
√
2. The Bell-CHSH inequality is thus violated:
S = 2
√
2 ≥ 2. (A.2.18)
This allows us to formally claim that quantum mechanics is fundamentally incompat-
ible with all possible classical local hidden-variable theories. Experimental violation of
Bell inequalities have been reported many times in the last few decades, starting from
the 1980s [15], in a number of different experimental platforms. With the development of
more sophisticated quantum technologies, experiments in conditions nearly identical to
the ideal Bell’s experiment have been achieved [16–18], closing the door to any reasonable
argument for a classical description of Nature.
It is important to remark that the violation of a Bell inequality is not a result
concerning quantum mechanics itself, but rather it is about the impossibility to describe
correlations that can be observed in Nature using classical theories. Nonetheless, it shows
that entangled quantum system can possess correlation such that the it is not possible to
separate the join probability distribution as in (A.2.14). These correlations are called
non-local correlations, and any system that do not satisfy (A.2.14) is said to be Bell
non-local. The values of S = 2
√
2 can be shown to be the maximum violation of the
CHSH inequality for bipartite states of qubits, known as the Tsirelson’s bound [19]. For
the CHSH inequalities, it can be achieved only using maximally entangled state. In fact,
in the framework of quantum mechanics, non-locality is related to entanglement in the
sense that it can be easily seen that any non-local quantum system must be entangled.
The opposite is however not true in general: systems can be entangled without being
non-local. An example is the Werner state (see eq. (A.2.9)), which for 13 ≤ p < 1/
√
2
shows entanglement but does not violate Bell inequalities. Non-locality thus represent
a stronger form of non-classical correlation compared to entanglement. Only for pure
states the two concepts are equivalent [20].
In the discussion above we considered a bipartite Bell experiment scenario with
two-outcome measurements. This can be generalised to multi-partite scenario and
measurements with an arbitrary number of outcomes. A review of Bell inequalities
different scenarios can be found in Ref. [20]. For example, in chapter 3 we have reported
experimental violations of Bell inequalities for measurements with multiple outcomes
using entangled qudits.
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A.2.4 Evolution of quantum system
So far we have discussed static quantum systems, i.e. the formalism and the properties
of quantum states and measurements. This section instead focuses the basic formalism
to describe quantum dynamics.
Schrödinger’s equation and unitary evolutions
For simplicity, we focus here on the evolution for closed quantum systems, i.e. systems
that do not interact with any external one. In this case, the dynamics of a system can
described via the Hamiltonian operator H. Considering a pure quantum system, the




|ψ〉 = H|ψ〉. (A.2.19)
The validity of this differential equation is generally considered a postulate of the quantum




ρ = −[ρ,H], (A.2.20)
called the Von Neumann’s equation. The general solutions of eq. (A.2.19) and eq. (A.2.20)
can be written as
|ψ(t)〉 = U(t)|ψ〉, (A.2.21)
ρ(t) = U(t)ρ0U †(t) (A.2.22)
with U(t) a unitary operator. If the Hamiltonian is time-independent, the unitary
evolution has the explicit form
U(t) = exp(−iHt/~). (A.2.23)
In all these equations the quantity ~ is Planck’s constant. For simplicity, the units of
measure can be redefined so that ~ = 1 can be used, as will often be done in this thesis.
Unitary operations are thus the tool to describe the evolution of quantum states.
Note that, the only operation that is not unitary is the collapse of the quantum state
when a measurement is performed. In fact, as we have seen in the previous section, those
operations are described by projections; highly non-unitary operations. This opens an
inconsistency in the theory, where measurements are treated differently from any other
types of operations. This issue, know as the measurement problem, remains an open
problem.
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In the context of quantum computing, unitary operations are referred to as gates.
Because any unitary operation on a quantum system of arbitrary dimension can be
decomposed into single-qubit and two-qubit gates [6], the ability implement these two
classes of quantum gates is sufficient to perform universal quantum computation.
Single-qubit gates
Classically the only non-trivial operation on a single bit(apart from the identity) is the
NOT gate, which switches the value of a single bit. On the other hand, for a single qubit
we can choose over a large variety of operations: any 2× 2 unitary matrix can be used.
The most common single qubit gates are the Pauli matrices σx, σy and σz (sometimes
we may also simply refer to them as X, Y and Z), the Hadamard gate
H = 1√
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which represents a rotation by an angle φ along the ẑ axis of the Bloch sphere. A rotation




In a multi-partite system with Hilbert space H = H1⊗H2⊗· · ·⊗HN , if we operate single
qubit gates separately on each subsystem, the total operation is given by the unitary
U = U (1) ⊗ U (2) ⊗ · · · ⊗ U (N). (A.2.27)
It is easy to notice from eq. (A.2.27) that, if we apply U to a separable state, it remains
separable. Similarly, if the state is entangled we can’t make it separable via local
operations: operating single qubit gates on the subsystems of a multi-partite state,we
cannot generate nor destroy entanglement. In other words, single qubit gates perform no
interactions between the subsystems.
Two-qubit gates
In order to generate interactions, and hence manipulate entanglement, we to operate
gates that cannot be written as single qubit gates acting separately as in eq. (A.2.27).
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The simplest of such operations are two-qubit gates. A common type of two-qubit gates
are the controlled gates: linear operations where a unitary operation U is performed on
a target qubit (T ) conditional on the state of a control qubit (C) being |1〉. That is,
if the qubit C is in |1〉C then U is applied to T , if C is in |0〉C then the state of T is
left unvaried. This operation represents a general controlled-unitary (C-U) gate, and its
operator can be explicitly written as
C-U = |0〉 〈0|C ⊗ 1T + |1〉 〈1|C ⊗ UT . (A.2.28)
Examples of controlled-gates are the C-NOT gate (where U = X) and the C-Phase gate
(where U = RZ(φ)). To see that two-qubit gates can be used to generate entanglement,
it is sufficient to consider an initial state |+〉 |0〉 = (|0〉 + |1〉) |0〉 /
√
2, which is clearly




∣∣Φ+〉, that is a Bell state. We have hence generated a maximally
entangled state starting from a product state.
Universal operations on arbitrarily many qubits can be performed combining elements
from small, discrete sets of elementary operations on few qubits, called universal gate
sets [6]. An example of such universal set is given by one two-qubit operation and two
single-qubit operations: the C-NOT, the Hadamard gate, and the rotation RZ(π/4) (called
T gate). All such gate sets to perform universal quantum computations must contain at
least one entangling gate.
A.3 Quantum technologies
In the previous sections we have described that, when controlling individual with quantum
mechanical systems, we can exploit rules that are quite different from what we is available
with classical systems. As for any game, when the set of rules is changed, new opportunities
arise. A major research topic in the last few decades has been to explore such opportunities
to develop new quantum technologies: technologies based on quantum systems. The
driving force behind it is the progress in the last few decades in engineering hardware
able to control single quantum objects with increasing reliability and precision, which is
now possible in a number of different platforms [21].
Such engineering progress promises to have applications in a wide range of technologies:
from secure communications with secrecy ensured by the laws of quantum mechanics, to
non-destructive high-resolution sensors based on single atoms. At the time of writing, the
two quantum technologies just mentioned, quantum cryptography and quantum sensing,
have already reached the market. Probably the most celebrated technology, but also
the most daunting in terms of hardware requirements, is quantum computing. The
excitement over quantum computers is due to the fact that they are strongly believed
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to be able to solve important problems untackable with classical machines, such as the
factorisation of large numbers and the simulation of complex chemical systems. The
scope of this section is to discuss the basic concepts of quantum computers, setting a
generic background to what have been presented in the rest of the thesis in the specific
context of photonic quantum information processing.
A.3.1 Quantum computing
A computer can in general be described as a physical machine able to encode some
well-defined inputs from an external user, process them, and produce some outputs
readable by the user. The main difference between a classical and a quantum computer
is that the first encodes and processes information on bits, classical entities that can
be either 0 or 1, while the second can exploit quantum superposition to encode qubit
states of the form α |0〉+ β |1〉 and entangle multiple of them via unitary gates. But how
can such superposition be exploited to have a computational speed-up from a quantum
processor?
A common misconception is that such advantage is an immediate consequence of
superposition, which would allow a quantum computer to try simultaneously all possible
outcomes in a large parallel computation. This erroneous conclusion can probably be
traced back to a misinterpretation of the double slit-experiment, which is often explained
as if the incident particle passes through both slits simultaneously. What is overlooked
here is that the result of the computation is given by the user measuring the final quantum
state. When doing so, the user collapses the state to a single outcome, which is randomly
generated by Nature according to Born’s rule. From a single run of a quantum computer
we don’t thus obtain multiple results of parallel computations, but a single random
outcome. Rather than on the creation of quantum superposition per se, the real quantum
computational advantage resides in the clever designing of the interference pattern at the
output. In fact, the states associated to different solutions, when encoded in a quantum
computer, will have complex amplitudes in the superposition state. The general idea of
quantum computing is to design circuits where destructive interference is obtained in
the paths which lead to “wrong” answers of the computation, and build up constructing
interference for the paths leading to the “right” answer. In this way, the final quantum
state will have amplitudes associated to the wrong answers that are close to zero, and
the correct answer can then be measured by the user with high-probability. A quantum
algorithm can hence be seen as a procedure where gates are used to carefully crafts the
probability amplitudes of an input state, so that undesired outputs are suppressed.
In the last few decades an ever growing number of quantum algorithms have been
developed to tackle different problems [22, 23]. Some of the most famous ones are
Shor’s algorithm for prime factoring in polynomial time [24], Grover’s algorithm for
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polynomial speed-ups in unstructured database search [25], and algorithms for quantum
simulation [26–29]. The latter have been described more in details in chapter 6.
A.3.2 Physical requirements
One of the principal goals in quantum computing is the development of a universal
quantum computer: a computer that can be programmed to implement any conceivable
process allowed by quantum mechanics. This would be the most general quantum
machine, and represents the Holy Grail for the entire field of quantum information. Via
a joint afford of different theoreticians over many years, it has been possible that such
a machine could be built in principle [6]. However, in practice, we need to develop a
physical hardware to build it. A wide range a platforms are being investigated to achieve
that (photons, trapped-ions, superconducting qubits, Majorana fermions, to name a few).
The physical requirement that such a platform would need to satisfy to enable universal
quantum computation can be summarised in the Di Vincenzo criteria [30]:
• A scalable physical system with well characterised quantum information carriers.
The single entities encoding quantum information in the platform, e.g. qubits, have
to be well defined, and the resources needed to generate and manipulate such states
need to grow only at most polynomially with the number of objects used.
• Initialisation in a simple fiducial state. The system should be able to produce a
fixed initial state to start any computation, which has to be known in advance. A
typical initialisation state for qubits is |00 . . . 0〉.
• Ability to implement a universal gate set. The architecture needs to be able to
support gates for universal quantum computation.
• Long decoherence times, much longer than the gate operation time. Interactions
with the environment need to be sufficiently low so that the state is preserved
during long computations. If this condition is not satisfied, the quantum state
would soon decohere into a classical mixed state, almost always leading quantum
algorithms to failure.
• Measurement of the output state. The platform must allow local measurement on
the single quantum information carries to read out the computation result.
An ideal architecture for universal quantum computing needs to satisfy all these require-
ments simultaneously. Currently, no platform has achieved that yet. The main challenge
is to engineer a system that permits interactions strong enough to implement rapid
multi-qubit gates, required for universal computation, while at the same time preserving
its isolation from the environment.
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A.3.3 Fault tolerance
In the previous sections we have described how quantum phenomena, such as superposition,
manifest themselves at a macroscopic physical scale. In a full-scale quantum computer,
however, the hardware would need to support coherent quantum states composed of
thousands or millions of qubits, which cannot anymore be globally considered as a
microscopic system. A crucial aspect of quantum computing is thus the ability to
maintain the quantumness at a macroscopic scale. This requires to fight against the
“emergence of classicality” which is naturally observed in macroscopic physical systems.
Apart from its many applications, the task of building a large-scale quantum computer
is thus also of remarkable fundamental interest. For example, one could conjecture
that the reason why the macroscopic world we live in is classical could be due to an
underlying fundamental unknown physical law which prohibits quantum superposition to
survive in systems above a certain scale, and that quantum computation could therefore
be deemed to fail. Although widely considered implausible, such arguments cannot be
disregarded a-priori. After all, perpetual motions machines were considered a potentially
revolutionary technology by many illustrious scientists, until the discovery of the second
law of thermodynamics in the 19th century implied they were impossible [31]. The
development of large-scale quantum hardware could thus also bring us new physical
insights when starting to explore these uncharted territories.
The field of quantum error correction was developed to address these type of concerns
from the sceptics of quantum computing. Error correction procedures aim at protecting
the computational states from possible errors arising in physical implementations. These
can emerge due to unwanted interaction with the environment, or imperfect fabrication
or functioning of components. On classical digital computers, where typical rates for
computational errors are one every 1018 operations, correction of the faulty events can
be based on redundancy. As a very simple example, one can think of encoding the state
0 of a bit into n-bit string 000 . . . and similarly for 1. If the final logical value is picked
as the bit value with highest occurrence in the n-bit string, the possibility of obtaining a
wrong value due to small errors gets exponentially suppressed.
Unfortunately, in general such classical redundancy-based schemes cannot be im-
plemented to protect quantum information. The main cause of this is the no-cloning
theorem, which implies that an arbitrary quantum state |ψ〉 cannot be deterministically
cloned, preventing us to generate copies of an unknown quantum state during the com-
putation unless destroying the original state [32]. More sophisticated techniques are thus
required for quantum computing. The first of such quantum error correction protocols
was proposed by Shor, where arbitrary errors on a single qubits can be detected and
corrected [33]. To do so, the state of each logical qubit was coded in the state of nine
entangled qubits. When the computation is performed on qubits encoded in an error
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correction code, it is said to be fault-tolerant.
As for the classical case, quantum correction is based on adding redundancy in
the hardware, with the difference that also entanglement needs to be utilised. Such
redundancy implies overheads both in the number of physical qubits and the gates
required. These overheads can be in general extremely large. However, the threshold
theorem [34] states that, if the noise in individual quantum gates is below a certain
threshold, it is possible to efficiently perform an arbitrarily large fault-tolerant quantum
computation with only poly-logarithmic additional resources. The implementation of
fault-tolerant quantum algorithms, where large quantum states are protected during
the computation, can thus be done efficiently. This was a crucial achievement to make
quantum computers a realistic prospect.
The required overheads and error rate thresholds remain however quite far from the
reach of current quantum platforms. Nonetheless, together with the fast development of
more controllable and scalable quantum hardware, many theoretical advances have been
achieved in recent years to find fault-tolerant architectures with less stringent demands.
The overheads required for modern fault tolerant error correcting schemes, which include
stabiliser codes [35, 36] and topological codes [37–39], are orders of magnitude lower then
the original proposals.
A.3.4 Near-term quantum computing machines
While the development of a fault-tolerant quantum computing architecture remains the
main goal for the entire field of quantum information processing, the required overheads
prevents the realisation of such machines to be a near-term prospect. On the other hand,
in recent years a research topic of increasing interest has been the development of near-
term non-universal quantum machines. Such rudimentary platforms can, for example,
be composed of tens of non-error-corrected qubits and can perform only algorithms
with a limited number of gates. However, while not harnessing the full power of fault-
tolerant quantum computation, these rudimentary quantum machines can have already
the potential to provide near-term quantum speed-ups in specific applications. These
proposals include boson samplers (see chapter 4) [40], sampling from instantaneous
quantum polynomial time (IQP) circuits [41], and sampling the output state of a system
evolving under nearest-neighbour, translationally-invariant Hamiltonians [42]. These
proposals are now being pursued by many research group and companies around the
globe, and a near-term demonstration of a quantum speed-up using these machines is
expected to happen in the next few years.
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B reverse hong-ou-mandel effect
in the general case
In this appendix we provide a detailed derivation of eq.(2.2.15), which gives the general
form of the rev-HOM interference in presence of different photon-pair sources. The merit
of it is to formally show that the visibility of the rev-HOM effect is directly linked to
overlap of the joint spectra, and that the rev-HOM can thus be used to characterise
the indistinguishability of photon sources. Indeed, while the fact that the rev-HOM
represents a characterisation tool is often claimed in the literature, a formal derivation of
why is that and what exactly it characterises does not appear, to the author’s knowledge,
to have been explicitly reported.
B.1 Reverse Hong-Ou-Mandel with arbitrary spectra
In the rev-HOM effect, we inject a superposition state |ψ〉 = (|ψ〉1 + ei2φ |ψ〉2)/
√
2 into a
beam-splitter (see Fig. 2.3), where |ψ〉1 and |ψ〉2 are the biphoton states associated to











2(ωs) |0〉 . (B.1.2)
Here, ψ1(ωi, ωs) and ψ2(ωi, ωs) are the two complex joint spectra for the biphoton state
on each mode. The action the beam-splitter, which, for simplicity, is supposed to be
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Here, |bunch〉 represents the cases where the output photons bunch in the same mode,
while the the term |split〉 represents the cases where photons emerge on different modes.
If our measurements are frequency insensitive (i.e. the detectors do not resolve difference
wavelengths), than the single-photon detection projective operators on the two different










2(ω2) |0〉 〈0| â2(ω2), (B.1.11)
and the projective operator for a coincidence measurements, i.e. both detectors on modes
1 and 2 click, is given by






2(ω2) |0〉 〈0| â1(ω1)â2(ω2). (B.1.12)
The coincidence probability is thus given by the expectation value pcoinc = 〈ψ| P̂1⊗ P̂2 |ψ〉.






2 , necessarily gives zero
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contribution to this expectation value. We thus have
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where we have used 〈0| â1(ωi)â2(ωs)â†1(ω1)â
†
2(ω2) |0〉 = δ(ωi, ω1)δ(ωs, ω2), and the sym-
metry ψ(ω1, ω2) = ψ(ω2, ω1) and normalisation
∫
dω1dω2|ψ(ω1, ω2)|2 = 1 of the joint










∣∣∣∣∫ dω1dω2 ψ∗1(ω1, ω2)ψ2(ω1, ω2)∣∣∣∣ (B.1.23)
which represents the rev-HOM fringe. As discussed in section 2.2.2, the visibility
Vrev-HOM =
∣∣∣∣∫ dω1dω2 ψ∗2(ω1, ω2)ψ1(ω1, ω2)∣∣∣∣ (B.1.24)
is directly linked to the overlap between the two joint spectra, but does not depend on
their separability, in contrast to the standard HOM effect.
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C methods for characterising high-
dimensional entanglement
In this appendix we provide the theoretical background and some of the details for the
applications investigated in the experiment in chapter 3. Contributions to the material
described here were provided by Laura Mančinska for the dimension witness section,
Alexia Salavrakos, Jordi Tura, Remigiusz Augusiak and Antonio Acín for the SATWAP
inequalities section, and Paul Skrzypczyk for the section on steering.
C.1 Dimension witness
Dimension witnesses are protocols for the certification of the local dimensionality of
a system. While different approaches are possible, here we follow the one developed
in Ref. [1]. In particular, the bounds on the local dimensions are obtained using the
following theorem:
Theorem 1 ([1]). Suppose a correlation p = p(ab|xy) is produced by two separated
parties Alice and Bob who do not have access to shared randomness but possess a shared
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Figure C.1: Correlation measurements associated to optimal strategies for Magic Square and Pentagram
games. X, Y and Z are Pauli operators and I is the identity. Red lines Ci, Ri and Li are associated to
different measurement settings. Single Magic Square game, Magic Pentagram game, and two copies of
the Magic Square game are used in the experiment in chapter 3 to certify the dimension for states with
local dimension d = 4, d = 6, 8, and d = 10, 12, 14, 15, respectively.
To give an upper bound to f(p), and therefore a lower bound to the local dimension,
instead of minimising over all possible values y, y′, and x in Eq. C.1.1 we can do











Indeed, for any choice of settings, y, y′ and x the value fy,y′,x(p) gives an upper bound
the optimised value f(p). Therefore, the inverse, 1/fy,y′,x(p), lower bounds the local
dimensions min{d1, d2}. In the cases considered in the experiment of chapter 3, we can
choose y, y′, x so that fy,y′,x(p) = f(p), as shown below. Therefore, instead of collecting
the full correlation data for all possible measurement settings, it is sufficient to fix the
measurement setting for Alice and obtain the data for two possible measurement settings
for Bob. Note that, independently of the correlation p, it will always be possible to only
collect measurement statistics for two different measurement settings for Bob by picking
two values of y and y′ which attain the minimum in Equation C.1.1. On the other hand,
we might need to use many different measurement settings for Alice in order to obtain
the best bound. This is due to the fact that Alice’s setting x attaining the minimum in
Equation C.1.1 could depend on b and b′.
Magic Square correlations. In the Magic Square game [2–4] (see Fig. C.1a) each of
Alice and Bob have three different measurement settings: {1, 2, 3}. Alice’s outputs are
A = {a ∈ {+1,−1}3 : a1a2a3 = 1} and Bob’s outputs are B = {b ∈ {+1,−1}3 : b1b2b3 =
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−1}. The players win the game, if their outputs, a and b, satisfy ay = bx, where x and y
are the measurement settings. Although the Magic Square game cannot be won using
classical correlations, the following quantum correlation p allows us to win independently
from the selected measurement settings:
p = p(ab|xy) =
{1
8 if ay = bx
0 otherwise
(C.1.2)
This correlation can be realised by measurements on a bipartite maximally entangled
state of local dimension 4. In particular, the ith measurement setting for Bob (Alice)
corresponds to measuring in the orthonormal basis diagonalising all the operators in
the ith column (row) in the square grid shown in Fig. C.1a, where the 4-dimensional
local Hilbert space is represented as a 2-qubit space. The outcome Bob (Alice) obtains
corresponds to a simultaneous eigenvector of the the three operators in the respective
column (row) with eigenvalues λ1, λ2, λ3 ∈ {+1,−1}. Since the along any row (column)
the operators multiply to I (−I). The eigenvalues obtained by Alice will multiply to
+1, while those obtained by Alice will multiply to −1. Therefore, the eigenvalue strings
(λ1, λ2, λ3) obtained by each of the players correspond to valid answers.


























and therefore we can certify that the local dimension of the measured system is at least
four. Note that these conclusions are obtained solely from observing correlation p and
without making any assumption about the performed measurements or the shared state,
though we do need the assumption that shared randomness is not free. The above
analysis applies to the ideal case with no experimental error. In an actual experiment we
can gather outcome statistics to obtain probabilities, p̂(ab|xy). If the experiment has low
noise, the correlation p̂ will be very close to p and we will get d1/fy=1,y′=2,x=1(p̂)e = 4
thus certifying that the dimension of the measured system is 4. In particular, in order to
evaluate fy=1,y′=2,x=1 we can decide to gather measurement statistics for measurement
settings y = 1 and y′ = 2 for Bob and x = 1 for Alice. According to Fig. C.1a, this
amounts to measuring both of Alice’s qubits in the Z-basis (x = 1) and either measuring
Bob’s first qubit in the X-basis and the second one in the Z-basis (y = 1) or the other
way around (y′ = 2), where X,Y , and Z are the Pauli matrices. In the experiment in
chapter 3, we refer to this case as “scenario I” and denote the experimentally observed
distribution by pI4.
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We can also think of playing two copies of the Magic Square game in parallel, where
the players win if the winning conditions for both games are satisfied simultaneously.
The correlation p2 that lets us win this game can be realized by measurements on a
bipartite maximally entangled state of local dimension 16, where each player holds the
equivalent of a 4-qubit system. Via a calculation similar to the one in C.1.3, we find that
fy=(1,1),y′=(2,2),x=(1,1)(p2) = 1/16, and hence correlation D(p) ≥ 16 and this correlation
certifies dimension 16.
Magic Pentagram correlations. In the Magic Pentagram game [2] (see Fig. C.1b) each
of Alice and Bob have five different measurement settings: {1, 2, 3, 4, 5} and we think of
each of these settings as identifying one the five lines in the pentagram in Fig. C.1b in
the main text. Alice’s and Bob’s outputs are C+ = {c ∈ {+1,−1}4 : c1c2c3c4 = 1} for
settings 2 to 4 and their outputs are C− = {c ∈ {+1,−1}4 : c1c2c3c4 = −1} for setting
5. We think of the ith output position as assigning value to the ith point on the line
corresponding to the measurement setting. For measurement settings x and y, the players
win the game, if their outputs, a and b, assign the same value to all the points belonging
to both lines Lx and Ly.
For instance if we ask Bob the fifth line (y = 5) and Alice the third one (x = 3) then
these two lines intersect in precisely one point (the 1st point on L5 and the 5th point on
L3). So to win, the first position in Bob’s answer string should equal the last position in
Alice’s answer string; for example, b = (+1,−1,+1,+1) and a = (+1,−1,−1,+1) would
be a winning answer pair.
Just like in the case of Magic Square, there exists a quantum correlation p that can
be used to win the Magic Pentagram game for all measurement settings but no classical
correlation would achieve this. Specifically,
p = p(ab|xy) =
{ 1
32 if a and b satisfy conditions (1) and (2) above
0 otherwise
(C.1.4)
and it can be realized by measurements on a maximally entangled state of local dimension
8, locally equivalent to a 3-qubit space. In particular, the ith measurement setting for
Bob (Alice) corresponds to measuring in the orthonormal basis diagonalizing all the
commuting observables on the ith line of Fig. C.1b. The outcome corresponds to a
simultaneous eigenvector of all four operators and the players respond with a string of
eigenvalues (λ1, . . . , λ4) that correspond to their measurement outcome. This string will





























as p(ab|33) = δab/32 and p(bb′|35) = δb5b′1/32. It now follows that we can certify that the
local dimension of the measured system is at least 8 by observing correlation p.
Scenario I. The measurements we perform in this scenario are based on the optimal
strategies for Magic Square and Magic Pentagram games that we explained above. In
the experiment in chapter 3, for dimensions d = 4, 8 we prepared the d-dimensional
maximally entangled state
∣∣∣ψ+d 〉 = 1√d∑d−1k=0 |k, k〉 and then perform the measurements
corresponding to optimal strategies for Magic Square game (d = 4) or Magic Pentagram
game (d = 8). Instead of gathering statistics for all possible measurement settings in
these games we chose only one setting for Alice (setting 1 for Magic Square and setting
3 for Magic Pentagram) and two different settings for Bob (settings 1, 2 for Magic
Square and settings 3, 5 for Magic Pentagram). We argued above that in the absence
of experimental error, these correlations would enable us to certify dimensions 4 and 8
respectively. Experimental results are reported in Fig. 3.7.




where |k〉 ∈ C8. Note that although essentially
∣∣∣ψ̂+d 〉 is the d-dimensional maximally
entangled state, it is embedded in dimension C8 ⊗ C8 so we can measure it using the
8-dimensional basis measurements from the optimal strategy of Magic Pentagram game.
As before, we only use measurement setting 3 for Alice and settings 3 and 5 for Bob.
In order to certify even dimensions 8 < d < 16 we used a similar approach but
performed measurements from the optimal strategy for two copies of Magic Square instead
of Magic Pentagram game. Specifically, we prepared the state
∣∣∣ψ̂+d 〉 = 1√d∑d−1k=0 |k, k〉
where |k〉 ∈ C16, and measured it using setting (1, 1) for Alice and settings (1, 1) and
(2, 2) for Bob. For Alice this amounts to measuring her state in the Z-basis while Bob
either measures his first and third qubit in the X-basis and the remaining two in the
Z-basis (setting (1,1)) or the other way around (setting (2,2)).
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Scenario II. In this scenario, to obtain the correlation pIId , we prepare the d-dimensional
maximally entangled state
∣∣∣ψ+d 〉 for 4 ≤ d ≤ 15 and measure each of the two local systems
in the Ẑ-basis. In the ideal case, we would obtain a correlation pd(ab|11) = δab/d, where
a, b ∈ {0, . . . , d − 1}. Although a similar conclusion could also be obtained in a more
straightforward manner, we can compute the bound D(pd) to see which dimension would
be certified by experimentally observing this correlation. Since there is only a single
measurement setting for both Alice and Bob (i.e., a single choice for the values y, y′ and


























as the only non-zero term in the sum over a is the one where a = b. Therefore, it follows
that D(pd) = 1/f(pd) = d and the correlation pd can be used to certify dimension d. Of
course, experimentally we do not observe exactly pd. Experimental results are reported
in Fig. 3.7.
C.2 Bell inequalities for multidimensional bipartite maximally en-
tangled states.
Here we describe in more details the class of Bell inequalities used in chapter 3 to
test non-locality of the maximally entangled states of two qudits, which were recently
proposed [5]. Here we follow the derivation obtained in Ref. [5] Let us consider a Bell
scenario in which two parties A and B share some quantum state ρ̂. We then assume that
each party performs one of two measurements, Ax = {M̂a|x}a for A and By = {M̂b|y}b
for B with x, y = 1, 2. Each measurement yields one of d possible outcomes, which are
labelled by 0, . . . , d− 1.
Such local measurements, after many repetitions, lead to correlations that are de-
scribed by a collection of joint probabilities
{p(ab|xy)}a,b∈{0,...,d−1} (C.2.1)
with x, y = 1, 2, where each p(ab|xy) ≡ p(Ax = a,By = b) is the probability that A and
B obtain outcomes a and b upon performing the measurements Ax and By, respectively,
and can be expressed by the Born rule as p(ab|xy) = Tr[ρ̂(M̂a|x ⊗ M̂b|y)] (see Fig. 3.6).
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(αkPk − βkQk) ≤ Cd, (C.2.2)
where the expressions Pk and Qk are defined as
Pk = P (A1 = B1 +k)+P (B1 = A2 +k)+P (A2 = B2 +k)+P (B2 = A1 +k+1) (C.2.3)
and
Qk = P (A1 = B1−k−1) +P (B1 = A2−k−1) +P (A2 = B2−k−1) +P (B2 = A1−k).
(C.2.4)





















with g(k) = cot[π(k + 1/4)/d]. Here, P (Ax = By + k) is the probability that upon
measuring Ax and By, the results obtained by Alice and Bob differ by k mod d, that is
P (Ax = By + k) =
d−1∑
a=0
p((a+ k mod d)a|xy). (C.2.6)
It is now convenient to rewrite the inequality of (C.2.2) in the correlator form. As
we work with more than two outcomes, it useful to introduce the notion of generalised






for x, y = 1, 2 and k, l = 0, . . . , d− 1. Here ω = exp(2πi/d) is a root of the unity. Notice
that when d = 2, the definition of the correlators 〈AxBy〉 = P (Ax = By)− P (Ax 6= By)
naturally also corresponds to taking the discrete Fourier transform. Expressing the
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and B̄li are new variables defined as B̄l1 = alBd−l1 + a∗l ωlB
d−l





with al = ω(2l−d)/8/
√
2. Notice that in the quantum case Ax and By are unitary
operators of eigenvalues 1, ω, . . . , ωd−1, whereas Akx and Bly are simply their matrix powers.





. We thus can think of Ax and By as quantum observables
whose results are for our convenience labelled by the roots of unity 1, ω, . . . , ωd−1.
The maximal quantum violation of the inequality (C.2.8) is Qd = 2(d− 1) and it is
achieved with the maximally entangled state of two qudits and the following observables
Ax = U †xFΩF †Ux, By = VyF †ΩFV †y (C.2.10)





ωij |i〉〈j| , (C.2.11)




ωjθx |j〉 〈j| , Vy =
d−1∑
j=0
ωjζy |j〉 〈j| (C.2.12)
with θ1 = 1/4, θ2 = 3/4, and ζ1 = 1/2 and ζ2 = 1. The eigenprojectors of Alice’s and













exp [i2πk(−b+ ζy)/d] |k〉 , (C.2.14)
respectively, where a, b ∈ {0, . . . , d− 1}.
It is worth mentioning that by virtue of the Fourier transformation (C.2.7) the Bell




(αkPk − βkQk) , (C.2.15)
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where the expressions Pk and Qk are defined as
Pk = P (A1 = B1+k)+P (B1 = A2+k)+P (A2 = B2+k)+P (B2 = A1+k+1) (C.2.16)
and
Qk = P (A1 = B1−k−1) +P (B1 = A2−k−1) +P (A2 = B2−k−1) +P (B2 = A1−k),
(C.2.17)





















with g(k) = cot[π(k+ 1/4)/d]. Here, P (Ax = By) is the probability that upon measuring
Ax and By, Alice and Bob would obtain the same results, and it is explicitly given by
P (Ax = By) =
d−1∑
a=0
p(a, a|x, y). (C.2.19)
Notice that by replacing the above αk, βk with αk = βk = 1− 2k/(d− 1) one obtains the
CGLMP Bell expression [6].
The experimental violations of the multidimensional SATWAP Bell inequality Ĩd ≥ Cd
obtained in the experiment in chapter 3 are reported in Fig. 3.8 for different dimensional-
ities.
C.3 Steering inequalities for multidimensional bipartite maximally
entangled states.
In the one-sided device-independent scenario both the measuring devices used by Alice
and the quantum state shared between Alice and Bob are uncharacterised (or untrusted).
The observable data in a so-called steering test are the probability distribution of Alice’s
measurement outcomes, conditional on her choice of measurement p(a|x), and the states
prepared, or ‘steered’ for Bob, given Alice’s measurement and the shared state ρ̂a,x. In
particular, assuming that the true state shared between Alice and Bob is ρ̂d, and that
Alice’s true measurements have POVM elements M̂a|x, then
p(a|x) = Tr[(M̂a|x ⊗ I)ρ̂d],
ρ̂a|x = TrA[(M̂a|x ⊗ I)ρ̂d]/p(a|x).
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This data is said to have a ‘local-hidden-state’ (LHS) model if there exists a hidden
variable λ and collection of hidden states ρ̂λ, distributed according to %(λ), along with a








Such a model provides a classical explanation of the steered states: all correlations
between Alice’s outcomes and Bob’s states are mediated by the hidden variable λ, which
controls Alice’s measurements through the response function p(a|x, λ), and Bob’s state
through ρ̂λ.
LHS models are not able to reproduce all the predictions of quantum theory. In
particular, all LHS models satisfy linear constraints, known as EPR steering inequalities [7].
In this work we are interested in a particular class of EPR steering inequalities, specified










which can be violated by data p(a|x), ρ̂a|x arising in quantum theory. When {M̂b|y}b,y
correspond to two mutually-unbiased-bases in dimension d, then βlhs = 1 + 1/
√
d.
Violations of EPR steering inequalities certify, in a one-sided device-independent manner,
that the underlying state shared by Alice and Bob is entangled. Experimental values
obtained for βd, up to local dimension 15, are shown in Fig. 3.9.
C.4 Compressed sensing tomography
Quantum state tomography (QST) is a process which allows us to experimentally
reconstruct the full density matrix of a quantum state. While QST represents an
important diagnostic tool in the development of quantum technologies, its practical
implementation becomes extremely challenging already for systems of intermediate scale.
This is because the density matrix describing the joint state of n subsystems with local
dimension d contains d2n entries, which explodes exponentially with the system size.
In order to implement QST in near-term quantum technologies of increasing size, new
techniques have been developed in recent years. Quantum compressed sensing is one of
the most prominent ones.
Compressed sensing was originally developed for classical data analysis. The idea is to
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exploit structures in the data collected in realistic situations to significantly reduce the
number of parameters to be determined in a matrix reconstruction problem. Low-rank
matrix recovery methods have inspired techniques for the reconstruction of low entropy
quantum states, namely compressed sensing quantum state tomography (CSQST). These
methods provide speed ups both in term of number of measurement required, and in the
post-processing time required reconstruct the density matrix from the data [8–10], and
have been implemented in systems of up to seven qubits [11]. In the experiment reported
in chapter 3, the low entropy of the quantum states generated is also certified by the
high quality of the quantum correlations measured with the protocols described above,
which further justifies the use of CSQST.
The CSQST protocol requires projective measurements in the eigenbases of m op-
erators randomly sampled from a chosen ortho-normal basis {ωi}d
2n
i=1 of the operators
space. Indicating with a vector y the measured statistics for all possible outcomes of
these bases, and with A(X ) the list of expectation values of the outcomes for a generic
input X , where A is a linear operator formalising the measurement process [10], the
matrix reconstruction is performed by solving a the semi-definite program (SDP)
ρ̃ =argmin TrX (C.4.1)
s.t. X ≥ 0, ‖A(X )− y‖22 ≤ ε,
and finally renormalising ρ = ρ̃/Tr(ρ̃). This is a convex trace norm minimisation
constrained on semi-positive definite matrices, for which efficient convex optimization
programs exist [12, 13]. Here ε is a control parameter related to the amount of noise in
the data, which can be chosen according to the heuristics developed in Ref. [11]. In order





operators is sufficient, in contrast with O(N2) used for standard approaches [8–10]. In
the low-rank case, this achieves approximately a quadratic advantage.
In the experiment reported in chapter 3, a total of 50, 122 and 228 operators were
measured for dimensions 4, 8, and 12, respectively, following reported measurement
procedures [11, 14]. The SDP for the density matrix reconstruction was performed
using the SeDuMi solver [13] on a standard laptop, and took few seconds for d = 4,
approximately five minutes for d = 8 and approximately one hour for d = 12. The
obtained density matrices are shown in Fig. 3.10.
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D test models for the valida-
tion of gaussian boson sam-
pling
In this appendix we provide a detailed description of the model used in chapter 4 for the
validation of Gaussian boson sampling. For all models we adopted Bayesian approaches,
which, as discussed in chapter 4, allow us to validate experimental data by comparing an
ideal experimental implementation of GBS against a general test model for which output
probabilities are computable. Here we describe how to compute such probabilities in
some physically relevant models. Theorical contributions to the matierial reported here
were provided by Levon Chakhmakhchyan.
D.1 Gaussian boson sampling with coherent states
We first consider a set ofm input coherent states ⊗mi=1 |αi〉, each of which has the following









A linear optical circuit U transforms a tensor product of coherent states ⊗mi=1 |αi〉
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In other words, coherent states remain separable while evolved through a linear optical
circuit. Thus, the joint probability pcs(k) of detecting a pattern of n single photons









which is a product of Poisson distributions. Consequently, both sampling from it and
computing its elements can be done efficiently on a classical computer. Although this
problem is trivial from a computational point of view, boson sampling from coherent
states comprises a physically relevant test model for validating our GBS experiments.
In the model implemented for the experiment in chapter 4, the input coherent states
amplitudes were considered to be uniform between all modes, as is physically plausible.
D.2 Gaussian boson sampling with thermal states
The next test model deals with sampling from linear-optically evolved thermal states.
We consider an M -mode input thermal state ⊗mi=1ρthi . In turn, each state ρthi can be
expressed as an incoherent mixture of Fock states,
ρthi = (1− τi)
∞∑
ni=0
τnii |ni〉 〈ni| , (D.2.1)
where τi = 〈ni〉(〈ni〉 + 1) and 〈ni〉 is the average photon number of the state. The
probability to detect a set k = {k1, . . . , km} of n single photons at the output of a
linear-optical circuit U injected with an m-mode thermal state ⊗mi=1ρthi then reads
pth(k) =
1





A = UDU †, (D.2.3)
D = diag {τ1, ..., τm} (D.2.4)
and Ak is obtained from A by repeating ki times its ith column and row.
Interestingly, although the photon-counting probability distribution for input thermal
states is given in terms of matrix permanents (namely, of Hermitian positive semi-definite
matrix permanents, since τi ≥ 0, ∀i) sampling from the probability distribution in
Eq. (D.2.2) is classically tractable [1]. Even more, computing its elements can also be
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done efficiently for a restricted set of linear-optical transformations U and input states
ρthi [2].
D.3 Gaussian boson sampling with distinguishable squeezed states
The treatment of GBS with distinguishable squeezed states is analogous to that of standard
boson sampling with distinguishable single photons. Namely, since distinguishable
squeezed states do not interfere with each other, the corresponding GBS experiment
with k distinguishable squeezed states is equivalent to a set of k experiments where
a single squeezed state |ξ̃j〉 := |0, . . . , 0, ξj , 0, . . . , 0〉 evolves according to the m-mode
linear-optical transformation U (j = 1, . . . , k). In turn, the photon-counting statistics at
its output is obtained by accumulating photon detection events from these experiments.
To find the corresponding probability distribution, we first write down the Q-covariance





















⊕mi=1(1 + δj,i cosh ξj) ⊕mi=1δj,i sinh ξj
⊕mi=1δj,i sinh ξj ⊕mi=1(1 + δj,i cosh ξj)
]
. (D.3.2)
Next, in order to find the probability pdss(k) of detecting a pattern k = {k1, . . . , km}
of n single photons at the output of k distinguishable squeezed states distributed among
m modes, one has to consider all the possible detection events upon the evolved states
|ξ̃j〉, ∀j, that yield the given pattern k. Since the corresponding expression is rather
bulky for arbitrary n, k and m, we present here only the expression relevant to the
experiment discussed in chapter 4. That is, we assume that four distinguishable squeezed
states are injected in the ath, bth, cth and dth mode of a 12-mode linear-optical circuit.
The probability p(4)dss(k) of detecting n = 4 single photons in the qth, rth, sth and tth
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Figure D.1: Equivalence between a sampler with two-mode squeezed states at the input and a circuit
with single-mode input squeezed states. (a) Photonic circuit in of a Gaussian boson sampler using TMS
at the input. (b) Equivalent circuit with SMS at the input, where each TMS source is substituted with
two SMS sources that are interfered into a beam-splitter after the bottom source has accumulated a π/2
phase.
Here, G is the set of all six distinct pairs of input mode numbers, that is
G = [{a, b}, {a, c}, {a, d}, {b, c}, {b, d}, {c, d}], (D.3.4)
l is the list of mode numbers where photons were detected, l = {q, r, s, t}, C̃ ′i is obtained
from the 12× 12 matrix C̃i = U · diag[0, . . . , tanh ξi, . . . , 0] · UT by keeping its qth, rth,
sth and tth rows and columns and p(j)ij = |C̃
(j)
ij |2. If two photons were detected at a given
mode, the corresponding mode number is repeated twice in the list l. For instance, if two
photons were detected in the rth mode, the list l reads l = {q, r, r, t}. Note also that the
first line in Eq. (D.3.3) corresponds to events where a pair of squeezed states produced a
detection of two pairs of photons, while the second line corresponds to events where a
single squeezed state produced a detection of four photons.
Although the computation of each element of the photon-counting probability distri-
bution pdss(k) is hard, sampling from it is classically tractable, analogous to the case of
standard boson sampling with distinguishable single-photons (see, e.g., Ref. [3]).
D.4 Gaussian boson sampling with two-mode squeezed states
To treat the case where the input states are two-mode squeezed states instead of single-
mode ones, we can make use of the analogy between the photonic circuits represented in
Fig. D.1a and Fig. D.1b. Similar connections between sampling protocols using TMS and
248
D.4 gaussian boson sampling with two-mode squeezed states
SMS have already been highlighted in previous works, for example in Ref. [4] it was used
to relate SBS and GBS. The idea is to note that m two-mode squeezers can be obtained
from 2m single-mode squeezers combined pairwise into phase shifters and beam-splitters,
as shown in Fig. D.1b. As photons in different modes of the two-mode squeezers would
not interfere in the interferometer, we can separate all the m top output modes of
the beam-splitters and the m bottom output modes, and send them into separate but
equal interferometers T . Suppose that single-photon detection at the outputs of both





i ki = n/2 must hold, where n is the total number of
photons). This would correspond to a detection patter x = k + h in the original TMS
sampler. The output probabilities of the TMS sampler ptms(x) can then be calculated











where pgbs(h,k) is the calculated probability of obtaining patterns h and k in the top
and bottom m output modes of the scheme in Fig. D.1b. The probability pgbs(h,k)
is obtained using the total transfer matrix Tgbs = (T ⊕ T ) · Tbs · Tps which includes
the matrices associated to the array of phase shifters Tps = U⊕mps and beam-splitters














We remark that, although sampling from TMS input states deviates from an ideal
implementation of GBS, it still represents a task which is hard classically, as it can be
mapped into an analogous GBS problem. Therefore, rather then a validation on the
computational complexity of the sampler, the test performed should here be interpreted
as supporting evidence for the correct experimental implementation of the protocol.
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