Abstract
Introduction
Massively parallel computers (MPPs) with a peak performance as high as 100 GF1OPS have made their advent into the supercomputing arena. As a result, MPPs are increasingly being used to solve large scale computational problems in physics, chemistry, biology, engineering, medicine and other sciences.
These applications, which are also referred to as Grand Chal/enge Applications
[14], are extremely complex and require several Teraflops of computing power to be solved in a reasonable amount of time. In addition to requiring a great deal of computational power, these applications usually deal with large quantities of data. At present, a typ ical Grand Challenge Application could require lGbyte to 4Tbytes of dat a per run [12] . These figures are expected to increase by orders of magnitude as teraflop machines make their appearance.
Although supercomputers have very large main memories, the memory is not large enough to hold this much amount of data. Hence, data needs to be stored on disk and the performance of the program depends on how fast
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the processors can access data from disks. A poor 1/0 capability can severely degrade the performance of the entire program.
The need for high performance 1/0 is so significant that almost all the present generation parallel computers such as the Paragon, iPSC/860, Touchstone Delta, CM-5, SP-1, nCUBE2
etc. provide some kind of hardware and software support for parallel 1/0 [10, 17, 4, 11]. A good overview of the various issues in high performance 1/0 is given in [12] In this paper, we consider the 1/0 problem from a language and compiler point of view. In order that these languages can be used for programming Grand Challenge Applications, it is essential that the compiler can automatically translate out-of-core data parallel programs. Language support for out-of-core programs has been proposed in [3, 8, 20] . We propose a framework by which a compiler together with appropriate runtime support can translate an out-of-core HPF program to a message passing node program with explicit parallel 1/0, Although we use HPF as the source language, the translation technique is applicable to any other data parallel language. There has been considerable research on compiling in-core data parallel programs for distributed memory machines [6, 22, 21] . This work, to our knowledge, is one of the first attempts at a methodology for compiling out-of-core data parallel programs. The rest of the paper is organized as follows.
The model for out-of-core compilation is explained in Section 2. Section 3 describes the compiler design including the transformations made by the compiler.
The runtime support system is described in Section 4. We use two out-of-core examples to demonstrate the working of the compiler, namely the solution of Laplace's equation and LU Decomposition. We discuss some performance results on the Intel Touchstone Delta in Section 5, followed by Conclusions in Section 6. In this paper, the term in-core compiler refers to a compiler for in-core programs and the term out-of-core compiler refers to a compiler for out-of-core programs. This is true even in the case of sequential computers where, in order to get good performance, the programmer must explicitly do 1/0 instead of leaving it to the operating system. The basic model on which the out-of-core compilation is based is shown in Figure 1 . Since the local arrays are outof-core, they have to be stored in files on disk.
The local array of each processor is stored in a separate file called the Local Array File (LAF) of that processor. The node program explicitly reads from and writes into the file when required.
If the 1/0 architecture of the system is such that each processor has its own disk, the LAF of each processor will be stored on the disk attached to that processor. If there is a common set of disks for all processors, the LAF will be distributed across one or more of these disks. In other words, we assume that each processor has its own logical disk with the LAF stored on that disk. The mapping of the logical disk to the physical disks is system dependent. At any time, only a portion of the local array is fetched and stored in main memory.
The size of this portion is specified at compile time and it usually depends on the amount of memory available. 
Out-of-core Compilation
For compiling out-of-core programs, in addition to handling all the issues involved in compiling in-core programs, the compiler must also schedule explicit 1/0 accesses to fetch/store appropriate data from/to disks. The compiler has to take into account the data distribution on disks, the number of disks used for storing data and the prefetching/caching strategies used. As explained earlier, the local array of each processor is stored in a separate local array file (LAF) and the portion of the local array currently required for computation is fetched from disk into the in-core local array (ICLA).
The size of the ICLA is specified at compile time and usually depends on the amount of memory available. This optimization, commonly known as strip mining [23, 24] , partitions the loop iterations so that data of fixed size (equal to cache size or pipeline stages) can be operated on in each iteration.
In the case of out-of-core programs, the computation involving the entire local array is performed in stages where each stage operates on a different part of the array called a .da b. The size of each slab is equal to the size of the ICLA.
As a result, the iteration space of the locrd array assignment/forall statement is partitioned ( strip mined) so that each iteration operates on the data that can fit in the processor's memory (ie. the size of ICLA).
In other words, there are two levels of data partitioning.
Data is first partitioned among processors and then data within a processor is partitioned into slabs which fit in the processor's local memory.
Language Support for Out-of-Core Compilation
In order to stripmine the array assignment statements, the compiler needs information about which arrays are out-ofcore and also the amount of memory available to store the ICLA.
We propose two directives, OUT.OF.CORE and MEMORY, using which the user can specify this information to the compiler. Figure 2 .
Array B is distributed over 16 processors in (block, block) manner as shown in Figure 5 (A). Consider the out-of-core local array (OCLA) and corresponding local array file (LAF) for processor 5, shown in Figure 5 (B). The OCLA is divided into slabs, each of which is equal to the size of the in-core local array (ICLA).
The slabs are shown using columns with different shades. The same figure shows the overlap area (also called ghost cells) for array Bfor the above array assignment statement.
The overlap area is used to store the data received from other processors.
Each point (i, j)ofthe array iscomputed using theva.1-ues at its four neighboring points.
Hence each processor, except those at the boundaries, needs to get one row or one column from each of its four neighboring processors. There are two ways in which this communication can be done, which we call the Out-of-core Communication In the outof-core communication method, the entire comm-data is communicated in one step and stored at appropriate locations in the local array file. Figure 5 (D). In this example, the local array file is divided into four data slabs. The shaded region in Figure 5 (C) shows the total amount of data to be communicated for the entire OCLA. How the array is stored in the local array file (eg. column major/row major).
How the file system atores the local array file (number of disks, data striping etc).
How many processors read the files. 
Issues in Runtime Support
Consider the HPF program fragment given in Figure 2 . This has the array assignment If the local array was in-core, these rows and columns would have been placed in the overlap areas shown in the Figure 7(B) . This is done so as to obtain better performance by retaining the DO loop even at the boundary.
Since the local array is out-of-core, these overlap areas are provided in the local array file. The local array file bssically consists of the local array stored in either row-major or column major order. In either case, the local array file will consist of the local array elements interspersed with overlap area as shown in Figure 7 (D). Data from the file is read into the in-core local array and new values are computed.
The in-core local array also needs overlap area for the same reason as for the out-ofcore local array. The example shown in the figure assumes that the local array is stored in the file in column major order.
Hence, for local computation, columns have to be fetched from disks and then written back to disks. At the end of each iteration, processors need to exchange boundary data with neighboring processors.
In the in-core case, this would be done using a shift type collective communication routine to directly communicate data from the local memory of the processors.
In the out-of-core case, there are two options:-q q
Direct
File Access: Since disks are a shared resource, any processor can access any disk.
In the direct file access met hod, a processor directly reads data from the local array file of some other processor as required by the communication pattern. This requires explicit synchronization at the end of each iteration.
Explicit Communication Each processor accesses only lts own local array file. Data is read into mem- Similarly, data is received from other processors into main memory and then saved on disk. This is similar to what would be done in in-core compilation methods.
Consider a situation in which each rrrocessor needs to . communicate with every other processor (all-to-all communication).
In the direct file access method, this will result in several processors trying to simultaneously access the same disk as shown in Figure  8 , resulting in contention for the disk.
A minimum of one block of data, the size of which is system dependent, is transferred during each disk access. Even if a processor actually needs a small amount of data, one whole block will be transferred for each access from every processor.
So the direct file access method has the drawback of greater disk contention and higher granularity of data transfer.
Also, in some communication patterns (eg. broadcast), the same piece of data may be fetched repeatedly by several processors.
In the explicit communication method, each processor accesses only its own local file and reads the data to be sent to other processors into its local memory. This data is communicated to other processors. Thus, there is no contention for a disk and since the data to be sent to all other processors has to be read from disk, the high granularity of data access from disk is less of a problem. In addition, thetime to communicate data between processors is at least an order of magnitude less than the time to fetch data from disk. However, this requires acommunication phase in addition to 1/0. The relative performance of these two methods on the Touchstone Delta is discussed in Section 5.
4.2
Out-of-Core Array Descriptor (OCAD)
The runtime routines require information about the array such as its size, distribution among the nodes of the distributed memorv machine. storaee Dattern etc. All this information is st&ed in a data st~u~ture called the Out-ofCore Array Descriptor (OCAD) and passed as a parameter to the runtime routines. Before any of the runtime routines are called, the compiler makes a call to a subroutine which fills in the OCAD on the basis of some parameters. The structure of the OCAD is given in Figure 9 . Rows 1 and 2 contain the lower and upper bounds of the in-core local arrav (excludimr overlaD area) in each dimension. The lower . . ., and upper bounds of the in-core local array in each dimension including overlap area are stored in rows 3 and 4. The size of the global array in each dimension is given in row 5. Row 6 contains the size of the out-of-core local array. Row 7 specifies the number of processors assigned to each dimension of the global array. The format in which the out-of-core local array is stored in the local array file is given in Row 8. The array is stored in the order in which array elements are accessed in the program, so as to reduce the 1/0 cost. The entry for the dimension which is stored first is set to 1, the entry for the dimension which is stored second is set to 2 and so on. For example, for a two-dimensional array, x,y = 1,2 means that the array is stored on disk in column major order and x, y = 2,1 means that the array is stored in row major order. This enables the runtime system to determine the location of any array element (i,j) on the disk. 
Runtime Library
We are developing a library of runtime routines using which we can compile any general out-of-core HPF program. writes vectors from the in-core local array to the local array file as in write-vet.
In addition it reuses data from the current ICLA slab for the computation involving the next ICLA slab. This is done by moving some vectors from the end of the in-core local array to the front of the in-core local array, in addition to writing all the vectors to the file. This can be explained with the help of Figure  10 and the Laplace equation solver discussed earlier.
Suppose the array is distributed along columns. Then the computation of each column requires one column from the left and one column from the right. The computation of the last column requires one column from the overlap area and the computation of the column in the overlap area cannot be performed without reading the next column from the disk. Hence, instead of writing the column in the overlap area back to disk and reading it again with the next set of columns, it can be reused by moving it to the first column of the array and the last column can be moved to the overlap area before the first column.
If this move is not done, it would be required to read the two columns again from the disk along with data for the next slab, The reuse thus eliminates the readimz and writirw of .
-Q .-two columns in this example. The number of columns to be moved is specified by 'left-shift' and 'right_shift'. 'left_shift' refers to the number of columns from the left that are needed for the computation of any column and 'right-shift' refers to the number of columns from the right.
In general, the amount of dat a reuse would depend on the intersection of the sets of data needed for computations involving two consecutive slabs. At the destination, the data is stored in the in-core vector "vet".
We have described only a subset of the runtime library in this paper because of space limitations. We also consider an out-of-core LU decomposition pro- Figure  12 and the pseudo-code for the translated program is given in Figure  13 . 
