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In large-scale sensor networks with monitoring applications, sensor nodes are
responsible to send periodic reports to the destination which is located far away
from the area to be monitored. We model this area (referred to as the distributed
source) with a positive load density function which determines the total rate of
traffic generated inside any closed contour within the area.
With tight limitations in energy consumption of wireless sensors and the many-
to-one nature of communications in wireless sensor networks, the traditional defi-
nition of connectivity in graph theory does not seem to be sufficient to satisfy the
requirements of sensor networks. In this work, a new notion of connectivity (called
implementability) is defined which represents the ability of sensor nodes to relay
traffic along a given direction field, referred to as information flow vector field ~D.
The magnitude of information flow is proportional to the traffic flux (per unit length)
passing through any point in the network, and its direction is toward the flow of
traffic. The flow field may be obtained from engineering knowledge or as a solution
to an optimization problem. In either case, information flow flux lines represent a
set of abstract paths (not constrained by the actual location of sensor nodes) which
can be used for data transmission to the destination. In this work, we present con-
ditions to be placed on ~D such that the resulting optimal vector field generates a
desirable set of paths.
In a sensor network with a given irrotational flow field ~D(x, y), we show that
a density of n(x, y) = O(| ~D(x, y)|2) sensor nodes is not sufficient to implement
the flow field as | ~D| scales linearly to infinity. On the other hand, by increasing
the density of wireless nodes to n(x, y) = O(| ~D(x, y)|2 log | ~D(x, y)|), the flow field
becomes implementable. Implementability requires more nodes than simple con-
nectivity. However, results on connectivity are based on the implicit assumption of
exhaustively searching all possible routes which contradicts the tight limitation of
energy in sensor networks. We propose a joint MAC and routing protocol to forward
traffic along the flow field. The proposed tier-based scheme can be further exploited
to build lightweight protocol stacks which meet the specific requirements of dense
sensor networks.
We also investigate buffer scalability of sensor nodes routing along flux lines
of a given irrotational vector field, and show that nodes distributed according to
the sufficient bound provided above can relay traffic from the source to the destina-
tion with sensor nodes having limited buffer space. This is particularly interesting
for dense wireless sensor networks where nodes are assumed to have very limited
resources.
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With recent advances in hardware technology, low-cost processors, miniature
sensing and radio modules required for sensor networks have been made, and further
improvements in cost and capabilities are expected within the next decade [60–62].
A Wireless Sensor Network (WSN) is composed of a large number of sensor
nodes densely deployed inside or very close to a phenomenon. The exact position
of sensors need not be predetermined, and they can be randomly deployed in inac-
cessible terrains. Such networks are usually aimed at monitoring vast regions, much
larger than the transmission radius of an individual node. Therefore, data transmis-
sion occurs in multihop communication. There has arisen a great demand for sensor
networks in many fields including military, environment monitoring, transportation
systems and agriculture [60, 63, 64].
WSN applications are classified based on their data-delivery requirements and
their traffic characteristics. According to [5], most of the current WSN applications
fall into one of the following broad classes of (i) monitoring and periodic reporting,
(ii) event detection and reporting, (iii) sink-initiated reporting, (iv) object detection
and tracking, and (v) hybrid applications with more than one of the above four
characteristics.
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Realization of sensor network applications require wireless ad hoc networking
techniques. Although many protocols have been developed for wireless ad hoc net-
works, they do not satisfy the unique requirements and features of sensor networks.
Specific characteristics of WSNs distinguish these networks from ad hoc networks.
Unlike in an ad hoc network, where any node can potentially communicate with any
other node, a WSN exhibits the many-to-one communication paradigm. Also, sen-
sor nodes have very limited energy, processing, and storage capacities. Thus, they
require careful resource management. Moreover, design requirements of a sensor
network change with its application. For example, while low latency is of utmost
importance in applications such as tactical surveillance, extending network lifetime
is more important for applications such as periodic weather monitoring [11].
It is desirable to present a framework to study WSNs that can support more
than one application and to provide a means to calculate required density of sen-
sor nodes that satisfy the throughput requirement of the network under different
scenarios. To this end, we use a continuous space model called information flow
vector field to model flow of traffic in WSNs. The flow field has two components
(magnitude and direction) at each point in the Euclidean space; the magnitude of
information flow is proportional to the traffic flux (per unit length) passing through
any point in the network, and its direction is toward the flow of traffic. This is very
similar to visualization of fluid flows or electric fields by means of vector fields. In
fluid flow visualization for example, the flow vector field represents the fluid velocity
field and flow streamlines are trajectories of massless particles that are traversed by
fluid particles in the flow field as a function of time. Similarly, information flow flux
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lines are a set of abstract paths used for data transmission to the destination. Note
that flow flux lines are not constrained by the location of sensor nodes. This model
was first introduced in [1] and [2] with an inspiration from electrostatics.
In a particular application, the flow field may be obtained from engineering
knowledge. Alternatively, it may be obtained as a solution to an optimization prob-
lem.
Our focus in this work is on monitoring applications where sensor nodes de-
ployed inside a distributed source send periodic reports to the destination, which is
located far away from the sensor nodes. For such networks, we present a general
method for flow optimization by minimizing the p-norm of the information flow
vector field subject to basic flow constraints. We further show through numerical
analysis that the p-norm problem has load balancing property, and that the amount
of load balancing increases by increasing the value of parameter p from 1 to infinity.
Specifically, when p is close to 1, optimal paths tend to pass through geometric
shortest paths from the source to the destination. By increasing the value of p from
1, the optimization tries to spread the traffic in the network, and as p → ∞ the
results achieve maximum load balancing. Traffic forwarded along flow flux lines of
the solution of the p-norm problem will observe different amount of load balancing
based on the value of p. In practice, p can be selected based on a trade-off between
delay and balancing the traffic over the network.
Next, we concentrate on the study of required density of sensor nodes inside
the distributed source so that the whole area is covered and that the active set of
nodes constitute a connected set such that all the traffic generated inside the source
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can be forwarded to the boundary of this region.
We also study the required density of sensor nodes between the distributed
source and destination to forward traffic along an irrotational information flow vector
field. We show that following the optimal paths for flow of traffic requires more nodes
than providing network connectivity. To perform this analysis, a new notion of
connectivity called implementability is defined which represents the ability of sensor
nodes to forward traffic along flux lines of a given direction field as the amount
of traffic scales linearly to infinity. The implementability analysis is accompanied
by proposing a controlled access scheduling scheme with which nodes can forward
traffic along the flow flux lines of an irrotational flow field.
Finally, we show that following flow flux lines of a given direction field provides
a means to better study buffer scalability of sensor nodes in large-scale WSNs. In
particular, we show that when nodes communicate based on the proposed scheduling
scheme, such analysis can be simplified to studying a linear network. Using the
results from linear networks, we show that sensor nodes can forward traffic to the
destination with limited buffer spaces without degrading the performance of the
network, as the magnitude of traffic scales linearly to infinity.
1.2 Notations and Definitions
In this section, we state the main notations and definitions used throughout




Throughout this work, X = (x, y) represents the Cartesian coordinates of
a point in Euclidean plane R2. The notation ~v = (vx, vy) is used to refer to a
vector field, where vx and vy denote the field components along the x and y axes,
respectively.
In partial differential equations, the nabla operator ∇ in two-dimensional






where ~ax and ~ay are the unit vectors along x and y axes, respectively.
The divergence of a vector field ~v at a point is defined as the net outward
flux of ~v per unit area as the area about the point tends to zero [27]. For an
area with an enclosed contour there will be an excess of outward or inward flux
through the contour only when the area contains a source or a sink, respectively.
The net outward flux per unit area is therefore a measure of the strength of the
enclosed source. Using the above definition, the divergence of a vector field ~v in
two-dimensional Cartesian coordinates can be shown to be equal to






On the other hand, the curl of vector field ~v is denoted by ∇ × ~v; its magnitude
represents the maximum net circulation of ~v per unit area as the area tends to zero,
and its direction is perpendicular to the area [27]. In two-dimensional Cartesian
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coordinates,






where, ~az = ~ax × ~ay
In vector calculus, vector fields with zero-divergence are commonly termed as incom-
pressible (or solenoidal) and vector fields with zero-curl are termed as irrotational.







, for p ≥ 1








Another measure for calculating the norm of a function f defined over A is called
the supremum norm1 or uniform norm and is defined as
|f |u = sup{|f(x, y)| : (x, y) ∈ A}
This can be used to define a mode of convergence; a sequence fn of functions con-
verges uniformly to a function f on a set A provided that limn→∞ |fn − f |u = 0.
Throughout the work, when performing linear algebra operations, a vector is
1The maximum might not exist if f is not continuous on its domain of definition, so the
supremum is used instead [65].
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treated as a column vector and BT refers to the transpose of matrix B.
In this work we are mainly concerned with events that occur with high proba-
bility (w.h.p); that is, with probability tending to one as the argument of the function
representing the event goes to infinity. We use standard notational conventions for
asymptotic analyses. Hence, for two non-negative functions f(·) and g(·), f(n) =
O(g(n)) w.h.p, if there exists a positive constant k such that limn→∞ P (f(n) ≤
kg(n)) = 1. With the above notation, f(n) = Ω(g(n)), as n → ∞, if g(n) =
O(f(n)). Also, f(n) = Θ(g(n)) w.h.p, if there exist positive constants k1 and k2 such





Also note that throughout this work, log(·) refers to the natural logarithm
(logarithm to the base e).
1.2.2 Definitions
Consider a general network with predefined sources and sinks, where N nodes
are distributed uniformly at random and independent from each other throughout
the network. Data is sent from node to node in a multihop fashion from a source
to an intended sink. For simplicity, we assume that time is slotted. Due to spatial
diversity, at each time instant more than one node can transmit data to its next
hop node, without facing destructive interference from other transmissions at the
same time. Two models for multihop communication called the Protocol Model and
the Physical Model have been proposed and widely used in the literature [13]. In
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a homogeneous scenario, where sensor nodes have same transmission radius rt and
transmission power pt, the aforementioned communication models can be described
as below.
Let Xi denote the location of a node as well as the node itself. A transmission
from node Xi to node Xj is successful
1. Under the Protocol Model if:
(a)
|Xi −Xj| ≤ rt, (1.3)
where | · | represents the Euclidean distance between two points in the
Cartesian plane, and
(b) for every other node Xk simultaneously transmitting over the same chan-
nel,
|Xk −Xj| ≥ (1 + ∆)rt (1.4)
∆ > 0 is a nonnegative parameter which models a guard zone around the
receiving node to limit interference from other nodes. It imposes the constraint
that no other neighboring nodes within the guard zone of the receiver can
simultaneously send data in the same channel. Hence, the Protocol Model can
be restated using circular guard zones around interfering transmitters.
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Let rI = qIrt, qI ≥ 1 denote the interference radius of each node transmitting
data. Therefore, all nodes inside a disk of radius rI from a transmitter node
receive noticeable amount of interference. Then, a communication from node
Xi to Xj is successful if |Xi −Xj| ≤ rt and Xj lies in the interference zone of
no other nodes transmitting at the same time as Xi.
2. Under the Physical Model if: the Signal to Interference Plus Noise Ratio











where {Xk, k ∈ T} is the set of nodes simultaneously transmitting over the
same channel as Xi, and N0 refers to the ambient noise power level. This
models a situation where signal power decays with distance r as 1
rα
. The loss
factor α > 2 in practical situations.
While the Protocol Model describes the effects of interference based on a pair-
wise relation between nodes, the Physical Model takes the aggregate interference
into account. Because of this, the Physical Model is generally considered to be more
accurate than the Protocol Model. However, the simplicity of the Protocol Model
has motivated its use in design and evaluation of communication protocols [38].
In order to reduce the complexity of studying successful transmissions under
the Physical Model, approximate versions of this model have been proposed in the
literature, especially for network simulators [67, 68]. A Bounded Physical Interfer-
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ence model (BPI model) is defined in [28] which neglects the effects of interference
from nodes residing outside a region (referred to as interference region) enclosing
the receiver of a particular transmission. Interference regions are considered to be
circular regions, which can be characterized by a single parameter, referred to as
the interference range. Hence, in a more general scenario where sensor nodes have
different transmission powers, a transmission from node Xi to node Xj is successful











where IR(Xj) denotes the interference region of node Xj.
For a detailed discussion on modeling interference in wireless ad hoc networks
see [38].
1.3 Dissertation Outline
1.3.1 Introduction to Information Flow Vector Field
In Chapter 2, we define information flow vector field, and briefly point out the
constraints it must satisfy in order to model flow of traffic in a general network.
We also present a general method for flow optimization in WSNs by minimizing
the p-norm of the information flow vector field subject to basic flow constraints,
namely flow conservation constraint and boundary constraint. We refer to this
problem as the p-norm flow optimization, and show through numerical analysis
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that the p-norm problem has load balancing property.
1.3.2 Topology Control Inside the Distributed Source
In Chapter 3, we concentrate on the study of required density of nodes inside
the distributed source. Nodes inside the distributed source monitor (sense) the
region and forward the traffic generated from other sensor nodes in the region.
Hence, they must provide both coverage and connectivity.
1.3.3 Topology Control Between the Distributed Source and Desti-
nation
In Chapter 4, we study the required density of nodes between the distributed
source and destination to forward traffic along an irrotational direction field. To
perform this analysis, a new notion of connectivity called implementability is defined
which represents the ability of sensor nodes to forward traffic along flux lines (also
referred to as flow streamlines) of a given direction field as the amount of traffic
scales linearly to infinity. The final results indicate that for an irrotational flow
field ~D(x, y), a density of n(x, y) = O(| ~D(x, y)|2) sensor nodes is not sufficient to
relay traffic along the flow streamlines. On the other hand, we show that ~D(x, y)
is implementable with a density of n(x, y) = O(| ~D(x, y)|2 log | ~D(x, y)|) sensor nodes
as | ~D| scales linearly to infinity.
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1.3.4 Scalability Property with Fading and Limited Buffer Capacity
In the first part of Chapter 5, we investigate the effects of fading on imple-
mentability of information flow field. We show that under a general model of fading
presented in [7], the sufficient bound on density of nodes for implementing flow paths
need not be changed.
In the second part of this chapter, we deviate from using a slotted system and
replace it with an asynchronous system with random transmission times. Under the
asynchronous system assumption, we investigate buffer scalability of sensor nodes
forwarding traffic along flow streamlines of an irrotational direction field, and show
that the performance of the network does not degrade as the network size grows
to infinity while sensor nodes have limited buffer space. This result is particularly
interesting for dense WSNs where nodes are assumed to have very limited resources.
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Chapter 2
Introduction to Information Flow Vector Field
2.1 Overview
2.1.1 Motivation
In this chapter, we present an overview of the definition of information flow
vector field as defined in [1], and briefly point out the constraints it must satisfy in
order to model flow of traffic in a general network.
The information flow field represents a set of paths for transmitting traffic from
the distributed source to the destination, which are not constrained by the location
of sensor nodes. In WSNs with monitoring and periodic reporting applications,
distributed source refers to the part of the network region from which periodic
reports are generated to be sent to the destination. In a particular application, the
flow field may be obtained from engineering knowledge. Alternatively, it may be
obtained as a solution to an optimization problem.
As introduced in [4], the p-norm problem places additional conditions on the
flow field such that the resulting vector field generates a desirable set of paths for
flow of traffic to the destination. The p-norm problem has load balancing property.
In practice, p must be selected based on a trade-off between delay and balancing
the traffic over the network.
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2.1.2 Related Work
In recent years, researchers have introduced analogies between wireless net-
works and various disciplines of physics. For example, it was shown in [57] that a
variable traffic density in a dense wireless ad hoc network results in minimum-cost
routes similar to rays of light resulting from a variable optical density. This anal-
ogy between optimal routing in wireless networks and geometrical optics was later
extended in [58] and [59].
In a different line of works, it was shown that by choosing a proper cost
function, the optimal distribution of traffic in a WSN has the same properties of
an electrostatic field. This was first studied by Kalantari and Shayman [1, 2], and
was followed by Toumpis and Tassiulas [10, 40], where the authors claimed that
minimizing the quadratic cost function results in optimal deployment of sensors by
minimizing total number of sensors required to transport the information to the
intended sinks. The problem of flow optimization was later pursued in [3], for the
case with multiple commodity flows, and in [19] for the case of multi-sink sensor
networks.
Analogies to electrostatics have been used in other works as well. Authors
in [29] proposed a routing protocol by use of electrostatic potentials. The proposed
solution introduces a potential field that covers the network such that each node is
associated with a given potential value. The packets are then routed through nodes
with a decreasing potential value. This formulation has been extended to deal with
anycasting and is extensively investigated in [16] in which a heat-inspired model for
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link-diversity routing is presented. The heat equation in steady state follows the
Laplace equation. To exploit this property for routing, the destination in a network
is modeled as a heat source. Then, the heat flow resulting from the source at all
the nodes is evaluated according to the network connectivity. Once all the values
are calculated, finding a path from the source to the destination is a gradient search
problem. This way, the path followed by a packet resembles the minimum-energy
diffusion path of a particle in a temperature field.
In [15], Nguyen et al. consider establishing a framework for routing by using
an analogy with electric fields. The authors proposed the use of several electric flux
lines generated by placing a positive charge in the source and a negative charge in
the destination as routes.
A common assumption used in many of these works is that the number of
nodes is very large or that the wireless network is “dense”.
2.2 Modeling Flow of Traffic in WSNs
Consider sensor networks with the application of monitoring and sending pe-
riodic reports to the destination. The destination is assumed to have unlimited
energy, space and processing power, and is usually far away from the region to be
monitored. Each sensor monitors a neighboring region around itself and periodic
reports are sent in a multihop fashion to the destination (also referred to as the
information sink). For now, we assume that sensor nodes are distributed and com-
municate in such a way that the correlation between data generated by neighboring
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sensor nodes are removed before transmitting traffic to the destination. This will
be addressed more in detail in Chapter 3.
We model the geographical area which must be monitored with a positive
load density function ρ(x, y). The closure of this area is referred to as the dis-
tributed source Ds. Load density function ρ(x, y) determines the total rate of traffic
generated inside any closed contour within Ds which must be transmitted to the
destination. Hence, the rate of traffic generated inside a closed contour a ⊂ Ds





Let A denote the area including the distributed source and the destination where
sensor nodes are deployed to carry the traffic from the source to the destination.
The value of load density function is defined to be zero for the region between
the distributed source and destination. Also, since all the traffic generated in the
network needs to be sent to the destination, the value of ρ(x, y) at the destination can




The information flow field, denoted by ~D(x, y), is a vector field with two
components (magnitude | ~D(x, y)| and direction ~Dir(x, y) = ~D(x,y)
| ~D(x,y)|
) at each point
(x, y) ∈ A. ~Dir(x, y) represents the direction of flow of traffic at point (x, y), and
magnitude | ~D(x, y)| represents the total amount of traffic passing per unit length of









where ~dn is an outgoing differential normal vector to the boundary of c, and S(c)
is the area surrounded by closed contour c. Equation (2.1) is similar to Gauss’
law in electrostatics, and can also be expressed in the form of the following partial
differential equation:
∇ · ~D(x, y) = ρ(x, y) (2.2)
It must be noted that although we have assumed that the information sink is
located at a point in the network, according to (2.1), non-zero dimensions must be
chosen for the destination in order to avoid the magnitude of information flow to
grow to infinity as it gets closer to the sink. Choosing non-zero dimensions for data
sink is also in accordance with networks where multiple antennas are located at a
circle with non-zero radius around the sink.
In addition to equation (2.2), the information flow satisfies the Neumann
boundary condition
~Dn(x, y) = 0, ∀(x, y) ∈ ∂A, (2.3)
where ~Dn is the normal component of ~D on the boundary of A, denoted by ∂A.
This constraint forces the information flow to stay within the network geometry
17
without violating the boundaries. In reality, there are no sensors deployed outside
of A; hence, no traffic passes through ∂A.
The above constraints on the flow field imply that for every location (x, y)
inside A there exists a path from that point to the destination, which can be found
by integrating the flow streamline from (x, y) all the way to the sink. Therefore,
the information flow field represents a set of paths for transmitting traffic from the
distributed source to the destination, which are not constrained by the location of
sensor nodes.
Although the flow field satisfies equations (2.2) and (2.3), ~D(x, y) is not
uniquely specified by these constraints. In a particular application, the flow field
may be obtained from engineering knowledge. Alternatively, it may be obtained as
a solution to an optimization problem. Later in this chapter, we suggest additional
conditions to place on ~D such that the resulting vector field generates a desirable
set of paths for traffic transmission to the sink.
Given a time-invariant vector field ~D(x, y), flow flux lines (also called stream-
lines) of ~D from each location (x, y) in the network to the destination can be found




where t is the integration variable and is not to be confused with time. Therefore,
each streamline can be represented parametrically from the source to the destination
by f(t) = (x(t), y(t);x0, y0) for t0 ≤ t ≤ t1, where x0 = x(t0) and y0 = y(t0) refer
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to the starting point of the streamline on the boundary of the distributed source
and x1 = x(t1) and y1 = y(t1) refer to the corresponding landing point on the
destination.
Later in this work, we consider network scenarios where the flow field scales lin-
early to infinity; i.e., we study networks with flow field ~D(x, y) = θ ~D1(x, y),∀(x, y) ∈
A, where ~D1 is a given initial field and θ ∈ R+ . Note that by scaling the flow field as
such the trajectory of flow streamlines does not change; however, the bounds of the
parametrization variable t changes with the scaling factor θ. This can be mathemat-
ically represented as f θ(t) = f 1(θt), where f θ(t) is the parametric representation of
a flow streamline of θ ~D1. This is better understood by considering velocity fields; as
the scaling factor θ increases, the trajectory of a flow streamline remains the same,
however it is traversed faster.
Note that we have used the term flow streamlines interchangeably with flow
flux lines throughout this work.
2.3 p-norm Flow Optimization
One important challenge in optimizing information flow flux lines is to de-
cide what additional conditions to place on ~D such that the resulting vector field
generates a desirable set of paths.
In [1] and [2], Kalantari and Shayman introduced a quadratic cost function
of the information flow vector field ~D with the intuition of distributing traffic flow
throughout the network. The quadratic cost function together with the constraints
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| ~D(x, y)|2dxdy (2.5)
subject to ∇ · ~D(x, y) = ρ(x, y)
~Dn(x, y) = 0, (x, y) ∈ ∂A,
which is a convex problem. They further proved that the optimal solution of (2.5)
must have zero curl; i.e.,
∇× ~D = 0.
Now the combination of the zero-curl property, together with the divergence prop-
erty and the boundary constraint uniquely specify the optimal flow field ~D.
The motivation behind using a quadratic cost function was to disperse traffic
in the network. This can increase the overall network throughput by reducing the
interference among sensor nodes. However, quadratic optimization does not achieve
maximum load balancing in the network. Therefore, we consider the following gen-




| ~D(x, y)|pdxdy (2.6)
subject to ∇ · ~D(x, y) = ρ(x, y)
~Dn(x, y) = 0, (x, y) ∈ ∂A,
20
in which p > 1. Increasing p causes the optimization problem to increase spatial
spreading in the network.
Note that by raising the cost function to power 1
p
, the optimal solution of (2.6)
will not change; however, the new cost function will be the p-norm of the information
flow ~D. Hence, we call the generalized optimization problem (2.6) the p-norm flow
optimization problem. As shown in [4], p-norm flow problem is a convex problem.
This is proved by showing that the Hessian of | ~D(x, y)|p is a positive definite matrix
for p > 1.
The load balancing property of the p-norm problem is quite evident from its
cost function. Consider the value of | ~D(x, y)| which can be assumed to be constant
in a small neighborhood around (x, y). Now, if we double | ~D|, it will affect the
cost function by a factor of 2p. Hence, the optimization problem tries to spread the
traffic more uniformly as p grows from 1 to ∞.
2.4 Numerical Analysis of the p-norm Problem
Although the p-norm problem turned out to be a convex optimization problem,
finding a closed form solution in general is not as easy as solving the quadratic
optimization problem. Therefore, we numerically solve the p-norm problem using
the optimization toolbox of MATLAB, and confirm its load balancing property.
Specifically, we show through numerical analysis that when p is close to 1,
routes tend to pass through geometric shortest paths from a source to a sink; this
reduces the average transport delay but can overload links which lie on shortest
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(a) p = 2 (b) p =∞
(c) p = 2 (d) p = 4
Figure 2.1: Solving the p-norm problem for different values of p in different network
topologies.
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paths. By increasing the value of p from 1, the optimization tries to spread the
traffic in the network, and as p→∞ the results achieve maximum load balancing.
In practice, p can be selected based on a trade-off between delay and balancing the
traffic over the network.
Fig. 2.1 shows the effect of load balancing as p increases in the p-norm problem
numerically solved for two different network topologies.
2.4.1 Supporting Different Geometries
One of the issues in the p-norm flow optimization problem is the ability to sup-
port different geometries for the network to be deployed. Numerical PDE solvers
may have different ways to handle this issue. The PDE toolbox of MATLAB, for
example, has predefined matrices which must be filled in a special way to support
different geometries. Moreover, numerical analyzers (including MATLAB) usually
have Graphical User Interfaces (GUI) in which one can draw the desired geometry,
and the predefined matrices will be filled indirectly. However, in order to discretize
the constraints of the p-norm flow problem, numerical analyzers approximate the
divergence operator with difference equations. This confines us to have plaid ge-
ometries 1. This section presents an alternative way with which we can support any
desired geometry while using rectangular geometries.
Consider the following flow optimization problem which is a more general
1A network of uniformly spaced squares that divides a geometry into units.
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k(x, y)| ~D(x, y)|pdxdy (2.7)
subject to ∇ · ~D(x, y) = ρ(x, y)
~Dn(x, y) = 0, (x, y) ∈ ∂A
The only difference between problem (2.7) and (2.6) is in the existence of a
k(x, y) factor in the cost function of the optimization problem. Let k(x, y) be a
positive scalar weight function on A, taking a high value in parts of the rectangular
geometry where no routes are desired to pass, and a relatively small value in places
where we want the actual network to be. Therefore, k(x, y) takes a small value inside
the desired geometry and a relatively high2 value in the undesired parts. In this
way, the optimization problem forces the routes to stay within the desired geometry
since passing through the undesired parts will drastically increase the cost.
As an illustrative example, consider Fig. 2.2(a) which shows the result of a
2-norm flow optimization problem in a polygon with a hole inside. As mentioned
earlier, the network geometry can be defined in two ways; one way is to draw the
desired geometry directly using a GUI, as shown in Fig. 2.2(b). The other way is
to use problem (2.7) and suitably assign values to k(x, y) in order to determine a
network geometry within a rectangle, as shown in Fig. 2.2(c). In both Fig. 2.2(b)
and 2.2(c), the real boundaries are specified by solid lines. The dashed lines in
Fig. 2.2(c) are dummy boundaries which are drawn to specify our desired geometry.
2Theoretically, k(x, y) must be equal to infinity in the undesired parts; however, keeping a ratio
of 103 to 104 from its value in the desired parts is sufficient for the sake of numerical analysis.
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(a) Optimized information flow
(b) Case I (c) Case II
Figure 2.2: 2-norm flow optimization problem. Case I: Defining the geometry
through a GUI. Case II: Defining the geometry using the k(x, y) factor.
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The area between the solid and dashed lines and inside the inner circle are parts
with a high k factor. The flow diagram related to Fig. 2.2(c) has small dots within
the rectangle but outside the desired geometry which represent points with zero
information flow. These are the points with a relatively high k factor residing in
parts of the network geometry where no traffic is desired to pass through.
2.5 Summary
In this chapter, we presented an overview of the definition of information
flow vector field, and briefly pointed out the constraints it must satisfy in order to
model flow of traffic in a general network. We also overviewed the p-norm problem
that places additional conditions on the flow field such that the resulting vector
field generates a desirable set of paths for flow of traffic from the source to the
destination.
In the second part of this chapter, we presented a numerical analysis of the p-
norm flow optimization problem and discussed the different issues of the numerical
analysis. Specifically, since numerical analyzers compute the divergence only on
plaid geometries, we presented a modified p-norm flow problem where any desired








As stated throughout the work, our focus is on monitoring applications where
sensor nodes deployed inside a distributed source Ds send periodic reports to the
destination, which is located far away from the sensor nodes. We refer to the closure
of the area with positive load density function as the distributed source.
Nodes inside the distributed source monitor (sense) the region and forward the
traffic generated from other sensor nodes in the region. Hence, they must provide
both coverage and connectivity. On the other hand, nodes outside the distributed
source must only relay the traffic generated at the distributed source to the destina-
tion. Therefore, nodes outside the distributed source must be connected such that
all the traffic generated in the source can be relayed to the destination. Coverage
is not an issue for nodes inside this area. The required density of nodes in the area
between the distributed source and destination is studied in the next chapter.
This chapter concentrates on the study of required density of nodes inside the
distributed source so that the whole area is covered and that the active set of nodes
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constitute a connected set such that all the traffic generated inside the source can
be forwarded to the boundary of this region.
It has been concluded in the literature [32] that for monitoring applications
where data is periodically transmitted to the sink, hierarchical routing protocols
are the most efficient method. This is due to the excessive number of sensor nodes
required due to random deployment which generates significant amount of redundant
data that can be aggregated along the routes to the sink, thus reducing traffic and
saving energy [31]. Clustering not only helps in reducing the amount of redundancy
in data traffic, but also provides a means to study coverage of the distributed source.
We concentrate on a circular area with uniform load density function ρ. The
circular region is divided into smaller clusters such that the whole area is covered and
that nodes inside each cluster are responsible to forward C bps, which is equal to the
transmission capacity of sensor nodes. In order to satisfy throughput requirements
of the distributed source, density of sensor nodes randomly deployed in the region
must be such that there exists at least one node inside each cluster. Let | ~D(l)|
denote the traffic flux per unit length passing through a closed contour of radius l.
Then, we show that a density of n(l) = O(| ~D(l)|2) nodes is not sufficient to provide
coverage while satisfying throughput requirements of the distributed source. On the
other hand, we show that a density of n(l) = O(| ~D(l)|2 log | ~D(l)|) nodes can cover
the whole area while sensor nodes can forward the traffic in a uniform pattern to
the boundary of the circular region.
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3.1.2 Related Work
Due to versatility of subjects studied in this work, related works on each topic
is investigated separately.
3.1.2.1 Coverage and Connectivity
One important issue that arises in WSNs is density control. Density control
ensures only a subset of sensor nodes operate in the active mode, while fulfilling
coverage and connectivity [33].
The coverage problem studies the minimum set of nodes that can cover the
entire area to be monitored, based on a model for sensor nodes to monitor their
neighboring region. Connectivity of the sensor nodes (to relay the collected traffic)
can be studied in conjunction with the coverage problem if under some conditions,
connectivity implies coverage or vice versa.
Assume that each sensor node can monitor an area of radius rs (referred to
as the sensing radius) from itself, and that each node can communicate with nodes
residing within its transmission radius rt. Then, in a homogeneous scenario, authors
in [33, 34] have independently shown that if the transmission radius rt of sensor
nodes is at least twice of their sensing radius rs, a complete coverage of a convex
area implies connectivity among the working set of nodes.
Analysis of coverage and connectivity of sensor nodes in a WSN under different
node deployment strategies and based on different coverage and communication
models have been vastly studied in the literature. See [37] for more information in
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this regard.
3.1.2.2 Clustering Techniques in WSNs
Clustering in WSNs involves grouping nodes into clusters and electing a cluster
head (abbreviated as CH) such that nodes inside a cluster can directly communicate
with their CH, and that each CH can forward the aggregated data to the data sink
through other CHs [36].
Most of clustering protocols assume uniform cluster sizes throughout the net-
work. However, due to the many-to-one nature of communications in WSNs, CHs
closer to the sink forward more traffic than those farther away. Hence, the amount
of traffic forwarded by different CHs is highly skewed. Shu et al. [35] studied the
problem of cluster size assignment and proposed a scheme to decrease the cluster
sizes as they get closer to the data sink.
Some of the other challenges in this area of research are discussed in [36].
In this work, we study suitable selection of transmission radii of nodes to ensure
feasibility of inter and intra cluster communications. We also study the problem of
cluster size selection to avoid skewed load distribution on CHs.
3.1.2.3 Tier-Based Routing Inside a Circular Area
Due to high density of sensor nodes in WSNs, it is not possible to build a
global addressing scheme and assign one routing address per node in such networks.
Different routing strategies to meet this specific need of WSNs have been widely
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studied in the literature. Here, we briefly mention two of such routing protocols,
namely AIMRP and DGRAM which are fully described in [5] and [6], respectively.
AIMRP (Address-light, Integrated MAC and Routing Protocol) is an inte-
grated MAC and routing mechanism designed specifically for WSNs with (rare)
event detection and reporting application. AIMRP is an address-light protocol
which does not use strict per-node identifiers. At each hop, the node containing a
packet indicates its tier number in the packet so that another node with a lower tier
number can receive the packet. In this way, routing can be done by addressing at
the tier level [5].
Authors in [6] propose another tier-based energy-efficient integrated MAC and
routing protocol, called Delay Guaranteed Routing and MAC (DGRAM) protocol,
which uses slot reuse technique to reduce the latency between two successive medium
accesses by a sensor node. The proposed slot allocation strategy does not require
exchange of control messages, which makes the deployment self-configuring.
DGRAM requires the sensor nodes to be deployed with uniform density through-
out the network region. Slot assignments in DGRAM happen in three levels of hier-
archy: tier level, block level and node level. Hence, it is not suitable for WSNs with
high density. Also, certain requirements of sensor networks (such as coverage) are
not considered in this work. Nonetheless, the slot assignment technique used in [6]
has been inspiring to this work.
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3.2 Network Model and Assumptions
Consider the distributed source to be a circular area of radius R = 1 with
uniform load density function ρ(x, y) = ρ. Sensor nodes are assumed to be able to
change their transmission radius rt by suitably changing their transmission power as
a function of their distance to the center. This should be done in order to reduce the
amount of interference on neighboring nodes while maintaing network connectivity.
Sensing regions are also assumed to be circular; i.e., each sensor node can monitor
an area of radius rs around itself. Furthermore, sensor nodes are assumed to have
a transmission capacity of C bps.
Using the divergence property of information flow vector field and symmetry of
the problem, magnitude of information flow inside the circular area has the following
relation:
| ~D(l)| = 1
2
ρl, 0 ≤ l ≤ R (3.1)
φ ∈ [0, 2π),
where (l, φ) represent the polar coordinates of a point from the center of the circular
area. The flow field is also assumed to be irrotational, and hence the direction of
information flow is radially outward toward the boundary of the circular region.
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3.3 Partitioning the Distributed Source
To study the required density of nodes that cover Ds and propose a hierarchical
routing protocol, the network is decomposed into tiers and each tier is divided
into different clusters. This is shown in Fig. 3.1. Nodes within each cluster are
responsible to collect data from the region inside the cluster and send their data to
the CH. CH collects data and relays the traffic to a neighboring cluster in the next
tier toward the boundary, after performing some sort of data aggregation. CHs in
each tier are responsible to collect data as well as relay the traffic received from
inner tiers; hence, due to uniform transmission capacity of nodes, the width of tiers
and the size of clusters must reduce as they get closer to ∂Ds. In order to reduce
the amount of interference on neighboring clusters due to concurrent transmissions,
the transmission radius of nodes must also reduce proportional to the size of their
clusters.
Figure 3.1: Partitioning the area of the distributed source into clusters.
Let li, i = 1, 2, · · · denote the radius of different tiers, where the first tier is
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the disk of radius l1 at the center, and the ith tier (i > 1) is the belt region confined
between circles of radius li−1 and li. Tiers are further divided into clusters such that
each CH is responsible to transmit a total traffic of C bps. Let N(i) denote the
required number of clusters at the ith tier; then,
N(i)C = ρπl2i (3.2)
Also, since the first tier is a disk around the center, l1 can be chosen such that





Figure 3.2: ith tier shown as a rectangle (i ≥ 2).
Fig. 3.2 shows a tier for (i ≥ 2) where the belt shape of the tier is approximated
as a rectangle of length 2πli and width s(li) which denotes the size of square clusters
at the ith tier. Therefore,
N(i)s(li) = 2πli, for i ≥ 2 (3.3)
Using relation (3.2) and substituting s(li) = li− li−1 in (3.3), the following recursive
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relation is derived:
li(li − li−1) =
2C
ρ










, for i ≥ 1, (3.5)
where
2ai = ai−1 +
√
8π + a2i−1, for i ≥ 2,
and a1 = 1











The following properties of the sequence {ai}∞i=1 will be found useful for the
rest of the analysis.
Lemma 3.1: The sequence {ai}∞i=1 which is generated based on the recursive
relation (3.5) has the following properties:










Proof of the above statements are left for the reader.
3.4 Required Density of Nodes
Based on the previous discussion, in order to meet the throughput requirement
of the circular region, density of sensor nodes must be such that there exists at least
one node inside each cluster. Moreover, for CHs to cover the whole area of their
corresponding clusters, sensing radius of nodes must be chosen such that
rs(li) =
√
2s(li), for i ≥ 2, (3.7)
and rs(l1) = 2l1
Hence, using relations (3.6) and (3.7), sensing radius of nodes is inversely propor-
tional to the distance from the center of the circular region.
The following lemma investigates the necessary and sufficient relation between
the sensing radius and the transmission radius of nodes such that network coverage
and connectivity requirements are satisfied simultaneously.
Lemma 3.2: The necessary and sufficient condition to guarantee connectivity
at the cluster level while maintaining coverage of the distributed source Ds is met
when rt(l) = k0rs(l), for some
√
2 ≤ k0 ≤ 2.
Proof. Connectivity at the cluster level is defined as existence of a path between any
two CHs in the network. To ensure connectivity at the cluster level, neighboring
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clusters at consecutive tiers and adjacent clusters inside each tier must be connected.
Fig. 3.3 and Fig. 3.4 depict worst case scenarios for connectivity of CHs inside
neighboring clusters at the same and at two consecutive tiers, respectively.
From Fig. 3.3, rt(li) ≥ 2s(li) =
√
2rs(li) is a necessary condition to connect two
adjacent clusters in the same tier. Also from Fig. 3.4, rt(li) = 2rs(li) is sufficient to
guarantee connectivity of CHs in neighboring clusters at consecutive tiers. Hence,
for a given sensing radius rs, the necessary and sufficient transmission radius to
provide cluster level connectivity is equal to rt(l) = k0rs(l) for some
√
2 ≤ k0 ≤ 2.
We assume rt(l) = 2rs(l) for the rest of the analysis.
Figure 3.3: rt(l) =
√
2rs(l) to guarantee connectivity of adjacent clusters in the
same tier.
Figure 3.4: rt(li) = 2rs(li) is sufficient to guarantee connectivity of CHs in neigh-
boring clusters at consecutive tiers.
Remark 1: Note that the exact value of k0 does not play an important role in
our analysis since it does not change the order of required number of nodes.
37
In the rest of this section, we perform an asymptotic analysis to derive the
required density of nodes that ensure network coverage as ρ→∞.











Therefore, the sensing radius (and hence the transmission radius) of nodes are in-
versely proportional to the magnitude of information flow everywhere in the dis-
tributed source.
Let n(l, φ) represent the required density of sensor nodes as a function of
location in Ds. Due to the existing symmetry in the problem, the required density
of nodes is not a function of φ; hence, n(l, φ) = n(l).





) < 1− p < exp(−p), for |p| < 1 (3.9)
Proof. The inequality in the right hand side can be easily verified by comparing
1 − p to the Taylor expansion of exp(−p) around the origin. For the inequality in
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the left hand side, proceed as follows:














pi = − p
1− p
, for |p| < 1.
Theorem 3.1: A random deployment of sensor nodes with density n(l) =
O(| ~D(l)|2) is not sufficient to cover Ds while satisfying the traffic requirements of
the distributed source.
Proof. Assume that sensor nodes with density n(l) = O(| ~D(l)|2) are randomly de-
ployed inside Ds. Hence, a total number of n(l)2πls(l) nodes is distributed uniformly
at random within the tier of distance l from the center. Based on equations (3.2)
and (3.3), the tier is partitioned into N(l) = πl
2
C





Let Pd denote the probability that Ds is not covered, and Υj(l) be the event that
no sensor nodes exist in jth cluster Cj(l), j = 1, · · · , N(l), of the tier at distance l
from the center.
Pd > P [Cj(l) not covered |Υj(l)]P [Υj(l)]













where the second line is derived based on the uniform distribution of nodes within
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the tier, and the third line is derived using Lemma 3.3. Now, by substituting
n(l) = k| ~D(l)|2 = k l2
4
ρ2, for some k > 0, and taking the limit as ρ→∞,
Pd > P [Cj(l) not covered |Υj(l)] exp(−kC2) (3.10)
The first term in the right hand side of (3.10) has a strictly positive probability,
and the exponential term is also strictly positive for any positive real k; hence,
Pd > 0.
Theorem 3.2: A random deployment of sensor nodes with density n(l) =
O(| ~D(l)|2 log | ~D(l)|) is sufficient to cover the distributed source and to forward the
traffic generated inside Ds to its boundary.
Proof. The proof of this theorem has two steps; first, we show that n(l) covers the
whole area of Ds. Next, we show that the traffic generated inside the circular region
can be forwarded to ∂Ds. The latter is shown by proposing a feasible controlled
access scheme.
1. Meeting the coverage requirement: As mentioned earlier, for any finite ρ, the
distributed source is partitioned into tiers of width s(li) such that
∑m(ρ)
i=1 s(li) = 1,
where m(ρ) denotes the total number of tiers. Using equation (3.6), the re-














The above relation shows that m is an increasing function of ρ.
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For each ρ, let {Ci,j, i = 1, · · · ,m(ρ) j = 1, · · · , N(i)} be the set of clusters
partitioning the whole area of the distributed source. Accordingly, define Υi,j
to be the event {Ci,j is empty}. Now,














where Υci,j is the complement of Υi,j. As ρ→∞, the double series in the last











































which goes to zero for 1
C2
≤ k ≤ 2
C2
, making the double series in (3.11) vanish
as ρ → ∞; hence, the network is covered. Note that although the integral in
the last line of (3.12) is not defined for k > 2
C2
, but if the network is covered
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with n(l) = k1| ~D(l)|2 log | ~D(l)| for 1C2 ≤ k1 ≤
2
C2
, then it is also covered for
any k > k1.
2. Meeting the traffic flow requirement: In this part, we show that a TDMA-based
integrated MAC and routing scheme with finite number of slots per each time
frame can be applied to the network to carry all the traffic generated inside the
distributed source to its boundary. Slot assignments in our proposed scheme
happen in two levels of hierarchy: tier level and cluster level.
(i) Tier level: at this level we need to show that tiers can be partitioned into
groups of Ns tiers (Ns bounded and independent of ρ) such that concurrent
transmissions of nodes inside tiers kNs, k ≥ 1 apart do not interfere with each
other.
Let us start with a simple case where nodes distributed throughout the circu-
lar region have uniform sensing (and transmission) radius, and that the tiers
around the center are of equal width as well. This case was studied in [6]




+1, where the first term assures that interference zones of concurrent
transmitters do not interfere with each other and the additional term takes
into account cases where transmitters are on the edge of their corresponding
tiers. This is further shown in Fig. 3.5.
In our work, however, the transmission radius of nodes and the width of tiers
are a function of distance from the center. Hence, Ns is also a function of
distance from the center and that the maximum Ns(i) must be chosen to
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Figure 3.5: Nodes Xi and Xk in the shaded tiers have non-interfering interference
zones and can transmit simultaneously. The same situation holds for Xk and Xv
which are in the same tier.
implement a unique protocol for all nodes in the network. Furthermore, in
the asymptotic analysis, another important challenge is to be able to choose
a finite Ns independent of ρ which remains bounded as ρ → ∞. Therefore,




















Using Lemma 3.1, ai+j < ai + j
√





























































inequality (3.13) holds as well. Solving the above inequality for Ns(i) gives,













where the right hand side of (3.14) is a decreasing function of i and is also
independent of ρ. Therefore, a finite Ns independent of ρ can be chosen to be
Ns = maxi{Ns(i)} = Ns(1), which can be found using (3.14).
(ii) Cluster level: in order to have concurrent transmissions at each tier, clus-
ters inside each tier must also get divided into Nc groups. Using the same
communication protocol, in order to avoid significant interference, 2rI(l) =
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2qIrt(l) ≤ (Nc − 1)s(l). Therefore,
Nc ≥ d4
√
2q + 1e, (3.15)
which is independent of l and ρ.
The above discussion shows that with applying a TDMA scheme with a frame size of
NsNc slots, the traffic generated inside Ds can be successfully forwarded to ∂Ds.
Relay of traffic from the distributed source to the destination can be done
using any routing protocol which is designed to take care of the many-to-one nature
of communications in WSNs. In particular, relay of traffic to the destination can be
along flux lines of information flow vector field ~D(x, y). This is fully described in
Chapter 4, where it is shown that the required density of sensor nodes to “follow”
flow flux lines of an irrotational flow field ~D in the region between the distributed
source and destination is again O(| ~D(x, y)|2 log | ~D(x, y)|).
3.4.1 Uniform Flow of Traffic
Due to the existing symmetry in Ds, it is desired for CHs to forward traffic in a
uniform pattern from one tier to the next. This also avoids the need for queueing. To
do so, each cluster in the ith tier must be able to communicate with dN(i+1)edN(i)e =
da2i+1e
da2i e
clusters in the (i+1)th tier. The value of this ratio is listed in Table 4.1 for 1 ≤ i ≤ 5.
As shown in the table, 1 < dN(i+1)edN(i)e ≤ 2 for i > 1. This is because, based
on Lemma 3.1, {ai+1
ai
} is a monotonically decreasing sequence reaching 1 (from the
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Table 3.1: Number of clusters at each tier
i ai da2i e
dN(i+1)e
dN(i)e
1 1 1 10
2 3.05 10 2
3 4.45 20 1.6
4 5.57 32 1.34
5 6.53 43 1.28
right side) in the limit. In order to reduce the complexity of routing and use a
uniform ratio along different tiers, we manipulate the number of clusters at each
tier by doubling the number of clusters moving from one tier to the next for i ≥ 2;
hence, we choose N(i+1)
N(i)
= 2, for i ≥ 2. Note that the width of each tier remains
unchanged through this modification; however, the number of clusters at each tier
will be at most double the required number of clusters for data aggregation and
forwarding which was derived in (3.2). Hence, the shape of clusters change from
squares to rectangles. Using same sensing and transmission radii as before, none of
the previously derived asymptotic results change. To limit the effect of interference
due to simultaneous transmissions, number of groups at cluster level (Nc) must get
doubled to compensate for using more clusters in each tier. The partitioning shown
in Fig. 3.1 was done based on this assumption.
The maximum distance between two nodes communicating based on the above














where dmax denotes the maximum distance between nodes. Using the inequality
s(li+1) < s(li) in (3.16) (which can easily be derived from (3.6)), it is evident that
dmax < rt(li) = 2
√
2s(li). Therefore, relay of traffic to the boundary of the circular
area in a uniform pattern is possible.
3.5 Summary
In WSNs with monitoring applications, we modeled flow of traffic using a
load density function. This provided a framework to better study open problems
such as ensuring connectivity, computing optimal cluster sizes and density control
in WSNs while meeting special requirements of such networks. In a circular region
with uniform load density function, let | ~D(l)| denote the traffic flux per unit length
passing through a closed contour of radius l. We showed that a density of n(l) =
O(| ~D(l)|2) nodes is not sufficient to provide coverage while satisfying throughput
requirements of the distributed source. On the other hand, we showed that a density
of n(l) = O(| ~D(l)|2 log | ~D(l)|) nodes can provide coverage of the network region while
forwarding the traffic to the boundary of the circular region in a uniform pattern.
This was shown by proposing a feasible TDMA-based integrated MAC and routing
scheme with finite number of slots per each time frame.
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Chapter 4
Topology Control in Large-Scale WSNs: (II) Between the
Distributed Source and Destination
4.1 Overview
4.1.1 Implementability: A New Notion of Connectivity
In this chapter, we study the required density of nodes to forward traffic along
information flow field. We show that following the optimal paths for flow of traffic
between the distributed source and the destination requires more nodes than pro-
viding network connectivity. To perform this analysis, a new notion of connectivity
called implementability is defined which represents the ability of sensor nodes to
forward traffic along flux lines (also referred to as flow streamlines) of a known flow
field as its magnitude scales linearly to infinity. Although the concept of imple-
mentability is defined for a general flow vector field, in this work we concentrate on
studying flow fields which have zero divergence and zero curl in the region between
the distributed source and destination. We refer to such flow fields as ideal flows.
Note that based on the definition of information flow vector field, its divergence is
zero in the region between the source and destination. However, the constraint of
having zero curl confines the analysis to flow fields which are the solution of the
2-norm flow problem. The final results indicate that for a given ideal flow field
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~D(x, y), a density of n(x, y) = O(| ~D(x, y)|2) sensor nodes is not sufficient to relay
traffic along flow streamlines. This result contradicts the prior result of [10] where
authors stated otherwise. On the other hand, we show that ~D(x, y) is implementable
with a density of n(x, y) = O(| ~D(x, y)|2 log | ~D(x, y)|) sensor nodes.
Note that previous results on connectivity have been obtained based on the im-
plicit assumption of a routing protocol, capable of exhaustively searching all possible
routes, between all pairs of nodes [14]. However, the tight limitation of energy in
sensor networks calls for a lightweight protocol stack. We propose a joint MAC and
routing protocol which requires no more than n(x, y) = O(| ~D(x, y)|2 log | ~D(x, y)|)
nodes to relay traffic along flow streamlines. The proposed tier-based scheme also
provides a framework to reduce the size of addressing fields (by requiring tier-level
addressing instead of node-level addressing) and apply power-saving methods by
using clustering techniques, and hence meeting the specific requirements of dense
sensor networks. The details of addressing and clustering techniques should be
specified based on network geometry and are out of the scope of this work.
4.1.2 Related Work
A vector field representation for flow of traffic in WSNs was first introduced
in [1, 2] with inspiration from electrostatics. Approaches based on electrostatics
have become popular thereafter. [10], [29], [16], and [15] are among the works based
on this analogy.
The spatial distribution of wireless nodes that can transport a given volume
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of traffic in a sensor network was first studied in [10]. Under a general assumption
on the physical and medium access control (MAC) layers, the authors showed that
the optimal distribution of nodes induces a traffic flow identical to the electrostatic
field that would exist if the sources and sinks of traffic were substituted by an
appropriate distribution of electric charge. This result was based on the assumption
that a location (x, y) with node density n(x, y) can support an information flow with
magnitude less than or equal to λ
√
n(x, y) for some constant λ. In this work, we
show that this assumption is not realistic under the new notion of connectivity and
under more accurate communication protocols.
4.1.3 Summary of Results
First, a new notion of connectivity called implementability is defined which
uses the magnitude and direction of information flow field to form an increasing set of
disjoint regions such that, as magnitude of flow field scales linearly to infinity, traffic
can be forwarded to the destination in a multihop fashion along the flow streamlines
with constant rate inside each region. For the flow field to be implementable, density
of sensor nodes must be such that piecewise linear routes can be formed w.h.p inside
each region, as the scaling factor goes to infinity. We show that in the limit, the set
of piecewise linear routes converges uniformly to a set of flow streamlines, which by
definition are optimal paths for flow of traffic.
To perform the implementability analysis, we first consider a unit square ex-
ample with uniform information flow parallel to the sides of the square and study
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the required number of nodes to implement the flow field inside the square. We
show that the results of this simple example can be extended to networks with more
complicated geometries using a flow-based curvilinear coordinate system which par-
titions the network into smaller approximately square grids with flow streamlines
similar to the unit square network. The existence of such coordinate system can be
shown for flow fields which have zero divergence and zero curl in the region between
the source and destination, and hence the implementability analysis is confined to
such flow fields in this work.
For the unit square example with uniform flow field ~D(l), we first show that
a quadratic relation between density of nodes and | ~D(l)| is not sufficient to imple-
ment the flow field. To show this, we prove that implementability requires more
than simple connectivity by showing that a disconnected network of nodes cannot
implement the flow field; i.e., the probability that an isolated node affects forming a
piecewise linear route inside its associated region is strictly positive as | ~D(l)| → ∞.
Next, we show that increasing the number of sensor nodes toN = O(| ~D(l)|2 log | ~D(l)|)
nodes is sufficient to implement the flow field. The sufficiency is shown by proposing
a joint MAC and routing protocol which requires the same order of nodes to forward
the traffic within each flow region using either the Protocol or Physical Model.
The main idea of the proposed scheduling scheme is to divide time and fre-
quency domains into smaller slots and sub-channels such that transmissions at each
time slot and frequency sub-channel abide by either of the communication models.
The steps involved in this scheduling scheme are as follows:
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- Tessellate the square into smaller square cells of proper width (proportional
to the width of the flow regions).
- Divide cells into M2 groups, for a fixed M to be specified later, such that at
each time slot m = 1, · · · ,M2, nodes inside the mth group can successfully
forward traffic to their neighboring nodes, and
- Determine transmission power or transmission radius of nodes such that inter-
cell communication is possible.
The proof is completed by showing that a finite M can be found under either com-
munication model, and that w.h.p there exists at least one node inside each cell to
forward the traffic in its associated time slot.
The proposed tier-based scheme provides a framework to reduce the size of
addressing fields (by requiring tier-level addressing instead of node-level addressing)
and apply power-saving methods by using clustering techniques. Highly optimized
protocol stacks can be designed for different network geometries based on their
specific properties; the details of addressing and clustering techniques are beyond
the scope of this work.
4.2 Implementability of Information Flow Field
The goal of this chapter is to provide a means to study the required density of
nodes to communicate in a multihop fashion along flow streamlines. Let C denote
the transmission capacity of sensor nodes (measured in bps), and 0 < γ ≤ 1 be a
parameter determined by the MAC protocol which represents the portion of time
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and/or frequency bandwidth assigned to each node for data transmission. Hence,
with w0 referring to the total amount of traffic generated at the distributed source,
a total number of ns(A) = dw0γC e routes is required to relay all the traffic from the
source to the destination.
For a known information flow ~D(x, y), a set of ns(A) flux lines can be selected
to represent desired paths for flow of traffic. The set of flux lines can then be used to
partition the area between the distributed source and the sink into a set of disjoint
regions so that traffic can be relayed in a multihop fashion inside each region with
constant rate. If density n(x, y) of sensor nodes is high enough such that as | ~D|
scales linearly to infinity piecewise linear routes can be formed inside each region
to forward traffic to the destination, then the information flow field ~D is said to be
implementable with node density n(x, y).
To form piecewise linear routes, a set of ns(A) streamlines is chosen by placing
flow seeds on the boundary of the distributed source and using relation (2.4) to
integrate the flow lines all the way to the destination. By bisecting the region
between each pair of streamlines, network geometry A is partitioned into ns(A)
streamline regions. Each region is the area between a pair of bisections and includes
a streamline in its interior. To avoid intersection of piecewise linear routes, they
must stay within the margins of their corresponding streamline regions.
Consider a rectangular area with a set of flux lines passing through and parallel
to the vertical sides of the rectangle, similar to Fig. 4.1. This resembles flux lines
passing through a small enough area element inside A. Using the same method
described above, the rectangular area is partitioned into a set of streamline regions
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which in this case is a set of rectangular strips as shown in the figure. Sensor nodes
are deployed inside the rectangle uniformly at random. In order for sensor nodes to
be able to form piecewise linear routes inside each streamline region, the transmission
radius of nodes must be less than the width of the narrowest strip1. Otherwise,
routes might violate the margins of their corresponding streamline regions2.
Figure 4.1: A set of irregular flow streamlines.
As transmission radius of nodes decreases, more nodes must be deployed to
form routes inside each strip. This is because density of nodes must be such that
each node can find another node within its transmission radius. Therefore, required
density of nodes is minimized if flow flux lines are evenly spaced within the rectangle.
Following a similar argument, the set of ns(A) streamlines chosen in A must
be “locally regular” in order to minimize the required number of nodes inside each
area element. A more precise definition of local regularity is stated in the sequel.
1In order to ensure that the traffic inside each strip stays within itself, nodes inside adjacent
strips must use different frequency sub-channels to carry traffic.
2More accurately, the transmission radius of nodes must be proportional to the width of the
narrowest strip. The frequency channel must again be divided into sub-channels to conserve traffic
within each streamline region.
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Implementability analysis is an asymptotic approach and the probability of
events are calculated as | ~D(x, y)| scales linearly to infinity. As it is proven in the
following lemma, linear scale of the load density function ρ(x, y) within the dis-
tributed source results in linear scale of the information flow vector field (when
derived from the p-norm problem), everywhere in the network.
Lemma 4.1: Let ~D1(x, y) denote the optimal solution of the p-norm problem
in a region A with load density function ρ1(x, y). Then solving (2.6) for ρ(x, y) =
θρ1(x, y) results in ~D(x, y) = θ ~D1(x, y).
Proof. Since the p-norm problem (2.6) is a convex optimization problem with differ-
entiable objective and constraint functions, the KKT3 conditions are necessary and
sufficient for the optimal solution to be met. let L( ~D, νθ) denote the Lagrangian
function of the p-norm problem with θρ1(x, y) load density function, and νθ denote
the dual variable associated with the problem. Now, if ( ~D1, ν
∗
1) be the optimal primal
and dual solutions of the problem with θ = 1, then based on the KKT conditions,
∇ ~DL( ~D1, ν
∗
1) = ∇ ~D
[ ∫
A










∇ · ~D1(x, y)− ρ1(x, y) = 0
Note that ∇ ~D is the gradient operator with partial derivatives with respect to Dx
3Karush-Kuhn-Tucker conditions.
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and Dy. Now, substituting ρ1 by θρ1 and ~D1 by θ ~D1,
∇ ~DL(θ ~D1, ν
∗
θ )|ν∗θ=θ(p−1)ν∗1 = θ









− θρ1(x, y) = θ
(
∇ · ~D1(x, y)− ρ1(x, y)
)
= 0





θ∇ · ~D(x, y). Therefore, θ ~D1(x, y) is the optimal solution for the p-norm prob-
lem (2.6) with load density function θρ1(x, y).
From now on, we assume ~D(x, y) = θ ~D1(x, y) for a given initial flow field ~D1
and scaling factor θ ∈ R+. With the above introduction, a formal definition of
implementability can be stated as follows.
Definition 1: Let θ ∈ R+ denote a positive scaling factor of ~D(x, y). Also,
let n(x, y; θ) denote the density of nodes within the network, where n(x, y; θ)→∞
as θ →∞, ∀(x, y) ∈ A.
Information flow ~D(x, y) is implementable by a density of n(x, y; θ) nodes if
there exists:
(a) transmission radius function rt(x, y; θ) that goes to zero as θ →∞, and
(b) increasing family of flow streamlines {f θi , i = 1, · · · , nθs(A)} of ~D, and increas-
ing family of streamline regions {hθi , i = 1, · · · , nθs(A)} associated with {f θi },
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such that w.h.p as θ →∞
(i) (n(x, y; θ), rt(x, y; θ)) topologically implement the flow streamlines {f θi }; i.e.,
without considering the possible interference due to simultaneous transmis-
sions of nodes, connected paths can be formed to follow the flow streamlines
{f θi } within the margins of their associated regions {hθi } by clusters of over-
lapping discs of radius rt(x, y; θ) placed at nodes of density n(x, y; θ).
(ii) Multiple access schemes exist such that the topological implementation of the
flow streamlines are sufficient to carry all of the traffic of | ~D|.
Remark 1: As mentioned earlier, if the streamline seeding process which con-
structs the set of flow streamlines {f θi } is such that it provides local regularity, then
the required density of nodes is minimized. A seeding process provides local regular-
ity if as θ →∞, streamlines passing through any area element (with approximately
uniform | ~D|) eventually get evenly spaced for θ large enough.
4.2.1 Regular Streamline Seeding Process
The following seeding process can be performed in order to choose streamline
seeds along the boundary of the distributed source such that the corresponding set
of streamlines are locally regular as θ → ∞. For each value of the scaling factor
θ, the flow seeds can be chosen by starting from an arbitrary point (x1, y1) on ∂Ds
and placing the rest of the seeds on the boundary such that the line integral of | ~D|
along ∂Ds between consecutive seeds is equal to the traffic to be relayed within each
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| ~D|dl ≤ γC. (4.2)
The inequality in (4.2) is to take care of situations where w0
γC
is not an integer; hence,
nθs(A) = dw0γC e =
w0
γC−εθ
, where εθ > 0 is the smallest real value that makes the total
number of streamlines be an integer value. Note that εθ = o(1).
Due to smoothness of | ~D(x, y)|, as θ increases, flow seeds get evenly spaced
along each small segment of l. This is because when | ~D| changes smoothly along the
boundary of the distributed source, it can be assumed to be approximately constant
along small segments of l, hence (using (4.2)) as θ → ∞, ∆l = γC
| ~D|
, where ∆l is
the distance between flow seeds (for each small segment) on the boundary of the
source with uniform | ~D|. Hence, streamlines integrated from these flow seeds will
be locally regular.
Remark 2: Let {f θi }r denote a set of streamlines selected using the regular
seeding process, and {hθi }r be its associated set of streamline regions constructed
by bisecting the area between consecutive streamlines, as described earlier. Then
as θ →∞, the width of streamline regions decreases proportional to θ−1 across any
cross section of the network perpendicular to the flow field.
Remark 3: Consider a set of locally regular streamlines {f θi }r and its associated
set of regions {hθi }r, and for each i, let gθi (t) denote the stochastic piecewise linear
route inside streamline region hθi with the same parametrization as for the flow
streamlines. Then as θ → ∞, the set of piecewise linear routes {gθi }r converges
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to the set of flow streamlines {f θi }r uniformly; i.e., limθ→∞maxi |f θi − gθi |u → 0,
where |f θi − gθi |u denotes the uniform distance (also called the supremum distance)
between f θi and g
θ
i which is defined as the maximum distance (greatest possible
vertical distance) between the two functions from their initial starting points on
the distributed source to the destination [65]. This is because using Remark 2, the
width of streamline regions decrease proportional to θ−1 at any cross section of the
network; hence, maxi maxt{width hθi } shrinks to zero with the same proportion.
It is important to mention that although information flow is defined everywhere
inside the network (including inside the distributed source), the implementability
analysis (in the sense described in Definition 1) must be confined to the region be-
tween the distributed source and destination where the flow field is incompressible4.
This is because in an incompressible field, assuming that every flow streamline is
drawn continuously with no lines terminating at any point between the source and
the sink, the magnitude | ~D| at any point is directly proportional to the number of
streamlines crossing unit perpendicular line there [17]. This is further discussed in
the sequel.
After describing the seeding process which constructs an increasing set of
streamlines {f θi }r, “suitable” transmission radius function rt(x, y; θ) must be de-
termined such that the rest of the conditions in Definition 1 are satisfied. In order
to specify rt(x, y; θ) at each point in the network and determine its relation with | ~D|,
the following steps are performed which will be described in detail subsequently:
- Perform a boundary-fitted flow-based gridding which results in a curvilinear
4divergenceless (∇ · ~D = 0)
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coordinate system and divides the network region into curvilinear grids with
approximately uniform information flow inside each grid.
- Study the implementability problem inside each curvilinear grid.
- Extend the results to the network geometry.
Each of these steps will be described in detail in the subsequent sections.
4.3 Boundary-Fitted Flow-Based Gridding
The required density of nodes is a quantity which must be specified locally.
Hence, the network region must be partitioned into smaller area grids over which
the magnitude of information flow is approximately uniform. Granularity of grids
is expected to decrease as they get closer to the sink.
The gridding step must be performed such that the implementability analysis
along the boundaries becomes easier. Hence, grids should adapt to the features of
information flow, i.e., the curvature of flow streamlines. This can be viewed as a
curvilinear coordinate system for the network. Furthermore, since the information
flow vector field satisfies the Neumann boundary condition (2.3), flow-based gridding
of the network results in generation of boundary-fitted coordinates.
4.3.1 Existence of a Curvilinear Coordinate System
In this part, we discuss the existence of a boundary-fitted flow-based coordi-
nate system for a network geometry with a given flow field5. In what follows, we show
5The following discussion is taken from [26].
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that the existence of such coordinate system can be proved for flow fields which are
ideal flows; i.e., flow fields that have zero divergence and zero curl. We use complex
analytic functions to show the existence of such coordinate system and derive its
properties. Specifically, the following theorems (stated without proof from [26]) are
used to introduce a curvilinear coordinate system using complex analytic functions.
Consider steady state flow field ~v(x, y) = (u(x, y), w(x, y)) at the point (x, y) ∈
Ω. Here Ω ⊂ R2 is the domain in which the flow field is defined.
Theorem 4.1: The flow vector field ~v = (u(x, y), w(x, y)) induces an ideal flow
if and only if f(z) = u(x, y)− iw(x, y) is a complex analytic function of z = x+ iy.
Hence, the components u(x, y) and −w(x, y) of an ideal flow field are harmonic
conjugates. The corresponding complex function f(z) is known as the complex
velocity of the flow field.
Now, suppose that f(z) admits a complex anti-derivative, i.e., a complex an-










= u− iw (4.3)
Therefore, ∇φ = ~v. For this reason, the anti-derivative χ(z) is known as the com-
plex potential function for the given flow field. Furthermore, φ(x, y) and ψ(x, y)
are referred to as the potential function and the stream function of the flow field,
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The level curves of the potential function, {φ(x, y) = a}, where a ∈ R is fixed,
are known as equipotential lines. The flow vector ~v points in the normal direction
to the equipotential lines. On the other hand, as stated above, ~v is tangent to the
level curves {ψ(x, y) = d}, d ∈ R, of its harmonic conjugate stream function. But ~v
is the flow field, and so tangent to the streamlines followed by the flow. Thus, these
two systems of curves must coincide, and the level curves of the stream function are
the streamlines of the flow.
Summarizing, for an ideal flow field, the equipotential lines {φ = a} and
streamlines {ψ = d} form mutually orthogonal systems of level curves. The flow
field ~v = ∇φ is tangent to the streamlines and normal to the equipotential lines,
whereas the gradient of the stream function, ∇ψ, is tangent to the equipotential
lines and normal to the streamlines.
The following theorem states the condition under which a unique anti-derivative
function exists.
Theorem 4.2: Let f(z) = dχ(z)
dz
, where χ(z) is a single-valued complex func-
tion for z ∈ Ω. If c ⊂ Ω is any closed curve, then
∮
c
f(z)dz = 0. Conversely, if this
condition holds for all closed curves c ⊂ Ω contained in the domain of definition of




Based on the above discussion, there exists a flow-based coordinate system for
the solution of the 2-norm flow problem (2.5) which, as shown in [1, 2], is irrotational
(has zero curl) and incompressible (has zero divergence) in the region between the
distributed source and destination. The properties of this coordinate system are
studied next.
4.3.2 Properties of the Curvilinear Coordinate System
Following the aforementioned steps, the set of potential and stream functions
of the ideal flow field ~D1 = (D1,x(x, y), D1,y(x, y)) can be represented by the following
nonlinear transformation:
g : A → Φ (4.5)
(x, y) 7→ (φ(x, y), ψ(x, y))
Coordinate transformations and the properties of mapping between two domains can
be specified using the Jacobian matrix and its determinant. The Jacobian matrix J
represents local linear approximation to the change of coordinates between the two
domains, and its determinant (referred to as the Jacobian J ) is an area-change factor
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It is important to note that the implementability analysis is performed in parts of
the network where | ~D1| 6= 0, therefore J 6= 0. Now, using the inverse function
theorem, the Jacobian matrix of the inverse transformation (from the Φ-domain to
A) is equal to the inverse of the Jacobian matrix (4.6). Hence, the Jacobian matrix
of the transformation from the Φ-domain to A is equal to
J −1 = | ~D1|−1






The inverse transformation (g−1) describes how the network region A (which is a
subspace of the Cartesian plane) is partitioned into curvilinear grids corresponding
to equal partitioning of the φ and ψ axes in the Φ-domain. Note that the matrix
in the right hand side of (4.7) is a rotation matrix. Hence, the transformation is
conformal; i.e., the Jacobian matrix is a product of a rotation and scaling at all
points. Such a map looks like a similarity transformation in small regions, even
though it may significantly distort large shapes. Therefore, the grids of this curvi-
linear coordinate system can be approximated by square grids at each point in the
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region between the distributed source and destination.
The flow-based gridding process in shown in Fig. 4.2, where solid curves rep-
resent flow streamlines of a given ideal flow within a subregion of the network and
the curvilinear grid specified by dashed lines is the result of flow-based gridding.
As shown in the figure, curvilinear lines derived from constant ψ in the Φ-domain
are tangent to flow streamlines, and curvilinear lines derived from constant φ are
perpendicular to the direction of flow of information.
Figure 4.2: Flow-based gridding and curvilinear coordinates.
At the end, it is worth to mention that various numerical techniques for struc-
tured flow-based gridding have been proposed both within Cartesian and curvilinear
grid frameworks [21–23]. These techniques are based on the use of streamlines com-
puted from a single-phase flow problem. Also, a Jacobian-based elliptic grid genera-
tion technique is presented in [18]. This method, referred to as vector-field adaptive
method or VFA, uses the idea of alignment with a given vector field indirectly via
control of the inverse Jacobian matrix of the transformation.
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4.4 Implementability Analysis Inside a Square Grid
In the previous section, we concluded that the network region can be parti-
tioned into smaller approximately square grids which are tangent to the equipoten-
tial lines and flow streamlines of ~D1. Note that the size of these square grids varies
throughout the network proportional to | ~D1|−1. This is because, based on (4.7), the
Jacobian of the mapping g−1 (from the Φ-domain to A) is equal to | ~D1|−1 at every
point in the network.
In this section, we study the implementability of the information flow inside a
square grid as the scaling factor θ goes to infinity.
As the scaling factor θ increases, | ~D| scales linearly throughout the network
and more flow streamlines are required to forward the traffic to the destination.
Recall that the level curves of the curvilinear coordinate system are tangent to
the equipotential lines and flow streamlines of ~D1; hence, flow streamlines passing
through each grid are parallel to the sides of the grid.
Consider the unit square U2 in the Φ-domain shown in Fig. 4.3 with uniform
information flow ~D(l) = ~D(φ, ψ) and flow streamlines parallel to the sides of the
square. N sensors are distributed uniformly at random throughout the square and
relay traffic to their downstream with equal transmission capacity of C bps, over a
common wireless channel; hence, the total number of streamlines required to carry
all the traffic within the square is ns(U2) = O(
| ~D(l)|
C
) = O(| ~D(l)|).
Due to local regularity of the seeding process, streamlines are evenly spaced
within the unit square. Hence, performing the bisection method, streamline regions
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Figure 4.3: Unit square with uniform information flow and parallel streamlines.
are a set of ns(U2) strips of equal width Ws, as shown in Fig. 4.4.
Figure 4.4: Unit square divided into ns(U2) strips of width Ws.
In what follows, considering a Boolean model for communication which does
not account for interference, it is shown that a quadratic relation between magnitude
of information flow and density of nodes is not sufficient to follow flow streamlines
resulting from discretizing the information flow. Hence, we conclude that a quadratic
relation cannot guarantee implementability of information flow w.h.p under any
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realistic communication model which accounts for interference from simultaneous
transmissions. This is proved for the case where the set of streamlines are locally
regular (evenly spaced). However, as explained in Remark 1, the locally regular
case requires minimum node density for implementability. Thus, a quadratic relation
cannot guarantee implementability regardless of whether or not the set of streamlines
are locally regular.
Next, a sufficient bound for density of nodes is suggested and its sufficiency is
shown under both communication models.
4.4.1 Topological Implementability Under a Quadratic Relation
Consider a bidirectional Boolean model for communication where nodes are
connected to each other only if their distance is less than a specified transmission
radius rt. This link model represents wireless communication with signals diffusing
isotropically with a certain signal attenuation. Let pt = p(r = 0) denote the signal
power at the transmitter node and pr denote the received power at a distance r from
the transmitter. The received power falls off as pr ∝ r−αpt , where α is the path loss
exponent. The wireless transmission radius rt can then be mapped to the equivalent
transmission power pt using a threshold Γ for receiver sensitivity; i.e., assuming that
a node can receive properly if pr ≥ Γ. Obviously, this model does not account for
the interference caused by possible simultaneous transmissions.
Let G(N, rt(N)) be the communication graph formed by N nodes distributed
uniformly at random in the unit square of Fig. 4.3, where rt(N) denotes the trans-
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mission radius of each node. Let X(l) represent the location of nodes inside the unit









rt(N). Assuming all nodes use the same transmission radius for communication
within the unit square, a well-studied problem is identifying the minimum radius
(also called critical transmission radius rc) such that the resulting communication
graph is connected. A communication graph G is connected if and only if there
exists at least one path connecting any pair of nodes in the network, and otherwise
it is disconnected. As shown in [12], disconnectedness manifests itself by presence of
isolated nodes. Isolated nodes cannot find any other nodes within their transmission
radius. Lemma 4.2 investigates the minimum value of rt such that G(N, rt(N)) is
connected w.h.p as N →∞.
As mentioned in Definition 1, the flow field is topologically implementable
if, without considering possible interference due to simultaneous transmissions of
nodes, connected paths can be formed to follow streamlines within the margins of
their associated regions. Based on this definition, topological implementability of
flow field inside the unit square is equivalent to existence of piecewise linear routes
connecting the top to the bottom of the square within each region.
Connectivity of the communication graph G(N, rt(N)) is not sufficient for
topological implementability of the flow field ~D(l), but as Lemma 4.3 states, it is a
necessary condition for the flow field to be implementable.
In the following, we use the results from network connectivity and critical
transmission radius in dense networks to prove that N = O(| ~D(l)|2) nodes is not
sufficient to follow flow streamlines under the Boolean model. This shows that a
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quadratic relation between number of sensor nodes and magnitude of information
flow does not guarantee implementability of information flow.
Lemma 4.2: In order to ensure connectivity of G(N, rt(N)) w.h.p, rt must






where η(N) is an arbitrary function such that η(N)→∞ as N →∞.
Proof. See [24], Corollary 4.1.2.
Substituting N by O(| ~D(l)|2) in equation (4.8) results in
rc(| ~D(l)|) = Ω(| ~D(l)|−1
√
log | ~D(l)|). On the other hand, since implemented paths
must not intersect with each other, the transmission radius rt cannot be chosen to
be greater than O(Ws)
6. Furthermore, when adding interference to the model, if
the order of transmission radius rt is greater than Ws, transmission along a path
will introduce interference to infinitely many other paths as | ~D(l)| → ∞ and will
significantly reduce the throughput of the network. Therefore, rt must be chosen to
be O(Ws) = O(| ~D(l)|−1). Hence, rt < rc as | ~D(l)| → ∞. Considering the relation
between transmission power and transmission radius, and using the same argument
as above, transmission power of sensor nodes must also be O(| ~D(l)|−α) to reduce the
amount of interference on simultaneous transmissions in neighboring implementation
regions.
6Having a non-intersecting set of implemented paths can be guaranteed by assigning different
frequency sub-channels to nodes residing in neighboring streamline regions. The required number
of frequency sub-channels grow to infinity if rt > O(Ws) which significantly reduces the throughput.
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Choosing rt < rc results in a disconnected network; although we are not con-
cerned with having a connected network in this work, but as stated earlier, discon-
nectedness manifests itself by presence of isolated nodes. Lemma 4.3 shows how the
presence of isolated nodes affects topological implementability of flow streamlines.
Lemma 4.3: The set of flow streamlines inside the unit square cannot be
topologically implementable if the pair (N, rt) is chosen such that the network has
isolated nodes w.h.p.
Proof. Throughout this argument, we assume that N nodes are distributed uni-
formly at random within the unit square. By the definition of topological imple-
mentability, if a set of flow streamlines is not implementable with (N, rt1), it cannot
be implementable with any pair (N, rt2) such that rt2 < rt1 . Hence, without loss of
generality, we will concentrate on cases where rt ≥ Ws.
Suppose X
(l)
k is an isolated node in the network, and let dkf denote its distance
to the closest streamline. As mentioned before, the unit square is divided into ns(U2)
strips of width Ws; therefore, 0 ≤ dkf ≤ Ws2 .
Since X
(l)
k is an isolated node, no other nodes exist in a region of distance
rt from X
(l)
k . This affects implementability of streamlines close to X
(l)
k , specifically
the one within the same strip as X
(l)
k . For this streamline to get topologically
implemented, there must exist at least one node inside the shaded area Sd shown in












)W 2s = O(| ~D(l)|−2), and
P{the streamline not implementable} ≥
P{there exists no node inside Sd} = (1− Sd)N−1
≥ exp(−(N − 1)Sd
1− Sd
)
We have used Lemma 3.3 in the last inequality. Substituting N by O(| ~D(l)|2), and
Sd by O(| ~D(l)|−2), and taking the limit as | ~D(l)| → ∞,
lim
| ~D(l)|→∞
P{the streamline not implementable} ≥ lim
| ~D(l)|→∞
exp(−NSd) > 0
Figure 4.5: An isolated node affecting topological implementability of a flow stream-
line.
The above inequality states that the probability that the closest streamline to
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k is not topologically implementable is strictly positive. The same analysis can be
done for rt > Ws resulting in a positive probability of the flow streamline not being




Note that this lemma is based on the assumption that the network has isolated
nodes. Therefore, the transmission radius rt cannot grow unconditionally and that
it must be less than the critical transmission radius rc(N) for connectivity.
Theorem 4.3: Information flow field ~D(l) inside the unit square is not imple-
mentable with N = O(| ~D(l)|2) nodes distributed uniformly at random throughout
the square.
Proof. Lemma 4.3, together with the fact that rt < rc(| ~D(l)|) for N = O(| ~D(l)|2)
proves that a quadratic relation between the total number of nodes and the traffic
to be relayed does not guarantee existence of piecewise linear routes inside each
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streamline region. Hence, ~D(l) is not implementable with N = O(| ~D(l)|2) nodes
distributed uniformly at random throughout the square.
4.4.2 A Sufficient Order of Nodes for Implementability
The objective of this part is to find a sufficient bound on density of nodes
with which flow streamlines are implementable. We show that a given information
flow ~D(l) in the unit square is implementable with N = O(| ~D(l)|2 log | ~D(l)|) nodes
distributed uniformly at random. The sufficiency of the bound is shown by applying
feasible scheduling schemes under both the Protocol and the Physical Model. The
proposed schemes follow the lines of thought in [25] and [7], and are briefly described
here. A more detailed description of the methods are presented in Appendix B.
The main idea of the scheduling scheme is to divide time and frequency do-
mains into smaller slots such that transmissions at each time slot and frequency
sub-channel abide by either of the communication models.
Tessellate 7 the unit square into smaller square cells of length s similar to what
is shown in Fig. 4.7. This divides the unit square into 1
s2
cells of equal size. Let Ca,b
denote a cell with coordinates a, b = 1, · · · , 1
s
starting from the bottom left, and let
M be a fixed positive integer (to be determined later). Divide cells into M2 groups
{GCi, i = 1, · · · ,M2} such that Ca,b and Ca′,b′ belong to the same group if and only
if a ≡ a′ (mod M), and b ≡ b′ (mod M). Furthermore assume time is slotted, and
each time frame has M2 time slots. At each time slot m = 1, · · · ,M2 only nodes
within the mth group GCm can communicate with their neighboring cells.
7Partition of an area into small units or subareas.
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Figure 4.7: Tessellation of the unit square into cells of length s.
To ensure that the implemented paths do not intersect with each other, the
length of each cell s is chosen to be O(Ws), and the frequency channel is divided
into κ ≥ 2 sub-channels of equal capacity {Ci = Cκ , i = 1, · · · , κ}. We use two
sub-channels in the rest of this work; however as shown in the sequel, the linear
relation between the total channel capacity C and each sub-channel’s capacity Ci is
sufficient to derive the bounds on N .
In order to guarantee that flow streamlines can be followed by piecewise linear
routes, N must be chosen such that w.h.p there exists at least one node inside each
cell. Furthermore, transmission power and correspondingly transmission radius of
nodes must be such that inter-cell communications are possible with finite M as
| ~D(l)| → ∞. Suitable choice for M under each communication model is derived in
Appendix B.
Theorem 4.4: Information flow ~D(l) inside the unit square is implementable
with N = O(| ~D(l)|2 log | ~D(l)|) nodes distributed uniformly at random throughout
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the square using either the Protocol or Physical Model.
Proof. See Appendix B. The proof shows that a finite M (independent of θ) can
be found under either communication model, and that w.h.p there exists at least
one node inside each cell of length s = O(Ws) = O(| ~D(l)|−1) to relay traffic to its
neighboring cell within its associated time slot.
4.5 Extending the Results to the Network Geometry
Note that so far the unit square example (which corresponds to a curvilinear
grid inside network A) is studied which only considers the interference effects inside
the square. While this is acceptable for the Protocol Model which describes the
effects of interference locally and on a pairwise relation between nodes, it may not
be acceptable for the Physical Model which takes into account the aggregate inter-
ference from all nodes in the network communicating at the same time slot. The
following lemma states that a bounded version of the Physical Model can be used
for any arbitrary node Xi within the network and that the total interference due
to simultaneous transmissions of nodes outside interference region IR(Xi) = O(1)
can be ignored in the implementability analysis. Hence, the results derived from the
unit square can be extended to the rest of the network.
Lemma 4.4: A bounded version of the Physical Model with interference
region IR = O(1) can be used in the implementability analysis when nodes are
communicating based on a controlled access scheme with transmission power pt ∼
| ~D|−α.
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Proof. Note that the flow-based gridding of the network region A is performed using
the initial flow field ~D1(x, y) and independent of the scaling factor θ. Hence, as θ
grows, the size of curvilinear grids remains unchanged. However, transmission power
of nodes changes proportional to | ~D|−α = θ−α| ~D1|−α. Also, the width of streamline
regions shrinks proportional to | ~D|−1 at any cross section of the network. Consider
interference region of nodes to be circular regions with radius of O(1) around each
node. Let d(x, y) denote the density of active cells at each time slot. With the
proposed TDMA scheme, d(x, y) = 1
s2M2
, where s(x, y) = O(| ~D(x, y)|−1) refers to
the length of the tessellating cells inside each square grid, and M refers to the
parameter of the controlled access scheme. Now, the total amount of interference
at an arbitrary node Xu due to simultaneous transmission of nodes outside IR(Xu)


















Note that as θ →∞, | ~Dmax|
| ~Dmin|
remains constant due to linear scaling of | ~D|, and
bounded due to non-zero dimensions of the information sink. Also, based on Lemma
4.1, as θ →∞, | ~D| → ∞ everywhere in the network with non-zero information flow.
Hence, the second term in (4.9) goes to 0 as θ →∞.
With a diminishing interference effect at an arbitrary node Xu due to trans-
77
missions outside IR(Xu), a bounded version of Physical Model (as stated in (1.6))
can be used for the implementability analysis.
Hence, a sufficient bound on total number of nodes required to route traffic
along a given ideal flow vector field ~D(x, y) (scaling linearly to infinity) inside any
subregion As of the network is found by calculating the following integral
∫
As
| ~D(x, y)|2 log | ~D(x, y)|dxdy. (4.10)
The following example further illustrates the different steps involved in the imple-
mentability analysis.
Example: Consider a circle centered at the origin with radius R, as shown in
Fig. 4.8, and assume that uniform information flow enters the circular area toward
the sink which is located at the center. In order to avoid numerical ambiguities,
information sink is assumed to be a circle with non-zero radius rd. However, for
simplicity, it is plotted as a point sink in the figure.
Assuming that the distributed source is located outside the circular area,
ρ(x, y) = 0, r2d < x
2 + y2 < R2, (4.11)
and the flow field is incompressible and irrotational everywhere within the circle
except at the sink.
Let θ denote the total amount of traffic entering the circle. Hence, nθs(A) =
O( θ
C
) streamlines are required to carry all the traffic to the sink. Following the
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discretization method discussed in Section 4.2.1, any circle around the sink with
radius rs > rd can be used as a seeding path. Since the information flow passing
through the seeding path is uniform along the path, flow seeds are placed regularly
on the seeding path and streamlines are integrated all the way to the boundary of
the network.
Using basic properties of information flow, the flow field ~D can be expressed
in polar coordinates as follows:
~D(r, φ) = − θ
2πr
~ar, rd < r < R
φ ∈ [0, 2π),
where ~ar = ~Dir(r, φ) is the unit vector along the r-coordinate.
It can be easily verified that the level curves of the polar coordinates (r, φ) are
tangent to the equipotential lines and flow streamlines of ~D1(r, φ) = − 12πr~ar. Hence,
polar coordinates is used to partition the circular area into grids of size rdrdφ with
approximately uniform information flow inside each grid.
Using the results of Section 4.4.2, the required density of nodes to follow flow
streamlines inside the each grid is of O(| ~D|2 log | ~D|). Therefore, as θ →∞, the total






















Figure 4.8: Streamline seeds are regularly placed on the circle with radius rs from
the sink.
4.6 Summary
In this chapter, we defined a new notion of connectivity, called implementabil-
ity, which concerns the ability of sensor nodes to relay traffic along flow streamlines
of a given information flow vector field ~D. The concept of implementability is de-
fined since the traditional definition of connectivity does not seem to be sufficient
to satisfy the requirements of sensor networks, such as tight energy limitations and
necessity of using lightweight protocol stacks.
In a network with a given information flow ~D (which is both incompressible
and irrotational), we showed that a density of n(x, y) = O(| ~D(x, y)|2) sensor nodes
is not sufficient to implement the flow field, and that if the density increases to
n(x, y) = O(| ~D(x, y)|2 log | ~D(x, y)|) nodes, the flow field becomes implementable.
The sufficiency of the latter is shown by proposing a controlled access scheduling
scheme.
The excess amount of nodes required for implementability (compared to sim-
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ply providing connectivity) can be exploited in cross-layer design and integration of
protocol layers to make lightweight protocol stacks in order to meet specific require-
ments of dense sensor networks.
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Chapter 5
Scalability Property of Dense Wireless Sensor Networks with Fading
and Limited Buffer Capacity
5.1 Overview
In the first part of this chapter, we investigate the effects of fading on imple-
mentability of a given information flow vector field. We show that under a general
model of fading presented in [7], the sufficient bound on density of nodes for following
flux lines of an irrotational flow field need not be changed. The same methodology
used in this part can be applied in [7] to provide a better lower bound on the
throughput capacity of the network studied.
In the second part of this chapter, we deviate from using a slotted system
and replace it with an asynchronous system with random transmission times. The
use of a non-slotted protocol with random transmission times is justified later in
Section 5.3.
In Chapter 4, we showed how level curves of the potential function and stream
function of an irrotational flow field ~D1(x, y) can be used to partition the network
geometry into approximately square grids with uniform information flow inside each
grid. We further showed that using this method, the implementability analysis of
~D = θ ~D1, θ ∈ R+, is simplified to studying a square grid with uniform information
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flow and with flow streamlines parallel to the sides of the square. We use the same
technique in this chapter in studying the buffer scalability of sensor nodes forwarding
traffic along flow streamlines of a given irrotational flow field with a linear scaling
magnitude. As defined in [8], a protocol or a network architecture with nodes having
limited buffer space is termed “buffer scalable” if the performance of the network
does not degrade as its size grows to infinity.
Therefore, once again, we concentrate on a unit square with uniform flow field
~D(l) and flow streamlines parallel to the sides of the square for performing buffer
scalability analysis of networks routing along a given irrotational direction field. We
show that the traffic flux | ~D(l)| entering the square can be forwarded along the flow
streamlines with N = O(| ~D(l)|2 log | ~D(l)|) nodes, while the buffer space of sensor
nodes need not grow as | ~D(l)| → ∞. This result is particularly interesting for dense
WSNs where nodes are assumed to have very limited resources.
Furthermore, we show that buffer scalability of the network is conserved under
fading and that sensor nodes can forward traffic along flow streamlines with finite
buffer spaces.
5.1.1 Related Work
Many works in the literature on wireless networks [7, 13, 45, 46] consider
slotted systems with deterministic transmission times justified by the presence of a
centralized scheduler. However, centralized algorithms have global synchronization
overhead and are unlikely to be feasible in large ad-hoc networks.
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There has also been an extensive amount of work [31, 49, 51] done in modeling
wireless networks as queueing networks where nodes are modeled as queues with
infinite buffer size. The approximation of infinite buffer space is made to simplify
the analysis of such networks; however it is not realistic under the context of wireless
networks.
On the other hand, analyzing large networks with finite buffers is difficult since
no analytical solutions like the product-form of Jackson networks are available, and
hence queueing approximations are used instead [52]. Most of these assumptions
are based on Jackson’s independence assumption which works well under low arrival
rates and degrades rapidly as the rate increases [52]. For example, [48] analyzes the
intensity of relayed traffic in a wireless mesh network using a M/M/1/K queueing
model, and neglects the existing correlation between the traffic and queue occupancy
of neighbor nodes. On the other hand, authors of [39] propose an analysis that
captures the dependence between queue distribution of different nodes and achieves
more accurate distributions for higher rates.
Authors of [55] evaluate the throughput of two different packet scheduling
policies under uniform traffic assumption for the infinite and finite buffer cases in
a hypercube. They remarked that small buffer sizes can achieve throughput close
to that of the infinite buffer case. Similarly in the context of static wireless ad hoc
networks, [8] focuses on how the maximum throughput in large wireless networks
scales with finite buffers. The authors demonstrate that the network cannot operate
at its capacity limit while maintaining a constant buffer space in each node. They
further construct a scalable protocol that obtains just a slightly smaller throughput
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with fixed buffers, capable of storing only a few packets. Finally from a mathematical
perspective, [8] furthers our understanding of the difficult problem of analyzing large
queueing networks with finite buffers.
5.1.2 Communication Model
In this chapter we concentrate on the Physical Model. Again, let Xi denote the
location of a node as well as the node itself. Assuming that the channel bandwidth
used for wireless communication is much less than the channel coherence bandwidth1
Bcoh, the channel is frequency non-selective or flat; that is, the fading is roughly
equal across the entire signal bandwidth [41]. Under this assumption, the channel
will only have a multiplicative effect on signals. Now considering path loss and
fading effects and transmission power pt, the received power from node Xi to node
Xj is equal to gij
pt
|Xi−Xj |α , where | · | represents the Euclidean distance between two
points in the Cartesian plane and α represents the loss factor. gij refers to the fading
coefficient. In the absence of fading, gij = 1, ∀i, j. In the presence of fading, gij is
a non-negative random variable which does not change with time. This is because
we assume that sensor nodes are static and only one channel realization is observed
over time. A more detailed discussion on fading channels is presented in Appendix
A.
We follow the same assumptions used in [7] regarding the fading coefficients.
In particular, we assume fading coefficients are independent and identically dis-
1Coherence bandwidth is the range of frequencies over which any two frequency components
have a strong correlation.
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tributed (i.i.d) and gij = gji. We also assume that fading coefficients have expec-
tation E[gij] = 1 and exponentially decaying tails; i.e., letting F
c(x) denote their
complementary cumulative distribution function:
F c(x) = P [gij > x] ≤ exp(−qx),∀x > x1, (5.1)
for some real and positive parameters q and x1
2. Furthermore, we assume that
there is a median gm > 0 such that P [gij ≥ gm] ≥ 12 . Although the assumptions
above might look restrictive, they are satisfied by most distributions used to model
fading [56].
With combined path loss and fading effects in a homogeneous network scenario














where {Xk, k ∈ T} is the set of nodes simultaneously transmitting over the same
channel as Xi. As mentioned earlier, for a successful transmission between two
nodes under the Physical Model
SINR ≥ Γ (5.3)
The value of Γ is fixed and is determined for each application based on the desired
2Relation (5.1) results in fading coefficients to have finite second moment; i.e., E[g2ij ] <∞
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data rate, modulation scheme, etc.
5.2 Implementability of Information Flow Under Fading
The goal of this section is to analyze the effect of fading on implementability
of information flow. As mentioned earlier, we follow the same assumptions made
in [7] regarding the fading coefficients.
Consider a unit square as shown in Fig. 4.3 with uniform information flow ~D(l)
and flow streamlines parallel to the sides of the square. As discussed in Chapter
4, the region between the source and destination of a network with an ideal infor-
mation flow vector field can be partitioned into smaller approximately square grids
resembling the unit square shown in Fig. 4.3.
Once again, consider tessellating the unit square into smaller cells as described
in Section 4.4.2. Under the no-fading scenario, the TDMA scheme outlined in
Chapter 4 works based on choosing M large enough such that transmissions at
each time slot are successful based on the Physical Model. Therefore, N is chosen
such that w.h.p there exists at least one node inside each cell to forward traffic to
its downstream or receive traffic from its upstream.
Under fading, similar to [7], we assume that when a node wants to transmit
it will pick as the receiver any of the nodes in the neighboring cell whose link with
the transmitter has a fading coefficient greater than or equal to gm. This is done to
reduce the complexity of choosing the next node because of the unbounded support
of fading coefficients. Hence, N must be chosen large enough such that each node
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in a cell can find w.h.p at least one node in its neighboring cell with which their
mutual fading coefficient is greater than or equal to gm.
Equation (5.2) states that (in the absence of fading) the amount of interference
caused by simultaneous transmitters Xk decreases due to path loss effects as their
distance from the receiver node Xj increases. However, fading coefficients are i.i.d
and have unbounded support; hence, even nodes far away from the receiver might
still cause a considerable amount of interference. Therefore, bounding the total
interference is an important concern when exploring spatial diversity under fading.
We use Kolmogorov’s Three-Series Theorem [47] to show that under fading, the
total interference caused by simultaneous transmissions using the aforementioned
TDMA scheme is bounded almost surely (a.s.); this theorem is stated as a lemma
for Theorem 5.1.
Lemma 5.1: (Kolmogorov’s Three-Series Theorem) Let A > 0. Suppose
{Zi}∞i=1 are independent random variables and set Yk = Zk1{|Zk| < A}, ∀k ≥ 1;
then
∑n
k=1 Zk converges a.s. as n→∞ if and only if
(i)
∑∞
k=1 P [|Zk| > A] <∞
(ii)
∑∞
k=1E[Yk] converges to a finite limit
(iii)
∑∞
k=1 V ar[Yk] <∞
Proof. See [47], Theorem 2.5.4.
Theorem 5.1: Information flow ~D(l) inside the unit square is implementable
with N = O(| ~D(l)|2 log | ~D(l)|) nodes distributed uniformly at random throughout
88
the square, in the presence of fading.
Proof. The same TDMA scheme outlined in Chapter 4 can be used to show the
sufficiency of N = O(| ~D(l)|2 log | ~D(l)|) nodes in following flow streamlines within
each streamline region under fading. In order to follow the same scheme, we need
to show that
(I) All nodes can find w.h.p at least one node in their neighboring cells with which
their fading coefficient is greater than or equal to gm. This guarantees that
intercell communication is possible and that nodes inside each cell can find
other nodes in their neighboring cells to communicate with that satisfy the
required condition for routing under fading. The proof of this part is very
similar to the proof of part 1 of Theorem 2 in [7].
(II) The total interference I(M) resulting from tessellating the unit square into
M2 groups of cells and using a TDMA scheme of M2 slots per time frame
is bounded a.s.: Let X
(l)
i denote a node transmitting to node X
(l)
j , and let
{X(l)k , k ∈ T} denote all nodes transmitting in the same time slot and sub-
channel as X
(l)
i . Cells that are simultaneously active with each other occupy
different tiers, and can be categorized as described in Table B.1. In order to
simplify the analysis, let us deviate from the previous notation of the fading
coefficients and, only in the context of this proof, use gkv to refer to the fading
coefficient between the transmitter located in the kth active cell of tier v
around X
(l)
i and the receiver node X
(l)
j .






































where v refers to the tiers with cells that are in the same group as the cell
of X
(l)
i , and k counts the number of cells at each tier that are simultaneously
active with X
(l)





Note that {Ξv}∞v=1 are independent and non-negative random variables with
E[Ξv] = 1 and V ar[Ξv] =
σ2g
8v
, where σ2g refers to the variance of the fading
coefficients. Finally, the last inequality is derived using the fact that vM−2 ≥
v, for M large enough.
In order to prove the boundedness of total interference we need to show that∑∞
v=1 v




−r, and note that ζ(r) > 1 and is strictly bounded for r > 1.
Now, let Zv = v
−rΞv and A > 1, as defined in Lemma 5.1, and check if the





P [Zv > A] =
∞∑
v=1






















































ζ(2r + 1) + ζ(2r)
All three conditions hold; hence, the series converges and I(M) is bounded
a.s.
(III) There exists a finite M fPhy independent of θ (the scaling factor of | ~D(l)|) such
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that transmissions at each time slot m are successful based on the Physical
Model provided that M ≥M fPhy:
Let pr denote the received power at a node. Since nodes communicate only














By choosing the right hand side of the relation above to be greater than or
equal to Γ, the SINR ratio of each transmission is guaranteed to satisfy the
Physical Model requirement. Hence, substituting I(M) = a pt
Msα
, for some










As discussed in the previous chapter, s = O(| ~D(l)|−1) and pt = O(| ~D(l)|−α);
hence, pt
sα
converges to a constant as | ~D(l)| → ∞. Also, for any given Γ, the
transmission power pt can be chosen such that the denominator in (5.6) is
positive. Hence, M can be chosen to be large enough such that the lower
bound on the SINR is met in each transmission.
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This concludes the proof.
Remark 1: Similar to Theorem 5.1, Lemma 5.1 can also be applied to [7]
in which Toumpis and Goldsmith study the throughput capacity of a network of
n immobile nodes, each with a destination node chosen at random. The devised
scheme in [7] guarantees a per node communication rate under fading that (compared
to the case with no fading) is not reduced by more than a logarithmic factor3.
Particularly, using the Kolmogorov’s Three-Series Theorem, one can show in [7] that
the amount of interference and hence the total SINR under fading is proportional
to the case with no fading. Therefore, the network can provide each node with a
traffic rate of the same order in the absence or presence of fading.
For the sake of completeness and in order to be able to extend the results of
the unit square to more general network geometries, we state a modified version of
Lemma 4.4 to show that (even in the presence of fading) a bounded version of the
Physical Model can be used for any arbitrary node Xi within the network and that
the total interference due to simultaneous transmissions of nodes outside interference
region IR(Xi) = O(1) can be ignored in the implementability analysis. Hence, the
results derived from the unit square can be extended to the rest of the network.
Lemma 5.2: A bounded version of the Physical Model with interference
region IR = O(1) can be used in the implementability analysis when nodes are
communicating based on a controlled access scheme with transmission power pt ∼
3Note that authors in [7] do not imply that the traffic carrying capacity of the network is
reduced in the presence of fading. They rather specify lower bounds on the capacity, in terms of
uniformly achievable rates of communication. In fact, the authors conjecture that the lower bound
for the capacity in the presence of fading is as tight as the bound for the capacity in the non-fading
case, up to a logarithmic factor [7]. However, they do not investigate this conjecture.
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| ~D|−α, in the presence of fading.
Proof. Consider interference region of nodes to be circular regions with constant
radius r0 around each node. Let d(x, y) denote the density of active cells at each
time slot. As shown in the proof of Lemma 4.4, d(x, y) ∼ | ~D|2. Now, the total
number of nodes outside the interference region of an arbitrary node Xu which are





Based on the above relation and considering the fact that d(x, y) ∼ | ~D(x, y)|2,
NA\IR(Xu) = Θ(θ
2), where θ is the scaling factor of the information flow vector
field. Therefore, the total amount of interference at node Xu due to simultaneous
























which goes to 0 as θ →∞.
With a diminishing interference effect at an arbitrary node Xu due to trans-
missions outside IR(Xu), a bounded version of the Physical Model can be used for
the implementability analysis in the presence of fading.
5.3 Buffer Scalability of Sensor Nodes Routing Along Flow Flux
Lines
In this section, we investigate the behavior of sensor nodes deployed uniformly
at random within the unit square as | ~D(l)| scales linearly to infinity while the buffer
space of each sensor node remains constant. In other words, we investigate buffer
scalability of the unit square network which is defined as the quality of a protocol or
a network architecture such that the performance of the network does not degrade
as its size grows4, due to the limited buffer space in each node [8].
In this part we deviate from assuming a synchronous slotted system of commu-
nication and adopt an asynchronous system where transmissions at each time slot
are possible under (5.3) with a random transmission time with finite mean. Asyn-
4Note that the area of dense networks is constant. In this chapter, network size refers to the
number of sensor nodes which grows as the magnitude of information flow increases.
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chronous operation and random transmission times can be justified as follows [8]:
- Centralized scheduling is unlikely to be feasible in dense WSNs. Hence, dis-
tributed scheduling might be used which results in asynchronous transmissions.
- The physical channel might be highly variable, and therefore, in certain time
intervals no transmissions might be feasible due to transmission errors on the
data-link layer.
- Possible collisions on the MAC layer might also contribute to such randomness.
In the asynchronous model, the traffic flux entering any small area element of
the network with approximately uniform flow field ~D is modeled as a spatial Pois-
son process with intensity | ~D| pps
unit width
5. Similarly, when studying the unit square
network, the traffic flux entering the square is assumed to be a Poisson process with
intensity | ~D(l)| pps
unit width
. To investigate buffer scalability, sensor nodes are assumed
to have a finite buffer capable of storing b packets. Generally, packet size might
need to be an increasing function of the number of nodes in a network in order to
keep the payload size constant; however, since the location of data sink is assumed
to be fixed in our work, data packets are assumed to have constant size of lp bits.
5.3.1 Without Fading
Let us first consider the case where the wireless medium does not have fading
effects; i.e., all fading coefficients are equal to 1. Since sensor nodes have finite buffer
5pps: packets per second
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space, a “buffer coordination algorithm” as defined in [8] must be deployed in order
to avoid unnecessary network performance degradation. The goal of such algorithm
is the efficient use of buffer space in each cell. To motivate the necessity of deploying
such an algorithm, consider the following scenario. Suppose a node requires to relay
a packet to a node in its neighboring cell. To forward traffic toward the sink, the
node can send its packet to any of the nodes in the neighboring cell. However, if the
relay node is chosen without considering its buffer contents, an unnecessary packet
loss can occur. A buffer coordination algorithm assists nodes in neighboring cells
to forward packets to nodes that have available buffer space, when possible. Hence,
packet loss occurs only if no node in a cell has available buffer space. The design of
such an algorithm is beyond the scope of this work. However as mentioned in [8], it
could be designed using a token-based approach under the First-Come-First-Served
(FCFS) scheduling policy.
By deploying a buffer coordination algorithm, each cell can be modeled as a
supernode with buffer size equal to the sum of the buffer spaces of nodes inside the





pps−1, where κ refers to the number of frequency sub-channels used
for data transmission. For simplicity, we assume that packets are served on a FCFS
discipline.
The width of streamline regions is chosen such that the arrival rate λ of data
packets (measured in pps) into each region is less than the transmission capacity C
κlp
pps . In order to simplify the analysis of buffer scalability, we assume that there is
limited or no cross-traffic interference along information flow paths from the source
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to the destination. This is reasonable since the wireless channel is divided into
κ ≥ 2 sub-channels such that no neighboring streamline regions share the same sub-
channel. Using this assumption, streamline regions can be analyzed independently
from each other.
Recall that the unit square is tessellated into square cells of size s = O(| ~D(l)|−1).
Hence, each streamline region can be modeled as a linear network of size ς =
O(| ~D(l)|). Indexing supernodes inside a streamline region by 1, 2, · · · , ς, data pack-
ets enter at supernode 1 according to a Poisson process of rate λ pps. Data packets
are relayed between supernodes in the network. A packet transmitted by the ith
supernode is received by the (i + 1)th supernode. When it is relayed to the ςth
supernode and is successfully transmitted, the packet reaches the bottom of the
network.
Figure 5.1: Linear network modeling relay of traffic inside each streamline region.
Each queue represents a supernode (cell) and has buffer size bs.
By modeling nodes inside each streamline region as a linear network, we can
use the results from linear network analysis [8, 9] to investigate buffer scalability of
sensor nodes inside the unit square.
Lemma 5.3: Consider k nodes in tandem where each node has a buffer space
of size b′. Packets arrive to the first node according to a Poisson process of rate
λ0 and are relayed between nodes until they reach the kth node. Service times
are assumed to be exponential and independent from the arrival process as well as
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independent from each other. Let λk denote the rate at which packets leave the last
node. In order to keep λk = Θ(1) as k → ∞, b′ = O(log k). Note that this is a
necessary and sufficient condition.
Proof. See Section III of [8] for a complete proof.
Remark 2: In a condition where the input and output throughputs (λ0 and λk)
are proportional asymptotically, the probability of an arbitrary packet being lost in
the network is strictly bounded away from 1 as the network size increases.
Lemma 5.4: Consider tessellating the unit square into cells of size s =
O(| ~D(l)|−1), and distributing N = k1| ~D(l)|2 log | ~D(l)| nodes uniformly at random
throughout the square. Let Ni,j denote the number of nodes inside each cell Ci,j,
i, j = 1, · · · , 1
s








where k2 is a constant proportional to k1.
Proof. We use the following versions of Chernoff’s bound to prove the lemma [53]:
For a binomially distributed random variable X with parameters n (number of
Bernoulli trials) and p (probability of success of each trial), and for any δ ∈ (0, 1],





and for any δ > 0,




Let s = a| ~D(l)|−1 for some real a > 0. Using (5.8) with δ = 1
2
, and considering


















log | ~D(l)|] ≤ exp(−εk1a2 log | ~D(l)|)
= | ~D(l)|−εk1a2 , (5.11)






. Now, letting k2 =
3k1a2
2
and using the union bound, the result




Theorem 5.2: As | ~D(l)| → ∞, the unit square network is buffer scalable with
N = O(| ~D(l)|2 log | ~D(l)|) nodes deployed uniformly at random each having a buffer
space of size b = 1.
Proof. In the unit square network, sensor nodes must be able to relay traffic from
the top to the bottom with an end-to-end probability of packet loss which is strictly
less than 1 and does not grow as | ~D(l)| → ∞. Based on Lemma 5.3, a necessary and
sufficient condition for each supernode to maintain such end-to-end performance in-
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side streamline regions is to have a buffer space of size bs = O(log ς) = O(log | ~D(l)|).
Due to deployment of a buffer coordination algorithm, buffer space of each supern-
ode is equal to the sum of buffer spaces of sensor nodes inside the cell of which it
represents. Letting b = 1 for sensor nodes and using Lemma 5.4, we conclude the
result.
Based on Theorem 5.2, by using a buffer coordination algorithm nodes can
have very limited buffer space when routing along information flow flux lines. This
is particularly interesting for dense WSNs where nodes are desired to have very
limited resources.
5.3.2 With Fading
As stated in Lemma 5.3, in order to have a constant throughput inside each
streamline region, supernodes modeling each cell must have buffer space of size
bs = O(log | ~D(l)|). Without considering the fading effects, by using the result of
Lemma 5.3, the number of nodes inside each cell is shown to be O(log | ~D(l)|); hence,
by deploying a buffer coordination algorithm the end-to-end probability of packet
loss is strictly bounded away from 1. With fading, the number of nodes inside each
cell together with the quality of the links with their neighboring cells determine
whether or not they can communicate with each other.
As stated earlier in Section 5.2, under fading a transmitter picks as the receiver
any of the nodes in the neighboring cell whose link with the transmitter has a fading
coefficient greater than or equal to gm. Hence to maintain a constant throughput
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inside a streamline region, the coordination algorithm must not only check the avail-
ability of free buffer spaces, but also choose nodes such that the fading coefficient
requirement is satisfied.
Theorem 5.3 states that adding fading to the Physical Model does not change
buffer scalability property of the unit square network.
Theorem 5.3: Adding fading to the Physical Model does not change buffer
scalability of the unit square network with N = O(| ~D(l)|2 log | ~D(l)|) nodes each
having buffer space of size b = 1.
Proof. Let l and (l + 1) refer to indexes of two adjacent supernodes in the linear






which counts the number of qualified links between the two supernodes for commu-
nication. Note that
Yl,l+1 ∼ Binom(Ni,j, P (glk > gm))
Now based on Lemma 5.3, in order to have a constant throughput in each streamline
region, Yl,l+1 must be of O(log | ~D(l)|) for all supernodes along the linear network
modeling the region. To show that this event happens w.h.p the following steps
must be taken: Let P = P (glk > gm), and consider Lemma 5.3; for any desired


































The assumption P > 1
2
is used in deriving the first inequality, and the entropy
function h : [0, 1]→ [0, 1] in the second inequality is defined as h(χ) = −χ log2 χ−
(1− χ) log2(1− χ). Finally, relation (5.7) is used in deriving the third inequality.








→ 1 if k2 >
3
log 2(1− h(χ))
for which we have substituted ς = O(| ~D(l)|).
5.4 Summary
In this chapter we investigated the effects of fading on implementability of
information flow inside the unit square network. Under a general model of fading,
we showed that the previous results (derived in Chapter 4) on sufficient density of
nodes to follow flow flux lines need not be changed.
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In the second part of this chapter, we investigated buffer scalability of the
unit square network. For this purpose, we deviated from using a slotted system and
replaced it with an asynchronous system with random service times. By assuming
that there is limited or no cross-traffic interference between different streamline
regions, each region was modeled as a linear network independently from the rest.
Modeling the network as a set of independent linear networks and using the results
from linear network analysis, it was shown that with N = O(| ~D(l)|2 log | ~D(l)|) nodes
deployed uniformly at random inside the square each having buffer space of size
b = 1, the performance of the unit square network does not degrade as | ~D(l)| → ∞.
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Chapter 6
Conclusion and Future Work
6.1 Conclusion
Our focus in this work has been on WSN applications with periodic moni-
toring requirement, where sensor nodes deployed inside a distributed source send
periodic reports to the destination located far away from the source. It is desirable
to present a framework to study WSNs that can support more than one application
and to provide a means to calculate required density of sensor nodes under different
scenarios. To this end, we used a continuous space model called information flow
vector field ~D(x, y), with two components (magnitude and direction) at each point
in the Euclidean space to model flow of traffic in WSNs.
Information flow flux lines illustrate a set of abstract paths (not constrained
by the actual location of sensor nodes) which can be used for data transmission to
the destination. During this work, we introduced constraints to place on ~D such
that the resulting vector field generates a desirable set of paths.
We also studied the required density of nodes to forward traffic along informa-
tion flow field. To this end, we divided the network geometry into two parts: within
the distributed source, and between the source and destination. Density of sensor
nodes inside the distributed source must be such that the whole area is covered
and that the active set of nodes constitute a connected set such that all the traffic
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generated inside the source can be forwarded to the boundary of this region. On
the other hand, nodes outside the distributed source must be connected such that
all the traffic generated in the source can be relayed to the destination. Coverage is
not an issue for nodes between the distributed source and destination.
We defined a new notion of connectivity (called implementability) which char-
acterizes the ability of sensor nodes to forward traffic along flow flux lines of a given
direction field, as the amount of traffic scales linearly to infinity. Using the notion of
implementability, we showed that following optimal paths for flow of traffic requires
more nodes than providing network connectivity.
The final results indicate that for a given flow field ~D(x, y) which is in-
compressible and irrotational in the region between the source and destination,
a density of n(x, y) = O(| ~D(x, y)|2) sensor nodes is not sufficient to relay traffic
along the flow streamlines. On the other hand, we showed that ~D(x, y) is im-
plementable with a density of n(x, y) = O(| ~D(x, y)|2 log | ~D(x, y)|) sensor nodes.
We also proposed a joint MAC and routing protocol which requires no more than
n(x, y) = O(| ~D(x, y)|2 log | ~D(x, y)|) nodes to relay traffic along the flow flux lines.
The proposed tier-based scheme also provides a framework to reduce the size of
addressing fields (by requiring tier-level addressing instead of node-level addressing)
and apply power-saving methods by using clustering techniques, and hence meeting
the specific requirements of dense sensor networks. The details of addressing and
clustering techniques should be specified based on network geometry and are out of
the scope of this work.
We also investigated buffer scalability of sensor nodes forwarding traffic along
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flux lines of a given information flow field, and showed that nodes distributed ac-
cording to the sufficient bound provided above can relay traffic from the source to
the destination with each node having a limited buffer space. Furthermore, the
results hold in the presence of fading.
6.2 Future Work
This work presented a general framework to study flow of traffic in dense
WSNs. Some research topics which are interesting to investigate as future work
that were not considered here are as follows.
- Studying the tightness of the sufficiency bound on density of sensor nodes
and extending the results for non-ideal flow fields: In Chapters 3 and 4, the sufficient
bound on density of sensor nodes was determined by proposing a joint MAC and
routing protocol which requires no more than n(x, y) = O(| ~D(x, y)|2 log | ~D(x, y)|)
nodes to relay traffic along the flow flux lines of a given irrotational flow field ~D.
However, the tightness of the sufficiency bound was not studied in this work and is
left as future work. Also, extending the results of the implementability analysis to
non-ideal flow fields (flow vector fields that are solutions of the p-norm flow problem
with p 6= 2) is left as an open problem.
- Performing clustering and tiering techniques in a distributed way: As dis-
cussed throughout the work, the proposed tier-based scheme for routing along flow
streamlines also provides a framework to reduce the size of addressing fields (by
requiring tier-level addressing instead of node-level addressing) and apply power-
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saving methods by using clustering techniques. This work can be extended to in-
clude distributed addressing and clustering techniques based on network geometry.
- Devising a buffer coordination algorithm: Since sensor nodes have finite
buffer space, a buffer coordination algorithm as defined in [8] must be deployed
in order to avoid unnecessary network performance degradation. The goal of such
algorithm is the efficient use of buffer space in each cell. A buffer coordination
algorithm assists nodes in neighboring cells to forward packets to nodes that have
available buffer space, when possible. The design of a buffer coordination algorithm
was beyond the scope of this dissertation, and we assumed that it could be designed
using a token-based approach under the FCFS scheduling policy. The design of
such algorithm while considering the limited energy resources of sensor nodes and
the necessity of clustering in WSNs is an interesting topic of research.
- Reducing the overhead of periodic reporting: In this work we considered a
class of applications which requires continuous monitoring and periodic reporting
to the destination. In such applications, it may happen that sensor nodes have very
similar readings during long periods of time; hence, it would not be energy efficient
for sensors to continuously send the same value to the sink node [66]. It would be
interesting to modify the load density function to incorporate a model for rate of
change in the sensed data such that data is forwarded to the sink only if it differs
from the last transmitted data. This can be seen as a bridge between continuous
monitoring and event-driven reporting approaches. Some interesting results are
presented in [66] in this regard.
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Appendix A
Overview of Fading Channels
The following is a brief discussion on fading channels which is mainly extracted
from [41].
Fading is a stochastic variation in the received signal power that may be caused
by multipath propagation, scattering, or obstruction [42].
If a single pulse is transmitted over a multipath channel then the received
signal will appear as a pulse train, with each pulse in the train corresponding to the
Line-of-Sight (LOS) component or a distinct multipath component associated with
a distinct scatterer or cluster of scatterers. The time delay spread of a multipath
channel can result in significant distortion of the received signal. This delay spread
equals the time delay between the arrival of the first received component and the
last received signal component associated with a single transmitted pulse.
The impact of multipath on the received signal depends on whether the spread
of time delays associated with LOS and different multipath components is large or
small relative to the inverse signal bandwidth. If the channel delay spread is small
then the LOS and all multipath components are typically non-resolvable, leading to
the narrowband fading channel. If the delay spread is large, multipath components
are resolvable into some number of discrete components, leading to wideband fading
model.
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Let the transmitted signal be
s(t) = <{u(t)ej2πfct},
where u(t) is the equivalent lowpass signal for s(t) and fc is the carrier frequency.
The corresponding received signal (ignoring the noise effects) is the sum of the LOS




αn(t)u(t− τn(t))ej(2πfc(t−τn(t))+φDn )}, (A.1)
where N(t) refers to the number of resolvable multipath components. For each
multipath component n, rn(t) refers to the path length from the transmitter to the
receiver, and τn(t) =
rn(t)
c
is the corresponding delay1. φDn(t) is the Doppler phase
shift, and αn(t) refers to the amplitude. Considering a static network with immobile
nodes, the Doppler effect does not play a role.
For typical carrier frequencies fc, fcτn(t) 1. Hence, a small change in path
delay can lead to a large phase change in the nth multipath component. Rapid phase
changes in each multipath component give rise to constructive and deconstructive
addition of multipath components constituting the received signal, which in turn
causes rapid variation in the received signal strength. This phenomenon is called
fading.
Suppose the delay spread Tm  B−1, where B is the bandwidth of the trans-
1Here, c refers to the speed of light in vacuum.
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mitted signal2. Most often, this implies that the delay associated with the ith
multipath component τi ≤ Tm, for all i; hence, u(t − τi) ≈ u(t) for all i and (A.1)









For narrowband signals, the received signal can be approximated by
r(t) = rI(t) cos(2πfct)− rQ(t) sin(2πfct), (A.2)









where the phase term φn(t) = 2πfcτn(t) − φ0, with φ0 denoting a random phase
offset of the transmitted signal.
Now, based on different assumptions on the existence of a LOS component and
position of scatterers, different distributions are suggested for the signal envelope
z(t) = |r(t)| =
√
r2I (t) + r
2
Q(t). Nakagami, Ricean, and Rayleigh fading (which is
a special case of Nakagami fading) are among some of the distributions commonly
used in the literature.
2The delay spread Tm for time-varying channels is usually characterized by the rms delay spread,
however, it can also be characterized in other ways.
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Coherence bandwidth is a statistical measure of the range of frequencies over
which the channel has approximately equal gain and linear phase. In other words,
coherence bandwidth is the range of frequencies over which any two frequency com-




In general, if we are transmitting a narrowband signal with bandwidth B 
Bc, then fading across the entire signal bandwidth is highly correlated; that is, the
fading is roughly equal across the entire signal bandwidth. This is usually referred to
as flat fading. On the other hand, if the signal bandwidth B  Bc, then the channel
amplitude values at frequencies separated by more than the coherence bandwidth
are roughly independent. Thus, the channel amplitude varies widely across the
signal bandwidth. In this case the fading is called frequency selective.
Also it is important to note that fading is a spatial phenomenon, i.e., the fading
level depends on the position of a node and only varies over time if the transmitting
and/or receiving nodes (or objects in their surroundings) move [42]. To make this
distinction, the terms static and dynamic fading are used in the literature. In static
fading, only one channel realization is observed over time, whereas a dynamic fading
process is usually ergodic. Static fading occurs in networks with static nodes that
are placed in rich-scattering environments. A prominent example of static fading
occurs in sensor networks [42].
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Appendix B
Scheduling Schemes (Proof of Theorem 4.3)
B.1 Scheduling Based on the Protocol Model:
First we need to choose M and the transmission radius rt such that commu-
nication between nodes inside each streamline region is feasible under the Protocol
Model without producing significant amount of interference for the rest of the net-
work.
• Choosing a suitable M : For communication to occur between sensor nodes in
different cells, a node must at least be able to communicate with nodes in its
adjacent cells. Therefore, the transmission radius rt ≥ 2
√
2s.
For N nodes X
(l)
1 , · · · , X
(l)
N uniformly distributed inside the unit square, node
X
(l)





j | ≤ rt
and |X(l)k −X
(l)
j | ≥ (1 + ∆)rt, ∀X
(l)
k ∈ GCm.






j | = (M−
2)s; hence, in order to meet the second constraint of the Protocol Model,
(M − 2)s ≥ (1 + ∆)rt (B.1)
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Now choosing rt = 2
√
2s, and substituting it in (B.1) results in the following
lower bound on M :
M ≥ 2
√
2(1 + ∆) + 2 = Mpro (B.2)
Therefore M must be greater than or equal to Mpro to communicate based
on the Protocol Model inside the unit square using a TDMA scheme with M2
slots per time frame.
In order to ensure that the traffic of each implementation strip stays within
itself the wireless channel is divided into κ ≥ 2 sub-channels of equal capacity
{Ci = Cκ , i = 1, · · · , κ}. Let κ = 2 for the rest of the analysis, and assume
that every other streamline region shares the same channel.
• Choosing the transmission radius function: Let rt denote the transmission
radius of each node. Based on the Protocol Model, in order to avoid significant
interference between nodes in two different strips sharing the same channel,
the distance between every other strip, which is equal to Ws, must satisfy
Ws ≥ rt(1 + ∆) (B.3)
This relation suggests that, when using two sub-channels, the transmission
radius can be chosen to be rt =
Ws
1+∆
; choosing the maximum radius possible
is consistent with the overall goal of minimizing the total number of nodes
required to follow flow streamlines. In a similar analysis, the transmission
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radius in a general case of having κ ≥ 2 sub-channels is equal to rt = (κ−1)Ws1+∆ ,
which is linearly proportional to Ws = O(| ~D(l)|−1).
Finally, in order to show that a total number of N = O(| ~D(l)|2 log | ~D(l)|) nodes
is sufficient to follow flow streamlines using the prescribed scheduling scheme, we
need to show that there exists at least one node inside each square cell of size s
to relay information to its neighboring cells. Let Na,b denote the number of nodes
inside cell Ca,b and define Υa,b as the event {Na,b > 0}. Now, P [
⋂ 1
s
a,b=1 Υa,b] is the
probability of the event that there exists at least one node inside each cell that can




















− (log s2 +Ns2)
)
Υca,b is the complement of Υa,b and is the event {Na,b = 0}. Lemma 2 is used in
deriving the last inequality. By substituting N = k| ~D(l)|2 log | ~D(l)|, ns(U2) = |
~D(l)|
γC

























− 2) log | ~D(l)|
)
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Therefore if we choose k > 16(1+∆)
2
γ2C2
, the exponential term in (B.4) goes to zero,
and there exists at least one node inside each square cell with probability one as
| ~D(l)| → ∞.
Below is a summary of the scheduling scheme presented in this section for
relaying traffic along flow streamlines within the unit square based on the Protocol
Model:
- Choose M ≥Mpro
- Set rt =
(κ−1)Ws
1+∆




: {Ca,b, a, b =
1, · · · , 1
s
}
- Divide cells into M2 groups {GCi, i = 1, · · · ,M2} such that two cells Ca,b
and Ca′,b′ are in the same group if and only if a ≡ a′ (mod M), and b ≡ b′
(mod M)
- At each time slot m, nodes inside GCm send their traffic to their neighboring
cell. For this, we assume that each cell has a representative (cluster head)
which relays information to the neighboring cell within the same strip and
with the most progress toward the bottom of the square.
- Nodes in adjacent strips use different sub-channels to communicate. Therefore,
traffic cannot cross and is conserved within the boundaries of strips.
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B.2 Scheduling Based on the Physical Model



















where {X(l)k , k ∈ T} is the set of nodes simultaneously transmitting over the same
sub-channel. Due to symmetry in the problem and uniformity of flow field, nodes
within the unit square are assumed to have similar transmission power pt.
The same scheduling scheme proposed for the Protocol Model can be used
for the Physical Model to show the sufficiency of N = O(| ~D(l)|2 log | ~D(l)|) nodes to
follow the flow streamlines . Therefore, once again the unit square is tessellated
into square cells of size s = O(| ~D(l)|−1), and cells are divided into M2 groups for a
fixed positive integer M , similar to the Protocol Model. As the width of streamline
regions decreases proportional to | ~D(l)|−1, the distance between nodes in adjacent
cells responsible for transmission and reception of traffic also decreases with the
same proportion. Therefore, to reduce the energy consumption of nodes and limit
the amount of interference to neighboring regions, transmission power pt must scale
proportional to | ~D(l)|−α. Now the same TDMA scheme can be used for nodes to
relay traffic to their neighboring cells. The only question left is to specify how to
choose M such that communication between nodes in different cells are successful
under the Physical Model. For this, we have to find a finite M independent of θ
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Table B.1: Minimum distance between X
(l)




tier number of active cells min |X(l)k −X
(l)
j |
1 8 (M − 2)s




v 8v (vM − 2)s
such that the SINR bound can be met. This can be done by imposing the threshold
constraint on a lower bound of the SINR ratio.
Let pr denote the received power at a node. Since nodes communicate only







On the other hand, the total interference generated by simultaneous trans-
missions from nodes in the same group can be upper bounded as described below.
Let X
(l)
i be a node inside the dashed cell in the center of the square shown in
Fig. B.1, and let {X(l)k , k ∈ T} denote all nodes transmitting in the same time slot
and sub-channel as X
(l)
i . Cells that are simultaneously active with the central cell
when M = 2 are shaded in Fig. B.1. These cells occupy different tiers, and can be
categorized as described in Table B.1.
Based on Table B.1, the total interference I(M) which is a function of M can
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[ζ(α− 1) + 2ζ(α)] (B.7)
Both series in the fourth line of relation (B.7) converge if α > 2. In the
last equality, we have defined function ζ : R → R+, and have substituted ζ(α) =∑∞
v=1 v
−α to emphasize that the convergent series is only a function of α.
Figure B.1: Cells simultaneously active with the central cell when M = 2.











[f(α− 1) + 2f(α)]
(B.8)
Now, in order to find a suitable range for M such that simultaneous transmissions








[f(α− 1) + 2f(α)]
≥ Γ (B.9)








Note that since s = O(| ~D(l)|−1) and pt = O(| ~D(l)|−α), the second term in the denom-
inator of Mphy, N0
sα
pt
, converges to a constant number as | ~D(l)| → ∞. Furthermore,
pt can be chosen such that the denominator is positive. Therefore, Mphy is a fixed
number and the SINR does not grow as the total number of nodes grows to infinity.
Hence, provided M ≥Mphy, the same TDMA scheme with M2 slots per time
frame can be used to carry traffic within streamline regions of the unit square.
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