Abstract. We continue from [11] the study of linear algebraic semigroups. Let S be a connected algebraic semigroup defined over an algebraically closed field K. Let %(S) be the partially ordered set of regular \-classes of S and let E(S) be the set of idempotents of S. The following theorems (among others) are proved. (1) %.(£) is a finite lattice. (2) If S is regular and the kernel of S is a group, then the maximal semilattice image of S is isomorphic to the center of E(S). (3) If S is a Clifford semigroup and f e E(S), then the set [e | e e £(S), e > f) is finite. (4) If S is a Clifford semigroup, then there is a commutative connected closed Clifford subsemigroup T of S with zero such that T intersects each f-class of S. (5) If S is a Clifford semigroup with zero, then S is commutative and is in fact embeddable in (K",-) for some n G Z+. (6) // ch ■ K = 0 and S is a commutative Clifford semigroup, then S is isomorphic to a direct product of an abelian connected unipotent group and a closed connected subsemigroup of (K",-)for some »£Z+,(7)//S is a regular semigroup and dim • S < 2, then |% (5) CS(X) = {a|a G S, ax = xa for all x G A"}. We let C(X) = CS(A") n X and E(X) = E(S) n X. We let ti(S) denote the maximal semilattice image of S. An ideal 7 of S is prime if for all a, b G S, ab e P implies a e P or b e P. If ax, . . . , an G S, then <a,, . . . , an) denotes the subsemigroup of S generated by ax, . . ., an. If S has an identity element 1, then we refer to the 3C-class of 1 as the group of units of S. Let a G S. Then a is regular if a G aSa. Let / be an ideal of S. If a G 7, then a is regular in S if and only if a is regular in /. Let a, b G I such that a is regular. Then afb in I if and only if afb is S. S is regular if every element of S is regular. S is strongly m-regular if a power of each element of S lies in a subgroup of S.
1. Preliminaries. Let S be an arbitrary semigroup. If S has an identity element, then Sl = S. Otherwise S' = Su{l}, 1GS, with obvious multiplication. If a, b G S, then a|Z> (a divides b)ifbe SxaSx. f, <3l, £, %, ty will denote the usual Green's relations on S. If a G S, then we let Ja, Ha denote the ^-class and % -class of a in S, respectively. If a, b G S, then Ja < Jb if ¿>|a. E(S) will denote the set of idempotents of S. If e,f G E(S), then e >f if ef = fe =/. If X G S, then CS(X) = {a|a G S, ax = xa for all x G A"}. We let C(X) = CS(A") n X and E(X) = E(S) n X. We let ti(S) denote the maximal semilattice image of S. An ideal 7 of S is prime if for all a, b G S, ab e P implies a e P or b e P. If ax, . . . , an G S, then <a,, . . . , an) denotes the subsemigroup of S generated by ax, . . ., an. If S has an identity element 1, then we refer to the 3C-class of 1 as the group of units of S. Let a G S. Then a is regular if a G aSa. Let / be an ideal of S. If a G 7, then a is regular in S if and only if a is regular in /. Let a, b G I such that a is regular. Then afb in I if and only if afb is S. S is regular if every element of S is regular. S is strongly m-regular if a power of each element of S lies in a subgroup of S.
Let S be a strongly w-regular semigroup, a G S. Then it follows from Munn [10] that a is regular if and only if afe for some e G E(S). In fact it is well known that f = ty for S. This fact is implicit in [10] . An explicit proof can be found in [6] . A f -class 7 of S is regular if it contains an idempotent. Let %(S) denote the set of all regular ^-classes of S. Then cll(S) becomes a partially ordered set with respect to the partial order on $--classes defined above.
Throughout this paper, Z, Z + , Q + , Q, R+, R will denote the sets of all integers, positive integers, positive rationals, rationals, positive reals and reals, respectively. If A" is a set then 9(X) denotes the power set of X and |A| the cardinality of X. If (P, < ) is a partially ordered set and a, ß G P, then a covers ß if a > ß and there is no y G P such that a > y > ß. K will denote a fixed algebraically closed field. If Xx, . . . , Xn are variables, then K[XX, . . . , Xn] denotes the free commutative algebra over K in variables A,, . . . , Xn and S[XX, . . . , X"] denotes the free commutative semigroup in variables Xx, . . . , Xn. If n G Z+ then K" = K X • • ■ X AT is the affine «-space and 91t"(AT) the algebra of all n X n matrices. A Ç A"" is (Zariski) closed if it is the set of zeroes of a set of polynomials on K". If A" Ç AT" then X denotes the closure of A. Let X G Km, Y G K" be closed, </>: X -► Y. If <¡> = (<£,,..., <¡>m) where each 4>¡ is a polynomial, then <(> is a morphism. <b is dominant if <Í>(A) = Y. By an algebraic semigroup we mean (S, ° ) where ° is an associative operation on S, S is a closed subset of K" for some n G Z+ and the map (x, y) -* x » y is a morphism from S X S into S. Let S, T be algebraic semigroups, <í>: S -» T a (semigroup) homomorphism. Then <J> is a "-homomorphism if <¡> is also a morphism (of varieties). If <f> is a bijection and if both <j> and <f>_1 are *-homomorphisms, then we say that <¿> is a "-isomorphism and that S, T are "-isomorphic. Let S be an algebraic semigroup. Then by a result of W. E. Clark (see [11, Corollary 1.4] ), there exists n G Z+ such that a" lies in a subgroup of S for all a G S. We let w(S) denote the smallest such positive integer n. By the author [11, Corollary 1.11] there exist ideals 70, . . . , I, of S such that S = 7 D • • • D /0, 70 is the completely simple kernel of S and each Ik/'Ik_x is either nil or completely 0-simple, k = 1, . . . , t. In particular [11, Theorem 1.7] , %(S) is finite. Let e,f G £(S). Then e£/ if and only if SeS = SfS. Hence the set {SeS|e G E(S)} is also finite. Let e e E(S). Then eS = {a|a G S, ea = a} is closed. Similarly eSe is closed. Since e is the identity element of eSe, it follows [5, II, §2, Corollary 3.6] that eSe \ He is closed. By a connected semigroup we mean an algebraic semigroup S such that the underlying closed set is irreducible (i.e. is not a union of two proper closed subsets).
Let S be an algebraic semigroup, e G E(S) Lemma 1.1. Let S be an algebraic semigroup, e G E(S), G = He Define 9: G -> S as 9(a, b) = a. If T is a closed subset of G then 9(T)n G = 9(T). If S is connected, then so is G and dim • G = dim • eSe.
Proof. eSe is a closed subsemigroup of S. If S is connected, then by [11, Proposition 2.2] , so is eSe. Hence we can assume without loss of generality that e is the identity element of S. By [5, II, §2, Theorem 3.3] we can assume that S is a closed submonoid of 91t"(Ä:) for some n G Z+. If a G S, then let f(a) denote the determinant of a. So G = (a|a G S, f(a) ¥= 0}. Let G, = {(a, a)|a G G, a G AT, /(a)a = 1} with (a, a)(b, ß) = (ab, aß). Then G, is an algebraic group with (a, a)~l = (a adj • a, f(a)). Define 0,: G, -> S as 0,(a, a) = a. Let T G Gx be Then for a G G,p¡(a, l//(a)) = 0 if and only if q¡(a) = 0. Hence if Tx = {a\a G S, g,(a) = 0, / = 1, . . . , m}, then Tx n G = 0(T). Since T, is closed, 0(T) Ç Tx and 0( T) n G = 9( T). Next assume that G, is not connected. Then Gx = A \j B fox some proper closed subsets A, B. Then 0,(^4) ^ G, 9X(B) ¥= G. So by above, 0,04)^ S, 0,(5)^ S. Since 0,(G,) = G, S = 0^<)U 0^(2*) U (S \ G). Hence S is not connected. Now define <j>: Gx-> G as <b(a, a) = (a, a adj • a), i/': G ^* Gx as ifta, 6) = (a,f(b)). Clearly <J> = $-*, 0 ° <f> = 0" 9X°^ = 9. So G, and G are *-isomorphic and the lemma is proved. Lemma 1.2. Let S be an algebraic semigroup, J G %(S). Let G" G2 ¿?e two maximal subgroups of J. Then Gx is "-isomorphic to G2.
Proof. By the Rees-Green theorems (see [3, Chapter 2] ) there exist a, b, c, d e J such that the maps <b: G, -» G2, \p: G2 -» G, given by <J>(x) = axb, \p(y) = cyd are isomorphisms and \p = <f>-1. Define <¡>x: G, -» G2, »//,: G2 -» G, as «^(x, x_1) = (<}>(x), <j>(x~1)), \px(y,y~l) = (^(yX ¡Piy'1))-Then <¡>xl = \px and <>, is a '-isomorphism. Lemma 1.3. Let S be a semigroup, e,f G E(S), e\f. Then there exists f G E (S) such that fff and e > /'. Proof, xey = / for some x, y G S. Let /' = eyfxe. Corollary 1.4. Let S be a semigroup. Suppose S has a kernel M which is a group.
LetfG E(M). Then e > f for all e G E(S).
Proof. Let e G E(S). Then e\f. By Lemma 1.3, e >/. Lemma 1.5 . Let S be a strongly it-regular semigroup with identity element 1. 77ien the nonunits of S, if nonempty, form a prime ideal of S.
Proof. Let a, b G S such that ab = 1. Then ambm = 1 for all m G Z+. There exists n e Z+ such that a"%e for some e G E(S). Then ea" = a" and so e = e • 1 = ea"b" = a"b" = 1. Hence a"3Cl. It follows that aSCl. Now let G be the % class of 1 and let P = S \ G. Suppose P ^= 0. Let a G P, x G S. Suppose ax G G. Then aZ? = 1 for some b G S and a G G by the above, a contradiction. Hence ax G P. It follows that P is right ideal of S. Similarly P is a left ideal of S. This proves the lemma. Lemma 1.6. Let S be a strongly it-regular semigroup such that %(S) is finite. Suppose S is a semilattice of semigroups Sa (a G T). Then :
(1) Each Sa (a G T) is strongly it-regular.
(2) %(S) = U a6r <&(Sa). ' (3) Each Sa (a G T) has a completely simple kernel.
Proof. Let a G T, a G Sa. Then a" lies in a subgroup G of S. Since G (l Sa ¥= 0, G G Sa. Hence Sa is strongly w-regular. Next let e G E(Sa), a G Sa such that e^a in S. Then there exist x, y, s, t G S ' such that xey = a, 5a/ = e. Let x' = xe, y = ey, s' = es, t' = te. Then x', y, s', t' G Sa, x'ey' = a, s'ar' = e. So afe in Sa. Hence 9l(S) = U oer ^(Sa). In particular, %(Sa) is finite. By [11, Lemma 1.9] , each Sa has a completely simple kernel. Lemma 1.7. Let S be a semigroup, e G E(S) and set T = eSe. Then for a, b G T, a\b in T if and only if a\b in S.
Proof. Let a, b G T such that a|¿? in S. Then xay = b for some x,y G S1. So So ¿>, is convex linear combination of b2, . . ., bn, a contradiction. This proves the lemma. Lemma 1.9. Let S be an algebraic semigroup with identity element 1. 77ien 1 lies in a unique irreducible component T of S. Moreover T is a subsemigroup of S.
Proof. Let Tx, T2 be irreducible components of S such that 1 G Tx n T2. Let <$>: Tx X T2 -+ S be given by <p(a, b) = ab. So 4>(TX X T2) is irreducible and T¡ G <í>(r, X T2) = TXT2, i = 1, 2. Hence Tx = T2 = TXT2. Lemma 1.10. Let S be a connected semigroup, e G E(S). Then the following conditions are equivalent.
(1) e G C(S), (2) e G C(E(S)), (3) eS = Se, Proof. Let / be an ideal of S. By Theorem 2.3, /is an ideal of S and /// is nil. Since S is regular, so are / and ///. It follows that 1=1. Since %(S) is finite, S has only finitely many ^-classes. Since every ideal of S is a union of the $--classes contained in it, S has only finitely many ideals. is nil. Since T2 = T, there exist x,y G T such that xy = a. Since TaT = T, there exist u, v e T such that y = uav. So xuav = a and (xu)ravr = a for all r G Z + . But v' e I for some / G Z+. Hence a G I. So a G Ter for some e G £'(7'). Since TaT = T,afe and a is regular. This contradiction proves the theorem.
In answer to a problem of Rhodes [12] , Hall [7] (and independently, C. J. Ash) showed that every finite partially ordered set with a minimum element occurs as the partially ordered set of $--classes of a finite inverse semigroup. We show that the situation is quite different for connected semigroups.
Theorem 2.7. Let S be a connected semigroup. Then %,(S) is a finite lattice.
Proof. Let ir(S) = n, E = E(S) and let T denote the kernel of S. If e G E then let M(e) = {a\an G SeS}. By Lemma 2.2, M(e) is closed. Since %(S) is finite, <$ = {M(e)\e G E} is finite. Let e,f G E. We will show that Je /\Jf exists in %(S). Let /I = {g\g G E, e\g, f\g}. Since E(T) G A, A ^ 0. Let / = U ge^ S*-*. 7i = U geA M(g). Then I G Ix. Let x,>>, z G S. Then (xey/z)"3Cg for some g e E. Clearly e\g and/|g. So g G A. Thus xeyfz G M(g) G Ix. Define <b: S X S X S -> 7, as <Kx,.y, ¿) = xey/z. Let a G I. Then a G SgS for some g e A.
Sog e SeS n S/S. Hence a G SgS = Sg2S G SSeSSfSS G SeSfS = <b(S X S X S). So 7 Ç <í>(S X S x S). Since S X S x S is irreducible, % is finite and <Í>(S X S X S) ç 7, = U ge/) M(g), we see that <¡>(S X S X S) G M(h) for some he A. Hence 7 ç M (h).
Thus «|g for ail g G . 4 and Je/\Jf = Jh. %(S) is therefore a A-semilattice. To show that %.(S) is a lattice, it suffices to show (since %(S) is finite) that %(S) has a maximum element. Clearly S = (J ee£-M(e). Since 'S is finite and S is connected, S = M(f) for some/ G E. So e G S/S for all e e E and 7^ is maximum in 6li(S). This proves the theorem. Proof. By Lemma 1.10, C(E(S)) = E(C(S)). Let M be the kernel of S, E(M) = {g}. By Corollary 1.4, g G C(7J(S)) = A. Let ti = ti(S). Let Sa (a G ti) be the maximal semilattice decomposition of S and let p be the corresponding congruence. By Tamura [14] , each Sa is S-indecomposable.
By Lemma 1.6, each S" is strongly 77-regular, has a kernel Ma and Ma G %(S). Let ea G E(Ma). Since M2 G Ma, we see by Theorem 2.10 that ea G A and that Ma is a group. Suppose / G A n Sa. Then / G C(Sa). So 7 = fSa = SJ is an ideal of S" and hence by Tamura [14] , is S -indecomposable. Since Sa is strongly ^-regular, so is I. Since 7 has an identity element/, we see by Lemma 1.5, that 7 is a group. Hence Ma = 7 and/ = ea. Then A n Sa = {ea} for all a G ti. 
Proof. (1) => (2). If %(S) is linearly ordered, then every ideal of S is of the form
SeS, e G E(S) and we are done by Corollary 2.5.
(2) => (1) . Let e,f e E(S) and let 7 = SeS u SfS. I is an ideal of S and hence connected. By Theorem 2.7, there exists g G E(T) such that 7g7 = 7. So g|e, g\f. Now g G SeS or g G SfS. By symmetry, assume g G SeS. Then e|g|/ and e\f. Hence %(S) is linearly ordered.
Theorem 2.13. Let S be a connected regular semigroup such that %(S) is linearly ordered. Then:
(1) |S2(S)| < 2.
(2) Suppose \ti(S)\ = 2. Then S has a unique proper prime ideal P such that S \ P is completely simple. If further the kernel of S is a group, then S \ P is a group and S has an identity element.
Proof. Suppose \ti(S)\ ¥= 1 and let P be a proper prime ideal of S. Then S \ P is strongly ^-regular. Let e G E(S \ P). We claim that SeS = S. Suppose SeS =£ S.
Since %(S) is linearly ordered, there exists/ G 7i(S) such that P = SfS and e\f.
Let/? = dim • SfS, m = dim • Ses, n = dim • S. Then/? <m <n. Define <j>: S X S -» SeS as (j>(x,y) = xey. Then <b is surjective. Since e\f, <b(P X P) = P. Let W be an irreducible component of </>_1(P) containing the irreducible closed set P X P.
Then <j>(W) = P. Hence by [9, Theorem 4 
Now dim • ((P X S) u (S X P)) = n + p. Hence W $ (P X S) u (S X P). Thus there exist a, b G S \ P such that (a, b) e W. Hence aeb G P, a, e, b G S \ P. This contradicts the fact that P is a prime ideal of S. Hence SeS = S, S \ P is completely simple, and S \ P is the maximum element of %(S). If P, is any other proper prime ideal of S then S \ P = S \ Px and hence P = P,. Thus P is the unique prime ideal of S. Since S2(S) is a homomorphic image of S, S2(S) cannot have more than one proper prime ideal. Let ax, a2 e ti = ti(S) such that a, is not the minimum element of ti, i = 1, 2. Let fl,: = { ß\ ß e ti, ß ^ a,}, /' = 1, 2. Then ti¡ is a proper prime ideal of ti, i = 1, 2.
So Í2, = ti2 and a, = a2. Then \ti\ = 2. Next assume that the kernel of S is a group.
Then by Theorem 2.10, e G C(S), and S \ P is a group. So S = SeS = eS = Se and e is the identity element of S. This proves the theorem.
3. Clifford semigroups. A semigroup S is said to be Clifford semigroup if it is a union of its subgroups. Clifford semigroups were first studied by Clifford [2] . For the basic results about Clifford semigroups, see Clifford [2] or [3, Theorem 4.6] . In particular, each ^-class of S is a subsemigroup and for ail /" 72 G ^L(S), 7,72 G 7, A 72. If S is a Clifford semigroup and a G S, then we let a'1 denote the inverse of a in the maximal subgroup of a. If each ^--class of S is a subgroup then S is a semilattice of groups. Semilattices of groups were first studied by Clifford [2] . In particular, every idempotent of a semilattice of groups S is contained in the center of S. A regular semigroup S in which idempotents commute is said to be an inverse semigroup. By the author [11, Theorem 2.8], a connected semigroup is inverse if and only if it is a semilattice of groups. Hence by Theorem 2.7, a connected inverse semigroup has an identity element.
A lattice L = (L,A,V) with a maximum element 1 and a minimum element 0 is complemented if for all e G L, there exists / G L such that e\J f = \ and e /\ f = 0. L is relatively complemented if for all e, / G L with e </, [e, f] = {x|x G L, e < x < /} is complemented. It is well known [4] that a complemented modular lattice is relatively complemented. For finite lattices, the situation is clearly the other way around, i.e. every finite relatively complemented lattice is complemented. Proof. Since T is an algebraic semigroup, T is strongly w-regular. Let a G T. Then a"%e in T for some e G E(T), n G Z+. Since S is a Clifford semigroup, a%f in S for some / G 7í(S). Then e%a"%f in S and so e = /. Thus ea = ae = a. Since a"%e in T, we now see that a%e in T. Thus T is a Clifford semigroup.
By Theorem 2.10 we have (1) The kernel of S is a group. (1) For each g G E(J2), there exists f G E(JX) such that f > g.
(2)G2\GX.
(3) Suppose S is an inverse semigroup and define \p: GX^>G2 as \p(a, a'1) = (e2a, e2a~l). Then \p is a surjective "-homomorphism.
Proof. We can assume without loss of generality (since %(S) is finite) that 7, covers 72. Let e G E(JX), g G 7í(72). We can assume that SeS = S (otherwise we work with SeS). Clearly SgS ^ S. Define $: S -> S X S as <¿>(x) = (gx, xg) and let V =</>(S). By Lemma 2.3, dim • V < dim • S. Consider <b: S -+ V. Then V is irreducible and <j> is a dominant morphism. Clearly </>(g) = (g, g). Hence [9, Theorem 4.1], <t>~l(g, g) ¥= {g}. So there exists x G S such that x j* g and xg = gx = g. Suppose x G 72. Then x%g and so x = g, a contradiction. So x G 72. Since e|x| g and 7, covers 72, x G 7,. Let x3C/, / G E(JX). Then f > g. This proves (1). We now prove (2) and (3). By Lemma 1.2 we can assume, without loss of generality, that e, = / and e2 = g. Let G = {a|a G G,, ag = ga}, G = {(a, a~x)\a e G}. Then G is a subgroup of G, and G is a subgroup of G,. Note that if S is an inverse semigroup, then G = Gx and G = Gx. Define X: G -> G2 as A(a) = ag = ga and define i//: G -> G2 as ^(a, a-1) = (X(a), X(a'1)). Then X is a homomorphism and \p is a *-homomorphism. It suffices to show that \p is surjective. This is equivalent to showing that X is surjective. Lemma 3.6. Let S be a connected Clifford semigroup, e,/ G E(S) such that e covers f. Then there is a closed connected subsemigroup T of S such that e,feT and af = fa = f for all a G T.
Proof. We can assume without loss of generality that e = 1 is the identity element of S (otherwise we work with eSe). Clearly SfS ¥= S. Define <¡>: S ^> S X S as <í>(x) = (fx, xf). Let V =<¡>(S). By Lemma 3. Proof. We prove the theorem by induction on dim • S. For e,f G E(S), set MeJ = {g\ g e E(S), g >f, gfe}. Since %(S) is finite, it suffices to show that MeJ is finite for all e,fe E(S). So suppose MeJ is infinite for some e,f G 7i(S). Of all such possibilities, choose one with Je minimal. For that e choose/ with Jf maximal. Since MeJ is infinite, we see that Je > Jf. We claim that Je covers J¡. We can therefore assume by symmetry that eS = S. Hence the f -class of e is an 91-class and gS = S for all g G MeJ. Let r = (a|a G S, a/ = fa = /}. Then F is a closed Clifford subsemigroup of S, Mej G T and / G T. Let Tx, . . . , Tk be the irreducible components of 7\ Let g G Me,. We claim that g covers / in 7i(S). For suppose g >/' >/ for some /' G E(S). Then 7e > J}, > Jf, contradicting the fact that Je covers Jj. Then g covers /. By Lemma 3.6, there exists a closed connected subsemigroup B( g) of S such that f, g G B( g) and af = fa = f for all a e B( g).
Hence P(g) G T. Therefore B(g) G Tr for some r. Let ^(g) = Fr. Thus ^: MeJ^> {Tx, . . . , Tk} and / g G i//(g) for all g G MeJ. Since Afe/ is infinite, there exist g" g2 G Af£/ such that g, ¥= g2 and ^(g,) = ^(g^ = 7^.. So/, g" g2 G 7;.. 7) = g,7;. Ç 7^7^. Since 7^7; is the morphic image of the irreducible set T¡ X T¡, it follows that T¿T¿ is irreducible. Hence Ti = T¡T¡. Thus T¡ is a connected Clifford semigroup. Since Tj G T, f is the zero of T¡. By Theorem 3.2, T¡ is a semilattice of groups. In particular, gxg2 = g2g,. Hence g, = g2, a contradiction. This contradiction proves the theorem. As usual GL(/j, AT) will denote the algebraic group {(a, 1/det • a)|a G 91t"(Af), det • a ¥= 0}. If a e GL(m, AT), then a is semisimple if it is diagonalizable. a is unipotent if its sole eigenvalue is 1. These definitions generalize to any algebraic group (see [9, Chapter VI]). If G is an algebraic group, then let Gs = {a\a e G, a is semisimple}, Gu = {a|a G G, a is unipotent}. G is unipotent if Gu = G. Suppose Gs = G and let <i>: G->91t"(AT) be a *-homomorphism. Let e be the identity element of G. We can assume without loss of generality that *>- (í  o) where T, is the r X r identity matrix. If a G G, then
where A is an /• X r invertible matrix. Set \(/(a) = (A, 1/det -yl). Thus \p: G -Ĝ L(r, K) is a ""-homomorphism. Hence by [9, Theorem 15.3] , every element of ip(G) is semisimple. Hence every element of <b(G) is diagonalizable. Thus we have Lemma 3.10. Let G be an algebraic group, Gs = G, <¡>: G -^ 91t"(AT) a "-homomorphism. Then every element of <i>(G) is diagonalizable.
We let K+ denote the algebraic group (A", + ) and AT* G (K2,) the algebraic group {(a, b)\a, b G K, ab = 1}. (1) is trivial. Lemma 3.13. Let S be a commutative connected Clifford semigroup, e,f G E(S) such that e >/. Let G, 77 denote the %-classes of e and f respectively. If Hs = H, then Gs = G.
Proof. Since E(S) is finite, we are easily reduced to the case when e covers / We can assume that e = 1 is the identity element of S (otherwise we work with eS). Let T = {a\a G S, of = /}, Tx the (unique) irreducible component of T containing An algebraic semigroup S is a d-semigroup if S is ""-isomorphic to a closed subsemigroup of (A'",-) for some n G Z+. By Lemma 3.1, every ¿-semigroup is a commutative Clifford semigroup. Proof. If S is a o'-semigroup then clearly M is a ¿-group. So assume conversely that M is a ¿-group. Then by Theorem 3.12, S is commutative. M is a ¿-group and hence Ms = M. We see by Lemma 3.13 that Gs = G for all maximal subgroups G of S. By [11, Corollary 1.3], we can assume that S is a closed subsemigroup of 91t"(/0 for some n G Z+. Let a G S. Then a G G for some maximal subgroup G of S. Consider $: G -* S given by <f>(¿?, b1) = b. Since a G <KG) and Gs = G, we see by Lemma 3.10 that a is diagonalizable. Thus every element of S is diagonalizable. Since S is commutative it follows [8, §6.5, Theorem 8] that there exists an invertible matrix c G 91t"(Af) such that cSc'1 consists of diagonal matrices. This proves the theorem. Theorem 3.16. Let S be a connected Clifford semigroup. Then there exists a closed connected subsemigroup T of S such that T is a d-semigroup with zero and T n 7 is a subgroup of T for all 7 G %(S). In particular T is a semilattice union of the groups T n 7, 7 G %,(S).
Proof. By Theorem 2.7, there exists e G E(S) such that SeS = S. Let 7 Ĝ L(S). By Lemma 1.3, there exists/ G 7Í(7) such that/ G eSe. Hence by Lemma 1.7, 'U(eSe) = {7 n eSe\J G °?L(S)}. Thus, without loss of generality, we can assume that e = 1 is the identity element of S. Let M be kernel of S and let A G E(M). By Lemma 3.9, there exists a closed connected subsemigroup T of S with zero A such that T n 7 is a subgroup of T for all 7 G %(S). By Corollary 3.15, T is a ¿-semigroup. Proof. By [11, Theorems 2.11, 2.13, 2.15], S is a Clifford semigroup. By Theorem 3.16, we are reduced to the case when S is a connected ¿-semigroup with zero. We must show that |7s(S)| < 4. Suppose |7J(S)| > 5. Let S be a closed subsemigroup of (Kn,-) for some n G Z+. Of all such pairs (S, n) choose one with n minimal. If n < 2, then |T¿(S)| < 4, a contradiction. So n > 3. Let e denote the identity of S.
By the minimality of n, e = (1, 1, . . . , 1) . Let G = {(a,, . . . , a")|(a" . . . , a") Proof. By Theorem 3.16 we can assume that S is a ¿-semigroup with zero. (2) then follows from Theorem 3.17. Next we prove (1). Since %(S) » E(S) we must show that 7s(S) = E is relatively complemented. Let e, / G E, f < e. We need to show that [/, e] is complemented. We can assume that e = 1 is the identity element of S (otherwise we work with eS). Let g G E, g > f, g =£ 1. We must show that there exists A G 7s such that gh = f and g V h = 1. Since gf = f, there exists a maximal A G E such that gA = /. Let ex = g\J h. We claim that e, = 1. Suppose not. Then by Lemma 3.8, there exists A, G E such that A, > A and e,A, = A. Then gA, = (ge,)A, = gh = f. This contradicts the maximality of A. Hence E is relatively complemented.
Finally we prove (3). So let e, / g G E such that e covers / and / covers g. Let B = {h\h e E, e > A > g}. We must show that |5| = 2. We can assume that e = 1 is the identity element of S (otherwise we work with eS). By Lemma 3.9, there exists a connected closed subsemigroup T of S such that 1, g G T, g is the zero of Similarly e2 =/,/2 and e, = e2, a contradiction. Hence |/1| > 3, proving the theorem. Remark 3.25. It is not known to us whether the map <¡> in Theorem 3.24 can be chosen to be a *-isomorphism, i.e. we do not know whether <J> can be chosen so that <f>_1 is also a morphism of varieties. Then e = (a, b, c) for some a G K, a ¥= 0 and (1 + Ac)a2 = a. Hence Ac ^ -1 and a = 1/(1 + Ac). Thus for all/ G E(S), \{e\e G E(S), e >/}| < 2. Also note that there is no e G F (7,) such that e > (0, 1, -1). So Theorem 3.4 (1) is not true for connected regular semigroups.
Problem 4.12. Determine all possible lattice structures for %(S) when (1) S is a connected semigroup, (2) S is a connected regular semigroup, and (3) S is a connected Clifford semigroup. Theorem 3.16 reduces the third problem to the study of E(S) where S is a connected ¿-semigroup with zero.
