Hydrological data such as rainfall, streamflows, etc play an important role in water resources development and management, especially in a semi-arid country like South Africa. The current paper preliminarily evaluates, using entropy approach, the information transfer among 7 rainfall stations of the quaternary catchment (C52A) of the Upper Orange River system of South Africa. These rainfall stations were used in a previous study to model streamflow hydrographs for the infield rainwater harvesting in C52A, but no reference to the amount information transferred among the different stations was made. It was observed that the frequency distributions of the monthly rainfall data followed approximately a strong similar exponential decay as well as a strong similar trend. This could yield to highly correlated rainfall. The rainfall stations were found to be highly correlated when station pairs are considered and the mutual information or the information transfer could be evaluated. As a dimensionless quantity, the notion of minimum relative transinformation (RMT) has been introduced for the first time in this paper and it was shown that RMT values vary between 10.3 % and 45.7 %. The relatively high information transfer confirms that these rainfall stations belong to the same hydrological network or hydrological region. The strong dependency among the rainfall stations could suggest that a sensitivity analysis on the number of rainfall stations data could be used during modeling of Infield Rainwater harvesting, in C52A since the information transfer among rainfall stations is relatively considerable. It is suggested that the current study be extended to rainfall stations for quaternary catchments other than C52A.
Introduction
Information content of hydrological variables such as rainfall, streamflows, is of great importance for water resources development, water management as well as for hydrological studies such as climate change, flood forecasting, rainfall-runoff modeling, groundwater recharge, watershed studies, etc. Rainfall has an effect on agriculture which is essential for mankind. The importance of monthly rainfall in water balance processes cannot be overemphasized. Rainfall has an impact on the monthly water usage. The use of monthly rainfall for streamflow estimation/prediction, etc needs to be mentioned. Traditionally the information content of hydrological variable has been usually approached statistically by using variance which is interpreted, in data analysis, as a measure of uncertainty and as revealing gain or loss of information [1] . Another measure of information is the correlation (cross-correlation), amongst records (e.g. rainfall) at nearby sites [2] . At this stage, the cross-covariance matrix helps generally examine the space dependency between hydrological variables while the auto-covariance matrix will therefore determine the time dependency. Generally the majority of current techniques (i.e. statistical techniques) is based on the classic correlation and regression theory, which basically constitutes a means of transferring information in space and time [2] ; [3] . The use of regression theory in transfer of information has some justification; however, regression approaches transfer of information on the basis of certain assumptions regarding the distributions of variables and the form of the transfer function such as linearity and non-linearity [4] . Regression methods do not determine how much information is transferred by regression under specific assumptions with respect to the amount of information that is actually transferable. One may refer to [3] for the definition of terms "transferred information" and "transferable information". The transinformation shows the actual amount of information that can be transmitted or transferrable among hydrological variable, while the correlation coefficient shows the information transfer via regression models and it does not measure the amount of information that has been transferred. Traditional methods (e.g. statistical) suffer also where information is insufficient (missing data), e.g. case of most developing countries. The notion of information transfer via entropy was used for hydrological network design [3] , [4] , [8] and for hydrologic regionalization [8] . In this paper, statistical (correlation) among rainfall stations and entropy approach (transinformation notion) are used to evaluate the information transfer among 7 rainfall stations of the quaternary catchment (C52A) of South Africa. The concept of relative minimum transinformation is introduced here for the first time. It is defined as the ratio of transinformation to maximum entropy and shows the minimum proportion of information transferred among station pairs with respect to the maximum information (uncertainty) for the rainfall stations.
Entropy as a measure of information
Traditionally, the variance has been used statistically to measure the information content of a hydrological variable [2] . However, this approach was criticized for cases where information available about the hydrological variable is little [1] ; [4] . Regression methods do not determine how much information is transferred by regression under specific assumptions with respect to the amount of information that is actually transferable. One may refer to [3] for the definition of terms "transferred information" and "transferable information". By using the entropy concept-theoretic entropy (a term borrowed from communication, see [5] ), hydrologists have tried to find another way of measuring information around 1970's. The concept has been applied in hydrology and water related fields [2] , [4] , [6] , [7] , [8] . Entropy is considered as a measure of the degree of uncertainty of random variable hydrologic processes [7] . Since the reduction of the uncertainty by means of making observations is equal to the amount of information gained, the entropy criterion indirectly measures the information content of a given series of data [4] . In other words entropy depicts the information content of a hydrological variable. Mathematically the entropy of a given hydrological variable is given by (1)
Where i p is the frequency (or probability) of event I; K: is a function of the base used or the scale factor (bits for base 2, napiers for base e, decibels for base 10). The maximum uncertainty ) ( max X H of a hydrological variable X [7] is defined by equation (2) as follows:
Equation (2) shows that the maximum entropy is a function of the sample size of the hydrological events (i.e.
N ) and does not depend on the magnitude of events.
Transinformation is an indicator of the capability of information transmission and the degree of dependency of these variables (e.g. rainfall stations) [3] . The transinformation shows the actual amount of information that can be transmitted or transferrable between X and Y. In other words, the transinformation represents the amount of information that is repeated at both stations defined by T(X,Y) or mutual information is defined by equation (3a):
is the reduction of uncertainty at a given station Y, when X is known is defined When considering hydrological variables X and Y (e.g. rainfall stations), the mutual information (or transinformation/information transmission) via regression is defined by equation (3b) ( )
Where R is the correlation between X and Y. In the case of equation (3b), the amount of information transferred among hydrological variables is done in a specific case, i.e. via regression. The correlation coefficient only measures the transferred information via linear or non-linear regression [3] . However the correlation coefficient does not define or quantify the amount of information that is transferrable between hydrological variables. The transinformation does not assume linearity or non linearity of variables unlike the correlation coefficient [3] . Transferrable information is measured by entropy based concept. The total transferrable information ( )
can be defined by:
Where R 0 is the information coefficient that depend on stochastic variables X and Y.
The notion of information transfer via entropy was used for hydrological network design [3] , [4] , [8] and was proposed for hydrologic regionalization [8] .
Minimum relative transinformation
The ratio of transinformation to maximum entropy which is defined here as the minimum relative transinformation shows the minimum proportion of information transferred among station pairs with respect to the maximum information (uncertainty) for the rainfall stations. The minimum relative transinformation (MRT) is approached here in a similar way as defined by [8] , in term of the notion of the directional information transfer index. The only difference here is that in the formulation of minimum relative information transfer the common denominator is the maximum entropy for the rainfall stations under consideration. Hence MRT is a dimensionless quantity. In other words, the relative minimum transinformation shows the minimum proportion of information that can be mutually transferred among rainfall station pairs. Hence the minimum relative transinformation can be called minimum relative mutual information or relative transinformation. In the case of two rainfall stations described by random variables X and Y respectively, the minimum relative mutual information or minimum relative transinformation of X and Y is defined as follows:
The above equation implies that the minimum relative transinformaion (via linear regression) is symmetrical:
MRT is dimensionless and varies between 0 and 1 (or 0 and 100%).
The steps involved in calculations of the minimum relative transiformation is outlined as follows The values obtained from the steps above give a guide on the dependency among station pairs. Higher values of MRT lead to a situation of a very strong dependency among rainfall stations. Relatively low values of MRT will lead to independency among rainfall stations (variables). In other words MRT shows the minimum proportion of information mutually transferred among station pairs.
And that entropy are considered to be positive, it can be shown that
From expression (6) and (8), it can be said that the directional information transfer index values ) , ( Y X D as defined by [8] of two random variables (e.g. rainfall) are the upper limits for the relative minimum transinformation for the two random hydrological variables X and Y. It has been shown that DIT is a measure of defining regionalization in a hydrological network [8] .
Data availability
The study used monthly rainfall data (from August 1988 to July 2000) for the semi-arid quaternary catchment (QC) C52A which covers 983 km 2 and is one of the four QCs that constitute the Upper Middle Modder River basin of South Africa. Quaternary level is normally the lowest and most detailed level of operational catchment in South Africa for general purpose and planning. These data were obtained from the Water Research Commission Report [9] and were used in a previous study to model the infield rainwater harvesting with SWAT (Soil Water Assessment Tools 2005) [10] . The 7 rainfall stations considered in the current study were coded as 0231725W, 0231754W, 0232223W, 0232181W, 0232211W, 0232218W and 0232275W.
Results and Discussion
Monthly rainfall data from the 7 rainfall stations were considered of same length to have the same value of maximum entropy. This could help in making comparison for entropy computations. Only the results for 7 rainfall stations are presented here and rainfall station pairs were formed from the 7 rainfall stations. First the information transfer among rainfall stations was computed using linear correlaion (i.e. statistical approach). The computed linear correlation values of rainfall station pairs varied between 0.786 and 0.995 as shown in Table 1 . This table is the informational correlation matrix since it gives the correlation values of rainfall station pairs. These relatively high values of correlation indicate a very strong dependency among rainfall station pairs. The informational correlation matrix is symmetrical (Table 1) since regression correlation coefficients have the symmetry property for rainfall station pairs. Since correlation values are high, there is a need to look at the sensitivity of the number stations while these rainfall stations are being used as inputs to any hydrological model. Table 1 helped in the calculations of mutual information values as shown in Table 2 . Hence Table 2 was obtained using equation 3. Secondly the information transfer among station pairs was evaluated using the mutual information (entropy approach). The results of the mutual information are depicted in Table 2 (which shows the transinformation matrix). The maximum value of transinformation is approximately 2.284 Napiers. This value corresponds to the station pair (0232218W-0232275W). The transinformation matrix (in Table 2 ) shows symmetry property since it has been derived from the correlation matrix which is symmetric. The main difference between the correlation matrix and the transinformation matrix is that the transinformation matrix shows the amount of information that can be transferred or transferrable among rainfall station pairs while the correlation matrix shows only the linear (5) dependency among rainfall station pairs. In Table 3 , the values of MRT (minimum relative transinformation, calculated from Table 2 ) ranged from 0.10 to 0.457 (or from 10.3 % to 45.7 %). MRT values as shown in Table 3 depicts a symmetry property since it has been derived from the mutual information. Considering the station pairs, the proportion of information transfer among rainfall station pairs is a least 10 % of the maximum information. In other words, not less than 10 % of information can be mutually transferred among station pairs. For station pair (0232218W-0232275W), at least 45.7% of maximum information can be mutually transferred among station pairs. The relatively high information transfer suggests that these rainfall stations belong to the same hydrological network or to the same region. It has been noticed that the frequency distributions of rainfall stations display an exponential decay (see for example Figures 1 a, b and c) . Figures 2a, b and c showed a strong similarity in the rainfall trend. All rainfall stations depicted a very similar trend. This would explain as well that the rainfall stations have strong correlations. Hence it could support that these rainfall stations belong to the same hydrological network and eventually could transfer information among each other.
Conclusion
The notion of minimum relative transinformation (MRT) has been introduced in this paper and it was shown that MRT values varied between 10% and 45.6 %. The correlation coefficients rainfall station pairs varied between 0.786 and 0.996. Both statistical approach and entropy approach showed dependency among rainfall stations of the quaternary catchment C52A. The relatively high information transfer among rainfall stations justify the fact these stations belong to the same hydrological network. This has been supported by similarities in rainfall frequency distribution as well as in rainfall trends. The strong dependency among the rainfall stations could suggest that a sensitivity analysis on the number of rainfall stations data could be conducted during modeling of Infield Rainwater harvesting, in C52A since the information transfer among rainfall stations is relatively considerable. It is suggested the current study be extended to rainfall stations for quaternary catchments other than C52A 
