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ABSTRACT. With any Lie groupoid G is associated a Lie 2-algebra Γ(∧•A)
T
→ X•mult(G)where Γ(∧
•A) is the
Schouten algebra of the tangent Lie algebroid A of G and X•mult(G) is the space of multiplicative multivectors
on G. The quotient R•mult := X
•
mult(G)/imgT is a Morita invariant of G and called the reduced space of
multiplicative multivectors. We establish a key relation between Rkmult and the cohomology H
1(JG,∧kA)
where JG is the jet groupoid of G and 1 ≤ k ≤ rankA. We also study the infinitesimal of R•mult, i.e. the
reduced space of Lie algebroid differentials on A.
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1. INTRODUCTION
Multiplicative structures on Lie groupoids, such as multiplicative multivectors and multiplicative forms1,
have been studied intensively. We refer to [32] for a thorough survey of the concept of multiplicativity
from its initial appearance to its generalizations. It started with Drinfeld’s study on Poisson Lie groups
[20], namely Lie groups with a compatible Poisson structure, and it was followed by the definition and
the study of symplectic groupoids [31, 46] and Poisson groupoids [47]. In recent decades, the concept of
multiplicativity was generalized to multivectors [26,39,41,42], forms [1,6,7,18] and tensors [9]. There are
also multiplicative structures that are compatible with contact and Jacobi structures [19, 27], holomorphic
structures [35,36], foliations [21,25,29], Dirac structures [8,28,43], Manin pairs [37], generalized complex
structures [30], and others such as [22].
In this paper, we will study the reduced space of multiplicative multivectors on Lie groupoids which we
shall define below. For a comprehensive modern account of the theory of Lie groupoids and Lie algebroids,
and their importance in differential geometry, the reader is referred to the standard text [40]. In Appendix
A, one can find basic notions and notations that we will use throughout the paper.
1.1. Reduced space of multiplicative multivectors. Let G be a Lie groupoid over a smooth manifold M
whose source and target maps are denoted by s and t, respectively. Its tangent Lie algebroid is denoted by
(A, ρ, [ , ]A).
We denote by Xk(G) = Γ(∧kTG) the space of multivectors of order k, or k-vectors for short. A multiplica-
tive 0-vector on G is a function F ∈ C∞(G) such that F (gr) = F (g) + F (r) for all (g, r) ∈ G(2). Here
G(2) denotes the set of composable pairs, i.e. pairs (g, r) with s(g) = t(r). For k ≥ 1, recall that a k-vector
Π ∈ Xk(G) is said to be multiplicative if the graph of groupoid multiplication
Λ = {(g, r, gr)|t(r) = s(g)} ⊂ G × G × G
is a coisotropic submanifold with respect to Π×Π× (−1)k−1Π (see [26] for more explanations).
Denote by Xkmult(G) the space of multiplicative k-vectors on G. Due to dimension reasons, it suffices to
consider those k such that 0 ≤ k ≤ top+1. Here and throughout the paper, top denotes the integer rankA.
We will study multiplicative k-vectors (and k-differentials on Lie algebroids) in three situations:
(1) 0 ≤ k ≤ top + 1, which we call the generic case;
(2) 1 ≤ k ≤ top, which we call the ordinary case;
(3) k = 0 or k = top + 1, which we call the exceptional case.
1In this paper, we abbreviate ‘multivector field’ to ‘multivector’ and ‘k-vector field’ to ‘k-vector’.
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A particular type of multiplicative multivectors, called exact ones, is constructed as follows — let τ ∈
Γ(∧kA); then the k-vector on G
T (τ) := −→τ −←−τ
is multiplicative. We denote by Tk(G) the space of such exact multiplicative k-vectors. One can prove that
the subspace T•(G) = ⊕topk=0T
k(G) formed by exact multiplicative multivectors is an ideal in the graded Lie
algebra X•mult(G) = ⊕
top+1
k=0 X
k
mult(G) (equipped with the Schouten bracket).
We are motivated by a key point of view in the study of differentiable stacks [4, 5] — given a representative
of a differentiable stack G by a Lie groupoid G, the space of multiplicative multivectors on G is part of a
(Z-graded) Lie 2-algebra:
Γ(∧•A)
T
−→ X•mult(G). (1)
It is proved in [4, 44] for the • = 1 case, and then extended to the general case in [5], that the Lie 2-algebra
associated in this way to Morita equivalent Lie groupoids are necessarily homotopy equivalent. Therefore,
in [5], the space of multivector fields on a differentiable stack G is defined to be the homotopy equivalence
class of the Lie 2-algebras (1) associated with the Lie groupoids representing the differentiable stack G.
Two elements Π and Π′ in Xkmult(G) are said to be equivalent (notation: Π ≎ Π
′) if their subtraction is
an exact multiplicative k-vector. This equivalence relation appears as early as in [38, 48] (see also a recent
work [34]). The quotient space
R•mult := X
•
mult(G)/T
•(G) = X•mult(G)/imgT,
which we call the reduced space of multiplicative multivectors on G, classifies multiplicative multivectors
up to equivalence. By results in [4,5,44] mentioned as above, the space R•mult is a Morita invariant: for any
two Morita equivalent groupoids G and G′, their respective R•mult are isomorphic Lie algebras.
BesidesR•mult, there is another obvious Morita invariant ker T which can be identified with the Lie groupoid
cohomology H0(G,Γ(∧• ker ρ)) [5], i.e. G-invariant sections in the bundle ∧• ker ρ (which might be singu-
lar). This fact inspires us that the Morita invariant R•mult is related to Lie groupoid cohomologies. The main
goal of this article is to find such a relation.
If G is a Lie group (i.e.,M is a single point), the question is relatively easy because each Π ∈ Xkmult(G) can
be written in the form
Πg = Rg∗c(g), ∀g ∈ G. (2)
Here c : G → ∧kA is a Lie group 1-cocycle valued in ∧kA which admits the standard adjoint action by
the Lie group G [38]. Moreover, Π is exact if and only if c is a coboundary. So the space Rkmult =
Xkmult(G)/T
k(G) is isomorphic to H1(G,∧kA). Therefore, it is natural to ask whether the reduced space
Rkmult admits an analogue characterization for general Lie groupoids G. The answer is negative; there does
not even exist an adjoint action on ∧kA by G. However, it turns out that, there does exist a relation between
Rkmult and certain Lie groupoid cohomologies. Before we introduce the main results of this paper, let us first
turn to the infinitesimal version of Rkmult.
1.2. Reduced space of Lie algebroid differentials. The infinitesimal of multiplicative multivectors on Lie
groupoids are differentials on Lie algebroids. A k-differential on a Lie algebroid A is a derivation of degree
(k − 1) on the exterior algebra Γ(∧•A):
δ : Γ(∧•A)→ Γ(∧•+k−1A),
which is compatible with the Schouten bracket:
δ[X,Y ] = [δ(X), Y ] + (−1)(k−1)(|X|−1)[X, δ(Y )], X, Y ∈ Γ(∧•A).
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This notion was introduced in [26] (also called a morphic k-vector in [7, 42]). Again, it suffices to consider
those 0 ≤ k ≤ top+ 1, where top = rankA. We denote byDiffk(A) the space of k-differentials on A, and
by Diff•(A) =
⊕top+1
k=0 Diff
k(A) the total space. Equipped with the standard commutator
[δ, δ′] := δδ′ − (−1)(k−1)(k
′−1)δ′δ, δ ∈ Diffk(A), δ′ ∈ Diffk
′
(A),
the space Diff•(A) is a degree (−1) graded Lie algebra.
Given τ ∈ Γ(∧kA), the operation [τ, · ] defines a k-differential. We call [τ, · ] an exact k-differential and
denote by Ak(A) the collection of such exact k-differentials. The subspace A•(A) = ⊕topk=0A
k(A) is an
ideal in the graded Lie algebra Diff•(A).
Two k-differentials δ and δ′ are said to be equivalent (notation: δ ≎ δ′) if they are differed by an exact
k-differential. The problem of classifying differentials on A up to equivalence, i.e., to characterize the space
Rkdiff := Diff
k(A)/Ak(A) ,
is also the main target of this paper. We call Rkdiff the reduced space of k-differentials, which is the
infinitesimal version of the reduced space R•mult introduced as earlier. Note that R
•
diff inherits a standard
degree (−1) graded Lie algebra structure from Diff•(A).
1.3. Main results. Below is a brief account of our main results and structure of this paper.
In the preliminary Section 2, we recall a characterization of the reduced space of differentials (Theorem 2.6):
Rkdiff = H
0,k−1
Def (A), the Lie algebroid deformation cohomology due to Abad and Crainic [2] (for the generic
case 0 ≤ k ≤ top + 1). We then introduce a particular type of tensor fields π ∈ Γ(TM ⊗ (∧k−1A)) which
we call ρ-compatible k-tensors (see Definition 2.8) and will be needed to build multiplicative k-vectors and
k-differentials.
We wish to find how the reduced space Rkdiff is related to the usual Chevalley-Eilenberg cohomology of
Lie algebroids. In Section 3, we will give the answer for transitive Lie algebroids. The main result is that
Rkdiff
∼= H1(A,∧k ker ρ) (see Theorem 3.6), and similarly, for transitive Lie groupoids, we have Rkmult
∼=
H1(G,∧k ker ρ) (see Theorem 3.10). Note that, for a transitive groupoid G, one has H1(G,∧k ker ρ) ∼=
H1(Gx,∧
kgx), where Gx is the isotropy group at x ∈ M and gx is the tangent Lie algebra of Gx (see [5]).
So, if Gx is simply-connected and semi-simple, then we conclude that R
k
mult = 0. Moreover, since Crainic
[15] proved that H1(Gx,∧
kgx) = 0 for every proper groupoid, we have R
k
mult = 0 for proper transitive
groupoids.
Without the transitive assumption, it becomes much harder to find Rkdiff and R
k
mult, and they are the main
contents of Sections 4 and 5. As the starting point of our approach, we will show that in the ordinary
case 1 ≤ k ≤ top, each k-differential δ ∈ Diffk(A) is uniquely determined by a pair (χ, π), called the
characteristic pair of δ (see Proposition 4.6 ), where χ : JA → ∧kA is a 1-cocycle with respect to the
adjoint action of JA on ∧kA and π ∈ Γ(TM ⊗ (∧k−1A)) is a ρ-compatible k-tensor. Here JA is the jet Lie
algebroid of A; see Appendix B.
We then introduce a map κ : Diffk(A) → H1(JA,∧kA) that sends δ with the characteristic pair (χ, π) to
[χ]. Here H1(JA,∧kA) is the degree 1 Chevalley-Eilenberg cohomology of the jet Lie algebroid JA with
respect to its adjoint action on ∧kA. We will prove that κ induces an embedding Rkdiff
κ
→֒ H1(JA,∧kA),
and there is an embedding Rkρ
µ
→֒ H1(h,∧kA). HereRkρ is the reduced space of ρ-compatible k-tensors (see
Definition 2.11) and h is the bundle of isotropy jet Lie algebras of JA. Our main result is that the reduced
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space of k-differentials Rkdiff fits into a pullback diagram
Rkdiff _
κ

i!
// Rkρ _
µ

H1(JA,∧kA)
i∗
// H1(h,∧kA)
(3)
(see Theorem 4.8). The pullback diagram (3) tells us how Rkdiff is determined by R
k
ρ and H
1(JA,∧kA)
(when 1 ≤ k ≤ top).
It is natural to expect that the reduced space Rkmult of multiplicative multivectors on the Lie groupoid G has
the analogous characterization of the reduced space Rkdiff as above. For this purpose, we need to analyze the
data of a multiplicative k-vector Π ∈ Xkmult(G). In the ordinary case 1 ≤ k ≤ top, our first observation
is that every Π ∈ Xkmult(G) is uniquely determined by a pair (c, π), where c : JG → ∧
kA is a 1-cocycle
with respect to the adjoint action of JG (the jet Lie groupoid; see Appendix C) on ∧kA and π ∈ Γ(TM ⊗
(∧k−1A)) is a ρ-compatible k-tensor. In fact, we have an important result (Theorem 5.5) stating that Π and
(c, π) are related by the following relation
Πg = Rg∗c([bg]) + L[bg](Bπ)s(g), (4)
where g ∈ G, bg is a local bisection through g, and Bπ is a section in ∧
k(TM ⊕ A) determined by π (see
Eq. (13)). Certainly, Eq. (4) can be seen as the generalized form of Eq. (2). We will refer to (c, π) as the
characteristic pair of Π (see Definition 5.4).
By means of characteristic pairs, we introduce a mapK : Xkmult(G)→ H
1(JG,∧kA) that sends Π with the
characteristic pair (c, π) to [c]. Here H1(JG,∧kA) is the degree 1 groupoid cohomology of the jet groupoid
JG with respect to its adjoint action on ∧kA. We will prove that K induces an embedding Rkmult
K
→֒
H1(JG,∧kA). We also have an embedding Rkρ
U
→֒ H1(H,∧kA) where H is the bundle of isotropy jet Lie
groups of JG. Our main result to characterize the reduced space Rkmult (for 1 ≤ k ≤ top) is analogous to
the result of Rkdiff — the space R
k
mult is determined by R
k
ρ and H
1(JG,∧kA) via a pullback diagram
Rkmult _
K

I !
// Rkρ _
U

H1(JG,∧kA)
I∗
// H1(H,∧kA)
(5)
(see Theorem 5.14).
However, the above two pullback diagrams (3) and (5) do not exist in the exceptional k = 0 and k = top+1
cases. We will handle these two cases in Section 6 where we state our results about R0diff , R
0
mult, R
top+1
diff
and Rtop+1mult in, respectively, Propositions 6.1, 6.2, Theorems 6.6, and 6.11.
2. PRELIMINARIES
2.1. The deformation cochain complex. Let (A, [ , ], ρ) be a Lie algebroid over M . The deformation
complex of the Lie algebroid A is introduced in [16] by Crainic and Moerdijk. In [2, Example 4.5], Abad and
Crainic introduced a cochain complex of A with respect to the exterior powers of the adjoint representation
of A up to homotopy. We first introduce an equivalent form to what was studied therein.
Definition 2.1. Let n ≥ −1 and p ≥ −1 be integers. A bidegree (n, p) multiderivation on the vector
bundle A→M is an operator
D : ⊗n+1
R
Γ(∧•A)→ Γ(∧•A)
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subject to the following conditions:
(1) It is of total degree (p−n), i.e.,D maps Γ(∧p0A)⊗R · · · ⊗R Γ(∧
pnA) to Γ(∧p0+p1+···+pn+p−nA);
(2) It is skew-symmetric with respect to the shifted degree in Γ(∧•A):
D(· · · ,X, Y, · · · ) = −(−1)(|X|−1)(|Y |−1)D(· · · , Y,X, · · · );
(3) It is a derivation with respect to the ∧-product in each argument:
D(X0, · · · ,Xn ∧X
′
n) = D(X0, · · · ,Xn) ∧X
′
n
+(−1)|Xn|(|X0|+···+|Xn−1|+p−n)Xn ∧D(X0, · · · ,X
′
n).
We denote by Dern,p(A) the space of bidegree (n, p) multiderivations (n, p ≥ −1). Note that Der−1,p(A)
coincides with Γ(∧p+1A).
By the skew-symmetric property (2) and derivation property (3), a multiderivation D ∈ Dern,p(A) is ex-
tended from a bunch of generating operations D(i), the restriction ofD on generating elements in Γ(A) and
C∞(M). To be specific, they are the following data:
(0) a skew-symmetric map
D(0) : Γ(A)⊗R · · · ⊗R Γ(A)︸ ︷︷ ︸
n+1
→ Γ(∧p+1A);
(1) a map (called the first symbol of D, or simply symbol)
D(1) : Γ(A)⊗R · · · ⊗R Γ(A)︸ ︷︷ ︸
n
⊗RC
∞(M)→ Γ(∧pA)
which is skew-symmetric in the first n arguments and a derivation in the last one, i.e.,
D(1)(u0, · · · , un−1, fg) = fD
(1)(u0, · · · , un−1, g) + gD
(1)(u0, · · · , un−1, f),
for any f, g ∈ C∞(M) and ui ∈ Γ(A);
(2) a map (called the second symbol of D)
D(2) : Γ(A)⊗R · · · ⊗R Γ(A)︸ ︷︷ ︸
n−1
⊗RC
∞(M)⊗R C
∞(M)→ Γ(∧p−1A)
which is skew-symmetric in the first (n− 1) arguments, symmetric in the last two, and a derivation
in every C∞(M)-input;
(3) analogous higher symbols ofD, namelyD(3),D(4), · · · ; The last one isD(ℓ) (ℓ = min (n+ 1, p + 1)):
D(ℓ) : Γ(A)⊗R · · · ⊗R Γ(A)︸ ︷︷ ︸
n+1−ℓ
⊗RC
∞(M)⊗R · · · ⊗R C
∞(M)︸ ︷︷ ︸
ℓ
→ Γ(∧p+1−ℓA)
which is skew-symmetric in the first (n+ 1− ℓ) arguments, symmetric in the ℓ inputs of functions,
and a derivation in each of them.
The maps (D(0),D(1),D(2), · · · ,D(ℓ)) should be compatible asD is a derivation in each entry. For example,
we have
D(0)(u0, · · · , un−1, fun) = fD
(0)(u0, · · · , un) +D
(1)(u0, · · · , un−1, f) ∧ un; (6)
and
D(1)(u0, · · · , gun−1, f) = gD
(1)(u0, · · · , un−1, f)−D
(2)(u0, · · · , un−2, g, f) ∧ un−1,
where g ∈ C∞(M); Similar conditions relating D(i) and D(i+1) are omitted. The last one says that D(ℓ)
is C∞(M)-linear in the first (n + 1 − ℓ) arguments of Γ(A). We will use D = (D(0),D(1), · · · ,D(ℓ)) to
denote such a multiderivation. Note that in [2], (D(1), · · · ,D(ℓ)) is called the tail of D(0).
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Example 2.2. Arising from the Lie algebroid structure on A, one has the standard Schouten bracket m =
[·, ·] on Γ(∧•A). We can easily check thatm is a bidegree (1, 0) multiderivation on A. Indeed, it is extended
from the Lie bracket m(0) = [·, ·] : Γ(A) ⊗R Γ(A) → Γ(A), and its symbol — the anchor map m
(1) =
ρ : Γ(A)⊗R C
∞(M)→ C∞(M).
If p = 0, the space Dern,0(A) we defined coincides with the space Dern(A) introduced by Crainic and
Moerdijk in [16]. They also defined a Lie bracket [ , ] onDer•(A) which they call the Gerstenhaber bracket.
We extend this structure to the space Der•,⋄(A) of bigraded multiderivations — For D ∈ Dern,p(A) and
E ∈ Dern
′,p′(A), the bigraded Gerstenhaber bracket of D and E, denoted [D,E] ∈ Dern+n
′,p+p′(A), is
an operation of degree (p+ p′ − n− n′) defined by the bigraded commutator:
[D,E] = (−1)nn
′
DE − (−1)pp
′
ED, (7)
as a map ⊗n+n
′+1
R
Γ(∧•A)→ Γ(∧•A). Here the composition DE : ⊗n+n
′+1
R
Γ(∧•A)→ Γ(∧•A) is given
by:
(DE)(X0, · · · ,Xn+n′) =
∑
σ
(−1)|σ|K(σ)D(E(Xσ(0) , · · · ,Xσ(n′)),Xσ(n′+1), · · ·Xσ(n+n′)).
(The counterpart ED is defined similarly.) The summation is taken over all (n′ + 1, n)-shuffles, and K(σ)
denotes the Koszul sign produced by the permutation σ — The rule is simply that, if X andX ′ are adjacent
and mutually reversed, a sign (−1)(|X|−1)(|X
′|−1) is produced. Or, to findK(σ), one can use the formula
X0 ⊙ · · · ⊙Xn+n′ = K(σ)Xσ(0) ⊙ · · · ⊙Xσ(n′) ⊙Xσ(n′+1) ⊙ · · · ⊙Xσ(n+n′),
where ⊙ denotes the product in the symmetric algebra S(Γ(∧•A)[1]).
Proposition 2.3. Equipped with the bigraded Gerstenhaber bracket, the space
Der•,⋄(A) =
⊕
n≥−1,p≥−1
Dern,p(A)
is a bigraded Lie algebra. Namely, we have [Dern,p(A),Dern
′,p′(A)] ⊂ Dern+n
′,p+p′(A), and
[D,E] = −(−1)nn
′+pp′[E,D],
[D, [E,F ]] = [[D,E], F ] + (−1)nn
′+pp′[E, [D,F ]],
for all D ∈ Dern,p(A), E ∈ Dern
′,p′(A) and F ∈ Der•,⋄(A).
To prove this proposition, we need to verify that [D,E] defined by Eq. (7) satisfies the conditions of a
bidegree (n+n′, p+p′)multiderivation. This is a lengthy but straightforward verification, and thus omitted.
The following lemma is due to [16].
Lemma 2.4. Let A → M be a Lie algebroid. For the Schouten bracket structure m := [·, ·] ∈ Der1,0(A)
defined in Example 2.2, we have [m,m] = 0. Consequently, for all p ≥ −1, (Der•,p(A), ∂ := [m, · ]) is a
cochain complex.
We call (Der•,⋄(A), ∂ := [m, · ]) the (bidegree) deformation cochain complex. The cohomology of this
cochain complex is called the deformation cohomology of A and is denoted H•,⋄Def(A), which is a bigraded
Lie algebra. Note that [Hn,pDef(A),H
n′,p′
Def (A)] ⊂ H
n+n′,p+p′
Def (A).
Remark 2.5. When p = −1, (Der•,−1(A), ∂) coincides with the standard Chevalley-Eilenberg complex
(C•(A,R), d). When p = 0, (Der•,0(A), ∂) is the deformation complex of Lie algebroids introduced by
Crainic and Moerdijk in [16] (up to a degree shift). Note that there are similar notions defined in [14, 45].
For general p ≥ 1, (Der•,p(A), ∂) is isomorphic to the complex (C•(A;∧p−1ad), d) studied by Abad and
Crainic [2, Example 4.5].
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Recall that a k-differential on a Lie algebroid A is a derivation δ : Γ(∧•A) → Γ(∧•+k−1A) which is
compatible with the Schouten bracket. For a (−1)-cochain τ ∈ Der−1,p(A) = Γ(∧p+1A), its coboundary
∂τ ∈ Der0,p(A) is of the form of an exact (p + 1)-differential:
∂τ = −[τ, · ], as a map Γ(∧•A)→ Γ(∧•+pA).
A 0-cochain D ∈ Der0,p(A) is a (degree p) derivation of the graded algebra Γ(∧•A). The coboudnary
∂D ∈ Der1,p(A) is a (degree (p − 1)) binary operator
Γ(∧•A)⊗R Γ(∧
•A)→ Γ(∧•A)
given by
(∂D)(X,Y ) = [D(X), Y ] + (−1)p(|X|−1)[X,D(Y )]−D[X,Y ].
So the following statement is apparent.
Theorem 2.6. [2] Let 0 ≤ k ≤ top + 1.
(1) There is a one-to-one correspondence between k-differentials δ ∈ Diffk(A) and 0-cocycles D ∈
Der0,k−1(A). Exact k-differentials correspond to coboundaries in Der0,k−1(A).
(2) The reduced space of differentials Rkdiff on A and the degree 0 Lie algebroid deformation cohomol-
ogy H0,k−1Def (A) are one and the same.
Remark 2.7. For multiplicative k-vectors on a Lie groupoid, we do not have a theorem analogous to The-
orem 2.6 for Lie algebroid k-differentials. If so, there should exist a notion of (bidegree) deformation coho-
mology of a Lie groupoid . In fact, in [17], the deformation complex of Lie groupoids is already introduced,
which should be the k = 1 case. It is also proved that this complex is isomorphic to the standard complex
of Lie groupoids with respect to the adjoint representation up to homotopy and the VB-groupoid complex of
the tangent groupoid ([24]). See also [3] for more about representations up to homotopy of Lie groupoids.
We wish to follow this approach to study multiplicative k-vectors.
2.2. Reduced space of ρ-compatible tensors. A k-differential δ on A, as a multiderivation, can be written
as δ = (δ(0), δ(1)) where δ(0) is an operator Γ(A)→ Γ(∧kA) and
δ(1) : C∞(M)→ Γ(∧k−1A)
is the symbol of δ. They are subject to the conditions
δ(1)(ff ′) = f ′δ(1)(f) + fδ(1)(f ′), δ(0)(fu) = δ(1)(f) ∧ u+ fδ(0)(u), (8)
and
0 = [δ(1)(f), f ′] + (−1)k−1[f, δ(1)(f ′)], (9)
δ(1)[u, f ] = [δ(0)(u), f ] + [u, δ(1)(f)], (10)
δ(0)[u, v] = [δ(0)(u), v] + [u, δ(0)(v)], (11)
for all f, f ′ ∈ C∞(M), u, v ∈ Γ(A). Note that in the ordinary case (1 ≤ k ≤ top), Eqs. (8) and (11) imply
Eqs. (9) and (10).
The above operator δ(1) corresponds to a tensor π ∈ Γ(TM ⊗ (∧k−1A)) such that δ(1)(f) = ιdfπ for all
f ∈ C∞(M). The condition (9) transforms to
ιρ∗ξιηπ = −ιρ∗ηιξπ, ∀ξ, η ∈ Ω
1(M). (12)
Definition 2.8. A ρ-compatible k-tensor is a section π ∈ Γ(TM ⊗ (∧k−1A)) that satisfies Eq. (12).
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When k = 1, Eq. (12) becomes trivial and every π ∈ X(M) is ρ-compatible. When k = 2, Eq. (12)
simply means that the map T ∗M → TM defined by π♯ρ∗ is skew-symmetric where π♯ : A∗ → TM is the
contraction to the second factor of π ∈ Γ(TM ⊗A).
Throughout this paper, we will constantly consider the direct sum TM ⊕A, which is identically the tangent
space of the vector bundle A along its base M . It is clear that ∧n(TM ⊕ A) is the direct sum of vector
bundles (∧pTM)⊗ (∧n−pA), for p = 0, 1, · · · , n.
We need a particular operator Dρ which was first studied in [13] — a degree 0 derivation on ∧
•(TM ⊕A)
determined by its TM ⊕A→ TM ⊕A part:
Dρ(X,u) = (ρ(u), 0), ∀X ∈ TM,u ∈ A.
Hence Dρ maps (∧
pTM)⊗ (∧qA) to (∧p+1TM)⊗ (∧q−1A). For π ∈ TM ⊗ (∧k−1A), we introduce
Bπ =
1− e−Dρ
Dρ
(π) = π − 12!Dρπ +
1
3!D
2
ρπ + · · ·+
(−1)k−1
k! D
k−1
ρ π ∈ ∧
k(TM ⊕A). (13)
Note that the term Djρπ ∈ (∧j+1TM)⊗ (∧k−1−jA).
If G ⇒ M is a Lie groupoid and A is the associated tangent Lie algebroid. Along the base manifold M ,
every s-fibre of G is transversal to the identity section M , and thus we have a canonical decomposition
TG|M = TM ⊕A.
We adopt this identification throughout the paper. From this point of view, the tangent map of groupoid
inverse inv∗ : TxM ⊕Ax → TxM ⊕Ax (x ∈M ) is given by
(X,u) 7→ (X + ρ(u),−u). (14)
In the sequel, for a general Lie algebroid A with anchor map ρ, we use the same notation inv∗ to denote the
automorphism TM ⊕A→ TM ⊕A defined as above, though A may not be integrable.
Lemma 2.9. Extend the inverse map inv∗ defined by Eq. (14) to an automorphism of the exterior algebra
∧•(TM ⊕A). Then for allW ∈ (∧pTM)⊗ (∧qA), we have
inv∗W = (−1)
q(W −DρW +
1
2D
2
ρW + · · ·+
(−1)q
q! D
q
ρW ). (15)
This equality can be proved using the definition of inv∗. We omit the details.
Example 2.10. Let τ ∈ Γ(∧kA). Then Dρτ is a ρ-compatible k-tensor. In fact, we have
ιρ∗ξιξ(Dρτ) = ιρ∗ξιρ∗ξτ = 0, ∀ξ ∈ Ω
1(M).
Definition 2.11. We call a ρ-compatible k-tensor exact if it is of the form Dρτ , for some τ ∈ Γ(∧
kA).
The space of ρ-compatible k-tensors modulo the exact ones, denoted by Rkρ , is called the reduced space of
ρ-compatible k-tensors.
If k = 1, then R1ρ = X(M)/Γ(imgρ). For regular Lie algebroids, R
k
ρ can be identified with the section
space of (TM/imgρ) ⊗ (∧k−1A) (see Proposition 3.4). The following lemma lists more properties of
ρ-compatible tensors.
Lemma 2.12. A ρ-compatible k-tensor π ∈ Γ(TM ⊗ (∧k−1A)) satisfies the following equality
ιρ∗(ξ)D
j−1
ρ π = D
j
ρ(ιξπ) =
1
j + 1
ιξD
j
ρπ, ∀ξ ∈ Ω
1(M), j = 1, · · · , k − 1. (16)
Moreover, the tensor field Bπ defined by Eq. (13) satisfies the following relations:
ιξ(Bπ) = (−1)
k−1inv∗(ιξπ), (17)
ιξ(Bπ) + ιρ∗ξ(Bπ) = ιξπ. (18)
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Proof. Relation (16) is proved in [13, Lemma 2.5]. By Eq. (16) and the definition of Bπ, one easily gets
Eq. (17):
ιξ(Bπ) = ιξ
k−1∑
j=0
(−1)j
(j + 1)!
Djρπ =
k−1∑
j=0
(−1)j
(j + 1)!
(ιξD
j
ρπ)
=
k−1∑
j=0
(−1)j
j!
Djρ(ιξπ) = (−1)
k−1inv∗(ιξπ).
The last step is due to Relation (15). We also have
ιρ∗ξ(Bπ) = ιρ∗ξ
k−1∑
j=0
(−1)j
(j + 1)!
Djρπ =
k−2∑
j=0
(−1)j
(j + 1)!
(ιρ∗ξD
j
ρπ)
=
k−2∑
j=0
(−1)j
(j + 1)!
Dj+1ρ (ιξπ) = ιξπ + (−1)
kinv∗(ιξπ).
One gets Eq. (18) immediately. 
2.3. Expression of multiplicative multivectors along M . We need some knowledge on multiplicative
multivectors on a Lie groupoid. Let G be a Lie groupoid overM .
Definition 2.13. ([26]) A k-vector Π on G is said to be affine if any of the following equivalent conditions
holds
1) for all u ∈ Γ(A), [Π,−→u ] is right-invariant;
2) for all u ∈ Γ(A), [Π,←−u ] is left-invariant;
3) for any (g, r) composable, x = s(g) = t(r), one has
Πgr = L[bg]Πr +R[b′r]Πg − L[bg]R[b′r]Πx, (19)
where bg and b
′
r are bisections through, respectively, g and r.
The following lemma gives a useful characterization of multiplicative k-vectors.
Lemma 2.14. ([26, Theorem 2.19]) A k-vector Π is multiplicative if and only if the following three condi-
tions hold:
(1) the k-vector Π is affine;
(2) with respect to Π,M is a coisotropic submanifold of G;
(3) for any ξ ∈ Ω1(M), ιs∗(ξ)Π is left-invariant (or ιt∗(ξ)Π is right-invariant).
We need the relation between multiplicative multivectors on G and differentials on A. A multiplicative k-
vector Π on the Lie groupoid G corresponds to a k-differential δΠ : Γ(∧
•A) → Γ(∧•+k−1A), called the
infinitesimal of Π. For any u ∈ Γ(∧•A), δΠ(u) is defined by the relation
−−−→
δΠ(u) = [Π,
−→u ], u ∈ Γ(∧•A).
Moreover, if G is an s-connected and simply connected Lie groupoid, then the map
X•mult(G)→ Diff
•(A), Π 7→ δΠ
is an isomorphism of graded Lie algebras. This is called the universal lifting theorem, due to Iglesias-
Ponte, Laurent-Gengoux, and Xu [26].
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For a multiplicative k-vector Π on G, since M is coisotropic with respect to Π, Π|M has no component in
∧kA. So we have
Π|M ∈ Γ(TM ⊗ (∧
k−1A))⊕ Γ((∧2TM)⊗ (∧k−2A))⊕ · · · ⊕ Γ(∧kTM).
As shown in [13], Π|M is actually determined by its Γ(TM ⊗ (∧
k−1A))-component.
Proposition 2.15. ([13]) Given Π ∈ Xkmult(G), denote by π the Γ(TM ⊗ (∧
k−1A))-component of Π
restricting on M . Then π is a ρ-compatible k-tensor, and we have Π|M = Bπ (defined by Eq. (13)).
Moreover, π satisfies the following property:
δΠ(f) = [Π, t
∗f ]|M = (−1)
k−1ιdfπ, ∀f ∈ C
∞(M). (20)
For exact multiplicative multivectors, the ρ-compatible tensor π is obtained by the following lemma.
Lemma 2.16. Given τ ∈ Γ(∧kA), let Π = −→τ −←−τ be the associated exact multiplicative k-vector. Then
the Γ(TM ⊗ (∧k−1A))-component of Π restricting onM is Dρτ .
Proof. By Proposition 2.15, we have
Bπ = (−→τ −←−τ )|M = τ − (−1)
kinv∗τ.
We then use the formula of inv∗ in Eq. (15). It is clear that, the Γ(TM ⊗ (∧
k−1A))-component of (−→τ −
←−τ )|M is exactly Dρτ . 
3. TRANSITIVE CASE
In this section, we will show that differentials on transitive Lie algebroids and multiplicative multivectors
on transitive Lie groupoids both admit nice decompositions. The idea initiates from an earlier work [12].
A Lie algebroid A is called transitive if its anchor map ρ : A→ TM is surjective. In this case, there exists
a bundle map λ : TM → A such that ρλ = id. The map λ is called a connection on A (see [40]). Via the
connection λ, we are able to introduce a morphism of vector bundles Υ : ∧•(TM ⊕A)→ ∧•A such that
Υ : (∧pTM)⊗ (∧qA) → ∧p+qA,
X1 ∧ · · · ∧Xp ∧ Z 7→ λ(X1) ∧ · · · ∧ λ(Xp) ∧ Z, (21)
for Xi ∈ TM and Z ∈ ∧
qA. One can check the following relation:
ιρ∗ξΥ(W ) = Υ(ιξW + ιρ∗ξW ), ∀ξ ∈ T
∗M,W ∈ ∧•(TM ⊕A). (22)
As the Lie algebroid A is transitive, the subbundle ker ρ ⊂ A is regular and a bundle of Lie algebras.
Moreover, A has adjoint actions on ker ρ and ∧k ker ρ.
3.1. Primary pairs of transitive Lie algebroids. Let Pk = Z1(A,∧k ker ρ) × Γ(∧kA). Two elements
(Ω,Λ) and (Ω′,Λ′) in Pk are said to be equivalent, written as (Ω,Λ) ∼ (Ω′,Λ′), if there exists some
ν ∈ Γ(∧k ker ρ) such that
Ω′ = Ω− [ν, · ], Λ′ = Λ + ν.
It is apparent that ∼ is an equivalence relation on Pk .
Definition 3.1. The equivalence class of (Ω,Λ) ∈ Pk, denoted by [(Ω,Λ)], is called a k-primary pair of
the transitive Lie algebroid A.
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We will establish a one-to-one correspondence between k-differentials on the transitive Lie algebroid A and
primary pairs in Pk/∼. Below is the detail of this construction. Given (Ω,Λ) ∈ P
k, define
δ(0) : Γ(A)→ Γ(∧kA), u 7→ [Λ, u] + Ω(u)
and
δ(1) : C∞(M)→ Γ(∧k−1A), f 7→ [Λ, f ].
Clearly, δ(0) together with δ(1) extends to a k-differential on A, which is denoted by
δ = [Λ, · ] + Ω ∈ Diffk(A).
It is easily seen that, if (Ω,Λ) ∼ (Ω′,Λ′) ∈ Pk, then they correspond to the same differential
δ = [Λ, · ] + Ω = [Λ′, · ] + Ω′.
In summary, we obtain a map from primary pairs to differentials on A:
e : Pk/∼ → Diff
k(A),
[(Ω,Λ)] 7→ [Λ, · ] + Ω.
Our main result is the following
Theorem 3.2. For a transitive Lie algebroid A, the map e defined above is a one-to-one correspondence.
We need a lemma.
Lemma 3.3. Let λ be a connection of A and Υ be as defined by Eq. (21). Let π ∈ Γ(TM ⊗ (∧k−1A)) be a
ρ-compatible k-tensor. Define
Λ := Υ(Bπ) ∈ Γ(∧kA), (23)
where Bπ ∈ Γ(∧k(TM ⊕A)) is given by Eq. (13). Then Λ is subject to the following property:
[Λ, f ] = (−1)k−1ιdfπ, ∀f ∈ C
∞(M). (24)
Proof. In fact, we have
[Λ, f ] = (−1)k−1ιρ∗dfΥ(Bπ)
= (−1)k−1Υ(ιdfBπ + ιρ∗dfBπ), by Eq. (22);
= (−1)k−1Υ(ιdfπ), by Eq. (18) ;
= (−1)k−1ιdfπ.

One can equivalently reformulate Eq. (24) as
DρΛ = π. (25)
In other words, every ρ-compatible k-tensor is exact and hence Rkρ = 0 for transitive Lie algebroids.
We have another consequence of this lemma.
Proposition 3.4. Let A be a regular Lie algebroid over M , i.e., the anchor map ρ : A → TM defines a
regular and integrable distribution imgρ ⊂ TM . Let N := TM/(imgρ) be the normal bundle of imgρ.
Then Rkρ
∼= Γ(N ⊗ (∧k−1A)).
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Proof. As imgρ is regular, one can find a vector bundle decomposition TM ∼= imgρ ⊕ N . Let π ∈
Γ(TM ⊗ (∧k−1A)) be a ρ-compatible k-tensor and suppose that it is decomposed as
π = π1 + π2,
where π1 ∈ Γ(imgρ ⊗ (∧
k−1A)), π2 ∈ Γ(N ⊗ (∧
k−1A)). By construction, π2 is ρ-compatible and so is
π1. In spirit of Lemma 3.3, one sees that π1 is indeed exact. Hence π ≡ π2 in R
k
ρ and this proves the claim.
We remark that the isomorphism Rkρ
∼= Γ(N ⊗ (∧k−1A)) is not canonical as it depends on the choice of the
decomposition TM ∼= imgρ⊕N . 
We are now ready to give the
Proof of Theorem 3.2. We first show that e is injective. It suffices to show that, if
e[(Ω,Λ)] = e[(Ω′,Λ′)] = δ,
then (Ω,Λ) and (Ω′,Λ′) are equivalent. In fact, by
δ(1)(f) = [Λ, f ] = [Λ′, f ], ∀f ∈ C∞(M),
we see that ιρ∗df (Λ
′ − Λ) = 0 and thus ν := Λ′ − Λ ∈ Γ(∧k ker ρ). Moreover, by
δ(0)(u) = [Λ, u] + Ω(u) = [Λ′, u] + Ω′(u), ∀u ∈ Γ(A),
we get Ω′(u) = Ω(u)− [ν, u]. This proves that (Ω,Λ) ∼ (Ω′,Λ′).
We then show that e is surjective. Given δ = (δ(0), δ(1)) ∈ Diffk(A), we find the corresponding π ∈
Γ(TM ⊗ (∧k−1A)), a ρ-compatible k-tensor determined by the relation
δ(1)f = (−1)k−1ιdfπ, f ∈ C
∞(M).
Take a connection of A and define Λ = Υ(Bπ) ∈ Γ(∧kA) by Eq. (23). Then by Eq. (24), we get
[Λ, f ] = (−1)k−1ιdfπ = δ
(1)(f), ∀f ∈ C∞(M). (26)
Now we define a map Ω : Γ(A) 7→ Γ(∧kA) by
Ω(u) = δ(0)(u)− [Λ, u], ∀u ∈ Γ(A).
From the property (26), we easily verify that Ω is C∞(M)-linear. So, Ω is a morphism of vector bundles.
Moreover, we claim that Ω takes values in the subbundle ∧k ker ρ, which amounts to show that
ιρ∗df (Ωu) = 0, ∀f ∈ C
∞(M).
This is examined as follows:
(−1)k−1ιρ∗dfΩu = [δ
(0)(u), f ]− [[Λ, u], f ]
= δ(1)[u, f ]− [u, δ(1)(f)]− [[Λ, u], f ], by Eq. (10);
= [Λ, [u, f ]]− [u, [Λ, f ]] − [[Λ, u], f ], by Eq. (26);
= 0, by Jocabi identity.
So we indeed get a bundle map Ω : A → ∧k ker ρ. Due to Eq. (11), one easily verifies that Ω is a Lie
algebroid 1-cocycle. Clearly, the primary pair [(Ω,Λ)] that we constructed is mapped to δ = (δ(0), δ(1)) via
e. 
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3.2. Reduced space of differentials on transitive Lie algebroids. The following lemma describes equiv-
alence relations of differentials on A in terms of primary pairs.
Lemma 3.5. Let δ and δ′ be in Diffk(A). Let [(Ω,Λ)] and [(Ω′,Λ′)] be, respectively, the corresponding
primary pairs in Pk/∼. Then δ ≎ δ
′ if and only if [Ω] = [Ω′] in H1(A,∧k ker ρ).
Proof. We show the implication “[Ω] = [Ω′]” ⇒ “δ ≎ δ′”. Suppose that Ω′ = Ω + dAν, for some ν ∈
Γ(∧k ker ρ). Then,
δ′ = [Λ′, ·] + Ω′ = [Λ′, ·] + Ω− [ν, ·] = [Λ′ − ν, ·] + Ω = δ + [τ, ·],
where τ = Λ′ − Λ− ν ∈ Γ(∧kA). The converse is also clear. 
Theorem 3.6. If A is transitive, then Rkdiff
∼= H1(A,∧k ker ρ).
Proof. Via Theorem 3.2, we are able to built a mapC : Diffk(A)→ H1(A,∧k ker ρ): for each δ ∈ Diffk(A)
which corresponds to the primary pair [(Ω,Λ)], define C(δ) = [Ω]. By Lemma 3.5, there induces a linear
map C : Rkdiff → H
1(A,∧k ker ρ). It is a routine work to verify that this map is indeed an isomorphism. 
3.3. Multiplicative multivectors on transitive Lie groupoids. Nowwe consider a transitive Lie groupoid
G over M . In other words, any two points in the base manifold are connected by some arrow in G. The
tangent Lie algebroid A of G is also transitive2. The groupoid G acts naturally on the subbundle ker ρ ⊂ A
via adjoint action:
Adg v := (Rg−1∗Lg∗)v, ∀v ∈ ker ρ|s(g).
In what follows, Z1(G,∧k ker ρ) denotes 1-cocycles F : G → ∧k ker ρ with respect to the induced adjoint
action of G on ∧k ker ρ. Note that F gives rise to a k-vector ΠF ∈ X
k(G) defined by
ΠF (g) := Rg∗F(g), ∀g ∈ G.
The fact that F is a 1-cocycle can be rephrased in terms of ΠF :
ΠF (gr) = Lg∗ΠF (r) +Rr∗ΠF (g), ∀(g, r) ∈ G
(2).
By Lemma 2.14, one easily verifies that ΠF ∈ X
k
mult(G).
In analogous to the space Pk , equivalence relation in Pk and the quotient space Pk/∼ of primary pairs
associated to transitive Lie algebroids, we introduce the following
• The space
Qk := Z1(G,∧k ker ρ)× Γ(∧kA).
• Two pairs (F ,Λ) and (F ′,Λ′) in Qk are said to be equivalent, denoted by (F ,Λ) ∼ (F ′,Λ′), if
there exists some ν ∈ Γ(∧k ker ρ) such that
F ′ = F + dGν, (27)
Λ′ = Λ+ ν.
It is direct to see that ∼ defines an equivalence relation in Qk.
Definition 3.7. An equivalence class [(F ,Λ)] ∈ Qk/∼ is called a k-primary pair of the transitive Lie
groupoid G.
2This follows from the fact that for a transitive Lie groupoid G, the map (s, t): G → M ×M is a surjective submersion. See
Mackenzie’s book [40].
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Note that Eq. (27) is saying that
F ′(g) = F(g) + Adg νs(g) − νt(g), ∀g ∈ G. (28)
Moreover, a Lie groupoid 1-cocycle F ∈ Z1(G,∧k ker ρ) differentiates to a Lie algebroid 1-cocycle Fˆ ∈
Z1(A,∧k ker ρ). Clearly, (F ,Λ) ∼ (F ′,Λ′) ∈ Qk implies that (Fˆ ,Λ) ∼ (Fˆ ′,Λ′) ∈ Pk.
Our goal is to establish a one-to-one correspondence between multiplicative k-vectors Π ∈ Xkmult(G) and
k-primary pairs [(F ,Λ)] ∈ Qk/∼. To show this fact, we define a map
E : Qk → Xkmult(G),
(F ,Λ) 7→
−→
Λ −
←−
Λ + ΠF .
Here
−→
Λ −
←−
Λ and ΠF are both multiplicative, and hence E takes values in X
k
mult(G). It is easy to show that,
if (F ,Λ) ∼ (F ′,Λ′), then E(F ,Λ) = E(F ′,Λ′). So we actually obtain a map
E : Qk/∼ → X
k
mult(G).
Here is our main result.
Theorem 3.8. For a transitive Lie groupoid G, the map E defined above is a one-to-one correspondence.
Proof. We first show that E is injective. If
E(F ,Λ) = E(F ′,Λ′) = Π,
then
ιt∗dfΠ = ιt∗df
−→
Λ = ιt∗df
−→
Λ′, ∀f ∈ C∞(M).
It follows that ν := Λ′ − Λ ∈ Γ(∧k ker ρ), and then Relation (28) is immediate. Thus (F ,Λ) ∼ (F ′,Λ′) in
Qk.
We now prove that E is surjective. Given Π ∈ Xkmult(G), one has a ρ-compatible k-tensor π ∈ Γ(TM ⊗
(∧k−1A)) claimed by Proposition 2.15 such that Π|M = Bπ. Choose a connection γ on the transitive Lie
algebroid A. Consider Λ := Υ(Bπ) ∈ Γ(∧kA) defined by Eq. (23). We first show the following relation:
Λ− (−1)kinv∗Λ = Bπ. (29)
In fact, by Eq. (15), the left hand side of Eq. (29) is
Λ−
k∑
j=0
(−1)j
j!
DjρΛ =
k∑
j=1
(−1)j−1
j!
DjρΛ =
k∑
j=1
(−1)j−1
j!
Dj−1ρ π = Bπ.
Here we have used the fact DρΛ = π (see Eq. (25)).
Now we define
Ξ := Π−
−→
Λ +
←−
Λ .
As Π and
−→
Λ −
←−
Λ are both multiplicative, so must be Ξ. We claim that Ξ is a k-vector on G tangent to
t-fibres. In fact, for any f ∈ C∞(M), we have
(−1)k−1ιt∗fΞ = [Π, t
∗f ]− [
−→
Λ , t∗f ]
= (−1)k−1−−→ιdfπ −
−−−→
[Λ, f ], by Eq. (20);
= 0, by Eq. (24).
As Ξ is multiplicative, one has Ξ = (−1)k−1inv∗Ξ. From this relation and the above, we easily derive that
ιs∗fΞ = 0, ∀f ∈ C
∞(M),
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and hence Ξ is also tangent to s-fibres. Moreover, by Eq. (29), we have Ξ|M = 0. By the affine property of
Π, Eq. (19), it is easy to deduce that Ξ satisfies the condition:
Ξ(gr) = Lg∗Ξ(r) +Rr∗Ξ(g), ∀(g, r) ∈ G
(2).
So Ξ must be of the form ΠF , for some F ∈ Z
1(G,∧k ker ρ). At this point, the fact that Π = E(Λ,F) is
clear. 
3.4. Reduced space of multiplicative multivectors on transitive Lie groupoids. The following fact de-
scribes equivalence relations of multiplicative multivectors on the transitive Lie groupoid G in terms of the
first cohomology of G with respect to its adjoint action on ker ρ.
Lemma 3.9. Let Π and Π′ be in Xkmult(G). Let [(Λ,F)] and [(Λ
′,F ′)] be, respectively, the corresponding
primary pairs in Qk/∼. Then Π ≎ Π
′ if and only if [F ] = [F ′] in H1(G,∧k ker ρ).
The proof of this lemma is easy and omitted. Together with Theorem 3.8, we draw a direct conclusion:
Theorem 3.10. If G is transitive, then Rkmult
∼= H1(G,∧k ker ρ).
The following proposition is also easy to prove.
Proposition 3.11. Let G be transitive. Let Π be a multiplicative k-vector on G and suppose that it corre-
sponds to a primary pair [(F ,Λ)], i.e., Π =
−→
Λ −
←−
Λ + ΠF . Then the infinitesimal of Π, δΠ ∈ Diff
k(A),
corresponds to a primary pair [(Fˆ ,Λ)], i.e., δΠ = [Λ, · ] + Fˆ .
In summary, if the groupoid G or its tangent Lie algebroid A is transitive, we have the following relations:
Xkmult(G) ∋ Π

1:1
// [(F ,Λ)]

// [F ]

∈ H1(G,∧k ker ρ)
Diffk(A) ∋ δΠ
1:1
// [(Fˆ ,Λ)] // [Fˆ ] ∈ H1(A,∧k ker ρ).
Here all vertical arrows refer to the method of taking infinitesimal.
4. REDUCED SPACE OF LIE ALGEBROID DIFFERENTIALS (ORDINARY CASE)
Convention. In this section, we only consider ordinary cases of k, i.e., 1 ≤ k ≤ top.
4.1. Embedding of Rkρ into H
1(h,∧kA). We start by introducing a special type of 1-cocycles associated
to the bundle of isotropy jet Lie algebras h = T ∗M ⊗A = Hom(TM,A) which admits a canonical adjoint
action on ∧kA. In fact, the Lie bracket in h reads
[df1 ⊗ u1, df2 ⊗ u2] = ρ(u1)(f2)df1 ⊗ u2 − ρ(u2)(f1)df2 ⊗ u1
(see Eq. (57)), its action on ∧kA being
addf⊗u w = −[w, f ] ∧ u
(see Eq. (58)). More details can be found in Appendix C.
Lemma 4.1.
(1) Let π ∈ Γ(TM ⊗ (∧k−1A)) be a ρ-compatible k-tensor. Then the map µπ : h→ ∧
kA defined by
µπ(H) = (H ⊗ (idA)
⊗k−1)π, (30)
whereH ∈ h = Hom(TM,A), is a 1-cocycle, i.e., µπ ∈ Z
1(h,∧kA).
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(2) Every coboundary dhτ ∈ B
1(h,∧kA), for some τ ∈ Γ(∧kA), can be written in the form dhτ =
−µπ, where π = Dρτ .
Remark 4.2. Eq. (30) can be reformulated as
µπ(ξ ⊗ u) = (−1)
k−1(ιξπ) ∧ u, (31)
where ξ ∈ Ω1(M) and u ∈ Γ(A).
Proof of Lemma 4.1. For (1), it amounts to prove the following identity:
µπ([df1 ⊗ u1, df2 ⊗ u2]) = addf1⊗u1 µπ(df2 ⊗ u2)− addf2⊗u2 µπ(df1 ⊗ u1).
The proof is a straightforward verification; one uses the definition of µπ in Eq. (31), the explicit expressions
of Lie bracket in h and its adjoint action, and the ρ-compatible condition (12) of π. The second statement
can be verified by direct computations as well. 
Recall the reduced space of ρ-compatible k-tensors Rkρ defined in Definition 2.11. We have
Lemma 4.3. The map µ : π 7→ µπ induces an embedding of vector spaces
µ : Rkρ →֒ H
1(h,∧kA).
The proof is easy and omitted.
4.2. Characteristic pairs of Lie algebroid differentials. We need to consider the jet Lie algebroid JA
stemming from the given Lie algebroid A, and the adjoint action of JA on A and ∧kA. All necessary
information can be found in Appendix B. Let us denote by dJA : C
n(JA,∧kA) → Cn+1(JA,∧kA) the
standard differential associated to the JA-module ∧kA.
Definition 4.4. Let A be a Lie algebroid over M . A k-characteristic pair on A is a pair (χ, π), where
(1) χ ∈ Z1(JA,∧kA), i.e. a Lie algebroid 1-cocycle JA → ∧kA with respect to the adjoint action of
JA on ∧kA,
(2) π ∈ Γ(TM ⊗ (∧k−1A)) is a ρ-compatible k-tensor, and
(3) the restriction of χ on h ⊂ JA coincides with µπ, i.e.,
χ(ξ ⊗ u) = (−1)k−1(ιξπ) ∧ u, (32)
for all ξ ∈ Ω1(M), u ∈ Γ(A).
As we have assumed that 1 ≤ k ≤ top, the following fact can be easily derived from Eq. (32).
Lemma 4.5. If (χ, π1) and (χ, π2) are both k-characteristic pairs, then π1 = π2.
So the second data π in a characteristic pair is uniquely determined by the first data χ.
Proposition 4.6. There is a one-to-one correspondence between k-differentials δ = (δ(0), δ(1)) ∈ Diffk(A)
and k-characteristic pairs (χ, π) on A such that
δ(0)u = χ(1u), u ∈ Γ(A), (33)
δ(1)f = (−1)k−1ιdfπ, f ∈ C
∞(M). (34)
Here 1 : Γ(A)→ Γ(JA) is the standard lifting map in Eq. (54).
Moreover, an exact k-differential δ = [τ, ·], where τ ∈ Γ(∧kA), corresponds to the characteristic pair
(χ, π) where
χ = −dJAτ, π = Dρτ.
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Proof. Given a characteristic pair (χ, π), one defines δ = (δ(0), δ(1)) which is a derivation in Der0,k−1(A).
The 1-cocycle condition of χ and the ρ-compatible condition of π translate to Eqs. (9) ∼ (11), and we thus
get a k-differential δ ∈ Diffk(A). The converse is also natural. 
This proposition is of fundamental importance in this section, and accordingly, we will say that (χ, π) is the
characteristic pair of the differential δ if they are related by Eqs. (33) and (34), and simply write δ = (χ, π).
4.3. Embedding ofRkdiff intoH
1(JA,∧kA). Proposition 4.6 implies the following fact which characterizes
equivalence relations of differentials on the Lie algebroid A in terms of characteristic pairs on A.
Proposition 4.7. Let δ = (χ, π) and δ′ = (χ′, π′) be in Diffk(A). Then δ ≎ δ′ if and only if [χ] = [χ′] in
H1(JA,∧kA).
Proof. We first show the implication that “δ ≎ δ′” ⇒ “[χ] = [χ′]”. In fact, if δ′ = δ + [τ, · ], for some
τ ∈ Γ(∧kA), then by Proposition 4.6, the corresponding characteristic pairs are related by χ′ = χ − dJAτ
and π′ = π +Dρτ . Hence [χ] = [χ
′].
Conversely, if χ′ = χ − dJAτ for some τ ∈ Γ(∧
kA), then the k-characteristic pairs (χ′, π′) and (χ −
dJAτ, π + Dρτ) share the same first entry. By Lemma 4.5, we have π
′ = π + Dρτ . It follows that
δ′ = δ + [τ, ·], as required. 
Before introducing the main theorem of this section, we need the following maps:
(1) Define a map κ: Diffk(A)→ H1(JA,∧kA) by sending
δ = (χ, π) 7→ [χ].
By Proposition 4.7, the above κ induces an embedding of vector spaces
κ : Rkdiff →֒ H
1(JA,∧kA).
(2) Define a map i!: Diffk(A)→ Rkρ by sending
δ = (χ, π) 7→ [π].
It is apparent that “δ ≎ δ′” implies “[π] = [π′]”. Therefore, there induces a map i!: Rkdiff → R
k
ρ .
(3) The embedding i : h→ JA (see Sequence (53)) of Lie algebroids induces a natural map
i∗ : H1(JA,∧kA)→ H1(h,∧kA).
(4) Recall the embedding map µ : Rkρ →֒ H
1(h,∧kA) introduced in Lemma 4.3.
Combining the four maps κ, i!, µ, and i∗ as above, we are able to state our result that describes the reduced
space Rkdiff .
Theorem 4.8. Let 1 ≤ k ≤ top. The reduced space of Lie algebroid k-differentials Rkdiff is the pullback of
maps i∗ and µ. In other words, the diagram
Rkdiff _
κ

i!
// Rkρ _
µ

H1(JA,∧kA)
i∗
// H1(h,∧kA)
is commutative and the map
β : Rkdiff −→ H
1(JA,∧kA) i∗×µR
k
ρ =
{
(x, y) ∈ H1(JA,∧kA)×Rkρ; i
∗(x) = µ(y)
}
[δ = (χ, π)] 7→ (κ[δ], i![δ]) = ([χ], [π])
is an isomorphism.
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Proof. The diagram is commutative is due to condition (3) in Definition 4.4 of characteristic pairs. The map
β is an injection because κ is injective. It remains to show that β is surjective, and it amounts to prove the
relation of inclusion (i∗)−1imgµ ⊂ imgκ. We suppose that [χ] ∈ (i∗)−1imgµ, where χ ∈ Z1(JA,∧kA).
So, there exist a ρ-compatible k-tensor π such that i∗(χ) = χ|h = µπ. The pair (χ, π) becomes a k-
characteristic pair as in Definition 4.4, and it corresponds to a k-differential δ ∈ Diffk(A) by Proposition
4.6. We then have the desired relation κ([δ]) = [χ] ∈ imgκ. 
By this theorem, we see that Rkdiff
∼= imgκ = (i∗)−1imgµ. Also note Lemma B.1 in the appendix which
gives the kernel of i∗, namely the space H1(A,∧k ker ρ). Therefore, one is able to complete the following
commutative diagram:
0 // H1(A,∧k ker ρ)
id

p!
// Rkdiff _
κ

i!
// Rkρ _
µ

0 // H1(A,∧k ker ρ)
p∗
// H1(JA,∧kA)
i∗
// H1(h,∧kA),
where the two horizontal sequences are exact, and the vertical arrows are injective.
5. REDUCED SPACE OF MULTIPLICATIVE MULTIVECTORS ON LIE GROUPOIDS (ORDINARY CASE)
Our method of finding the reduced space Rkmult is parallel to the previous section. However, more efforts
are needed before we reach our conclusion.
Convention. In this section, we again assume that 1 ≤ k ≤ top.
5.1. Embedding of Rkρ into H
1(H,∧kA). In this part, we introduce a special type of 1-cocycles associated
to the bundle of isotropy jet groups H ∼= Hom(TM,A) and its adjoint action on ∧kA. The reader is referred
to Appendix C for an explicit description of the group structure of H and its action on ∧kA.
The following lemma is parallel to Lemma 4.1.
Lemma 5.1.
(1) Let π ∈ Γ(TM ⊗ (∧k−1A)) be a ρ-compatible k-tensor. Then the map Uπ : H→ ∧
kA defined by
Uπ([hx]) = (Bπ)x − L[hx](Bπ)x, ∀[hx] ∈ Hx, x ∈M, (35)
is a 1-cocycle, i.e., Uπ ∈ Z
1(H,∧kA). ( Here Bπ is defined by Eq. (13).)
(2) Every coboundary dHτ ∈ B
1(H,∧kA), for some τ ∈ Γ(∧kA), can be written in the form dHτ =
−Uπ, where π = Dρτ .
Proof. A priori, the right hand side of Eq. (35) belongs to Γ(∧k(TM ⊕ A)). So we need to explain why it
only has the Γ(∧kA)-component, i.e., tangent to the s-fibres, or
ιs∗ξ((Bπ)x − L[hx](Bπ)x) = 0, ∀ξ ∈ T
∗
xM. (36)
In fact, by Eq. (17) of Lemma 2.12,
ιs∗ξ(Bπ) = ιξ(Bπ) = (−1)
k−1inv∗(ιξπ) (37)
is tangent to the t-fibres (because ιξπ is tangent to the s-fibres). Hence
ιs∗ξL[hx](Bπ)x = L[hx]ιs∗ξ(Bπ)x = ιs∗ξ(Bπ)x .
This proves Eq. (36).
Now we wish to show the equality
Uπ([h1][h2]) = Uπ([h1]) + Ad[h1] Uπ([h2]), ∀[h1], [h2] ∈ H. (38)
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In fact, the right hand side of the above equation is Uπ([h1]) + L[h1]Uπ([h2]) (by Eq. (62)). Then by
substituting the definition of Uπ, one easily gets the left hand side of Eq. (38). So, Uπ is indeed a 1-cocycle.
The second claim is verified as follows. If π = Dρτ , then
Uπ([hx]) = (Bπ)x − L[hx](Bπ)x
= (−→τ −←−τ )x − L[hx](
−→τ −←−τ )x, by Lemma 2.16;
= τx − L[hx]τx = τx −Ad[hx] τx
= −dHτ([hx]).

Moreover, we have
Proposition 5.2. The infinitesimal of the group 1-cocycle Uπ defined by Lemma 5.1, is the Lie algebra
1-cocycle µπ defined by Lemma 4.1.
Proof. It suffices to show the following identity:
Uˆπ(H) = (H ⊗ (idA)
⊗k−1)π, (39)
whereH ∈ h = Hom(TM,A). According to the definition of cˆ in Eq. (52), we need to find a curve γ(ǫ) in
H with γ′(0) = H . We take γ(ǫ) = 1 + ǫH , and then
(γ(ǫ))−1 = 1− ǫH(1 + ǫρH)−1 = 1− ǫH + o(ǫ).
Hence, we are able to compute
Uˆπ(H) =
d
dǫ
|ǫ=0 Uπ(γ(ǫ)
−1)
=
d
dǫ
|ǫ=0 (Bπ − Lγ(ǫ)−1(Bπ))
=
d
dǫ
|ǫ=0 (Bπ − L1−ǫH(Bπ))
=
d
dǫ
|ǫ=0 pr∧kA(Bπ − L1−ǫH(Bπ)).
Now use the formula of L[hx] in Eq. (60), the last step yields exactly the right hand side of Eq. (39). 
Also recall Lemma 4.3 where we find an embedding µ : Rkρ →֒ H
1(h,∧kA). We have a similar fact.
Lemma 5.3. The map U : π 7→ Uπ induces an embedding of vector spaces
U : Rkρ →֒ H
1(H,∧kA).
5.2. Characteristic pairs of multiplicative multivectors. Recall that A, the tangent Lie algebroid of G, is
a module of the jet groupoid JG via adjoint actions (see Definition C.1). Therefore, JG also acts on ∧kA.
Hence we have a coboundary operator dJG : C
n(JG,∧kA)→ Cn+1(JG,∧kA) associated to the JG-module
structure on ∧kA. We denote by Z1(JG,∧kA) the set of 1-cocycles c : JG → ∧kA (see Eq. (51)).
Definition 5.4. A k-characteristic pair on G is a pair (c, π) ∈ Z1(JG,∧kA)× Γ(TM ⊗ (∧k−1A)), where
π is a ρ-compatible k-tensor and when c is restricted to H, it coincides with Uπ defined by Lemma 5.1, i.e.,
c([hx]) = (Bπ)x − L[hx](Bπ)x, ∀[hx] ∈ Hx, x ∈M. (40)
Our main result is the following
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Theorem 5.5. There is a one-to-one correspondence between multiplicative k-vectors Π on a Lie groupoid
G ⇒M , and k-characteristic pairs (c, π) on G such that
Πg = Rg∗c([bg]) + L[bg](Bπ)s(g) (41)
holds for all g ∈ G and bisections bg through g, where Bπ is given by Eq. (13).
By this theorem, we will say that (c, π) is the characteristic pair of the multiplicative multivector Π if they
are related as in Eq. (41), and simply write Π = (c, π).
Remark 5.6. In a recent work [10] explicit formulas for multiplicative forms are established. It is therefore
natural to try to study multiplicative forms modulo exact ones, and more generally, multiplicative tensors on
Lie groupoids (see [9]). This will be investigated elsewhere. In [5], Poisson structures on differential stacks
are related to affine structures on Lie groupoids (see [34, 39, 48]). It would be interesting to consider the
generalization of our results to the case of affine multivectors.
We divide the proof of Theorem 5.5 into two lemmas.
Lemma 5.7. Let (c, π) be a k-characteristic pair on G. Then Π defined by Eq. (41) is a multiplicative
k-vector.
Proof. To show that Π is multiplicative, we divide the proof into several steps:
• The k-vector Π defined by Eq. (41) is well-defined, i.e., Πg is independent of the choice of bg.
Let b′g be another bisection through g. Then it must be of the form b
′
g = bg · hx, for some bisection hx
through x = s(g). We have,
Rg∗c([b
′
g]) + L[b′g](Bπ)x = Rg∗c([bg] · [hx]) + L[bg]L[hx](Bπ)x
= Rg∗(c([bg ]) + Ad[bg] c([hx])) + L[bg]L[hx](Bπ)x
= Rg∗c([bg]) + L[bg](c([hx]) + L[hx](Bπ)x)
= Rg∗c([bg]) + L[bg](Bπ)x .
Here we have used the fact that c is a 1-cocycle, and Relation (40).
•We claim that Π satisfies the affine condition
Πgr = L[bg]Πr +R[b′r]Πg − L[bg]R[b′r]Πx, (42)
for any g, r ∈ G composable, x = s(g) = t(r), and bisections bg and b
′
r.
In fact, the left hand side of Eq. (42) equals to
Rr∗Rg∗c([bg][b
′
r]) + L[bg]L[b′r ](Bπ)s(r).
Substituting the 1-cocycle condition of c:
c([bg][b
′
r]) = c([bg]) + Ad[bg] c([b
′
r]),
into the above, and using the fact that c([1 + 0x]) = 0 and Πx = (Bπ)x, one easily gets the right hand side
of Eq. (42), where 1 + 0x ∈ Hx is the identity element.
•We show that ιs∗ξΠ is left-invariant for any ξ ∈ Ω
1(M).
In fact, it is obvious that ιs∗ξ(Rg∗c([bg])) = 0. Moreover, as s∗L[bg] = s∗, we have
ιs∗ξΠg = ιs∗ξL[bg](Bπ)s(g) = L[bg]ιs∗ξ(Bπ)s(g).
By the identity in Eq. (37), the right hand side of the above equation is in fact the left translation of ιs∗ξ(Bπ),
a section of ∧k−1 ker t∗.
• Finally,M ⊂ G is coisotropic relative to Π. In fact, by definition, Π|M = Bπ has no component in ∧
kA.
Combining the above facts and by Lemma 2.14, we see that Π defined by Eq. (41) is multiplicative. 
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Lemma 5.8. Given Π ∈ Xkmult(G), let
π := prTM⊗(∧k−1A)(Π|M ),
i.e., the Γ(TM ⊗ (∧k−1A))-component of Π when it is restricted to the base manifold M . Define a map
c : JG → ∧kA by
c([bg]) := Rg−1∗(Πg − L[bg]Πs(g)). (43)
Then (c, π) is a k-characteristic pair satisfying (41).
Proof. The proof is divided into the following steps:
• By Proposition 2.15, the tensor field π derived from Π is a ρ-compatible k-tensor.
•We explain why c is well-defined, i.e., the term (Πg −L[bg]Πs(g)) in Eq. (43) is tangent to the s-fibre at g.
It suffices to show that
ιs∗ξ(Πg − L[bg]Πs(g)) = 0.
In fact, by (3) of Lemma 2.14, we have
ιs∗ξ(Πg) = Lg∗ιs∗ξ(Πs(g)) = L[bg]ιs∗ξ(Πs(g)) = ιs∗ξL[bg](Πs(g)).
• The map c is a 1-cocycle, i.e., for composable bisections bg and b
′
r, we have
c([bg][b
′
r]) = c([bg]) + Ad[bg] c([b
′
r]).
In fact, using the affine property (19) and definition of c, one gets this relation. We omit the details.
•We finally show Eq. (40). In fact, for [hx] ∈ Hx, x ∈M , we have
c([hx]) = Πx − L[hx]Πx = (Bπ)x − L[hx](Bπ)x.
Here we used the fact that Π|M = Bπ, by Proposition 2.15. 
Example 5.9. Given τ ∈ Γ(∧kA), the characteristic pair of the exact multiplicative k-vector (−→τ −←−τ ) is
(c = −dJGτ, π = Dρτ). In fact, the relation π = Dρτ is due to Lemma 2.16. Moreover, by definition of c
in Eq. (43), we have
c([bg]) = Rg−1∗((
−→τ −←−τ )g − L[bg](
−→τ −←−τ )x), where x = s(g), y = t(g)
= Rg−1∗(Rg∗τy − (−1)
kLg∗inv∗(τx)− L[bg](τx − (−1)
kinv∗(τx)))
= τy −Ad[bg] τx = −dJGτ([bg]).
Example 5.10. A 1-vector Π ∈ Xmult(G) corresponds to a characteristic pair (c, π) where c ∈ Z
1(JG, A)
and π ∈ X(M). As Bπ = π, the compatibility condition is quite simple:
c([hx]) = πx − L[hx](π)x = −H(π), ∀[hx] = 1 +H ∈ Hx .
Moreover, we have the expression
Πg = Rg∗c([bg]) + bg∗(πs(g)),
for all g ∈ G and bisection bg passing through g.
Example 5.11. A 2-vectorΠ ∈ X2mult(G) corresponds to a characteristic pair (c, π)where c ∈ Z
1(JG,∧2A)
and π ∈ Γ(TM ⊗A) is a ρ-compatible 2-tensor. Moreover,
Bπ = π −
1
2
Dρπ.
Therefore, we have
Πg = Rg∗c([bg]) + L[bg](π −
1
2
Dρπ)s(g) .
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5.3. Embedding of Rkmult into H
1(JG,∧kA). Let (c, π) be a k-characteristic pair on G. By Proposition
5.2, we can examine that (cˆ, π) is a k-characteristic pair on A, the tangent Lie algebroid of G. Here cˆ ∈
Z1(JA,∧kA) is the infinitesimal of c ∈ Z1(JG,∧kA). By this fact, the assumption that 1 ≤ k ≤ top, and
Lemma 4.5, we immediately get
Lemma 5.12. If (c, π) and (c, π′) are both k-characteristic pairs on G. Then π = π′.
The following fact, which describes equivalence relations of multiplicative multivectors of a groupoid in
terms of characteristic pairs.
Proposition 5.13. Let Π = (c, π) and Π′ = (c′, π′) be in Xkmult(G). Then Π ≎ Π
′ if and only if [c] = [c′] in
H1(JG,∧kA).
Proof. The implication “Π ≎ Π′”⇒ “[c] = [c′]” is easily derived from Example 5.9.
We show the converse implication “[c] = [c′]”⇒ “Π ≎ Π′”. In fact, if c′ = c−dJGτ for some τ ∈ Γ(∧
kA),
then the k-characteristic pairs (c′, π′) and (c− dJGτ, π +Dρτ) share the same first entry. By Lemma 5.12,
we have π′ = π +Dρτ . It follows that Π
′ = Π+−→τ −←−τ , as required. 
We now state the main result about the reduced space Rkmult of multiplicative multivectors on G, which is
parallel to the statements in Theorem 4.8 about the reduced space Rkdiff of Lie algebroid differentials. Let us
first introduce the following maps:
(1) Define:
K : Xkmult(G)→ H
1(JG,∧kA), Π = (c, π) 7→ [c].
By Proposition 5.13, the mapK induces an embedding
K : Rkmult →֒ H
1(JG,∧kA).
(2) Define I ! : Xkmult(G)→ R
k
ρ by sending Π = (c, π) 7→ [π]. It naturally induces a map I
! : Rkmult →
Rkρ .
(3) The inclusion I : H−→JG (see Sequence (59)) naturally induces a map
I∗ : H1(JG,∧kA)−→H1(H,∧kA).
(4) Recall Lemma 5.3 where we defined an embedding U : Rkρ →֒ H
1(H,∧kA).
Theorem 5.14. Let 1 ≤ k ≤ top. The reduced space of multiplicative k-vectors Rkmult on the Lie groupoid
G is the pullback of maps I∗ and U . In other words, the diagram
Rkmult _
K

I !
// Rkρ _
U

H1(JG,∧kA)
I∗
// H1(H,∧kA)
is commutative and the map
Θ : Rkmult −→ H
1(JG,∧kA) I∗×UR
k
ρ =
{
(X,Y ) ∈ H1(JG,∧kA)×Rkρ ; I
∗(X) = U(Y )
}
[Π = (c, π)] 7→ (K[Π], I ![Π]) = ([c], [π])
is an isomorphism.
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This theorem tells us that Rkmult
∼= imgK = (I∗)−1imgU . We omit the proof as it is an easy adaptation of
the arguments of Theorem 4.8. Of course, one is able to draw a bigger commutative diagram:
0 // H1(G,∧k ker ρ)
id

P !
// Rkmult _
K

I !
// Rkρ _
U

0 // H1(G,∧k ker ρ)
P ∗
// H1(JG,∧kA)
I∗
// H1(H,∧kA),
where the two horizontal sequences are exact, and the vertical arrows are injective. Here the lower horizontal
sequence is the one described by Lemma C.5 in the appendix.
5.4. A summary diagram. In this part, we discuss the relation between characteristic pairs of Lie algebroid
differentials on A and characteristic pairs of multiplicative multivectors on G. Our result is the following
Proposition 5.15. If (c, π) is the k-characteristic pair of a multiplicative k-vector Π ∈ Xkmult(G), then the
k-characteristic pair of the differential δΠ ∈ Diff
k(A) is given by (cˆ, π). Here cˆ ∈ Z1(JA,∧kA) is the
infinitesimal of the groupoid 1-cocycle c ∈ Z1(JG,∧kA).
Proof. By Proposition 4.6, it amounts to prove the following two identities:
δ
(0)
Π (u) = cˆ(
1u), u ∈ Γ(A),
δ
(1)
Π (f) = (−1)
k−1ιdfπ, f ∈ C
∞(M). (44)
The first one is verified as follows. Fix a point x ∈M . Consider a curve
γ(ǫ) = [(exp ǫu)(exp ǫu)(x)]
in JG. It lies in the s-fibre of JG that passes through x ∈ M . Clearly, γ′(0) = (1u)x ∈ (JA)x. We then
compute
δ
(0)
Π (u)x =
−−−−→
δ
(0)
Π (u)x = −[
−→u ,Π]x
= −
d
dǫ
|ǫ=0Lexp(−ǫu)Π|(exp ǫu)(x)
= −
d
dǫ
|ǫ=0L(γ(ǫ))−1(R(exp ǫu)(x)∗c(γ(ǫ)) + Lγ(ǫ)(Bπ)x), by Eq. (41);
= −
d
dǫ
|ǫ=0Ad(γ(ǫ))−1 c(γ(ǫ))
= cˆ(γ′(0)) = cˆ(1u)x,
as desired. The second one is easy, as
δ
(1)
Π (f) =
−−−−→
δ
(1)
Π (f)|M = [Π, t
∗f ]M = (−1)
k−1ιdfπ.
The last step is due to Eq. (20).

In summary and combining our previous results, we obtain the following diagram:
Xkmult(G) ∋ Π = (c, π)

K
// [c]

∈ H1(JG,∧kA)
Diffk(A) ∋ δΠ = (cˆ, π)
κ
// [cˆ] ∈ H1(JA,∧kA).
Here all vertical arrows refer to the method of taking infinitesimal.
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Finally, we consider transitive Lie algebroids and groupoids, and give the characteristic pairs of Lie algebroid
differentials and multiplicative multivectors in spirit of Theorems 3.2 and 3.8. We have
Proposition 5.16. Let A be a transitive Lie algebroid and (Ω,Λ) ∈ Z1(A,∧k ker ρ)× Γ(∧kA). Then,
1) the characteristic pair of the k-differential δ = [Λ, · ] + Ω is given by
χ = −dJAΛ+ p
∗Ω, π = DρΛ;
Here p∗ : Z1(A,∧k ker ρ) → Z1(JA,∧kA) is the pullback of the projection p : JA → A (see
Sequence (53));
2) the map κ : Diffk(A)→ H1(JA,∧kA) sends δ = [Λ, · ]+Ω to p∗[Ω]. Here p∗ : H1(A,∧k ker ρ)→
H1(JA,∧kA) is the embedding map in Lemma B.1.
Proposition 5.17. Let G be a transitive Lie groupoid and (F ,Λ) ∈ Z1(G,∧k ker ρ)× Γ(∧kA). Then,
1) the characteristic pair of the multiplicative k-vector Π =
−→
Λ −
←−
Λ +ΠF is given by
c = −dJGΛ+ P
∗F , π = DρΛ;
Here P ∗ : Z1(G,∧k ker ρ) → Z1(JG,∧kA) is the pullback of the projection P : JG → G (see
Sequence (59));
2) the map K : Xkmult(G) → H
1(JG,∧kA) sends Π =
−→
Λ −
←−
Λ + ΠF to P
∗[F ]. Here P ∗ :
H1(G,∧k ker ρ)→ H1(JG,∧kA) is the embedding map in Lemma C.5.
The proof of these statements are quite simple and omitted.
6. EXCEPTIONAL CASES
6.1. The exceptional case k = 0. By Theorem 2.6, the reduced space of 0-differentials R0diff on A coin-
cides with the degree 0 Lie algebroid deformation cohomology H0,−1Def (A). Also recall that (Der
•,−1(A), ∂)
coincides with the standard Chevalley-Eilenberg complex (C•(A,R), d), as already mentioned in Remark
2.5. Therefore, we have
Proposition 6.1. The reduced space R0diff of 0-differentials on A is isomorphic to H
1(A,R), the degree 1
Chevalley-Eilenberg cohomology of the Lie algebroid A.
On the Lie groupoid level, by definition, a multiplicative 0-vector on G is a multiplicative function F ∈
C∞(G), i.e.,
F (gr) = F (g) + F (r), ∀(g, r) ∈ G(2).
In other words, the map F : G → M × R, g 7→ (t(g), F (g)) is a groupoid 1-cocycle (with respect to the
trivial action of G onM × R). An exact multiplicative 0-vector is a multiplicative function of the form
F =
−→
f −
←−
f = t∗f − s∗f = −dGf,
for some f ∈ C∞(M). So the following fact is clear.
Proposition 6.2. The reduced space R0mult of multiplicative 0-vectors on a Lie groupoid G is isomorphic to
H1(G,R), the degree 1 cohomology of G with respect to the trivial action of G onM × R.
6.2. The exceptional case k = top + 1.
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6.2.1. (top + 1)-differentials on A. First, we define two subsets inM :
B = {x ∈M |ρx = 0} and B
c = {x ∈M |ρx 6= 0}, (45)
and we observe the following basic fact.
Lemma 6.3. Let π be in Γ(TM ⊗ (∧topA)). Then it is a ρ-compatible (top + 1)-tensor if and only if π
vanishes at those x ∈ Bc.
Proof. It suffices to prove that πx = 0 for all x ∈ B
c if π is ρ-compatible. In fact, as ρx 6= 0, we have
p := dim(imgρx) ≥ 1. Then we are able to find a basis {u1, · · · , utop} of Ax such that {ρ(u1), · · · ρ(up)}
spans imgρx and ρ(up+1) = · · · = ρ(utop) = 0. Suppose further that TxM is spanned by a basis
{ρ(u1), · · · , ρ(up), N1, · · · , Nq}, where p + q = dimM . Let {ξ1, · · · , ξp, η1, · · · , ηq} be the associated
dual basis of T ∗xM . Then we can write πx in the following form:
πx = (
p∑
i=1
aiρ(ui) +
q∑
j=1
bjNj)⊗ (u1 ∧ · · · ∧ utop), for some a
i, bj ∈ R.
Now we examine the ρ-compatible condition of πx at x:
ιρ∗ηιξπx = −ιρ∗ξιηπx, ∀ξ, η ∈ T
∗
xM. (46)
Substituting ξ = η = ξi ∈ T
∗
xM (1 ≤ i ≤ p) in Eq. (46), we have
0 = ιρ∗ξiιξiπ = (−1)
i−1aiu1 ∧ · · · ∧ uˆi ∧ · · · ∧ up ∧ · · · ∧ utop.
We thus get ai = 0, for all i = 1, · · · , p. Consequently, we have
ιηjπx = b
ju1 ∧ · · · ∧ utop,
and
ιρ∗ξiιηjπx = (−1)
i−1bju1 ∧ · · · uˆi ∧ · · · ∧ up ∧ · · · ∧ utop = −ιρ∗ηj ιξiπx = 0.
Thus bj = 0, for all j = 1, · · · , q. This proves that πx = 0. 
Now let us study a (top + 1)-differential δ = (δ(0), δ(1)) on A. Certainly δ(0) = 0 and
δ(1)(f) = (−1)topιdfπ,
for some ρ-compatible tensor π ∈ Γ(TM ⊗ (∧topA)). Moreover, Conditions (9) ∼ (11) become a single
one equation
δ(1)[u, f ] = [u, δ(1)(f)], ∀u ∈ Γ(A), f ∈ C∞(M). (47)
By Lemma 6.3, if δ
(1)
x is nontrivial, then x must be in B ⊂ M . Note that A|B is a bundle of Lie algebras
(not necessarily of the same type of Lie algebras). So, Eq. (47) can be characterized by
0 = [u, δ(1)(f)], ∀u ∈ Ax, x ∈ B, f ∈ C
∞(M). (48)
Lemma 6.4. If δ
(1)
x 6= 0 on some x ∈ B, then Eq. (48) holds if and only if tr adu = 0, for all u ∈ Ax.
Proof. Choose a basis {u1, · · · , utop} of Ax and assume that πx = X⊗ (u1∧ · · · ∧utop), for some nonzero
X ∈ TxM . The statement of this lemma is justified by manipulating the right hand side of Eq. (48):
[u, δ(1)(f)] = (−1)top[u, ιdfπx]
= (−1)topX(f)[u, u1 ∧ · · · ∧ utop]
= (−1)topX(f)
top∑
i=1
u1 ∧ · · · ∧ [u, ui] ∧ · · · ∧ utop
= (−1)topX(f)tr(adu)u1 ∧ · · · ∧ utop.
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Remark 6.5. For the Lie algebra Ax (x ∈ B), the map Ax → R, u 7→ tr(adu) is called the adjoint
character of Ax ([23]).
Combining Lemmas 6.3 and 6.4, we have
Theorem 6.6. Every (top+1)-differential δ = (δ(0) = 0, δ(1)) onA corresponds to a section π ∈ Γ(TM⊗
(∧topA)) which vanishes on the sets Bc and
{x ∈ B| the adjoint character of Ax is nontrivial},
such that δ(1)(f) = (−1)topιdfπ, for all f ∈ C
∞(M). Conversely, any such π determines a (top + 1)-
differential δ.
Clearly, exact (top + 1)-differentials on A are trivial. Hence, the reduced space of (top + 1)-differentials
can be identified with the set of π described in the above theorem.
6.2.2. Multiplicative (top + 1)-vectors on Lie groupoids. Let Π be a multiplicative (top + 1)-vector on a
Lie groupoid G. Denote by π the Γ(TM ⊗ (∧topA))-component of Π|M . Then π is a ρ-compatible tensor
by Proposition 2.15, and determines the (top + 1)-differential
δΠ = (δ
(0)
Π = 0, δ
(1)
Π ).
Moreover, π is subject to the condition in Theorem 6.6.
Lemma 6.7. If g ∈ G satisfies t(g) ∈ Bc, then Πg = 0. Similarly, if g ∈ G satisfies s(g) ∈ B
c, then
Πg = 0.
Proof. By Proposition 2.15, for any f ∈ C∞(M), we have
ιt∗(df)Πg =
−−→ιdfπ|g = Rg∗(ιdfπ|t(g)).
If t(g) ∈ Bc, then ιt∗(df)Πg = 0. Hence Πg ∈ ∧
top+1 ker t∗g. By dimensional reasons, Πg = 0. 
In what follows, we assume that the Lie groupoid G is s-connected. It is easy to prove that, for g ∈ G, the
following three conditions are equivalent:
(1) s(g) = t(g); (2) s(g) ∈ B; (3) t(g) ∈ B.
Let us denote by G|B the collection of g ∈ G subject to any of the three properties described above. Clearly,
G|B is a bundle of Lie groups over B. Denote by pr : G|B → B the projection, which coincides with s and
t. We also denote by Gx the fibre of G|B at x ∈ B.
The Lie algebroid of G|B is identically A|B , a bundle of Lie algebras. By Theorem 6.6 and Lemma 6.7, one
has
Lemma 6.8. If x ∈ B and the adjoint character of Ax is nontrivial, then Πg = 0 for all g ∈ Gx.
Of course, we concern where Π could be nontrivial. This is answered by the following
Proposition 6.9. If Πg 6= 0, then g must be in G|B and det(Adg) = 1, where Adg is considered as an
automorphism on Ax, x = pr(g) ∈ B; Moreover, if πx = X ⊗W for X ∈ TxM ,W ∈ ∧
topAx, then
Πg = X˜ ∧
−→
W g = X˜ ∧
←−
W g , (49)
where X˜ ∈ TgG satisfies pr∗(X˜) = X, and
−→
W is the right-invariant top-vector (on Gx), which coincides
with the left-invariant top-vector
←−
W .
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Proof. By Lemmas 6.7 and 6.8, Πg 6= 0 only happens at those g ∈ Gx with tr adu = 0, for all u ∈ Ax. As
the fibre Gx of G|B is connected, we have det(Adg) = 1, for all g ∈ Gx. This implies that
−→
W =
←−
W , for
anyW ∈ ∧topAx.
Also, ιpr∗(ξ)Π should be a left-invariant (and right-invariant as well) top-vector on Gx, for ξ ∈ TxM , and
hence one is able to write
Πg = X˜ ∧
−→
W g = X˜ ∧
←−
W g ,
for some X˜ ∈ TgG. Then, by
(pr∗X˜)(f)
−→
W g = ιt∗(df)Πg =
−−→ιdfπ|g
= Rg∗(ιdfπ|t(g)) = X(f)
−→
W g ,
we see that pr∗(X˜) = X.

Conversely, we have
Proposition 6.10. If π ∈ Γ(TM ⊗ (∧topA)) satisfies the same condition as in Theorem 6.6, then via
Eq. (49), there determines a multiplicative (top + 1)-vector Π on G which vanishes on any g ∈ (G|B)
c and
g ∈ G|B with det(Adg) 6= 1.
Proof. One should examine the conditions declared by Lemma 2.14. In fact, conditions (2) and (3) are easy,
while the affine condition (1) can be directly verified by any of the three equivalent conditions in Definition
2.13. 
In summary, we get the description of Rtop+1mult = X
top+1
mult (G):
Theorem 6.11. Multiplicative (top+1)-vectors Π on the Lie groupoid G are in one-to-one correspondence
to elements π ∈ Γ(TM ⊗ (∧topA)) that satisfy the same condition as in Theorem 6.6.
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APPENDIX A. LIE ALGEBROID AND GROUPOID MODULES
We recall some basic knowledge of Lie groupoids and Lie algebroids. A Lie algebroid is a R-vector bundle
A→M , whose space of sections is endowed with a Lie bracket [·, ·], together with a bundle map ρ : A→
TM called anchor such that ρ : Γ(A)→ X(M) is a morphism of Lie algebras and
[u, fv] = f [u, v] + (ρ(u)f)v,
holds for all u, v ∈ Γ(A) and f ∈ C∞(M). More details can be found in [40].
By an A-module, we mean a vector bundle E →M which is endowed with an A-connection:
∇ : Γ(A)× Γ(E)→ Γ(E)
which is flat:
∇[u,v]e = ∇u∇ve−∇v∇ue, ∀u, v ∈ Γ(A), e ∈ Γ(E).
Given an A-module E, we have the standard Chevalley-Eilenberg complex (C•(A,E), dA), where
C•(A,E) := Γ(Hom(∧•A,E)), 0 ≤ • ≤ top
and the coboundary operator dA : C
n(A,E)→ Cn+1(A,E) is given by
(dAλ)(u0, u1, · · · , un)
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=
∑
i
(−1)i∇uiλ(· · · , uˆi, · · · ) +
∑
i<j
(−1)i+jλ([ui, uj ], · · · , uˆi, · · · , uˆj , · · · ),
for all u0, · · · , un ∈ Γ(A).
By a Lie algebroid 1-cocycle valued in the A-module E, we mean a dA-closed element λ ∈ C
1(A,E),
namely a vector bundle map λ : A→ E satisfying the following condition:
λ[u, v] = ∇uλ(v)−∇vλ(u), ∀u, v ∈ Γ(A).
The collection of such Lie algebroid 1-cocycles is denoted by Z1(A,E). The subspace of coboundaries
B1(A,E) ⊂ Z1(A,E) consists of elements of the form dAν where ν ∈ C
0(A,E) = Γ(E), i.e.,
(dAν)(u) = ∇uν, ∀u ∈ Γ(A). (50)
We denote by H1(A,E) = Z1(A,E)/B1(A,E) the first cohomology of A valued in the A-module E.
For a rigorous definition of the notion of Lie groupoid, one is referred to [40]. Let G be a Lie groupoid over
a smooth manifoldM whose source and target maps are denoted by s and t, respectively. We treat the set of
identities M →֒ G as a submanifold of G. The groupoid multiplication of two elements g and r is denoted
by gr, if s(g) = t(r). The collection of such pairs (g, r), called composable pairs, is denoted by G(2). The
groupoid inverse map of G is denoted by inv : G → G. For g ∈ G, its inverse inv(g) is also denoted by g−1.
A bisection of G is a smooth splitting b : M → G of the source map s (i.e., sb = idM ) such that
φb := tb : M →M
is a diffeomorphism. The set of bisections of G forms a group which we denote by Bis(G) whose identity
element is idM . The multiplication bb
′ of b and b′ ∈ Bis(G) is given by
(bb′)(x) := b(φb′(x))b
′(x), ∀x ∈M.
The inverse b−1 of b is given by
b−1(x) := b(φ−1b (x))
−1, ∀x ∈M.
A bisection b defines a diffeomorphism of G by left multiplication:
Lb(g) := b(t(g))g, ∀g ∈ G.
We call Lb the left translation by b. Similarly, b defines the right translation:
Rb(g) := gb(φ
−1
b s(g)), ∀g ∈ G.
Bisections that are exponentials of sections of A are particularly useful — Given u ∈ Γ(A), the right-
invariant vector −→u ∈ X(G) generates a flow λǫ : G → G. The exponential exp ǫu ∈ Bis(G) (for |ǫ|
sufficiently small) denotes a bisection of G such that
λǫ(g) = Lexp ǫug, ∀g ∈ G.
We also need the notion of local bisections. A local bisection is a smooth splitting b : U → s−1(U) of s,
where U ⊂M is open, such that
φb = tb : U → φb(U) ⊂M
is a local diffeomorphism.
A local bisection b passing through the point b(x) = g on G, where x = s(g) ∈ U , is also denoted by bg , to
emphasise the particular point g. In the sequel, by saying a bisection through g, we mean a local bisection
that passes through g.
A (left) G-module is a vector bundle E → M together with a smooth assignment: g 7→ Φg, where g ∈ G
and Φg ∈ GL(Es(g), Et(g)) (the set of isomorphisms from Es(g) to Et(g)), satisfying
(1) Φx = idEx , for all x ∈M ;
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(2) Φgr = ΦgΦr, for all composable pairs (g, r).
Given a bisection b ∈ Bis(G), there induces an isomorphism of vector bundles Φb : E → E (over
φb : M →M ) defined by
Φb(e) := Φb(x)e, ∀x ∈M,e ∈ Ex.
We recall the tangent Lie algebroid (A, ρ, [ , ]A) of the Lie groupoid G. The vector bundle A consists of
tangent vectors on G that are attached to the base manifold M and tangent to s-fibres, i.e., A = ker s∗|M .
The anchor map ρ : A→ TM is simply t∗. For u, v ∈ Γ(A), the Lie bracket [u, v] is determined by
−−→
[u, v] = [−→u ,−→v ].
Here −→u denotes the right-invariant vector on G corresponding to u. In the mean time, the left-invariant
vector corresponding to u, denoted by←−u , is related to −→u via
←−u = −inv∗(
−→u ) = −
←−−−
inv∗u.
A G-module E is also an A-module, i.e., there is an A-action on E,
∇ : Γ(A)× Γ(E)→ Γ(E)
defined by
∇ue =
d
dǫ
|ǫ=0Φexp (−ǫu)e, ∀u ∈ Γ(A), e ∈ Γ(E).
An n-cochain on G valued in the G-module E is a smooth map c : G(n) → E such that c(g1, · · · , gn) ∈
Et(g1), where G
(n) is the space of n-composable elements, i.e., n-arrays (g1, · · · , gn) satisfying
s(g1) = t(g2), s(g2) = t(g3), · · · , s(gn−1) = t(gn).
Denote by Cn(G, E) the space of n-cochains. The coboundary operator
dG : C
n(G, E)→ Cn+1(G, E),
is standard:
(1) for n = 0, ν ∈ C0(G, E) = Γ(E), define
(dGν)(g) = Φgνs(g) − νt(g), ∀g ∈ G;
(2) for c ∈ Cn(G, E) (n ≥ 1) on G, define
(dGc)(g0, g1, · · · , gn) = Φg0c(g1, · · · , gn)
+
n−1∑
i=0
(−1)i−1c(g0, · · · , gigi+1, · · · , gn) + (−1)
n+1c(g0, · · · , gn−1).
In particular, a 1-cocycle is a map c : G → E such that c(g) ∈ Et(g) and
c(gr) = c(g) + Φgc(r), (51)
for any composable pair (g, r). The collection of such groupoid 1-cocycles is denoted by Z1(G, E).
The subspace of coboundaries B1(G, E) ⊂ Z1(G, E) consists of those of the form dGν. We denote by
H1(G, E) = Z1(G, E)/B1(G, E) the first cohomology of G with coefficients in the G-module E.
A groupoid 1-cocycle c induces a Lie algebroid 1-cocycle cˆ : A → E by the following formula. For each
u ∈ Ax, choose a smooth curve γ(ǫ) in the s-fibre s
−1(x) such that γ′(0) = u. Then cˆ(u) ∈ Ex is defined
by
cˆ(u) := −
d
dǫ
|ǫ=0 Φ
−1
γ(ǫ)
c(γ(ǫ)) =
d
dǫ
|ǫ=0 c(γ(ǫ)
−1). (52)
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We call cˆ the infinitesimal of c. Note that our convention is slightly different from that in [1] (up to a minus
sign). Also, it is easily verified that, for ν ∈ Γ(E), we have
ˆdGν = dAν.
Here in the left hand side, dGν ∈ B
1(G, E). In the right hand side, dAν ∈ B
1(A,E) (see Eq. (50)).
APPENDIX B. THE JET LIE ALGEBROID
A (first) jet of the vector bundle A → M at ux ∈ Ax (x ∈ M ), is a subspace in TuxA which is isomorphic
to TxM under the bundle projection. The jet space of A is denoted by JA. It is also a vector bundle overM
whose fibre at x ∈M consists of such jets.
Another approach is to introduce an equivalence relation for sections u1, u2 ∈ Γ(A):
u1 ∼x u2 ⇐⇒ u1(x) = u2(x) and dx〈u1, ζ〉 = dx〈u2, ζ〉, ∀ζ ∈ Γ(A
∗).
The jet of u ∈ Γ(A) at x is denoted by [ux], the equivalence class of the ∼x relation. We note that JA is
also a Lie algebroid overM (see [11, 18]). Indeed, one has an exact sequence of Lie algebroids:
0→ h
i
−→ JA
p
−→ A→ 0. (53)
Here h = T ∗M ⊗ A = Hom(TM,A) is a bundle of Lie algebras. At x ∈ M , the Lie bracket of λ and
µ ∈ hx = Hom(TxM,Ax), is given by
[λ, µ] = µρλ− λρµ.
We will call h the bundle of isotropy jet Lie algebras.
We have a natural lifting map 1 : Γ(A)→ Γ(JA) that sends u ∈ Γ(A) to its jet 1u ∈ Γ(JA):
(1u)x = [u]x, ∀x ∈M. (54)
It can be easily seen that
1(fu) = df ⊗ u+ f1u, ∀f ∈ C∞(M).
There is a decomposition of R-vector spaces
Γ(JA) = 1Γ(A) ⊕ Γ(T ∗M ⊗A).
Moreover, the Lie bracket of Γ(JA) is determined by the following relations:
[1u1, 
1u2] = 
1[u1, u2], (55)
[1u1, df2 ⊗ u2] = d(ρ(u1)f2)⊗ u2 + df2 ⊗ [u1, u2], (56)
[df1 ⊗ u1, df2 ⊗ u2] = ρ(u1)(f2)df1 ⊗ u2 − ρ(u2)(f1)df2 ⊗ u1 . (57)
It is simply to see that, Eq. (55) implies Eqs. (56) and (57). Note also that Eq. (57) coincides with the Lie
bracket in h.
The anchor of JA is simply:
ρJA(
1u1 + df2 ⊗ u2) = ρ(u1).
The vector bundle A is a module of the jet algebroid JA via adjoint actions:
ad1u v = [u, v];
addf⊗u v = −ρ(v)(f)u,
where u, v ∈ Γ(A), f ∈ C∞(M). By derivation, JA also acts on ∧kA, for 1 ≤ k ≤ top. It can be verified
that the adjoint action of JA on ∧kA is given by
ad1uw = [u,w] and addf⊗u w = −[w, f ] ∧ u, (58)
for all w ∈ Γ(∧kA).
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The embedding i : h→ JA (in Sequence (53)) of Lie algebroids induces obvious maps
i∗ : C1(JA,∧kA)→ C1(h,∧kA)
and
i∗ : H1(JA,∧kA)→ H1(h,∧kA).
The second i∗ is not necessarily surjective, and we will find its kernel. To this aim, consider ker ρ ⊂ A, a
bundle of Lie algebras (which might be singular). We have the adjoint action of A on ∧k ker ρ:
adu ν = [u, ν], ∀u ∈ Γ(A), ν ∈ Γ(∧
k ker ρ).
The projection map p : JA→ A (in Sequence (53)) also induces a map
C1(A,∧k ker ρ)
p∗
−→ C1(JA,∧kA),
Ω 7→ p∗Ω s.t. p∗Ω(U) = Ω(p(U)), ∀U ∈ Γ(JA).
It gives rise to p∗ : H1(A,∧k ker ρ) → H1(JA,∧kA). Moreover, the kernel of i∗ matches with the image
of p∗:
Lemma B.1. If 1 ≤ k ≤ top, then the following sequence is exact:
0→ H1(A,∧k ker ρ)
p∗
−→ H1(JA,∧kA)
i∗
−→ H1(h,∧kA).
Proof. We first show that ker i∗ = imgp∗. Assume that c ∈ Z1(JA,∧kA) satisfies i∗[c] = 0, i.e., i∗c =
dhτ for τ ∈ Γ(∧
kA). We claim that there exists Ω ∈ Z1(A,∧k ker ρ) such that p∗Ω = c. In fact, by
(c − dJAτ)|h = 0, we are able to write c − dJAτ = p
∗Ω, for some Ω : A → ∧kA, as the sequence (53) is
exact. We now show that Ω takes values in ∧k ker ρ, and it is a 1-cocycle.
In fact, by applying dJA(p
∗Ω) = 0 to elements 1u1 and df2 ⊗ u2 ∈ Γ(JA), we get
p∗Ω([1u1, df2 ⊗ u2]) = ad1u1(p
∗Ω(df2 ⊗ u2))− addf2⊗u2(p
∗Ω(1u1))
= 0− addf2⊗u2 Ω(u1)
= [Ω(u1), f2] ∧ u2.
As [1u1, df2 ⊗ u2] ∈ Γ(h), we have p
∗Ω([1u1, df2 ⊗ u2]) = 0. Therefore, the last term in the above
equation must vanish, and it follows that [Ω(u1), f2] = 0, i.e., Ω(u1) ∈ Γ(∧
k ker ρ).
Applying dJA(p
∗Ω) = 0 to 1u1 and 
1u2 ∈ Γ(JA), we get
p∗Ω([1u1, 
1u2]) = ad1u1 p
∗Ω(1u2)− ad1u2 p
∗Ω(1u1),
or
Ω([u1, u2]) = [u1,Ω(u2)]− [u2,Ω(u1)].
This proves that Ω ∈ Z1(A,∧k ker ρ), as desired. We get that ker i∗ ⊂ imgp∗. While imgp∗ ⊂ ker i∗ is
obvious, this proves the claim ker i∗ = imgp∗.
Second, we need to prove that the arrow H1(A,∧k ker ρ)
p∗
−→ H1(JA,∧kA) is an injection. This is easy
and omitted. 
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APPENDIX C. THE JET LIE GROUPOID
Let bg, b
′
g be two bisections through g ∈ G. They are said to be equivalent at g if b∗x = b
′
∗x : TxM → TgG,
where x = s(g). The equivalence class, denoted by [b]x, or [bg], is called the first jet of bg.
The (first) jet groupoid JG of a Lie groupoid G, consisting of such jets [bg], is a Lie groupoid overM . The
source and target maps of JG are given by
s([bg]) = s(g), t([bg]) = t(g).
The multiplication is given by
[bg][b
′
r] = [(bb
′)gr],
for two bisections bg and b
′
r through g and r respectively. The inverse map is
[bg]
−1 = [(b−1)g−1 ].
Given a bisection bg through x = s(g), its first jet induces a left translation
L[bg] : TG|t−1(x) → TG|t−1(y),
where y = φb(x) = t(g). Similarly we have a right translation
R[bg] : TG|s−1(y) → TG|s−1(x).
Note that when L[bg] is restricted on (ker t∗)|t−1(x), it is exactly the left translation Lg∗. Similarly, when
R[bg] is restricted on (ker s∗)|s−1(y), it is exactly the right translation Rg∗.
Moreover, the restriction of L[bg] to TxM is exactly the tangent map b∗x : TxM → TgG, i.e., L[bg](X) =
bg∗(X) for X ∈ TxM .
A bisection b of G acts on G by conjugation
ADb(g) = Rb−1Lb(g) = b(t(g))g
(
b(s(g))
)−1
,
which maps units to units and s-fibres to s-fibres (t-fibres to t-fibres as well). There induces an action of the
jet groupoid JG on A and TM .
Definition C.1. Let bg be a bisection on G. The adjoint action of [bg] on A:
Ad[bg] : Ax → Aφb(x), where x = s(g)
is defined by
Ad[bg] u = Rg−1∗L[bg](u) = Rg−1∗(Lg∗(u− ρ(u)) + b∗(ρ(u))),
for all u ∈ Ax.
Similarly, the adjoint action of [bg] on TM :
Ad[bg] : TxM → Tφb(x)M,
is given by
Ad[bg]X = R[bg]−1L[bg](X) = φb∗(X), X ∈ TxM.
We note that the anchor map ρ : A→ TM is equivariant with respect to the adjoint action:
Ad[bg] ρ = ρAd[bg], as a map Ax → Tφb(x)M.
The following exact sequence of groupoids can be easily established:
1→ H
I
−→ JG
P
−→ G → 1. (59)
In fact, the map [bg] 7→ g gives the projection P : JG → G. The space H consists of isotropic jets, i.e.,
those of the form [hx], where x ∈ M and h is a bisection through x. Let us call H the bundle of isotropy
jet groups.
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We now describe H from an alternative point of view. For x ∈M , with the standard decomposition TxG ∼=
TxM ⊕ Ax, an [hx] ∈ Hx can be identified with its tangent map TxM → TxG which yields identity map
of TxM after composing with s∗, and an isomorphism of TxM after composing with t∗. Thus there exists
H : TxM → Ax such that
h∗(X) = (X,H(X)), X ∈ TxM,
and
φh∗ = t∗h∗ = 1 + ρH ∈ GL(TxM).
Let us introduce
Hom(TM,A) := {H ∈ Hom(TM,A); 1 + ρH ∈ GL(TM)}.
As explained above, we can identifyHwith the spaceHom(TM,A). In the sequel, forH ∈ Hom(TxM,Ax),
we write [hx] = 1 +H for the corresponding element in Hx.
The bundle of Lie groups structure on H ∼= Hom(TM,A) is thus induced:
1) The identity element in Hx is of the form 1 + 0x, where 0x ∈ Hom(TxM,Ax) is the zero map;
2) The multiplication of 1 +H1 and 1 +H2, where H1,H2 ∈ Hom(TxM,Ax) is given by
(1 +H1) · (1 +H2) = 1 +H1 +H2 +H1ρH2;
3) The inverse is given by
(1 +H)−1 = 1−H(1 + ρH)−1.
More details can be found in [18, 33]. The following lemma is about the translation of H on TG|M =
TM ⊕A.
Lemma C.2. If [hx] = 1 +H ∈ Hx, where H ∈ Hom(TxM,Ax), then the left and right translation maps
L[hx], R[hx] : TxM ⊕Ax → TxM ⊕Ax
are given by
L[hx](X,u) =
(
X,H(X) + u+Hρ(u)
)
, (60)
R[hx](X,u) =
(
(1 + ρH)−1X,H(1 + ρH)−1(X) + u
)
, (61)
where X ∈ TxM and u ∈ Ax.
Proof. It is by definition that
L[hx](X, 0) = h∗(X) = (X,H(X)).
It follows that
L[hx](0, u) = L[hx]
(
(−ρ(u), u) + (ρ(u), 0)
)
= L[hx](−ρ(u), u) + L[hx](ρ(u), 0)
= (−ρ(u), u) + (ρ(u),H(ρ(u))) = (0, u+H(ρ(u))).
This proves Eq. (60).
Using the expression (14) of inv∗, [hx]
−1 = 1−H(1+ ρH)−1, and Eq. (60) which we already proved, one
can compute
R[hx](X,u) = inv∗L[hx]−1 inv∗(X,u),
yielding exactly the right hand side of Eq. (61). 
Corollary C.3. The adjoint action Ad[hx] : TxM ⊕Ax → TxM ⊕Ax is given by
Ad[hx](X,u) = ((1 + ρH)(X), (1 +Hρ)(u)),
where [hx] = 1 +H ∈ Hx.
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In particular, for 1 ≤ k ≤ top, the induced adjoint action of H on ∧kA is given by
Ad[hx]w = L[hx]w = (1 +Hρ)
⊗k(w), ∀w ∈ ∧kAx. (62)
The following fact is also standard.
Proposition C.4. Let G ⇒ M be a Lie groupoid and A the associated tangent Lie algebroid. Then the
jet Lie algebroid JA is the tangent Lie algebroid of the jet groupoid JG: JA = Lie(JG). In particular,
the bundle of isotropy jet Lie algebras is the tangent Lie algebra of the bundle of isotropy jet groups, i.e.
h = LieH.
We also have a lemma parallel to Lemma B.1.
Lemma C.5. If 1 ≤ k ≤ top, then the exact sequence (59) of Lie groupoids gives rise to an exact sequence
of vector spaces:
0→ H1(G,∧k ker ρ)
P ∗
−→ H1(JG,∧kA)
I∗
−→ H1(H,∧kA).
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