1. Introduction and the main result. In this paper we study the structure of invariant measures of the voter model (cf. [8] and 11i]). In contrast to other situations (e.g., the exclusion process), where we have a good characterization of the invariant measures (e.g., product measure), we do not have an explicit representation of the invariant measures of the voter model. The dependence between components is only slowly decaying so that we do not expect simply classical fluctuation behavior. However, since dependence of the components in equilibrium is induced by a local interaction, we can try a renormalization scheme. Rescaling in other contexts was investigated, for example, by Holley and Stroock; see [9] . Bramson and Griffeath investigated renormalization of the voter model on 3, [1] . They studied the discrete time voter model which is defined with respect to a local symmetric random walk with finite second moments. The proof of their renormalization result is based on the methods of moments.
Major gave another proof of their result in [12] based on the historical process in today's terminology. The idea of his proof is easy to grasp; however, essential parts of the proof are not correct. The claim in [12] is also that these results hold on Z7d with d > 4; however, this is based on wrong assumptions on the behavior of the Green's function of random walks. Major's idea works in case of finite moments of order 3d -1 of the underlying random walk, which is in fact not necessary.
The generalization to the cases d > 4 is more subtle and uses some observations on random walks recently made by Lawler [10] . This paper contains the right assumptions on the model and the right formulation of results for the continuous time voter model. Furthermore, we establish the result for the voter model on the hierarchical group. In a self-contained section we state the asymptotics of the Green's function of random walks. Similar questions and problems arise in branching models, which are studied by resealing from a different point of view by Dawson, Gorostiza and Wakolbinger, see [4] .
We hope that the techniques used here for the voter model can be refined in order to study limiting states of branching evolutions and interacting FisherWright diffusions in randomly fluctuating media. In fact, more generally locally interacting systems for which a historical process can be defined should be accessible and shall be treated in a forthcoming paper.
1.1. The model. We consider the voter model (et)tzo on a countable Abelian group S, which we shall later specialize to the two cases Z7d and the hierarchical group ,(N)* (For a survey see [11] , Chapter V.) It is an interacting particle system with state space {O, 1}S. Each site j E S is occupied by an individual. The value 0 or 1 denotes for instance the political opinion of the person (the individual). The transition mechanism is specified by the function as t 4. 0 for each i, j E S with i + j and e E {0, 1}S. An equivalent way of describing the rates of the voter model is to say that a site i waits an exponential time with parameter one; after that time it flips to the value it sees at that time at a site j which is chosen with probability p(i, j). Let us consider the translation invariant setting, that is, p(i, j) = p(O, j -i). We define p(i) = p(O, i). We will need the symmetrized kernel (1.5) i)
p(i) + p(-i) 2
For 0 < A < 1 let the initial distribution _1[eo] = v be a translation invariant, ergodic measure v with intensity (1.6) vjq E {O, 1}S:7)(i) = 1} = A Vi E S.
The following basic result can be found in [11] , V. (iii) Let e;O, have the distribution AA, then for all i, j E S:
The symbol =X denotes weak convergence. REMARK 1. We want to mention that the convergence in (1.9) is polynomial and not exponential. Zd. Our goal is to study the regime in the transient case by means of renormalization of the random field under the equilibrium distribution. Here renormalization means forming sums over spatial blocks and resealing their size.
Main result on
Let e be a random variable with distribution AA given in (1.8). (We omit the index oc in O) Now we define the resealed field. As mentioned at the beginning, we are interested in the group Z/d and the hierarchical group. We have to distinguish between these two cases.
If S = E7d (d > 3), we define for a test function Sp E Y (Schwartzian space of rapidly decreasing functions) the following random variable (I. 10)
This random variable will be resealed now. For sums of independent random variables one chooses the classical resealing of the central limit theorem. There are results that this resealing can also be used in the case of dependent random variables, if the correlations are weak enough, for example, if they are exponentially decreasing. This means that the correlation function p of the distribution AA (recall that - [4] = uA) defined by
where C1 and C2 are constants depending only on the cardinality of A U B, and d(A, B) = min{li -jj: i E A, j E B} is the distance between A and B.
This result can be found in [13] . However, since the process has positive spatially slowly decreasing correlations (cf. Remark 1), a classical resealing as for i. where F denotes the Gamma function and y denotes the escape probability of the discrete time random walk Y with kernel 6(i) = 1(p(i) + p(-i)), which starts in 0:
One can formulate Theorem 1 in terms of generalized random fields. The concept of generalized random fields has a physical motivation. Every actual measurement is accomplished by means of an apparatus. It is often impossible to measure the value of the random variable X(s) at the instant s. Instead of this one gets a certain averaged value F(cp) = f cp(s)X(s) ds, where Sp is a function characterizing the apparatus.
The distribution of a generalized random field is a probability measure on the u-algebra of Borel subsets (with respect to the weak topology) of the dual space Y' of / (cf. [7] , Chapter III). Since Y is a normed space the dual -"' is a Banach space. The convergence statement can be easily extended to the whole random field and its rescaled versions FA, r. Then we have: The convergence in (1.26) is weak convergence of probability measures on Y '. It is well-known that the function class {jp(t) = eixt; x E Rt} is separating for the probability measures on R. In the case of probability measures on /' the class {4>(F) = eiF(p); Sp E -/} is separating. That means to get (1.26) one needs to show (1.28) E[e i >~~i expj-2'CAB~n n This in turn is the assertion of Theorem 1. We want to interpret the resealing factor h(r). If the {f(i); i E Zd} were independent random variables, one would have to choose the classical resealing one over the root of the volume of the ball with radius r. But the ((i) are not independent. We will define a subdivision in families of the {((i); i E Ad}, to which O's or l's are assigned independently. To be more precise, all members of a family are assigned the same value and the values of different families are independent. Supposing that there are Nr families in the ball with radius r and a typical family has a size of order Mr, we have to choose the following resealing term 11 1
The second factor is the classical resealing. The first factor is the correction term. We observe that the correction factor is one over the root of the size of a typical family. For a more precise explanation we refer to Remark 2. The main idea of cluster decomposition and the interpretation of the correction factor in terms of the historical process can be tested on other groups. An interesting candidate for that is the hierarchical group. We are able to establish the analogous result to Theorem 1 on the hierarchical group.
1.3. Main result on the hierarchical group. The hierarchical group plays an important role in spatial models in population genetics. It was introduced by Sawyer [14] and has appeared recently, for example, in [3] , [6] and [5] We formulate the main result on the hierarchical group. 
Here 'y is the escape probability of the discrete time random walk Y with kernel p, which starts in 0:
The interpretation of the resealing factor is the same as in the lattice case. We refer to Remark 3.
2. The asymptotic behavior of the Green's function on Zd. The basis of the proof of the main result is the asymptotics of the Green's function G(x, y) of random walks. In particular the question arises under what conditions does G(x, y) behave for I x -y I --oc as the Green's function of Brownian motion which decays like Ix -yl-(d-2) for lx -yI -> co. The first guess is that it should suffice that the random walk is in the domain of normal attraction. However, this is only true for d = 3. In d > 4 this is false; here one needs stronger moment conditions. Since these facts are of independent interest, we state them here.
We consider a discrete time random walk (YJ) with kernel q which starts in the origin. We assume (1.16) and (1.17) (with q instead of p) and in addition EZ(q) = 0. That means Q is the covariance matrix of q. Let G(x) be the expected number of visits in x, that is,
where qn denotes the n-step transition probability of the kernel q. G is called the Green's function of the random walk Y. We want to establish the asymp-
First of all we consider the case a = Zd. Y is an aperiodic random walk on Zd (aperiodic means a = Zd). We have to distinguish the three cases d = 3, d = 4 and d > 5, where only the first case is well-known.
. Here we use [15] , 26.P1, to obtain a statement about the asymptotic behavior of the Green's function [recall (1.18) for Q(x) and that IQ I denotes the determinant of Q]:
We want to generalize this result to dimension d > 4. First we consider the case where Y is a strongly aperiodic random walk. That means where SIA... } denotes the group generated by { }. For instance, the symmetric nearest-neighbor random walk is aperiodic but not strongly aperiodic.
CASE 2 (d = 4)
. Assuming only (1.16) and (1.17), the above asymptotics do not hold (cf. [10] ).
In [10] we find the result that under the slightly stronger boundedness assumption (1.19) (with q instead of p) one can guarantee the following asymptotics
. We obtain an analogous result under the stronger assumptions (1.20) suggested by Lawler. Since he did not write a paper about it, we want to establish this result. 
where Pk is a polynomial of degree 3k, and cpoPQ is the density of the normal distribution with expectation 0 and covariance matrix Q,
To prove the asymptotics of the Green's function we write (consider x 7 0) 00
We can calculate the first sum on the r.h.s. of (2.12) as follows (let AS = 1):
2)
as IxI --oo. It remains to show that the second sum on the r.h.s. of (2.12) goes to 0 as
where E(n, x) -> 0 as n oc uniformly in x. We investigate the second sum on the r.h.s. of (2.14). It suffices to consider (2.15) 
for multi-indices ,B with 1,81 = I and 0 < 1< 3k; 1 < k < d -3. Analogously to the calculation in (2.13) we obtain
Here we used that Q-1 is positive definite and thus Q(X) > CIX12, where c is a constant independent of x.
Finally we investigate the first error sum on the r.h.s. of (2.14)
0.
The sum on the r.h.s. of the first inequality is uniformly bounded since the error term E(n, x) goes to 0 as n --oc uniformly in x. Equations (2.13), (2.16) and (2.17) lead to the assertion. This completes the proof. D PROOF OF COROLLARY 2. First note that G(x) = 0 for x f S.
At the last step of the proof of [15] , 26.P1, we find an argument for the extension of the result from strongly aperiodic random walks to aperiodic random walks on Zd. This argument works also in dimension d > 3. Hence we obtain (2.7) for aperiodic random walks on Zd. It remains to consider the case of an aperiodic random walk on S. By assumption (1.16) S is d-dimensional. Hence there exists a bijective linear mapping A: S > ZEd. We know that IA-11 = 17d/S.
We are given a random walk on S with transition kernel q. We define the following transition kernel q on Zd: (2.18) 4(x) = q(A-lx).
For y E S we obtain G(y) = G(Ay), where 0 is the Green's function of the kernel q. Since q is aperiodic on Zd we know from the first part of this proof that
where Q(x) = xtrQ-x. Obviously Q = AQA`r, hence IQI = IA2QI and
This completes the proof C 3. Proof of Theorem 1 (voter model on Z7d). The proof is based on the characterization of the equilibrium /A as the limit of /[at] as t -> oc. From [11] , V.1.13, we know that the limiting distribution /A is the same for all initial distributions v which are translation invariant and ergodic and have property (1.6). Thus it is enough to consider the special initial distribution -A being the product measure on {0, 1} with intensity A.
The proof is split into four parts. The first part contains the basic idea. We construct the historical process of the voter model, that is, we define a richer structure containing a family structure, which explains all dependencies of the components. This allows a cluster decomposition of the equilibrium state. Namely we can view it as an infinitely old system and decompose the components into clusters belonging to the same family. Then 0's and l's are assigned in an i.i.d. fashion to the families, and we can apply the central limit theorem. In the second part we check the assumptions of the central limit theorem. The crucial quantities for this, as moments and covariances, can be expressed in terms of random walk quantities. The lemmas of the second part are proved in the third part, and some more technical facts are collected in the fourth part.
PART 1 (Representation via historical process). Our goal here is to write the random variable FA, r('P) as a functional of the historical process associated with the voter model.
First we formulate a graphical representation of the voter model which allows the definition of the law of the historical process in a very natural way. Let {X(j); j E Zd} be a system of coalescing continuous time random walks. They move according to the transition kernel
where p(n) denotes the n-step transition probability of the kernel p. The random walk X(j) starts in j. Any random walk X(j) evolves independently of each other except for the following collision rule. Whenever two or more random walks attempt to occupy the same site at the same time they merge into one. Moreover let {oa(j); j E Zd} be i.i.d. random variables, which are independent of the random walks {X(j); j E ZZd} and have marginal distribution
To determine the "opinion" 4j(i) at site j at time t we follow the sites where the "opinion" came from. Define
for j E Zd. The following duality equation is valid for il.'. ', ik E 17d; k E N:
which means that the common distribution of { t(i); j EE Zd} and the common distribution of (6t(i); J E Zd} are equal. (For a treatment of duality of a voter model or more general of a spin system see [11] , Section III.4.) Note that the process in (3.3) can be defined for all t > 0.
In the^-process we can define "one"-opinions of the same family which come from the same ancestor at time 0. We are even able to define the depth of the relationship of two "one's."
At time t we partition Zd in families of components which have the same value at time t and where the values in different families are independent. The configurations in one family are dependent. These families are determined by the coalescing random walks.
We define the time t and the equilibrium decomposition of the state in family clusters. This is obtained by partitions EB(t), EB(oo). Two sites j and j' belong to the same family cluster, that is, to the same element of the partition EB(t) if the random walks X(j) and X(j') coalesce by time t, that is, if Xt(j) = Xt(j'). Analogously we can define partition BE(oo) in the equilibrium. Two sites j and j' belong to the same element of the partition BE(oo) if the random walks X(j) and X(j') coalesce eventually, i.e., if there exists a t such that Xt(j) = X( j').
Now we are going to analyze the rescaled process by means of the cluster decomposition. First of all we consider the case of a test function fo with compact support, that is, fO E <67 (Rd). Let D(r) be the d-dimensional ball Let Or t be the distribution of BE(r, t) and let 9,r be the distribution of EB(r). Since B(r, t) > S(r) a.s. we obtain weak convergence PART 2 (Assumptions of the CLT). The idea is to fix a partition, to condition on this partition and to apply the following version of the central limit theorem. That makes sense because given a particular partition we have a sum of independent random variables in (3.10).
CENTRAL LIMIT THEOREM. Let {Zn, k; n E N, 1 < k < kn} be a system of random variables where the Zn, k' k = 1, ..., kw are independent for each n. We consider the expectation and the variance, and we check the Lyapunov condition for 8 = 2. For that purpose we fix a subsequence (rj) of (r) with r, oco. Then there exists a subsequence (r') of (rj), such that by (3.20 This statement is also true for SO E Y by Lemma 6. Thus the proof of Theorem 1 is complete. D1 PART 3 (Proofs of the lemmas). We establish the lemmas used in part 2. For notation recall the definition of the partitions of Zd as well as the definitions of p(B, r) given in (3.7). Recall also that D(r) is the ball with radius r.
The lemmas in this part are used to check the assumptions of the central limit theorem. Let V j1.,4 denote the event that the random walks X(j1) and X(j2) coalesce and so do the random walks X(j3) and X(j4) but the random walks X(j1) and X(j2) do not meet the random walks X(j3) and X(j4). Then Let {X'(j); j E Zd} be a system of independent continuous time random walks evolving as {X(j); j E }d } but running independent also after hitting.
LEMMA 1 (Variance estimate
Let -i j denote the first hitting time of the two random walks X'(i), X'(j 
Note that the integral on the r.h.s. is well defined. i-jE ;
We investigate the two sums on the r.h.s. of (3.49 with y defined in (1.25).
PROOF. Recall that {X'(j); j E EdZ} is a system of independent continuous time random walks evolving as {X(j); j E Ed} but running independent also after hitting. Recall that Vi, j is the hitting probability of X(i) and X(j). Note that the random walks X(i) and X(j) coalesce if and only if the difference random walk X'(i) -X'(j) hits the origin. The difference random walk runs according to the symmetrized kernel k defined in (1.5) The second assumption is satisfied with g(r) = r2. Namely we perform the following short calculation. Define Now we come to the proof of Theorem 2. Note first that the reason behind the nonclassical scaling is as before. Namely: REMARK 3. As in the case of the group Zd we observe that the correction factor to the classical resealing is 1 over the root of the expected size of the family which contains the origin and which lies in the ball with radius r. The expected size of that family is Elil<r Gj(i). One can verify that Elij<r G,(i) = const(Nc)r. Hence the correction term together with the classical resealing factor is given by First of all we want to mention that is suffices to consider r E RNJ, since the distance between two points in ~(N) is always integral.
The proof of Theorem 2 is similar to the one of Theorem 1 except the random walk estimates and the coalescing random walk estimates. Hence only the Green's function, which will have another asymptotics, and the coalescing probabilities have to be analyzed. We want to sketch the modifications of the arguments needed in order to transfer the argument from Zd to the hierarchical group. Analogously to (3.10) we obtain
The term (p(Bk(r), r) has here the form h(r)lBk(r)l. We have to prove the versions of the lemmas of Section 3 part 3 on the hierarchical group. That means we have to deal with Lemma 1, Lemma 2 and Lemma 3. Let D(r) be the ball with radius r 
By a straightforward calculation we get (4. PROOF. In order to apply Lemma 9 we have to check assumptions (5.1) and (5.2).
Concerning the first assumption we observe the following. By Lemma 7 we know We consider a system {X(j); j e S} of coalescing random walks with continuous time kernel p and X0(j) = j for all j e S. We define Vj1.jk for a k e RNJ as the event that the random walks X(j1), ..., X(jk) coalesce eventually.
LEMMA 9. Assume for the Green's function of the symmetrized kernel p that
for all jil > r for some function f. Furthermore assume
for some other function g. Then 
Second order: (i) X(j1)
We denote the first (resp. the second) event with V(1)4 resp. V (2) We can change the roles of the ji in each case. There are twelve combinations of the ji to obtain the first coalescing order and six for the second one. This leads to the assertion (5.5). It remains to prove (5.12) and (5.13).
STEP 2. Here we want to establish the basic techniques and the basic estimates we will use in step 3 and 4 repeatedly. The basic technique which will be used is the following. Assume that we have to deal with an expression of the form
for some function q. We want to distinguish between the cases "large distance between i and j" and "small distance between i and j." In the first case we want to exploit the assumption (5.1) on the Green's function of (i, j). On the other hand there are not too many pairs (i, j) fulfilling the second condition. Denote for i E S: Hence we obtain
For the second sum we will use that j -i E D(r) for all j E Di(r), hence
ieS jeDi(r) jeD(r) ieS STEP 3a. In order to prove (5.12) we establish first of all the following estimate: for j1, ... j4 different in pairs This can be seen by the following argument. We have to subdivide the coalescing event in all possible coalescing times and locations.
As in the proof of Lemma 1 we introduce the following notation. Let {X'(j); j e S} be a system of independent continuous time random walks evolving as {X(j); j e S} but running independent also after hitting. First of all we turn our attention to the coalescing times. Let Ti j denote the first hitting time of the two random walks X'(i) and X'(j) and let j . j = inf{t > 0; 3]k 1: Xt(j2) = x; Xt(j3) = y; X't(j4) = z}) is less likely than the event that there is a jump of one of the random walks X'(j1) and X'(j2) in the time-interval [s, t] intersected with A. Since A is independent of the jump event this leads to where we performed the sum over w. There is no occurrence of j4 in the sum any more. We can estimate the sum over j4 by ID(r)I. Furthermore we perform the sum over z. We get where we performed the sums over x, y and z in the latter equality. We estimate the integral over t by the Green's function and we apply (5.2), hence That means we proved assertion (5.13). That means we proved assertion (5.6). This completes the proof. D
