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5Abstract
This thesis studies the instability and receptivity of boundary layers over a concave wall
and a swept Joukowski airfoil. The main interest is in excitation of relevant instability
waves by free-stream vortical disturbances and in their subsequent linear development.
We first consider excitation of Go¨rtler vortices in a Blasius boundary layer over a con-
cave wall. Attention is focused on disturbances with long streamwise wavelengths, to
which the boundary layer is most receptive. The appropriate initial-boundary-value prob-
lem describing both the receptivity process and the subsequent development of the induced
perturbation is formulated for the generic case where the Go¨rtler number GΛ (based on
the spanwise wavelength Λ of the disturbance) is of order one. The impact of free-stream
disturbances on the boundary layer is accounted for by the far-field boundary condition and
the initial condition near the leading edge, both of which turn out to be the same as those
given by Leib, Wundrow and Goldstein (J. Fluid Mech. vol. 380, 1999, p.169) for the flat-
plate boundary layer.
Numerical solutions of the initial-value problem show that for a sufficiently small GΛ,
the induced perturbation exhibits essentially the same characteristics as streaks occuring
in the flat plate case: the streamwise velocity undergoes considerable amplification and
then decays. However, when GΛ exceeds a critical value, the induced perturbation exhibits
(quasi-)exponential growth. Comparison with local parallel and non-parallel instability
theories reveal that the perturbation acquires the modal shape of Go¨rtler vortices rather
quickly, but its growth rate differs appreciably from that predicted by local instability theo-
ries before the convergence at large downstream distances. Nevertheless, the overall agree-
ment is close enough to indicate that Go¨rtler vortices have been excited by free-stream
disturbances. The amplitude of excited Go¨rtler vortices is found to decrease with the fre-
6quency. Steady vortices, generated by steady components of free-stream disturbances, tend
to be dominant. Detailed quantitative comparisons with experiments were performed. It
is found that the eigenvalue approach predicts the modal shape adequately, but only the
initial-value approach can accurately predict the evolution of the amplitude as well as the
modal shape.
An asymptotic analysis is performed on the assumption of GΛ À 1 to map out distinct
regimes through which a disturbance of a fixed spanwise wavelength evolves. The centrifu-
gal force enters the play to influence the generation of the pressure when x∗ ∼ ΛRΛG−2/3Λ ,
where RΛ denotes the Reynolds number based on Λ. The induced pressure leads to full
coupling of the momentum equations when x∗ ∼ ΛRΛG−2/5Λ . This is the crucial regime
linking the pre-modal and modal phases of the perturbation because the governing equa-
tions admit a countable set of growing asymptotic eigensolutions, which develop into fully
fledged Go¨rtler vortices of inviscid nature when x∗ ∼ ΛRΛ. From this position onwards,
local eigenvalue formulations are mathematically justified. The generated Go¨rtler vortices
continue to amplify and enter the so-called most unstable regime when x∗ ∼ ΛRΛGΛ, and
ultimately approach the right-branch regime when x∗ ∼ ΛRΛG2Λ.
We then extend our study to the receptivity of a three-dimensional boundary layer over
a swept wing to free-stream vortical disturbances. The base flow is taken to be the bound-
ary layer over a swept Joukowski airfoil. In contrast to the two-dimensional boundary
layer, external disturbances with comparable streamwise and spanwise wavelengths are rel-
evant to receptivity. The appropriate initial-boundary-value problem consists of linearised
boundary-layer equations supplemented by the initial condition at the leading edge and
the boundary condition in the far field, which are derived by applying the rapid distortion
theory, and matching the resultant inviscid solution with the boundary-layer solution. It is
found that the linearised boundary-layer equations support spatially growing eigenmodes
despite the absence of a pressure gradient. The modes may be first excited by free-stream
disturbances, and eventually evolve into fully fledged crossflow vortices.
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Chapter 1
Introduction
1.1 Laminar-turbulent transition and hydrodynamic instability
Flow motions exhibit different degree of spatial and temporal complexity. Laminar flows
refer to those which display relatively simple variations in both space and time, whereas
turbulent flows refer to those which display no discernable spatial pattern or temporal re-
peatability at all; the flow field appears chaotic and random. When the controlling param-
eters vary, a laminar flow may change to a turbulent state, usually through a sequence of
increasingly more complex intermediate states. Transition to turbulence may take place in
physical space, from one part of the flow field to another, rather than with respect to change
of an overall controlling parameter.
A simple example is the so-called thermal convection, a horizontal layer of quiescent
fluid being heated from below. When the temperature difference is small enough, the fluid
remains motionless and the heat exchange between the top and bottom is through conduc-
tion, which is a very inefficient process. When the temperature difference is raised beyond
a critical value, the resulting buoyancy may cause the fluid particles near the bottom to
overcome the viscous resistance and move upwards. A pattern of steady convection cells
is formed. When the temperature difference is increased further, the cells may become un-
steady and be eventually replaced by an apparently turbulent state. The non-dimensional
parameter controlling the process is the so-called Rayleigh number, which measures the
ratio of the buoyancy to the viscous resistance. Another example is the flow through a cir-
cular pipe, which was first studied by Reynolds (1883) in his well-known experiment. By
visualising the flow via injected dye, he observed that at relatively low speeds, the flow is
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steady and all fluid particles move parallel to each other along the axial direction. How-
ever, when the speed exceeds a critical value, the flow becomes time dependent and three-
dimensional, i.e. a state of turbulence prevails. Crucially, Reynolds established that the
transition was determined by the dimensionless parameter UD/ν, which was later referred
to as the Reynolds number, where D is the diameter of the pipe, and ν is the kinematic
viscosity of the fluid. The work of Reynolds has been credited as the first to discover and
systematically document two flow states: laminar and turbulent, and it marked the begin-
ning of turbulence research.
Transition also takes place in the flow around an airfoil. In this case, a Reynolds number
Re based on the airfoil length can be defined. However, unlike the flows mentioned above,
the parameter Re does not dictate the entire flow field provided that Re is sufficiently large.
No matter how large Re is, the flow near the leading edge of the airfoil is laminar, but
is turbulent further downstream. There is an extended region in between where transition
takes place.
Transition between from one state to another, especially transition to turbulence, is
not only of fundamental importance in science, but also of great practical relevance to
engineering and technology. For instance, transition in thermal convection is closely related
to heat transfer and mixing, while transition in the pipe flow and in the flow around an
airfoil is closely related to drag that the fluid exerts on the surfaces. At supersonic speeds,
transition in the flow around the airfoil affects the aerodynamic heating.
1.2 General approach to hydrodynamic instability
Hydrodynamic stability is concerned with when and how a laminar flow loses its stability,
and how it evolves subsequently. The eventual transition to turbulence is of particular
interest. The topic has been regarded as one of the central problems in fluid mechanics.
Research activities in this area in the past few decades were driven by modern technology
needs, especially those in aeronautical and astronautical engineering.
The field of hydrodynamic instability has attracted many of great physicists, includ-
ing Lord Kelvin, Lord Rayleigh, Sommerfeld and Heisenberg, whose work laid down the
theoretical foundation.
The flow whose stability is of concern is referred to as the base flow. It is characterized
by a velocity field U(x, t), and other quantities, such as pressure P (x, t) and temperature
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Θ(x, t), which are all specified at each point x and time t. In order to study its stability, the
base flow is perturbed by small disturbances such that the perturbed flow can be represented
as a superposition of
u(x, t) = U+ u′, p(x, t) = P + p′, θ(x, t) = Θ + θ′.
Substitution into the Navier-Stokes equations then yields the equations governing the evo-
lution of the perturbation. The instability of the base flow can be determined according to
whether the perturbation grows in time or in space. If a disturbance amplifies to a signifi-
cantly higher level, the flow is deemed to be unstable. If all permissible initial disturbances
are found to decay or remain bounded, the flow is said to be stable. This is the so-called
initial-value approach to stability. While the basic idea looks simple and most general, its
implementation involves many complications. It has to be decided whether temporal or
spatial evolution of the perturbation should be considered. Temporal evolution is appropri-
ate for bounded flows, and semi-bounded flows which are homogeneous in the unbounded
direction. In such cases, the interest is in whether a new state would ultimately emerge at
large time. The short-time transient evolution is of little relevance because it is not repeat-
able and cannot be observed in experiments. For example, in the case of a pipe flow, at
a fixed Reynolds number one observes either a laminar state or a turbulent state, but not
the transient process from laminar to turbulence. Temporal evolution is not always appro-
priate. In open flows such as the boundary layer type of flow around an airfoil, it is more
appropriate to follow the spatial development of a perturbation. In this case, it is impor-
tant to prescribe physically realistic boundary conditions as well as initial conditions to be
imposed at a suitable upstream location. This would ensure that the resulting formulation
describe correctly the so-called receptivity, an important issue which we shall discuss fur-
ther later. Unlike the temporal evolution, the spatial transient evolution from the upstream
laminar state to the downstream turbulent stage can be observed in laboratory. It is indeed
the main focus of transition research, and has been studied extensively.
The perturbation equations are nonlinear in general, and so the initial-value approach is
mostly implemented by direct numerical simulations (DNS). For small perturbations, prod-
ucts of the perturbation u′ can be neglected to obtain a linear system of partial differential
equations, which serve as a first approximation. If a base flow is steady and homogenous in
certain direction(s), the equations may be Fourier transformed with respect to time and the
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homogenous direction(s). This leads to normal mode analysis, in which each perturbation
quantity is written into independent components or modes, which vary with time t and ho-
mogenous direction(s), x say, like ei(αx−ωt), where α and ω may be complex numbers. The
formulation is referred to as being temporal if α is assumed to be real and ω = ωr + iωi
complex, or spatial if ω is taken to be real and α = αr + iαi complex (Gaster 1962).
The equations and the homogeneous boundary conditions form an eigenvalue problem to
determine the complex frequency ω for a given wavenumber α in the temporal instability
formulation, or the complex wavenumber α for a given real frequency ω in the spatial in-
stability formulation. If ωi > 0 (αi < 0) for any α (ω), then the perturbation will grow with
time (in the homogenous direction), and the flow is said to be unstable. If ωi < 0 (αi > 0)
for all α (ω), then the perturbation will decay exponentially with time (in space), and the
flow is said to be asymptotically stable or stable; if ωi = 0 or αi = 0, the mode neither
grows nor decays, and is referred to as a neutral mode. The flow is said to be neutrally sta-
ble if all modes decay except neutral modes (Drazin and Reid 1981). The condition ωi = 0,
or αi = 0, defines in the parameter space a neutral curve or surface. The mathematical pro-
cedure described above forms the so-called eigenvalue approach, which was pioneered by
Lord Rayleigh (1880) and Lord Kelvin (1880), and has now become the standard tool for
predicting instability.
1.3 Important instability mechanisms
While the theoretical approaches described in the previous section are general, they have
not been able to give a criterion for the onset of instability in an arbitrarily base flow. In-
stability has therefore been studied for relatively simply flows which include, in addition
to the quiescent state, plane Poiseuille flow and boundary layer type of flows. Several
important fundamental physical mechanisms of instability have been identified. These in-
clude thermal instability induced by the buoyancy effect; inertial instability induced purely
by the background shear or by the combined effect of viscosity and shear, which are usu-
ally referred to as Rayleigh and Tollmien-Schlichting (T-S) instabilities respectively; cen-
trifugal instability induced by the centrifugal force. The first of these mechanisms is well
understood. In this section, we shall summarise the main results concerning inertial and
centrifugal instabilities, which are directly relevant to the investigation in this thesis.
The simplest flow in which inertial or shear instability can arise is a uni-directional
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parallel flow with a velocity profile UB(y). The variation of the velocity is with respect
to the transverse variable y, which is normalised by a characteristic length scale δ∗. The
relevant parameter is the Reynolds number U0δ∗/ν, where U0 is a typical velocity. Lord
Rayleigh (1880) first studied the stability of such a base flow bounded by two parallel
planes. With the Reynolds number being taken to be infinite, i.e. the viscous effects being
neglected, he showed that if instability is to occur, the basic velocity profile must have an
inflectional point yc interior to the flow, that is
U ′′B(yc) = 0. (1.3.1)
This result is commonly called Rayleigh’s inflection-point theorem, which states that (1.3.1)
is a necessary condition for inviscid instability. A stronger form of the Rayleigh’s inflection-
point theorem was proved by Fjørtoft. He showed that the necessary condition for instabil-
ity is
U
′′
B(yc) = 0, and U
′′
B[UB − UB(yc)] < 0, (1.3.2)
somewhere interior to the flow. Later, Tollmien (1935) showed that for bounded flows
with symmetric profiles, and unbounded flows with monotonic velocity profile, condition
(1.3.2) is both necessary and sufficient for instability (Drazin and Reid 1981). For a general
unbounded flow, however, the condition (1.3.1) is not sufficient to guarantee the occurrence
of instability. The instability is of inviscid nature and is customary referred to as Rayleigh
instability, and the associated waves are called Rayleigh waves/modes, the phase speeds
of which are bounded by the maximum and minimum of the base velocity. The temporal
(spatial) growth rate has an order of magnitude of U0/δ∗ (1/δ∗). Due to large growth rates,
the instability can lead to rapid breakdown to turbulence (Reed et al. 1996).
According to Rayleigh’s theorem, velocity profiles without an inflection point ought
to be stable, at least when Reynolds number is sufficiently high. However, instability and
transition do occur in many flows with non-inflectional velocity profiles (e.g. the plane
Poiseuille flow and Blasius boundary layer). This prompted the formulation of viscous
instability theory. For parallel shear flows, the normal-mode analysis led to the eigenvalue
problem governed by the Orr-Sommerfield (O-S) equation. Applying this theory to the
plane Poiseuille flow, Heisenberg (1924) showed that provided the Reynolds number is
sufficiently large, viscosity may cause instability despite that it dissipates energy. The
eigenvalue problem was later solved by highly accurate numerical method, and the critical
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Reynolds number for linear instability was found to be 5772.2 (Orszag 1971).
Viscous instability theory formulated for exactly parallel flows has been frequently
adapted to boundary layers, where the base flow consists of a transverse component VB
and the streamwise component varies with the streamwise coordinate. The normal-mode
analysis is, strictly speaking, not applicable. A remedy is making the local parallel-flow
approximation, first suggested by Prandtl. In this approximation, the streamwise varia-
tion and VB are ignored, and the streamwise profile is frozen at each location allowing a
normal-mode solution to be sought. This approach was first taken by Tollmien (1929) and
Schlichting (1933) for the Blasius boundary layer. They demonstrated boundary layer is
unstable, which was later confirmed by experiments (Schubauer and Skramstad 1947). The
viscous shear instability then became known as Tollmien-Schlichting instability. Refined
analysis of the O-S equation was carried out by Lin (1945, 1955), and the equation was
solved numerically by numerous researchers to map out the neutral curve, which consists
of lower and upper branches. The predicted characteristics of the instability are broadly in
agreement with experiments.
The non-parallel-flow effects have been investigated following two different approaches.
The first is the composite approximation, in which the O-S equation serves as the first ap-
proximation. The non-parallel-flow corrections, associated with VB and the streamwise
variations of the base flow and the eigenfunction, were taken into account at O(R−1)
(Gaster 1974). Comparison with experimental data suggests that this approach gives more
accurate prediction, especially at moderated Reynolds numbers (Saric and Nayfeh 1975).
The alternative approach is the systematic high-Reynolds-number asymptotic expansion.
At leading order, the instability near the lower branch is governed by the well-known triple-
deck structure (Lin 1945), and the wavelength is of order R1/4 times the boundary layer
thickness, much longer than what was implicitly assumed in the composite approximation.
As a result, non-parallelism appears as an O(R−3/4) correction to the growth rate (Smith
1979). The accuracy of this approach is unfortunately rather poor at moderate Reynolds
number. However, it provides the precise asymptotic estimate of the characteristic length
scale of the instability, an insight crucial for understanding receptivity.
Centrifugal instability is best illustrated in the flow between two concentric rotating
cylinders, known as the Taylor-Couette problem. Detailed theoretical and experimental
studies were carried out by Taylor (1923). The instability leads to the formation of toroidal
vortices, an periodic array of doughnut-shaped cells, along the axial direction. A simi-
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lar mechanism operates in a boundary layer over a concave wall. The imbalance between
the centrifugal force and the pressure gradient in the wall-normal direction leads to for-
mation of longitudinal counter rotating vortices, which are now called Go¨rtler vortices, as
Go¨rtler (1940) was the first to investigate them theoretically. Realising the analogy with
Taylor-Couette flow, Go¨rtler considered temporal instability and formulated an eigenvalue
problem. However, it was realized later that Go¨rtler instability differs considerably from
Taylor instability in many aspects. A detailed introduction will be given in chapter 2 of this
thesis.
The base flow for the aforementioned instabilities is two dimensional. In practical
applications, of which the boundary layer over a swept wing is a typical example, the base
flow is three-dimensional, and the characteristics of stability will be affected substantially
by the additional velocity component in the crossflow direction. A multitude of instabilities
may operate in different regions of the flow, including (temporal) viscous instability along
the attachment line, and crossflow instability in the region of favourable pressure gradient
(i.e. near the leading edge), streamwise T-S type instability in the adverse pressure region
and Go¨rtler instability in the concave section of the wing (Reed and Saric 1989, Saric
et al. 2003). The occurrence of crossflow instability is often attributed to the fact that
the crossflow velocity is zero at the wall and at the outer edge of the boundary layer so
that an inflectional point must exist in the profile, and inviscid instability may be possible
and instability modes must propagate in the direction nearly coinciding with the crossflow
direction. In this sense, crossflow instability is in essence a Rayleigh instability. This
simple interpretation holds in the majority of the flow region where the wavelength of
instability modes is comparable with the local boundary layer thickness. However, near
the leading edge, crossflow instability has a viscous origin. We will give, in chapter 3,
a detailed introduction to crossflow instability and the issues related to receptivity and
transition.
1.4 Transition routes and receptivity
Transition of a laminar flow to turbulence is caused by the intrinsic instability, but it is also
influenced by external disturbances. This is the case especially for open flows. The infor-
mation of instability alone is not sufficient for predicting transition. Depending on the level
of external disturbances, transition may take different routes. In order to be specific, we
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consider two-dimensional boundary-layer transition as an example. When the free-stream
turbulence level is low, the growth of T-S waves is instrumental and ensuing transition is
referred to as natural transition. When the free-stream turbulence level is high, transition
occurs without apparently involving T-S waves. Transition of this kind is referred to as
bypass transition (Morkovin 1969).
The natural transition is a complicated process consisting of five different stages: recep-
tivity where external disturbances excite intrinsic instability (i.e. T-S) waves; linear growth
where T-S waves amplify exponentially as predicted by linear stability theory, nonlinear
saturation, secondary instability leading to eventual breakdown to turbulence. It has been
observed in experiments that the final transition location varies significantly with the level
of free-stream disturbances and surface roughness. This has been attributed to different
initial amplitudes of T-S waves that are excited through the receptivity. Clearly, transition
cannot be predicted without accounting for receptivity.
Receptivity is concerned with how the boundary layer responds to external disturbances
and how the instability waves develop from the response. This means that mathematically
receptivity must be described by an initial-boundary-value problem (Reshotko 1976). In
order to formulate such a problem, it is necessary to consider first physical nature of the
disturbances present in the ambient environment. In the case of boundary layer, unsteady
external disturbances consist of vortical and acoustical disturbances in the free stream. The
former represents vorticity fluctuation being advected by the uniform background flow so
that there is no associated pressure fluctuation at leading order, while the latter is an irro-
tational motion representing pressure waves propagating through the fluid with the speed
of sound. Steady disturbances come from surface roughness, which may be isolated or
distributed. None of these disturbances alone could excite T-S waves because the time
and length scales of each of these disturbances cannot be the same simultaneously as the
corresponding intrinsic characteristic scales of the instability. As was pointed out by Gold-
stein (1983), crucial to receptivity is the scale conversion, which tunes the external scales
to match the intrinsic scales. Several scale conversion mechanisms have been identified
(Goldstein and Hultgren 1989).
The first is the the so-called ‘leading-edge adjustment’ mechanism, discovered first by
Goldstein (1983). He demonstrated that while T-S waves are governed by the O-S equation
or triple-deck theory, this eigenvalue formulation becomes invalid near the leading edge,
where non-parallelism is a leading-order effect so that the perturbation must be governed by
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linearised boundary layer equations. These equations admit the so-called Lam-Rott asymp-
totic modes. Acoustic disturbances, appearing as the inhomogeneous boundary condition
of the boundary layer equations, excite Lam-Rott modes, among which the most rapidly
decaying one undergoes wavelength shortening and eventually evolves into a T-S wave.
The second scale-conversion mechanism was identified by Ruban (1984) and Goldstein
(1985). It involves interaction of an acoustic wave with a local roughness. The frequency
of the acoustic wave and the length scale of the roughness are chosen to be comparable
to the frequency and wavelength of an amplifying T-S mode respectively. The acoustic
wave interacts with the local mean-flow induced by the roughness to generate an unsteady
forcing, which has time and length scales matching the intrinsic scales. A T-S wave is
generated as a result. A similar mechanism has been described by Duck et al. (1996) for
receptivity to vortical disturbances. Wu (2001a,b) later formulated receptivity theory for
distributed roughness, and also extended the theory of Duck et al. (1996) to second order.
Detailed quantitative comparison was made with experimental data, and a good agreement
was found.
In summary, the seminal work of Goldstein (1983, 1985) and Ruban (1984) marks
a breakthrough in our understanding of receptivity. The receptivity process in the two-
dimensional flat-plate boundary layer has been thoroughly understood at least in incom-
pressible flows. The key idea and existing mathematical formalisms can be generalised, in
a rather straightforward manner, to many other flows including certain forms of crossflow
receptivity.
In this thesis, we shall tackle two of remaining receptivity problems for which the
solutions are far from being obvious or straightforward. One is concerned with generation
of steady and unsteady Go¨rtler vortices by free-stream vortical disturbances, while the other
is excitation of non-stationary crossflow vortices in three-dimensional boundary layers by
free-stream vortical disturbances. Both problems require a detailed examination of the
instability properties of the underlying base flows in the leading-edge region. These two
problems will be investigated in chapter 2 and chapter 3 respectively. In chapter 4, we give
an overall summary and highlight a few topics for future study.
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Chapter 2
Go¨rtler Vortices
2.1 Introduction
Go¨rtler instability is an important type of centrifugal instability. It occurs in a boundary
layer over a concave wall due to the imbalance between the centrifugal force and the nor-
mal pressure gradient. The instability leads to formation of counter-rotating vortices with
axes parallel to the free stream. Usually the vortex pattern appears more-or-less periodic
in the spanwise direction with a discernible wavelength λz. While the underlying physi-
cal mechanism is essentially the same as that of Taylor instability in a flow between two
concentric rotating cylinders, the mathematical theory for Go¨rtler instability is more com-
plex because of the non-parallelism associated with the streamwise growth of the boundary
layer. As the instability occurs in an open domain, it is also crucially affected by ambi-
ent perturbations, making an accurate prediction a considerable challenge. The problem
of Go¨rtler instability and the resulting transition to turbulence has been a subject of ac-
tive research for several decades. Comprehensive reviews have been given by Hall (1990),
Floryan (1991) and Saric (1994).
The problem was first studied by Go¨rtler in 1940 (Go¨rtler 1940). In his original for-
mulation, two assumptions were made: (a) the boundary-layer thickness is much smaller
than the radius of curvature; (b) the base flow is nearly parallel to the wall with its depen-
dence on the streamwise coordinate and the transverse velocity both being neglected. The
second assumption is referred to as the quasi-parallel approximation, which allows us to
seek normal-mode solution for the perturbation so that the instability can be treated as an
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eigenvalue problem. The relevant parameter controlling the instability is
Gθ = (U∞θ/ν)
√
θ/r∗0,
where U∞ is the free-stream velocity, θ is the momentum thickness of the boundary layer,
ν is the kinematic viscosity, and r∗0 is the radius of curvature. This parameter was later
referred to as the Go¨rtler number in recognition of Go¨rtler’s pioneering work.
Go¨rtler (1940) formulated and solved a temporal instability problem, in which the per-
turbation was assumed to amplify with time. Improvements to Go¨rtler’s work were made
over several decades since. Smith (1955) formulated a spatial instability problem, in which
vortices grow with the streamwise position. The normal velocity and the variation of the
streamwise velocity of the base flow were retained. However, Smith neglected the stream-
wise derivative of the normal velocity as result of assuming that all three velocity com-
ponents of the perturbation have the same order of magnitude. This assumption was er-
roneous as was first recognised by Floryan and Saric (1982, 1984), who pointed out that
the streamwise velocity of the perturbation has magnitude greater than that of the normal
and spanwise velocities by factor of O(Rθ), where Rθ = U∞θ/ν is the Reynolds number
based on θ. With this correct scaling, the streamwise derivative of the normal velocity of
the base flow appears at leading-order and must be retained in the stability equations. In
all eigenvalue formulations, for a given wavenumber k = (2π/λz)θ, a Go¨rtler number Gθ
may be found such that the mode is neutral, i.e. a unique neutral curve in the (k,Gθ) plane
may be identified. The neutral curve indicates that vortices of a given wavelength begin to
amplify at some distance downstream but decay near the leading edge.
In conjunction with theoretical studies, many experiments have been conducted. Early
investigations include hot-wire measurements (Tani 1962, Tani and Sakagami 1962, Tani
and Aihara 1969) and visualization of the vortex pattern (Wortmann 1969, Bippes and
Go¨rtler 1972). The result of Tani (1962) supports the theoretical assumption that the span-
wise wavelength of Go¨rtler vortices remains constant as they evolve downstream. The
measurements were compared with the theoretical prediction of Smith (1955), and a rela-
tively good agreement was obtained for the normalised streamwise velocity profile, but the
agreement for growth rates was unsatisfactory. A relatively recent experimental study fo-
cusing on the linear regime of vortices was that of Finnis and Brown (1997). They carried
out detailed measurements of the velocity profile and amplitude of steady Go¨rtler vortices
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at different streamwise locations. The measured streamwise growth rate was found to be
nearly a constant. A comparison with the local eigenvalue approach indicated that the
eigenvalue approach over-predicted the growth rate considerably.
Hall (1982) and Hall (1983) pointed out that the normal-mode approach amounts to
an ad-hoc treatment that cannot be justified mathematically for a weak curvature corre-
sponding to Gθ = O(1). This is because vortices grow weakly in the streamwise direction
over the same length scale as that of the underlying boundary layer, which means that
the dependence of the coefficients in the perturbation equations cannot be treated as being
parametric, and seeking a normal-mode solution is therefore inappropriate. Instead, one
has to formulate the Go¨rtler instability as an initial-value problem. The eigenvalue ap-
proach may be justified only when the Go¨rtler number Gθ is asymptotically large, in which
case distinguished regimes that may arise at a fixed downstream location have been identi-
fied for different spanwise wavelength λz, relative to the local boundary-layer thickness δ.
In asymptotic analyses of Go¨rtler instability, one usually uses, following Hall (1982) and
Hall (1983), the Go¨rtler number GH = (2L/r∗0)(U∞L/ν)
1
2 , which is related to Gθ via the
relation Gθ = 0.664
3/2√
2
G
1
2
H , i.e. GH ∝ G2θ, where L is the distance to the leading edge. In
order to provide an asymptotic characterisation of the neutral curve obtained by the eigen-
value approach, Hall (1982) first considered the regime pertaining to the right branch of the
neutral curve. He showed that the ratio of the spanwise wavelength to the boundary-layer
thickness δ is of O(G−1/2θ ), i.e. λz/δ = O(G
−1/2
θ ). The typical growth rate, normalised by
L , is of O(Gθ). Neutral modes with a zero growth rate fall into this regime. The eigen-
function concentrates in a thin viscous layer located in the main bulk of the boundary layer.
Two further regimes emerge as λz/δ is increased. When λz/δ = O(G−2/5θ ), the growth
rate raises to O(G6/5θ ), and this is referred to as the most unstable regime (Timoshin 1990,
Denier et al. 1991). The eigenfunction is confined in a thin viscous sub-layer adjacent
to the wall. The inviscid regime operates when λz/δ = O(1). Go¨rtler vortices spreads
across the main boundary layer and have a growth rate of O(Gθ). In all these regimes,
the nonparallel-flow effect appears as a high-order correction, which can be accounted for
either by a formal asymptotic expansion or by a successive approximation (Bottaro and
Luchini 1999) ; the latter assumes Gθ À 1 but is not strictly asymptotic because viscous
terms are retained at leading order despite being of smaller magnitude.
For Gθ = O(1), the growth rate of Go¨rtler vortices is dependent on the upstream con-
dition and as well as on ambient disturbances. A unique growth rate is thus not tenable and
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neither is a unique neutral curve. This conclusion was made by Hall (1983), who solved
the initial-value problem by applying a marching procedure, starting from a more or less
arbitrarily imposed initial condition. Day et al. (1990) compared eigenvalue (normal mode)
and marching (initial-value) solutions with the initial (upstream) disturbance being taken
to be either a local eigenmode or its distorted form. It was found that solutions starting
from different initial conditions evolve differently, but eventually approach the local eigen
solution sufficiently downstream. The total accumulated growth is different albeit by a
moderate amount.
The asymptotic analyses mentioned earlier imply that if vortices are initiated suffi-
ciently near the leading edge, they must necessarily evolve through a regime in which
λz/δ = O(1) or larger, and Gθ = O(1) so that the initial-value problem is the only correct
formulation. Specifying relevant initial conditions is therefore vital if the entire evolution
of Go¨rtler vortices is to be described. Such a condition can only be provided by investigat-
ing how Go¨rtler vortices are generated by external disturbances present in the environment.
This is the so-called receptivity process, i.e. the process by which external disturbances
enter the boundary layer to initiate unstable waves.
One important source of external disturbances is surface roughness, and the process by
which Go¨rtler vortices are generated was analysed by Denier et al. (1991) and Bassom and
Hall (1994). An array of surface roughness element with a spanwise wavelength smaller
than the local boundary-layer thickness was found to be extremely inefficient in exciting
Go¨rtler vortices as the coupling coefficient (the ratio of the amplitude of the vortices to
that of the roughness) turned out to be exponentially small. For surface roughness with
a wavelength comparable to the boundary-layer thickness, the coupling coefficient was of
order one. However, for a streamwise isolated roughness the vortices decay first before
the eventual growth at large distances. Interestingly, vortices generated by a streamwise
distributed roughness amplify from outset. Further details can be found in the review by
Bassom and Seddougui (1995).
Another important type of external disturbances is free-stream turbulence (FST), which
usually consists of acoustic, vortical and entropy modes (Kovasznay 1953). Evidence of its
effect on Go¨rter vortices was indicated in the experiments of Bippes and Go¨rtler (1972) and
Swearingen and Blackwelder (1987), where it was found that the preferred wavelength, the
pattern and onset locations as well as the amplitude of vortices all depend rather sensitively
on the characteristics of FST. Employing grid-generated turbulence, Kottke (1988) investi-
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Figure 2.1: Influence of FST on the occurrence of Go¨rtler vortices (Kottke 1988). Left:
adjusting the distance of the grid to the leading edge with fixed mesh size. Right: adjusting
the mesh size with fixed distance.
gated in detail how FST influences the occurrence and characteristics of Go¨rtler vorticies.
By adjusting the mesh size and/or the distance of the grid to the leading edge, he could
alter the intensity and length scale of FST impinging on the boundary layer. When the dis-
tance is too large and hence FST intensity is almost diminished due to dissipation, Go¨rtler
vortices do not arise in the boundary layer. Clear vortex patterns are observed if the grid is
relatively close to the leading edge (see figure 2.1 left), and the wavelength increases with
the mesh size (see figure 2.1 right). These results provide the most convincing evidence
that FST may excite Go¨rtler vortices. This receptivity problem is of particular importance
to turbo-machinery, where the oncoming flow is characterised by high turbulence intensity
Tu (about 1–10 %). Since blade surfaces are curved, Go¨rtler instability operates to affect
transition (Volino and Simon 1995). Steady Go¨rtler vortices were observed at moderate Tu
of about 1% (Kim et al. 1992). At high Tu (8%), it was speculated that unsteady Go¨rtler
vortices may be present (Schultz and Volino 2003). Hot-wire measurements indicate that
significant low-frequency fluctuations, reminiscent of unsteady streaks or vortices, reside
in the boundary layer (Volino and Simon 2000).
Despite its importance, the initiation of Go¨rtler vortices by free-stream disturbances has
received very little theoretical attention. Hall (1990) considered the receptivity to a steady
disturbance in the form of a spanwise-varying streamwise velocity superimposed on the on-
coming flow. In this case, vortices in the boundary layer are driven by the streamwise slip
velocity. This mechanism may be inefficient because vortices excited experience consider-
able decay before the eventual amplification. Schrader et al. (2011) attempted to simulate
numerically the excitation of Go¨rtler vortices by free-stream vortical disturbances and the
subsequent transition process. In their work, which was published after ours, the free-
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stream vortical disturbances were represented by continuous spectra of Orr-Sommerfeld
and Squire equations. These equations were solved numerically, and the eigenfunctions
obtained were imposed at the inlet of the computation domain. This is the only place
where the external forcing acts on the boundary layer since a zero-disturbance condition is
imposed on the upper calculation domain. Numerical results indicate that unstable modes
are generated. However, the inlet condition is chosen for computational convenience rather
than for having any physical significance. Further more, eigenfunctions of continuous spec-
tra, which are based on the local parallel-flow approximation, cannot describe the entrain-
ment of the most relevant long-wavelength disturbances because the latter have the same
length scale as that of the base flow and are influenced by non-parallelism at leading or-
der. Therefore, we believe that the receptivity process is not properly accounted for in the
numerical simulations of Schrader et al. (2011).
The aim of this chapter is to provide a mathematical formulation which describes both
the excitation of Go¨rtler vortices by FST and their linear development. The relevant com-
ponents in FST are long-wavelength steady or unsteady vortical disturbances. The effect of
such disturbances on the pre-transitional flat-plate boundary layer was investigated by Leib
et al. (1999) (referred to hereinafter as LWG). They showed that the boundary-layer sig-
nature is governed by the linearised unsteady boundary-region equations (LUBR), i.e. the
linearised Navier-Stokes (N-S) equations with the viscous diffusion and pressure gradient
in the streamwise direction being neglected, and derived appropriate initial and boundary
conditions, which account for the action of the free-stream disturbance. Numerical so-
lutions show that the boundary layer acts as a filter, allowing low-frequency fluctuations
to penetrate into the shear layer and amplify downstream to form streamwise elongated
streaks, while blocking high-frequency components. The problem formulated by LWG
for a flat-plate boundary layer will be extended to a boundary layer over a concave wall,
where the centrifugal force induces Go¨rtler instability. The LUBR equations are modified
by taking the centrifugal force into consideration.
The rest of this chapter is organized as follows. In §2.2–§2.4, we formulate the problem
of Go¨rtler instability and receptivity for the generic case corresponding to GΛ = O(1).
The initial and boundary conditions, derived by LWG for the flat-plate case, are found
to be applicable. In order to characterise the nature of the perturbation excited by FST,
and to assess the validity and accuracy of ad-hoc eigenvalue approaches, the parallel and
non-parallel instability equations are presented in §2.5 for GΛ = O(1). The limiting case
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GΛ À 1 is considered in §2.6, where an asymptotic analysis of the initiation and sub-
sequent development of Go¨rtler vortices was performed to map out the regimes, through
which vortices with a fixed spanwise wavelength evolve. In §2.7, we describe the numeri-
cal methods used to solve the initial-value and eigenvalue problems. Numerical solutions
and extensive comparisons with experimental data are presented in §2.8. A summary and
concluding remarks are given in §2.9.
2.2 Formulation and scaling
We consider a boundary-layer flow over a concave wall with a local radius of curvature
r∗0, which varies slowly. The oncoming flow is assumed to be uniform with a speed U∞,
on which FST is superimposed. The FST has a characteristic spanwise length scale Λ. In
order to include the curvature effect, we describe the fluid motion in a curvilinear system
(x∗, y∗, z∗) with its origin at the leading edge, where x∗ measures the streamwise distance
to the leading edge along the wall, y∗ is the distance normal to the wall, and z∗ the spanwise
coordinate normal to both x∗ and y∗. Let
(x, y, z) = (x∗, y∗, z∗)/Λ, rˉ0 =
r∗0
Λ
, t =
U∞t∗
Λ
,
where t∗ is the dimensional time. The Reynolds number is defined as
RΛ =
U∞Λ
ν
, (2.2.1)
with ν being the kinematic viscosity.
The current research interest lies in FST with long streamwise wavelengths 2π/k∗1 À
Λ, where k∗1 is the dimensional streamwise wavenumber. They are either steady or have
low frequencies of O(R−1Λ U∞/Λ). In the special case of a flat plate, FST are known to
penetrate into the boundary layer to generate streamwise elongated streaks (LWG). The
latter attain their maximum amplitude at x∗ ∼ 2π/k∗1 (and decay further downstream).
The local boundary-layer thickness becomes comparable with Λ when streaks are fully
developed if 2π/k∗1 = O(ΛRΛ); this is the distinguished scaling because the spanwise
elliptic effect must be considered. In the case of a curved plate with a suitable curvature,
streaks are expected to take on the character of Go¨rtler vortices when x∗ ∼ 2π/k∗1 ∼
ΛRΛ. The above consideration suggests the introduction of the slow streamwise and time
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variables
xˆ =
x
RΛ
, τˆ =
t
RΛ
. (2.2.2)
Let the dimensional velocity and pressure fields, (u∗, v∗, w∗) and p∗, be written as
(u∗, v∗, w∗)/U∞ = (u,R−1Λ v,R
−1
Λ w), and
p∗
ρU2∞
=
p
R2Λ
. (2.2.3)
Substitution of (2.2.2)–(2.2.3), and the Lame´ coefficients (Tobak 1971)
h1 =
rˉ0 − y
rˉ0
, h2 = 1, h3 = 1,
into the Navier-Stokes equations written in the body-fitted coordinates yields the leading
order equations (Hall 1988)
∂u
∂xˆ
+
∂v
∂y
+
∂w
∂z
= 0,
∂u
∂τˆ
+ u
∂u
∂xˆ
+ v
∂u
∂y
+ w
∂u
∂z
=
∂2u
∂y2
+
∂2u
∂z2
,
∂v
∂τˆ
+ u
∂v
∂xˆ
+ v
∂v
∂y
+ w
∂v
∂z
+GΛu
2 = −∂p
∂y
+
∂2v
∂y2
+
∂2v
∂z2
,
∂w
∂τˆ
+ u
∂w
∂xˆ
+ v
∂w
∂y
+ w
∂w
∂z
= −∂p
∂z
+
∂2w
∂y2
+
∂2w
∂z2
.

(2.2.4)
The essential influence of the wall curvature is contained in the term GΛu2 , where
GΛ =
R2Λ
r0
(2.2.5)
is called Go¨rtler number, which is the ratio of the centrifugal force to the viscous force in
the boundary layer. Use of GΛ is convenient and natural since our interest is in tracing the
development of vortices of a fixed wavelength. The relation between GΛ and Gθ is
GΛ =
R2Λ
r0
=
(U∞Λ
ν
)2
r∗0/Λ
=
(U∞
ν
)2Λ3
r∗0
=
(U∞θ
ν
√
θ
r∗0
)2(Λ
θ
)3
= G2θ
(Λ
θ
)3
. (2.2.6)
We assume that GΛ = O(1), which is the most generic scaling. The resulting equations
(2.2.4) are most general. They are the Navier-Stokes equations with the streamwise dif-
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fusion and pressure gradient being neglected. Following Kemp (1951), Davis and Rubin
(1980) and LWG, we refer to (2.2.4) as the boundary-region equations. Equations (2.2.4)
are valid for perturbations of any kind provided their streamwise length scale and frequen-
cies are of O(ΛRΛ) and O(R−1Λ U∞/Λ) respectively.
2.3 The base flow
In this study, the base flow is taken to be the Blasius boundary layer, for which velocity
components have the similarity solution,
U = F ′(η), V = (
1
2xˆ
)
1
2 (ηF ′ − F ), (2.3.1)
where a prime denotes the differentiation with respect to the similarity variable
η = y(
1
2xˆ
)
1
2 .
The Blasuis function F is determined by (Schlichting 1955)
F ′′′ + FF ′′ = 0,
subject to the boundary conditions F (0) = 0, F ′(0) = 0. As η → ∞, F ′ → 1, F →
η − β with β ≈ 1.217.
2.4 Perturbation equations
As in LWG, we assume that FST is statistically stationary and homogenous, and consists
of small-amplitude convected vortical disturbances. In general, FST can be treated as a
superposition of harmonic disturbances, but due to linearity, it suffices to consider a single
component
u− ıˆ = u∞ei(k∙x−k1t) = u∞ei(k∙x−kˆ1τˆ), (2.4.1)
where ıˆ is the unit vector in the streamwise direction, ¿ 1 is a measure of the turbulence
intensity, u∞ = {uˆ∞1 , uˆ∞2 , uˆ∞3 } is the scaled velocity perturbation, k = {k1, k2, k3} is the
non-dimensional wavenumber vector, and kˆ1 = k1RΛ = O(1).
For the flat-plate case, LWG showed that the flow domain can be divided into four
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u = ıˆ+ u∞ei(k∙x−kˆ1 τˆ)
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Figure 2.2: Schematic illustration of the physical problem and the asymptotic flow struc-
ture. Also shown are the main stages: pre-modal, inviscid and the ‘most unstable’ regimes,
through which the induced perturbation evolves when GΛ À 1 (Courtesy of Dr. P. Ricco).
asymptotic regions. The asymptotic structure holds for a concave wall and is illustrated in
figure 2.2. Over the O(Λ) distance to the leading edge is an inviscid region (I), which has
O(Λ) dimensions in the wall-normal and spanwise directions. The disturbance is treated as
a small perturbation to the oncoming uniform flow. An analysis of the perturbation gives
the stream- and spanwise slip velocities
u1(0) = uˆ
∞
1 +
ik1
γ
uˆ∞2 , u3(0) = uˆ
∞
3 +
ik3
γ
uˆ∞2 , (2.4.2)
where γ =
√
k21 + k
2
3 . The slip velocities are reduced to zero across region (II), the viscous
boundary layer beneath the inviscid region. The perturbation is governed by the quasi-
steady boundary-layer equations. Both the streamwise and spanwise components of the
free-stream fluctuation are the leading-order forcing acting on the boundary layer to gen-
erate an O() response. However, as in LWG, the response to the streamwise slip velocity
remains bounded, and only the streamwise velocity driven by the spanwise slip velocity has
amplitude in proportional to x and develops into larger amplitude streaks and eventually to
Go¨rtler vortices further downstream.
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As the boundary-layer thickness grows with x, it becomes comparable to the spanwise
length scale when x = O(RΛ) or xˆ = O(1), at which point the spanwise derivative in
the viscous terms becomes of the same order as the normal derivative. The perturbation is
governed by the so-called boundary-region equations for the flat-plate case. In the case of
a curved wall, the centrifugal force appears in the wall-normal momentum equation so that
Go¨rtler vortices emerge in this region (III). In order to provide the appropriate boundary
condition in the far field, it is necessary to consider the outer region (IV).
In region III, the perturbed flow can be written as
(u, v, w, p) =
(
U(xˆ, y), V (xˆ, y), 0,−1
2
)
+RΛ
(
uˆ(xˆ, y, z, τˆ), vˆ(xˆ, y, z, τˆ), wˆ(xˆ, y, z, τˆ), pˆ(xˆ, y, z, τˆ)
)
, (2.4.3)
where uˆ, vˆ, wˆ and pˆ are all of O(1). Obviously the disturbance is fully nonlinear if the
turbulent Reynolds number rt ≡ RΛ = O(1), but linear if rt ¿ 1, which is assumed to be
the case in the present thesis. Inserting (2.4.3) into (2.2.4), and linearising, one obtains the
leading-order perturbation equations (Hall 1983),
uˆxˆ + vˆy + wˆz = 0, (2.4.4)
uˆτˆ + uˆxˆU + uˆUxˆ + V uˆy + vˆUy = uˆyy + uˆzz, (2.4.5)
vˆτˆ + Uvˆxˆ + uˆVxˆ + V vˆy + vˆVy + 2GΛuˆU = −pˆy + vˆyy + vˆzz, (2.4.6)
wˆτˆ + wˆxˆU + V wˆy = −pˆz + wˆyy + wˆzz. (2.4.7)
The essential influence of the wall curvature is contained in the term 2GΛuˆU .
The slip velocities (2.4.2) suggest that it would be convenient to decompose the boundary-
region solution for the perturbation as (Gulyaev et al. 1989, LWG)
(uˆ, vˆ, wˆ, pˆ) =
[
R−1Λ u1(0)
(
uˉ(0), (2xˆ)
1
2 vˉ(0), 0, pˉ(0)
)
+ik3u3(0)
(
uˉ, (2xˆ)
1
2 vˉ, wˉ/(ik3), pˉ
)]
ei(k3z−kˆ1τˆ), (2.4.8)
where {uˉ(0), vˉ(0), 0, pˉ(0)} is the two-dimensional part driven directly by the streamwise slip
velocity u1(0), and {uˉ, vˉ, wˉ, pˉ} is the three-dimensional part driven by the spanwise slip
velocity u3(0). We only need to focus on the latter, which will evolve into dominant Go¨rtler
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vortices; the much smaller two-dimensional part is of no concern to us. Substituting (2.3.1)
and (2.4.8) into (2.4.4)–(2.4.7) and rewriting the equations in terms of η, we obtain
∂uˉ
∂xˆ
− η
2xˆ
∂uˉ
∂η
+
∂vˉ
∂η
+ wˉ = 0, (2.4.9)
− ikˆ1uˉ+ F ′∂uˉ
∂xˆ
− F
2xˆ
∂uˉ
∂η
− ηF
′′
2xˆ
uˉ+ F ′′vˉ =
1
2xˆ
∂2uˉ
∂η2
− k23uˉ, (2.4.10)
−ikˆ1vˉ + F ′ ∂vˉ
∂xˆ
− F
2xˆ
∂vˉ
∂η
− 1
(2xˆ)2
[η(ηF ′)′ − F ]uˉ+ (ηF
′)′
2xˆ
vˉ + 2GΛF
′uˉ(
1
2xˆ
)
1
2
= − 1
2xˆ
∂pˉ
∂η
+
1
2xˆ
∂2vˉ
∂η2
− k23 vˉ, (2.4.11)
− ikˆ1wˉ + F ′∂wˉ
∂xˆ
− F
2xˆ
∂wˉ
∂η
= k23 pˉ+
1
2xˆ
∂2wˉ
∂η2
− k23wˉ. (2.4.12)
2.4.1 The upstream and far-field boundary conditions
The linearised boundary-region equations (2.4.9)–(2.4.12) must be solved subject to proper
far-field and upstream boundary conditions. The former may be derived by considering the
flow in region IV, which is above region III. The large–η asymptotic solution of (2.4.9)–
(2.4.12) that matches the solution in region III then provides the correct boundary condi-
tion. Using the large-η form of the Blasius solution in (2.4.9)–(2.4.12), and rewriting these
equations in terms of y(0), we have
∂uˉ
∂xˆ
− β
(2xˆ)1/2
∂uˉ
∂y(0)
+ (2xˆ)1/2
∂vˉ
∂y(0)
+ wˉ = 0, (2.4.13)
− ikˆ1uˉ+ ∂uˉ
∂xˆ
=
∂2uˉ
∂y(0)
2 − k23uˉ, (2.4.14)
− ikˆ1vˉ + ∂vˉ
∂xˆ
+
1
2xˆ
vˉ − β
(2xˆ)2
uˉ+
2GΛuˉ
(2xˆ)
1
2
= − 1
(2xˆ)1/2
∂pˉ
∂y(0)
+
∂2vˉ
∂y(0)
2 − k23 vˉ, (2.4.15)
− ikˆ1wˉ + ∂wˉ
∂xˆ
= k23 pˉ+
∂2wˉ
∂y(0)
2 − k23wˉ, (2.4.16)
where y(0) = (2xˆ)1/2(η − β). Note that the streamwise velocity of the perturbation within
the boundary layer is of O(RΛuˉ) (see (2.4.3)), while the perturbation in the free-stream
only has an O() streamwise velocity. The matching requirement is satisfied only if uˉ = 0
for η À 1.
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Elimination of vˉ and wˉ among (2.4.14)–(2.4.16) yields the equation for pˉ, i.e.
∂2pˉ
∂y(0)
2 − k23 pˉ = 0.
The solution is
pˉ = g(xˆ)e−|k3|y
(0)
.
At the moment, the function g(xˆ) is as yet unknown, but its behaviour as xˆ → 0 can be
determined by matching with the solution in region (I).
The solution for pˉ is inserted into (2.4.16) to find wˉ. The particular solution forced by
pˉ is found as
wˉp = k
2
3e
ikˆ1xˆ−|k3|y(0)
xˆ∫
0
g(xˇ)e−ikˆ1xˇdxˇ.
Guided by the solutions in the outer region (IV) and the upstream region (I), we seek
complementary solution of the form
wˉcp = h1(xˆ)e
ikˆ1xˆ+ik2y(0) + h2(y
(0))eikˆ1xˆ,
where the first term represents the incident wave while the second is the reflected wave.
Substitution into (2.4.16) yields the equations for h1(x) and h2(y(0)),
∂h1
∂xˆ
= −(k22 + k23)h1,
∂2h2
∂y(0)
2 − k23h2 = 0,
from which one finds
h1 = Ae
−(k22+k23)xˆ, h2 = Be−|k3|y
(0)
.
The constants A and B may be determined by matching.
As xˆ→ 0, matching with the solution in region (I) requires
(uˆ∞3 +
ik3
γ
uˆ∞2 )(Ae
ik2y
(0)
+Be−|k3|y
(0)
)→ uˆ∞3 eik2y +
ik3
γ
uˆ∞2 e
−γy.
It is deduced that
A =
k2
k2 − i|k3| , and B = −
i|k3|
k2 − i|k3| ,
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where we have used the fact that y(0) → y as xˆ→ 0, and γ ≈ |k3| since k1 ¿ 1.
Therefore, the general solution for wˉ can be written as
wˉ =
eikˆ1xˆ
k2 − i|k3|
{
k2e
ik2y
(0)−(k22+k23)xˆ − i|k3|e−|k3|y(0)
}
+ k23e
ikˆ1xˆ−|k3|y(0)
xˆ∫
0
g(xˇ)e−ikˆ1xˇdxˇ.
Similarly, inserting wˉ into (2.4.13), and solving the resulting equation, we obtain
vˉ =
ieikˆ1xˆ
(k2 − i|k3|)(2xˆ)1/2
{
eik2y
(0)−(k22+k23)xˆ − e−|k3|y(0)
}
+
k3e
ikˆ1xˆ−|k3|y(0)
(2xˆ)1/2
xˆ∫
0
g(xˇ)e−ikˆ1xˇdxˇ.
In conclusion, the solution to (2.4.13)–(2.4.16) that matches the outer solution turns out
to be the same as that derived by LWG for the flat-plate case, namely
uˉ→ 0, (2.4.17)
vˉ → ie
ikˆ1xˆ
(k2 − i|k3|)(2xˆ)1/2
{
eik2y
(0)−(k22+k23)xˆ − e−|k3|y(0)
}
+
k3e
ikˆ1xˆ−|k3|y(0)
(2xˆ)1/2
xˆ∫
0
g(xˇ)e−ikˆ1xˇdxˇ,
(2.4.18)
wˉ → e
ikˆ1xˆ
k2 − i|k3|
{
k2e
ik2y
(0)−(k22+k23)xˆ − ik3e−|k3|y(0)
}
+ k23e
ikˆ1xˆ−|k3|y(0)
xˆ∫
0
g(xˇ)e−ikˆ1xˇdxˇ,
(2.4.19)
pˉ→ g(xˆ)e−|k3|y(0) , (2.4.20)
Elimination of the function g(xˆ) from (2.4.18)–(2.4.20) leads to mixed boundary conditions
on the transverse velocity components and the pressure,
uˉ→ 0,
∂vˉ
∂η
+ |k3|(2xˆ)1/2vˉ → −ei(xˆ+k2(2xˆ)1/2ηˉ)−(k22+k23)xˆ,
∂wˉ
∂η
+ |k3|(2xˆ)1/2wˉ → ik2
√
2xˆei(xˆ+k2(2xˆ)
1/2ηˉ)−(k22+k23)xˆ,
∂pˉ
∂η
+ |k3|(2xˆ)1/2pˉ→ 0.

(2.4.21)
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As in LWG, the upstream condition may be derived by first considering the small-xˆ
solution of the boundary-region equations. The solution takes the form of a power series
{uˉ, vˉ, wˉ, pˉ} =
∞∑
n=0
(2xˆ)n/2
{
2xˆUn(η), Vn(η),Wn(η), (2xˆ)
− 1
2Pn(η)
}
. (2.4.22)
Substituting (2.4.22) into (2.4.9)–(2.4.12), and collecting like powers of xˆ, one obtains a
system of ordinary differential equations for the terms in the series (2.4.22). Since uˉ tends
to zero while vˉ and wˉ do not, the centrifugal force vanishes in the limit xˆ→ 0. As a result,
the equations for (Un, Vn,Wn) (n = 0, 1) are the same as those given in LWG.
The upstream condition must be specified over the entire region y = η(2xˆ) 12 = O(1), in
order to account for the increased boundary-layer thickness in region III (LWG). The uni-
formly valid condition may be constructed by forming a composite solution from (2.4.17)-
(2.4.20) and (2.4.22),
uˉ→ 2xˆU0 + (2xˆ) 32U1, (2.4.23)
vˉ → V0 + (2xˆ) 12V1 + ie
ikˆ1xˆ
(k2 − i|k3|)(2xˆ) 12
{
eik2(2xˆ)
1
2 ηˉ−(k23+k22)xˆ − e−|k3|(2xˆ)
1
2 ηˉ
}
−
(
3β
4
− 1
2
g1|k3|(2xˆ) 12
)
e−|k3|(2xˆ)
1
2 ηˉ − vˉc, (2.4.24)
wˉ → W0 + (2xˆ) 12W1 + e
ikˆ1xˆ
(k2 − i|k3|)
{
k2e
ik2(2xˆ)
1
2−(k23+k22)xˆ − i|k3|e−|k3|(2xˆ)
1
2 ηˉ
}
− 3β|k3|
4
(2xˆ)
1
2 e−|k3|(2xˆ)
1
2 ηˉ − wˉc, (2.4.25)
where ηˉ = η − β, and the common parts, vˉc and wˉc, are given as
vˉc = −η + β
4
+ (2xˆ)
1
2
{
− i
2
(k2 + i|k3|)η2 + β(ik2 − 1
4
|k3|)η + c1
}
,
wˉc = 1 + (2xˆ)
1
2
[
i(k2 + i|k3|)η − β(ik2 − 1
4
|k3|)
]
.
The normal and spanwise velocities of the initial condition (2.4.24)–(2.4.25), do not how-
ever vanish at the wall. They take non-zero values of O(xˆ). Though the error at the wall
is comparable with that of the upstream condition for y = O(1), it is preferable to have an
initial condition satisfying the no-slip boundary condition exactly. This can be constructed
by observing that the error was introduced by expanding the outer solution into a Taylor
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series for both η ¿ 1 and xˆ ¿ 1 when matching it with the inner solution, and can be
prevented if the expansion with respect to xˆ is avoided. The resulting initial condition may
then be written as (Wu et al. 2011)
vˉ → V0 + (2xˆ) 12V1 + ie−ik2(2xˆ)
1
2 β−(k23+k22)xˆ
(k2−i|k3|)(2xˆ)
1
2
[
eik2(2xˆ)
1
2 η − e−|k3|(2xˆ) 12 η
]
+e−|k3|(2xˆ)
1
2 η(β
4
+
√
2xˆc1)− vˉc, (2.4.26)
wˉ →W0 + (2xˆ) 12W1 + k2e−ik2(2xˆ)
1
2 β−(k23+k22)xˆ
(k2−i|k3|)
[
eik2(2xˆ)
1
2 η − e−|k3|(2xˆ) 12 η
]
+e−|k3|(2xˆ)
1
2 η
{
1− β
[
i(k2 + i|k3|) + 34 |k3|
]√
2xˆ
}
− wˉc. (2.4.27)
2.5 Eigensolution formulation: GΛ = O(1)
2.5.1 Non-parallel eigenvalue problem
The initial boundary-value problem formulated in §2.3-§2.4 describes both the receptivity
to FST and the evolution of the disturbance excited. As will be shown later, numerical
solutions indicate that the disturbance exhibits exponentially growth that is characteristic
of spatially growing eigenmodes. This prompts us to formulate a local eigenvalue problem
for Go¨rtler vortices. As usual, we seek a normal-mode solution
(uˉ, vˉ, wˉ, pˉ) =
[
u˜(η), v˜(η), w˜(η), p˜(η)
]
exp{
∫ xˆ
σ(xˆ)dxˆ}, (2.5.1)
where σ is in general a complex quantity dependent on xˆ, with its real part representing the
local growth rate. Substituting (2.5.1) into (2.4.9)–(2.4.12), and neglecting the streamwise
variation of the eigenfunction, we obtain a set of ODEs. Upon introducing
f˜ =
du˜
dη
, g˜ =
dw˜
dη
,
the resulting ODEs can be written as a first-order system,
du˜
dη
= f˜ , (2.5.2)
dv˜
dη
= −σu˜− w˜ + η
2xˆ
f˜ , (2.5.3)
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dw˜
dη
= g˜, (2.5.4)
df˜
dη
=
[
(2xˆ)(−ikˆ1 + σF ′ + k23)− ηF ′′
]
u˜+ 2xˆF ′′v˜ − F f˜, (2.5.5)
dp˜
dη
= −
[
σF − 1
2xˆ
(ηF ′−F )− η(−ikˆ1+ σF ′+ k23)
]
u˜−
[
(2xˆ)(−ikˆ1+ σF ′+ k23)+F ′
]
v˜
− Fw˜ + ( 1
2xˆ
− σ)f˜ − g˜ − 2GΛF ′u˜(2xˆ) 12 , (2.5.6)
dg˜
dη
= (2xˆ)(−ikˆ1 + σF ′ + k23)w˜ + 2xˆk23 p˜− F g˜. (2.5.7)
Note that the normal velocities of the base flow and its streamwise derivative, ∂V/∂xˆ,
are included along with ∂U/∂xˆ . Also, the normal mode is represented as f(η) exp{∫ xˆ σ(xˆ)dxˆ},
as opposed to f(y) exp{∫ xˆσ(xˆ)dxˆ} assumed in previous work. The present formulation will
therefore be referred to as the η-based non-parallel theory in order to distinguish from the
previous y-based non-parallel theory.
The system (2.5.2)-(2.5.7) along with the homogenous boundary conditions,
(u˜, v˜, w˜) = (0, 0, 0) at η = 0; (u˜, v˜, w˜, p˜)→ (0, 0, 0, 0) as η →∞, (2.5.8)
forms a local eigenvalue problem. The far-field boundary conditions may be replaced by
u˜→ 0,
[ d
dη
+ |k3|(2xˆ)1/2
]
(v˜, w˜, p˜)→ 0. (2.5.9)
2.5.2 Parallel-flow approximation
The non-parallel flow formulation can be reduced to a parallel formulation if we take the
base flow velocity to be {F ′(η), 0, 0} and ∂U
∂xˆ
= 0. The governing equations then consist of
du˜
dη
= f˜ , (2.5.10)
dv˜
dη
= −σu˜− w˜, (2.5.11)
dw˜
dη
= g˜, (2.5.12)
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df˜
dη
= (2xˆ)(−ikˆ1 + σF ′ + k23)u˜+ (2xˆ)F ′′v˜, (2.5.13)
dp˜
dη
= −(2xˆ)(−ikˆ1 + σF ′ + k23)v˜ − σf˜ − g˜ − 2GΛF ′u˜(2xˆ)
1
2 , (2.5.14)
dg˜
dη
= (2xˆ)(−ikˆ1 + σF ′ + k23)w˜ + 2xˆk23 p˜. (2.5.15)
2.6 Asymptotic analysis for GΛ À O(1)
It has been recognized since the work of Hall (1983) that any local eigenvalue formulation
amounts to an ad-hoc approximation when the Go¨rtler number is of order one. An eigen-
value approach is tenable only when the Go¨rtler number is large. In most previous work,
analysis of this kind was performed at fixed streamwise location for Go¨rtler vortices of
different wavelength. In the following, we will consider instead downstream development
of Go¨rtler vortices with a fixed physical wavelength Λ. In typical experimental situations
GΛ = O(10
2) or larger, and so we may assume that GΛ À 1, and map out the distinct
regimes that the disturbance evolves through.
2.6.1 Pre-modal stage I: xˆ = O(G−2/3Λ )
When GΛ À 1, the induced perturbation evolves through two pre-modal stages in the
region xˆ¿ 1.
Since wˉ remains O(1) as xˆ¿ 1 and η = O(1), the continuity equation (2.4.9) implies
that
∂uˉ
∂xˆ
= O(1), i.e. uˉ = O(xˆ), and vˉ = O(1).
From the normal momentum equation (2.4.11), the centrifugal force
GΛF
′ uˉ√
2xˆ
∼ GΛxˆ 12 ,
while the inertia and normal pressure gradient are both ofO( 1
xˆ
). Thus, the centrifugal effect
enters the play when
GΛxˆ
1
2 = O(
1
xˆ
), i.e. when xˆ = O(G
− 2
3
Λ ),
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but is negligible when xˆ¿ G− 23Λ .
The scaling deduced above suggests the introduction of
x† = G
2
3
Λxˆ, u
† = G
2
3
Λuˉ. (2.6.1)
It follows that
∂
∂xˆ
= O(G
2
3
Λ
∂
∂x†
). (2.6.2)
Substitution of (2.6.1) and (2.6.2) into (2.4.9)–(2.4.12) yields
∂u†
∂x†
− η
2x†
∂u†
∂η
+
∂vˉ
∂η
+ wˉ = 0
F ′
∂u†
∂x†
− F
2x†
∂u†
∂η
− ηF
′′
2x†
u† + F ′′vˉ =
1
2x†
∂2u†
∂η2
F ′
∂wˉ
∂x†
− F
2x†
∂wˉ
∂η
=
1
2x†
∂2wˉ
∂η2

, (2.6.3)
and
1
2x†
∂2vˉ
∂η2
+ F ′
∂vˉ
∂x†
− F
2x†
∂vˉ
∂η
+ 2F ′u†(
1
2x†
)
1
2 =
1
2x†
∂pˉ
∂η
. (2.6.4)
We call this regime, which operates in the region over O(G−
2
3
Λ RΛΛ) distances to the
leading edge, the pre-modal stage I. The induced velocity field is governed by the quasi-
steady boundary-layer equations (2.6.3), and the pressure can be solved passively from the
transverse momentum equation (2.6.4). Non-parallelism is at leading order, and the veloc-
ity response to FST remains identical to the flat-plate case. This regime is distinguished
only in the sense that the centrifugal force influences the pressure distribution across the
boundary layer, as is indicated by (2.6.4).
2.6.2 Pre-modal stage II: xˆ = O(G−2/5Λ )
Since uˉ ∼ xˆ, the balance in the normal momentum equation suggests that pˉ = O(GΛxˆ 32 )
for η = O(1). The induced pressure affects the spanwise momentum equation (2.4.12)
when
F ′
∂wˉ
∂xˆ
= O(GΛxˆ
3
2 ), i.e. when xˆ = O(G−
2
5
Λ ),
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and the perturbation enters a new regime. The scaling argument above suggests that we
introduce
x˘ = G
2
5
Λxˆ, (2.6.5)
and write the solution for η = O(1) as
uˉ = G
− 2
5
Λ
(
u˘+O(G
−1/5
Λ )
)
, pˉ = G
2
5
Λ
(
p˘+O(G
−1/5
Λ )
)
. (2.6.6)
Inserting these into (2.4.9)–(2.4.12), we obtain
∂u˘
∂x˘
− η
2x˘
∂u˘
∂η
+
∂vˉ
∂η
+ wˉ = 0, (2.6.7)
F ′
∂u˘
∂x˘
− F
2x˘
∂u˘
∂η
− ηF
′′
2x˘
u˘+ F ′′vˉ =
1
2x˘
∂2u˘
∂η2
, (2.6.8)
∂p˘
∂η
= −2
√
2x˘F ′u˘, (2.6.9)
F ′
∂wˉ
∂x˘
− F
2x˘
∂wˉ
∂η
= k23 p˘+
1
2x˘
∂2wˉ
∂η2
. (2.6.10)
Since the non-parallel-flow effect appears at leading order, the regime is termed as pre-
modal stage II. It is distinguished in that the pressure is fully coupled with the velocity
field. As a result, Go¨rtler instability starts to operate. We demonstrate this by showing that
as x˘À 1, the system (2.6.7)-(2.6.10) admits asymptotic eigen solutions of the form
(u˘, vˉ, wˉ, p˘) = x˘γ
{(
x˘−α+1UE(η), VE(η),WE(η), x˘−α+
3
2PE(η)
)
+ . . .
}
eσ˘(x˘),(2.6.11)
where σ˘(x˘) expands as
σ˘ = σ˘0x˘
α + . . . , (2.6.12)
with σ˘0, α, and γ being constants to be found. Inserting (2.6.11) with (2.6.12) into (2.6.10)
yields at leading order, x˘γ+α−1ασ˘0F ′WE = k23x˘γ−α+
3
2PE , from which it may be deduced
that
α = 5/4, (2.6.13)
ασ˘0F
′WE = k23PE.
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Substituting (2.6.11) into (2.6.7)–(2.6.9), we obtain at leading order
ασ˘0UE + VE,η +WE = 0, ασ˘0F
′UE + F ′′VE = 0, PE,η = −2
√
2F ′UE.
Elimination of UE ,WE , and PE leads to the equation for VE ,
∂2VE
∂η2
−
[
F ′′′
F ′
− 2
√
2k23F
′′
(ασ˘0)2F ′
]
VE = 0. (2.6.14)
Since F ′ = F ′′′ = 0 but F ′′ 6= 0 at η = 0, η = 0 is a regular singular point of the equation.
The local solution can be constructed as a Fro¨benus series
VE = a(η +
1
2
η2) + b
[
1− η2 + . . .+ (η + 1
2
η2) ln η
]
.
We take b = 0 so that the no-penetration condition,
VE(0) = 0, (2.6.15)
is satisfied. Without losing generality, we set a = 1, which amounts to normalising the
eigenfunction such that
VE,η(0) = 1. (2.6.16)
On the other hand, as η →∞, ∂2VE/∂η2 → 0 (see (2.6.14)). In order to keep VE bounded,
the boundary condition imposed is
VE,η → 0 as η →∞. (2.6.17)
With the normalisation (2.6.16), it follows that UE → −1/(ασ˘0) as η → 0. The slip
velocity is reduced to zero across a viscous sublayer, the width of which is η ∼ x˘−5/12, as
can be deduced by balancing the convection and diffusion in the momentum equations. We
thus introduce the local transverse coordinate
ζ = (2λασ˘0)
1/3x˘5/12η.
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For ζ = O(1), the viscous solution expands as
(u˘, v, w, p˘) = x˘γ
{(
x˘−
1
4us(ζ), x˘
− 5
12 (2λασ˘0)
−1/3vs, ws, (2λασ˘0)−1/3x˘−
1
6ps
)
+ . . .
}
eσ˘(x˘),
(2.6.18)
where us, vs, ws and ps functions of ζ . Their governing equations, obtained by inserting
(2.6.18) into (2.6.7)–(2.6.9), are
ασ˘0us + vs,ζ + ws = 0, ασ˘0(ζus − us,ζζ) + vs = 0, ασ˘0(ζws − ws,ζζ) = k23ps,
and ps,ζ = 0. Elimination of us and ws among these equations gives
(
d2
dζ2
− ζ)vs,ζζ = 0, (2.6.19)
for vs, while the boundary conditions, us(0) = vs(0) = 0, and the matching requirement
correspond to
vs,ζζζ(0) = k
2
3ps/ασ˘0, vs,ζ(0) = 0; vs,ζ → 1 as ζ →∞.
The solution is
vs = c0
∫ ζ
0
(ζ − ζ˜)Ai(ζ˜)dζ˜ , with c0 = 1/
∫ ∞
0
Ai(ζ)dζ = 3, (2.6.20)
where Ai denotes the Airy function. The solution to the pressure is
ps =
ασ˘0
k23
c0Ai
′(0). (2.6.21)
It follows that as ζ →∞,
vs → ζ − c0
∫ ∞
0
ζAi(ζ)dζ ≡ ζ + v∞.
The transpiration velocity, v∞, induces a correction of O(x˘−5/12) in the core of the
boundary layer; see (2.6.18). It may be further deduced that the expansions (2.6.11)-
(2.6.12) should proceed as
σ˘ = σ˘0x˘
5/4 + σ˘1x˘
5/6 + σ˘2x˘
5/12, (2.6.22)
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(u˘, vˉ, wˉ, p˘)=x˘γ
{(
x˘−1/4UE(η), VE(η),WE(η), x˘1/4PE(η)
)
+
3∑
n=1
x˘−
5n
12
(
x˘−1/4U (n)E (η), V
(n)
E (η),W
(n)
E (η), x˘
1/4P
(n)
E (η)
)}
eσ˘(x˘) .
(2.6.23)
The lowest-order correction satisfies a system of inhomogeneous equations,
ασ˘0U
(1)
E + V
(1)
E,η +W
(1)
E =−56 σ˘1UE,
ασ˘0F
′U (1)E + F
′′V (1)E =−56 σ˘1F ′UE,
P
(1)
E,η + 2
√
2F ′U (1)E =0,
ασ˘0F
′W (1)E − k23P (1)E =−56 σ˘1F ′WE.

(2.6.24)
These equations can be reduced to
∂2V
(1)
E
∂η2
−
[
F ′′′
F ′
− 2
√
2k23F
′′
(ασ˘0)2F ′
]
V
(1)
E =
10
√
2k23σ˘1
3(ασˆ0)3
F ′′VE/F ′. (2.6.25)
The boundary conditions are
V
(1)
E = (2λασ˘0)
−1/3v∞ at η = 0; V
(1)
E,η → 0 as η →∞.
Imposing the solvability condition on (2.6.25), we find that
10
√
2k23σ˘1
3(ασ˘0)3
∫ ∞
0
F ′′V 2E/F
′dη = (2λασ˘0)−1/3v∞, (2.6.26)
which determines σ˘1. The higher-order corrections, σ˘2 and γ, can be obtained by consider-
ing V (2)E and V
(3)
E respectively.
It can be deduced that UE , WE and PE all decay exponentially as η → ∞, but VE
tends to a constant, indicating that the scaling (2.6.6) and the system (2.6.7)-(2.6.10) are
not uniformly valid for all η. An outer layer must be introduced, where the inertia in the
normal momentum equation, negligible when η = O(1) (see (2.6.9)), comes into play. A
scaling argument suggests that the width of this layer corresponds to η ∼ G1/5Λ /
√
2x˘, and
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hence we introduce
yo = G
−1/5
Λ
√
2x˘ η.
For yo = O(1), the solution expands as
(uˉ, vˉ, wˉ, pˉ) = (G
−3/5
Λ uˉo, vˉo, G
−1/5
Λ wˉo, G
1/5
Λ pˉo). (2.6.27)
It follows from the streamwise momentum equation (2.4.10) that ∂uˉo/∂yo = 0, and so
uˉo = 0 in order to satisfies the boundary layer condition at the infinity. Substitution of
(2.6.27) into (2.4.9) and (2.4.11)-(2.4.12) shows that
√
2x˘
∂vˉo
∂yo
+ wˉo = 0,
∂vˉo
∂x˘
+
vˉo
2x˘
= − 1√
2x˘
∂pˉo
∂yo
,
∂wˉo
∂x˘
= k23 pˉo. (2.6.28)
The solution is found as
pˉo = g
′
o(x˘) e
−|k3|yo , wˉo = k23go(x˘) e
−|k3|yo , vˉ0 =
|k3|√
2x˘
go(x˘) e
−|k3|yo .
The function go is found by matching with the main-deck solution as
go(x˘) = x˘
γ+ 1
2
(
VE,∞ +O(x˘−5/12)
)
eσ˘(x˘), (2.6.29)
where VE,∞ = lim
η→∞
VE(η), which is determined once the eigenvalue problem, defined by
(2.6.14) with (2.6.15) and (2.6.17), is solved.
The asymptotic eigenvalue problem, (2.6.14) with (2.6.15)–(2.6.17), is solved by a
shooting method. A countable set of asymptotic eigen modes exist, and for the first four
we find that σ˘0 = 0.8209, 0.5143, 0.3781 and 0.2996 while the viscous correction σ˘1 =
−1.6614, -1.8047, -1.8122, -1.6729. The role of the asymptotic eigen modes in the recep-
tivity of Go¨rtler instability is analogous to that of the first Lam-Rott mode in the Tollmien-
Schlichting instability (Goldstein 1983): they represent the earliest intrinsic characteristic
motion that develops from the forced motion, and then evolves into fully fledged local
eigen modes, i.e. Go¨rtler vortices in the present case. On the other hand, unlike the damped
Lam-Rott mode, the present eigen modes are unstable. Consequently, Go¨rtler vortices are
much more receptive to FST than Tollmien-Schlichting waves.
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2.6.3 Inviscid regime: xˆ = O(1)
In the region where x˘ = O(G2/5Λ ), i.e. xˆ = O(1), the outer region merges with the main
layer, and the spanwise wavelength becomes comparable with the local boundary-layer
thickness, so that Gθ = O(GΛ). As was suggested by (2.6.22)–(2.6.23), the solution now
takes the WKBJ form
(uˉ, vˉ, wˉ, pˉ)=
[(
G
− 1
2
Λ u0(xˆ, η), v0(xˆ, η), w0(xˆ, η), G
1
2
Λp0(xˆ, η)
)
+G
− 1
6
Λ
(
G
− 1
2
Λ u1(xˆ, η), v1(xˆ, η), w1(xˆ, η), G
1
2
Λp1(xˆ, η)
)
+ . . .
]
E,
(2.6.30)
where we have put
E = exp
{
G
1
2
Λ
∫ xˆ
σˆ(xˆ)dxˆ
}
(2.6.31)
with σˆ being expanded as
σˆ = σˆ0 +G
− 1
6
Λ σˆ1 + . . . . (2.6.32)
As will be shown later, the O(G−
1
6
Λ ) correction is contributed by the viscous effect near the
wall. Substituting (2.6.30) and (2.6.32) into (2.4.9)-(2.4.12), we obtain
σˆ0u0 +
∂v0
∂η
+ w0 = 0,
σˆ0F
′u0 + F ′′v0 = 0, σˆ0F ′v0 +
2F ′√
2xˆ
u0 = − 1
2xˆ
∂p0
∂η
, σˆ0F
′w0 = k23p0.
 (2.6.33)
These equations can be reduce to the equation for v0,
∂2v0
∂η2
−
[
F ′′′
F ′
+ 2xˆk23 −
2
√
2xˆk23F
′′
σˆ20F
′
]
v0 = 0, (2.6.34)
subject to the boundary conditions:
v0 = 0 at η = 0; v0 → 0 as η →∞. (2.6.35)
The eigenvalue problem (2.6.34)-(2.6.35) corresponds to the inviscid limit of Go¨rtler
formulation. The eigenfunction is normalised such that
v0,η(0) = 1. (2.6.36)
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The eigenvalue problem has an exact solution (Denier et al. 1991)
v0 ∼ F ′ e−k3
√
2xˆ η, σˆ0 =
√
k3, (2.6.37)
for an arbitrary xˆ. Further numerical study of (2.6.34)–(2.6.35) shows that there exist
infinitely many modes, of which (2.6.37) is the most unstable one.
When xˆ → 0, the dominant balance in the equation (2.6.34) indicates that σˆ0 scales
with xˆ as
σ0 ∼ xˆ 14 , so that
∫ xˆ
σˆ(xˆ)dxˆ ∼ 4
5
σˆ0xˆ
5
4 , (2.6.38)
which is consistent with the large x˘-limit of the asymptotic solution found in §2.6.2. In-
terestingly, the exact solution does not follow this scaling. As a result, this mode, though
most unstable, is not excited by FST.
Denier et al. (1991) considered the limit k3 À 1 for a fixed xˆ, and showed that the eigen
modes become trapped in a wall layer. Since the limit k3 À 1 for a fixed xˆ is equivalent
to the limit xˆ À 1 for a fixed k3, the structure of the eigenfunction holds true for the
latter. The simplified equation can be obtained by using the near-wall approximation for
F ≈ 1
2
λη2 +O(η4) in (2.6.34), leading to
∂2v0
∂η2
− [2xˆ− 2
√
2xˆ
σˆ20η
]k23v0 = 0. (2.6.39)
The dependence on xˆ may be eliminated by introducing the substitutions ζˆ =
√
2xˆ η =
O(1) and vˆ0 =
√
2xˆ v0, in terms of which, equations (2.6.39) and (2.6.36) become
∂2vˆ0
∂ζˆ2
− [1− 2
ζˆ σˆ20
]k23 vˆ0 = 0, vˆ0,ζˆ(0) = 1. (2.6.40)
Equation (2.6.40) is a form of Whittaker’s equation, and it has a countable set of eigenval-
ues (Denier et al. 1991)
σˆ0 =
√
k3/n (n = 1, 2, 3, . . .). (2.6.41)
For n = 1, vˆ0 ∼ e−k3
√
2xˆ η
.
Similar to the asymptotic eigen solution, a viscous sublayer must be introduced to re-
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Figure 2.3: Matching of different regimes. Dashed lines: asymptotic eigen mode; solid
lines: inviscid modes; dotted lines: the large-xˆ limit of inviscid modes, i.e. (2.6.41) with
n = 2, 3.
duce the slip velocity to zero. The normal velocity may be written as
vˉ = G
−1/6
Λ (2λσˆ0xˆ)
−1/3vˉs(ζ), ζ = G
1/6
Λ (2λσˆ0xˆ)
1/3η,
with vˉs satisfying the equation (2.6.19) and has the solution (2.6.20). The viscous effect
induces a transpiration velocity, which in turn forces an O(G−1/6Λ ) correction in the main
layer; see (2.6.30). The equation for v1 is
∂2v1
∂η2
−
[
F ′′′
F ′
+ 2xˆk23 −
2
√
2xˆk23F
′′
σˆ20F
′
]
v1 =
4
√
2xˆk23σˆ1
σˆ30
F ′′v0
F ′
, (2.6.42)
subject to the boundary condition
v1(0) = (2λσˆ0xˆ)
−1/3v∞, v1,η → 0 as η →∞.
From the solvability condition on (2.6.42), it follows that
(2λσˆ0xˆ)
−1/3v∞ =
4
√
2xˆk23σˆ1
σˆ30
∫ ∞
0
F ′′v20
F ′
dη → 2
√
2k23σˆ1
σˆ30
xˆ−1/2
∫ ∞
0
vˆ20
ζˆ
dζˆ as xˆ→∞.
Note that σˆ1 ∼ xˆ1/6 as xˆ→∞, use of which in (2.6.32) suggests that the viscous correction
to the growth rate becomes leading order when xˆ = O(GΛ).
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The inviscid eigenvalue problem (2.6.34)-(2.6.35) is solved by a shooting method. A
countable number of inviscid modes are also identified, among which (2.6.37) is the most
unstable one. The matching between different regimes is demonstrated in figure 2.3. All
inviscid modes evolve from the upstream asymptotic modes, except the most unstable exact
inviscid solution (2.6.37), which cannot be traced back to any of asymptotic modes.
2.6.4 Most unstable regime: xˆ = O(GΛ)
As xˆ increases, the wall layer in which eigen modes concentrate shrinks and becomes
viscous when xˆ ∼ O(GΛ). This new regime may be described by the variables
x˜ = xˆ/GΛ ∼ O(1), ζ˜ =
√
2xˆ η = G
1
2
Λ
√
2x˜ η.
The eigen solution (uˉ, vˉ, wˉ, pˉ) expands as
(uˉ, vˉ, wˉ, pˉ) =
[
u˜0(x˜, ζ˜), v˜0(x˜, ζ˜), G
1
2
Λw˜0(x˜, ζ˜), G
1
2
Λp˜0(x˜, ζ˜)
]
E + . . . , (2.6.43)
where E is defined in (2.6.31) but can be rewritten as
E = exp
{
G
3
2
Λ
∫ x˜
σˆ(x˜)dx˜
}
, (2.6.44)
in terms of x˜. Substituting (2.6.43) into (2.4.9)–(2.4.12), we obtain at leading order
σˆu˜0 +
√
2x˜
∂v˜0
∂ζ˜
+ w˜0 =0,
−ikˆ1u˜0 + λζ˜√
2x˜
σˆu˜0 + λv˜0 =
∂2u˜0
∂ζ˜2
− k23u˜0,
−ikˆ1v˜0 + λζ˜√
2x˜
σˆv˜0 +
λζ˜
x˜
u˜0 =− 1√
2x˜
∂p˜0
∂ζ˜
+
∂2v˜0
∂ζ˜2
− k23 v˜0,
−ikˆ1w˜0 + λζ˜√
2x˜
σˆw˜0 = k
2
3 p˜0 +
∂2w˜0
∂ζ˜2
− k23w˜0.

(2.6.45)
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Elimination of w˜0 and p˜0 among these equations yields
(
∂2
∂ζ˜2
− λζ˜√
2x˜
σˆ − k23 + ikˆ1)(
∂2
∂ζ˜2
− k23)v˜0 = −
λζ˜
x˜
k23u˜0,
(
∂2
∂ζ˜2
− λζ˜√
2x˜
σˆ − k23 + ikˆ1)u˜0 = λv˜0.
 (2.6.46)
The boundary conditions are
u˜0 = v˜0 = 0 at ζ˜ = 0; u˜0 → 0, v˜0 → 0 as ζ˜ →∞. (2.6.47)
For x˜ = O(1), the local boundary-layer thickness
δ = (νx∗/U∞)
1
2 = G
1
2
ΛΛx˜
1
2 , i.e. δ/Λ ∼ G 12Λ,
and the Go¨rtler number defined in Denier et al. (1991) is
GH = O(G
2
θ) = O(G
5
2
Λx˜
3
2 ).
Thus the spanwise wavenumber non-dimensionalised by δ is
δ/Λ = O(G
1
5
H).
As is indicated by (2.6.44), the growth rate normalised by x∗ is of O(G
3
2
Λ) = O(G
3
5
H) =
O(G
6
5
θ ). Therefore, the present regime corresponds to the most unstable regime of Go¨rtler
vortices identified by Denier et al. (1991) and Timoshin (1990). The present formulation
consists of a generalization to include the unsteadiness. It may be worthy noting that the
growth rate non-dimensionalised by x∗ acquires different orders of magnitude in different
regimes. However, the growth rate normalised by the same reference length, Λ say, remains
of the same order of magnitude, namely
σ∗Λ = O(G
1
2
Λ/RΛ) = O(
√
Λ/r∗0 ), (2.6.48)
throughout the inviscid and the most unstable regimes.
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Further downstream, when
x˜ = O(GΛ), δ/Λ = O(G
1
4
H), (2.6.49)
the perturbation enters the right-hand branch regime, in which Go¨rtler vortices attenuate
and finally decay (Hall 1982).
2.7 Numerical methods
2.7.1 Numerical method for the initial-boundary-value problem
For computational purpose, it is convenient to write uˉ = 2xˆuˉ. Then setting
∂uˉ
∂η
= fˉ ,
∂wˉ
∂η
= gˉ,
equations (2.4.9)–(2.4.12) is recast as a system of six first-order partial differential equa-
tions, which may be written in the matrix form
∂U
∂η
= c0U+ c1
∂U
∂xˆ
, (2.7.1)
whereU = {uˉ, vˉ, wˉ, fˉ , pˉ, gˉ}T , c0 and c1 are 6× 6 coefficient matrices,
c0 =

0 0 0 1 0 0
−2 0 −1 η 0 0
0 0 0 0 0 1
2xˆK + 2F ′ − ηF ′′ F ′′ 0 −F 0 0
K0 −2xˆK + F ′ −F −1 0 −1
0 0 2xˆK 0 2xˆk23 −F

,
c1 =

0 0 0 0 0 0
−2xˆ 0 0 0 0 0
0 0 0 0 0 0
2xˆF ′ 0 0 0 0 0
−2xˆ(F − ηF ′) −2xˆF ′ 0 −2xˆ 0 0
0 0 2xˆF ′ 0 0 0

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with K0 = −3(F − ηF ′) + (2xˆ)ηK − 2GF ′(2xˆ)3/2, and K = −ikˆ1 + k23 .
We apply the second-order central difference scheme in the normal direction, i.e.
Uj+1 −Uj = h
2
(U′j+1 +U
′
j) +O(h
3), (2.7.2)
where h = ηj+1 − ηj , and a prime indicates differentiation with respect to η. By using
(2.7.2), equation (2.7.1) can be rewritten as[
I − h
2
cj+10
]
Uj+1 +
[
− I − h
2
cj0
]
Uj =
h
2
(
cj+11
∂Uj+1
∂xˆ
+ cj1
∂Uj
∂xˆ
)
, (2.7.3)
where I is the 6× 6 identity matrix.
A second order accurate backward differencing scheme is used in the streamwise direc-
tion to approximate ∂Un+1/∂xˆ,
∂Un+1
∂xˆ
= γUn+1 + fn+1d +O((Δxˆ)
2), (2.7.4)
where Δxˆ = xˆn+1 − xˆn, and
fn+1d = −(α0Un + α1Un−1).
If we choose γ = 3
2Δxˆ
, α0 =
2
Δxˆ
, α1 = − 12Δxˆ , then discretization is of second-order
accuracy. For convenience, we rewrite the discretized equations in the following form,
[
I − h
2
cj+1
]
Uj+1 +
[
−I − h
2
cj
]
Uj =
h
2
(gj+1 + gj), (2.7.5)
where cj+1 = cj+10 + γc
j+1
1 is evaluated at xˆn+1,U stands forUn+1 and gj = c
j
1f
n+1
d .
In order to march downstream, the values of U at the first two steps are specified by
using the composite solution (2.4.26)-(2.4.27) or (2.4.23)–(2.4.25). Alternatively, the com-
posite solution is used to evaluate U0, while U1 is calculated by dividing the step Δxˆ
into ten sub-steps and using a first-order difference scheme (Euler’s Method) for ∂U/∂xˆ,
i.e. by choosing γ = 1
0.1Δxˆ
, α0 =
1
0.1Δxˆ
and α1 = 0. Values of U at subsequent mesh
points can be calculated using the second-order scheme. Typically, the marching starts from
xˆ = 0.003, and the step sizeΔxˉ = 10−3. The numerical solution overlaps (2.4.26)-(2.4.27)
for 0.003 < xˆ ≤ 0.005, indicating that the choice of the starting point is appropriate.
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2.7.2 Numerical method for solving the local eigenvalue problem
Aswith the initial-boundary-value problem, equations (2.5.2)–(2.5.7) (or (2.5.10)–(2.5.15))
can be written in the matrix form
∂U˜
∂η
=MU˜, (2.7.6)
where U˜ = {u˜, v˜, w˜, f˜ , p˜, g˜}, andM denotes the coefficient matrix of the system of six first
order ordinary differential equations. After applying the finite-difference scheme (2.7.2) to
(2.7.6), the discretized system may be written as
(I − h
2
Mj+1)U˜j+1 − (I + h
2
Mj)U˜j = 0,
whereMj denotes the value ofM at the mesh point j.
The eigenvalue σ can be found by the condition that the determinant of the block matrix,
which is comprised of Mj , the far-field condition on the top and the wall condition at the
bottom, must vanish. This is implemented by a numerical procedure consisting of Gaussian
elimination to convert the block matrix to the upper triangular form, and a Newton-Raphson
iteration on σ, which makes the last diagonal element of the upper triangular matrix equal
zero.
2.7.3 Validation
As a check of our codes, we first reproduce the results of LWG, which were obtained by
using a numerical method quite different from ours. LWG’s formulation is for unsteady free
stream turbulence interacting with the boundary layer over a flat plate, which corresponds
to Go¨rtler number being zero in our formulation. For the purpose of calculating both steady
and unsteady Go¨rtler vortices, the parameter κ and κ2 in LWG’s formulation are replaced
by kˆ1, k2 and k3 in our formulation. By replacing uˉwith kˆ1uˉ, k23=kˆ1κ2, xˉ = kˆ1xˆ, and setting
the Go¨rtler number GΛ = 0, equations (2.4.9)–(2.4.12) reduces to (5.2)–(5.5) of LWG.
Figure 2.4 presents the downstream development of the maximum streamwise veloc-
ity, attained at η = 1.64 approximately, for different κ values. The maximum streamwise
velocity initially increases with decreasing κ value; as κ reduced further, the maximum
streamwise velocity also decreases. For a fixed κ (say κ = 0.1), the streamwise veloc-
ity grows linearly with xˉ for relatively small xˉ, and decreases to zero rapidly. This kind
of eventual decay is caused by the spanwise ellipticity effect. Figure 2.5 shows the dis-
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Figure 2.4: |uˉ| at η = 1.64 calculated from different values of κ ≤ 1.0 with κ2 = −κ using
equations (2.4.9)–(2.4.12).
tributions of the streamwise and spanwise velocities at different downstream locations. It
is known that the profile of the streamwise velocity given by LUBL is valid for relatively
small xˉ. However, the shape of the profile does not change significantly when xˉ becomes
relatively large as indicated in figure 2.6
Figures 2.4–2.6 are in exact agreement with the results as shown in Figures 3-4 and
Figures 6-7 of LWG, thereby giving us the confidence in our own codes.
2.8 Results and comparisons with experiments
Since the majority of experiments were conducted on a curved plate with a constant cur-
vature, our calculations will be carried out for this special case, even though the nu-
merical method is applicable to a curved wall with a varying curvature. With the non-
dimensionalisation adopted, the spanwwise wavenumber k3 = 1. We set k2 = −1, which
serves as a representative case.
2.8.1 Steady Go¨rtler vortices
In this section, we present results on the response of the boundary layer over a curved plate
with a constant curvature to steady free-stream disturbances (kˆ1 = 0.0). The particular in-
terest is in the generation of steady Go¨rtler vortices. For the purpose of observing the effect
of curvature on the boundary-layer response to free-stream disturbances, the downstream
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Figure 2.5: Profiles of the streamwise and spanwise velocities of the perturbation at the
indicated values of xˉ for κ = 1.0, κ2 = −1.0.
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Figure 2.6: Profiles of |uˉ|/|uˉ|max at indicated xˉ for κ = 1.0, κ2 = −1.0.
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Figure 2.7: |uˉ|max and ln |uˉ|max calculated for different values of Go¨rtler number GΛ with
kˆ1 = 0.0, k2 = −1.0 and k3 = 1.0.
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Figure 2.8: Comparison of the growth rates as predicted by nonparallel eigenvalue approach
(σ, dashed line) and by initial-value approach ( 1
uˉ
duˉ
dxˆ
at η = 1.64, solid line) for kˆ1 = 0.0,
k2 = −1.0, k3 = 1.0 and different values of GΛ as indicated in the plot.
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Figure 2.9: Comparison of streamwise and spanwise perturbation velocity profiles pre-
dicted by nonparallel eigenvalue and initial-value approaches. Top row: xˆ = 1.0; bottom
row: xˆ = 4.0. The parameters are kˆ1 = 0.0, k2 = −1.0, k3 = 1.0 and Go¨rtler number
GΛ = 20.0 .
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Figure 2.10: Comparison of the streamwise and spanwise velocity profiles (at xˆ = 1.0)
predicted by the nonparallel eigenvalue and initial-value approaches. The parameters are
kˆ1 = 0.0, k2 = −1.0, k3 = 1.0 and Go¨rtler number GΛ = 200.0 (top), and 100.0 (bottom).
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Figure 2.11: Downstream development of normalised streamwise and spanwise velocities
at indicated values of xˆ, with kˆ1 = 0.0, k2 = −1.0, k3 = 1.0 and Go¨rtler number GΛ=
100.0 .
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development of the maximum streamwise perturbation velocity,
|uˉ|max = max
η
|u|,
for different Go¨rtler numbers is displayed in figure 2.7. For sufficiently small Go¨rtler num-
bers, the streamwise perturbation velocity initially grows then decreases to zero. The re-
sponse is primarily streamwise streaks, enhanced by the centrifugal force. However, as the
Go¨rtler number GΛ exceeds a critical value of about 12, the velocity exhibits continued
growth with the downstream distance. The growth appears to be exponential as indicated
by the corresponding logarithmic plots in figure 2.7. This prompts us to associate the ampli-
fying disturbance with unstable Go¨rtler vortices. In order to establish the link, we solve the
(composite) local eigenvalue problem (2.5.2)–(2.5.7), in which the perturbation is assumed
to be of the form f(η)eσxˆ, where σ represents the local growth rate.
Figure 2.8 shows the eigenvalue σ against xˆ, and the local growth rate, 1
uˉ
duˉ
dx
, obtained
from the initial-value calculation (marching). The two converge as the disturbance develops
downstream, confirming that the perturbation gradually develops into an eigenmode. The
growth rate of the perturbation increases with the Go¨rtler number, indicating that as the
plate becomes more curved, the flow becomes more unstable as expected.
Figure 2.9 compares the local eigenfunctions with the velocity profiles predicted by the
initial-value formulation at two different downstream locations. At xˆ = 1.0, the streamwise
velocity has already acquired modal shape, but the spanwise velocity differs appreciably
from the eigenfunction. At xˆ = 4.0, both velocity profiles become almost indistinguishable
from the corresponding eigenfunctions. The agreement on eigenfunctions indicate that per-
turbation evolves into eigenmode and eigenvalue formulation is valid for relatively large
downstream distances. For larger GΛ, the perturbation acquires the character of eigen-
modes earlier, as shown in figure 2.10. For instance, for GΛ = 100, both spanwise and
streamwise velocities have already converged to their eigenfunctions at xˆ = 1.
Figure 2.11 displays the streamwise velocity profiles at different xˆ. The peak position
of the streamwise velocity approaches to the the wall as the flow develops downstream,
in consistent with the analysis of §2.6 and Denier et al. (1991), which indicates that the
perturbation tends to concentrate in a wall layer.
There exist somewhat different eigenvalue formulations. The parallel theory neglects
the streamwise variation of the base flow as well as the small transverse velocity com-
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Figure 2.12: Growth rates predicted by different parallel and nonparallel theories as well
as by initial-value calculation, when kˆ1 = 0.0 and GΛ=89.5 (corresponding to Gb ≈ 15 in
the paper of Boiko et al. (2007, 2010) )
ponent, that is, the base flow is taken to be {F ′(η), 0, 0}. For the so-called most un-
stable modes, which concentrate in the viscous sub-layer, the profile can be simplified to
{λη, 0, 0}, where λ refers to the wall shear (Denier et al. 1991). In the non-parallel flow
formulation, both the streamwise variation of the base flow and the transverse velocity are
included, i.e. the base flow is taken to be {F ′(η), 1
RΛ
( 1
2xˆ
)
1
2 (ηF ′ − F ), 0}. The perturbation
may be assumed to be of the form f(y) exp{∫ xˆ σdxˆ} or f(η) exp{∫ xˆ σdxˆ}, leading to the
η-based and y-based non-parallel formulations respectively. None of these formulations
are strictly justifiable for finite Go¨rtler numbers, and so their relative merit can only be
assessed by comparing with the initial-value calculation results.
Figure 2.12 displays the growth rates predicted by different local eigenvalue theories
and the initial-value formulation where we choose GΛ = 89.5 corresponding to one of
the experimental condition of Boiko et al. (2010). For xˆ ≥ 0.3, they all give qualita-
tively similar results, but there still exists appreciable quantitative difference. The η-based
non-parallel theory appears to match with the initial-value prediction best. Somewhat sur-
prisingly, the parallel theory, employing either the full Blasius solution or its approximation
U = λη, gives a more accurate result than the y-based non-parallel theory does. As ex-
pected, the difference between different formulations diminishes as xˆ increases. The local
eigenvalue problems admit multiple modes. The growth rates of the second mode calcu-
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lated by using parallel and (η-based) non-parallel theories, are displayed in figure 2.12. Ob-
viously, the second mode remains less unstable than the first mode at all distances. Figure
2.13 shows the comparison between the normalised eigenfunctions and normalised veloc-
ity profiles from initial-value calculation at the indicated values of xˆ, confirming again that
the perturbation induced by FST develops into an eigenmode downstream.
Figure 2.12 indicates also that for a given GΛ, the growth rate predicted by all local in-
stability theories would decrease and eventually become negative as xˆ decreases, implying
that a critical local Go¨rtler number Gθ exists for instability. As GΛ is varied continuously,
the loci of each criticalGθ and the corresponding local wavenumber forms the lower-branch
of the neutral curve. However, these critical Gθ must be suspected because the eigenvalue
approach becomes invalid close to the leading edge, where the initial-value formulation is
needed. Different upstream conditions would then give arise to different critical Gθ (Hall
1983). With the present upstream and far-field conditions, appropriate for free-stream vor-
tical disturbances, the boundary-layer signature amplifies monotonically, that is, a minimal
Gθ is not required for instability and hence a lower-branch of the neutral curve does not
even exist. In contrast, in the case of Go¨rtler vortices developed from an artificially im-
posed upstream condition (Hall 1983), or from the forcing of surface roughness (Denier
et al. 1991; Bassom and Hall 1994) or from spanwise non-uniformity of the oncoming flow
(Hall 1990), a critical Gθ is identified, implying that the induced perturbation experiences
a period of transient decay before it starts to amplify. It may therefore be inferred that FST
is particularly effective in generating Go¨rtler vortices. It is perhaps not surprising that there
has never been any report of transient decay being observed in experiments.
The local eigenvalue problems admit multiple modes. The growth rates of the second
mode predicted by using the parallel and (η-based) non-parallel theories, are displayed in
figure 2.12. The second mode remains less unstable than the first mode at all distances. The
eigenfunctions of the second mode are displayed in figure 2.14. The streamwise/spanwise
profiles of the second mode have two/three maximas as opposed to one/two maxima for the
first mode.
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Figure 2.13: Normalised streamwise and spanwise velocity profiles predicted by different
parallel and nonparallel theories at xˆ = 0.6241494 (top) and xˆ = 8.0 (bottom) forGΛ=89.5,
which corresponds to Λb = 149 in Boiko et al. (2010).
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Figure 2.14: Normalised streamwise and spanwise velocity profiles of the second mode
predicted by parallel and nonparallel theories at xˆ = 0.6241494 (top) and xˆ = 8.0 (bottom),
for GΛ=89.5, which corresponds to Λb = 149 in Boiko et al. (2010).
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Detailed measurements of Go¨rtler vortices were conducted by Tani (1962) on two
concave-wall models, which have radii of curvature of 5 and 10 metres respectively. The
streamwise gradient of the free-stream velocity was eliminated within the accuracy of
measurements so that the base flow corresponds to a Blasius boundary layer. Station-
ary vortices were observed whose spanwise wavelength Λ remains fixed as the pertur-
bation evolves downstream. When the radius of curvature is 10 meters, and the free
stream velocity U∞ = 11m/s, a spanwise wavelength λz = 2.1cm was observed. The
streamwise velocity of the vortices was measured at locations between x∗ = 30cm and
x∗ = 120cm. No vortex generator was employed, and it was most likely that vortices
were excited by free-stream disturbances, which were later found to be a dominant source
of Go¨rtler vortices in addition to wall roughnesses (Swearingen and Blackwelder 1987,
Kottke 1988, Crane and Sabzvari 1982). It is therefore appropriate to compare our theo-
retical results with the experiment data of Tani (1962). For that purpose, we need to figure
out the corresponding Go¨rtler number GΛ and the downstream locations xˆ in our formula-
tion. We first calculate the Reynolds number pertaining to the experiment of Tani (1962),
RΛ = U∞Λ/ν = U∞λz/(2πν) = 2.298 × 103, where we take ν = 1.6 × 10−5m2/s, the
kinematic viscosity coefficient of dry air at the pressure of one atmosphere at 30◦C (Batch-
elor 1967). The Go¨rtler number isGΛ = R2Λ/rˉ0 = R2Λλz/(2πr∗0) = 1765. The dimensional
downstream distance x∗ is related to the dimensionless distance xˆ via the relation
xˆ = x∗/(ΛRΛ) = 2πx∗/(RΛλz). (2.8.1)
The measurement locations at x∗ = 30cm, 50cm, 90cm and 120cm thus correspond to xˆ =
0.03906, 0.065, 0.1172 and 0.1562 respectively.
The data in figure 5 of Tani (1962) is converted to ln(|uˉ|max/|uˉ|30), and is compared
in figure 2.15 with the theoretical prediction by the initial-value approach, where |uˉ|30 de-
notes the maximum value of uˉ at x∗ = 30cm. A good agreement is noted. This indicates
that the initial-value approach describes the development of Go¨rtler vortices very well even
at small distances to the leading edge. To the best of our knowledge, this is the first time
that a quantitatively accurate prediction of the amplitude development of steady Go¨rtler
vortices is made. Crucial to the present success is the inclusion in our formulation of the
relevant receptivity process. In figure 2.16, we compare the amplification rate given by the
initial-value calculation with the non-parallel viscous and parallel inviscid eigen solutions.
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U∞(m/s) RΛ GΛ Measurement locations (xˆ)
10 1804 2192 0.0731 0.1158 0.1589 0.2012 0.2444 0.2854
7.5 1344 1222 0.0978 0.1549 0.2126 0.2692 0.3269 0.3819
Table 2.1: Parameters pertaining to the experiments of Finnis and Brown (1997).
The agreement is rather poor for xˆ ≤ 0.10, but the discrepancy decreases rather rapidly as
xˆ increases, and a reasonably close agreement is observed for xˆ > 0.12. This feature is ex-
pected since the eigenvalue approach cannot describe the development of Go¨rtler vortices
at small distances, where an initial-value formulation is required. The eigenvalue approach
becomes tenable only at large downstream distances, where non-parallelism becomes a
secondary effect. Interestingly, the eigenvalue given by the inviscid parallel theory agrees
better with the initial-value prediction. It is important to point out that the inviscid eigen-
value, to which the initial-value solution converges, is the second most unstable mode rather
than the most unstable exact solution (2.6.37). The latter is not excited by FST because it
cannot be traced back to any of asymptotic eigen modes. It may therefore be concluded
that excitation of asymptotic modes is a vital necessary process in the receptivity of Go¨rtler
vortices to FST.
In figure 2.17, the normalised streamwise velocity profiles obtained from the initial-
value and eigenvalue calculations are compared with the measurement of Tani (1962). As
is illustrated, the agreement is excellent at all four measurement locations including even
at the first one xˆ = 0.039, indicating that the disturbance acquires the modal shape fairly
quickly.
A set of up-to-date experimental data was provided by Finnis and Brown (1997). Their
measurements were made over a concave wall with radius of curvature of 4 meters for
two free-stream velocities U∞ = 10m/s and 7.5m/s. The kinematic viscosity extracted
from their experiment is 1.50 × 10−5m2/s. and the spanwise wavelength λz was found
to be approximately 17 mm. Finnis and Brown measured the amplitude of the maximum
streamwise velocity of steady Go¨rtler vortices at six downstream locations, x∗ = 356mm,
564mm, 774mm, 980mm, 1190mm and 1390mm. The corresponding Reynolds and Go¨rtler
numbers as well as the non-dimensional streamwise locations are listed in table 2.1. In
figure 2.18, we compare the amplitude evolution predicted by the initial-value approach
with the experiment results for both U∞ = 10m/s and U∞ = 7.5m/s cases. Because the
data on the free-streamwise disturbance in the experiment is not available, the absolute
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amplitude of Go¨rtler vortices cannot be predicted. The theoretical result was re-scaled to
fit the measured value at the first location. There is a fairly good agreement up to the third
measurement location. The disturbance evolves linearly during this stage. However, as it
amplifies, nonlinearity comes into play causing the amplitude to saturate.
Finnis and Brown (1997) also extracted growth rates of Go¨rtler vortices from the ampli-
tudes (apparently at the first three measurement locations). Their data is compared with the
linear growth rate of steady Go¨rtler vortices predicted by various theories; see figure 2.19.
For xˆ ≤ 0.05, the initial-value prediction is quite different from the eigenvalue, which is
rather expected since the disturbance has not yet acquired a modal character. All theories
give qualitatively similar results as Go¨rtler vortices emerge. In particular, the growth rate
predicted by the initial-value approach is very close to the measurement within the first
three locations. The error appears to be less than 10%, which is probably within the exper-
imental uncertainty. The η-based non-parallel stability theory appreciably under predicts
the growth rate, while the y-based stability calculation of Finnis and Brown (1997) over
predicts. A similar observation was made by Bottaro and Luchini (1999). Interestingly,
the inviscid instability theory, which neglects both viscosity and non-parallelism, outper-
forms either of the non-parallel theories in the range covering the first three measurement
locations. Inspecting figures 2.16 and 2.19, one notes that the difference between the initial-
value and the parallel inviscid approaches increases with GΛ. This is because there is an
O(G
1/3
Λ ) error in the first-order expansion for the growth rate G
1/2
Λ σˆ as is indicated by
(2.6.32).
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Figure 2.15: Comparison of the downstream development of the maximum streamwise
velocity predicted by the initial-value approach with the experiment data of Tani (1962).
The parameters are GΛ = 1765.0, kˆ1 = 0.0, k2 = −1.0 and k3 = 1.0.
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Figure 2.16: Comparison of the growth rate predicted by the initial-value approach and by
the nonparallel eigenvalue theory. The parameters are GΛ = 1765.0, kˆ1 = 0.0, k2 = −1.0
and k3 = 1.0.
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Figure 2.17: Comparison of normalised streamwise velocity obtained from the initial-value
and eigenvalue calculations with the experiment data of Tani (1962). The parameters are
GΛ = 1765.0, kˆ1 = 0.0, k2 = −1.0 and k3 = 1.0 at xˆ = 0.03906 (top left), xˆ = 0.065 (top
right), xˆ = 0.1172 (bottom left) and xˆ = 0.1562 (bottom right).
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Figure 2.18: Comparison of downstream development of the maximum streamwise veloc-
ity predicted by initial-value approach with experiment data of Finnis and Brown (1997)
for U∞ = 10m/s (left) and U∞ = 7.5m/s (right). The parameters are GΛ = 2192 (left),
GΛ = 1222 (right), kˆ1 = 0.0, k2 = −1.0 and k3 = 1.0.
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Figure 2.19: Comparison of the growth rate predicted by initial-value approach, nonparallel
eigenvalue theory, inviscid approach and the experiment data of Finnis and Brown (1997).
The parameters are GΛ = 2192 (left), GΛ = 1222 (right), kˆ1 = 0.0, k2 = −1.0 and
k3 = 1.0.
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Figure 2.20: ln |uˉ|max v.s. xˆ for different frequencies with GΛ = 89.5. The frequencies
in the plot (top to bottom ) correspond to 0, 5.67, 8.0, 12.0, 20.0 and 40.0 in Boiko et al.
(2007, 2010)
2.8.2 Unsteady Go¨rtler vortices
In this section, we present results on the response of the boundary layer over a curved plate
to unsteady free-stream disturbances (kˆ1 6= 0). The particular interest is in the generation
of unsteady Go¨rtler vortices. The parameters to be used in the calculation are chosen to
correspond to those in the two recent papers of Boiko et al. (2007, 2010), who have carried
out theoretical and experimental investigations of unsteady Go¨rtler vortices. They define
the Go¨rtler number and the dimensionless spanwise wavelength by
Gb =
U∞δ∗
ν
√
δ∗
r∗0
, Λb =
U∞λz
ν
√
λz
r∗0
, (2.8.2)
where δ∗ is the boundary-layer displacement thickness, and r∗0 the radius of the wall curva-
ture. Gb and Λb are related to GΛ and RΛ via
GΛ = Λ
2
b/(2π)
3, RΛ = Λb(r
∗
0/λz)
1
2/(2π). (2.8.3)
Using the definition for the boundary-layer displacement thickness,
δ∗ = Λ
∫ ∞
0
(1− U)dy = Λ
√
2xˆ
∫ ∞
0
(1− F ′)dη = Λβ
√
2xˆ, (2.8.4)
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Figure 2.21: Growth rates predicted by local instability theories and comparison with the
initial-value prediction. The parameters are taken to be kˆ1 = 3.33604, GΛ=89.5 (corre-
sponding to Λb = 149 and F = 5.67 in Boiko et al. (2007, 2010)).
in (2.8.3), we find the relation between xˆ and Gb,
xˆ = 2π2(Gb/Λb)
4/3/β2. (2.8.5)
In the experiment of Boiko et al. (2010), a non-dimensional frequency
F = 2πf ∗ν/U 2∞ × 106
was used, where f ∗ is the dimensional frequency in Hertz. The frequency parameter kˆ1 in
our formulation is related to F by
kˆ1 = R
2
ΛF × 10−6. (2.8.6)
Figure 2.20 shows the development of the maximum streamwise perturbation velocity
for different frequencies. Clearly, the response becomes weaker as the frequency is in-
creased. For zero and moderate frequencies, the perturbation induced within the boundary-
layer experienced substantial amplification. The logarithmic plots indicate that the growth
is exponential, suggesting that the perturbation evolves into unsteady Go¨rtler vortices. This
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Figure 2.22: Comparison of the streamwise and spanwise velocity profiles predicted by the
initial-value approach with the eigenfuctions of different parallel and non-parallel theories
at xˆ = 0.624, 4.0 and 8.0. The parameters are GΛ=89.5 and kˆ1 = 3.336 (corresponding to
Λb = 149 and F = 5.67 in Boiko et al. (2007, 2010)
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Figure 2.23: Comparison of the streamwise velocity profiles predicted by the initial-value,
parallel and non-parallel theories with the measurements of Boiko et al. (2010) at xˆ = 0.378
(left), 0.749 (right) for kˆ1 = 3.336 and GΛ = 89.5 (Λb = 149, F = 5.67).
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Figure 2.24: Development of unsteady Go¨rtler vortices and comparison with the experi-
ment of Boiko et al. (2010). The parameters are GΛ = 89.5 and kˆ1 = 3.336 ( Λb = 149
and F = 5.67).
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Figure 2.25: Growth rates (a) and phase speeds (b) of unsteady Go¨rtler vortices predicted
for different frequencies and comparison with the experimental data at xˆ = 0.62. The
parameters are GΛ = 89.5 and Λb = 149.
will be confirmed by comparing with eigenvalues and eigenfunctions.
The growth rates of unsteady Go¨rtler vortices, predicted by different theories, are dis-
played in figure 2.21. As with the steady case, higher modes exist. For moderate values
of xˆ (xˆ ≤ 5), they have much smaller growth rates than the first mode, as has been found
by Boiko et al. (2010). However, further downstream (xˆ ≥ 5), the second mode becomes
more unstable. The amplification rate predicted by the initial-value approach is seen to be
reasonably close to those given by the eigenvalue approaches for 0.5 ≤ xˆ ≤ 4.0. Over
this region, the boundary-layer signature is dominated primarily by the first mode. The
second-mode is of course also excited, but is negligibly small owing to its small amplifica-
tion rate in the upstream region. However, for the unsteady case, the residual second-mode
will eventually overtake the first mode at modestly large downstream distances, since it
becomes more unstable while the latter starts to decay. As a result, the perturbation ap-
proaches asymptotically the second-mode at large downstream distances as shown in the
figure.
Figure 2.22 shows the profiles of the streamwise and spanwise velocities at three dif-
ferent locations. At xˆ = 0.62, the streamwise velocity profile has already acquired the
character of the local eigenfunction, but the spanwise velocity is still influenced by the
forcing from the free-stream, as is indicated by its finite amplitude at large η. At xˆ = 4.0,
both streamwise and spanwise profiles are well represented by the eigenfunctions of the
first mode. At xˆ = 8.0, the velocity profiles acquired the character of the second mode.
2.8 Results and comparisons with experiments 76
We now focus on the disturbance with F = 5.67 or kˆ1 = 3.336, for which Boiko et al.
(2010) measured the streamwise velocity profiles at locations corresponding to xˆ = 0.378,
0.526 and 0.749 as well as the amplitude development. We calculated the streamwise ve-
locity profiles at these locations using the parallel and non-parallel (η-based) instability
theories. The results are compared with the experimental data in figure 2.23. The agree-
ment is fairly good even for quite small downstream distance xˆ = 0.378 and improves
as xˆ increases. It is hardly possible to tell which theory is the best. The close agree-
ment indicates that the modal shape of the streamwise velocity is only slightly affected by
non-parallelism. Figure 2.24 presents the evolution of the amplitude of unsteady Go¨rtler
vortices. The theoretical prediction by the initial-value approach is compared with the ex-
perimental data. The agreement is good when the perturbation has acquired the character
of Go¨rtler vortice, which is signaled by the exponential growth. The initial phase of the de-
velopment is however not captured by the theory. This is because in the experiment Go¨rtler
vortices are excited by spanwise periodic blowing/suction imposed on the wall rather than
by a free-stream convected gust assumed by the theory. The discrepancy highlights once
again the importance of including the receptivity process in the formulation if the entire
evolution of the boundary-layer signature is to be predicted.
Finally, we computed the instability characteristics of unstable Go¨rtler vortices for a
range of frequencies, and the results are shown and compared with the experiment in figure
2.25 for xˆ = 0.62, where the perturbation just enters the phase of modal development as
figure 2.24 implies. The growth rate decreases with the frequency with steady vortices
being the most unstable. The predictions by the initial-value approach and the parallel
instability theory are in reasonable agreement with the experiment data with an error less
than 10% (figure 2.25a). The η- and y-based nonparallel theories are both are less accurate
with an error of about 15%, and they under- and over-predict the growth rate respectively.
The predictions by different approaches for the phase speed exhibit closer agreement (figure
2.25b). Overall, the phase speed is less sensitive to the non-parallel-flow effect.
Our theoretical results suggest that unsteady Go¨rtler vortices can be excited by FST.
Surprisingly, only a few laboratory observations of such vortices have been reported. These
include the laser-Doppler measurements carried out byWinoto and Crane (1980) and Crane
and Sabzvari (1982), which revealed that vortices may undergo slow, small-amplitude span-
wise meandering, and the hot-wire measurements of Volino and Simon (2000), which de-
tected a significant level of low-frequency fluctuations. Floryan (1991) mentioned a similar
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finding by Ito in 1991 (unpublished). In typical experimental settings, vortices oscillate
in the frequency band below 10Hz, and hence are distinctively different from the sec-
ondary instability of Go¨rtler vortices, whose characteristic frequency is about two orders
of magnitude higher. However, such low-frequency fluctuations are not readily detected by
usual surface visualisation techniques (Schultz and Volino 2003). We hope that the present
theoretical work would stimulate further investigations of the possible unsteady nature of
Go¨rtler vortices.
2.9 Summary and discussions
It is well known that Go¨rtler instability should, in the generic regime where the spanwise
wavelength is comparable with the local boundary-layer thickness, be formulated as an
initial-value as opposed to an eigenvalue problem (Hall 1983). This implies that specifi-
cation of appropriate initial and boundary conditions is of fundamental importance. Those
conditions could only be provided by studying the receptivity of the boundary layer to rel-
evant external disturbances. In this chapter, we considered the receptivity to steady and
unsteady vortical disturbances in the free stream, which experiments show to be a key
agent exciting Go¨rtler vortices. The present work relies heavily on that of LWG, which is
concerned with generation of streaks in a flat-plate boundary layer by FST. As in LWG,
attention is focussed on components with a long streamwise wavelength because they are
entrained into the boundary layer most effectively. The initial-boundary-value problem de-
scribing both the excitation and subsequent evolution of Go¨rtler vortices consists of the lin-
earised boundary-region equations (but including the centrifugal force), and the upstream
and far-field boundary conditions, which turn out to be the same as those given by LWG.
The initial-value problem was solved numerically for different values of the Go¨rtler
number GΛ. For a sufficiently small GΛ, the induced boundary-layer signature exhibits
essentially the same characteristics as streaks occurring in the flat-plate case: the stream-
wise velocity amplifies and then decays. When GΛ exceeds a critical value, the induced
perturbation undergoes (quasi-)exponential growth. By comparing with the predictions by
ad-hoc local parallel and non-parallel instability theories, it is found that the perturbation
evolves to acquire the modal shape of Go¨rtler vortices rather quickly, but its growth rate
differs appreciably from that given by the local eigenvalue approach. Nevertheless, the
overall agreement with, and the eventual convergence to, the eigenvalue at large distances
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downstream indicate that Go¨rtler vortices have been excited by free-stream disturbances.
The amplitude of the Go¨rtler vortices excited is found to decrease with the frequency with
steady vortices generated by steady components of free-stream disturbances being domi-
nant. The present free-stream vortical disturbances turn out to be more effective in gen-
erating Go¨rtler vortices than other forms of external disturbances (e.g. surface roughness
or spanwise non-uniformity of the oncoming flow) because the induced boundary-layer
signature amplifies monotonically without going through transient decay.
In order to provide useful insights into the initiation and evolution of Go¨rtler vortices,
an asymptotic analysis is performed on the assumption that GΛ À 1. Distinct regimes
through which a disturbance with a fixed spanwise wavelength evolves were mapped out.
Over the distance x∗ ¿ ΛRΛG−2/3Λ to the leading edge, the signature induced by free-
stream disturbances is the same as streaks in the flat-plate boundary layer. The centrifugal
force enters the play at x∗ ∼ ΛRΛG−2/3Λ by influencing the generation of the pressure but
without affecting the velocity field to leading order. When x∗ ∼ ΛRΛG−2/5Λ , the induced
pressure leads to full coupling of the momentum equations with non-parallelism appearing
at leading order. This is the crucial regime linking the pre-modal and modal phases of the
perturbation because the governing equations admit a countable set of growing asymptotic
eigen solutions, which develop into fully fledged Go¨rtler vortices of inviscid nature when
x∗ ∼ ΛRΛ. From this position onwards, local eigenvalue formulations are mathematically
justified because the non-parallelism becomes a secondary effect. The generated Go¨rtler
vortices continue to amplify and enter the most unstable regime when x∗ ∼ ΛRΛGΛ, and
ultimately approach the right-branch regime when x∗ ∼ ΛRΛG2Λ.
In this chapter, we have made comprehensive quantitative comparisons with available
experimental data. Satisfactory agreements were noted, indicating that the initial-value
approach can accurately predict the entire evolution of the amplitude as well as the modal
shape. The initial-value formulation provides an appropriate yardstick against which the
validity and relative merit of the ad hoc local parallel and non-parallel instability theories
can be assessed. The latter become valid at sufficiently large distances downstream, and are
found to predict the modal shape adequately at moderate distances for GΛ values typical
of experiments. The growth rate is however predicted less accurately. Interestingly, it is
found that inclusion of non-parallelism in the eigenvalue formulation does not necessarily
lead to an improved result; the non-parallel theory in which the eigen function is taken to
be dependent on y is less accurate than the parallel theory.
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Chapter 3
Crossflow Vortices
3.1 Introduction
In this chapter, we consider instability and receptivity of three-dimensional boundary lay-
ers, which exist on swept surfaces or rotating disks. The inviscid streamline at the edge
of the boundary layer is usually curved due to the combined effects of the sweep and the
chordwise pressure gradient, or in the case of a rotating disk, due to the imposed circum-
ferential motion. Crossflow appears in boundary layers on swept surfaces or rotating disks
due to the imbalance between the centripetal force and the pressure gradient in the so-called
crossflow direction, i.e. the direction perpendicular to the inviscid streamline (Saric et al.
2003). In the inviscid region, the centripetal force is balanced with the pressure gradi-
ent so that the crossflow velocity is zero. Inside the boundary layer, the pressure remains
unchanged, however the centripetal force decreases approaching the wall. Due to the im-
balance between the two forces, a crossflow must be formed. At the wall, the crossflow
velocity is also zero due to the no-slip boundary condition. Therefore, between the wall
and the far field, an inflectional point will exist in the crossflow profile. According to the
inflection point theorem in linear inviscid stability theory of parallel flows, established first
by Rayleigh (1880) and extended later by Tollmien (1935), instability may occur in the
presence of a crossflow (Gregory et al. 1955). The instability leads to the formation of
crossflow vortices. Similar to Go¨rtler vortices, the crossflow vortex pattern also appears
more-or-less periodic in the spanwise direction with a discernable wavelength, which is,
for fully developed vortices, of the same order of magnitude as the local boundary layer
thickness. But, unlike Go¨rtler vortices which are counter rotating, crossflow vortices all ro-
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tate in the same direction with the axes being nearly parallel to the free streamline. While
the instability mechanism sustaining the vortices is well understood qualitatively at least
over the majority of the flow field, a quantitative prediction of crossflow instability is quite
a challenge because of three-dimensional nature of the base flow and the non-parallelism
associated with the streamwise growth of the boundary layer. The latter effect is particu-
larly significant in the region close to the leading edge, where the wavelength of the vortices
may be much longer than the local boundary layer thickness. The research on crossflow
instability and the resulting transition to turbulence has continued for decades, and com-
prehensive reviews have been given by Reed and Saric (1989), Reed et al. (1996), Bippes
(1999), Saric et al. (2003), Theofilis (2003), and Theofilis (2011). In the following, only
major historic developments and key results will be summarised.
The stability study of crossflow instability and transition has focused on two proto-
types of flows: the boundary layer flow on the surface of a rotating disk, and boundary
layer flow on a swept wing. The theoretical and experimental work carried out by Gre-
gory et al. (1955) on the flow over a rotating disk signified a first important step towards
the understanding of crossflow instability and ensuing transition. Using the china-clay
evaporation technique, Gregory and Walker first observed clear crossflow vortices patten
in an annular region, beyond the outer boundary of which the flow becomes turbulent. A
convincing theoretical explanation was given in the same paper by Stuart. He derived the
governing equations for the perturbation, which consisted, in their most general form, of six
first-order equations. However, after neglecting the Coriolis and viscous forces, which is
justified when the Reynolds number is large, they reduce to the Rayleigh equation with an
effective profile Ueff , representing the velocity in the wavenumber vector direction. This
profile would have an inflection point and thus support unstable modes if the wavenumber
vector is aligned approximately with the crossflow direction. Since this pioneering work,
rotating disk has become a favorite model and been extensively studied. This is because
firstly the base flow is an exact solution of the N-S equations that can be easily computed,
and secondly in laboratory the flow can be set up much more easily than the boundary layer
over a swept wing. For the rotating disk case, the pressure gradient is absent, the boundary
layer thickness is independent of the radius, and the flow does not involve a sweep angle.
For the swept wing flow, the base flow is in general non-parallel, the pressure gradient is
present, the boundary layer thickness depends on the downstream locations, and the sweep
angle needs to be taken into account; the stability and transition of a swept wing flow is
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thus more challenging.
Detailed experiments have been carried out on swept-wing boundary layers and other
flows which closely resemble them. It is found that crossflow instability typically operates
in the region where a favorable pressure gradient is present and the flow is still subcritical
for T-S instability. The transition route has been identified. Similar to transition initiated by
T-S waves in two-dimensional boundary layers, it consists of several stages including: re-
ceptivity, (i.e. excitation of cross-flow vortices), linear growth, nonlinear development and
final breakdown through secondary instability (see e.g. Bippes 1999; Saric et al. 2003).
Linear stability analysis has been performed, and an important finding is that both sta-
tionary and unsteady (travelling-wave) vortices are possible with the latter having larger
growth rates. Theoretical predictions have broadly been confirmed by experiments (e.g.
Nitschke-Kowsky and Bippes 1988; Bippes et al. 1991), but quantitative differences re-
main. Notwithstanding this unsatisfactory aspect of the theory, linear stability analysis has
been used to correlate the transition location with the accumulated growth, measured by
the so-called N-factor (Malik and Orszag 1980, Mack 1984, Arnal 1986, Arnal 1994). This
so-called eN -method, which worked rather successfully for transition in two-dimensional
boundary layers, turned out to be rather unreliable for crossflow transition. The failure may
be attributed to the facts that crossflow vortices are extremely sensitive to the presence of
external disturbances, and undergo nonlinear saturation at a fairly low amplitude, which
imply that the N factor is not the most decisive factor determining the actually strength of
the vortices. Clearly, transition cannot be predicted without accounting for receptivity and
nonlinearity.
In the last two decades or so, the method based on parabolised stability equations (PSE)
emerged as a popular tool for studying nonlinear instability (Herbert 1997). In this ap-
proach, the disturbance is assumed to be nearly sinusoidal in the spanwise direction so that
a local wavenumber can be defined in a heuristic manner, and this property is then used to
deal with the pressure gradient and diffusion in the chordwise direction, thereby allowing
the original elliptic equations to be parabolized. This approach was promptly adapted to
predict nonlinear evolution of crossflow vortices by numerous researchers. Malik et al.
(1994) (referred to as MLC hereafter) formulated the nonlinear parabolized stability equa-
tions (PSE) for a relatively simple model incompressible three-dimensional boundary layer,
a swept Hiemenz flow. Since receptivity is not part of their study, the governing equations
satisfy homogenous boundary conditions. In order to initiate marching, they solved the
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local eigenvalue problem, and used the linear eigenmode as the initial condition. The am-
plification of stationary vortices is inhibited by nonlinearity when their amplitude reaches
just about 4%. As vortices saturate, they roll up to form half-mushroom shaped structures,
and inflectional points appear on the velocity profile, leading to secondary instability. MLC
also studied nonlinear interaction between stationary and non-stationary modes. Station-
ary vortices were found to dominate most of the downstream development when its initial
amplitude is ten times larger than that of the non-stationary mode. However, the non-
stationary mode eventually acquires the same order of magnitude as the stationary one in
the far downstream. When the initial amplitude of the stationary and non-stationary modes
are of the same order of magnitude, the non-stationary mode dominates the downstream
development. This trend of development is in agreement with the observation in experi-
ment (Mu¨ller 1990). As a side product, the linear stability analysis shows that non-parallel
flow effects destabilize crossflow disturbances, but the impact of non-parallelism depends
on the value of Rˉ = W ∗f δs/ν, where W ∗f denotes the free-stream velocity in the spanwise
direction, δs denotes the (constant) boundary layer thickness, and ν is the kinematic viscos-
ity. Their parametric study indicates that non-parallel flow effects play a more destabilizing
role at lower values of Rˉ.
In a subsequent paper, Malik et al. (1999) applied PSE approach to model the vortices
pertaining to the experiments conducted on the 45◦ NLF(2)-0415 Airfoil in the Arizona
State University (ASU) wind tunnel. The amplitude development of stationary vortices was
predicted quite accurately by PSE. Secondary instability analysis of saturated vortices was
performed, and the characteristics of growing modes are in agreement with experiments.
Malik et al. (1999) suggested that transition could be correlated with the N-factor of the
secondary mode rather than of the primary instability. Haynes and Reed (2000) carried out
PSE analysis of the same experiments, with the aim of resolving discrepancy between the
growth rate predicted by linear stability theory and measurements. They found that for the
case of strong favourable pressure gradient, nonlinearity is the cause of the difference, but
for weak pressure gradients, the curvature and non-parallel-flow effects are more impor-
tant. Secondary instability of nonlinear travelling-wave vortices have been investigated by
Wassermann and Kloker (2003) and Bonfigli and Kloker (2007) using DNS.
It has increasingly been recognised that receptivity is of crucial importance for tran-
sition. Experiments indicate that the size of the growth rate is not sufficient to determine
which mode is the dominant disturbance; the occurrence of the latter depends also the
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level of external disturbances. When the free-stream turbulence level is sufficiently low
(typically below 0.15%), steady vortices dominate and cause transition (Mu¨ller and Bippes
1989, Deyhle and Bippes 1996) despite that they have smaller growth rates than travelling-
wave modes. This was due to the extreme sensitivity to surface roughness, and further
experimental studies showed that micron-sized roughness elements could generate steady
vortices of considerable magnitude thereby influencing the transition process (Radeztsky
et al. 1999). However, in presence of relatively high free-stream turbulence, travelling-
wave vortices appear and become dominant (Nitschke-Kowsky and Bippes 1988; Bippes
et al. 1991). Much of our current understanding of the role of environmental disturbances
in transition process comes from the experimental work of Deyhle and Bippes (1996).
They investigated the effect of different types of external disturbances on the excitation of
crossflow vorticity including surface roughness, acoustic and vortical fluctuations in the
free stream, or a combination of these. Their work confirmed the importance of rough-
ness in exciting steady vortices, which are dominant distances in the boundary layer when
the turbulence level is below a certain level. But as the turbulence intensity is increased
from Tu = 0.15% to Tu = 0.27%, the dominant mode changes from stationary to non-
stationary. Interestingly, increasing the roughness height or the acoustic intensity had no
appreciable impact. This is a clear indication that unsteady vortices are generated by free-
stream turbulence alone without involving roughness. Free-stream acoustic fluctuations are
found to have little influence.
Receptivity of three-dimensional boundary layers have been studied theoretically. The
physical ideas are similar to those for two-dimensional boundary layers (e.g. Ruban 1984;
Goldstein 1985), but mathematically finite-Reynolds-number formulations are adopted in-
stead of an asymptotic approach. Crouch (1993) and Choudhari (1994) both considered
excitation of stationary vortices by surface roughness which is periodic along the spanwise
direction but localised in the chordwise direction. Since the time scale is absent, the mech-
anism is relatively straightforward: the scale matching only requires the spanwise wave-
length of the roughness array to be comparable with that of steady modes. The boundary
layer response is governed by an inhomogeneous boundary value problem, which can be
solved by taking Fourier transform with respect the streamwise variable. The response has
a continuous streamwise spectrum, from which a vortex mode would emerge. Choudhari
(1994) also considered the generation of travelling-wave vortices by a free-stream acoustic
wave interacting with roughness, but this mechanism turned out to be inefficient, consistent
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with experimental observations. Both of these authors used in their calculations a simple
model base flow, the Falkner-Skan-Cooke profile. Ng and Crouch (1999) went a step fur-
ther and considered receptivity of the boundary layer over the NLF(2)-0415 with 45◦ sweep
angle, which was used in numerous experiments at ASU. A good agreement was found be-
tween their theoretical prediction and the measurement made at ASU for roughness height
up to twice the local boundary-layer displacement thickness, beyond which nonlinear ef-
fects become appreciable.
In all the work mentioned, curvature and nonparallel-flow effects are neglected. Bertolotti
(1997) attempted to include the latter effect by a Taylor expansion of the mean flow about
the roughness site. In order to account fully the curvature and non-parallelism, Collis and
Lele (1999) carried out a DNS of crossflow vortices induced by surface roughness on a
swept airfoil with a parabolic leading edge. Their numerical results indicate that recep-
tivity is enhanced on a convex curvature. Comparing the non-parallel flow and parallel
flow predictions, they concluded that parallel flow receptivity theory over predicts the re-
ceptivity considerably, contrary to the earlier conclusion of Ng and Crouch (1999) that the
combined effects of non-parallelism and curvature were insignificant.
There have been very few theoretical studies of excitation of crossflow vortices by
free-stream vortical disturbances. Ustinov (2001) considered the receptivity of swept wing
boundary layer with a blunt leading edge to steady free-stream turbulence. The highlight of
his work lies in applying the rapid distortion theory to obtain the inviscid solution, and using
the method of matched asymptotic expansion to derive the initial and boundary conditions
for the equations governing the induced perturbation within the boundary layer. However,
the analysis assumed that the induced disturbance is periodic along the direction perpendic-
ular to the direction of propagation rather than along the spanwise direction as it should be.
The formulation is therefore not entirely correct. Recently, Schrader et al. (2009) attempted
to use DNS to study the generation of non-stationary vortices by free-stream turbulence.
The based flow was taken to be a Falkner-Skan-Cooke profile, which represents a swept
wedge, while free-stream vortical disturbances were represented by continuous spectra of
the O-S and Squire equations. These equations were solved with the resulting eigenfunc-
tions being imposed at the inlet of the computation domain. This is the sole site where
the external forcing acts on the boundary layer since a Neumann boundary condition is
specified at the top of the computation domain. Numerical results indicate that unstable
modes are generated, which the authors claim to describe the receptivity. However, we
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think that neither the numerical set-up nor the result has much relevance to receptivity, for
the following reasons. Firstly, the representation of free-stream disturbance is nonphysical.
Crossflow instability occurs only when a pressure gradient is present, which means that
the inviscid flow outide the boundary layer must be non-uniform. Oncoming disturbances
are thus strained (distorted) when they propagate through the inviscid region. Clearly, con-
tinuous spectra, which take no account of this process and are completely local, cannot
represent the true disturbance acting on the outer edge of the boundary layer. Secondly, the
location of the inlet is chosen purely for computational convenience rather than for having
any physical significance, which implies that the site at which the external disturbance en-
ters the boundary layer is artificial and arbitrary. The DNS result indicates that the coupling
coefficient depends on the location of the inlet, and keeps increasing as the inlet is moved
upstream. This is a clear warning that vortices are actually generated near the leading edge,
but as the authors concede, their numerical approach fails there. In summary, we believe
that the claim of the paper is rather misleading and indeed trivialises the very issue of re-
ceptivity. Obviously, a similar simulation could be done for the familiar Blasius boundary
layer, but then few would accept that as describing receptivity of T-S waves.
The aim of the present study is to provide a mathematical formulation which describes
the excitation of crossflow vortices by small-amplitude free-stream vortical disturbances
and their subsequent linear development. To fix the idea, we consider the base flow due
to a uniform flow past a swept airfoil. The Reynolds number is assumed to be large so
that the entire flow consists of an inviscid region, and a viscous boundary layer adjacent to
the surface. The airfoil has a finite thickness causing a non-uniform ambient inviscid flow
and a non-zero chordwise pressure gradient. The vortical disturbance in the oncoming flow
is simply advected by the background mean velocity, but gets distorted by the strain field
when approaching the airfoil. Our main interest is in analysing the boundary layer response
to the disturbance in the inviscid region and identifying modes that can be excited.
The rest of this chapter is organized as follows. In §3.2, we formulate the problem
mathematically and specify relevant scalings. In §3.3, the base flow field is calculated. Us-
ing the conformal mapping method, we first obtain the inviscid flow around a Joukowski
airfoil at zero angle of attack. The slip velocity provides the far-field boundary condi-
tion for the base flow within the boundary layer. Then, the boundary-layer equations are
solved numerically using Keller’s box scheme. In §3.4, we formulate the initial-boundary-
value problem for the unsteady perturbation. The solution in the inviscid region is derived
3.2 Formulation and scalings 86
by applying the generalised rapid distortion theory, and the solution provides the far-field
boundary condition for the unsteady boundary-layer equations governing the perturbation
within the boundary layer. In order to determine the nature of the induced disturbance, the
parallel and non-parallel eigenvalue problems are presented in §3.5. We show that the lin-
ear boundary-layer equations support a growing eigen mode, which will develop into fully
fledge non-stationary vortices further downstream. The initial-boundary-value and eigen-
value problems are solved using numerical methods similar to those for Go¨rtler vortices.
Numerical solutions are presented in §3.6. A summary and concluding remarks are given
in §3.7.
3.2 Formulation and scalings
We consider the response of a three-dimensional boundary layer over a swept Joukowski
airfoil to free-stream turbulence. The oncoming mean flow is assumed to be uniform with a
speedU∞/ cosφ∞, whereU∞ is the free-stream velocity in the chordwise direction, and φ∞
is the sweep angle. Free-stream turbulence is chosen to be stationary with a characteristic
spanwise length scale Λ. The flow is described by the normalised orthogonal Cartesian
coordinates
(xo, yo, z) = (x
∗
o, y
∗
o , z
∗)/Λ, (3.2.1)
and the normalised time
t = U∞t∗/Λ, (3.2.2)
where x∗o is along the chordwise direction, y∗o is along the chord-normal direction, and z∗
the spanwise direction; t∗ is the dimensional time.
The oncoming mean flow, normalised by the chordwise free-stream velocity U∞, can
be written as
Uf = (Uf , Vf ,Wf ) = (1, 0, −tanφ∞), (3.2.3)
where the suffix f indicates the far field. As in LWG, we assume that FST is statistically
stationary and homogenous, which allows us to represent it in the form of Fourier series.
However, due to linearity, it suffices to consider a single Fourier component
u∞ = u∞exp
[
i(k ∙ x− ωt)
]
, (3.2.4)
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where k = (k1, k2, k3) is the non-dimensional wavenumber vector, ω is the non-dimensional
frequency and
u∞ = (uˆ∞1 , uˆ
∞
2 , uˆ
∞
3 )
are the normalised amplitudes of the FST in chordwise, normal and spanwise directions
respectively. The normalised perturbed flow field v in the upstream can be written as
v = Uf + u
∞exp
[
i(k ∙ x− ωt)
]
,
where  ¿ 1 is a measure of turbulence intensity. Substituting the perturbed flow into the
momentum equations, after linearisation, we obtain the governing equation for the distur-
bance
∂u∞
∂t
+ Uf
∂u∞
∂xo
+Wf
∂u∞
∂z
= 0. (3.2.5)
Substitution of the mean flow (3.2.3) and perturbation (3.2.4) into (3.2.5) yields
ω = k1 − k3tanφ∞.
Therefore, the perturbation can be written as
u∞ = u∞exp
{
i
[
k ∙ x− (k1 − k3tanφ∞)t
]}
.
Unlike streaks in a flat plate boundary layer (LWG) or Go¨rtler vortices in the boundary
layer over a concave wall, where k1 = ω ¿ O(1), we assume here ω, k1 = O(1).
The flow domain can be divided into four asymptotic regions. Over O(Λ) distances
from the attachment line is an inviscid region, which has O(Λ) dimensions in both the
wall-normal and spanwise directions. The disturbance is treated as a small perturbation on
a distorted mean flow. Beneath the inviscid region is a viscous boundary layer, where the
perturbation is governed by the unsteady boundary layer equations. When the local bound-
ary layer thickness δ grows to the same order of magnitude as the spanwise length scale
Λ, a new region emerges, which will be referred to loosely as boundary region. However,
the perturbation is not governed by the boundary region equations, but by linearised Eu-
ler equations or slightly more generally the Navier-Stokes equations with the streamwise
diffusion terms being neglected. There is also an outer region describing the continued
evolution of the oncoming disturbance, which is however of little relevance to issue ad-
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dressed in this thesis. We shall therefore concentrate on the first three regions, especially
the inviscid and the boundary layer regions.
3.3 The base flow
In this study, the base flow is taken to be the boundary layer over a swept Joukowski airfoil.
In order to provide the appropriate far-field boundary condition, the external inviscid slip
velocity u∗e needs to be known. We apply the method of conformal mapping to obtain the
value of u∗e, and then solve the boundary layer equations numerically. The boundary layer
over the airfoil will be described by the body-oriented coordinates (s∗, y∗), where s∗ and
y∗ denote the distances alongside and perpendicular to the airfoil surface respectively. We
let
S = s∗/L, and y = y∗/δs,
where L is the chord length of the airfoil, and its value will be given in §3.3.1; δs denotes
a characteristic boundary layer thickness at a particular streamwise location, and its value
will be given when we consider the perturbation equations in §3.4.
3.3.1 The inviscid external flow
Complex potential and conformal mapping
For a two-dimensional irrotational flow, the velocity field can be described by
(u∗, v∗) =
( ∂φ
∂x∗o
,
∂φ
∂y∗o
)
, (3.3.1)
where the scalar function φ(x∗, y∗) is called the potential function. The velocity field can
also be written as
(u∗, v∗) =
( ∂ψ
∂y∗o
,− ∂ψ
∂x∗o
)
, (3.3.2)
where the scalar function ψ(x∗o, y∗o) is called the stream function. From (3.3.1) and (3.3.2)
follow the relations between φ(x∗o, y∗o) and ψ(x∗o, y∗o)
∂φ
∂x∗o
=
∂ψ
∂y∗o
,
∂φ
∂y∗o
= − ∂ψ
∂x∗o
. (3.3.3)
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The above relations are called Cauchy-Riemann conditions, which are both necessary and
sufficient conditions for φ + iψ to be an analytic function of the complex argument z =
x∗o + iy
∗
o , if the four partial derivatives in (3.3.3) are continuous. We may introduce a
complex potential
w(z) = φ+ iψ, (3.3.4)
which is related to the velocity field by
dw
dz
=
∂φ
∂x∗o
+ i
∂ψ
∂x∗o
= u∗ − iv∗. (3.3.5)
For a two-dimensional irrotational flow past a circular cylinder with its centre at (0, 0), the
complex potential can be written as
w(z) = U∞
(
ze−iα +
a2r
z
eiα
)
− iΓ
2π
logz, (3.3.6)
where ar is the radius of the circle, α is the attack angle of the oncoming flow, U∞ is the
free-stream velocity, and Γ is the circulation around the cylinder. As is well known, the
irrotational flow field past a circle can be mapped onto the one past a symmetric Joukowski
airfoil by Joukowski transformation
ζ(z) = z +
c2
z
, (3.3.7)
where ζ = ξ∗ + iη∗ is the complex variable for the airfoil, z = x∗c + iy∗c is the complex
variable for the circle, and c is a constant. The centre of the circle is at (−b, 0) with a radius
ar = a + b. Upon introducing the polar coordinates (r, θ) in the z plane, the circle and
Joukowski airfoil can be parameterised by θ, i.e.
z = x∗c + iy
∗
c = −b+ (a+ b)eiθ, (3.3.8)
and
ζ = ξ∗ + iη∗ = −b+ (a+ b)eiθ + a
2
−b+ (a+ b)eiθ . (3.3.9)
It follows that
ξ∗(θ) = −b+ (a+ b) cos θ + a
2[−b+ (a+ b) cos θ]
b2 − 2b(a+ b) cos θ + (a+ b)2 , (3.3.10)
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Figure 3.1: Joukowski transformation ζ(z) = z + c2/z from the exterior of the circle to
the exterior of the airfoil.
and
η∗(θ) = (a+ b) sin θ
[
1− a
2
b2 − 2b(a+ b) cos θ + (a+ b)2
]
. (3.3.11)
Note that the trailing and leading edges correspond to θ = 0, π respectively. From (3.3.10),
we can obtain the chord length
L = ξ∗(0)− ξ∗(π) = 3a+ 2b+ a
2
a+ 2b
. (3.3.12)
Figure 3.1 shows the geometry of Joukowski airfoil through the conformal mapping
(3.3.7), and figure 3.2 shows the geometry of Joukowski airfoil for different ratios of b/a.
As is illustrated, an airfoil shape appears for relatively small b/a, and so we assume that
b/a¿ 1.
Using (3.3.10) and (3.3.11), we may calculate the curvature of the airfoil , which is
defined as
K =
|η∗′′ξ∗′ − η∗′ξ∗′′|
[(ξ∗′)2 + (η∗′)2]
3
2
, (3.3.13)
where a prime denotes differentiation with respect to θ, with
dξ∗
dθ
= −(a+ b) sin θ + a
2(a+ b)[b2 − (a+ b)2] sin θ[
b2 − 2b(a+ b) cos θ + (a+ b)2
]2 ,
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Figure 3.2: Geometry of Joukowski airfoil for different ratios of b/a.
dη∗
dθ
= (a+ b) cos θ +
a2(a+ b)[2b(a+ b)− b2 cos θ − (a+ b)2 cos θ][
b2 − 2b(a+ b) cos θ + (a+ b)2
]2 ,
d2ξ∗
dθ2
= a2(a+ b)[b2 − (a+ b)2] [b
2 + (a+ b)2] cos θ − 2b(a+ b)− 2b(a+ b) sin2 θ[
b2 − 2b(a+ b) cos θ + (a+ b)2
]3
−(a+ b) cos θ,
d2η∗
dθ2
= a2(a+ b)
[
b2 + (a+ b)2
][
b2 + 2b(a+ b) cos θ + (a+ b)2
]
− 8b2(a+ b)2[
b2 − 2b(a+ b) cos θ + (a+ b)2
]3 sin θ
−(a+ b) sin θ.
Substituting the derivatives into (3.3.13) , and taking the leading-order approximation, we
obtain the leading-order approximation for the curvature,
K =
a3(a+ 2b)
16b2(a+ b)3
= O(
a
16b2
), (3.3.14)
indicating that the radius of curvature is of O(16b2/a). Figure 3.3 shows the relevant char-
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Figure 3.3: Characteristic length scales of symmetric Joukowski airfoil for b/a = 0.035.
acteristic length scales of a symmetric Joukowski airfoil.
When the circle is centred at (−b, 0), the complex potential (3.3.6) becomes
w(z) = U∞
[
(z + b)e−iα +
(a+ b)2
z + b
eiα
]
− iΓ
2π
log(z + b). (3.3.15)
Since the complex potentials for the flows past the circle and airfoil have the same value at
the corresponding points of the two planes,
dW
dζ
=
dw/dz
dζ/dz
=
{
U∞
[
e−iα −
(a+ b
z + b
)2
eiα
]
− iΓ
2π(z + b)
}/{
1− a
2
z2
}
= u∗et − iv∗et,
(3.3.16)
where W (ζ) is the complex potential around the airfoil, u∗et and v∗et are the velocity com-
ponents in the chordwise and normal directions respectively. Note that the velocity given
by equation (3.3.16) becomes singular at z = ±a in general. The singular point z = −a is
inside the airfoil, and hence no special treatment for this singular point is needed. However,
the singular point z = a locates at the trailing edge of the airfoil. The singularity at the
trailing edge must be removed by assigning the appropriate value to Γ. This is the so-called
Kutta-Joukowski condition. Application of this means the value of Γ must be chosen such
that the numerator of (3.3.16) tends to zero as z → a, that is
Γ = −4πU∞(a+ b)sinα. (3.3.17)
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Substituting (3.3.17) into (3.3.16), the flow field of the airfoil becomes singularity free
(Acheson 1990). Equation (3.3.17) indicates that there is no circulation (Γ = 0) when the
angle of attack α is zero, which is the case we consider in this thesis.
The slip velocity
For the special case Γ = 0, if we substitute (3.3.8) into (3.3.16), the non-dimensional
chordwise and normal components of the slip velocity can be written as
uet = 1− cos2θ + (1 + p)
2
q2 + 2qcosθ + 1
[
qcosθ + cos2θ + qcos2θ + cos3θ
]
, (3.3.18)
vet = sin2θ − (1 + p)
2
q2 + 2qcosθ + 1
[
qsinθ + sin2θ + qsin2θ + sin3θ
]
, (3.3.19)
where
uet = u
∗
et/U∞, vet = v
∗
et/U∞, (3.3.20)
p =
−b
b+ a
= O(b/a), q =
−b+ a
b+ a
= O(1).
The total slip velocity u∗e ≡
√
u∗et
2 + v∗et
2 is normalised by the chordwise free-stream ve-
locity U∞, i.e.
ue =
u∗e
U∞
=
√
u2et + v
2
et. (3.3.21)
Using (3.3.18) and (3.3.19), we find
ue =
2sinθ(p2 + 2pcosθ + 1)√
2(1− cosθ)(q2 + 2qcosθ + 1) , (3.3.22)
which is the same as given in Turkyilmazoglu et al. (1999).
We now seek asymptotic approximation to ue as θ → π, i.e. near the leading edge,
which will be used to approximate other values within the boundary layer. Substitution of
the Taylor expansions of sin θ and cos θ about θ = π,
sin θ = π − θ +O[(π − θ)3], and cos θ = −1 +O[(π − θ)2], (3.3.23)
into (3.3.22) yields
ue =
(π − θ)(p− 1)2
|q − 1| +O[(π − θ)
2]. (3.3.24)
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Equation (3.3.24) will be referred to as the first-order approximation to ue, where |q− 1| =
O(b/a), and p− 1 = O(1). Since the first term in (3.3.24) should be much larger than the
second term, this first-order approximation is valid for (π − θ)¿ b/a.
The slip velocity given by (3.3.22) may also be written as
ue = 2 cos
θ
2
p2 + 2p cos θ + 1√
q2 + 2q cos θ + 1
. (3.3.25)
Expanding cos θ and cos(θ/2) as Taylor series about θ = π up to second order,
cos θ = −1+(θ − π)
2
2
+O[(π−θ)4], and cos θ
2
= −(θ − π)
2
+
(θ − π)3
48
+O[(π−θ)5].
(3.3.26)
and inserting them into (3.3.25), we obtain
ue =
(p− 1)2(π − θ)√
(q − 1)2 + q(π − θ)2
{
1 +O[(π − θ)2]
}
. (3.3.27)
The two terms within the square root of equation (3.3.27) are of the same order of mag-
nitude for π − θ = O(b/a). Equation (3.3.27) will be referred to as the second-order
approximation to ue, valid for π− θ = O(b/a). When (π− θ)¿ b/a, Taylor expansion of
the denominator of (3.3.27) can be performed to obtain
ue =
(p− 1)2(π − θ)
|q − 1| +
[ p
|q − 1| −
q(p− 1)2
2|q − 1|3
]
(π − θ)3 +O[(π − θ)5].
On the other hand, when b/a ¿ π − θ ¿ 1, from equation (3.3.25), and retaining the
O[(π − θ)2] terms, the slip velocity can be written as
ue =
(p− 1)2 + [p− (p− 1)2/48](π − θ)2√
q +
(
q−1
π−θ
)2 +O[(π − θ)3]. (3.3.28)
A further Taylor expansion of the denominator for (q − 1)/(π − θ)¿ 1 gives the second-
order approximation for (3.3.28),
ue =
1√
q
(p− 1)2 + p− (p− 1)
2/48√
q
(π − θ)2 − p− 1
2q
√
q
(q − 1)2
(π − θ)2 +O[(π − θ)
3]. (3.3.29)
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Figure 3.4: Comparison of the asymptotic approximations with the exact solution (theory)
for ue (b/a = 0.035).
As θ → 0, Taylor expansions of cos θ and cos(θ/2) about θ = 0 are
cos θ = 1− 1
2
θ2 +O(θ4), and cos
θ
2
= 1− 1
8
θ2 +O(θ4). (3.3.30)
Substitution of (3.3.30) into (3.3.25) yields the approximation for the slip velocity close to
the trailing edge,
ue =
2(p+ 1)
|q + 1| +
[q(p+ 1)2
(q + 1)2
− 8p+ (p+ 1)
2
4 ∙ |q + 1|
]
θ2 +O(θ4).
The comparison of different asymptotic approximations for ue with the exact expression
(3.3.22) is shown in figure (3.4). As expected, the second-order approximation for ue
matches the exact solution in a larger domain.
The slip velocity has been expressed in terms of θ. However for the purpose of solving
the boundary layer equations, it is convenient to provide the slip velocity at each location
S. This can be done by finding the relation between S and θ. Using the relation
dS
dθ
=
1
L
ds∗
dθ
=
√
(dξ∗)2 + (dη∗)2
/
Ldθ = −
√
(
dξ∗
dθ
)2 + (
dη∗
dθ
)2
/
L = −|ζ ′(θ)|
/
L,
we have
S = −
∫ θ
π
|ζ ′(θ)|dθ
/
L.
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From equation (3.3.9) it follows that
|ζ ′(θ)| =
∣∣∣i(a+ b)eiθ − ia2(a+ b)eiθ
[−b+ (a+ b)eiθ]2
∣∣∣ = (a+ b)∣∣∣∣∣ [−b+ (a+ b)eiθ]2 − a2[−b+ (a+ b)eiθ]2
∣∣∣∣∣,
and therefore
S = −
(a+ b
L
)∫ θ
π
∣∣∣∣∣ [−b+ (a+ b)eiθ]2 − a2[−b+ (a+ b)eiθ]2
∣∣∣∣∣dθ, (3.3.31)
and the total length is
Stotal = −
(a+ b
L
)∫ 0
π
∣∣∣∣∣ [−b+ (a+ b)eiθ]2 − a2[−b+ (a+ b)eiθ]2
∣∣∣∣∣dθ.
When θ → π, the first-order approximation for S can be found from (3.3.31) as
S =
(a+ b
L
)[(a+ 2b)2 − a2
(a+ 2b)2
]
(π − θ) +O[(π − θ)2], (3.3.32)
Combination of (3.3.24) and (3.3.32) gives an explicit relation between ue and S,
ue =
S ∙ L
2(a+ b)
∙
[(a+ 2b)2
2b(a+ b)
]2
+O(S2). (3.3.33)
Since [(a+ 2b)2
2b(a+ b)
]2
= O(a2/b2), and L = O(a),
the validity of (3.3.33) is restricted to S ¿ O(b2/a2). A second-order approximation valid
up to S = O(b2/a2) can be derived by expressing S in terms of π − θ, accurate up to
π − θ = O(b/a). This requires us to expand the integrand in (3.3.31) to the second order.
The detailed derivation is given in the appendix A1.
For a general 0 < θ < π, the relation between ue and S has to be determined numeri-
cally. We let
F (θ, S) = S +
(a+ b
L
)∫ θ
π
∣∣∣∣∣ [−b+ (a+ b)eiθ]2 − a2[−b+ (a+ b)eiθ]2
∣∣∣∣∣dθ.
The relation between S and θ is determined by F (θ, S) = 0. For each given value of S, the
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Figure 3.5: The relation between ue and S, and comparison of the asymptotic approxima-
tion with the exact numerical solution (b/a = 0.035).
corresponding value of θ can be calculated using the Newton-Raphson iteration
θi+1 = θi − F (θ
i, S)
F ′(θi, S)
,
where the integral term in function F (θ) is evaluated by using Simpson’s Rule. When the
value of θ is known, the value of ue will be known from (3.3.22). Therefore, a relation
between ue and S is built.
Figures 3.5 and 3.6 show the slip velocity as a function of S. As is indicated, the slip
velocity undergoes a rapid linear increase close to the leading edge, and then decreases
slowly as S becomes larger. From figure 3.5, we note that the second-order approximation
fits the numerical result in a larger domain, which is due to the fact that this approximation
is valid up to S = O(b2/a2).
3.3.2 The boundary layer flow
The steady two-dimensional boundary layer equations can be written as
∂u∗B
∂s∗
+
∂v∗B
∂y∗
= 0, (3.3.34)
u∗B
∂u∗B
∂s∗
+ v∗B
∂u∗B
∂y∗
= −1
ρ
∂p∗
∂s∗
+
μ
ρ
∂2u∗B
∂y∗2
, (3.3.35)
where u∗B, and v∗B are the dimensional velocities in s∗ and y∗ directions respectively, and
p∗ is the dimensional pressure.
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Figure 3.6: The distribution of the slip velocity along the airfoil surface for different values
of b/a.
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The Falkner-Skan transformation is introduced by
η =
( u∗e
νs∗
)1/2
y∗, (3.3.36)
where u∗e = ue(S)U∞, and ν = μ/ρ is the kinematic viscosity. A dimensionless stream
function f(S, η) is introduced by
ψ(s∗, y∗) = (u∗eνs
∗)1/2f(S, η).
Then the streamwise and normal velocities can be written as
u∗B =
∂ψ
∂y∗
= (
u∗e
νs∗
)1/2
∂ψ
∂η
= uef
′U∞, (3.3.37)
and
v∗B = −
∂ψ
∂s∗
= −
(
∂ψ
∂s∗
∣∣∣∣
η
+
∂ψ
∂η
∂η
∂s∗
)
= −∂[(u
∗
eνs
∗)1/2f ]
∂s∗
∣∣∣∣
η
− (u∗eνs∗)1/2f ′
∂η
∂s∗
, (3.3.38)
where a prime denotes differentiation with respect to η. Substituting (3.3.37), (3.3.38) and
dp∗
ds∗
= −ρu∗e
du∗e
ds∗
which comes from Bernoulli’s principle, into (3.3.34) and (3.3.35), we obtain the trans-
formedmomentum equation for two-dimensional laminar flow (Cebeci and Bradshaw 1977)
f ′′′ +
m+ 1
2
ff ′′ +m[1− (f ′)2] = s∗
(
f ′
∂f ′
∂s∗
− f ′′ ∂f
∂s∗
)
= S
(
f ′
∂f ′
∂S
− f ′′ ∂f
∂S
)
, (3.3.39)
wherem is a dimensionless pressure gradient parameter defined by
m =
s∗
u∗e
du∗e
ds∗
=
S
ue
due
dS
.
Excluding suction or blowing at the wall, the boundary conditions for (3.3.39) are
f ′ = 0 and f(S, 0) = 0 at η = 0; (3.3.40)
f ′ → 1 as η →∞. (3.3.41)
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Near the leading edge (S → 0), the slip velocity ue ∼ S as is indicated by (3.3.33), and
so m = 1, and the function f is independent of the coordinate S. Equation (3.3.39) then
reduces to the Falkner-Skan equation,
f ′′′ +
m+ 1
2
ff ′′ +m[1− (f ′)2] = 0, (3.3.42)
which describes the boundary-layer flow in the vicinity of the stagnation point.
The solution to the Falkner-Skan equation (3.3.42) serves as the initial condition for
solving (3.3.39). We apply Keller’s shooting method to solve (3.3.42) (Cebeci and Brad-
shaw 1977; Cebeci and Cousteix 2005). According to this method, we need first to recast
equation (3.3.42) into a system of three first-order ordinary differential equations,
f ′ = u, (3.3.43)
u′ = h0, (3.3.44)
h′0 = −
m+ 1
2
fh0 −m(1− u2), (3.3.45)
with the boundary conditions
f(0) = 0, u(0) = 0; (3.3.46)
u→ 1 as η →∞. (3.3.47)
In order to start the numerical integration of (3.3.43)–(3.3.45), the value of h0(0) is needed.
Let an initial guess for h0(0) be denoted by g, i.e.
h0(0) = g, (3.3.48)
and the solution of Falkner-Skan equation be denoted by
[
f(η, g), u(η, g), h0(η, g)
]
. Then
the value of g can be determined by matching with the upper boundary condition, which is
imposed by using the Newton-Raphson iteration,
gi+1 = gi − H(g
i)
H ′(gi)
, (3.3.49)
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where
H(g) = u(η∞, g)− 1,
a prime denotes differentiation with respect to g, and η∞ is a large positive number suitably
chosen. In order to determine
H ′(g) =
∂u(η∞, g)
∂g
,
we differentiate (3.3.43)–(3.3.45) with respect to g to obtain the so-called variational equa-
tions (Cebeci and Bradshaw 1977; Cebeci and Cousteix 2005)
F ′ = U, (3.3.50)
U ′ = H0, (3.3.51)
H ′0 = −
m+ 1
2
(fH0 + h0F ) + 2muU, (3.3.52)
where a prime denotes differentiation with respect to η, and F , U and H0 are defined by
F (η, g) =
∂f
∂g
, U(η, g) =
∂u
∂g
, H0(η, g) =
∂h0
∂g
.
The initial conditions (at η = 0) are
F (0) = 0, U(0) = 0, H0(0) =
∂g
∂g
= 1. (3.3.53)
For a given gi, the Falkner-Skan equation (3.3.43)–(3.3.45) subject to the boundary con-
dition (3.3.46) and (3.3.48) is solved using a fourth-order Runge-Kutta method to obtain
u(η∞, g) and H(g). The variational equations (3.3.50)–(3.3.52) subject to the conditions
(3.3.53) is integrated using the Runge-Kutta method to calculate U(η∞, g) = H ′(g). The
next approximation to h0(0), gi+1, can be computed from (3.3.49). This procedure is re-
peated until convergence is achieved, i.e. when
|gi+1 − gi| < ,
where  is a tolerance parameter, chosen to be 10−6 in our calculation (Cebeci and Brad-
shaw 1977; Cebeci and Cousteix 2005).
Figure 3.7 displays the profiles of the base flow velocity in the S direction for different
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Figure 3.7: Solution to Falkner-Skan equation for different values ofm.
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Figure 3.8: Velocity profiles for different ratios of b/a at S = 0.05.
m. Among these, only the one for m = 1 will be used as the initial condition for solving
(3.3.39).
The transformed boundary layer equation (3.3.39) is solved by using Keller’s box
method, which is explained in detail in Cebeci and Bradshaw (1977). The solution to
the Falkner-Skan equation is used as the initial condition to start the marching. With the
boundary conditions given by (3.3.40) and (3.3.41), the solution to (3.3.39) can be ob-
tained. The base flow velocity in the S direction at S = 0.05 and S = 0.99 are shown
in figure 3.8 and figure 3.9 respectively. The results are in agreement with those shown in
Turkyilmazoglu et al. (1999), confirming that our numerical code implements the Keller’s
box method correctly.
In the spanwise direction, the slip velocity W ∗f = WfU∞ is a constant value for all S.
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Figure 3.9: Velocity profiles for different ratios of b/a at S = 0.99.
From Bernoulli’s principle,
p∗ +
1
2
ρ[u∗e
2 +W ∗f
2] = constant, (3.3.54)
it follows that the pressure gradient is zero in the spanwise direction, i.e. ∂p∗
∂z∗ = 0. Since
the airfoil has an infinite span, the spanwise velocity w∗B is uniform, i.e.
∂w∗B
∂z∗
= 0. (3.3.55)
Therefore, the momentum equation in the spanwise direction reduces to
u∗B
∂w∗B
∂s∗
+ v∗B
∂w∗B
∂y∗
=
μ
ρ
∂2w∗B
∂y∗2
, (3.3.56)
with the boundary conditions
η = 0 : w∗B(S, 0) = 0, η = η∞ : w
∗
B(S, η∞) = W
∗
f = Wf ∙ U∞, (3.3.57)
whereWf = − tanφ∞ is the non-dimensional spanwise slip velocity.
Substituting η, (3.3.37) and (3.3.38) into (3.3.56), we obtain
uef
′∂WB
∂s∗
+
[
− ue
2s∗
f − ue ∂f
∂s∗
− 1
2
f
due
ds∗
]∂WB
∂η
=
ue
s∗
∂2WB
∂η2
, (3.3.58)
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where
WB =
w∗B
U∞
. (3.3.59)
After a rearrangement of (3.3.58), we have
∂2WB
∂η2
+
[1
2
f + S
∂f
∂S
+
1
2
f
S
ue
due
dS
]∂WB
∂η
= Sf ′
∂WB
∂S
. (3.3.60)
After solving the transformed streamwise momentum equation, f , f ′ and ∂f
∂S
are already
known. Equation (3.3.60) can be solved by using Keller’s box method once the proper
initial condition is provided. The latter can be derived by noting that as S → 0, equation
(3.3.60) reduces to
∂2WB
∂η2
+
1
2
f(1 +m)
∂WB
∂η
= 0. (3.3.61)
Equation (3.3.61) combined with (3.3.42) are called the Falkner-Skan-Cooke equations.
The initial condition for (3.3.60) is obtained by solving (3.3.61). In order to solve (3.3.61),
it is convenient to introduce a dimensionless function h(S, η) through the relation
WB = Wfh(S, η). (3.3.62)
In terms of h, we can write (3.3.61) as
∂2h
∂η2
+
1
2
f(1 +m)
∂h
∂η
= 0, (3.3.63)
with the boundary conditions:
η = 0 : h(0) = 0, η = η∞ : h(η∞) = 1. (3.3.64)
Keller’s shooting method (Cebeci and Bradshaw 1977; Cebeci and Cousteix 2005) is ap-
plied to solve (3.3.63). In order to implement this method, we first recast the equation into
two first-order ODEs,
h′ = d, (3.3.65)
d′ = −γ1d, (3.3.66)
where
γ1 =
1
2
(1 +m)f.
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Suppose d(0) = gˉ. The value of gˉ will be determined by imposing the boundary condition
h(η∞) = 1 via the Newton-Raphson interaction
gˉi+1 = gˉi − Hˉ(gˉ
i)
Hˉ ′(gˉi)
, (3.3.67)
where Hˉ = h(η∞, gˉ)− 1, and a prime denotes differentiation with respect to gˉ. The value
of Hˉ ′(g) is obtained by solving the variational equations
E ′ = D, (3.3.68)
D′ = −γ1D, (3.3.69)
where a prime denotes differentiation with respect to η, and E and D are defined by
E(η, gˉ) =
∂h
∂gˉ
, D(η, gˉ) =
∂d
∂gˉ
.
The initial conditions (at η = 0) are
E(0) = 0, D(0) = 1. (3.3.70)
We apply the same method as that for solving the Falkner-Skan equation to obtain the solu-
tion to (3.3.63). Figure 3.10 shows the velocity profiles of Falkner-Skan-Cooke boundary
layer whenm = 1.
Through the transformation (3.3.62), we can rewrite (3.3.60) as
∂2h
∂η2
+
[1
2
f + S
∂f
∂S
+
1
2
f
S
ue
due
dS
]∂h
∂η
= Sf ′
∂h
∂S
. (3.3.71)
When initial value for (3.3.71) is obtained, applying Keller’s box method, equation (3.3.71)
can be solved. The boundary layer velocity profiles at different downstream locations are
displayed in figure 3.11.
3.4 Perturbation equations
We now consider the interaction of the perturbation with the airfoil in the O(Λ) vicinity
of the leading edge. The perturbation is governed by two regions. We first seek the per-
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Figure 3.10: Velocity profiles of Falkner-Skan-Cooke boundary layer withm = 1.
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Figure 3.11: Chordwise and spanwise velocity profiles at different downstream locations
with b/a = 0.035.
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turbation solution in the inviscid region, which will be treated as the far-field condition
for unsteady boundary layer equations which govern the perturbation within the boundary
layer. In order to provide the initial condition, the solution for the perturbation at the stag-
nation point is constructed. With both the initial and boundary conditions specified, we
solve the initial-boundary-value problem to calculate the amplitude and the growth rate of
the perturbation.
3.4.1 General governing equations
In the inviscid region, the normalised coordinates and time t are given in (3.2.1) and (3.2.2)
respectively. The velocity field is normalised by the free-stream velocity in the chordwise
direction U∞, and the pressure p∗ is normalised by ρU2∞ , i.e.
(u, v, w) = (u∗, v∗, w∗)/U∞, (3.4.1)
and
p = p∗/ρU2∞. (3.4.2)
The governing equations in this region are the continuity equation and Euler’s equations,
which can, in the vector form, be written as
∇ ∙ v = 0, (3.4.3)
and
Dv
Dt
= −∇p, (3.4.4)
where v = (u, v, w) is the velocity vector,
∇ = ∂
∂xo
ıˆ+
∂
∂yo
ˆj+ ∂
∂z
zˆ,
D
Dt
=
∂
∂t
+ v ∙ ∇
with ıˆ, ˆj, zˆ being the unit vectors in xo, yo, and z directions respectively.
In the viscous region, the body-oriented coordinates (s∗, y∗, z∗) are applied, where s∗
and y∗ measure the distance along and normal to the airfoil surface respectively, and z∗
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measures the distance in the spanwise direction. The local boundary layer thickness is
δ =
(νs∗
u∗e
) 1
2
=
( νSL
U∞ue
) 1
2
. (3.4.5)
Close to the stagnation point, the slip velocity ue(S) is approximated by (3.3.33), i.e.
ue = C ∙ S, (3.4.6)
where
C =
L
2(a+ b)
∙
[(a+ 2b)2
2b(a+ b)
]2
= O(a2/2b2). (3.4.7)
Use of (3.4.6) in (3.4.5) gives the stagnation point boundary layer thickness
δs =
( νL
U∞C
) 1
2
. (3.4.8)
We introduce the normal coordinate, made dimensionless by the stagnation point bound-
ary layer thickness δs ,
y =
y∗
δs
. (3.4.9)
The coordinates s∗ and z∗ are normalised by the characteristic spanwise wavelength Λ, so
that
x =
s∗
Λ
, z =
z∗
Λ
. (3.4.10)
In the calculation of the entire viscous base flow velocity field over the airfoil, we used
variables S and η, which are normalised by L and δ respectively. The relations between the
set of non-dimensional variables, (S, η) and (x, y), are
S =
s∗
L
=
s∗
Λ
∙ Λ
L
= x ∙ Λ
L
, (3.4.11)
η =
√
u∗e
νs∗
y∗ =
√
U∞ue
νSL
yδs =
√
U∞ue
νSL
∙ y
√
νL
U∞C
= y
√
ue
CS
. (3.4.12)
We define the Reynolds numbers based on the spanwise wavelength and on the boundary
layer thickness δs:
RΛ =
U∞Λ
ν
, Rδs =
U∞δs
ν
=
(U∞L
νC
) 1
2
.
The velocities in the x and z directions are normalised by the chordwise free-stream
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velocity U∞, and the normal velocity is normalised by R−1δs U∞ due to its small magnitude,
i.e.
(u, v, w) = (u∗, Rδsv
∗, w∗)/U∞. (3.4.13)
The normalised time and pressure are given in (3.2.2) and (3.4.2) respectively. After intro-
ducing the non-dimensional quantities, the continuity equation
∂u∗
∂x∗
+
∂v∗
∂y∗
+
∂w∗
∂z∗
= 0
can be written as
∂u
∂x
+R20 ∙
∂v
∂y
+
∂w
∂z
= 0, (3.4.14)
where
R20 ≡
Λ
δsRδs
= Λ ∙
(U∞C
νL
) 1
2 ∙
( νC
U∞L
) 1
2
=
ΛC
L
=
Λ(a+ 2b)4
8b2(a+ b)3
, i.e. R0 =
√
ΛC
L
.
If Λ is chosen to be of O(b2/a), then R0 = O(1).
For the momentum equation in the x direction
∂u∗
∂t∗
+ u∗
∂u∗
∂x∗
+ v∗
∂u∗
∂y∗
+ w∗
∂u∗
∂z∗
= −1
ρ
∂p∗
∂x∗
+ ν
(∂2u∗
∂x∗2
+
∂2u∗
∂y∗2
+
∂2u∗
∂z∗2
)
,
the non-dimensional form is
U2∞
Λ
∂u
∂t
+
U2∞
Λ
u
∂u
∂x
+
U2∞
δsRδs
v
∂u
∂y
+
U2∞
Λ
w
∂u
∂z
= −U
2
∞
Λ
∂p
∂x
+ν
(U∞
Λ2
∂2u
∂x2
+
U∞
δs
2
∂2u
∂y2
+
U∞
Λ2
∂2u
∂z2
)
,
i.e.
∂u
∂t
+ u
∂u
∂x
+R20v
∂u
∂y
+ w
∂u
∂z
= −∂p
∂x
+
1
RΛ
∂2u
∂x2
+R20
∂2u
∂y2
+
1
RΛ
∂2u
∂z2
. (3.4.15)
Similarly, the non-dimensionalised normal and spanwise momentum equations are
∂v
∂t
+ u
∂v
∂x
+R20v
∂v
∂y
+ w
∂v
∂z
= −RΛ∂p
∂y
+
1
RΛ
∂2v
∂x2
+R20
∂2v
∂y2
+
1
RΛ
∂2v
∂z2
, (3.4.16)
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and
∂w
∂t
+ u
∂w
∂x
+R20v
∂w
∂y
+ w
∂w
∂z
= −∂p
∂z
+
1
RΛ
∂2w
∂x2
+R20
∂2w
∂y2
+
1
RΛ
∂2w
∂z2
. (3.4.17)
3.4.2 The linear inviscid solution
As a vortical disturbance approaches the airfoil, it is strained (distorted) by the non-uniform
inviscid mean flow, which is created by the presence of the airfoil. The inviscid solution
in this region may be obtained by applying the generalised rapid distortion theory (RDT)
(Hunt 1973, Goldstein 1978).
Let U = (Ux, Uy, Uz) be the mean flow in the chordwise, normal, and spanwise di-
rections respectively. The mean flow velocities Ux = uet and Uy = vet are obtained from
conformal mapping. In the spanwise direction, the mean flow velocity Uz = − tanφ∞
remains constant. The perturbed flow flow field can be written as
v = U+ u(x, t), p = P0(x) + p
′(x, t), (3.4.18)
where the vector x = (xo, yo, z), consisting of the Cartesian coordinates along the chord-
wise (xo), normal (yo) and spanwise (z) directions respectively, and u(x, t) and p′(x, t) de-
note the perturbation velocity and pressure respectively. Substituting the perturbed velocity
and pressure (3.4.18) into (3.4.3)–(3.4.4), and neglecting the products of the perturbation,
we obtain the linearised governing equations
∇ ∙ u = 0, (3.4.19)
∂u
∂t
+U ∙ ∇u+ u ∙ ∇U = −∇p′. (3.4.20)
The solution to (3.4.19)–(3.4.20) is composed of two parts, one is the complementary so-
lution u(H), which is obtained by solving the homogenous part of (3.4.20); the other part
is the particular integral, which represents an irrotational fluctuation. Upon introducing a
potential function φ(x, t), the particular solution can be expressed as up = ∇φ. Therefore,
the general solution to (3.4.19)–(3.4.20) can be written as
u = u(H) +∇φ. (3.4.21)
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Goldstein (1978) first obtained the solution to (3.4.19)–(3.4.20) in the form of (3.4.21) in-
cluding a general solution form for u(H). But in his work, the sweep angle is considered
to be zero, and so his solution is not directly applicable to the present problem. We follow
the derivation steps of Goldstein (1978), and extend the inviscid solution to the case of a
nonzero sweep angle.
Consider the homogeneous part of equation (3.4.20),
∂u
∂t
+U ∙ ∇u+ u ∙ ∇U = 0. (3.4.22)
The original three-dimensional problem can be reduced to a two-dimensional one by intro-
ducing the substitution
u = uˆ ∙ exp
[
i(k3z + k3 tanφ∞t)
]
, (3.4.23)
where uˆ =
[
uˆ(xo, yo, t), vˆ(xo, yo, t), wˆ(xo, yo, t)
]
. Substitution of (3.4.23) into (3.4.22)
yields the governing equations for the two-dimensional problem. In the chordwise direc-
tion, (3.4.22) can be rewritten as
∂uˆ
∂t
+ Ux
∂uˆ
∂xo
+ Uy
∂uˆ
∂yo
+ uˆ
∂Ux
∂xo
+ vˆ
∂Ux
∂yo
= 0, (3.4.24)
in the normal direction,
∂vˆ
∂t
+ Ux
∂vˆ
∂xo
+ Uy
∂vˆ
∂yo
+ uˆ
∂Uy
∂xo
+ vˆ
∂Uy
∂yo
= 0, (3.4.25)
and in the spanwise direction,
∂wˆ
∂t
+ Ux
∂wˆ
∂xo
+ Uy
∂wˆ
∂yo
= 0. (3.4.26)
The general solution to (3.4.24)-(3.4.25) can be constructed following the standard pro-
cedure. First, consider the equation
dx
Ux
=
dy
Uy
. (3.4.27)
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This equation has an integral Y (xo, yo) with the property that
y → Y as x0 → −∞.
For the present two-dimensional problem, Y is the stream function, i.e. Y = ψ(xo, yo).
This integral defines the trajectory yo = yo(xo, Y ), which corresponds to the streamline
starting from the point (−∞, Y ). Each streamline is identified by Y . Next, we define the
Darwin-Lighthill drift function
Δ(xo, yo) = xo +
∫ xo
−∞
[ 1
Ux(x′, yo(x′, Y ))
− 1
]
dx′, (3.4.28)
where the integration is carried out along a streamline, along which Y remains constant.
The second term in the integral corresponds to the time difference for a fluid particle to
travel from far upstream xo → −∞ to certain downstream location xo in the presence and
absence of the obstacle. Note that as xo → −∞, the chordwise slip velocity tends to the
upstream mean flow, i.e. Ux → 1. It follows thatΔ→ xo in this limit. Introduce the vector
X′ = (Δ, Y ).
It can be shown thatX′ has the property that
D′
Dt
(
X′ − ıˆt
)
= 0, (3.4.29)
where
D′
Dt
=
∂
∂t
+U ∙ ∇′ = ∂
∂t
+ Ux
∂
∂xo
+ Uy
∂
∂yo
is the convective derivative, and ıˆ is the unit vector in the chordwise direction. The verifi-
cation of (3.4.29) is given as follows. Differentiation using the chain rule shows that
∂Δ
∂xo
=
∂Δ
∂xo
+
∂Δ
∂Y
∙ ∂Y
∂xo
=
1
Ux
+ Cr ∙ ∂Y
∂xo
,
∂Δ
∂yo
= Cr ∙ ∂Y
∂yo
,
where
Cr =
∂Δ
∂Y
= −
∫ xo
−∞
1
U2x
∙ ∂Ux
∂yo
∙ ∂yo
∂Y
dx′,
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It follows that
( ∂
∂t
+ Ux
∂
∂xo
+ Uy
∂
∂yo
)
(Δ− t) = Cr ∙
{
Ux
∂Y
∂xo
+ Uy
∂Y
∂yo
}
.
Now differentiation yo = yo(xo, Y ) with respect to xo and yo gives
∂yo
∂Y
∙ ∂Y
∂xo
+
dyo
dxo
= 0,
∂yo
∂Y
∙ ∂Y
∂yo
= 1,

and from which it follows
∂Y
∂xo
= −dyo
dxo
/∂yo
∂Y
= −Uy
Ux
/∂yo
∂Y
,
∂yo
∂Y
= 1
/
(
∂Y
∂yo
),
and
Ux
∂Y
∂xo
+ Uy
∂Y
∂yo
= −Uy ∂Y
∂yo
+ Uy
∂Y
∂yo
= 0.
Therefore equation (3.4.29) is satisfied for the component in the chordwise direction.
For the component the normal direction, Y , the equation (3.4.29) reads
( ∂
∂t
+ Ux
∂
∂xo
+ Uy
∂
∂yo
)
Y = Ux
∂Y
∂xo
+ Uy
∂Y
∂yo
= 0.
Therefore, the relation (3.4.29) is proved to be satisfied. As was stated in Goldstein (1978),
equation (3.4.29) means that for an observer travelling at the same speed with the mean
flow, the components of the vectorX′ − ıˆt remain constant.
As was shown by Goldstein (1978), the solution to (3.4.24)–(3.4.25) can be constructed
as
uˆ
(H)
i = A
(
X′ − ıˆt
)
∙ ∂X
′
∂xi
, for i = 1, 2, (3.4.30)
whereA is an arbitrary vector function of its argumentX′− ıˆt with ıˆ denoting a unit vector
in the xo direction. That (3.4.30) satisfies (3.4.24)–(3.4.25) can be verified as follows. Since
the relation (3.4.29) implies that
D′A
Dt
= 0,
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D′uˆ(H)j
Dt
=
[D′Ai
Dt
]
∙ ∂X
′
i
∂xj
+Ai ∙
[D′
Dt
(∂X ′i
∂xj
)]
= Ai ∙ D
′
Dt
(∂X ′i
∂xj
)
,
and
D′uˆ(H)j
Dt
+ uˆ
(H)
k ∙
∂Uj
∂xk
= Ai ∙ D
′
Dt
(∂X ′i
∂xj
)
+
(
Ai ∙ ∂X
′
i
∂xk
)
∙ ∂Uj
∂xk
= Ai ∙
[ ∂
∂t
(∂X ′i
∂xj
)
+ Uk
∂
∂xk
(∂X ′i
∂xj
)]
+
(
Ai ∙ ∂X
′
i
∂xk
)
∙ ∂Uj
∂xk
= Ai ∙
[ ∂
∂t
(∂X ′i
∂xj
)
+
∂
∂xj
(
Uk
∂X ′i
∂xk
)]
−Ai ∙ ∂X
′
i
∂xk
(∂Uk
∂xj
− ∂Uj
∂xk
)
.
Since the mean flow is irrotational,
∂Uj
∂xk
− ∂Uk
∂xj
= 0,
and
D′uˆ(H)j
Dt
+ uˆ
(H)
k ∙
∂Uj
∂xk
= Ai ∙ ∂
∂xj
[∂X ′i
∂t
+ Uk
∂X ′i
∂xk
]
= Ai ∙ ∂
∂xj
(D′X ′i
Dt
)
.
Since
D′Xi
Dt
=

1 if i = 1,
0 if i = 2,
we obtain
D′uˆ(H)j
Dt
+ uˆ
(H)
k ∙
∂Uj
∂xk
= 0. (3.4.31)
If we put uˆ(H)0 = (uˆ
(H)
1 , uˆ
(H)
2 ), then (3.4.31) can be written into vector form as
D′uˆ(H)0
Dt
+ uˆ
(H)
0 ∙ ∇U = 0.
The arbitrary function A
(
X′ − ıˆt
)
can be determined by matching the complementary
solution u(H) with the imposed free-stream turbulence u∞. This requires that as xo → −∞,
Aj
(
X′ − ıˆt
)
exp
[
i(k3z + k3 tanφ∞t)
]
→ uˆ∞j exp
[
i(k ∙ x− ωt)
]
, for j = 1, 2,
(3.4.32)
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where we use the fact that
X′ → (xo, yo). (3.4.33)
From (3.4.32) it follows that we must take the arbitrary function A to be
Aj
(
X′ − ıˆt
)
= u∞j exp
[
i(k′ ∙X′ − k1t)
]
, for j = 1, 2,
where k′ = (k1, k2) is the wavenumber vector.
The solution to (3.4.26) can be written as
wˆ(H) = uˆ
(H)
3 = B
(
X′ − ıˆt
)
, (3.4.34)
where B is an arbitrary function. Matching with the spanwise velocity component of the
imposed disturbance requires that as xo → −∞,
B
(
X′ − ıˆt
)
exp
[
i(k3z + k3 tanφ∞t)
]
→ uˆ∞3 exp
[
i(k ∙ x− ωt)
]
(3.4.35)
from which B is fixed so that
uˆ
(H)
3 = uˆ
∞
3 ∙ exp
[
i(k′ ∙X′ − k1t)
]
. (3.4.36)
We now consider the particular integral of the linearised Euler’s equation,
up = ∇φ.
From Bernoulli’s principle it follows that the pressure is
p′ = −( ∂
∂t
+U ∙ ∇)φ. (3.4.37)
In order to determine φ, we substitute (3.4.21) into the continuity equation (3.4.19) to obtain
∇2φ = −∇ ∙ u(H). (3.4.38)
In the far field upstream, i.e. xo → −∞, and u(H) → u∞. Since u∞ satisfies the solenoidal
condition, i.e. ∇ ∙ u∞ = 0, equation (3.4.38) reduces to Laplace’s equation. The boundary
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conditions for (3.4.38) can be written as
φ→ 0 as xo → −∞, (3.4.39)
φ→ 0 as yo →∞, (3.4.40)
nˆ ∙ ∇φ→ −nˆ ∙ u(H) as yo approaches the airfoil surface, xo > 0, (3.4.41)
where nˆ is the unit vector in the normal direction. The condition (3.4.41) follows from the
requirement that the normal component of u vanishes at the surface of the airfoil. The equa-
tion (3.4.38) and the boundary conditions (3.4.39)–(3.4.41) form a mixed boundary value
problem, which may be solved numerically or analytically by the Wiener-Hopf technique.
In the present thesis, we will omit the potential function φ and the associated pressure gra-
dients in our later analysis, and consider the boundary-layer response to the slip velocity of
inviscid the complementary solution only.
The inviscid solution can be written explicitly as
ux =
∂φ
∂xo
+ uˆ∞1 exp
{
i
[
k ∙X− (k1 − k3tanφ∞)t
]}
∙ ∂Δ
∂xo
+uˆ∞2 ∙ exp
{
i
[
k ∙X− (k1 − k3tanφ∞)t
]} ∂Y
∂xo
,
uy =
∂φ
∂yo
+ uˆ∞1 exp
{
i
[
k ∙X− (k1 − k3tanφ∞)t
]}
∙ ∂Δ
∂yo
+uˆ∞2 ∙ exp
{
i
[
k ∙X− (k1 − k3tanφ∞)t
]}∂Y
∂yo
,
uz =
∂φ
∂z
+ uˆ∞3 exp
{
i
[
k ∙X− (k1 − k3tanφ∞)t
]}
, (3.4.42)
where
k = (k1, k2, k3), and X = (Δ, Y, z).
3.4.3 The linearised boundary layer equations
In the present analysis, we assume that
R20 À
1
RΛ
,
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which implies that
ΛÀ
( νL
U∞C
) 1
2
= δs. (3.4.43)
If only O(1) terms are retained, equations (3.4.15) and (3.4.17) reduce to
∂u
∂t
+ u
∂u
∂x
+R20v
∂u
∂y
+ w
∂u
∂z
= −∂p
∂x
+R20
∂2u
∂y2
. (3.4.44)
∂w
∂t
+ u
∂w
∂x
+R20v
∂w
∂y
+ w
∂w
∂z
= −∂p
∂z
+R20
∂2w
∂y2
, (3.4.45)
while equation (3.4.16) simplifies to
∂p
∂y
= 0,
which indicates that the pressure is given by the inviscid solution. The governing equations
for the perturbation are the linearised boundary layer equations. The pressure gradients in
(3.4.44)–(3.4.45) will be known from (3.4.37) when the solution to the potential function φ
is known. Unfortunately, solving the mixed boundary-value problem consisting of (3.4.38)
and (3.4.39)–(3.4.41), either numerically or analytically by the Wiener-Hopf technique, is
a challenging task. This has to be left to a future study. In the present thesis, we will
omit the potential function φ and the associated pressure gradients in our later analysis, and
consider only the boundary-layer response to the slip velocity of the inviscid complemen-
tary solution, i.e. the solution to the homogenous equation (3.4.22). In this case, equations
(3.4.44)–(3.4.45) reduces to
∂u
∂t
+ u
∂u
∂x
+R20v
∂u
∂y
+ w
∂u
∂z
= R20
∂2u
∂y2
, (3.4.46)
and
∂w
∂t
+ u
∂w
∂x
+R20v
∂w
∂y
+ w
∂w
∂z
= R20
∂2w
∂y2
. (3.4.47)
Equations (3.4.46)–(3.4.47) combined with the continuity equation (3.4.14) form the gov-
erning equations for the perturbed flow field in the boundary layer for x∗ = Λ = O(b2/a).
In the following, we consider first the perturbation in the stagnation region, and its
further development downstream.
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Perturbation in the region of the stagnation point
In the vicinity of the stagnation point x ¿ 1, the slip velocity ue(S) = CS, and the base
flow velocity in the x direction can be written as
US = ue(S)f
′ = CSf ′ = C
Λ
L
∙ x ∙ f ′ = R20f ′x, (3.4.48)
where f = f(η)is governed by (3.3.42). From (3.3.38) and the non-dimensionalisation
(3.4.13), the base flow in the y direction is found as
VS =
v∗B
R−1δs U∞
= −Rδs
( ν
U∞L
) 1
2
{
∂
∂S
[(
ue(S) ∙ S
) 1
2 ∙ f
]
+
(
ue(S) ∙ S
) 1
2 ∙ f ′ ∙ ∂η
∂S
}
= − 1√
C
{
∂
∂S
[(
ue(S) ∙ S
) 1
2 ∙ f
]
+
(
ue(S) ∙ S
) 1
2 ∙ f ′ ∙ ∂η
∂S
}
. (3.4.49)
Near the stagnation point, the local boundary layer thickness is the (constant) stagnation
point boundary layer thickness, i.e. δ(S) = δs, and η = y so that
∂η
∂S
=
∂y
∂S
= 0. (3.4.50)
Substitution of (3.4.50) and (3.4.6) into (3.4.49) gives the non-dimensional base flow ve-
locity in the y direction
VS = −f. (3.4.51)
The base flow at the stagnation point is thus given by
(US, VS,WS) = (R
2
0f
′x,−f,−h tanφ∞), (3.4.52)
where h, a function of η only, is governed by (3.3.63). This type of base flow is referred
to as swept Hiemenz flow in the literature. The velocity US(x, η) grows linearly with the
coordinate x, while the normal and spanwise velocities, VS(η) andWS(η), are homogenous
in the x direction.
In order to deduce the appropriate form of the boundary-layer perturbation, we consider
the inviscid slip velocity. As in LWG and the Go¨rtler problem consider in the previous
chapter, we focus on the spanwise velocity. With the contribution from φ being neglected,
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it follows from (3.4.42) that
u
(H)
3 → uˆ∞3 exp
{
i
[
k1Δ− (k1 − k3tanφ∞)t
]}
as yo → 0. (3.4.53)
Close to the stagnation point, the slip velocity component Ux is also approximated by
Ux → CS = R20x. (3.4.54)
Substitution of (3.4.54) into (3.4.28) shows that the drift function
Δ→ 1
R20
log x as x→ 0+,
use of which in (3.4.53) yields
u
(H)
3 → uˆ∞3 exp
{
i
[
k1 log x/R
2
0 − (k1 − k3tanφ∞)t
]}
as yo → 0. (3.4.55)
The perturbed flow within the boundary layer can be written as
(u, v, w) =
[
US(x, y), VS(y),WS(y)
]
+
[
xuˆ(y, z, t), vˆ(y, z, t), wˆ(y, z, t)
]
exp
(
ik1 log x/R
2
0
)
, (3.4.56)
where  ¿ 1 is a measure of the amplitude of the disturbance. The exponential factor
appears due to the matching with (3.4.55), and the extra x factor in the velocity component
in the x direction arises due to the form of US and the constrain of the equations.
Substituting (3.4.56) into the non-dimensional boundary layer equations (3.4.14), (3.4.46)
and (3.4.47), we obtain after linearisation the leading order perturbation equations
uˆ+
ik1
R20
uˆ+R20
∂vˆ
∂y
+
∂wˆ
∂z
= 0, (3.4.57)
∂uˆ
∂t
+R20f
′uˆ
(
2 +
ik1
R20
)
+R20
(
vˆ ∙R20f ′′ − f
∂uˆ
∂y
)
− tanφ∞h∂uˆ
∂z
= R20
∂2uˆ
∂y2
, (3.4.58)
∂wˆ
∂t
+ ik1f
′wˆ −R20
(
tanφ∞vˆ
∂h
∂y
+ f
∂wˆ
∂y
)
− tanφ∞h∂wˆ
∂z
= R20
∂2wˆ
∂y2
. (3.4.59)
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The solution for (uˆ, vˆ, wˆ) takes the form
(uˆ, vˆ, wˆ) =
(
uˉ, vˉ,
1
k3
wˉ
)
exp
{
i(k3z − ωt)
}
,
where (uˉ, vˉ, wˉ) is the scaled velocity, ω = k1 − k3 tanφ∞ is the frequency. Substitution
into (3.4.57)–(3.4.59) yields
uˉ+
ik1
R20
uˉ+R20
∂vˉ
∂y
+ iwˉ = 0, (3.4.60)
(−iω − ik3 tanφ∞h)uˉ+R20f ′uˉ
(
2 +
ik1
R20
)
+R20
(
vˉR20f
′′ − f ∂uˉ
∂y
)
= R20
∂2uˉ
∂y2
, (3.4.61)
(−iω − ik3 tanφ∞h)wˉ + ik1f ′wˉ −R20
(
k3 tanφ∞vˉ
∂h
∂y
+ f
∂wˉ
∂y
)
= R20
∂2wˉ
∂y2
. (3.4.62)
For computational purpose, we rewrite (3.4.60)–(3.4.62) into a first-order system,
∂uˉ
∂y
= fˉ , (3.4.63)
∂vˉ
∂y
= − 1
R20
[
(1 +
ik1
R20
)uˉ+ iwˉ
]
, (3.4.64)
∂wˉ
∂y
= gˉ, (3.4.65)
∂fˉ
∂y
=
1
R20
[
− iω − ik3 tanφ∞h+R20f ′(2 +
ik1
R20
)
]
uˉ+ vˉ ∙R20f ′′ − ffˉ , (3.4.66)
∂gˉ
∂y
=
1
R20
(−iω − ik3 tanφ∞h+ ik1f ′)wˉ − k3 tanφ∞h′vˉ − fgˉ. (3.4.67)
The above equations satisfy the no-slip boundary condition at the wall, and the matching
condition with the spanwise velocity of the inviscid solution (3.4.55), i.e.
y = 0 : uˉ = vˉ = wˉ = 0; y →∞ : uˉ→ 0, and wˉ → 1, (3.4.68)
where we have taken uˆ∞3 = 1 without losing generality. A solution to (3.4.63)–(3.4.67) is
shown in figure 3.12.
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Figure 3.12: Velocity profiles at the stagnation point. The parameters used are ω = 0.12,
k3 = 1.0, Λ = 0.05, and b/a = 0.1.
Development of the perturbation
Away from the stagnation point, the velocity field of the base flow is given by
[
UB(S, η), VB(S, η),WB(S, η)
]
,
where the non-dimensional velocities UB , VB and WB can, by using (3.3.37), (3.3.38),
(3.3.62) and (3.4.13), be written as
UB = ue(S) ∙ f ′(S, η),
VB =
v∗B
R−1δs U∞
= −Rδs
( ν
U∞L
) 1
2
{
∂
∂S
[(
ue(S) ∙ S
) 1
2 ∙ f
]
+
(
ue(S) ∙ S
) 1
2 ∙ f ′ ∙ ∂η
∂S
}
= − 1√
C
{
∂
∂S
[(
ue(S) ∙ S
) 1
2 ∙ f
]
+
(
ue(S) ∙ S
) 1
2 ∙ f ′ ∙ ∂η
∂S
}
,
WB = −h(S, η) ∙ tanφ∞,
where a prime denotes differentiation with respect to η,
∂η
∂S
=
1
2
1
S
[ S
ue
due
dS
− 1
]
η,
with f(S, η) and h(S, η) being governed by (3.3.39) and (3.3.71) respectively.
Within the boundary layer, the perturbed flow can now be expressed as
u = UB + uˆ(x, y, z, t), v = VB + vˆ(x, y, z, t), w = WB + wˆ(x, y, z, t). (3.4.69)
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The perturbed flow is substituted into the non-dimensional boundary layer equations (3.4.14),
(3.4.46), and (3.4.47). After linearisation, we obtain the leading-order perturbation equa-
tions
∂uˆ
∂x
+R20
∂vˆ
∂y
+
∂wˆ
∂z
= 0, (3.4.70)
∂uˆ
∂t
+ UB
∂uˆ
∂x
+ uˆ
∂UB
∂x
+R20
(
VB
∂uˆ
∂y
+ vˆ
∂UB
∂y
)
+WB
∂uˆ
∂z
= R20
∂2u
∂y2
, (3.4.71)
∂wˆ
∂t
+ UB
∂wˆ
∂x
+ uˆ
∂WB
∂x
+R20
(
VB
∂wˆ
∂y
+ vˆ
∂WB
∂y
)
+WB
∂wˆ
∂z
= R20
∂2wˆ
∂y2
. (3.4.72)
The solution for (uˆ, vˆ, wˆ) takes the form
(uˆ, vˆ, wˆ) =
[
u˜(x, η), v˜(x, η),
1
k3
w˜(x, η)
]
exp
{
i(k3z − ωt)
}
,
substitution of which into (3.4.70)–(3.4.72) yields
∂u˜
∂x
+R20
∂v˜
∂y
+ iw˜ = 0, (3.4.73)
− iωu˜+ UB ∂u˜
∂x
+ u˜
∂UB
∂x
+R20
(
VB
∂u˜
∂y
+ v˜
∂UB
∂y
)
+ ik3WBu˜ = R
2
0
∂2u˜
∂y2
, (3.4.74)
− iωw˜+UB ∂w˜
∂x
+ k3u˜
∂WB
∂x
+R20
(
VB
∂w˜
∂y
+ k3v˜
∂WB
∂y
)
+ ik3WBw˜ = R
2
0
∂2w˜
∂y2
. (3.4.75)
For computational purpose, we rewrite (3.4.73)–(3.4.75) into a first-order system,
∂u˜
∂y
= f˜ , (3.4.76)
∂v˜
∂y
= − 1
R20
(∂u˜
∂x
+ iw˜
)
, (3.4.77)
∂w˜
∂y
= g˜, (3.4.78)
∂f˜
∂y
=
1
R20
(
− iω + UB ∂
∂x
+ ik3WB
)
u˜+
u˜
R20
∂UB
∂x
+ v˜
∂UB
∂y
+ VB f˜ , (3.4.79)
∂g˜
∂y
= u˜
k3
R20
∂WB
∂x
+ k3v˜
∂WB
∂y
+
1
R20
(
− iω + UB ∂
∂x
+ ik3WB
)
w˜ + VB g˜. (3.4.80)
Since the base flow is evaluated on the η grid, we need to re-write (3.4.76)–(3.4.80) in terms
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of η, in order to input the corresponding base flow at each mesh point. Noting that
∂
∂x
→ ∂
∂x
+
∂
∂η
∂η
∂x
,
∂
∂y
→ δs
δ
∂
∂η
,
we convert (3.4.76)–(3.4.80) into the following system,
∂u˜
∂η
= R1f˜ , (3.4.81)
∂v˜
∂η
= −R1
R20
∂u˜
∂x
− iR1
R20
w˜ − R
2
1
R20
∂η
∂x
f˜ , (3.4.82)
∂w˜
∂η
= R1g˜, (3.4.83)
∂f˜
∂η
=
R1
R20
(
−iω+UB ∂
∂x
+ik3WB+
Λ
L
∂UB
∂S
+
∂UB
∂η
∂η
∂x
)
u˜+v˜
∂UB
∂η
+
(R21
R20
∂η
∂x
UB+R1VB
)
f˜ ,
(3.4.84)
∂g˜
∂η
=
k3R1
R20
(Λ
L
∂WB
∂S
+
∂WB
∂η
∂η
∂x
)
u˜+ k3v˜
∂WB
∂η
+
R1
R20
(
− iω + UB ∂
∂x
+ ik3WB
)
w˜
+
(R21
R20
∂η
∂x
UB +R1VB
)
g˜, (3.4.85)
where
R1 =
δ
δs
=
√
CS
ue
, and
∂η
∂x
=
1
2
Λ
L
1
S
[ S
ue(S)
due
dS
− 1
]
η.
The values of
∂UB
∂S
,
∂UB
∂η
,
∂WB
∂S
and
∂WB
∂η
are evaluated from solving the steady boundary layer equations.
The boundary conditions for (3.4.81)–(3.4.85) are
u˜ = v˜ = w˜ = 0 at η = 0; u˜→ 0, w˜ → exp (ik1Δ) as η →∞. (3.4.86)
Note that the boundary condition at infinity comes from matching with the spanwise slip
velocity. The drift functionΔ needs to be evaluated numerically, and the detailed evaluation
procedure is given in the appendix A2.
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The initial condition for (3.4.81)–(3.4.85) is
(u˜, v˜, w˜)→ (xuˉ, vˉ, wˉ) as x→ 0 (3.4.87)
with (uˉ, vˉ, wˉ) being obtained from solving (3.4.63)–(3.4.67) subject to the boundary condi-
tion (3.4.68). The initial-boundary-value problem consisting of equations (3.4.81)–(3.4.85)
and (3.4.86)–(3.4.87) describes the receptivity and evolution of the excited perturbation.
3.5 Eigenvalue formulation
3.5.1 Non-parallel boundary-layer eigenvalue formulation
In order to see whether the perturbation evolves into a spatially growing eigenmode, we
formulate a local eigenvalue problem for crossflow vortices. As usual, we seek a normal-
mode solution
(u˜, v˜, w˜) =
[
uc(η), vc(η), wc(η)
]
exp{
∫ x
σ(x)dx},
where σ is in general a complex number dependent on x with its real part representing the
local growth rate. Substitution of the above expression into (3.4.81)–(3.4.85), we obtain a
set of ordinary differential equations
duc
dη
= R1fc, (3.5.1)
dvc
dη
= −R1
R20
σuc − iR1
R20
wc − R
2
1
R20
∂η
∂x
fc, (3.5.2)
dwc
dη
= R1gc, (3.5.3)
dfc
dη
=
R1
R20
(
−iω+σUB+ik3WB+Λ
L
∂UB
∂S
+
∂UB
∂η
∂η
∂x
)
uc+vc
∂UB
∂η
+
(R21
R20
∂η
∂x
UB+R1VB
)
fc,
(3.5.4)
dgc
dη
= uc
k3R1
R20
(Λ
L
∂WB
∂S
+
∂WB
∂η
∂η
∂x
)
+ k3vc
∂WB
∂η
+
R1
R20
(
− iω + σUB + ik3WB
)
wc
+
(R21
R20
∂η
∂x
UB +R1VB
)
gc. (3.5.5)
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The system (3.5.1)–(3.5.5) along with the homogenous boundary conditions,
(uc, vc, wc) = (0, 0, 0) at η = 0;
(uc, wc)→ (0, 0) as η →∞,
forms the non-parallel eigenvalue formulation. Since the pressure perturbation is absent,
the ensuring eigen solution will be referred to as the ‘boundary layer mode’.
3.5.2 Parallel boundary-layer eigenvalue formulation
If the nonparallel flow terms ∂UB
∂x
,
∂WB
∂x
, VB , and ∂η∂x are neglected, equations (3.5.1)–(3.5.5)
simplify to
duc
dη
= R1fc, (3.5.6)
dvc
dη
= −R1
R20
(σuc + iwc), (3.5.7)
dwc
dη
= R1gc, (3.5.8)
dfc
dη
=
R1
R20
(
− iω + σUB + ik3WB
)
uc + vc
∂UB
∂η
, (3.5.9)
dgc
dη
= k3vc
∂WB
∂η
+
R1
R20
(
− iω + σUB + ik3WB
)
wc, (3.5.10)
with the boundary conditions
(uc, vc, wc) = (0, 0, 0) at η = 0;
(uc, wc) = (0, 0) as η →∞.
The above system will be referred to as parallel boundary layer eigenvalue problem.
3.5.3 Non-parallel Navier-Stokes eigenvalue formulation
In the previous non-parallel eigenvalue formulation, the pressure gradient terms are ne-
glected, which is justified for x = O(1). However, the pressure fluctuation induced by
the displacement will eventually become an O(1) effect when x = O(RΛ). The usual
Navier-Stokes eigenvalue problem will have to be considered.
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Inserting p = PB + pˆ along with (3.4.69) into the normalised Navier-Stokes equations
(3.4.14)–(3.4.17), we obtain the linearised perturbation equations
∂uˆ
∂x
+R20
∂vˆ
∂y
+
∂wˆ
∂z
= 0, (3.5.11)
∂uˆ
∂t
+UB
∂uˆ
∂x
+uˆ
∂UB
∂x
+R20
(
VB
∂uˆ
∂y
+vˆ
∂UB
∂y
)
+WB
∂uˆ
∂z
= −∂pˆ
∂x
+R20
∂2uˆ
∂y2
+
1
RΛ
∂2uˆ
∂z2
, (3.5.12)
∂vˆ
∂t
+ UB
∂vˆ
∂x
+ uˆ
∂VB
∂x
+R20
(
VB
∂vˆ
∂y
+ vˆ
∂VB
∂y
)
+WB
∂vˆ
∂z
= −RΛ∂pˆ
∂y
+R20
∂2vˆ
∂y2
+
1
RΛ
∂2vˆ
∂z2
,
(3.5.13)
∂wˆ
∂t
+UB
∂wˆ
∂x
+ uˆ
∂WB
∂x
+R20
(
VB
∂wˆ
∂y
+ vˆ
∂WB
∂y
)
+WB
∂wˆ
∂z
= −∂pˆ
∂z
+R20
∂2wˆ
∂y2
+
1
RΛ
∂2wˆ
∂z2
,
(3.5.14)
where pˆ is the perturbation pressure. Note that we have neglected the streamwise diffusion
terms because they remain of a higher-order effect in the entire region of interest, over
which the equations (3.5.11)–(3.5.14) serve as an composite approximation in the sense that
they contain the upstream and downstream regimes in the appropriate asymptotic limits.
The solution for uˆ, vˆ, wˆ, and pˆ may be sought of the form
(uˆ, vˆ, wˆ, pˆ) =
[
u˜(x, η), v˜(x, η),
1
k3
w˜(x, η), p˜(x, η)
]
exp
{
i(k3z − ωt)
}
.
Substitution into (3.5.11)–(3.5.14) yields
∂u˜
∂x
+R20
∂v˜
∂y
+ iw˜ = 0, (3.5.15)
− iωu˜+ UB ∂u˜
∂x
+ u˜
∂UB
∂x
+R20
(
VB
∂u˜
∂y
+ v˜
∂UB
∂y
)
+ ik3WBu˜ = −∂p˜
∂x
+R20
∂2u˜
∂y2
− k
2
3
RΛ
u˜,
(3.5.16)
− iωv˜ +UB ∂v˜
∂x
+ u˜
∂VB
∂x
+R20
(
VB
∂v˜
∂y
+ v˜
∂VB
∂y
)
+ ik3WB v˜ = −RΛ∂p˜
∂y
+R20
∂2v˜
∂y2
− k
2
3
RΛ
v˜,
(3.5.17)
−iωw˜+UB ∂w˜
∂x
+k3u˜
∂WB
∂x
+R20
(
VB
∂w˜
∂y
+k3v˜
∂WB
∂y
)
+ik3WBw˜ = −ik23 p˜+R20
∂2w˜
∂y2
− k
2
3
RΛ
w˜.
(3.5.18)
Since the base flow is evaluated on η grid, equations (3.5.15)–(3.5.18) are re-written in
terms of η,
∂u˜
∂x
+
∂u˜
∂η
∂η
∂x
+
R20
R1
∂v˜
∂η
+ iw˜ = 0, (3.5.19)
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−iωu˜+ UB
(∂u˜
∂x
+
∂u˜
∂η
∂η
∂x
)
+ u˜
(∂UB
∂x
+
∂UB
∂η
∂η
∂x
)
+R20
(VB
R1
∂u˜
∂η
+
v˜
R1
∂UB
∂η
)
+ik3WBu˜ = −
(∂p˜
∂x
+
∂p˜
∂η
∂η
∂x
)
+
R20
R21
∂2u˜
∂η2
− k
2
3
RΛ
u˜, (3.5.20)
−iωv˜ + UB
(∂v˜
∂x
+
∂v˜
∂η
∂η
∂x
)
+ u˜
(∂VB
∂x
+
∂VB
∂η
∂η
∂x
)
+R20
(VB
R1
∂v˜
∂η
+
v˜
R1
∂VB
∂η
)
+ik3WB v˜ = −RΛ
R1
∂p˜
∂η
+
R20
R21
∂2v˜
∂η2
− k
2
3
RΛ
v˜, (3.5.21)
−iωw˜ + UB
(∂w˜
∂x
+
∂w˜
∂η
∂η
∂x
)
+ k3u˜
(∂WB
∂x
+
∂WB
∂η
∂η
∂x
)
+R20
(VB
R1
∂w˜
∂η
+
k3v˜
R1
∂WB
∂η
)
+ik3WBw˜ = −ik23 p˜+
R20
R21
∂2w˜
∂η2
− k
2
3
RΛ
w˜. (3.5.22)
For the linearised Navier-Stokes eigenmode formulation, the ratio b/a, spanwise wave-
length Λ/a, Reynolds number RΛ, and the frequency ω are the four independent parame-
ters.
We seek normal-mode solution
(u˜, v˜, w˜, p˜) =
[
uc(η), vc(η), wc(η), pc(η)
]
exp{
∫ x
σdx},
where σ is in general a complex number dependent on x with its real part representing the
local growth rate. We let
duc
dη
= R1fc, and
dwc
dη
= R1gc. (3.5.23)
From the continuity equation (3.5.19), we have
dvc
dη
= −R1
R20
σuc − iR1
R20
wc − R
2
1
R20
∂η
∂x
fc. (3.5.24)
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Eliminating dp˜
dη
through the operation, (3.5.20)× RΛ
R1
− (3.5.21)× ∂η
∂x
, we find
dfc
dη
=
1
A1
{
− iωRΛ
R1
+
[RΛ
R1
UB +
R1
R20
(∂η
∂x
)2
+
∂η
∂x
VB
]
σ +
RΛ
R1
(∂UB
∂x
+
∂UB
∂η
∂η
∂x
)
− ∂η
∂x
(∂VB
∂x
+
∂VB
∂η
∂η
∂x
)
+ ik3WB
RΛ
R1
+
k23
R1
}
uc
+
1
A1
[
iω
∂η
∂x
− σUB ∂η
∂x
+RΛ
R20
R21
∂UB
∂η
− R
2
0
R1
∂η
∂x
∂VB
∂η
− ik3WB ∂η
∂x
− k
2
3
RΛ
∂η
∂x
]
vc
+
i
A1
[
VB
∂η
∂x
+ UB
R1
R20
(∂η
∂x
)2]
wc +
RΛ
A1R1
σpc − i
A1
∂η
∂x
gc
+
1
A1
{
RΛUB
∂η
∂x
+ UB
R21
R20
(∂η
∂x
)3
+
RΛR
2
0
R1
VB +R1VB
(∂η
∂x
)2
−∂η
∂x
[
σ +
∂
∂η
(∂η
∂x
)]}
fc, (3.5.25)
where
A1 =
RΛR
2
0
R21
+
(∂η
∂x
)2
, and
∂
∂η
(∂η
∂x
)
=
1
2
Λ
L
1
S
[ S
ue(S)
due
dS
− 1
]
.
Elimination dfc
dη
through manipulation, (3.5.20)× ∂η
∂x
+ (3.5.21)× R20
R1
, we obtain
dpc
dη
= − 1
A1
{
− iω ∂η
∂x
− R
2
0
R1
VBσ +
∂UB
∂x
∂η
∂x
+
∂UB
∂η
(∂η
∂x
)2
+
R20
R1
∂VB
∂x
+
R20
R1
∂VB
∂η
∂η
∂x
+ ik3WB
∂η
∂x
+
k23
RΛ
∂η
∂x
}
uc
− R
2
0
A1R1
[
− iω + σUB + ∂UB
∂η
∂η
∂x
+
R20
R1
∂VB
∂η
+ ik3WB +
k23
RΛ
]
vc
+
i
A1
(
UB
∂η
∂x
+ VB
R20
R1
)
wc − 1
A1
R20
R1
[
σ +
∂
∂η
(∂η
∂x
)]
fc − σ
A1
∂η
∂x
pc
− i R
2
0
A1R1
gc. (3.5.26)
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The spanwise momentum equation (3.5.22) may be written as
dgc
dη
= uc
k3R1
R20
(Λ
L
∂WB
∂S
+
∂WB
∂η
∂η
∂x
)
+ k3vc
∂WB
∂η
+
ik23R1
R20
pc +
(R21
R20
∂η
∂x
UB +R1VB
)
gc
+
R1
R20
(
− iω + σUB + ik3WB + k
2
3
RΛ
)
wc (3.5.27)
In conclusion, the classical non-parallel eigenvalue formulation consists of (3.5.23)–(3.5.27),
and the boundary conditions
(uc, vc, wc) = (0, 0, 0) at η = 0;
(uc, vc, wc, pc) = (0, 0, 0) as η →∞.
The above linearised Navier-Stokes eigenvalue problem is more general than the boundary-
layer eigenvalue problem. Let us now discuss the relationship between them and the re-
spective region of validity in the context of the present problem. In the downstream region,
where S = O(1) and ue = O(1), we know from (3.4.7) that C = O(a2/b2), and so
R1 =
δ
δs
=
√
CS
ue
= O(
a
b
).
The local boundary layer thickness
δ =
√
νs∗
u∗e
∼
√
νL
U∞
=
Λ√
RΛ
√
L
Λ
= O(Λ),
if we take the Reynolds number
RΛ = O(
a2
b2
).
Thus
A1 =
RΛR
2
0
R21
+
(∂η
∂x
)2
= O(1),
implying an O(1) pressure variation across the boundary layer so that the instability is
governed by the Navier-Stokes eigenvalue problem. A closer inspection of the asymptotic
scalings suggests that the viscous terms are all of higher-order effects, that is, the eigen
modes are actually governed by the Rayleigh equation with the effective profile
Ueff = UB +
ik3
σ
WB.
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Figure 3.13: The distribution of R1 = δ/δs and R1/R0 along the airfoil for b/a = 0.1.
On the other hand, in the leading-edge region where x = O(1), S = O(Λ/L) =
O(b2/a2) and ue = O(1). Clearly,
R1 =
δ
δs
=
√
CS
ue
= O(1),
so that
A1 =
RΛR
2
0
R21
+
(∂η
∂x
)2
= O(RΛ),
implying that ∂p˜/∂η = 0, and consequently the linearised Navier-Stokes eigenvalue re-
duces to the linearised boundary layer eigenvalue in this limit and the instability is of vis-
cous nature. The ‘parameter’ R1/R0 determines different regimes of instability. It should
be noted that when R1/R0 = O(1), an eigenvalue formulation is, strictly speaking, not ap-
plicable. It is justified only when R1/R0 À 1, which is the case sufficiently downstream.
Figure (3.13) displays the variation of R1 and R1/R0 along the airfoil.
As will be shown in §3.6, between the region where R1/R0 À 1 and the region
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where R1/R0 = O(RΛ), there exists an intermediate regime corresponding to R1/R0 =
O(RΛ)
1/5
. In this region, the viscosity effect and the pressure perturbation are both impor-
tant.
3.6 Numerical results
The initial-boundary-value and eigenvalue problems are solved numerically using the same
numerical algorithms as in the case of Go¨rtler vortices. However, extra terms appear due to
the presence of the crossflow. Further validation of the code is needed. This is performed
by comparing the growth rates obtained by solving the linearised Navier-Stokes eigenvalue
problem (3.5.23)–(3.5.27) for the swept Hiemenz flow with the result presented in MLC.
3.6.1 Validation of the eigenvalue solver
MLC studied spatial crossflow instability using the swept Hiemenz flow as the base flow.
The growth rates shown in their paper can be used as a reference for us to check our codes.
Since the variables used in MLC are defined differently from ours, we need first to find the
relations between the two sets of variables. The subscript M will be used to denote the
variables in MLC.
The slip velocity in MLC’s is given by
U∞M = CM ∙ s∗ = CM ∙
s∗
Λ
∙ Λ = CM ∙ x ∙ Λ, (3.6.1)
while in ours
u∗e = C ∙ S ∙ U∞ = C ∙
Λ
L
∙ x ∙ U∞. (3.6.2)
Equality of the two, U∞M = u∗e, implies that
CM =
C
L
∙ U∞. (3.6.3)
In MLC, the reference length scale used for non-dimensionalisation is defined as
l =
( ν
CM
) 1
2
. (3.6.4)
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Substitution of (3.6.3) into (3.6.4) yields
l =
( νL
CU∞
) 1
2
= δs, (3.6.5)
where δs refers to the stagnation point boundary layer thickness in our formulation. The
Reynolds number defined in MLC is
RM =
U∞M l
ν
=
CM ∙ s∗ ∙ l
ν
=
s∗ ∙ l
l2
=
s∗
l
=
xΛ
l
. (3.6.6)
Substituting (3.6.5) into (3.6.6), we find
RM = x ∙ Λ ∙
(U∞C
νL
) 1
2
= x ∙
(U∞Λ
ν
∙ ΛC
L
) 1
2
= x(RΛR
2
0)
1
2 . (3.6.7)
The normalised spanwise wavenumber in our formulation and MLC’s are
k3 = k
∗
3Λ, and β = k
∗
3l (3.6.8)
respectively. It follows that
β =
k3
Λ
l =
k3
Λ
( νL
CU∞
) 1
2
=
( ν
ΛU∞
∙ L
ΛC
) 1
2
= k3(RΛR
2
0)
− 1
2 . (3.6.9)
In our formulation k3 = 1, which means
β = (RΛR
2
0)
− 1
2 . (3.6.10)
From the normalisation of the velocity in the x direction, we know
US =
u∗
U∞
=
u∗
W∞M
∙ W∞M
U∞
= UM tanφ∞, (3.6.11)
where US = R20f ′x, and UM = xMf ′M/Rˉ = Rf ′M/Rˉ respectively. If tanφ∞ = 1, then the
base flows are identical,
US = UM , i.e. R
2
0f
′x =
R
Rˉ
f ′M =
x(RΛR
2
0)
1
2
Rˉ
f ′M . (3.6.12)
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Since f ′ = f ′M , the relation (3.6.12) implies that
R20 =
(R20RΛ)
1
2
Rˉ
. (3.6.13)
Combining (3.6.10) and (3.6.13), we get
R20 =
1
βRˉ
, RΛ =
Rˉ
β
, (3.6.14)
and
Λ/a =
L
aC
∙R20 =
L
aC
∙ 1
βRˉ
. (3.6.15)
Substitution of (3.6.14) into (3.6.7) shows
RM = x/β. (3.6.16)
The growth rate is normalised by l in MLC, i.e.
σM = σ
∗l, (3.6.17)
while in our formualtion, the growth rate is normalised by Λ, i.e.
σ = σ∗Λ. (3.6.18)
From (3.6.17) and (3.6.18), we have
σ =
σM
l
∙ Λ = σM ∙
( νL
CU∞
)− 1
2
Λ = σM ∙
( ν
ΛU∞
∙ L
ΛC
)− 1
2
= σM(RΛR
2
0)
1
2 = σM/β.
(3.6.19)
The frequency ω in our formulation is
ω = 2πf ∗ ∙ Λ
U∞
, i.e. f ∗ =
ω
2π
∙ U∞
Λ
, (3.6.20)
where f ∗ denotes the dimensional frequency. The frequency in MLC’s formulation is
FM =
2πνf ∗
W 2∞M
, i.e. f ∗ =
FM
2πν
∙W 2∞M , (3.6.21)
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Figure 3.14: The growth rate and chordwise wavenumber of crossflow vortices at different
chordwise locations. Parameter values: ω = 0.1071, RΛ = 1428.57 and Λ/a = 2.9×10−4.
whereW∞M is the oncoming free-stream velocity in the spanwise direction. From (3.6.20)
and (3.6.21), it follows
ω
2π
∙ U∞
Λ
=
FM
2πν
∙W 2∞M , i.e. ω = FM ∙RΛ ∙
W 2∞M
U2∞
(3.6.22)
From the definition
Rˉ =
W∞M l
ν
,
we have
W∞M =
Rˉ ∙ ν
l
. (3.6.23)
Substitution of (3.6.23) and (3.6.5) into (3.6.22) leads to
ω = FM ∙R20 ∙ Rˉ2 = FM Rˉ/β. (3.6.24)
From figure 5 in MLC, we can extract the value of σM = iα = −αi + iαr. The value
of αi can be read directly from the figure. From the relation
tan(θ + ψ) =
β
αr
, (3.6.25)
where θ is the local sweep angle in MLC defined as θ = arctan(Rˉ/R), and ψ is the
orientation angle, which can be read from the figure directly, the value of αr can be ob-
tained. When frequency F = 0.75 × 10−4 and β ≈ 0.35, we have −αi = 0.032, and
αr = −0.36289472. Using (3.6.16) and (3.6.19), we find the corresponding location
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Figure 3.15: Non-parallel eigenvalue calculation for different frequencies at x = 35 with
Λ/a = 0.005, k3 = 1.0, and b/a = 0.1.
x = 105 and the initial guess for σ = (0.09143,−1.03684) with ω = 0.1071 to start the
Newton-Raphson iteration. From (3.6.14), we get R20 = 5.714× 10−3, and RΛ = 1428.57,
while using (3.6.15) with b/a = 0.1, we have Λ/a = 2.9 × 10−4. The convergent value
after the Newton-Raphson iteration turns out to be (0.09452, -1.07230).
With the parameters given above, we calculate the growth rates at different locations
(i.e. RM values) using our eigenvalue solver. The results are shown in figure 3.14, and are
found to be quite close to those in figure 7(b) in MLC (see figure ??) . There is a slight
difference between the two since β = 0.4 in figure 7(b) of MLC. But overall, the result is
convincing enough to indicate both our formulation and eigenvalue solver are reliable.
3.6.2 Initial-value and eigenvalue solutions
Figure 3.15 shows boundary-layer eigenmodes at x = 35.0 for different frequencies with
Λ/a = 0.005. When the frequency ω = 0.12, the unstable mode acquires its maximum
growth rate. This result fits the linear stability theory (Reed and Saric 1989) that unsteady
disturbances are more amplified than steady ones. Although, unsteady disturbances are
more amplified, eigenmodes with a frequency ω exceeding a certain value are damped. In
the following computation, the value ω = 0.12 will be used as the suitable frequency value
to perform other unsteady initial-value and eigenvalue calculations. Figure 3.16 shows the
non-parallel eigenvalues for different spanwise wavelengths. As the wavelength decreases,
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the eigenmode becomes more amplified, indicating that crossflow vortices of short wave-
length are more likely to occur. This trend echoes the finding of Saric and his coworker
(Dagenhart and Saric 1999), who observed in their experiment that stationary vortices of
smaller wavelength exhibit a larger growth rate in the region close to the leading edge. Pre-
sumably, the same trend holds for non-stationary vortices. In our calculations, the growth
rate for Λ/a = 0.001 is quite appreciable, and so the value Λ/a = 0.001 will be used for
other initial-value and eigenvalue calculations.
We now discuss the nature of the instability. It should be emphasised that the instability
is governed by the linearised boundary layer equations, and occurs without any pressure
fluctuation. This instability is similar to that identified by Cowley et al. (1985) for a two-
dimensional boundary-layer type of flows. They showed that if the base flow profiles UB is
non-monotonic such that there exists a local maximum or minimum at ηc, i.e. U ′B(ηc) = 0,
then there exists a temporally amplifying mode with ωr/α = UB(ηc) to leading order,
where ωr is the real part of the complex frequency ω = ωr + iωi. The characteristic
wavelength of the mode is much shorter than the streamwise length scale of the mean flow,
but much longer than the local boundary-layer thickness. Recently, Riley et al. (2009),
and Hewitt and Duck (2011) analysed spatial instability of such flows, and showed that
a spatially amplifying mode exists with its frequency ω and wavenumber satisfying the
relation ω/α = UB(ηc)
The result mentioned above can be generalised to a generic three-dimensional boundary
layer. For the problem under consideration, the eigenvalue formulation can formally be
justified in the downstream region corresponding to x À 1, where R1/R0 À 1. In this
limit, we may seek an an asymptotic solution with
σ = σ0 + (R0/R1)σ1 + . . . . (3.6.26)
and similar expansions for the eigenfunction (u˜, v˜, w˜). It can be shown that at leading order
v˜ = Aˉ±
[
UB +
k3
σ
WB − ω
σ
]
, σu˜+ ik3w˜ = −Aˉ±R
2
0
R1
[
U ′B +
k3
σ
W ′B
]
, (3.6.27)
where Aˉ± is an O(1) constant which may take different values above or below ηc (Cowley
et al., 1985). It can be shown that σ0 is purely imaginary, i.e. σ0 = iσi, and the instability
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is equivalent to that for a two-dimensional flow with an effective profile
Ueff = UB +
k3
σi
WB.
The skewed profile has a maximum at ηc, U ′eff = 0, i.e.
σi
∂UB(ηc)
∂η
+ k3
∂WB(ηc)
∂η
= 0. (3.6.28)
The frequency ω and σi satisfy the relation
ω
σi
= UB +
k3
σi
WB,
i.e.
ω = σiUB(ηc) + k3WB(ηc). (3.6.29)
From (3.6.28) and (3.6.29) it follows
− ω
k3
+ [
WB(ηc)
UB(ηc)
− W
′
B(ηc)
U ′B(ηc)
]UB(ηc) = 0. (3.6.30)
The relations (3.6.28) and (3.6.30) allow us to determine σi. At a given downstream loca-
tion, the values of the base flow UB ,WB, and their derivatives U ′B , andW ′B are all known.
We are able to find the location of η which satisfies the relation (3.6.30). When the value of
ηc is known, the imaginary part of the eigenvalue, i.e. σi will be obtained from (3.6.28). An
analysis of the viscous critical layer, which has a width of O[(R0/R1)1/2], gives the value
of
σ1 = −
(−iσiU ′′eff )1/2√
2UB(ηc)
,
and so the real part of σ
σr =
(σiU
′′
eff )
1/2
2UB(ηc)
R0/R1. (3.6.31)
In figure 3.17, the value of σ computed by solving the non-parallel eigenvalue problem
is compared with the theoretical result. As illustrated in figure 3.17, for σi the numeri-
cal result matches with the theoretical prediction quite well. The theoretical value for σr
is about twice the numerical value. The discrepancy arises because R0/R1 is not large
enough, merely 0.2. But the general trend is consistent. The overall agreement reassures
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Figure 3.16: The growth rates (Re(σ)) and chordwise wavenumber (Im(σ)) of the non-
parallel eigenmodes for different spanwise wavelengths for ω = 0.12, k3 = 1.0, and b/a =
0.1.
0 50 100 150 200
-0.01
-0.005
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
x
1
R
e(
σ
)
1
 
 
Numerical
Theory
20 40 60 80 100 120 140 160 180 200
0.5
1
1.5
2
2.5
3
3.5
4
x
1
Im
(σ
)
1
 
 
Numerical
Theory
Figure 3.17: Non-parallel eigenvalue and comparison with the theoretical result . Parameter
values: ω = 0.12, Λ/a = 0.001, k3 = 1.0, and b/a = 0.1.
us that the numerical results are reliable. We also apply the theory to the swept Hiemenz
flow. The result is shown in figure 3.14, and a reasonable agreement is obtained.
Both non-parallel and parallel eigenvalues calculations are carried out, and the results
are compared with the theoretical results in figure 3.18. Figure 3.18 indicates that non-
parallel flow effects destabilize the flow. In the upstream region where x = O(1), there is
significant difference. But the eigenvalue formulation in this region is ad hoc, and the result
should probably be rejected. In the downstream region where the character of the asymp-
totic mode is established, the difference between parallel and non-parallel predictions is
rather small.
We solved the initial-boundary-value problem (3.4.81)–(3.4.85) with (3.4.86)–(3.4.87)
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Figure 3.18: Comparison between non-parallel and parallel eigenvalue calculations with
the theoretical result for ω = 0.12, Λ/a = 0.001, k3 = 1.0, and b/a = 0.1.
pertaining to the free-stream turbulence. The local growth rate, 1
u˜
du˜
dx
, is computed and
shown in figure 3.19. We note that 1
u˜
du˜
dx
remains positive, indicating that the induced dis-
turbance amplifies monotonically. We also compared 1
u˜
du˜
dx
with the eigenvalue σ. The two
solutions converge as x increases, suggesting that the perturbation gradually develops into
an eigen mode.
We performed the calculation of boundary layer receptivity to suction imposed on the
surface. For this case, the initial condition is taken to be u˜ = v˜ = w˜ = 0. The boundary
conditions are
η = 0 : u˜ = w˜ = 0, v˜ = xe−x; η = η∞ : u˜ = v˜ = w˜ = 0.
The local growth rates obtained are compared with the non-parallel eigenvalues in figure
3.20. The result shows that the induced perturbation eventually develops into an eigen-
mode, i.e. crossflow vortices are excited by suction. As can be seen from the figure, the
form of the initial disturbance affects the response in the region relatively close to the lead-
ing edge, but the induced motion acquire the same behaviour at large distances.
3.6.3 The intermediate regime
In this subsection, we analyse the development of boundary-layer modes farther down-
stream, and show that the mode will enter an intermediate regime where the induced pres-
sure will eventually balance the inertia and viscous effects.
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Figure 3.19: The local growth rate predicted by the initial-value calculation for FST and
comparison with the non-parallel eigenvalues. Parameter values: ω = 0.12, Λ/a = 0.001,
k3 = 1.0, and b/a = 0.1.
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Figure 3.20: The local growth rate predicted by the initial-value calculation for suction and
comparison with the non-parallel eigenvalues. Parameter values: ω = 0.12, Λ/a = 0.001,
k3 = 1.0, and b/a = 0.1.
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In order to estimate the induced pressure, we note that the first equation in (3.6.27)
shows that as η →∞,
v˜ → Aˉ±
[
1 +
k3
σ
tanφ∞ − ω
σ
]
= O(1).
Since v˜ does not vanish at the edge of the boundary layer, an outer layer has to be intro-
duced, where a pressure is induced by v˜. The pressure is governed by the Laplace equation
(in the y − z plane)
∇2p˜ =
[
(R21/R
2
0)∂
2/∂η2 − k23/RΛ
]
p˜ = 0.
The balance of the two terms indicates that the width of the outer layer corresponds to
η = O
[R0
R1
√
RΛ
]
. (3.6.32)
The balance between the inertial term and the pressure gradient in the normal momentum
equation (3.5.21) implies that
RΛ
R1
∂p˜
∂η
= O(1).
By using (3.6.32) in the above relation, the induced pressure is estimated as
p˜ = O
[
(R1/RΛ)
R0
R1
√
RΛ
]
= O(R0/
√
RΛ). (3.6.33)
Now we consider the dominant balance in the critical layer corresponding to η − ηc =
O[(R0/R1)
1/2]. The streamwise and spanwise momentum equations (3.5.20) and (3.5.22)
can be combined to show that
iσiUeff (σu˜+ ik3w˜)− R
2
0
R21
∂2
∂η2
(σu˜+ ik3w˜) = (−σ2 + k23)p˜+ . . . ,
where higher-order terms are omitted. Since Ueff = O(R0/R1), and
σu˜+ ik3u˜ = O[(R
2
0/R1)(R0/R1)
1/2] = O(R
5/2
0 /R
3/2
1 )
as can be inferred from the second equation of (3.6.27), the pressure will be comparable
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with the inertia if (R0/R1)R5/20 /R
3/2
1 ∼ R0/
√
RΛ, i.e. if
R1 ∼ R0R
1
5
Λ, (3.6.34)
which signifies the region where the pressure gradient comes into play. The viscous effect
remains at leading order, and thus this intermediate regime links the upstream viscous
boundary-layer mode and the downstream inviscid Rayleigh mode.
3.7 Summary and discussion
Transition initiated by crossflow instability on a swept wing is of great practical importance
for aeronautic technology. Although, the problem has been studied for several decades,
there are still quite a lot of unsolved issues. One of these is the receptivity to external
disturbances. Much of the previous work considered excitation of steady vortices by sur-
face roughness, or of unsteady vortices by free-stream disturbance interacting with surface
roughness elements. In the present study, we consider a possible new and more effective re-
ceptivity mechanism: excitation of crossflow vortices by free-stream vortical disturbances
directly without any involvement of surface roughness. In the present work, we have as-
sumed that the intensity of free-stream turbulence is sufficient low so that the excitation
and the subsequent growth of crossflow vortices remains linear. An initial-boundary-value
problem describing the excitation and evolution of crossflow vortices was derived. The
initial-boundary-value problem was solved numerically for appropriate values of relevant
parameters. The result showed the induced perturbation amplifies downstream.
In order to identify the character of the induced motion, we formulated the ‘boundary-
layer eigenvalue problem’. An interesting growing mode was found to exist despite that the
pressure gradient is absent. The instability is associated with the existence of a maximum
of the skewed mean-flow profile, and is essentially a generalisation to the three-dimensional
flows of the instability identified by Cowley et al. (1985) for two-dimensional flows. The
solution of the initial-boundary-value problem was found to converge to this mode down-
stream, indicating that the latter was excited by FST alone without interacting with surface
roughness. The boundary-layer mode develops into a usual N-S (or more precisely inviscid
Rayleigh) mode further downstream. This new receptivity mechanism is much more effec-
tive as it does not need a quadratic interaction between the unsteady vortical disturbance
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and steady mean-flow distortion caused by roughness elements.
The response to the spanwise slip velocity was found to be monotonically increasing,
but it should be pointed out that the contribution from both the unsteady pressure gradients
and from the potential part of the fluctuation are ignored. Further work is needed in order
to obtain the complete response.
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Chapter 4
Further discussions and future work
4.1 Summary of conclusions and further discussions
In this thesis, we have studied receptivity of boundary layers on a concave wall and a
swept wing to oncoming free-stream turbulence. The underlying instabilities are Go¨rtler
and crossflow instabilities respectively, which lead to formation of Go¨rtler and crossflow
vortices. The FST was represented by small-amplitude vortical disturbances. In each case,
an initial-boundary-value problem was formulated and then solved numerically. Numerical
solutions showed that both types of vortices can be excited by FST directly without the
need of surface roughness. The specific conclusions for each problem are already drawn
in chapter 2 and 3 respectively. Rather than repeating them here, we now give a brief
summary of the main findings and insights, and discuss the main common features as well
as differences of the two problems.
Crucial to both receptivity problems is the proper specification of disturbances in the
free stream. For the Go¨rtler problem, the instability has a long streamwise length scale, and
so the relevant free-stream disturbances must have long streamwise wavelengths and low
frequencies. Since the inviscid mean flow is uniform, these disturbances are not strained
near the leading edge, but sufficient downstream they are affected by the displacement
produced by the viscous motion in the boundary layer. This effect can be accounted for by a
suitable shift of the transverse coordinate. The long-wavelength disturbances are entrained
into the boundary layer over an extended region. For the crossflow problem, the instability
in the majority of the flow field has streamwise and spanwise length scales comparable with
the local boundary thickness δ∗, and it is receptive to disturbances having wavelengths
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comparable with a typical δ∗. Because a pressure gradient is present (due to the finite
thickness of the airfoil), the inviscid mean flow is non-uniform so that the disturbances
are strained as they propagate through this region. The generalised rapid distortion theory
has to be applied to account for this process in order to obtain the slip velocity. Because
of their relatively short streamwise wavelength, the disturbances entrain into the boundary
layer near the leading edge.
The initial-boundary-value problem for the Go¨rtler instability can describe the receptiv-
ity and the entirely linear development. The concept of eigenvalue is redundant, and indeed
is not even tenable unless the Go¨rtler number GΛ À 1. However, in typical experiments
and practical applications, GΛ turns out to be a large number of O(102) at least, for which
initial-value solutions approach the local eigenfunction rather quickly, but the growth rate
is not accurately predicted by the eigenvalue until very large distances downstream. Useful
insights into the instability and receptivity has been gained from the asymptotic analysis
assuming GΛ À 1. An important finding is the growing asymptotic modes, which link
the pre-modal phase to the modal stage of the disturbance development. Because of these
modes, the induced vortices amplify monotonically without exhibiting transient decay.
For crossflow vortices, receptivity and instability have to be considered in two dis-
tinct (but asymptotically overlapping) regions. Near the leading edge, the boundary layer
response to free-stream disturbances is described by an inhomogeneous initial-boundary-
value problem, consisting of the linearised boundary layer equations. We show that these
equations support a growing asymptotic mode despite that no pressure fluctuation is present.
This mode has a viscous origin, and exists because the effective velocity profile in the direc-
tion of propagation has a maximum. In the downstream limit of this region, the asymptotic
mode develops out of the overall response, and evolves into usual inviscid crossflow vor-
tices.
In each problem, the respective asymptotic modes, identified for the first time, are in-
strumental to receptivity. They play a similar role as the well-known Lam-Rott modes for
T-S receptivity. The importance of the present asymptotic modes is arguably more signifi-
cant because they are all amplifying. This implies that the lower branches of the respective
neutral curves do not exist, and that Go¨rtler and crossflow vortices are extremely receptive
to free-stream vortical disturbances.
Finally, it should be pointed out that while a local eigenvalue problem can be readily
formulated at any streamwise location, it is important to determine where it is applicable
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and where it is not. For both problems, there always exist regions close to the leading edge
where the eigenvalue approach cannot be justified, and may give incorrect predictions such
as a superficial lower branch of the neutral curve.
4.2 Topics for future study
The work undertaken in the thesis points to several topics for future study. In the Go¨rtler
problem, we have assumed that FST intensity is sufficiently low that the excitation and
the subsequent growth of Go¨rtler vortices remain linear. Further more, it was assumed
that the free-stream disturbance consists of a single Fourier mode and is periodic in the
spanwise direction. In reality, the disturbance may have a continuous spectrum, and the
resulting Go¨rtler vortices may not exhibit a strictly periodic patten (e.g. Finnis and Brown
1997). The calculation can be generalized to such more general cases, for which one could
compute the root-mean-square of the induced boundary-layer signature and then compare
it with experimental data (e.g. Volino and Simon 2000).
When FST is high, the excitation and evolution of unsteady Go¨rtler vortices are gov-
erned by the nonlinear boundary-region equations. Unsteady vortices of sufficient ampli-
tude may undergo secondary instability to cause transition to turbulence as it occurs in the
case of steady Go¨rtler vortices (Saric 1994). The secondary instability of steady Go¨rtler
vortices, developed from an arbitrarily imposed upstream perturbation or from roughness,
has been studied by a number of researchers (e.g. Hall and Horseman 1991, Li and Malik
1995). However, nonlinear unsteady vortices generated by strong FST and their secondary
instability have not yet been studied. Both problems are of particular practical importance
to turbo-machinery, where the pre-transitional flow over the blade features streaks or vor-
tices due to the combined effects of high turbulence intensity Tu and the centrifugal force,
and the onset location of transition is strongly dependent on both Tu and the surface curva-
ture (Schultz and Volino 2003). With this application in sight, a future task is to solve the
nonlinear boundary-region equations, which govern nonlinear excitation and evolution of
unsteady Go¨rtler vortices, and perform related secondary instability analysis. Investigation
along this line may allow us to correlate, on a physical basis, the transition location with
Tu and the geometry feature of blades.
In the Go¨rtler problem studied in the present thesis, the pressure gradient of the mean
flow is absent. However, in applications such as turbo-machinery, a pressure gradient is
Chapter 4. Further discussions and future work 147
usually present because of the geometry of the blade. This means that the inviscid mean
flow must be non-uniform and the ensuing distortion of the turbulence will complicate the
receptivity analysis. This is another topic for further research.
In the crossflow problem, we have shown that the response to the spanwise slip ve-
locity is monotonically increasing. However, as has been pointed out in chapter 3, the
contribution from the unsteady pressure and the potential part of the fluctuation have been
neglected. These have to be taken into account by solving the mixed boundary-value prob-
lem (formulated in chapter 3) so that the complete response can be predicted.
In many application, the airfoil may be both concave and swept. This means that Go¨rtler
and crossflow instability mechanisms operate simultaneously. The receptivity in this more
complicated setting is of interest. Bassom and Hall (1991) showed that a small amount of
crossflow may produce an O(1) effect on Go¨rtler instability. In this weak sweep limit, a
receptivity theory may be formulated by combining the analyses in chapters 2 and 3.
Finally, the receptivity result may be used to improve some of current transition pre-
diction methods. A popular method for correlating transition location is the eN -method.
Typically, the N factor is calculated by integrating the local growth rate from the first neu-
tral point, which is, in the case of crossflow instability, very close to the leading edge. But
the present study indicates that near the leading edge, eigenvalue approach is not applicable,
and the predicted growth rate and the neutral point are both suspected. This observation
may explain why the eN -method does not work well. A simple remedy would be to ex-
clude a suitable region near the leading edge in the calculation of N , but an improved and
physics-based method is to use the receptivity analysis to provide the correct initial am-
plitude, and then use the eN and/or PSE to account for the subsequent development. The
transition location may be decided by an amplitude criterion: transition occurs once the
amplitude reaches a certain threshold. If the nonlinear PSE is used, the location where sat-
urated crossflow vortices become unstable to high-frequency perturbations may be taken as
an approximation for the transition location.
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Appendix A
Approximation for S − θ relation for
π − θ = O(b/a)
We first expand the term within the modulus of (3.3.31) at θ = π to second order:
1− a
2
[−b+ (a+ b)eiθ]2 = I − iI
′ϕ+
1
2
I ′′ϕ2, (A.0.1)
where we have put ϕ = π − θ,
I = 1− a
2
(a+ 2b)2
=
4b(a+ b)
(a+ 2b)2
, I ′ =
2a2(a+ b)
(a+ 2b)3
, I ′′ =
2a2(a+ b)(2a+ b)
(a+ 2b)4
.
It follows that∣∣∣∣∣1− a2[−b+ (a+ b)eiθ]2
∣∣∣∣∣ =
√[
I +
1
2
I ′′ϕ2
]2
+
[
I ′ϕ
]2
=
√
I2 +
1
4
[I ′′ϕ2]2 + II ′′ϕ2 + [I ′ϕ]2. (A.0.2)
For a = O(1) and b/a¿ 1,
I = 1− a
2
(a+ 2b)2
=
4b(a+ b)
(a+ 2b)2
= O(b/a), I ′ = O(1) and I ′′ = O(1).
Since ϕ = O(b/a), we may neglect terms which are smaller than O(b2/a2) within the
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square root of (A.0.2), so that∣∣∣∣∣1− a2[−b+ (a+ b)eiθ]2
∣∣∣∣∣ =√I2 + [I ′ ∙ ϕ]2 = I
√
1 +
(I ′
I
ϕ
)2
.
Use of this approximation in (3.3.31) gives ,
S(θ) = −
(a+ b
L
)∫ θ
π
∣∣∣∣∣1− a2[−b+ (a+ b)eiθ]2
∣∣∣∣∣dθ
=
(a+ b
L
)
I
∫ ϕ
0
√
1 +
(I ′
I
ϕ
)2
dϕ. (A.0.3)
By performing integration by parts, we find that
∫ ϕ
0
√
1 +
(I ′
I
ϕ
)2
dϕ =
1
2
(√
1 +
(I ′
I
ϕ
)2 ∙ ϕ+ ∫ ϕ
0
1√
1 +
(
I′
I
ϕ
)2dϕ)
=
1
2
{√
1 +
(I ′
I
ϕ
)2 ∙ ϕ+ I
I ′
ln
[I ′
I
ϕ+
√
1 +
(I ′
I
ϕ
)2]}
.
(A.0.4)
Substituting the integration values of (A.0.4) into (A.0.3) yields
S =
1
2
(a+ b
L
)I2
I ′
{√
1 +
(I ′
I
ϕ
)2 ∙ (I ′
I
ϕ
)
+ ln
[I ′
I
ϕ+
√
1 +
(I ′
I
ϕ
)2]}
. (A.0.5)
Equations (A.0.5) and (3.3.27) give the ue ∼ S relation valid for S = O(b2/a2).
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Figure A.1: Comparison of the s − θ relation obtained by numerical integration with the
asymptotic approximation (A.0.5) (b/a = 0.035).
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Evaluation of drift function
We re-write the drift function (3.4.28) as
Δ =
1
Λ
[
ξ∗ +
∫ ξ∗
−∞
( 1
Uξ
− 1
)
dξ∗
]
, (B.0.1)
where Uξ is the inviscid velocity in the ξ∗ direction, and the form of ξ∗ is given in (3.3.10).
As the streamline approaches the surface of the airfoil, Uξ is the slip velocity component in
the ξ∗ direction, i.e. Uξ = uet. From equation (3.3.18), we have
Uξ = 1− cos2θ + (1 + p)
2
q2 + 2qcosθ + 1
[
qcosθ + cos2θ + qcos2θ + cos3θ
]
≡ G(θ), (B.0.2)
where θ is the polar angle parameterising the circle on the z∗-plane; ξ∗ is related to θ via
equation (3.3.10). The expression (B.0.2) is valid when 0 ≤ θ ≤ π, i.e. −(a + 2b) −
[a2/(a+ 2b)] ≤ ξ∗ ≤ 2a.
The inviscid velocity in the η∗ direction is zero along the streamline η∗ = 0 upstream
of the airfoil, i.e. vet = 0. Corresponding to η∗ = 0, y∗c = 0 in the z∗-plane. From equation
(3.3.16), we obtain the inviscid velocity upstream of the airfoil
Uξ =
[
1−
( a+ b
x∗c + b
)2]/[
1− a
2
x∗c2
]
, (B.0.3)
which is valid when ξ∗ < −(a+2b)− [a2/(a+2b)]. The validity limits for Uξ can in terms
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of x∗c , be written as
Uξ =

[
1−
( a+ b
x∗c + b
)2]/[
1− a
2
x∗c2
]
x∗c < −(a+ 2b),
G(θ) x∗c ≥ −(a+ 2b),
where x∗c = −(a+ 2b) corresponds to the forward stagnation point on the circle.
Upstream of the airfoil, it follows from Joukowski transformation (3.3.7) that
ξ∗ = x∗c +
a2
x∗c
, dξ∗ = (1− a
2
x∗c2
)dx∗c . (B.0.4)
Along the airfoil, we can write dξ∗ as
dξ∗ =
dξ∗
dθ
∙ dθ, (B.0.5)
where
dξ∗
dθ
= −(a+ b) sin θ + a
2(a+ b)[b2 − (a+ b)2] sin θ[
b2 − 2b(a+ b) cos θ + (a+ b)2
]2 .
Substituting (B.0.2), (B.0.3), and (B.0.4) into (B.0.1), we write the drift function as
Δ =
[
(x∗c +
a2
x∗c
)
/
Λ
]
+ Δˉ1 + Δˉ2 +Δ1 +Δ2, (B.0.6)
where
Δˉ1 =
1
Λ
∫ −(a+2b)+δ
−∞
{[
(1− a
2
x∗c2
)
/(
1−
( a+ b
x∗c + b
)2)]− 1}[1− a2
x∗c2
]
dx∗c , (B.0.7)
Δˉ2 =
1
Λ
∫ θ
π−δˉ
[ 1
G(θ)
− 1
]
ξ∗′(θ)dθ, (B.0.8)
Δ1 =
1
Λ
∫ −(a+2b)
−(a+2b)+δ
{[
(1− a
2
x∗c2
)
/(
1−
( a+ b
x∗c + b
)2)]− 1}[1− a2
x∗c2
]
dx∗c , (B.0.9)
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Δ2 =
1
Λ
∫ π−δˉ
π
[ 1
G(θ)
− 1
]
ξ∗′(θ)dθ, (B.0.10)
where a prime denotes differentiation with respect to θ, δ and δˉ are small positive constants
introduced to deal with the singularity at the leading edge, and G(θ) is defined in (B.0.2).
The first two integral terms in the drift function will be evaluated numerically using
Simpson’s rule. The last two integral terms in the drift function are singular at θ = π, and
x∗c = −(a+ 2b) respectively. They will be interpreted as Hadamard’s principal values, and
evaluated accordingly.
By using the software of Mathematica, we can evaluate the indefinite integral
∫ (
1− a
2
x∗c
)
∙
[ 1− a2
x∗c2
1− ( a+b
x∗c+b
)2
− 1
]
dx∗c
=
b
3x∗c3(a+ 2b)4
{
a(a+ 2b)
[
6ab2(b− 3x)x− 12b3x2 + a4(b+ 3x)
+a2b(4b2 + 15bx− 15x2) + 2a3(2b2 + 6bx− 3x2)
]
+24bx∗c
3(a+ b)3 ln |x∗c | − 24(a+ b)3bx∗c3 ln |a+ 2b+ x∗c |
}
, (B.0.11)
which is used to calculate the finite part of Δ1.
Δ1 =
1
Λ
∫ −(a+2b)
−(a+2b)+δ
(
1− a
2
x∗c
)
∙
[ 1− a2
x∗c2
1− ( a+b
x∗c+b
)2
− 1
]
dx∗c →
8b2(a+ b)3
Λ(a+ 2b)4
ln |δ|. (B.0.12)
As θ → π, cos θ, cos 2θ, and cos 3θ can be expanded as
cos θ = −1 + 1
2
(θ − π)2 +O[(θ − π)4], (B.0.13)
cos 2θ = 1− 2(θ − π)2 +O[(θ − π)4], (B.0.14)
cos 3θ = −1 + 9
2
(θ − π)2 +O[(θ − π)4]. (B.0.15)
Substitution of (B.0.13), (B.0.14) and (B.0.15) into (B.0.2) gives
Uξ = 2(θ − π)2 + (1 + p)
2
(q − 1)2 + q(θ − π)2
(
− 3
2
q +
5
2
)
(θ − π)2 +O[(θ − π)4].
(B.0.16)
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The leading-order term of equation (B.0.16) is
Uξ →
[
2 +
(1 + p
q − 1
)2(5
2
− 3
2
q
)]
(θ − π)2. (B.0.17)
As θ → π, the leading order approximation for dξ∗/dθ is
dξ∗
dθ
≈ (a+ b)
[
1 +
a3
(a+ 2b)3
]
(θ − π). (B.0.18)
If we substitute (B.0.17) and (B.0.18) into the fourth integral in (B.0.6), we get the leading-
order approximation for the above integral,
Δ2 → (a+ b)
Λ
[
1 +
a3
(a+ 2b)3
] ∫ π−δˉ
π
{
1[
2 +
(
1+p
q−1
)2(
5
2
− 3
2
q
)]
(θ − π)2
− 1
}
(θ − π)dθ
=
(a+ b)
Λ
[
1 +
a3
(a+ 2b)3
]{ 1[
2 +
(
1+p
q−1
)2(
5
2
− 3
2
q
)] ∫ π−δˉ
π
1
θ − πdθ −
1
2
δˉ2
}
.
(B.0.19)
The integral ∫ π−δˉ
π
1
θ − πdθ
is singular, but we take its finite part in the sense of Hadamard, and so
∫ π−δˉ
π
1
θ − πdθ = ln |δˉ|.
Therefore equation (B.0.19) can be written as
Δ2 → a+ b
Λ
[
1 +
a3
(a+ 2b)3
]{ 1[
2 +
(
1+p
q−1
)2(
5
2
− 3
2
q
)] ln |δˉ| − 1
2
δˉ2
}
→ 8b
2(a+ b)3
Λ(a+ 2b)4
ln |δˉ|. (B.0.20)
Substitution of (B.0.20) and (B.0.12) into (B.0.6), finally gives
Δ =
[
(x∗c +
a2
x∗c
)
/
Λ
]
+ Δˉ1 + Δˉ2 +
8b2(a+ b)3
Λ(a+ 2b)4
ln |δˉ|+ 8b
2(a+ b)3
Λ(a+ 2b)4
ln |δ|. (B.0.21)
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Figure B.1: Drift function for b/a = 0.1, and Λ/a = 0.001.
For calculation, we take b/a = 0.1, Λ/a = 0.001, and δˉ = δ = 1.0× 10−4. The solution to
the drift function is shown in figure B.1.
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