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Summary
The superposition principle of quantum mechanics implies that the
amount of classical (i.e., non-quantum) information needed to describe
a quantum system is in general exponentially large in the size of the sys-
tem. This makes simulating quantum physics on a classical computer
quickly infeasible, even for moderately-sized systems and using the best
present-day supercomputers in the world. This is unfortunate, since sys-
tems for which quantum effects are relevant are of interest in many areas
of science and engineering, ranging from drug design to materials re-
search. In 1982, Richard Feynman gave birth to the idea of a quantum
computer, when he realized that simulating quantum physics could be
achieved much more efficiently with a computer that was itself a quan-
tum system. Since then, the number of problems for which a quantum
computer is known to enjoy an advantage over a classical computer has
steadily increased, ranging now far beyond the task of simulating quan-
tum physics.
A quantum computation of any interest will need to create compli-
cated superposition states, for otherwise it would not achieve anything
that could not be simulated on a classical computer. These superposition
states, however, are highly fragile, and this fragility is the main obstacle
that the scientific community faces on the road towards a useful quan-
tum computer. Quantum computing will only be possible if it can be
performed in a fault-tolerant way. It is due to seminal work by Alexei
Kitaev from 1997 that the modern theory of quantum fault-tolerance is
closely related to the term topology. Topology, as a sub-field of mathe-
matics, is concerned with the properties of space that are preserved un-
der continuous deformations. Topological order, a purely quantum phe-
nomenon, refers to states which cannot be distinguished or evolved into
each other locally, yet are globally distinct. The information that distin-
guishes between these states is stored in non-local degrees of freedom. If
it is possible to store quantum information in these non-local degrees of
freedom, this would be hugely attractive from a practical perspective, as
vi
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it would mean that the information stored this way is immune to many
forms of local errors.
Two-dimensional topologically ordered states support excitations
known as anyons. These are exotic quasi-particles that defy the dichotomy
between fermions and bosons that applies to quantum particles in three
spatial dimensions. In a topological quantum computer, the non-locally
stored quantum information is processed by braiding these anyons around
each other. Such a computation would be insensitive to small perturba-
tions of the path along which anyons are braided, but would only depend
on its topological properties. An open problem is whether topological or-
der can persist at finite temperature.
Equivalently, one can ask whether it is possible to build a system in
which quantum information can be stored in a stable manner for arbi-
trarily long times, without performing active error correction and despite
constant influence of a thermal environment. Such a system would con-
stitute a self-correcting quantum memory and would extend the concept of
a hard disk drive to the quantum realm. Whether nature allows for such
a system to be built is of tremendous interest from both a fundamental
and a practical perspective.
Two-dimensional topologically ordered systems – those hosting
anyons – do not qualify as self-correcting quantum memories; any fi-
nite temperature corrupts them in a time that is independent of the size
of the system. In the present thesis, we propose and study systems in
which the thermal stability of a simple toy model of an anyonic sys-
tem, Kitaev’s toric code, is enhanced in various ways. We consider cou-
pling it to optical cavity modes, to bosonic particles, or to a ferromagnet.
These auxiliary systems then induce long-ranged interactions between
the anyons, which allow to increase the finite-temperature lifetime of the
stored quantum information arbitrarily by increasing the size of the sys-
tem.
While a topological quantum computer is naturally immune to many
forms of imperfections and perturbations, accidental creation of anyonic
quasi-particles due to coupling to an external environment is a form of
error that requires active correction. This problem has seen surprisingly
little attention until recently and is still poorly understood. In this thesis,
we develop algorithms that are able to perform this task and provide
the first proofs of its in-principle feasibility. Furthermore, we develop
a system with the rare property that it both supports anyons that can be
used for topological quantum computing, and allows for error correction
with well-established techniques.
Historically, the first proposals for building a fault-tolerant quantum
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computer involved an array of qubits (quantum bits) and a set of ele-
mentary operations that can be performed on individual and pairs of
qubits. Fault-tolerant qubit-based quantum computing has been inspired
tremendously from the insights gained in the study of topological quan-
tum information processing. The surface code, which combines a qubit-
based architecture with topological methods, is now at the forefront of
the quest towards a fault-tolerant, scalable quantum computer. In the
surface code, a large number of measurements are performed on a con-
tinuous basis to get some information about what errors have occurred.
This information then needs to be converted by a classical algorithm into
a prescription for performing error correction. In this thesis, we develop
such an algorithm that, at the time of its publication, was the best efficient
algorithm known for the surface code. Error correction for qubit-based
quantum computers is typically studied with simplistic error models in
which the errors on each qubit are independent from each other. We
study what kinds of spatial and temporal correlations between the errors
arise when a surface code is coupled to a typical model of an environ-
ment, and how they affect its correctability.
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CHAPTER 1
Introduction
In this first chapter, we provide some background and motivation for the
contents of the rest of the present thesis. Furthermore, the contents of
each of the remaining chapters are briefly summarized in the appropri-
ate context. The order in which topics are discussed in this introduction
does not follow the order in which they appear in the rest of the thesis,
but is guided by pedagogical concerns and roughly follows the historical
development.
Sec. 1.1 starts with some historical background and also provides some
motivation for building a quantum computer, the overarching goal to
which this thesis is devoted. In Sec. 1.2 we introduce the concept of fault-
tolerance and argue for its necessity when performing quantum compu-
tation. We then introduce anyons in Sec. 1.3, exotic quasi-particles that
are related in some way or another to virtually every modern approach
to quantum fault-tolerance and appear in every subsequent chapter of
this thesis. Sec. 1.4 introduces Alexei Kitaev’s intriguing proposal to
use anyons to perform quantum computation. In Sec. 1.5 we describe
the quest for a self-correcting quantum memory, a quantum system that
suppresses errors through its own dynamics, i.e. without external con-
trol and thus allows for passive storage of quantum information. Finally,
Sec. 1.6 introduces surface code quantum computing, the currently lead-
ing approach towards scalable (fault-tolerant) quantum computing. It
involves active error correction, meaning that traces of the errors are de-
tected, a hypothesis about what errors might have occurred is formed,
and a corresponding correction operation is actively performed.
The rest of this thesis is partitioned into Part I with four chapters
1
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about self-correcting quantum memories, and Part II with six chapters
concerning quantum error correction and non-Abelian anyons. Within
each part, the chapters are ordered chronologically.
1.1 Historical background
The beginning of the twentieth century saw turmoil and revolutions in
the fields of politics, warfare, economics, and culture. It was in the midst
of this period that physics went through one of its largest crises ever.
The physics of that time (nowadays dubbed classical physics) predicted
absurdities such as electrons falling into the atomic nucleus or black bod-
ies emitting radiation with infinite power. This crisis could only be over-
come with the creation of the modern theory of quantum mechanics. It
soon became apparent, however, that quantum physics is not only able
to overcome the absurdities of classical physics, but in fact entails its own
set of conclusions that are in stark contrast to how our intuition tells us
the world should work. “Anyone who is not shocked by quantum the-
ory has not understood it,” exclaimed Niels Bohr. Most of the counter-
intuitive implications of quantum physics are related to the so-called su-
perposition principle, which allows quantum systems to simultaneously
be in different classical states. The most famous critic of quantum me-
chanics, Albert Einstein, argued for its incompleteness [1] and could not
accept its predictions for all of his life.
In the end, however, it is the experimentalist’s task to decide the fate
of competing theories. When it comes to experimental verifications, the
history of quantum physics has been an unparalleled success story. As
an example, the deviation of quantum electrodynamics’ prediction of the
electron g-factor from experimental values is smaller than one part in a
trillion – which is sometimes referred to as the most precise prediction in
all of science. The experimental verifications of quantum physics have
at times been spectacular. For instance, in 2012 a group led by Anton
Zeilinger reported teleportation of a quantum state over a distance of
143 kilometres between the two Canary Islands of La Palma and Tenerife
[2].
Quantum physics allows for a vastly larger set of possible states of a
physical system than classical physics does. While the number of vari-
ables needed to describe the state of a classical system grows linearly with
the size of the system, it does so exponentially for a quantum mechanical
CHAPTER 1. INTRODUCTION 3
one.1 This makes describing the state and predicting the time-evolution
of a quantum mechanical system in general much more computation-
ally costly than for a classical one. While a classical computer can sim-
ulate an arbitrary quantum system, it can in general only do so with an
exponential overhead. This makes the task quickly infeasible even for
moderately-sized systems and using the best present-day supercomput-
ers in the world.
It was in 1982 when Richard Feynman realized that simulating a quan-
tum mechanical system with a computer that was itself a quantum sys-
tem would be much more efficient [3]. The idea of a quantum computer
was born. The most obvious application of a quantum computer – simu-
lating other quantum systems – has promising applications in numerous
fields such as drug design, materials research, and nanotechnology. In-
deed, a large fraction of currently existing (classical) supercomputers are
occupied with simulating systems in which quantum effects are relevant.
Over the past three decades, the set of problems for which quantum
computers are known to enjoy an advantage over classical computers has
steadily increased. Most prominently, in 1994 Peter Shor discovered that
a quantum computer could be used to factorize large integers into their
prime factors in sub-exponential time [4], while the most efficient (pub-
licly) known classical algorithms take exponential time. The relevance of
the problem of prime-factorization is due to the widely-used RSA public
key cryptosystem (employed for example in credit card transactions) re-
lying on its supposed computational hardness. A practically useful large-
scale quantum computer would thus shatter the safety of many present-
day encryption schemes. Further tasks for which quantum computers
would be useful include searching large unstructured databases [5], solv-
ing large systems of linear equations (ubiquitous in many areas of science
and engineering) [6], machine learning problems [7], and – most impor-
tantly – those applications which no one in our classical era has the pre-
science to foresee.
1.2 Quantum fault-tolerance
Storage and processing of information always need to be carried out by
a physical system, and every physical system has its imperfections. “In-
1 This is true for pure states, i.e. those which are not a probabilistic mixtures of
others. When probabilistic mixtures are considered, the necessary number of variables
for a classical system may also be exponentially large.
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formation is physical,” as Rolf Landauer succinctly put it, and quantum
is no different from classical in this regard. The concept of performing
computations in a fault-tolerant way, i.e. one that can be done reliably
despite such imperfections, is well-known from classical computing. It
is used for computations which are of utmost sensitivity, such as guiding
moon rockets or steering nuclear power plants. The basic idea behind
fault-tolerance is to introduce some redundancy into the computation,
such that a small number of virtually faultless components can be dis-
tilled from a large number of faulty ones. Hardware errors in modern
microprocessors and hard disks are so rare, however, that fault-tolerance
is not required for most every-day applications. In the language of in-
formation theory, we can say that is possible to create classical hardware
which allows to store and process a large number of bits (each carrying
the information ’0’ or ’1’) with very low error rates.
This is in stark contrast to the quantum realm. Quantum information
is, as a rule, fragile and elusive. The quantum analog of the classical bit
is the quantum-bit, or qubit for short. At its core, quantum mechanics is
not a theory that describes specific interactions (like Netwon’s theory of
gravitation), but rather a mathematical framework for the construction
of such physical theories. Analogously, a qubit does not describe a par-
ticular physical system. Rather, any quantum mechanical system with
at least two distinguishable states does, in principle, qualify as a qubit.
However, a practically useful qubit is distinguished by the ease of ma-
nipulating it and the long-livedness of its superposition states (what is
known as coherence).
Each known elementary particle carries with it an internal degree of
freedom known as spin. Constituents of matter, such as electrons, neu-
trons, and protons are particles with spin 1
2
, meaning that they have two
distinguishable internal states (“spin up” and “spin down”). They are
thus natural candidates for qubits. In 1997, Loss and DiVincenzo pro-
posed to use the spin of a single electron in a gate-defined semiconduc-
tor quantum dot as a qubit [8]. This proposal has guided the research on
spin qubits over the past two decades [9]. Spin qubits in quantum dots
are attractive because they offer the prospect of ultra-fast gates, miniatur-
ization, and scalability. Furthermore, the achievable decoherence times
are long compared with the typical gate operation times, which is an im-
portant requirement for implementing quantum gates with high fideli-
ties. Not too long ago, the phase information of the spin was lost after a
few nanoseconds only, primarily because of dephasing due to the inter-
action with nuclear spins of the host lattice. By now, decoherence times
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T2 on the order of hundreds of microseconds [10] are routinely achieved
in the laboratory. While this is a prolongation by several orders of mag-
nitude compared with the initially achieved coherence times, it is still
rather short compared to typical human time-scales.
However, most of the errors in a future spin-based quantum com-
puter will not be due to decoherence (accidental interaction of a qubit
with its environment), but due to intentional interactions between differ-
ent qubits, which are necessary to process the information stored in them.
Performing a quantum computation of any interest requires to construct
superposition states involving multiple qubits. These are referred to as
entangled states and responsible for one of the deepest puzzles that nature
poses to mankind – the non-locality of quantum mechanics [12, 13]. In or-
der to entangle two qubits, one uses a physical interaction between their
carrier systems. In the Loss-DiVincenzo proposal, this is the Heisenberg
exchange coupling between the two electrons [8]. Small imperfections
in the performance of these operations lead to error rates that typically
far exceed those which are due to the natural decoherence of the qubit.
A truly large-scale quantum computation, as would be necessary to find
the prime factors of an integer which is too large to be factorized on a
classical computer, will involve such a large number of elementary oper-
ations that errors are virtually guaranteed to happen before the compu-
tation is complete. This is true even if we grant the prospect of significant
further decreases in experimentally achievable error rates. A spin-based
quantum computer will thus, unlike a modern desktop computer, nec-
essarily resort to fault-tolerance. The remaining sections of this chapter
introduce concepts that are relevant in the modern theory of quantum
fault-tolerance and for the projects that constitute the present thesis.
1.3 Anyons
The fundamental difference between classical and quantum particles is
that each of the former has its own identity, while the latter do not. In
a collection of a large number of identical classical particles, such as a
gas, it is possible to follow the trajectory of each of them through space
and time. By way of contrast, the wave function describing the state of
even a single quantum particle is spread out over space. The position of a
quantum particle can in general not be used to identify it and distinguish
it from another particle of the same kind. For two particles, there is a
single wave function describing the joint spatial distribution of both of
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them.
How the wave function of a number of particles gets transformed
when they are exchanged is described by their exchange statistics. The in-
distinguishability of quantum particles such as electrons puts severe con-
straints on the exchange statistics. The effect of exchanging two particles
cannot depend on small local changes of the path along which they are
moved but only on its topological properties, such as how many times the
path of one particle winds around another. In particular, the exchange
statistics should be independent under continuous deformations of the
exchange path.
This apparently innocuous fact has far-reaching implications for the
types of particles that can exist in nature. We can give a sketch of a much
more rigorous argument to this effect.2 Consider a clockwise exchange
of two indistinguishable particles. Given their indistinguishability, this
exchange has no locally detectable effects, but may transform their joint
wave function in ways that are not locally detectable. If this exchange
is performed twice, it is easy to see that it can be deformed to a process
in which one of the two particles is moved clockwise around the other,
following path B in Fig. 1.1. Path B in Fig. 1.1, however, can be continu-
ously deformed to path A, by lifting it across the right particle. Path A in
turn can be continuously deformed to a trivial path, meaning that none
of the two particles are moved.
We conclude from this that performing two successive clockwise ex-
changes of two indistinguishable particles should not affect their wave
function in any way. A single exchange can thus only multiply their wave
function by a factor +1 or −1. These two possible values correspond to
particles called bosons and fermions, respectively. A direct implication
of the −1 factor for fermions is Pauli’s exclusion principle: two fermions
cannot occupy the same state. All elementary particles are fermions or
2 A mathematically more rigorous version of the result is as follows. While the
state space of N classical particles in d-dimensional space is given by (Rd)×N ' RdN ,
the configuration space for N indistinguishable particles is given by CN (d). This space
is obtained from RdN by removing all states in which multiple particles occupy the
same location, and identifying all points which are identical up to a permutation of the
particles. One can then show that the first homotopy group of CN (d) is isomorphic to the
symmetric group SN if d ≥ 3, and isomorphic to the braid group BN if d = 2 [11]. The
groups SN and BN differ exactly in the fact that the generators (transpositions) of SN
are involutions (square to the identity) while those of BN are not. The symmetric group
SN has exactly two one-dimensional representations: the trivial one and the alternating
or sign representation. These two representations correspond to bosons and fermions,
respectively.
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Figure 1.1: The left particle is moved along path A or path B while the
right particle is kept at its position. PathB can be continuously deformed
to path A in three and more spatial dimensions, but not in two.
bosons, and composite particles are fermions if and only if they contain
an odd number of fermions. For example, 3He is a fermion while 4He
is a boson, leading to very different behavior of the two isotopes at low
temperature.
However, the argument presented above made an implicit assump-
tion regarding the dimensionality of space. In Fig. 1.1, path B can only
be continuously deformed to pathA if there is at least one additional spa-
tial dimension available to the two dimensions in which the loops A and
B are formed. The fermion-boson dichotomy falls apart in two spatial
dimensions, and particles are possible whose wave function acquires a
phase other than +1 or −1 upon exchange. “Since interchange of two of
these particles can give any phase, I will call them generically anyons,”
explained Frank Wilczek in 1982 [14]. In fact, braiding anyons around
each other can not only multiply their wave function by phase factors,
but can actually apply unitaries to their wave function that may not com-
mute with each other. Anyons with this property are called non-Abelian,
as opposed to the Abelian ones, for which only phases can be obtained by
braiding them.
It is noteworthy that two-dimensional space offering less freedom than
three-dimensional space leads to a richer zoo of possible particles. Of
course, restricting the movement of a number of elementary particles to
two dimensions will not affect their exchange statistics. Rather, one can
only hope to find anyons by creating quasi-particle excitations that live
in a truly two-dimensional world. Historically, the first physical sys-
tem argued to host non-Abelian anyons were fractional quantum Hall
states [15], which arise when a two-dimensional electron gas at suffi-
ciently low temperatures is subject to sufficiently strong magnetic fields.
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By now, the range of physical systems which were proposed as potential
hosts for non-Abelian anyons has been widely expanded.
1.4 Topological quantum computation
In 1997, Alexei Kitaev proposed to employ anyons in order to build a
quantum computer [16]. Every project in this thesis traces its way back,
in one way or another, to Kitaev’s seminal work. It is Kitaev’s merit
that the modern theory of fault-tolerant quantum computing is tightly
connected with the term topology. Indeed, a quantum computer using
anyons is called a topological quantum computer [17,18]. Topology, as a sub-
field of mathematics, is concerned with the properties of space that are
preserved under continuous deformations.3 If two paths describing how
anyons are braided around each other can be continuously deformed into
each other (if they belong to the same homology class), moving the anyons
along these paths will indeed apply the same unitary to their wave func-
tion. From a practical perspective, this is very attractive. Performing a
quantum computation is, in principle, nothing than applying a unitary to
a certain input state. If we can perform such a unitary by braiding anyons
around each other, they offer some inherent fault-tolerance: the unitary
is independent under small deformations of the path. While the slightest
interaction with its environment can decohere a (say, spin-) qubit, a small
perturbation to the anyonic braiding path will not affect the outcome of
a computation performed with a topological quantum computer.
For a long time, physicists believed that all phases of matter and their
phase transitions can be described within the paradigm of spontaneous
symmetry breaking. If a ferromagnet is cooled below its critical tem-
perature, magnetization arises from a previously unordered state. The
magnet “spontaneously chooses” the direction in which its magnetiza-
tion points and thereby breaks the rotational symmetry of space, which is
not broken at the level of its microscopic interactions. Similarly, the trans-
lational symmetry of space is spontaneously broken when a crystal is
formed. It was only the discovery of the aforementioned fractional quan-
tum Hall effect that defied this paradigm. While the different ground-
states of a ferromagnet can be distinguished locally, by probing the lo-
cal magnetization, systems with topological order are defined as those
whose groundstates cannot be distinguished locally. As it turns out, two-
3It is an oft-told joke that a topologist is a person who cannot tell the difference
between a donut and a coffee cup.
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dimensional topologically-ordered systems are exactly those which host
anyons.
For pure states (those which are not a probabilistic mixture of other
states), topological order is a purely quantum phenomenon. Two pure
classical states are identical if an only if they are locally identical. By
contrast, quantum physics allows states to be locally indistinguishable yet
globally orthogonal (that is, distinguishable with probability 1). We can say
that the information that distinguishes between two such states is stored
in non-local degrees of freedom.
It is not only impossible to distinguish topologically ordered states
by any local means, it is also impossible to induce transitions between
them with local perturbations. Again, this is very attractive for the task
of storing quantum information. It has been shown that the presence of
topological order implies that the detrimental effect of static local pertur-
bations is exponentially suppressed in the size of the system [19]. Quan-
tum information stored topologically, in non-local degrees of freedom, is
immune to many forms of local “attacks”. It can then be processed by
braiding anyons around each other.
A natural question is how powerful this computational model is. That
is, what set of unitaries can be generated through braiding of non-Abelian
anyons? (For Abelian anyons, only phases can be generated, which does
not allow for any interesting computations.) The answer depends on the
type of non-Abelian anyon. One of the key properties of an anyon model
are its fusion rules. The fusion rule a× b = c+ d+ e, for instance, tells us
that fusing two anyons of type a and b with each other can result in an
anyon of type c, d, or e. It is precisely the information about this kind of
fusion outcome that is stored and processed non-locally during topologi-
cal quantum computation, and which is inaccessible by any local means.
For non-trivial information processing to be possible, there needs thus
to be at least one pair of (possibly identical) anyon types a and b with
at least two possible fusion outcomes. Anyon models with this property
are, by definition, the non-Abelian ones.
Each anyon model contains one particle type 1, which denotes the
“anyonic vacuum”, i.e., the presence of no anyon. Clearly, a × 1 = a for
any a. It follows from the above that the simplest possible non-Abelian
anyon model has two particle species, 1 and σ, and a unique non-trivial
fusion rule
σ × σ = 1 + σ . (1.1)
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The unique anyon model defined through this fusion rule is called the
Fibonacci anyon. As it turns out, this anyon model allows for universal
quantum computation by purely topological means [20], despite its sim-
plicity. This means the following. The possible quantum states of a num-
ber of Fibonacci anyons, which all have fixed locations, span a Hilbert
space whose dimension is exponentially large in the number of anyons.
Measurements of these states can be performed by fusing the anyons
in pairs, and the states can be evolved by braiding the anyons around
each other and thereby making use of their exchange statistics. The Fi-
bonacci anyons being universal means that any unitary on this Hilbert
space can be approximated to arbitrary accuracy by braiding the anyons.
The computational model whose basic operations involve creating and
fusing pairs of anyons and braiding them thus allows to perform any
quantum computation in a fault-tolerant manner.
Unfortunately, simplicity of the fusion rules is not a good predictor
for the difficulty of creating a given anyon model, and Fibonacci anyons
remain elusive to the present day. Current experimental research focuses
on generating so-called Majorana fermions, exotic quasi-particles that are
their own anti-particles, in nanowire hybrid systems (e.g. [21–23]). The
anyon model that describes the braiding of localized Majorana fermions
is known as Ising anyons. Unfortunately, Ising anyons are not universal
for quantum computation by braiding alone. However, it is in princi-
ple possible to combine topological operations (which have intrinsically
very low error rates) with faulty non-topological operations to obtain a
universal quantum computer [24].
In the present thesis, non-Abelian anyons will appear in two contexts.
Firstly, we propose in Chapter 9 a model involving a lattice of qubits,
each of which interacts with its nearest neighbors. If defect lines are in-
troduced into this lattice, non-Abelian anyons appear at their endpoints.
These are known as parafermions and generalize Majorana fermions. When
it comes to quantum computing, they enjoy a crucial advantage over
Majorana fermions, in that they allow to perform an entangling gate by
braiding them. This means that a much smaller number of non-topological
operations (which imply a huge overhead) will be necessary.
Secondly, we study the problem of performing error correction for
non-Abelian anyons. We have elaborated on the inherent fault-tolerance
that quantum processing by means of non-Abelian anyons enjoys. Uni-
taries that are performed through braiding of anyons are insensitive to
small deformations of the path along which anyons are moved, and topo-
logically ordered systems are immune to local perturbations. However,
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other possibilities for the introduction of errors exist, such as the (un-
avoidable) coupling to an external system, that can act as a thermal heat
bath. In a truly-large scale computation, errors are virtually guaranteed
to happen. Non-Abelian anyons are thus only a viable platform for scal-
able quantum computing if errors can be corrected. The field of error cor-
rection for non-Abelian anyons is still relatively young, and half of the
publications in this field are contained as Chapters 8, 10, and 11 in the
present thesis. These chapters are agnostic with respect to the physical
system supporting the anyons, and are only concerned with the algorith-
mic aspects of the problem.
1.5 Self-correcting quantum memories
The capability to store information in a reliable way is indispensable
not only for the possibility of human civilization, but of life itself. In-
deed, DNA, the repository of genetic information, is under constant at-
tack from environmental agents like skin cancer-causing UV rays, which
makes DNA repair processes indispensable [25]. These repair processes
constitute a form of active error correction: traces of errors are detected
and a physically implemented algorithm performs an appropriate cor-
rection. We can contrast active error correction with self-correcting memo-
ries. These perform passive error correction, i.e., take care of errors without
active intervention of external agents, such as the aforementioned DNA
repair processes.
The author is not aware of a rigorous distinction between active error
correction (requiring external intervention) and passive error correction
(self-correcting behavior without external intervention). Suppose that
there is an unstable system A (say, a noisy quantum computer) and an
external system B that performs active error correction on A. Then, one
could argue that the joint system AB is self-correcting, since it does not
require any interventions from the outside. However, active error cor-
rection requires a constant supply of energy from the outside. The infor-
mation that details the traces of errors that have been detected needs to
be physically stored. Given a finite memory size of the system that per-
forms correction, this information needs to be erased after a finite amount
of time. Landauer’s principle [26] implies that erasing classical infor-
mation at finite temperature necessarily has an energy cost, which gets
dissipated into a thermal heat bath. Defining a system that performs ac-
tive error correction as one which has a constant inflow of energy would
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miss the point, however. Energy by itself is generally abundant, and
it is exactly the transfer of thermal energy from the environment to the
system that one seeks to combat. Rather, the signature of active error
correction is converting low-entropic energy from an external source into
high-entropic (thermal) energy. With other words, a tentative definition
of active error correction would thus be that, in contrast to passive error
correction, it requires a constant supply of free energy.
Ancient Egyptian hieroglyphs have outlasted millennia, and quan-
tum information stored in the non-local degrees of freedom of a num-
ber of Majorana fermions would hopefully remain uncorrupted for times
which are significantly longer than those achieved by present-day tech-
nologies. However, for a system to qualify as a self-correcting memory,
it needs to pass a higher threshold than merely allowing for long stor-
age times. Instead, we demand that it be possible to increase the lifetime
of the stored information arbitrarily by increasing the size of the system.
Ideally, the lifetime of the stored information would grow exponentially
with the system size. While we often take the ability to store classical in-
formation robustly for long periods of time for granted, it is a non-trivial
fact that nature allows for self-correcting classical memories according
to this strong definition. The simplest example of such a memory is the
2D ferromagnetic Ising model on a square lattice, a two-dimensional ar-
ray of spins (which can only point “up” or “down”), and in which each
spin energetically prefers to point in the same direction as its four near-
est neighbors. At sufficiently high temperatures, the ferromagnet is un-
ordered and, up to fluctuations, half of the spins point “up” and half
of them point “down”. However, when the temperature is sufficiently
small compared to the energy scale of the interactions, a phase transition
occurs and magnetization spontaneously arises [27]. A significant ma-
jority of the spins will now point “up” or “down”. This is in contrast to
the one-dimensional ferromagnetic Ising model, which does not exhibit
a finite-temperature phase transition [28]. If we define any state with a
majority of “up” spins as “0” and any state with a majority of “down”
spins as “1”, the lifetime of the bit defined this way will indeed be ex-
ponentially large in the size of the system. Magnetic components, which
rely on similar principles, are the essential building blocks of modern
computer hard drives, and allow for very reliable storage of classical in-
formation without any supply of (free) energy.
It is an intriguing question, and indeed one of the major open prob-
lems in theoretical physics, whether nature also allows to build a self-
correcting quantum memory (SCQM) – can one build a “quantum hard
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drive”? As a matter of fact, there are sceptics arguing on grounds of
principle against the very possibility of stable storage of quantum infor-
mation [29]. There are different conceptions as to exactly what kind of
system would qualify as an SCQM. Recall that for the 2D Ising model
we have defined a “0” state as one with a majority of “up” spins. De-
termining the majority orientation of the spins is a non-trivial task that
needs to be performed by the user of the memory; it defies “passiveness”
in a stricter sense. Correspondingly, we allow a non-trivial read-out or
“decoding” step for an SCQM. While no intervention is allowed during
storage, the user may perform measurements, run a non-trivial classical
decoding algorithm, and perform correction operations before read-out.
One set of requirements for an SCQM has become known as the “Cal-
tech rules” in the community. A model is a D-dimensional SCQM under
the Caltech rules if the following conditions are satisfied [30].
1. (finite spins) It consists of finite dimensional spins embedded inRD
with finite density.
2. (bounded local interactions) It evolves under a Hamiltonian com-
prised of a finite density of interactions of bounded strength and
bounded range.
3. (nontrivial codespace) It encodes at least one qubit in its degenerate
ground space.
4. (perturbative stability) The logical space associated with at least
one encoded qubit must be perturbatively stable in the thermody-
namic limit.
5. (efficient decoding) This encoded qubit allows for a polynomial
time decoding algorithm.
6. (exponential lifetime) Under coupling to a thermal bath at some
non-zero temperature in the weak-coupling Markovian limit, the
lifetime of this encoded qubit asymptotically scales exponentially
in the number of spins.
An alternative set of requirements is given by Brown et al. [31]. They
distinguish between required conditions and desirable features.
It is noteworthy that the requirement of perturbative stability is not
satisfied for the 2D Ising model, the archetypical example of a self-correcting
classical memory: a finite magnetic field strength puts an upper bound
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on the lifetime of a bit stored in the Ising ferromagnet. If an SCQM with
D ≤ 3 is possible, this would mean that it is stable in a stronger sense
than the 2D Ising model is. The requirement of perturbative stability
also naturally builds a link to topological order. Indeed, the question of
whether a SCQM exists is equivalent to the question of whether topolog-
ical order can exist at finite temperature [32].
Alexei Kitaev has proposed a model for a two-dimensional quantum
memory that has become widely known as the “toric code” [16] and is
well-nigh omnipresent in the present thesis. It involves a square lattice
of qubits which are coupled through local four-qubit interaction terms.
The toric code is the simplest toy model of a system with topological
quantum order. It hosts a relatively simple (Abelian) anyon model and
it fulfills all of the Caltech rules except for the crucial one – the last. At
any non-zero temperature, the lifetime of quantum information stored
in the degenerate ground space of the toric code is upper-bounded by a
constant which is independent of the system size [33].
While classical bits can only suffer bit-flips (0 ↔ 1), qubits can suffer
both bit-flips (|0〉 ↔ |1〉) and phase-flips (|0〉 → |0〉 and |1〉 → −|1〉).4
The toric code offers a finite degree of protection but no stability against
both bit- and phase-flips in much the same way as the 1D Ising model
offers a finite degree of protection but no stability against bit-flips. The
2D Ising model, on the other hand, offers stability against bit-flips but no
protection whatsoever against phase-flips. The pattern that emerges here
is that one spatial dimension can be used to offer finite protection (but no
stability) against one type of errors, while two spatial dimensions are
sufficient for stability against one type of errors (bit-flips or phase-flips).
There are generalizations of the toric code to 3D and 4D, and the pattern
continues as one would expect, see Table 1.1.
The 4D toric code is an SCQM under the Caltech rules [34], and it is
the only one known so far. Unfortunately, nature has only three spatial
dimensions to offer. Bravyi and Terhal have shown that no 2D SCQM
can exist under the Caltech rules [35]. The reason for this can be un-
derstood intuitively. Perturbatively stable systems are topologically or-
dered, and 2D topologically ordered systems host a non-trivial anyon
model. Given the finite strength and range of the interactions, creating
an anyon has a finite energy cost, meaning that the thermal bath creates
4 More generally, rotations around arbitrary axes and by arbitrary angles are possi-
ble for a qubit. However, stability against bit- and phase-flips implies stability against
arbitrary error types.
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1D Finite protection against one type of errors.
2D Finite protection against both types of errors or
stability against one type of errors and
no protection against the other.
3D Stability against one type of errors and
finite protection against the other.
4D Stability against both types of errors.
Table 1.1: Degree of protection against bit- and phase-flip errors that dif-
ferent spatial dimensions offer when using an Ising model or toric code.
anyons at a rate which is proportional to the size of the system. Any finite
density of anyons is thus surpassed in a system-size independent time.
For sufficiently short times, a decoding algorithm can recognize clusters
of anyons that presumably have been created together and fuse them
accordingly. However, once the density of anyons becomes too high,
finding these clusters becomes ambiguous and error correction breaks
down. Yoshida has shown a similar result for 3D when assuming trans-
lational invariance [32]. Given these no-go results, the only hope for
an SCQM under the Caltech rules in less than four dimensions would
be a three-dimensional system without translational invariance. Cur-
rently, the most promising candidate for such a system is due to Brell [30].
Brell’s ingenious proposal considers fractal subsets of a 4D toric code
whose fractal (Hausdorff) dimension is less than 3, and which can be em-
bedded into R3. However, as of the writing of this thesis, no consensus
with regards to the perturbative stability of the model has been reached,
nor is an efficient decoding algorithm known.
The whole Part I of the present thesis is devoted to the study of SCQM’s.
We propose and study models of SCQM in two or three dimensions that
abandon one or more of the Caltech rules. Of course, there should be
a physical rationale behind the violation of these rules. For example,
the first of the rules demands that all involved subsystems be finite-
dimensional spins. However, real particles not only possess their spin
but also motional degrees of freedom and there is no reason not to in-
volve these for the purposes of constructing an SCQM. The second rule
demands that all interactions be of finite range. However, photon-mediated
interactions are naturally of infinite range. Indeed, cavity quantum elec-
trodynamics is a well-established technology [36] that allows for fast
long-distance interactions between electron spins. Accordingly, it has
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been proposed to couple spin qubits through microcavities for quantum
information processing [37].
Models for an SCQM based on long-range (e.g. cavity-mediated) in-
teractions have been proposed and analyzed in the Loss group at the
University of Basel [38–40]. Like the standard toric code, these models as-
sume periodic boundary conditions. For models with short-ranged inter-
actions, the choice of boundary conditions (open or periodic) is typically
considered a technicality and becomes irrelevant for large enough sys-
tems. However, in Chapter 2 we analyze the effect of the boundaries on
these memories with long-range interactions, and show that it becomes
in fact dominant. In Chapter 3 we propose to dynamically (i.e. not on the
level of physical interactions) realize an SCQM Hamiltonian with long-
range interactions and open boundaries by applying NMR-like pulse se-
quences to an array of qubits with typical two-body interactions. Next,
we propose in Chapter 4 a system in which a toric code is coupled to a
bath of thermal bosons through local interactions and with finite interac-
tion strengths. So, in contrast to the cavity-based proposals, no non-local
terms are put in “by hand”. This model indeed leads to a lifetime that
grows exponentially with the size of the system. However, a perturba-
tion that led to a mass gap for the bosons would imply an upper bound
on the lifetime that can be achieved, so the model is not perturbatively
stable in a strict sense, as pointed out in Ref. [41]. Finally, we study in
Chapter 5 a Hamiltonian involving only local two-spin interactions for
which the model in Chapter 4 emerges as a low-energy effective Hamil-
tonian. This system will then exhibit self-correcting behavior, as long as
the perturbative expansion remains valid.
1.6 Surface code quantum computing
A fundamental difference between bits and qubits is that the former have
only two possible states while even a single qubit has an infinity of pos-
sible states. This means in particular that errors can distort a qubit in
arbitrarily small ways. Given this inherent non-discreteness of quantum
information, it is not at all obvious that qubit-based computations can
be performed fault-tolerantly. When Knill, Laflamme, and Zurek [42],
and Aharonov and Ben-Or [43] in 1996 established the feasibility of fault-
tolerant quantum computing by threshold theorems, this constituted one of
the biggest advances in the history of quantum computing.
Proposals for fault-tolerant quantum computing with qubits are based
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on quantum error correction (QEC). In any scheme for QEC, logical qubits
are encoded into a subspace of a larger number of physical qubits. One
assumes that elementary operations which can be performed by use of
the physical qubits suffer from some error rate p. Interactions between
the physical qubits and measurements on them are then performed con-
tinuously in a way that is specified by the QEC scheme. This serves both
to process the logical qubits and to detect traces of errors that have oc-
curred. These traces are called the error syndrome. Transforming the syn-
drome measurement outcomes into a hypothesis about what errors have
occurred may necessitate a non-trivial classical computation. One then
seeks to establish, either analytically or through numerical simulations, a
threshold error rate pc which has the property that for p < pc the probability
of an error on the logical qubits is exponentially small in the overhead,
that is, the ratio of physical to logical qubits. The threshold error rate pc
in general depends on both the QEC scheme and the classical algorithm
that processes the error syndrome. The more effort one is able and will-
ing to invest into the classical computation, the higher will the threshold
pc in general be, although a certain maximal value can of course not be
surpassed.
Unfortunately, the thresholds established in Refs. [42, 43] were on the
order of pc ≈ 10−6, which is much lower than what can be achieved in the
foreseeable future. Furthermore, these results required the ability to per-
form gates between arbitrary pairs and triples of qubits, with error rates
independent of their spatial distance, which is experimentally daunting,
too.
Kitaev’s toric code Hamiltonian is a sum of local four-qubit terms.
These terms energetically enforce parity constraints on the four involved
qubits. Instead of enforcing these parity constraints energetically, one
could alternatively repeatedly perform measurements to check whether
they are satisfied, and apply correction operations if they are not. The
simplest way to measure these four-qubit operators is to have an ancil-
lary qubit in the middle of the four involved qubits, perform appropriate
entangling gates between the ancillary and its four surrounding qubits,
and finally measure the ancilla qubit. This variant of the toric code is
known as the surface code. It is very attractive from an experimental per-
spective in that it requires only the ability to perform single-qubit gates
and entangling gates between pairs of nearest neighbors. These require-
ments are as low as one could hope.
The central place that the surface code has in today’s theory of fault-
tolerant quantum computing is due to a number of crucial results by
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Raussendorf and Harrington [44]. First of all, they demonstrated nu-
merically that the surface code has an exceptionally large threshold error
rate on the order of pc ≈ 10−2, which is right at the brink of what can
be achieved with state-of-the-art superconducting qubits [45]. The num-
ber of logical qubits that can be stored in a (large enough) surface code
can be increased arbitrarily by inserting “holes” into it. It is then possi-
ble to entangle these logical qubits by braiding the corresponding holes
around each other, much in the same way as anyons are braided in topo-
logical quantum computing. The surface code allows fault-tolerant per-
formance of an entangling gate, and of a limited number of single-qubit
gates. Unfortunately, this gate set does not allow for universal quantum
computation.
Universality can be achieved if ancilla states which can not be gen-
erated by the surface code gates are available. Of course, these ancilla
states should be fault-tolerant, too. Bravyi and Kitaev showed that cer-
tain states, known as “magic states”, have the property that a purer copy
of them can be distilled from a larger number of noisy copies [46]. De-
fect braiding in the surface code, together with the ability to distill magic
states, allows for fault-tolerant and scalable universal quantum compu-
tation and is currently the clearest visible path towards this goal. From
an historical perspective, it is ironic that while topological quantum com-
puting was originally introduced as an alternative to qubit-based quan-
tum computing, it has in fact inspired tremendous progress in the field of
fault-tolerant qubit-based quantum computing, which has profited enor-
mously from the insights gained in the study of topological quantum
information processing and is now again at the forefront of the quest to-
wards a fault-tolerant quantum computer.
Fig. 1.2 provides an overview over a layered architecture for a fault-
tolerant quantum computer based on the surface code. It is inspired by
the discussion in Ref. [49]. The bottom layer deals with with those op-
erations that are actually performed on the physical level. This includes
entangling gates through direct physical interactions and a limited set
of single-qubit operations, including preparation and measurement. All
operations at this level are imperfect. The second layer is concerned with
QEC. Its task is to extract virtually error-free components from the noisy
substrate. To do this, it applies a classical error correction algorithm to
the syndrome measurement results, from which a prescription for how
to perform error correction is obtained. This layer also includes the pro-
duction of magic states, and it is this second layer that we are concerned
with in this thesis. At the third layer, the error-free components from the
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Figure 1.2: Layered architecture for a surface code based quantum com-
puter, inspired by Ref. [49].
second layer are combined to form arbitrary fault-tolerant unitaries. The
topmost layer includes the interaction with the user of the quantum com-
puter. He or she specifies the quantum algorithm that is to be performed.
This algorithm is then compiled by the computer; that is, a way is found
to perform it with the universal set of fault-tolerant gates that the logical
layer provides.
The results of Raussendorf and Harrington have been further devel-
oped and popularized by Austin Fowler [47, 48]. One of the biggest
drawbacks of the surface code architecture is that most qubits in it are
occupied not with performing the actual computation, but with distilling
magic states, which has a huge overhead [48]. Finding ways to mitigate
this is an active are of research. Possible alternatives to the approach out-
lined above include the use of “lattice surgery” instead of defect braiding
in the surface code [50], or to employ “color codes” [51], close relatives
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of toric/surface codes. A recent study suggests that the combination of
these alternatives may actually constitute the most efficient possibility to
perform fault-tolerant qubit-based quantum computing [52]. Proof-of-
principle experiments for a minimal color code have already been per-
formed with 7 trapped-ion qubits [53].
In Chapter 6 we present a classical algorithm for error correction in
the surface code that, at the time of its publication, was the best known
efficent algorithm for the surface code. In the meantime, Bravyi, Suchara,
and Vargo have developed a nigh-optimal efficient algorithm for the same
noise model [54]. Error correction algorithms for the surface code are
typically bench-marked with simplistic error models, in which the error
events on different qubits are independent from each other. However, if
different qubits couple to the same environmental modes, this can lead to
correlations in the errors. In Chapter 7, we study what kinds of temporal
and spatial correlations between the errors arise when a surface code is
coupled to a standard model of an environment, a bath of freely prop-
agating modes. For most bath types that we consider, we find that the
time-window available before error correction becomes unfeasible stays
finite in the thermodynamic limit. Chapters 8 and 10 study not only er-
ror correction for non-Abelian anyons, but also for generalizations of the
surface code to qudits, that is, quantum systems with more than two dis-
tinguishable states.
Part I
Self-Correctiong Quantum
Memories
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Self-Correcting Quantum
Memory with a Boundary
Adapted from:
Adrian Hutter, James R. Wootton, Beat Ro¨thlisberger, and Daniel Loss
“Self-correcting quantum memory with a boundary”,
Phys. Rev. A 86, 052340 (2012)
We study the two-dimensional toric code Hamiltonian with effective long-
range interactions between its anyonic excitations induced by coupling the
toric code to external fields. It has been shown that such interactions al-
low to increase the lifetime of the stored quantum information arbitrarily
by making L, the linear size of the memory, larger [Phys. Rev. A 82 022305
(2010)]. We show that for these systems the choice of boundary conditions
(open boundaries as opposed to periodic boundary conditions) is not a mere
technicality; the influence of anyons produced at the boundaries becomes
in fact dominant for large enough L. This influence can be both beneficial
or detrimental. In particular, we study an effective Hamiltonian proposed
in [Phys. Rev. B 83 115415 (2011)] that describes repulsion between anyons
and anyon holes. For this system, we find a lifetime of the stored quan-
tum information that grows exponentially in L2 for both periodic and open
boundary conditions, though the exponent in the later case is found to be
less favourable. However, L is upper-bounded through the breakdown of
the perturbative treatment of the underlying Hamiltonian.
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2.1 Introduction
An important open problem in quantum information concerns the feasi-
bility of a self-correcting quantum memory. Finding a system that protects
a quantum state from decoherence induced by a thermal bath, without
the need for active monitoring and error-correction, proves much more
difficult than in the classical case. On the most basic level, this is due to
the fact that a classical bit only needs protection against logical X opera-
tions while a qubit needs protection against a logicalX and Z. If a state is
stored in a many-qubit system, a desirable feature is topological protection
of the stored (qu-)bit: we want a logical error X (or Z in the quantum
case) to necessitate a number of single-qubit errors σx (or σz) that scales
with L, the linear size of the memory. The simplest model that ener-
getically penalizes σx errors and offers topological protection of a stored
classical bit is the 1D ferromagnetic Ising model. The simplest model that
penalizes σx and σz errors and topologically protects a qubit is given by
Kitaev’s 2D toric code Hamiltonian [16]. In fact, the latter can be mapped
exactly to two independent copies of the former [33, 55]. Unfortunately,
both of these systems are not thermally stable. Once a topological defect
(a pair of domain walls in the 1D Ising model or a pair of anyons in the
2D toric code) has been created, it can spread and lead to a logical er-
ror without any further energy cost. The lifetime of a qubit stored in the
degenerate ground states of the 2D toric code is thus for any finite tem-
perature upper-bounded by a constant independent of L [33, 38, 56]. The
2D toric code can therefore not serve as a ‘quantum hard drive’. These
difficulties can be overcome if the dimensionality of the systems is in-
creased. In the 2D Ising model and the 4D toric code, any sequence of
single-qubit Pauli operators that leads to a logical error has to surpass an
energy barrier whose size scales with L. Since the number of error paths
connecting two distinct ground states is exponentially large in L, these
systems are thermally stable below some critical temperature Tc, mean-
ing that the lifetime of the stored information grows exponentially with
L [33, 34, 57].
Whether a similar degree of protection for a quantum state can be
achieved in less than four dimensions is not clear. One can show that
for every 2D local stabilizer Hamiltonian the height of the energy barrier
separating orthogonal states stored in a degenerate ground state is upper
bounded by a constant independent of L [35,58,59], ruling out the possi-
bility of using such systems for the fault-tolerant storage of quantum in-
formation by self-correction. In principle, these no-go results leave two
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ways out: Either one abandons the locality of the terms in the Hamil-
tonian or one goes to dimension 3. Indeed, both of these routes have
been followed in the recent literature. While the 3D toric code is not ther-
mally stable, Haah showed in a recent breakthrough the existence of 3D
Hamiltonians with local interactions that have no string-like logical op-
erators [60]. Unlike anyons in the 2D toric code, defects cannot move fur-
ther than a certain constant distance away without creating other defects.
This property implies a logarithmically growing energy barrier between
orthogonal ground states, leading one to expect a lifetime that grows
polynomially with L [61]. However, the best known lower bound on the
memory lifetime of Haah’s Hamiltonian is upper-bounded by a constant
independent of L [62] and further improvement is not expected [63]. Fur-
thermore, a 3D architecture may lead to practical difficulties when ac-
cessing the physical qubits for syndrome measurement and error correc-
tion.
We therefore believe that the most promising route to follow in search
for a realistic proposal for a quantum memory is to start from the 2D toric
code Hamiltonian and add terms to it that
• can be physically motivated, and
• lead to a memory lifetime that becomes arbitrarily large as L → ∞
.
Long-range repulsive interactions (1/rα-potential with 0 ≤ α < 2) be-
tween the anyons lead to a logarithmically-growing self-consistent mean
field gap for anyon creation, yielding a polynomially increasing lifetime
[38], see Sec. 2.3 below. So rather than trying to find a Hamiltonian with
a macroscopic energy barrier between orthogonal ground states, this ap-
proach seeks to suppress the anyon creation rate. The toric code Hamilto-
nian (involving local four-qubit couplings) with non-interacting anyons
can be obtained as an effective Hamiltonian of the Kitaev honeycomb
model, which involves nearest-neighbor two-qubit Ising couplings [64].
How an α = 0 interaction between the anyons can be obtained through
such a honeycomb model coupled to electromagnetic modes has been
studied in detail in [39], see Sec. 2.4 below.
In an alternative approach it was shown that coupling the toric code
to a bosonic field leads to an effective gravitational potential between the
anyonic defects [65]. Below some critical temperature, all anyons coa-
lesce to a single point. However, the time the system needs to approach
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this metastable state and how to best perform error correction in this sys-
tem have not been investigated so far.
Self-correcting quantum memories are usually discussed with peri-
odic boundary conditions, giving the toric code its name. This way, the
complications that arise with the possibility of creating unpaired topo-
logical defects at the boundaries can be avoided. One expects that the in-
fluence of the boundaries becomes negligible if L becomes large enough,
which is certainly correct for Hamiltonians with local interactions. How-
ever, here we study memories with long-range interactions between the
anyons as proposed in [38, 39] and show that for these systems the in-
fluence of the boundary becomes in fact dominant for large enough L.
It can be beneficial and detrimental. Specifically, unpaired anyons from
the boundary lead to an effective bias for anyons from the bulk to move
to the closest boundary, thus prolonging the time until error correction
becomes ambiguous (see Sec. 2.3). On the other hand, the ability to cre-
ate unpaired anyons at the boundaries halves the energetic gap above the
anyonic vacuum. This becomes especially relevant if this gap is so strong
that the anyonic system is basically restricted to its ground state and first
excited state (see Sec. 2.4).
The paper is structured as follows. In Section 2.2 we discuss how error
correction can be performed in the planar code (a toric code with open
boundaries) in contact with a thermal environment. In Section 2.3 we
study the influence of the boundaries for a Hamiltonian with spatially
constant repulsion between the anyons, while in Section 2.4 an effective
Hamiltonian that describes repulsion between anyons and anyon holes
is investigated.
2.2 Error correction in the planar code
The planar code
A self-correcting quantum memory is supposed to protect a quantum
state from a thermal environment by means of its internal dynamics and
without need for active error-correction. A single error correction step
may be performed before the stored state is read out. We shall use here a
version of the toric code first introduced in [66], which, contrary to what
the name suggests, is not periodic but does have a boundary. We will
refer to this as the planar code. Consider a grid with quadratic cells and
physical qubits placed on the edges, as depicted in Figure 2.1. We call the
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four qubits around one unit cell a ‘plaquette’ and the four qubits around a
vertex a ‘star’. We define plaquette operators Ap = (σz)⊗4, where the ten-
sor product runs over the four qubits around some plaquette p and star
operatorsBs = (σx)⊗4, where the tensor product runs over the four qubits
around some vertex s. Plaquette operators on the left and right boundary
and star operators on the top an bottom boundary are tensor products of
three Pauli operators only. All of these operators are commuting since
they overlap at zero or two qubits. Let the space K0 ⊂ H = (C2)⊗N (N is
the total number of qubits) be defined as the space stabilized by all pla-
quette and star operators. That is, K0 is the space of all states |ψ〉 such
that for each three- or four-qubit plaquette or star operator Ap or Bs we
have Ap|ψ〉 = |ψ〉 and Bs|ψ〉 = |ψ〉. Since all the plaquette and star oper-
ators are independent (unlike in the toric code where the product of all
plaquette and star stabilizer operators is the identity), one easily verifies
that dimK0 = 2, independent of the height and width of the grid,1 such
that one logical qubit can be stored in this space. States in K0 are topologi-
cally protected. They cannot be distinguished by any local observable and
not be evolved into each other by any local unitary.
We then define a Hamiltonian that imposes an energy penalty for the
violation of every stabilizer condition. Let np = (1 − (σz)⊗4)/2, np′ =
(1 − (σz)⊗3)/2, ns = (1 − (σx)⊗4)/2, and ns′ = (1 − (σx)⊗3)/2. The tensor
products run over the qubits depicted in Figure 2.1. These operators have
eigenvalue 0 for states that satisfy the corresponding stabilizer conditions
and eigenvalue 1 for states that violate it. For some state |ψ〉 ∈ H we say
that an anyon is present at plaquette p (vertex s) if np|ψ〉 = |ψ〉 (ns|ψ〉 =
|ψ〉) and that no anyon is present if np|ψ〉 = 0 (ns|ψ〉 = 0), i.e. we interpret
stabilizer violations as the presence of anyons. We then use the well-
known toric code Hamiltonian
HKitaev = ∆
(∑
p
np +
∑
s
ns
)
, (2.1)
which simply counts the total number of anyons. The code subspace K0,
which is the degenerate ground state of this Hamiltonian, corresponds
to the anyonic vacuum. This Hamiltonian is stable against weak local
1 Let the ‘height’ h be given by the number of plaquette operators from top to bot-
tom and the ‘width’ w by the number of star operators from left to right. The total
number of qubits is then given by 2hw + h+ w + 1, the number of plaquette operators
by h(w+1) and the number of star operators by (h+1)w. Since each stabilizer condition
eliminates half of all 22hw+h+w+1 degrees of freedom, we are left with 2 of them.
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Figure 2.1: A planar code of size L = 8. Depicted are a four-qubit pla-
quette operator np, a three-qubit plaquette operator np′ , a four-qubit star
operator ns, and a three-qubit star operator ns′ . The logical operator X
(Z) is given by any chain of Pauli operators σx (σz) connecting the top
and bottom (left and right) boundary.
perturbations in the sense that the lifting of the ground state degeneracy
through such a perturbation is exponentially small in L [16].
Starting from the anyonic vacuum, if a qubit suffers a spin-flip error
σx (phase-flip error σz), two plaquette (star) anyons are created on the
two adjacent plaquettes (vertices). Once an anyon exists, it can move
on the surface without any further energy cost, whereby creating further
spin- or phase-flip errors along its path. Two anyons of the same kind
can fuse to the vacuum. On the two horizontal (vertical) boundaries of
the grid in Figure 2.1 a single plaquette (star) anyon can be created. Sim-
ilarly, the boundaries can absorb single anyons. If two anyons are jointly
created from the vacuum, move around and then fuse to the vacuum,
the produced error path can be expressed as a product of stabilizers and
therefore acts trivially on the code subspace K0. The same holds if a sin-
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gle anyon is created on a boundary and then is absorbed by the same
boundary again. The only possibility to act non-trivially on the state
stored in K0 is if an error path connects the two opposite boundaries. We
therefore define the logical operators X =
⊗
σx and Z =
⊗
σz acting on
all qubits along the paths depicted in Figure 2.1. Since all such products
that connect the two opposite boundaries are identical up to multiplica-
tion with stabilizers, the precise form of the path does not matter. These
operators commute with all the stabilizers (i.e. they are elements of the
centralizer of the stabilizer group) though are not products of stabilizers.
They allow thus to act non-trivially on the state stored inK0 without leav-
ing any smoking guns in the form of anyons. They satisfy X2 = Z2 = 1
and XZ = −ZX and may therefore be seen as Pauli operators acting on
the encoded qubit.
At the read-out step, all the operators ns and np are measured and
the presence of anyons (the syndrome) is detected. The goal is then to
annihilate all anyons (either by fusing them to the vacuum or by mov-
ing them to a boundary that can absorb them) and thereby to undo the
errors caused by the diffusion of the anyons. More precisely, the goal is
that the total unitary formed by the natural anyon dynamics (creation,
diffusion, and annihilation) plus the error correction procedure is equal
to a product of stabilizers and thus acts trivially on the code space. Even
more precisely, the dynamics induced by the thermal environment are
in fact a probabilistic mixture of different unitary evolutions, this will be
discussed in more detail later on.
Error correction
We will study planar codes of different sizes L, by which we mean that
the number of plaquette operators from top to bottom as well as the num-
ber of star operators from left to right is given by L. Consequently, there
are L − 1 four-qubit plaquettes and 2 three-qubit plaquettes from left to
right and thus a total ofL·(L+1) plaquettes. The total number of qubits is
then given by N = 2L2 +2L+1. It is well-known that in the limit of large
L error correction in the toric code is unambiguously possible if less than
11% of the physical qubits are subject to uncorrelated bit- and phase-flip
errors [57]. However, qubit errors induced by a thermal environment are
correlated due to the diffusion of the anyons. Error correction therefore
typically becomes impossible if a few percent of the qubits have suffered
errors [38].
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The error correction step consists of three substeps. In a first step,
the anyon configuration or syndrome is determined by measuring all the
operators ns and np. This means that we project to the subspaces Ki with
a given anyon configuration. Since there are L ·(L+1) potential locations
for anyons of each kind, there are 22L·(L+1) such spaces, each of which
has dimension 2 (they can be obtained from K0 by applying single-qubit
errors), so
H =
22L·(L+1)−1⊕
i=0
Ki . (2.2)
Indeed, one verifies that 2 · 22L·(L+1) equals dimH = 2N = 22L2+2L+1. In a
second step, a classical computation is performed on the error syndrome
whose output tells how to best annihilate the anyons by fusing them with
each other or moving them to a boundary of the type that can absorb
them, which is then done in a third step.
In a more formal language, let ρ0 denote the initial state stored in the
memory with supp ρ0 ⊆ K0. The influence of errors on this state is then
captured by a quantum channel (CPTPM) Φerr. The goal of the classical
computation is then, given knowledge about the error model Φerr and
the syndrome (the space Ki, that is), to find a sequence of single-qubit
Pauli operators Ui which corrects the errors. In other words, we want
Ui to map Ki to K0. Now let Pi denote the projector onto Ki. Formally,
we can write the error-correction procedure performed on the corrupted
state ρt = Φterr(ρ0) as Φcorr(ρt) =
∑
i UiPiρtPiU
†
i . At the end of the day, we
want the error
δ(t) :=
∥∥ρ0 − (Φcorr ◦ Φterr) (ρ0)∥∥1 (2.3)
to be as small as possible for any given encoded state ρ0. In the corrected
state (Φcorr ◦ Φterr) (ρ0) no anyons are left. We therefore either have suc-
cessfully corrected all errors, performed a logical X , a logical Z or both,
thus (
Φcorr ◦ Φterr
)
(ρ0) = (1− pX)(1− pZ)× ρ0
+ pX(1− pZ)×Xρ0X
+ (1− pX)pZ × Zρ0Z
+ pXpZ ×XZρ0ZX (2.4)
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(assuming that the error correction procedure treats plaquette- and star-
anyons independently). We therefore have
δ(t) ≤ 2 · (pX(1− pZ) + (1− pX)pZ + pXpZ) ≤ 2(pX + pZ) . (2.5)
In order to obtain simple scalar functions that characterize the decay
of the stored quantum information, we study the autocorrelation func-
tions
CXcorr(t) := 2
−N tr
[
X · (Φcorr ◦ Φterr)† (X)] (2.6)
CZcorr(t) := 2
−N tr
[
Z · (Φcorr ◦ Φterr)† (Z)] . (2.7)
The prefactor is such that CXcorr(0) = CZcorr(0) = 1, assuming that no oper-
ation is performed on the stored information if no anyons are measured.
This assumption is in fact less trivial than it may seem. Performing a
logical operation in the error correction step is beneficial if an odd num-
ber of logical operators have been performed by the bath. Assume that
the bath induces logical errors that leave no anyons with rate r. Then,
the probability that no logical error has been performed is in fact small
for times t  r−1. The probability that after time t k logical errors have
been performed is given by the Poisson distribution,
P (k, rt) =
(rt)ke−rt
k!
. (2.8)
The Poisson distribution is peaked around rt, which may be an odd inte-
ger. However, the probability∑
k even
P (k, rt) =
1
2
(
1 + e−2rt
)
(2.9)
of an even number of errors is greater than 1
2
for any rt, such that the
optimal strategy is, indeed, not to do anything if no anyon is detected.
CXcorr(t) is 1 if after error correction at time t no logical Z-operator
has been applied and −1 if one has been applied (i.e. an odd number of
σz-operators has been applied to any line connecting the left and right
boundary). Therefore, CXcorr(t) = 1 − 2pZ and analogously CZcorr(t) =
1− 2pX . In conclusion we have∥∥ρ0 − (Φcorr ◦ Φterr) (ρ0)∥∥1 ≤ (1− CXcorr(t))+ (1− CZcorr(t)) . (2.10)
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We define the lifetime τ(ε) of the memory as the maximal time such that
min
{
CXcorr(t), C
Z
corr(t)
} ≥ 1− ε for all t ≤ τ(ε), implying that δ(t) ≤ 2ε for
t ≤ τ(ε).
The total evolution Φcorr ◦ Φterr is a statistical mixture of different uni-
tary evolutions. In the numerical simulations, we will in each run follow
a definite unitary evolution, such that CZcorr(t) is at any time given by ±1.
The probability of a certain unitary is thereby determined by the error
model Φerr. Sampling over a large number of runs, we obtain a smooth
function CZcorr(t).
We say that two sequences of single-qubit Pauli operators are equiv-
alent if they are identical up to multiplication with stabilizers. For ev-
ery given anyon configuration, there are four equivalence classes of er-
rors that produce it from the vacuum. These equivalence classes can
be mapped onto each other by application of the logical operators I , X ,
Z, XZ. Given a syndrome, the goal is to guess the most likely equiva-
lence class of errors that has produced it, which one allows to remove the
anyons without disturbing the stored quantum information. Calculating
the probabilities of the four equivalence classes is numerically too costly
to be performed with current technology. We thus make the simplifying
assumption that the most likely error path that has led to the given syn-
drome is an element of the most likely equivalence class. This may not
be true for every possible anyon configuration but seems a reasonable
approximation. Applying stabilizers to the most likely error path will
produce further error paths with identical or slightly lower probabilities
that are elements of the same equivalence class. Rather than finding the
error path with maximal probability, we may equivalently find the error
path with minimal weight, if we define the weight to be the negative log-
arithm of the probability that a certain error chain has occurred. Taking
the negative logarithm ensures that the weight is additive for indepen-
dent error chains. This is known as the Shannon information content of
an event in classical information theory [67] and up to a constant factor
the only function having the additivity property.
To illustrate this, let us consider a concrete simple error model. We
assume that each physical qubit suffers a spin-flip error with probability
px and a phase-flip error with probability pz,
Φerr = Φ
⊗N
single−qubit ,
Φsingle−qubit(ω) =
(1− px)(1− pz) · ω + px(1− pz) · σxωσx + (1− px)pz · σzωσz + pxpz · σyωσy .
(2.11)
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The weight of an error chain involving `x spin-flips and `z phase-flips is
then
`x · ln 1− px
px
+ `z · ln 1− pz
pz
+ const , (2.12)
allowing us to minimize (for px, pz < 12 ) `x and `x independently. The
number of single-qubit Pauli operators necessary to connect two anyons
with each other is given by the so-called ‘Manhattan distance’ of the
anyons, i.e. the sum of the horizontal and the vertical coordinate differ-
ence of two anyons. Similarly, the weight of a chain connecting an anyon
to a boundary is given by the horizontal or vertical distance. In detail,
our minimal weight matching of n anyons (of one kind) then works as
follows.
1. Perform a Delaunay triangulation on the set of anyon coordinates,
thereby restricting the full graph of n(n−1)
2
edges between anyons
to O(n) edges. Calculate the Manhattan weights of all edges in the
restricted graph.
2. For every anyon, add a ‘virtual’ partner on the closer boundary able
to absorb it and add an edge to the graph with weight given by the
distance to the boundary.
3. Connect all virtual anyons with zero-weight edges.
4. Perform a minimum-weight matching of the graph obtained this
way.
Points 1. and 4. are identical to the methods used in [38, 40]. We per-
form the Delaunay triangulation using the library Triangle [68] while
for the minimal-weight perfect matching we employ the library Blossom
V [69] implementing the ‘blossom’ algorithm due to Edmond’s [70]. The
numerical cost of this procedure is strongly dominated by the last step.
Adding the virtual anyons ensures that each real anyon can be connected
to the closest edge able to absorb it and that there is always an even num-
ber of points in the graph entering the perfect matching algorithm. Giv-
ing the edges between virtual anyons weight zero ensures that those vir-
tual anyons that are not connected to a real one can be removed at no
cost.
Employing this algorithm, we obtain the decay of the autocorrelation
function CZcorr as a function of px illustrated for different lattice sizes in
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Figure 2.2: The plot shows the autocorrelation functionCXcorr as a function
of the fraction of physical spins pz that have suffered spin-flip errors. Cir-
cles give the numerical results, the lines are guides to the eye. The curves
correspond to different lattice sizes L = 32 (blue), L = 64 (magenta) and
L = 128 (red). We anticipate that in the limit L → ∞ error correction is
unambiguously possible for any pz < pc, with pc & 0.102.
Figure 2.2. The curves for different lattice sizes intersect for pc & 0.102,
so that in the limit of L → ∞ error correction is possible for px, py < pc.
Our numerically obtained value is only slightly smaller than the theo-
retical value pc ' 0.1094 ± 0.0002 [57]. For the uncorrected or ‘bare’
autocorrelation functions we have 2−N tr
[
X · Φ†err(X)
] ≈ 0 in the whole
parameter regime depicted in Figure 2.2, so there is a regime where our
error-correction procedure is maximally beneficial, bringing the autocor-
relation function from 0 to 1.
Error model
We now turn to the situation we are actually physically interested in,
namely where Φterr is induced by the memory Hamiltonian H and cou-
pling of the memory to a thermal environment. We consider a Davies
weak-coupling limit [71] and briefly summarize its discussion in [38, 40,
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62]. In this limit, the evolution of the memory is described by a Marko-
vian Master equation
ρ˙t = −i [H, ρt] + L(ρt) (2.13)
where the interaction between the memory and the bath is captured in
the unitarity-breaking Lindblad operator L. We assume that the environ-
ment is weakly coupled to the bath through single-qubit Pauli operators
and thus is able to induce spin- and phase-flip errors, leading to tran-
sitions between eigenstates of H that differ only by the application of
a single-qubit Pauli operator. Processes in which an energy ω is trans-
ferred from the anyonic system to the bath happen with rate γ(ω), which
depends on how the bath is modeled. An expression for γ(ω) often found
in the literature is given by
γ(ω) = 2κn
∣∣∣∣ ωn1− e−βω
∣∣∣∣ e−|ω|/ωc (2.14)
and can be derived from a spin-boson model [72,73]. In the following, we
set the cutoff frequency of the bath ωc → ∞ for simplicity. A bath with
n = 1 is called ‘Ohmic’, whereas one with n ≥ 2 is called ‘super-Ohmic’.
Only the former case is considered in the numerical simulations.2 To
summarize, we will use
γ(ω) = γ(0) ·
∣∣∣∣ βω1− e−βω
∣∣∣∣ (2.15)
where we think of 1/γ(0) = (2κ1T )−1 as the relevant microscopic timescale,
since the diffusion of anyons is widely determined by γ(0). Note that
Eq. (2.14) and Eq. (2.15) fulfill the detailed balance condition γ(−ω) =
γ(ω) · e−βω, guaranteeing that the Gibbs state is the fixed point of the
Markovian dynamics, L (e−βH) = 0.
In such a physical model, the weight of a hypothetical error chain is
not simply given by its Manhattan length, as it was the case in Eq. (2.12).
It is in general not true that the most likely error chain is the one with
the smallest number of spin flips. The number of hoppings some time ∆t
2 Note that for a super-Ohmic bath we have γ(0) = 0, forbidding the direct hopping
of anyons and heavily suppressing their diffusion. In this case, only ‘indirect hopping’
[38] is possible, in which a new pair of anyons is created next to an existing one and the
existing one fuses with one of them, leading to an effective movement of the already
existing anyon.
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after the creation of an anyon or a pair of anyons is Poisson-distributed
and for large γ(0)·∆t there is in fact a small probability that the number of
spin flips is still small. Using the Manhattan distance as the weight of an
error chain connecting two anyons (as done in [38,40]) seems thus hard to
justify. Rather than trying to find the most likely error chain, we therefore
try to find the most likely pairing of the defects (a pairing may either be
between two anyons or between an anyon and a boundary). This is not
exactly equivalent to finding the most likely equivalence class of errors
but should not make a relevant difference in practice and is numerically
feasible.
The random walk of an anyon on the grid leads to a diffusive spread-
ing of the probability distribution. The probability of finding it at time t
at a position ~r relative to its position at time t′ is
1
4piD(t− t′) · e
−~r2/4D(t−t′) . (2.16)
In the case of an Ohmic bath, the diffusion constant D is basically given
by the hopping rate γ(0) [38]. Similarly, the distance vector of two anyons
that have been jointly created diffuses with a constant 2D since both of
its ends are moving. A sensible choice for the weight of an edge between
two anyons is therefore the square of their Euclidean distance, while for
an edge connecting an anyon to its closer boundary we take the weight
to be twice the square of the Euclidean distance. A more thorough justi-
fication of this choice can be found in Appendix 2.A. An example for the
application of the error correction algorithm is given in Figure 2.3.
2.3 Long-range repulsion between anyons
A 1/rα repulsive potential with 0 ≤ α < 2 between the anyons allows one
to increase the lifetime of the toric code arbitrarily by increasing L [38].
We study the α = 0 case here, since for this case proposals of its physical
implementation exist [38, 39]. Furthermore, this case can be analyzed
analytically without need for a mean-field approximation and provides
the best scaling of the lifetime with L. Since the repulsive potential is
independent of the anyon distances r, its numerical simulation has the
lowest cost.
We study a system with a repulsion between the anyons which is spa-
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Figure 2.3: The code has suffered σx errors at the black qubits in a). The
syndrome measurement detects plaquette anyons A, B, and C. For the
error correction procedure, we first perform a Delaunay triangulation of
the full graph with edges connecting all real anyons (in the case of only
three real anyons, the full graph and the triangulation coincide). Then,
virtual anyons A′, B′, and C ′ are added. The graph b) is then used for
the perfect matching algorithm, where the obtained matching is high-
lighted with arrows. Error correction fails, because anyons B and C are
fused and anyon A is moved to the upper boundary, thereby performing
a logical X operator on the qubit stored in K0.
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tially constant, so the total Hamiltonian is
H = HKitaev +
A
2
·
(∑
p 6=p′
npnp′ +
∑
s 6=s′
nsns′
)
, (2.17)
where HKitaev is as in Eq. (2.1).3 Let us first discuss the toric code, i.e. a
memory with periodic boundary conditions. The lifetime of the memory
is given by the time when finding the most likely anyon pairing becomes
ambiguous. After a time t, the distance between the two anyons of a
pair is of order
√
Dt, with a diffusion constant D. Let neq be the equilib-
rium density of anyons, such that their average separation is ∼ 1/√neq.
We may then estimate the lifetime of the memory as the time when the
anyons have diffused over their average distance and error correction
becomes ambiguous,
τ(ε) =
c(ε)
D · neq . (2.18)
We use c(ε) as a single fitting parameter, which can be thought of as a
critical fraction of spins affected by errors and will be of order of a few
percents [38].
Let
eeq = ∆ + A(L
2neq − 1) (2.19)
denote energy per anyon in equilibrium. Since there is either one or no
anyon at each position, the equilibrium anyon density can be determined
self-consistently from
neq = [exp(βeeq) + 1]
−1 . (2.20)
The diffusion constant is D = γ(0) + 4γ(−2eeq), which for an Ohmic bath
is widely dominated by the first summand [38].
3 We assume in this section that the energy penalty for both three- and four-qubit
stabilizer violations have the same strength ∆. This can be achieved by appropriately
desigend perturbative gadgets [74]. However, we will see that the stability of the mem-
ory for large L is due to the second term in Eq. (2.17), i.e. the inter-anyonic interaction,
and that the bare anyon energy cost ∆ becomes in fact irrelevant. In contrast, in Sec. 2.4,
we will assume that the stabilizer operators are obtained from the honeycomb model
such that there is no energy penalty associated with three-qubit stabilizer operators. Ba-
sically, the total energy is now parabolically rather than linearly increasing in the anyon
numbers. The physical realization of such an interaction and its effect on the lifetime of
the toric code have been studied in detail in [38–40].
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Straightforward algebra (c.f. Appendix 2.B) gives two simple bounds
on neq for large enough L. We have that
neq >
1
L2
if L2 > exp(β∆) + 1 (2.21)
and
neq <
1
L2−ε
if
lnL
Lε − 1 <
βA
2− ε . (2.22)
Putting these bounds into Eq. (2.20) we also find
L2−ε < exp(βeeq) + 1 < L2 (2.23)
for large enough L. The lifetime Eq. (2.18) is inverse in neq and will thus
for any ε > 0 grow faster than L2−ε as L→∞.
In the case of the planar code, single anyons can be created at and
absorbed by the boundaries. The anyon production rate per boundary
spin is γ(−eeq) (if the anyon density approaches the equilibrium den-
sity), while it is 2γ(−2eeq − A) for spins in the bulk. Again, eeq can be
determined self-consistently from Eq. (2.19) and Eq. (2.20), where we re-
place L2 by L(L+ 1) in Eq. (2.19) for the planar code. In order to find the
total creation rates, these single-spin production rates have to be multi-
plied by 2(L+ 1) and 2L2 − 1, the number of spins on the boundary and
in the bulk, respectively. The total rate for production of anyons on the
boundaries is then, using the bath Eq. (2.15),
2(L+ 1) · γ(−eeq) ' 2(L+ 1) βeeq
exp(βeeq)
γ(0) , (2.24)
while the total rate for the production of anyons in the bulk is
(2L2 − 1) · 2γ(−2eeq − A) ' (2L2 − 1) 4βeeq
exp(2βeeq)
γ(0) . (2.25)
Since the anyon density vanishes for large enough L, we neglected for
these estimates that in fact only those spins that have no adjacent anyons
should be considered for the anyon production rate. Using Eq. (2.23)
with ε = 1
2
, we see that both the anyon production rate on the boundaries
and in the bulk go to 0 as L → ∞. But which of the two will dominate
for large L? Applying again Eq. (2.23), it is clear that the ratio ' exp(βeeq)
4L
of the boundary to the bulk rate is in fact diverging with L. The analytics
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Figure 2.4: Ratio of the number of anyons created on the boundary to the
number of anyons created in the bulk if the anyon population approaches
its equilibrium value. The blue circles show numerical results sampled
over a time 105 · (κ1∆)−1. The red curve shows the analytical prediction
exp(βeeq)/4L. We have used parameters β∆ = 1/0.3 and A/∆ = 0.1 and
a bath γ(ω) as in Eq. (2.15).
are in excellent agreement with numerical simulations (Figure 2.4) that
show an increasing ratio after a slight minimum at L ' 16.
Let us note that the ratio of “active” anyons is in fact slightly different
than what the above analysis suggests. The probability that an anyon
created at the boundary is not reabsorbed before it gets to the second row
is γ(0)
γ(0)+γ(+eeq)
' γ(0)
γ(+eeq)
. Similarly, the probability that a newly created pair
is not immediately re-annihilated is ' 6γ(0)
γ(2eeq+A)
. If we are only interested
in the ratio of boundary to bulk anyons that ever get away from their
place of creation, we thus obtain a further factor γ(2eeq+A)
6γ(+eeq)
. For the bath
Eq. (2.15), this factor converges to 1
3
for large enough L. The ratio of
“active” anyons created at the boundaries to “active” anyons created in
the bulk is thus finally exp(βeeq)
12L
.
An anyon created at the boundary has three possible fates.
CHAPTER 2. SELF-CORRECTING QUANTUMMEMORYWITH A
BOUNDARY 40
1. It can be reabsorbed by the same boundary (which will happen to
most of them) or fuse with an anyon created at the same boundary,
leading to a trivial operation performed on the degenerate ground
space.
2. It can fuse with an anyon created at the opposite boundary or be
absorbed by the opposite boundary, leading to a logical error.
3. It can fuse with an anyon created in the bulk.
We will argue that the time it takes to create a logical error via possi-
bility 2 is larger than the lifetime of the memory in the toric case and
that possibility 3 has a beneficial effect on the lifetime of the memory.
Combining these arguments with the fact that anyon production on the
boundary surpasses the anyon production in the bulk, we conclude that
the boundary has a positive net effect on the lifetime of the memory.
Let us study the time it takes to create a logical error through possibil-
ity 2. There are two time-scales involved in the creation of such an error:
The time it takes to create an anyon that walks during its lifetime at least
once to the opposite half of the grid and the time it takes to do this walk.
What is the probability that an anyon created at a boundary ever moves
to the opposite half of the grid and what is the expected number of hop-
pings necessary for this? Up to the boundary conditions, this problem
is exactly equivalent to a well-known mathematical problem called The
Gambler’s Ruin. If a newly created anyon is to ever reach the opposite
half, it first has to avoid immediate reabsorbtion. The probability of ever
getting to the second row is ' γ(0)
γ(+eeq)
. Now imagine that the distance
of the anyon to the boundary that has created it represents a gambler’s
bankroll. He starts with one unit of money (the anyon starts at the first
row) and then does a series of fair coin flips for one unit of money each.
He ends when either he gets broke (the anyon gets reabsorbed by the
same boundary that has created it) or his bankroll reaches L/2 units of
money (the anyon reaches the opposite half of the grid). Since the gam-
bler starts with one unit of money and he does a series of games with
zero expectation value, his probability of ever reaching L/2 has to be
2/L, which also answers the corresponding question for the anyon. Note
that movements of the anyon parallel to the boundary that has created
it are irrelevant for the production of logical errors, which is why the
problem can be mapped to such a one-dimensional one. Note that in the
case of anyons this probability provides in fact an upper bound, since
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we neglected the possibility that the anyon fuses with another one be-
fore reaching the opposite half of the grid. A formally correct treatment
of the problem can be found in Appendix 2.C. There, we also show that
the average number of coin flips (hoppings perpendicular to the creating
boundary) needed to reach L/2 is (L/2)2.
To summarize, anyons are created at the boundaries with rate 2(L +
1)γ(−eeq), only a fraction γ(0)γ(+eeq) do not immediately get reabsorbed and
only a fraction of at most 2
L
ever reaches the opposite half of the grid.
If an anyon does reach the opposite grid, this takes on average a time
1
γ(0)
·2 ·(L
2
)2 (the factor 2 takes hoppings parallel to the creating boundary
into account). The total lifetime of a memory in which anyons are only
created at the boundaries may therefore be estimated as
1
2(L+ 1)γ(−eeq) ·
γ(+eeq)
γ(0)
· L
2
+
1
γ(0)
· L
2
2
' 1
4γ(0)
· (eβeeq + 2L2) (2.26)
where we used detailed balance. Note that the only time-scale that en-
tered the first summand was the anyon creation time 1/γ(−eeq). How-
ever, this cancels exactly with γ(+eeq): the higher the anyon production
rate, the higher is (by detailed balance) the probability that an anyon
is immediately reabsorbed, such that the only remaining time-scale is
1/γ(0).
The only property of the bath γ(ω) we used was the detailed balance
property, so this scaling behavior is independent of the particulars of the
bath and not specific for Eq. (2.15). However, in the case of a super-
Ohmic bath with γ(0) = 0 the analysis of the Gambler’s Ruin problem
has to be redone with an effective hopping rate emerging from indirect
hopping processes that scale with γ(−2eeq − A) [38]. Since eeq diverges
logarithmically with L (2.23), the effective hopping rate becomes vanish-
ing for large L, leading to an improved scaling of the memory lifetime
with L [38].
Using Eq. (2.20) we see that the first summand in Eq. (2.26), i.e. the
timescale needed for the creation of an anyon that walks to the oppo-
site half, is for large enough L identical to the lifetime of the toric code
Eq. (2.18). Furthermore, we know from Eq. (2.23) that the second sum-
mand grows faster than the first one. We conclude that the time needed
for anyons created on the boundaries to produce a logical error grows
faster with L than the time before the matching of anyons produced in
the bulk becomes ambiguous.
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In the limit of very large L, anyons are created almost exclusively on
the boundary, once the anyon production rates have approached their
equilibrium values. However, as long as the anyon population is small
enough anyon production in the bulk will outweigh anyon production
on the boundaries, so that possibility 3 is non-negligible even for large L.
Possibility 3 has the same effect as if the bulk anyon with which the
boundary anyon fused had moved to and been absorbed by the creating
boundary. The effect of possibility 3 is therefore to cause an effective
bias of bulk anyons to move to the closer boundary. We saw that the
probability that a boundary anyon gets a certain distance away from its
creating boundary decreases at least inversely with that distance. This
effect is thus the stronger, the closer the bulk anyons are to the boundary.
We saw in the discussion of the toric case that error correction breaks
down if the anyons that have been created as parts of the same pair have
moved sufficiently far away from each other such that the pair-matching
becomes ambiguous. If two such anyons, however distant they are, now
move to the same boundary this ambiguity is resolved without a logical
error.
In conclusion, the equilibrium density of anyons neq is not affected
by the boundary conditions, but the fraction of anyons created on the
boundary becomes dominant for large enough L. The time it takes for
boundary anyons to create a logical error grows faster with L than the
lifetime of the toric code. We expect a beneficial effect from the possibility
of boundary anyons fusing with bulk anyons. We conclude that for large
enough L a planar code of size L has a larger lifetime than a toric code of
size L.
This is indeed confirmed by our numerical simulations. Already for
L & 32 the lifetime τ(0.1) of the planar code exceeds the one of the toric
code. For very small memories (L < 10) the toric code is superior, which
may be attributed to logical errors caused by single anyons. In the planar
code in Figure 2.1, for example, an anyon created at a boundary needs to
perform only 4 hoppings to cause a logical error when error correction is
performed. Figure 2.5 illustrates the temporal decay of the stored quan-
tum information by depicting the autocorrelation functions CZcorr(t) for
different lattice sizes and for both planar and toric grids. The obtained
lifetimes are illustrated in Figure 2.6.
While we included the analytical prediction Eq. (2.18) for the lifetime
of the toric code in Figure 2.6, we cannot give such a simple expression
for the lifetime of the planar code. When L is increased, the effect of the
boundary changes from adversarial to beneficial.
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Figure 2.5: Temporal decay of the autocorrelation functions CZcorr(t) for
different lattice sizes and boundary conditions, for the Hamiltonian
Eq. (2.17) and the bath Eq. (2.15). Times are in units of (κ1∆)−1 and the
physical parameters are β∆ = 1/0.3 and A/∆ = 0.1. From left to right
(at height 0.6, say) we have (grid type – size L) toric 32, planar 32, toric
64, planar 64, toric 128, planar 128, toric 256, planar 256, toric 512, and
planar 512. The intersection of CZcorr(t) with the horizontal line at height
0.9 is used to determine the lifetimes τ(0.1) given in Figure 2.6.
2.4 The honeycomb model as a quantum
memory
From the honeycomb to the planar code
The toric code Hamiltonian Eq. (2.1) (involving local four-qubit couplings)
can be realized as a low-energy effective Hamiltonian of the Kitaev hon-
eycomb model, which involves only local two-qubit couplings [39,64,75].
The Hamiltonian of the honeycomb model can be simplified through a
spin to hard-core boson transformation [75]. In this new language, the
toric code Hamiltonian Eq. (2.1) emerges as a low-energy (no hard-core
bosons present) fourth-order effective Hamiltonian. The qubits of the
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Figure 2.6: Lifetimes τ(0.1) of the quantum information stored in the sys-
tems described in the caption of Figure 2.5. The blue crosses represent
planar codes, the red circles toric codes. The sizes L of the codes are
8, 16, 32, 64, 128, 256, 512, and 1024. The red line shows the analytical
prediction for the lifetime in the toric case obtained from Eq. (2.18) with
c(0.1) = 5.1%. [38] find with an analogous plot [Fig. 6] c(0.1) = 4.4%. The
increased lifetime is due the choice of the square of the Euclidean dis-
tance rather than the Manhattan length as the weight of an error chain.
toric code obtained this way are not identical to the physical qubits of the
underlying honeycomb lattice, but are effective qubits. The interactions
of Eq. (2.1) between four of these effective qubits are mediated through
processes in which two pairs of virtual hard-core bosons are created and
then fuse again to the vacuum. An interaction involving three effective
qubits would correspond to a process in which a pair of virtual hard-core
bosons is created from the vacuum, followed by a hopping and an anni-
hilation process. Clearly, such processes give no contribution to the ef-
fective Hamiltonian and the third-order effective Hamiltonian vanishes.
There is no way of obtaining from the honeycomb model the three-qubit
boundary terms introduced in [66] and used so far in this paper.
Figure 2.7 schematically shows a planar code obtained from the hon-
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Figure 2.7: An effective planar code obtained from a honeycomb lattice
with a boundary. The black dots represent effective qubits emerging from
the underlying honeycomb model. The four isolated effective qubits in
the corners are depicted for completeness but not needed for information
storage. Blue (dark) squares (like p) are plaquette operators, red (light)
squares (like s) are star operators. There are two non-equivalent ways
of defining a pair of macroscopic Pauli-like observables, the “big” logical
operatorsX andZ and the “small” logical operatorsX ′ andZ ′. However,
an undetectable logical error consisting of only three single-qubit errors
can be performed on all of these operators. For instance, a sequence of σx
errors on the three qubits along path 1 (2) causes an error on the logical
Z ′ (Z) operator.
eycomb model, involving only four- but no three-qubit operators. The
ground space of the Hamiltonian obtained this way, i.e. the space stabi-
lized by all four-qubit operators (σz)⊗4, (σx)⊗4, has then a large degen-
eracy growing with the size of the memory, even if we forget about the
four isolated qubits in the corners that do not interact with anything.
Let G denote the group generated by all four-qubit stabilizers. In an
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abstract language, elements of the Pauli group on all effective qubits (ex-
cept the four isolated ones in the corners) that are in the centralizer C(G)
of the stabilizer group G, but not in G itself, perform logical operations
on the stabilized subspace that cannot be detected through violation of a
stabilizer. The goal is then to find Pauli-like observables X,Z ∈ C(G) \ G
which allow us to store a qubit that is topologically protected. Elements
ofC(G)\G that commute withX and Z will not do any harm to the stored
qubit, but those that do not commute with X or Z can. For topological
protection we therefore want
• X and Z to have a macroscopic distance (i.e. to necessitate O(L)
single-qubit operations), and
• all elements of C(G) \ C(〈X,Z〉) to have macroscopic distance.
Unfortunately, in the planar code obtained from the honeycomb model
there is no choice of logical operators X and Z that fulfill these require-
ments. As illustrated in Figure 2.7, the pairs X,Z and X ′, Z ′ fulfill the
first requirement but not the second one.
We will therefore expand G in such a way that all elements of C(G)\G
have a macroscopic distance. For the space stabilized by G being non-
trivial we need G to be Abelian and to not contain −I . All of these re-
quirements are met if we add to G the single-qubit operators σx acting
on all qubits surrounded by a red circle in Figure 2.7 and the operators
σz acting on all qubits surrounded by a blue circle. Error paths 1 and 2
in Figure 2.7 now no longer are elements of C(G) \ G: 1 is no longer an
element of C(G) since it anti-commutes with two blue single-qubit oper-
ators in G while 2 becomes an element of G (it is the product of the two
red operators enclosed by it). Therefore, the “small” operators X ′ and Z ′
now satisfy our requirements for topological protection while the “big”
operators X and Z still violate the second requirement.
Our new stabilized subspace topologically protects exactly one qubit.
In fact, our new code is exactly equivalent to the planar code with three-
qubit operators on the boundary, since the single-qubit stabilizer oper-
ators effectively eliminate the two degrees of freedom of the qubits on
the boundary. However, the Hamiltonian dynamics are different since
there is no energy penalty associated with the violation of the single-
qubit stabilizers on the boundary. We therefore assume that we are able
to perform the measurements corresponding to the single-qubit stabiliz-
ers at the read-out step. Note that these operators act on effective qubits,
but σx and σz measurements performed on them indeed correspond to
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measurements of a single physical qubit of the underlying honeycomb
lattice. We refer to [39] for details about the mapping between physical
and effective qubits.
If one of the single-qubit stabilizers on the boundary is violated, we
may imagine that an anyon is present at the position adjacent to it which
is outside of the actual grid. For example, a σx (σz) error can create two
plaquette (star) anyons at positions p and p′ (s and s′) in Figure 2.7. An
anyon at position p′ (s′) can only escape to p (s). In terms of anyon
dynamics there are now for both kinds of anyons two boundaries that
can create and absorb them and two boundaries that “attract” and store
them. For example, a plaquette (star) anyon at position p (s) can reduce
its energy by hopping to position p′ (s′). Analogously, escaping from one
of these boundary positions has an energy cost. An anyon that hops to
position p′′ or s′′ has been absorbed by the corresponding boundary and
can, unlike one at position p′ or s′, no longer be detected through a vi-
olated stabilizer operator. During error correction, an anyon stored at
position p′ or s′ will be moved to the interior of the grid.
Repulsion between anyons and anyon holes
As discussed, the simple toric code Hamiltonian Eq. (2.1) does not pro-
vide a lifetime of the stored quantum information that can be increased
by making the memory larger. Pedrocchi et al. [39] studied a honey-
comb model as introduced above coupled to cavity modes. The cavity
modes allow the read-out of the error syndrome of the effective toric code
through frequency shifts. In a resonant parameter regime, the Hamilto-
nian
Heff = ∆
∑
a,a′
nan¯a′ (2.27)
is found perturbatively [Eq. (52) in [39]]. Here, the sum
∑
a runs over all
stars and plaquettes (four-qubit operators only) and n¯a = 1 − na counts
anyon holes. For ∆ > 0 this Hamiltonian describes an effective repulsion
between anyons and anyon holes. For details about how ∆ > 0 can be
achieved, we refer to [39] and Section VII in [38].
The requirement to stay strictly in the perturbative regime puts an
upper bound L∗ on the linear size L of the memory [39].
With Hamiltonian Eq. (2.27) and a total of N four-qubit operators, the
gap above the anyonic vacuum is (N − 1)∆ and as long as ∑a na < N2
the cost to add a further anyon is at least N
2
∆. If L denotes the number of
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stars from top to bottom and the number of plaquettes from left to right
(so L = 3 in Figure 2.7) we have N = 2L(L + 1). With an anyon creation
gap that grows quadratically in L and a natural bath like Eq. (2.15) in
which the creation rate decreases exponentially with the gap, we expect
the production of anyon pairs in the bulk to be negligible against the cre-
ation of anyons at the boundaries. Note that if we say that a plaquette
anyon is created at a boundary where single-qubit σz measurements are
performed, this implies that furthermore a virtual anyon is “stored” in
this boundary. From the discussion of the Gambler’s Ruin problem in
Appendix 2.C it is clear that an anyon will do at most ∼ L2 hoppings be-
fore being absorbed by or stored in a boundary. We thus expect the time
an anyon is present (and not stored in a boundary) to be much smaller
than the time it takes to create a single anyon. To summarize, we are
already for moderate values of L in the regime
L2
γ(0)
 [4L · γ ((N − 1)∆)]−1  [L2 · γ (2(N − 2)∆)]−1 (2.28)
where almost always one or no anyon is present.
In this regime, error correction works as follows.
1. Move any anyons in the interior of the grid perpendicularly to the
closest of the four boundaries. (Each anyon is thereby moved to its
most likely place of creation. We never assume that a pair of anyons
has been created in the bulk.)
2. If an anyon is “stored” in a boundary (at position p′ or s′ in Fig-
ure 2.7, say), move it to the interior of the grid (to position p or s).
3. The anyons at each boundary can be matched with each other and
the two-adjacent boundaries in two different not trivially subopti-
mal ways. Chose the one with lower weight, where the weight is
given by the square of the Euclidean distance.
For this system, the perfect matching problem could be reduced to a one-
dimensional one. Both possible matchings that are not trivially subopti-
mal can be explicitly tested, such that no approximative algorithms are
needed.
Adding single-qubit measurements at the boundary spins ensures
that in a planar code without three-body interactions all error paths that
lead to a logical error after error correction consist ofO(L) single-qubit er-
rors. Figure 2.8 illustrates schematically all error paths of a single anyon
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Figure 2.8: A planar code consisting only of four- and one-qubit stabiliz-
ers. We only consider σx-errors and the corresponding plaquette oper-
ators here. As in Figure 2.7 σz-measurements are performed on the top
and bottom boundary. The top and bottom boundary are thus able to
store and detect the presence of plaquette anyons. The logical Z opera-
tor is a path of single-qubit σz operators connecting the top and bottom
boundary (c.f. the operator Z ′ in Figure 2.7). The dashed line lies mid-
way between the left and right boundary. All error paths in the left part
of the figure will not lead to a logical error after error correction, while
for the error paths in the right part of the figure a logical X operator
is performed. Whether an error path of type (*) is correctable depends
not only on its length, but also on its position relative to the boundaries.
However, any error path of type (*) and of horizontal length below L/2
is correctable.
that do lead to a logical error after error correction and all that do not.
Strictly speaking, this figure is only valid for the first anyon, as a con-
catenation of paths that do not cause an error may lead to an error after
error correction.
It is in principal possible to find an analytical expression for the prob-
ability that the first anyon causes an error in such a planar code of size L.
However, we expect from the discussion of the Gambler’s Ruin problem
in Appendix 2.C that this probability takes the form γ(0)
γ(0)+γ((N−1)∆) · 2L , up
to some constant factor of order O(1). This probability will, due to both
factors, be small such that, following the discussion before Eq. (2.10), we
expect the error-corrected autocorrelation function after the creation of n
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Figure 2.9: A planar code of size L = 64 consisting only of four- and
one-qubit stabilizers in contact with a bath with γ ((N − 1)∆) /γ(0) = 40,
where N = 2L(L + 1). The vertical axis shows the number n of sin-
gle anyons that have been created. The green curve shows the error-
corrected autocorrelation function CZcorr(n) and the blue curve the uncor-
rected autocorrelation function (Eq. (2.7) without Φcorr). Both curves are
sampled over 1.2 · 104 experiments. The red curve shows the analyti-
cal prediction Eq. (2.29) with c′ = 1.12. We see that performing a single
error correction step before the read-out of the stored quantum informa-
tion allows to enhance its lifetime (τ(0.1), say) by more than an order of
magnitude.
single anyons to take the form
CZcorr(n) ' 1−
c′
L
· γ(0)
γ(0) + γ ((N − 1)∆) · n , (2.29)
where c′ is a constant. Of course, this approximation can only be valid as
long as CZcorr(n) is still relatively close to 1. The numerics in Figure 2.9 are
in excellent agreement with this prediction as long as CZcorr(n) & 0.5.
Correspondingly, the number of single anyons that are created during
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Figure 2.10: The number of single anyons created during the lifetime τ(ε)
of the memory as a function of the lattice size L. The points show nu-
merical results obtained for a bath with γ ((N − 1)∆) /γ(0) = 40, where
N = 2L(L + 1), the lines show the analytical prediction Eq. (2.30) with
c′ = 1.12. From bottom to top we have ε = 0.1, 0.2, 0.3.
the lifetime τ(ε) of the stored quantum information will be
ε · L
c′
· γ(0) + γ ((N − 1)∆)
γ(0)
. (2.30)
This prediction is compared with numerical simulations in Figure 2.10.
Since there are for each kind of anyon 2 · (2L + 1) qubits where a single
anyon can be created (including the ones on which single-qubit measure-
ments are performed), we obtain a lifetime
τ(ε) ' ε · L
c′
· γ(0) + γ ((N − 1)∆)
γ(0)
· [2 · (2L+ 1) · γ (−(N − 1)∆)]−1
' ε
4c′
· exp ((N − 1)β∆)
γ(0)
. (2.31)
In the last step, we applied detailed balance and γ(0)  γ ((N − 1)∆).
Since N = 2L(L + 1), the lifetime of the memory grows exponentially
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in L2. This provides, to the best of our knowledge, the best scaling of
a quantum memory lifetime with the linear size found so far in at most
three dimensions. However, we have noted that strictly speaking L is
bounded through the breakdown of the perturbative treatment of the
underlying honeycomb Hamiltonian. So similarly as in [62] the found
scaling of the lifetime is only valid up to some optimal L∗. Still, our opti-
mal L∗ is generic in the sense that changing it by a small integer will not
have a drastic effect on the lifetime.
We note that the only time-scale that entered Eq. (2.31) was the time
needed to create a single anyon, while γ(0) only entered through a proba-
bility. The former canceled by detailed balance such that the only remain-
ing time-scale was the hopping time 1/γ(0). In the toric case, anyons can
only be created pairwise, such that the gap above the anyonic vacuum is
increased from (N − 1)∆ (as in the planar case) to 2(N − 2)∆, leading to
a lifetime increasing as ∼ exp(2(N − 2)β∆), in contrast to Eq. (2.31). Be-
sides complicating error correction, the realistic case of open boundaries
thus also reduces the exponentially increasing factor in the lifetime of the
memory to (almost) its square root.
Topological order at finite temperature
The above results apply to the code during its thermalization. However,
it is also interesting to study its properties once it reaches thermal equilib-
rium. Clearly the memory will have completely decohered by this point,
since the probability of the system being in any of its ground states will
be equal. However, we can assess whether topological order is present. It
is known that, for the non-interacting case of Eq. (2.1), the thermal state
is not topologically ordered for any finite temperature. However, here
we show that the interactions of Eq. (2.27) allow the topological order to
remain stable for all finite temperatures at which the perturbative deriva-
tion of the Hamiltonian Eq. (2.27) is valid.
To determine whether topological order is present we can use one
of the topological order parameters designed for mixed states, such as
the anyonic topological entropy [76]. This requires the plaquettes and
vertices of the code to be split into three regions, A, B, and C. These
can be defined arbitrarily, except that A and B must be bounded, B must
enclose A, C must enclose B and the number of plaquettes and vertices
in each region must be O(L2). The value of the entropy depends on how
well the anyon configuration within B can be used to deduce the net
anyonic occupation of A. If this can be done perfectly, the entropy takes
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its maximum possible value (for the planar code) of 2 ln 2, signaling that
the state is topologically ordered.
Let us consider the thermal state of the Hamiltonian Eq. (2.27). The
Hamiltonian is symmetric under exchange of anyons and anyon holes.
Since the gap above the ground states with all anyons or all holes grows
as L2, the thermal state in the thermodynamic limit will be an equally
weighted mixture of the all hole or all anyon states. As such, measure-
ment of the occupancy of any plaquette can be used to determine the
occupancies of all plaquettes. The region B used in the definition of the
anyonic topological entropy can then clearly deduce the net occupancy
of the region A. The value for this entropy therefore takes its maximum
value of 2 ln 2, and the state is found to be topologically ordered.
2.5 Conclusions
Stabilizer Hamiltonians with local interactions in 2D do not, and in 3D
seem not to, offer the possibility to passively store quantum states for
a time that can be made arbitrarily larger than the relevant microscopic
time-scales. Inducing long-range interactions between the excitations of
a 2D Hamiltonian whose ground states are topologically ordered seems
thus the most promising approach towards a realistic proposal for a quan-
tum memory. For such long-range interactions, the influence of the bound-
ary of the memory (which every realistic memory will have) is not negli-
gible even for large L. We discussed two Hamiltonians proposed in the
recent literature and showed that for those the boundary becomes in fact
dominant. Operationally, this fact becomes relevant during the error cor-
rection step before the read-out of the stored quantum state. We showed
that the classical algorithm that determines how to best remove the any-
onic defects has to depend on the error model, the memory Hamiltonian
and the boundary conditions.
With long-range repulsion between the anyons, the energy to add
a further anyon increases with the number of already existing anyons,
leading to a vanishing anyon production rate. If the production rates ap-
proach their equilibrium values, the production of unpaired anyons on
the boundaries will outweigh the production of anyon pairs in the bulk.
The influence of the boundary anyons is beneficial since they lead to an
effective bias of the bulk anyons to move towards the closer boundary.
We discussed how a planar code with topological protection of the
stored qubit can be obtained from a honeycomb model with two-qubit
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Ising coupling and the ability to perform single-qubit measurements on
boundary qubits. In a resonant regime of a coupling of the honeycomb
to cavity modes a very strong suppression of the anyon creation rate is
obtained. Furthermore, most created anyons will immediately be reab-
sorbed by their creating boundary. In conclusion, we have found in this
regime a lifetime that grows exponentially in L2, allowing in principle to
reach macroscopic storage times even at moderately high temperatures.
The non-local anyon interactions in the obtained effective Hamiltonian
are so strong, that the system is topologically ordered at any finite tem-
perature for large enough L, as long as the perturbatively derived Hamil-
tonian Eq. (2.27) describes the dynamics of the memory accurately.
2.6 Acknowledgments
We acknowledge useful discussions with Fabio Pedrocchi. This work
was supported by the Swiss NSF, NCCR Nanoscience, and NCCR QSIT.
CHAPTER 2. SELF-CORRECTING QUANTUMMEMORYWITH A
BOUNDARY 55
2.A Determining the weight of the edges when
anyons perform a random walk
Given an anyon at time t at position ~a = (a1, a2), where a1 is the distance
from the left boundary and a2 the distance from the upper boundary,
what is the probability Pr [~a, t′, t] that it has been created at a time 0 <
t′ < t at the upper boundary? The answer can be obtained by summing
Eq. (2.16) over all spins 0, . . . , L on the upper boundary, so
Pr [~a, t′, t]
'
∫ L+1
0
dx
1
4piD(t− t′) · e
−(a22+(a1−x)2)/4D(t−t′)
=
1
4
1√
piD(t− t′) · e
−a22/4D(t−t′) ·
{
Erf
[
a1
2
√
D(t− t′)
]
+ Erf
[
L+ 1− a1
2
√
D(t− t′)
]}
.
(2.32)
The total probability that that an anyon that is at time t at position ~a has
been created on the upper boundary is then
Pr [~a, t] =
∫ t
0
dt′ Pr [~a, t′, t] · γboundary(t′) · ξ(t′, t) , (2.33)
where γboundary(t′) is the creation rate of anyons on the boundary at time
t′ and ξ(t′, t) is the probability that an anyon that has been created at
a boundary at time t′ does still exist at time t. Unfortunately, the time
integration cannot be performed in closed form even if we take γboundary
and ξ to be constant and {. . .} = 2 in Eq. (2.32) (corresponding to the
L→∞ limit).
Still, the above analytics is enough to find reasonable weights for the
edges in our error correction algorithm. First, let us note that we can find
a similar expression like the one above for the situation where we have
anyons at postion ~a and ~b and are interested in the probability that they
have been jointly created in the bulk. The exponential factor becomes in
this case ∼ exp
[
−(~a−~b)2/8D(t− t′)
]
. Intuitively, the distance vector of
the two anyons performs a diffusive motion with diffusion constant 2D.
A sensible choice for the weight of an edge between two anyons is there-
fore the square of their Euclidean distance, while for an edge connecting
an anyon to its closer boundary we take the weight to be twice the square
of the distance. All terms depending on time, the position of the anyons
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relative to the boundaries and the creation rates give then additive loga-
rithmic correction terms to these weights.
Note that in the matching which is obtained at the end of the algor-
tihm the number of edges connecting two real anyons is always equal to
the number of edges connecting two virtual ones. Furthermore, adding
the same term to the weights of all edges or multiplying all weights with
the same positive term does not change the result of the algorithm. We
may therefore give the edges that connect two virtual anyons a weight
which takes all logarithmic correction terms into account.
Formally, let d2 denote the square of the Euclidean distance of the pair
we are interested in. Then, giving edges that connect two real anyons a
weight α · d2 + β2 (with α > 0), edges that connect a real anyon with
a virtual one a weight α · 2d2 + β1 and edges that connect two virtual
anyons a weight 0 is equivalent to giving them weights d2 + (β2 − β1)/α,
2d2 and −β1/α respectively, which is again equivalent to giving them
weights d2, 2d2 and (β2 − 2β1)/α respectively. Rather than calculating
the term (β2 − 2β1)/α analytically (which we cannot) we may then con-
sider the weight of the virtual edges as a single optimization parameter
of our algorithm. We have found numerically that in the systems we are
interested in varying the weight of the purely virtual edges offers hardly
room for improvement of the memory lifetime. As before, we will thus
take their weight to be zero throughout Sec. 2.3. However, there are cer-
tainly regimes where these weights become relevant. If, for example, the
rate for creation of anyon pairs in the bulk is vanishing against the rate
for creation on the boundaries, the edges between virtual anyons should
be given a large weight.
2.B Bounds on the self-consistent anyon
density
Using Eq. (2.19) to eliminate eeq in Eq. (2.20) we find
1 = neq ·
[
exp
(
β(∆ + A(L2neq − 1))
)
+ 1
]
:= f(neq) . (2.34)
Since f(x) is monotonically increasing in x we have that
x < neq ⇔ f(x) < 1 . (2.35)
We have
f(
1
L2
) =
1
L2
[exp (β∆) + 1] (2.36)
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and
f(
1
L2−ε
) >
1
L2−ε
· exp (βA(Lε − 1)) , (2.37)
yielding the estimates Eq. (2.21) and Eq. (2.22).
2.C The Gambler’s Ruin
In the usual version of the Gambler’s Ruin problem, the probability of
winning or losing is the same for every amount of money the gambler
possesses. In the anyonic hopping problem we are interested in, the
probability of moving towards the boundary is not excactly independent
of the distance to the boundary. Since the rate for absorbtion of an anyon
by a boundary γ(absorb) is usually much higher than the hopping rate
γ(0), the anyon is biased to move towards the boundary if it is at a posi-
tion next to it. This is in particular the case immediately after the anyon
has been created.
We therefore study the following problem. Consider a lattice with
rows 0, . . . , L − 1 and an anyon initially in row 0 (it has just been cre-
ated). We are only interested in hoppings between the rows and ig-
nore all movements within the same row. In row 0 there is a probability
p˜ = γ(absorb)
γ(absorb)+γ(0)
that the anyon is absorbed by the adjacent boundary and
a probability 1 − p˜ that it hops to row 1 (similarly in row L − 1, but this
will be irrelevant here). In all other rows, the anyon hops to both adja-
cent rows with equal probability. What is the probability that the anyon
reaches row L/2 (let L be even for simplicity) at least once before it is
reabsorbed?
Let pi the denote the probability to reach row L/2 from row i. The
boundary conditions are
p0 = (1− p˜) · p1 (2.38)
and
pL/2 = 1 . (2.39)
For 1 ≤ i ≤ L/2−1 we have pi = 12(pi−1 +pi+1), or equivalently pi+1−pi =
pi − pi−1. We find
1 = pL/2 =
L/2−1∑
i=1
(pi+1 − pi) + p1 = (L/2− 1) · (p1 − p0) + p1 (2.40)
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Using Eq. (2.38) to eliminate p1 we arrive at
p0 =
1− p˜
(L/2− 1) · p˜+ 1 , (2.41)
which for 1− p˜ 1 (i.e. γ(0) γ(absorb)) simplifies to
p0 ' (1− p˜) · 2
L
' γ(0)
γ(absorb)
· 2
L
. (2.42)
Now let ni denote the expected number of hoppings (perpendicular
to the boundary under interest) necessary to reach row L/2, assuming
that it is eventually reached. The boundary conditions are
n0 = 1 + n1 (2.43)
and
nL/2 = 0 . (2.44)
For 1 ≤ i ≤ L/2 − 1 we have the recursion ni = 1 + 12(ni−1 + ni+1) or
equivalently ni+1 − ni = ni − ni−1 − 2. From this we expect a quadratic
expression for ni and thus make the Ansatz
ni = a · i2 + b · i+ c (2.45)
with the unique solution a = −1, b = 0 and c = (L/2)2. We conclude that
n0 = (L/2)
2.
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We propose a scheme to dynamically realize a quantum memory based on
the toric code. The code is generated from qubit systems with typical two-
body interactions (Ising, XY , Heisenberg) using periodic, NMR-like, pulse
sequences. It allows one to encode the logical qubits without measurements
and to protect them dynamically against the time evolution of the physi-
cal qubits. A weakly coupled cavity mode mediates a long-range attractive
interaction between the stabilizer operators of the toric code, thereby sup-
pressing the creation of thermal anyons. This significantly increases the life-
time of the memory compared to the code with noninteracting stabilizers.
We investigate how the fidelity, with which the toric code is realized, de-
pends on the period length T of the pulse sequence and the magnitude of
possible pulse errors. We derive an optimal period Topt that maximizes the
fidelity.
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3.1 Introduction
One of the most promising proposals for the realization of a thermally
stable quantum memory is based on topologically ordered phases of mat-
ter like Kitaev’s toric code [16, 19, 57].
While the toric code allows for topological protection against local
imperfections at zero temperature, it is susceptible to thermal fluctua-
tions [33, 56, 77, 78]: Anyons that are created at constant energy cost and
move freely across the memory without additional energy penalty de-
stroy the stored quantum information in a time that does not increase
with the linear size L of the memory. In fact, all two-dimensional (2D)
and broad classes of three-dimensional (3D) stabilizer Hamiltonians with
local interactions are subject to no-go theorems forbidding stability at fi-
nite temperature [32, 35, 59]. 3D stabilizer models with local interactions
that do not satisfy the criteria of applicability of the no-go theorems have
been proposed and studied. None of them, however, is so far expected
to be stable at any nonzero temperature [60, 61, 79, 80].
Despite the intrinsic thermal fragility of the toric code, it is possible
to considerably improve the memory lifetime by allowing for long-range
repulsive interactions between anyons as proposed in Ref. [38] and later
studied in several systems in Refs. [39, 40, 81]. In fact, this leads to a sup-
pression of the anyon density in the thermodynamic limit and thus to
a memory lifetime increasing polynomially with L. Such memories are
called self-correcting, as their stability against errors caused by the ther-
mal environment is “built in” in the sense that no active (measurement-
based) error correction is required. In similar approaches, long-range
attractive interaction between anyons as a way to suppress their mo-
tion across the memory has been proposed in Ref. [57] and later stud-
ied in Ref. [65] by coupling the toric code to a bosonic bath. In this
case the diffusion of anyons is reduced by the attractive interaction and
the memory lifetime increases polynomially with L, but the model re-
quires unbounded-strength interactions between anyon operators and
the bosonic bath [65]. Recently, a three-dimensional model where toric
code stabilizers are locally coupled to the spins of a ferromagnet has been
proposed in Ref. [82]. The attractive interaction between stabilizers is
then mediated by Goldstone modes and leads to a memory lifetime in-
creasing exponentially with L.
In this work, we study a similar model, for which the attractive inter-
action between stabilizers of the toric code is mediated by cavity modes.
This model was first proposed in Ref. [38] and studied in detail in Ref. [39]
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as a low-energy effective Hamiltonian of an anisotropic honeycomb model
coupled to a cavity mode. In the same sense as for these cavity-based
setups, the model proposed here implements a passive error correction
which renders it self-correcting against thermal fluctuations. This self-
correcting property, however, is limited by pulse imperfections as well
as the validity of the perturbation theory used to derive the effective sta-
bilizer interaction.
The toric code Hamiltonian contains many-body interactions that are
not directly realized in nature. Nevertheless, several ways have been
proposed as to how the toric code (and similar stabilizer codes) can be
implemented in practice. Besides the low-energy limit of the honeycomb
lattice [64, 75], it can emerge dynamically as a coarse-grained descrip-
tion of a quantum simulation with discrete time steps using Rydberg
atoms [83], ions [84, 85], or polar molecules [86, 87] in optical traps. This
work is based on another kind of dynamical implementation that em-
ploys NMR-like, periodic sequences of short external pulses to induce
the dynamics of the code Hamiltonian in solid-state systems, similar to a
recent proposal in Ref. [88]. By its use of periodic pulses, this scheme of
dynamically generating a desired Hamiltonian dynamics is related to the
so-called dynamical decoupling methods [89–91] that mainly aim to sup-
press the effect of a given or even unknown system-bath interaction on
(time-)average. From an abstract, mathematical point of view, both kinds
of pulsing schemes are rather similar insofar as their effect can be cap-
tured by taking the time average of Hamiltonian terms or error genera-
tors that are transformed by appropriate unitary operations (the pulses).
Compared to the dynamical decoupling schemes, the method used here
is particularly suited to generate the Hamiltonian dynamics of the planar
code with as few linewise applied rotations as possible. Also, in addition
to the suppression of decoherence that is caused by a decouplinglike ef-
fect of the pulses, our proposal achieves an even stronger stabilization
against the thermal environment by a coupling to a nonlocal field (the
cavity mode).
Starting from a system of 1/2 spins coupled to a cavity mode, we
show how to generate a toric code with long-range attractive interac-
tions between stabilizers. For perfect pulses, the fidelity F with which
the dynamics of the code Hamiltonian is generated only depends on the
structure and time period T of the generating sequence reaching the the-
oretical limit of F = 1 for T → 0. In reality, however, unavoidable pulse
imperfections require to minimize the number of pulses per time and the
fidelity reaches its maximum for a finite period Topt. We derive an explicit
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formula for Topt and show that for pulse errors of a relative magnitude
around 10−4 a fidelity of more than 0.99 can be realized over a long time
t & 100∆−1, where ∆ is the energy scale to create a bare anyon. Finally,
we show how to encode a logical qubit by a sequence of magnetic pulses
and thus without the need of stabilizer measurements.
The paper is organized as follows. After the model system is intro-
duced in Sec. 3.2, we show how to generate the dynamics of the toric
code Hamiltonian with a periodic pulse sequence in Sec. 3.3. We study
both numerically and analytically how the gate fidelity F of the induced
time evolution depends (i) on the structure of the pulse sequence and
(ii) on the magnitude of random pulse errors in Sec. 3.4. Furthermore,
based on both these limiting factors for F , an analytic expression for the
optimal sequence period length Topt > 0 is derived that maximizes the
fidelity. In Sec. 3.5, we derive an effective low-energy Hamiltonian for a
pulsed system of qubits that are weakly coupled to a cavity mode. The
cavity induces an attractive stabilizer interaction that protects the system
against errors caused by a thermal environment. We explain that, with
respect to these errors, the resulting memory can be considered as self-
correcting. Finally, the measurement-free encoding of logical qubit states
into the ground state manifold is explained in Sec. 3.6. Appendices 3.A–
3.C contain details about the pulse operations for arbitrarily large qubit
arrays and technical derivations regarding the fidelity dependence on the
sequence structure and on the magnitude of pulse errors.
3.2 The model system
We consider a quadratic lattice of noninteracting qubits with site-independent
level splitting, which are weakly coupled (0 < δ  ∆) to a single cavity
mode
H0(δ) = −4[∆ + δ(b+ b†)]
∑
j
σ(j)z + ~ω0b†b, (3.1)
where σ(j)κ with κ ∈ {x, y, z} denotes a Pauli matrix acting on the qubit
on lattice site j. Operator b annihilates a photon of energy ~ω0 in the
cavity. We assume that two-qubit gates can be applied by an external
switching on and off of a “natural” (system-dependent) two-qubit inter-
action. For example, in the case of spin qubits realized in single-electron
quantum dots an effective nearest-neighbor Heisenberg interaction can
be switched electrically by changing the transparency of the tunneling
barrier between two dots using gate electrodes [8]. The goal of this work
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is to show that with the choice of a proper periodic sequence of single-
qubit rotations and two-qubit gates, a self-correcting topological quan-
tum memory can be generated dynamically. We show this for the case
of the planar code (toric code with boundaries), which is described by
Hamiltonian
HPC = −∆
(∑
p
Ap +
∑
s
As
)
=: −∆
∑
a
Wa. (3.2)
For a given quadratic lattice of qubits sitting on the edges of a unit cell,
indices p and s run over all plaquettes and stars, respectively. A plaquette
is the set {p1, . . . , p4} of qubits sitting on the edge of a single unit cell
and the corresponding operator is given by Ap =
∏
i σ
(pi)
z . Associated
to every star is the set {s1, . . . , s4} of qubits around a vertex connecting
four neighboring cells, where As =
∏
i σ
(si)
x . At the edges of the code, the
Ap and As consist of only three Pauli operators. Figure 3.1 illustrates the
structure of HPC schematically. The stabilizer operators Wa are identical
to the plaquettes and stars and introduced to obtain a simpler notation.
Hence, index a runs through all unit cells and vertices of the quadratic
lattice.
We want to stress, however, that the method described here is not
restricted to the planar code or the particular free Hamiltonian H0. In
fact, it can in principle be used to generate a quite large class of code
Hamiltonians. Restrictions of this method rather concern the practical
implementation of a particular scheme in real experiments. Details such
as the required fidelities on certain time scales, addressability issues, the
accuracy of external operations, etc., have to be examined with respect
to a particular physical system. Below we present an example of how to
implement the dynamically generated topologically protected quantum
memory based on HPC in realistic systems.
3.3 Dynamic generation of planar code
In this section, we explain in detail how external pulses and two-qubit
operations can be used to dynamically “generate” the planar code Hamil-
tonian from the qubit part of H0(δ = 0). Here and in the following
“generating a Hamiltonian Hav” is used to mean that, due to external
pulses applied between certain discrete (stroboscopic) times, a system
with HamiltonianH evolves as if its dynamics was governed byHav—the
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Figure 3.1: Schematic of the planar code Hamiltonian equation (3.2) on
the square lattice (dotted lines). Plaquettes (P) are associated with the
edges of a unit cell and stars (S) with the edges of the cells around a ver-
tex. A circle indicates a Pauli operator acting on a qubit and the wiggly
lines connect operators that have to be multiplied to obtain the corre-
sponding stabilizer operator.
“average Hamiltonian.” After a short introduction to average Hamiltonian
theory [92], we proceed by showing one possible sequence of pulses that
generates HPC from H0(δ = 0). Finally, a nonzero coupling of the qubits
to a cavity mode [as in Eq. (3.1)] can be utilized to induce a strongly
nonlocal interaction between the anyon operators of HPC.
Average Hamiltonian theory
Average Hamiltonian theory describes how time-periodic (externally con-
trolled) unitary transformations can be used to let the evolution of one
system mimic that of anotherm system of the experimenter’s choosing.
For the purpose of our paper, it is sufficient to consider the case of n + 1
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periods t0, . . . , tn of free propagation with H0, which are separated in
time by n unitary transformations Ri with i = 1, . . . , n and
∏n
i=1Ri = 1 .
It is assumed, that all the Ri can be performed within a typical time τi,
where the τi define the smallest time scale of the system. This is illus-
trated in Fig. 3.2(a). The physical time of the entire sequence is then given
by T = t0 +
∑n
i=1(ti+τi), after which the model will have evolved accord-
ing to the time evolution operator UT = U0(tn)Rn · · ·R2U0(t1)R1U0(t0) ≡
exp{−iT˜Hav} with T˜ =
∑n
i=0 ti . T . Here and in the following, ~ is
set to 1 and we defined U0(t) = exp{−itH0}. With the Magnus expan-
sion [92,93], such a product of unitary operators can always be written as
a single exponential of the average Hamiltonian Hav. Hence, if the pulse
sequence is applied periodically, at integer multiples of T (stroboscopic
times) the model system will have evolved as if governed by Hamilto-
nian T˜Hav/T . In general, the exact Hav can only be given as an infinite
expansion in orders of T∆, where ∆−1 is (of the order of) the characteris-
tic time scale of the unpulsed system H0:
Hav = H
(0)
av +H
(1)
av +H
(2)
av . . . (3.3)
For small enough T∆, however, it is often sufficient to only consider the
lowest-order term
Hav ≈ H(0)av =
1
T
n∑
j=0
Hjtj, (3.4)
with Hj = R†jH0Rj for j 6= 0 andRj =
∏
k≤j Rk.
Generating sequence for planar code
In order for a sequence as shown in Fig. 3.2(a) to be usable in real experi-
ments and applications it has to be as short as possible and the operations
Ri have to be decomposable into simple elementary operations. We will
show howHPC can be generated fromH0(δ = 0) using only (i) pi/2 single-
qubit rotations about the x and y axes and (ii) the two-qubit controlled
phase gate UPG = exp{ipiσ(1)z σ(2)z /4} = (1 + i σ(1)z σ(2)z )/
√
2 between qubits
on neighboring sites (denoted by 1 and 2). Each of these operations only
have to be applicable on rows (columns, diagonals) of qubits simulta-
neously. In particular, we will not require that physical qubits can be
addressed individually, which might be advantageous for certain qubit
architectures.
In general, besides single-qubit rotations the generation of HPC only
requires an operation that allows one to transform Pauli terms h = σ(p)κ
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Figure 3.2: (a) Generic pulse (operation) sequence. The unitary oper-
ations Ri (gray columns) with
∏n
i=1 Ri = 1 interrupt periods of (free)
propagation with H0. (b) Structure of a sequence of duration T to gen-
erate a plaquette or star operator. A sequence of the same structure is
employed to generate (each) one of the quarters of the planar code.
in the average Hamiltonian according to σ(p)κ → σ(p)κ′ σ(p¯)κ′′ for at least one
axis κ. Here, p = 1, 2 and p¯ 6= p are the site indices of neighboring qubits.
The spin axes κ, κ′, and κ′′ do not need to be different.
Gate UPG is an example of such an operation, which can be seen by
considering a sequence of two pulses with R1 = R1 = UPG, and t0 =
t2 = 0 so that t1 ≡ T . According to Eq. (3.4), we obtain the average
Hamiltonian to be hav = U
†
PGhUPG. A straightforward calculation shows
that this transformation has nontrivial effects only on terms that contain
exactly one of either σx or σy. Concretely, the transformation converts
σ
(p)
x → σ(p)y σ(p¯)z and σ(p)y → −σ(p)x σ(p¯)z .
In a system, in which the qubit interaction is Ising-like with HIsing =
−J∑〈jk〉 σ(j)z σ(k)z and J > 0, where the sum includes all next neighbors
〈jk〉, the operation UPG can be performed by switching the interaction on
for a time τ = pi/(4J). Note that similar operations can also be realized
based on other nearest-neighbor interactions such as XY or Heisenberg.
In theXY case, for example, this role can be played by exp{±iJτ(σ(1)x σ(2)x +
σ
(1)
y σ
(2)
y )} for τ = pi/(4J), while using a (sightly modified) pulse sequence
of similar complexity to the one we present for the Ising case. Analo-
gous operations can be found in the Heisenberg case. Thus, our scheme
is not restricted to qubit systems with a particular kind of two-particle
interaction.
We proceed by showing how to generate a plaquette or star operator
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for a 2 × 2 quadratic lattice of free qubits. For simplicity, we consider
the case ∆ = 1/4 and δ = 0, given by H0 =
∑4
j=1 σ
(j)
z , with j denot-
ing the qubits as in Fig. 3.3(a), and Hav = As =
∏
j σ
(j)
x . The pulse
sequence consists of four (complex) operations with t0 = t4 = 0 and
2t1 = 2t3 = t2 = T/2. Its structure is illustrated in Fig. 3.2 (b), where
we have to specify operations R1 and R2 so that the sequence yields the
desired (lowest-order) average Hamiltonian.
A possible sequence of operations to generate a fourth-order spin
Hamiltonian starting from H0 is illustrated in Fig. 3.3, while Table 3.1
shows the terms of the transformed Hamiltonian for each step. After ro-
tating the qubits along one diagonal [upward in Fig. 3.3(b)] about the y
axis by pi/2, second-order terms (indicated by wiggly lines) are gener-
ated by applying UPG (hatched areas) to two parallel edges of the lattice
[vertical in Fig. 3.3(c)]. Since applying the entangling gate to the remain-
ing (horizontal) edges in the resulting configuration would yield third-
instead of fourth-order terms, the qubits along one of these edges [the
lower in Fig. 3.3(d)] have to be rotated, so that the z and y terms are in-
terchanged. Subsequent application of UPG to the remaining edges [hor-
izontal in Fig. 3.3(e)] now generates [amongst others, see Eq. (3.6)] a
fourth-order term.
The last step shown in Fig. 3.3(f) is not actually necessary in case of
the simple 2 × 2 lattice. Depending on whether a plaquette or staright-
hand-sideto be generated, one could either y rotate the rightmost or left-
most edge after step (e). In view of the application to a larger planar code
like in Fig. 3.1, however, we interchange the lower edge qubits a second
time [Fig. 3.3(f)]. A final rotation of the qubits along a properly chosen
diagonal then yields the desired fourth-order operator (not shown in the
figure). In the case of the planar code on a larger lattice, the additional
step is required due to the presence of (third-order) boundary operators
in HPC. It arranges their components in straight lines with those of the
interior operators, so that a final rotation along properly chosen diago-
nals generates a Hamiltonian with only z and x terms, respectively (cf.
Appendix 3.A).
The candidate for R1 to generate a star operator from H0 is therefore
the product of all the operations of steps (b)–(f) plus a y rotation of qubits
1 and 4 with
R1 = U
(2,3)
x↔z U
(1,3)
PG U
(2,4)
PG U
(3,4)
y↔z U
(1,2)
PG U
(3,4)
PG U
(3,4)
x↔z U
(1,4)
x↔z , (3.5)
where U (jk)PG entangles qubits j and k and Ux↔z denotes a pi/2 rotation
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Figure 3.3: First 6 of 7 elementary steps to generate fourth-order terms in
an average Hamiltonian starting from a single-particle Hamiltonian for
qubits on a quadratic lattice.
Table 3.1: Hamiltonian terms for each step in Fig. 3.3 (up
to a sign). Pauli operators that changed compared to the
previous step are shown against a gray background. A fi-
nal y rotation (not shown) of qubits 1 and 4 yields Eq. (3.6).
(a) σ(1)z σ
(2)
z σ
(3)
z σ
(4)
z
(b) σ(1)z σ
(2)
x σ
(3)
x σ
(4)
z
(c) σ(1)z σ
(2)
y σ
(4)
z σ
(1)
z σ
(3)
y σ
(4)
z
(d) σ(1)z σ
(2)
y σ
(4)
y σ
(1)
z σ
(3)
z σ
(4)
y
(e) σ(1)z σ
(1)
z σ
(2)
x σ
(3)
z σ
(4)
x σ
(1)
z σ
(3)
z σ
(3)
z σ
(4)
x
(f) σ(1)z σ
(1)
z σ
(2)
x σ
(3)
x σ
(4)
z σ
(1)
z σ
(3)
x σ
(3)
x σ
(4)
z
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about the axis perpendicular to x and z. Note that R1 acts on the system
by performing the elementary steps in reverse order. If we have only R1
or, equivalently, set R2 = 1 , we obtain average Hamiltonian
H1 = σ
(1)
x σ
(2)
x σ
(3)
x σ
(4)
x + σ
(1)
x σ
(3)
x + σ
(3)
x σ
(4)
x − σ(1)x . (3.6)
Apart from the desired star operator, it contains unwanted single- and
two-particle by-products (see columns 1,3, and 4 in Table 3.1). These
can be removed from the average Hamiltonian with an R2 that yields
a Hamiltonian H2 = R−11 R
−1
2 H0R2R1 [see Eq. (3.4)], whose first- and
second-order terms have the opposite sign compared to H1. Note that
if such an operation R2 were considered as just another step of the se-
quence in Fig. 3.3, it would have to be performed prior to (b): With
H ′0 := R
−1
2 H0R2, we can write H2 = R
−1
1 H
′
0R1. Hence, we need to find
an operation R2 that changes H0 to H ′0 in such a way that the subsequent
application of R1 results in the desired sign flips.
It turns out that the simple ansatz to just rotate qubits 1 and 3 by an
angle of pi about either the y or z axis (in an attempt to add one sign to
each first- and second-order term, while adding two signs to the fourth-
order operator) will not do the trick. A straightforward calculation shows
that qubit 3 has to be rotated as well to give the correct result. Thus, with
R2 = U
(1,3,4)
y (pi) and using H3 = H1 we obtain the average Hamiltonian
Hav = (H1 + H2)/2 = σ
(1)
x σ
(2)
x σ
(3)
x σ
(4)
x . Here, operator U
(i1,...,in)
κ (φ) rotates
qubits i1, . . . , in about axis κ = x, y, z by angle φ. Finally, R2 has to be
decomposed into operations that are applied linewise. One possible way
to do this is
R2 = U
(1,4)
y (pi/2)U
(3,4)
x (pi)U
(1,4)
y (pi/2). (3.7)
With a pulse sequence of the exact same structure and similar (gener-
alized) R1 and R2, we can also generate either multiple plaquette or star
operators on an arbitrary large quadratic lattice. Details about both op-
erations are given in Appendix 3.A. We point out that only one-quarter
(even or odd subsets of plaquettes or stars) of HPC can be generated with
one such sequence. This is due to the fact that only disjoint, i.e., half
of the pairs of qubits, can be coupled in an entangling step per lattice
dimension, to generate fourth- and third-order terms of the correct struc-
ture. Since each quarter of the code is generated for one-quarter of the
time only, the single-particle energy of Hamiltonian H0(δ = 0) from Eq.
(3.1) was set to be −4∆ to yield a HPC with energy gap −∆.
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Figure 3.4: Numerical gate fidelity versus time of a dynamically gener-
ated planar code of N = 13 qubits (inset) coupled to a cavity mode with
three dimensional Fock space. For ∆ = ω0, δ/∆ = 0.1, and T = ∆−1/8, al-
ready the lowest-order average Hamiltonian yields F > 99.9% for times
t ≤ 100∆−1 (solid line). Adding the second-order contribution decreases
the deviation from perfect fidelity by another two orders of magnitude
(dashed and dotted line, plot in inset). Based on the two leading orders of
the average Hamiltonian, the exact fidelity can be approximated reason-
ably well, both numerically (dashed line) and analytically (dotted line).
3.4 Fidelity limits due to sequence structure
and pulse errors
A suitable measure for the similarity of the dynamically generated dy-
namics with that of the toric code Hamiltonian is given by the gate fi-
delity
F (t) = |Tr[exp(itHav)UP(t)]| /2N , (3.8)
where UP(t) denotes the evolution operator of the pulsed system. The
gate fidelity indicates how well an arbitrary basis of the whole Hilbert
space evolves according to Hav. By contrast, a state-specific fidelity only
quantifies how well the dynamics is described by a particular Hav for
that same specific set of states. For example, a high value for a fidelity
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that measures how much of an encoded state remains in the ground state
manifold over time, is consistent with the dynamics of any Hamiltonian
that coincides with that of Hav on the ground state manifold. For the
generation of the stabilizer interaction by means of a cavity, however, it
is important that besides the ground states all excited states propagate
according to Hav, as well. Hence, in contrast to state fidelities, only a gate
fidelity F (t) ≈ 1 for Hav = HPC can be used as an indicator that the cavity
indeed induces the stabilizer interaction.
For decreasing sequence duration of the order of or shorter than ∆−1,
by simply generating each four quarters alternatingly with a period of
T/4, the lowest-order average Hamiltonian
H(0)av = [1 + δ/∆(b+ b
†)]HPC + ω0b†b (3.9)
describes the system dynamics with increasing fidelity over longer times
even between the end points of the sequence. With a suitably symmetrized
version (cf. Fig. 3.8 in Appendix 3.B), all odd-order contributions to Hav
[see Eq. (3.3)] can be completely suppressed, so that the leading-order
deviation is given by
H(2)av =
ω0T
2δ
8∆
Q[MQ† +V(b+ b†)] with
M = δ
3∆

−6 −5 −5 −5
−5 0 1 1
−5 1 6 7
−5 1 7 12
 V = ω04

7
1
−3
−5
, (3.10)
where Q = (Q1, . . . , Q4) is a vector consisting of the four quarters Qi =
−∆∑{ai}Wai of the planar code defined by appropriate, disjoint sets of
anyon indices {ai}.
Figure 3.4 shows the time-dependent gate fidelity for perfect pulses
and a lattice of N = 13 qubits (inset) coupled to a cavity with three-
dimensional Fock space {|n± 1〉, |n〉}, which is evaluated with a numeri-
cally exact Chebyshev expansion of the time evolution operator [94]. The
system parameters are T = ∆−1/8, δ = 0.1∆, and ω0 = ∆. Already for
Hav = H
(0)
av (solid line), the fidelity does not drop below 99.9% before
t = 100∆−1, while adding the second-order contribution from Eq. (3.10)
decreases the deviation from the perfect fidelity by another two orders of
magnitude (dashed and dotted line, plot in inset). In reality, however, the
fidelity will be lower than this theoretical maximum due to errors in the
pulsing scheme, decoherence by the noisy environment, and fluctuations
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of the microwave beam that is used to induce anyon interactions. Com-
pared to systems that directly realize the toric code Hamiltonian (rather
than just its dynamics), e.g., in some low-energy limit of some suitable
local lattice Hamiltonian, these effects will decrease the lifetime of code-
words. Nevertheless, the numerical results indicate that H(0)av + H
(2)
av de-
scribes the perfect-pulse dynamics of the system very well and therefore
allows one to estimate the size of deviations from the intended Hamilto-
nian (3.9) that arise solely by the structure of the pulse sequence. This is
illustrated by the dashed line in Fig. 3.4, which gives
F (2) := |Tr[exp(iH(0)av t) exp(−i{H(0)av +H(2)av }t)]| /2N (3.11)
as result of a numerically exact calculation for the 13-qubit system. Its
quadratic behavior is very similar to that of the pulsed system, while
the quantitative deviations are due to terms of order 4 and higher. In
Appendix 3.B it is shown that F (2) can be approximated by F (2) ≈ 1−cavt2
with
cav =
1
3
(5ω0L(L− 1)δ∆
16
)2
T 4 (3.12)
for planar codes of arbitrary linear size L, which we define as the length
of the larger quadratic sublattice for codes arranged as in Figs. 3.1, 3.4,
and 3.7. For example, the code with 13 = 32 + 22 qubits has length L = 3,
while the code with 25 = 42 + 32 qubits has length L = 4. For L = 3,
the approximate F (2) is given by the dotted line in Fig. 3.4. Although
Eq. (3.12) systematically overestimates the fidelity of the pulsed system
F , it is sufficiently accurate to provide the bounds 1 < (1−F )/(cavt2) < 2
for deviations due to higher-order corrections to H(0)av , as long as cavt2 
1.
While the deviations that are due to the structure of the pulse se-
quence decrease rapidly for smaller periods T , errors caused by imper-
fect pulses will generally increase with the pulsing rate. As a conse-
quence, a finite magnitude of pulse errors entails an optimal, finite value
of T , for which the total deviations due to both error sources are mini-
mal. We estimate the effect of pulse imperfections using a simple model
with errors manifesting in small random deviations δθ  1 from the in-
tended angle θ0 in R˜(δθ) = exp(i[θ0 +δθ]S/2), where S = σ
(j)
κ for rotations
about axis κ and S = σ(j)z σ(j+1)z for the phase gate, respectively. The er-
ror distribution with width σθ =
√〈δθ2〉 > 0 is assumed to be Gaussian,
equal for all considered kinds of pulses, and unbiased (〈δθ〉 = 0). In
Appendix 3.C, we show that this error model leads to an average gate
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Figure 3.5: Average of numerical gate fidelity 〈F 〉 with imperfect pulses
and T = ∆−1/8. (a) shows 〈F 〉 − 1 versus the width σθ of the Gaussian
distributed pulse errors for t = ∆−1, while (b) shows the fidelity versus
time for σθ = 5× 10−4. The solid lines are evaluated using Eq. (3.13) and
agree well with the numerical data (crosses).
fidelity 〈F 〉 ≈ 1− cerrt− αcavt2 with 1 < α < 2 and
cerr = (18L
2 − 10L+ 7) σ
2
θ
2T
(3.13)
for cerrt  1. As shown in Fig. 3.5, this simple approximation (solid
lines) agrees well with the numerical results (crosses) of the L = 3 code
for T = ∆−1/8 and pulse errors . 10−2. The fidelity exhibits a linear
and quadratic behavior in dependence on the time and on the magnitude
of pulse errors, respectively. Thus, by minimizing the total deviations
cerrt+αcavt
2 with respect to T , we can estimate the optimal period length
to be
Topt =
(
96[2L(9L− 5) + 7]σ2θ
[5L(L− 1)δω0∆]2αt
)1/5
. (3.14)
For example, to maximize 〈F 〉 for the L = 3 code with ω0 = ∆, δ = 0.1∆,
and an error magnitude of σθ = 0.001 after a propagation time of t =
100∆−1, we have to set Topt ≈ 0.1∆−1, which results in a fidelity of about
91%. For σθ = 10−4, we obtain Topt ≈ 0.04∆−1 and 〈F 〉(100∆−1) & 99%.
When realizing the optimal sequence period, the total deviation from
perfect fidelity scales with the linear size of the memory like O(L12/5).
This limits the gain in stability that is achievable by the induced stabi-
lizer interaction (see Sec. 3.5). In an experimental realization this leads to
an optimal L that maximizes the lifetime of the memory.
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3.5 Suppression of thermal anyons due to
cavity-induced stabilizer interactions
In this section, we derive the effective long-range attractive interaction
between stabilizers that is induced by the coupling of a cavity mode to
the entire lattice of physical qubits. As long as the coupling is weak
(δ  ω0,∆), a Schrieffer-Wolff transformation [95] yields the effective
low-energy Hamiltonian for a cavity that is kept in a Fock state |n〉 with
a constant number n of photons. Aside from small deviations due to H(2)av
and pulse imperfections, the total average Hamiltonian is then given by
H = −∆
∑
a
Wa − δ
2
ω0
∑
a6=a′
WaWa′ . (3.15)
The interaction term, which describes an effective long-range interaction
between the stabilizer operators, couples every pair of stabilizers of the
code via absorption and emission of a single photon. Note that this term
in the effective Hamiltonian (3.15) is at least two orders of magnitude
stronger than the one that appears in the second-order average Hamilto-
nian in Eq. (3.10) for typical values of Topt and δ  ω0 ≈ ∆.
It was shown in Ref. [39] that the energy penalty for the creation of
anyons grows with L2 for a code Hamiltonian (3.15) that features an at-
tractive constant long-range interaction between stabilizers. As a con-
sequence, the lifetime of logical qubit states (or codewords) due to in-
dependent single-qubit errors that are created by the thermal environment
increases exponentially with L2 or, equivalently, with the number of sta-
bilizer operators Wa. In a system that is a direct realization of Hamilto-
nian (3.15), the density of anyons therefore goes to zero in the thermody-
namic limit and without the need for any measurements-based, active
error-correction procedure, the memory retains its information indefi-
nitely. In other words, the coupling to the cavity mode allows one to
passively protect the quantum information against thermal fluctuations.
In this sense the memory is called self-correcting.
Note that, while being an element of repeated external manipulation,
the pulsing of the system does not in itself constitute an active error-
correction procedure: Neither does it require one to extract information
about the system state at any point in time (by measuring some sys-
tem properties) in order to detect an error, nor to manipulate the system
in a way that is conditional on the result of (such) an error syndrome
measurement. Rather, any error-correcting effect is purely passive and
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achieved by employing a time invariant sequence of pulses to create an
environment that hinders anyon creation. Consequently, we can regard
the time invariant pulsing as an integral part of the system—a system
that is passively protected against thermal fluctuations and therefore self-
correcting in the sense explained above. In contrast to a direct realization
of Hamiltonian (3.15), however, the dynamical quantum memory has a
finite lifetime in the thermodynamic limit. Besides the factors discussed
in Sect. 3.4, it is limited by (i) fluctuations in the cavity mode, (ii) a break-
down of the perturbation theory used to derive the effective interaction
in Eq. (3.15) for large L, and (iii) system-bath interaction processes with
coherence times that are of the order of or shorter than T .
In summary, the following constraints between energies and time scales
have to be fulfilled by every implementation of the dynamically gener-
ated quantum memory:
δ  ∆, ω0, T  T1, T2, β−1  ∆, (3.16)
where β−1 is the thermal energy and T1 and T2 are the relaxation and de-
phasing times of the physical qubits, respectively. The latter provide time
scales both for the rates of errors created in the code as well as for the pro-
cess of error creation itself. Further restrictions may appear depending
on the details of the physical realization.
3.6 Preparation of Codeword States
In addition to generating the dynamics of the planar code Hamiltonian,
the pulsing method can also be used to prepare codewords {|0¯〉, |1¯〉}with-
out the need to perform measurements on the system [88]. Typically, a
codeword of the planar code is prepared by consecutive projective mea-
surements of all (commuting) star operators performed on initial state
|0, 0, . . . , 0〉 that is obtained by preparing all physical qubits in the spin-
up state and which is already a simultaneous eigenstate of all the plaque-
tte operators with eigenvalue(s) +1.
Specifically, a codeword in the ground state multiplet of HPC—one
that is free of anyons—is obtained by
|0¯〉 =
∏
s
1√
2
(1 + As)|0, . . . , 0〉. (3.17)
The nonunitary projection operators ∝ (1 + As) cannot, in general, be
implemented with external pulses that are essentially unitary operations.
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However, if for one of the qubits sk ∈ {s1, . . . , s4} of star As, the state
prior to the projection can be written as |ψi〉 = |0〉sk ⊗ |φ〉, where |φ〉 is
an arbitrary state in the joint Hilbert space of all N − 1 remaining qubits,
then, by dynamically generating −∆A˜s(k) with A˜s(k) = −σ(sk)y
∏
l 6=k σ
(sl)
x
for a time t = pi/(4∆), we get
exp[ipiA˜s(k)/4]|ψi〉 = 1√
2
(1 + As)|ψi〉, (3.18)
which can be traced back to the identity −iσy|0〉 = σx|0〉.
As per Eqs. (3.17) and (3.18), one A˜s(k) for each star operatoright-
hand-sideto be generated, to prepare state |0¯〉. The order of their appli-
cation and the set of rotated qubit terms has to be chosen such that for
each A˜s(k), none of the previously applied A˜s′(k′) has acted on the qubit
sk. For the L = 3 code, this is a two-step process and schematically il-
lustrated in Fig. 3.6. In each step, one-half of the modified star operators
are generated. While there are 4× 3× 3 equivalent possibilities to choose
three spin operators to rotate from x to y in step one, the corresponding
operators in step two are uniquely determined. This procedure works
particularly well for the L = 3 code, as it mainly consists of edge oper-
ators; for L > 3, the preparation requires a larger number of steps. It is
clear, however, that such a set of steps can always be found and gener-
ated with linewise rotations and entangling gates only: In the worst case,
the procedure consists of L(L− 1) steps—one per star operator.
Figure 3.6(c) shows the codeword fidelity, i.e., the probability FC :=
|〈0¯|Uprep|0, . . . , 0〉|2 to find the system in state |0¯〉 after the preparation se-
quence Uprep, as a function of the pulse errors and with δ = 0 for the time
of preparation.1 Again the fidelity decreases quadratically with σθ and
agrees well with the simple approximation from Appendix 3.C: Count-
ing the number of mutually inverse pulses in the preparation sequence
corresponding to Figs. 3.6(a) and 3.6(b) yields FC ≈ 1−63σ2θ for the L = 3
code.
3.7 Conclusions
We showed how to dynamically realize a quantum memory based on
noninteracting qubits that is stabilized against thermal fluctuations by
1The preparation also works for nonzero coupling although with considerably
lower fidelity. For example, if ω0 ≈ ∆ and δ = 0.1∆, we obtain FC ≈ 90%.
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Figure 3.6: (a) and (b): Two steps for preparing |0¯〉 from initial state
|0, . . . , 0〉 for the L = 3 code. The modified star operators are obtained
by rotating one σx to −σy. In each of the steps, the indicated modified
stabilizers are generated for a (effective) time t = pi/(4∆) and the σy are
chosen such that none of the stabilizers from step one acted on y-qubits
from step two. (c) Average codeword fidelity 〈F 〉C as a function of pulse
errors. Numerics (crosses) agree well with the analytical result (solid
line).
a weakly coupled microwave cavity. Properly designed, periodic se-
quences of pulses, implementing single-qubit rotations and controlled
phase gates, can be used to induce the time evolution of Kitaev’s toric
code Hamiltonian. This allows one to prepare logical qubit states without
stabilizer measurements and to protect them both against local sources
of decoherence and thermal fluctuations for times much longer than the
longest time scale of the free qubit system, even when pulse imperfec-
tions are taken into account. Furthermore this method is fairly versatile,
as it can be generalized to qubit systems with Ising, XY , and Heisen-
berg interactions as well as to arbitrary (2D stabilizer) codes based on
local stabilizers in a straightforward manner. We provided simple, ac-
curate analytical estimates for the gate and codeword fidelities of our
method as a function of the system parameters, the period length T of
the pulse sequence, and the magnitude of randomly distributed pulse
errors. This allows us to estimate the maximum tolerable size of pulse
errors and to optimize tunable system parameters, such as T or the cou-
pling of the qubits to the cavity δ, in order to maximize the lifetime of
codeword states.
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3.A Operations to generate the planar code
We present a particular choice of operations R1 and R2 that can be used
to dynamically generate (one-quarter of) the planar code when applied
to H0 as part of the sequence shown in Fig. 3.2(b). They are a gener-
alization of the operations given in Sec. 3.3 to a quadratic qubit lattice
of arbitrary size, i.e., their restriction to an interior unit cell equals Eqs.
(3.6) and (3.7). The additional operations compared to the 2 × 2 lattice
are needed to generate proper (third-order) boundary terms, while using
strictly linewise rotations and entangling operations. Schematic illustra-
tions of these operations are provided in Fig. 3.7 for a finite lattice of 25
qubits.
The generalized R1 consists of nine steps, eight of which are shown
in Figs. 3.7(a)–(h). Note that compared to Fig. 3.3, the lattice is rotated
by 45◦. After even rows of qubit terms are transformed from z to x by a
pi/2 rotation about the y axis, disjoint pairs of qubits are entangled along
one of the two sets of parallel diagonals [downward in Fig. 3.7(b)] so that
pairs on different diagonals are aligned along the perpendicular direc-
tion. The following three steps [Fig. 3.7(b)–3.7(e)] interchange one of the
z and y terms along the perpendicular direction for every interior cell,
while leaving the qubits that belong to boundary terms unchanged. In
that context, it is important to notice, that one of the three qubits con-
tributing to a boundary term does not actually lie on that boundary. The
rotations that interchange y and z terms [Fig. 3.7(d)] are performed about
the x axis. Thus, by rotating the terms on the upper and lower bound-
aries to σx [Fig. 3.7(c)] prior to the interchange operation, their relative
orientation is protected. After the interchange, the boundary qubits are
rotated back [Fig. 3.7(e)]. The diagonals, along which qubits are inter-
changed in step 4 are chosen in the following way: (i) they are perpen-
dicular to the entangling bonds between the second-order terms, (ii) only
one pair of qubits is interchanged per unit cell, and (iii) no y qubit be-
longing to a boundary term is affected. This choice is always possible.
The remaining pairs of qubits are entangled in step 6 [Fig. 3.7(f)] to form
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Figure 3.7: (a)–(h) Schematic illustration of the first eight of nine steps
of R1 to generate a quarter of the planar code Hamiltonian for a lattice
of 25 qubits. When restricted to an interior unit cell (one is marked by a
dashed rectangle) these steps reduce to those shown in Fig. 3.3. (i)–(k)
Decomposition of R2 into a sequence of linewise rotations. Single and
double arrows represent rotations by pi/2 and pi, respectively.
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third- and fourth-order terms. Finally, the qubits of those interior cells
that were interchanged in step 4, have to be changed back [subfigure (h)]
in step 8, again after protecting the relative orientation of the boundaries
by a proper rotation [Fig. 3.7(g)]. The last step 9 (not shown) depends
on whether plaquette or star operators are about to be generated. All
qubits on the same row have the same orientation after step 8. The axis,
about which each row has to be rotated in step 9, is therefore uniquely
determined.
Operation R2 eliminates unwanted single- and two-particle terms in
the average Hamiltonian. For the R1 given above, it has to flip the signs
of all qubits (i) on odd rows and (ii) on the intersections of even rows with
those diagonals, whose z and y orientations were interchanged in step 4
of R1. This operation can be decomposed into three steps, as illustrated
in Figs. 3.7(i)–(k). First, odd rows are rotated from z to x [Fig. 3.7(i)]. A
subsequent pi rotation [double arrows in Fig. 3.7(j)] about the x axis of all
qubits along the diagonals of step 4 of R1 then flips the sign of qubits (ii).
Finally, the same operation as in step 1 is performed once more on the
qubits on odd rows [Fig. 3.7(k)].
The remaining three-quarters of the code Hamiltonian are readily given
by pi/2 rotations of all those steps about the center of the code. Although
the choice of R1 and R2 is not unique and might by modified depending
on a particular experimental realization, the complexity of the operations
cannot be decreased by more than one or two steps. A simplification can
be achieved, e.g., by choosing entangling operations and rotations that
conform to the fourfold symmetry of the quadratic lattice. Since the re-
sulting R1 and R2 are not as easily generalized to lattices of arbitrary size
and not as easily applicable in a linewise fashion, we do not consider
them here.
3.B Second-order corrections to average
Hamiltonian
The exact average Hamiltonian Hav =
∑∞
n=0 H
(n)
av is given by an infinite
expansion in orders of T∆ and can, in principle, be evaluated to arbi-
trary orders using the Magnus expansion. For T  ∆−1 this expansion
converges quickly and only the lowest orders are relevant to describe
the dynamics of the pulsed system. Furthermore, all odd-order contribu-
tions can be suppressed by symmetrizing the generating pulse sequence
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in time with respect to its center [92]. A symmetric sequence for the pla-
nar code is obtained by reversing the order in which the different quar-
ters are generated after every period T , as illustrated in Fig. 3.8. The
corresponding Hamiltonians Qi with i = 1, . . . , 4 are given by
Qi = [1 + δ/∆(b+ b†)]Qi + ω0b†b. (3.19)
Taken as a whole, the resulting sequence consists of 32 operations, which
give rise to 24 toggling frame Hamiltonians. With respect to time T ,
these Hamiltonians are mirror symmetric (Hi = H25−i for 13 ≤ i ≤ 24),
while the sequence of 32 operations Rj is antisymmetric (Rj = R
†
33−j for
17 ≤ j ≤ 32). With this, the leading-order deviation from Eq. (3.9) is
essentially given by H(2)av ∝ (T∆)2. However, as the sub-sequences to
generate the (average Hamiltonians)Qi are symmetric as well, the corre-
sponding second-order deviations scale as (T∆/4)2 and can be neglected
for the calculation of H(2)av . Hence, based on a sequence with effective
toggling frame Hamiltonians Qi, we obtain
H(2)av =
T 2
384
∑
1≤j<k≤l≤8
(1− δkl/2)[Ql, [Qk,Qj]], (3.20)
where δkl is the Kronecker delta and Qj>4 = Q9−j . Note that since the
corresponding spin Hamiltonians Qj commute, all higher-order contri-
butions to Hav vanish identically for δ = 0 in which case Eq. (3.9) gives
the exact average Hamiltonian. In the case of a finite coupling to the
cavity, H(2)av evaluates to Eq. (3.10) using
[Ql, [Qk,Qj]] = −δω0[2δQl + ω0(b+ b†)](Qk −Qj). (3.21)
To derive an approximation for the decrease in the gate fidelity F (2)
[see Eq. (3.11)] that is caused by the leading-order correction H(2)av , we
transform the propagator exp[−it(H(0)av + H(2)av )] into the interaction pic-
ture with H(0)av and H
(2)
av playing the role of the noninteracting system and
the interaction, respectively. The transformation of the latter can be eval-
uated analytically yielding
H(2)av (t) = A+ cos(ω0t)B + sin(ω0t)C (3.22)
CHAPTER 3. DYNAMIC GENERATION OF TOPOLOGICALLY
PROTECTED SELF-CORRECTING QUANTUMMEMORY 82
Q1Q1 Q2Q2 Q3Q3 Q4
time
T/4
2T
H7H8H9
R9R10R11R12
Figure 3.8: Symmetric pulse sequence for the generation of the planar
code. The order in which the quarters Qi are generated is reversed after
every period T . With respect to T , the 24 toggling frame Hamiltonians
Hi = R†iH0Ri are symmetric, while the 32 operations Rj are antisymmet-
ric.
with Hermitian operators
A =
δ2ω0T
2
48∆2
Q

9 −7 −19 −25
11 3 −7 −13
11 5 3 −1
11 5 5 9
Q†,
B =
δω0T
2
8∆
QV
[
(b† + b)− 2δ
ω0∆
∑
j
Qj
]
,
C =
iδω0T
2
8∆
QV(b† − b).
(3.23)
To determine the approximate fidelity for times t  ∆−1, we replace the
time-dependent second-order contribution by its average over the cav-
ity’s oscillation period TC = 2pi/ω0. It is given by H¯
(2)
av := T
−1
C
∫ TC
0
H
(2)
av (t) dt =
A. To second-order in A, the fidelity F (2) can then be written as
F (2) ≈ |TrQB
(
1 − itA− t
2
2
A2
)
| /2N , (3.24)
where TrQB denotes the trace over the qubit subsystem. Using TrQB(QkQl) =
δklL(L−1)/2 (the number of anyon operators per code quarter for k = l),
a straightforward calculation yields Eq. (3.12).
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3.C Gate fidelity in presence of pulse errors
To second-order in δθ, an imperfect pulse R˜(δθ) = exp(i[θ0 + δθ]S/2) can
be approximated by
R˜(δθ) ≈
[(
1− δθ
2
8
)
1 + i
δθ
2
S
]
R, (3.25)
where R ≡ R˜(0) is the perfect pulse operator. To estimate the statistical
effect of these random errors on the fidelity of the whole planar code
sequence, it is sufficient to consider the case of two inverse operations
with independent errors flanking a period of free propagation:
R˜†(δθ2)U0(t)R˜(δθ1)
=R˜†(δθ2)R˜(δθ1)R˜†(δθ1)U0(t)R˜(δθ1)
=R˜†(δθ2)R˜(δθ1) exp[−itR˜†(δθ1)H0R˜(δθ1)]
(3.26)
The third term on the right-hand-side can be interpreted as a time evolu-
tion operator with effective HamiltonianH1+δH1, whereH1 = R˜†(0)H0R˜(0)
is the perfect-pulse toggling frame Hamiltonian and
δH1 = −δθ
2
4
(H1 − SH1S) + iδθ
2
[S,H1]. (3.27)
In the case of H0 = −∆σ(1)x , S = σ(1)y , and θ0 = pi/2, for example, ap-
plication of R˜(δθ) leads to an average effective Hamiltonian −∆[(1 −
δθ2/2)σ
(1)
z + δθσ
(1)
x ]. The remaining terms from the right-hand-side of
Eq. (3.27) gives
R˜†(δθ2)R˜(δθ1)
=
[(
1− δθ
2
2
8
)
1 − iδθ2
2
S
][(
1− δθ
2
1
8
)
1 + i
δθ1
2
S
]
=
(
1− δθ
2
1 + 2δθ1δθ2 + δθ
2
2
8
)
1 + i
δθ1 − δθ2
2
S.
(3.28)
For the estimate of how much the statistical expectation value of the gate
fidelity as a function of δθ deviates from the perfect-pulse value, we only
need to consider terms that are proportional to the identity operator (as
the trace of all Pauli operators vanishes) and δθ2i (as for independent, un-
biased errors 〈δθ1δθ2〉 = 0). The only such terms are contained in the first
summand on the right-hand-side of Eq. (3.28) and yield 〈F 〉 ≈ 1−σ2θ/4 for
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a single pair of mutually inverse imperfect operations. Consequently, for
a nested sequence of n such operations, the deviation amounts to n times
that value. Hence, by counting the number n(L) of mutually inverse op-
erations in the generating sequence for a planar code of length L, we
obtain 〈F 〉 ≈ 1 − t n(L)σ2θ/(4T ) for stroboscopic times t = mT with inte-
germ. Based on the operations shown in Appendix 3.A, the number n(L)
for the whole generating sequence evaluates to n(L) = 36L2 − 20L + 14
and we obtain 〈F 〉 ≈ 1− cerrt− cavt2 with cerr given by Eq. (3.13).
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We propose and study a model of a quantum memory that features self-
correcting properties and a lifetime growing arbitrarily with system size at
non-zero temperature. This is achieved by locally coupling a 2D L×L toric
code to a 3D bath of bosons hopping on a cubic lattice. When the stabilizer
operators of the toric code are coupled to the displacement operator of the
bosons, we solve the model exactly via a polaron transformation and show
that the energy penalty to create anyons grows linearly with L. When the
stabilizer operators of the toric code are coupled to the bosonic density oper-
ator, we use perturbation theory to show that the energy penalty for anyons
scales with ln(L). For a given error model, these energy penalties lead to a
lifetime of the stored quantum information growing respectively exponen-
tially and polynomially with L. Furthermore, we show how to choose an
appropriate coupling scheme in order to hinder the hopping of anyons (and
not only their creation) with energy barriers that are of the same order as
the anyon creation gaps. We argue that a toric code coupled to a 3D Heisen-
berg ferromagnet realizes our model in its low-energy sector. Finally, we
discuss the delicate issue of the stability of topological order in the presence
of perturbations. While we do not derive a rigorous proof of topological
order, we present heuristic arguments suggesting that topological order re-
mains intact when perturbative operators acting on the toric code spins are
coupled to the bosonic environment.
4.1 Introduction
Topologically ordered phases of matter like Kitaev’s toric code promise
the possibility to store and process quantum information in a manner
which is resilient to local imperfections [16, 19, 57, 96]. However, a fi-
nite gap for the creation of topological defects (called anyons in the case
of the toric code) is not enough to ensure stability against thermal fluc-
tuations [33, 56, 77, 78]. If anyons can be created at a constant energy
cost and propagate without any further energy penalty, they will at any
non-zero temperature T destroy the stored quantum information in a
time which does not increase with the size of the memory. Indeed, it
was shown that not only the toric code but a large class of 1-, 2-, and
3-dimensional Hamiltonians suffer from the aforementioned thermal in-
stability of quantum information [32, 35, 59, 97]. This is in contrast to
the classical case, where magnetic devices allow the construction of self-
correcting hard drives that are stable against both local perturbations and
thermal excitations. Proposals for three-dimensional spin Hamiltonians
with local few-spin interactions that do not fall victim to the aforemen-
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tioned no-go results exist [60,61,79,80]. None of these models is expected
to allow for a storage time increasing arbitrarily with system size, while
the scaling of the lifetime with temperature may be more favorable than
in the bare toric code [16]. A 2D system with a similar behavior has re-
cently been proposed in Ref. [98].
Following a different approach, it has been shown that repulsive long-
range interactions between anyons lead to storage times that grow poly-
nomially in L [38–40, 81]. When the stabilizer operators of the toric code
(stabilizers) are resonantly coupled to cavity modes, even a lifetime grow-
ing exponentially with L can be achieved [39, 81]. Furthermore, the sup-
pression of anyon diffusion by means of attractive interactions between
them has been proposed in Ref. [57] and studied in Ref. [65]. Refs. [99,
100] studied disorder as a means to hinder quantum propagation of anyons.
In this work, we propose a three-dimensional (3D) model with purely
local interactions of bounded strength that presents self-correcting prop-
erties. In contrast to the spin-lattice Hamiltonians discussed in Refs. [16,
19, 32, 35, 60, 61, 79, 80] and similar to Ref. [65], our Hamiltonian involves
unbounded bosonic operators. However, in contrast to Ref. [65] the in-
teraction strengths in our Hamiltonian are bounded while the obtained
life-time scalings are more favorable. We consider a toric code embedded
in a 3D reservoir of hopping bosons on a cubic lattice. When the stabiliz-
ers are coupled to the bosonic displacement operator, the model is exactly
solvable via a polaron transformation. The coupling to the bosons leads
to an energy penalty for the anyons that grows linearly with L. This is
very favorbale since it can lead to a lifetime of the memory that increases
exponentially with L. This scaling of the lifetime coincides with the four-
dimensional toric code [34, 57], which constitutes so far the only known
example of a truly self-correcting quantum memory. We also consider
the case when the stabilizers are coupled to the density operator of the
bosons, in which case the model is solved with a perturbative second-
order Schrieffer-Wolff transformation. We show that the energy penalty
for the creation of anyons scales as ln(L). This scaling of the anyons’ gap
is in principle sufficient to stabilize the memory and leads to a lifetime
increasing polynomially with L.
We present a coupling scheme between stabilizers and bosons that
allows to hinder the hopping of anyons, and not only their creation, by
energy barriers that are of the same order as the anyon creation gaps, i.e.,
O(L) or O(ln L). This is useful since imperfections in the initialization
process might lead to a finite initial density of anyons.
Furthermore, we argue that a toric code coupled to a 3D Heisenberg
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ferromagnet in a broken-symmetry state provides a way to realize the
proposed Hamiltonian as an effective low-energy theory of a spin-lattice
model with bounded operators only.
Finally, we discuss the delicate issue of the stability of topological or-
der in our model. While we do not derive a rigorous proof of topological
order, we present heuristic arguments suggesting that topological order
remains intact when perturbative operators acting on the toric code spins
are coupled to the bosonic environment.
The paper is organized as follows. In Sec. 4.2 we introduce our model
for a toric code embedded in a three-dimensional cubic lattice of hopping
bosons. The stabilizer operators are locally coupled to the displacement
operator of the bosonic field. In Sec. 4.2 we state that the energetics
of the anyon system is accurately described by a Hamiltonian HW with
long-range attractive interactions between the stabilizers. This is valid
as long as the bosons are in thermal equilibrium with the state of the
anyons. We then derive the main result of our work: the energy penalty
to slowly create an anyon grows linearly with L. We rigorously prove in
Sec. 4.2 that the energetics of the anyons is indeed described by HW . In
Sec. 4.2 we consider the fast creation of anyons. We show that the enegy
to create an anyon fast is higher than the energy to create it slowly; the
energy penalty to create a defect grows in any case linearly with L. In
Sec. 4.3 we consider a slightly different model where the stabilizers are
locally coupled to the bosonic density operator. This model cannot be
treated exactly and we solve it with a perturbative Schrieffer-Wolff trans-
formation. We show that the energy penalty to create an anyon scales as
lnL in this case. In Secs. 4.4 and 4.4 we show that an energy penalty for
the anyons scaling with L and lnL leads to a lifetime of the toric growing
respectively exponentially with L and polynomially with L. In Section
4.6 we mention a possible implementation of our model in a Heisenberg
ferromagnet. Section 4.7 contains our final remarks and in particular a
discussion of the stability of topological order. Appendix 4.A contains
a short review of the Schrieffer-Wolff transformation. In Appendix 4.B
we calculate all the higher moments (n ≥ 2) of the distribution of energy
costs to create an anyon and show that they are all independent of L.
In Appendix 4.C we show that the the continuum approximation used
in the main text is just a calculational tool that has no influence on the
validity of our results.
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4.2 Coupling to the bosonic displacement
operator
We present here a model that involves only local interactions of bounded
strength in three dimensions. We consider a toric code embedded in a 3D
cubic lattice of hopping bosons, see Fig. 4.1. The stabilizer operators of
the toric code are locally coupled to the creation and annihilation opera-
tors of the bosons and the total Hamiltonian reads
H = Hb + A
∑
p
Wp(ap + a
†
p) , (4.1)
where the sum runs over the toric code. We denote the linear size of
the cubic lattice by Λ. Here, the plaquette (stabilizer) operator Wp =
Izp,1I
y
p,2I
z
p,3I
y
p,4 is the poduct of spins around the square plaquette centered
at Rp, which are defined on a square lattice of linear size L with peri-
odic boundary conditions (we set the lattice constant to unity). To avoid
boundary effects we assume Λ > L. The 3D vector Rp points towards
the center of a plaquette, see Fig. 4.1. Note that this definition of Wp en-
sures that the blue and white plaquettes are equivalent to the usual toric
code star and plaquette operators [16]. The anyon operator np is defined
through Wp = 1 − 2np. In other words, when Wp = +1, the plaquette p
carries no anyon and when Wp = −1, the plaquette p carries an anyon.
The Hamiltonian for the bosons
Hb = 0
∑
i
a†iai − t
∑
〈i,j〉
a†iaj , (4.2)
describes bosons hopping on a cubic lattice with hopping amplitude t
and on-site chemical potential 0 = 6t. Here, a
†
i creates a boson at site i,
while ai destroys a boson at site i of the cubic lattice.
Although Hamiltonian (4.1) is three-dimensional, we point out, for
the sake of clarity, that quantum information is stored in the two-dimensional
toric code only. As we show below, the presence of the 3D system is nec-
essary to mediate long-range interactions between the stabilizers.
Energy of anyon configurations with bosons in thermal
equilibrium
Here we are interested in the energy penalty to create an anyon. We con-
sider a state with some fixed anyon configuration |α〉 (i.e., an eigenstate
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Figure 4.1: A 2D toric code (blue (dark) area in xy-plane) of size L × L
is centered inside a cubic lattice of size Λ3 with Λ > L. The stabilizers
Wp of the toric code locally couple to a system of hopping bosons on a
cubic lattice. A long-range attraction between the stabilizers is mediated
by the low-energy collective excitations of the bosons.
of all operators Wp) and with the bosons in thermal equilibrium with re-
spect to that anyon state. In other words, the bosons are in the Gibbs
state ρα = e−βHα/Zα with Zα = tr(e−βHα), β = 1/T , and the bosonic
Hamiltonian Hα = 〈α|H|α〉with H defined in Eq. (4.1).
In Section 4.2, we prove that the energetics of the anyon system is
fully described by the diagonal Hamiltonian HW , if the bosons are at each
moment in thermal equilibrium ρα with respect to the current state |α〉 of the
anyons. We have
HW =
∑
p 6=p′
Jp,p′WpWp′ , (4.3)
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where Jp,p′ is a gravitation-like potential between stabilizers, i.e.,
Jp,p′ = − A
2
4pit|Rp −Rp′ | . (4.4)
More precisely, in the next subsection we derive the relation (see Eq. (4.22)
below)
tr (|α〉〈α| ⊗ ραH) = 〈α|HW |α〉+ Ub(β) , (4.5)
where Ub(β) depends on the temperature T of the bosonic bath but not
on the anyon configuration |α〉. Since only the first summand depends
on |α〉 and is independent of the temperature of the bosons, the dynam-
ics of the anyon system is described by HW , if the boson system remains
in thermal equilibrium with respect to the state of the anyons. The en-
ergy difference between an anyon state |α〉 and another anyon state |γ〉 is
defined by
∆E = Tr(H|α〉〈α| ⊗ ρα)− Tr(H|γ〉〈γ| ⊗ ργ) . (4.6)
From Eq. (4.5) it directly follows that
∆E = 〈α|HW |α〉 − 〈γ|HW |γ〉 . (4.7)
In particular, the energy cost ∆E0→1 to create a single anyon above the
anyon-free state |0〉 is
∆E0→1 = 〈1|HW |1〉 − 〈0|HW |0〉 . (4.8)
Note that in the case of periodic boundary conditions, anyons can only
be created in pairs. Therefore ∆E0→1 represents a lower bound for the
energy gap above the anyonic vacuum, irrespective of the boundary con-
ditions. In the remaining part of this subsection, we thus study HW and
derive how the energy cost ∆E0→1 scales with L. This is justified since, as
we will show in Sec. 4.2, the energy cost to create an anyon fast enough,
such that the thermalization process of the bosons cannot keep pace with
the anyon creation, is in fact higher than the energy cost ∆E0→1. The
Hamiltonian HW provides thus lower bounds on the energy costs for the
creation of an anyon.
Writing HW in terms of anyon operators, Wp = 1− 2np, we obtain
HW = µ(L)
∑
p
np + 4
∑
p 6=p′
Jp,p′npnp′ + const. (4.9)
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The first summand describes a chemical potential for creating an anyon
at plaquette p, i.e.
∆E0→1 = µ(L) , (4.10)
defined by
µ(L) = 4
∑
p′
(1− δp,p′)|Jp,p′| . (4.11)
This chemical potential can be evaluated explicitly as
µ(L) =
A2
pi t
∑
p′
1− δp,p′
|Rp′| ≈
A2
pi t
∫
DL/2
dR
1
|R| =
2A2
t
L , (4.12)
where we have approximated the square lattice of the toric code by a disk
of radius L/2 and put the plaquette p and the origin of the coordinate
system at the center of the toric code. Note that the continuum approx-
imation used to derive Eq. (4.12) is a calculational tool to estimate the
corresponding sum. Furthermore, in this limit we also let the lattice con-
stant of the surface code go to zero such that a single stabilizer remains
coupled to bosonic creation and annihilation operators only at the corre-
sponding site. This approximation is not necessary to obtain the desired
behavior since a direct numerical evaluation of the sum shows that it in-
deed grows linearly with L, see Fig. 4.3 in Appendix 4.C. Equation (4.12)
is a central result of this work; the chemical potential to create an anyon scales
linearly with L. In Appendix 4.B we also calculate the standard deviation
and all higher moments of the distribution of energy costs ∆E0→1.1 We
show that they are independent of L but increase with temperature T ,
as expected. This implies that for any fixed temperature T we can find
a size L of the memory such that the distribution of the energy costs is
negligible compared to the expected energy cost µ(L).
We point out that bosonic operators are not bounded and therefore it
is not surprising that the energy cost to create an anyon can increase with
the size of the system. Qualitatively, our results can be understood as
follows. The long-wavelength, low-energy excitations of the bosons me-
diate a long-range attractive interaction between the stabilizer operators,
as as can be seen explicitly in HW . Therefore a plaquette feels the pres-
ence of all the other plaquettes. In the anyonic vacuum state (Wp = +1,
∀ p) one needs to overcome the attraction from L2− 1 plaquettes in order
to create an anyon. Since the interaction between stabilizers decreases
1D. Poulin, private communication.
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with distance, the energy penalty associated to the creation of the anyon
scales with L and not with L2.
The second summand in Eq. (4.9) describes a gravitation-like inter-
action between anyons. Since this term helps to keep newly created
anyon pairs attached to each other (for temperatures below the interac-
tion strength ∝ A2/t), it will have a further beneficial effect on the mem-
ory lifetime. On the other hand, this anyon-anyon attraction effectively
reduces the anyon chemical potential. However, this reduction is negligi-
ble since the anyon density is exponentially suppressed by the first term,
see Section 4.4.
Proof of Eq. (4.5)
The aim of this subsection is to derive Eq. (4.5). Let us rewrite Hamilto-
nian (4.1) in Fourier space,
H =
∑
q
qa
†
qaq +
A√
N
∑
p,q
Wp(e
iq·Rpaq + h.c.) , (4.13)
where aq = 1√N
∑
i e
−iq·Riai with N = Λ3 the number of lattice sites and
q = 0 − tq with tq = 1N
∑
〈ij〉 te
iq·(Ri−Rj). Choosing the on-site potential
such that 0 = t0 = 6t, we obtain the dispersion
q = 2t (3− (cos(qx) + cos(qy) + cos(qz)) . (4.14)
This Hamiltonian is similar to the independent boson model [103] and
thus exactly diagonalizable via the unitary polaron transformation
S = − A√
N
∑
p
Wp
∑
k
1
k
(ake
ik·Rp − h.c.) . (4.15)
We have
a˜i = e
Saie−S = ai − A
N
∑
p,q
Wp
1
q
eiq·(Ri−Rp) , (4.16)
a˜k = ak − A√
N
1
k
∑
p
Wpe
−ik·Rp . (4.17)
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We thus obtain
H˜ = eSHe−S
=
∑
q
qa
†
qaq −
A2
N
∑
p,p′
WpWp′
∑
q
e−iq·(Rp−Rp′ )
q
=
∑
q
qa
†
qaq +
∑
p,p′
Jp,p′WpWp′ . (4.18)
In order to calculate Jp,p′ , we note that the dominant contributions to Jp,p′
come from small values of |q| (see the integral below) and thus employ a
low-q approximation q ≈ tq2. We find
Jp,p′ = −A
2
N
∑
k
1
k
eik·(Rp−Rp′ )
= − A
2
(2pi)3
∫
dk
1
k
eik·(Rp−Rp′ )
≈ − A
2
4pit|Rp −Rp′| . (4.19)
Note that formally Jp,p′ appears to be divergent for short distances. This,
however, is an artefact of the low-q approximation, which is accurate
only for distances |Rp −Rp′ | sufficiently larger than one lattice constant.
We have calculated the integral above for p = p′ numerically and ob-
tained Jp,p ≈ −0.253A2/t. Since the p = p′-terms in H˜ are irrelevant, we
can simply write
H˜ = Hb +
∑
p6=p′
Jp,p′WpWp′ +
∑
p=p′
Jp,p′WpWp′
= Hb +HW + C , (4.20)
where we used the fact that W 2p = +1, leading to the irrelevant constant
C.
Let us define the operator Sα = 〈α|S|α〉. We now calculate the energy
of the state |α〉〈α| ⊗ ρα, where |α〉 is an eigenstate of all Wi operators.
Using Eq. (4.20) and
eSαe−βHαe−Sα ∝ e−βHb (4.21)
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we find
Tr(H|α〉〈α| ⊗ ρα) = Tr(H˜eS |α〉〈α| ⊗ ραe−S)
= Tr(HbeSαραe−Sα) + Tr(HW |α〉〈α|) + C
= Tr(Hbe−βHb)/ tr(e−βHb) + 〈α|HW |α〉+ C
= Ub(β) + 〈α|HW |α〉+ C , (4.22)
where Ub(β) depends only on the temperature of the bosonic bath but is
independent of α. The constant C can be included in Ub(β). This com-
pletes the proof of Eq. (4.5).
Fast creation of an anyon
In this section, we are interested in the fast creation of an anyon starting
from the anyonic vacuum |0〉, i.e., the state of the toric code withWp = +1
for all p. We assume that the bosons do not have time to adapt to the
creation of an anyon and they remain in their initial equilibrium state
ρ0 = e
−βH0,b/Z0 with Z0 = Tr(e−βH0,b) and
H0,b = 〈0|H|0〉 = Hb + A
∑
p
(ap + a
†
p) . (4.23)
In this case, the chemical potential for an anyon is
∆E0→1,fast = −2A〈ap + a†p〉0 , (4.24)
where 〈O〉0 = Tr(O e−βH0,b)/Z0. Defining the operator S0 = 〈0|S|0〉, we
have
a˜p = e
S0ape−S0
= ap +
1
A
∑
p′
Jp,p′
= ap − µ(L)
4A
− |Jp,p|
A
. (4.25)
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We point out again that |Jp,p| is finite, see remarks after Eq. (4.19). We
thus have
∆E0→1,fast = −2A〈ap + a†p〉0
= −2A
Z0
Tr(eS0e−βH0,be−S0eS0(ap + a†p)e
−S0)
= −2A
Z0
Tr(e−βH˜0,b(a˜p + a˜†p))
= −2A
Z0
Tr(e−βH˜0,b(ap + a†p)) + µ(L) + 4|Jp,p|
= µ(L) + 4|Jp,p| > µ(L) , (4.26)
where we used the fact that Tr(e−βH˜0,b(ap + a†p)) = 0 since
H˜0,b = e
S0H0,be−S0 = Hb + const. (4.27)
From this calculation we conclude that the energy for the fast creation
of an anyon also grows linearly with L. In fact, it costs more energy to
create an anyon fast rather than slowly; this is expected since the bosons
do not have time to relax to the new equilibrium configuration.
As noted in Sec. 4.2, the origin of the favorable behavior (4.26) resides
in the long-range interactions mediated by the low-energy, long-wave
length excitations of the bosonic bath. Let us assume that all Wp = +1.
Due to the coupling A 6= 0 in Eq. (4.1), the hopping bosons feel the pres-
ence of the plaquettes and the bosonic equilibrium state is populated
with bosons such that 〈ap + a†p〉0 6= 0. When the size of the toric code
increases, more plaquettes are introduced in the system and the popula-
tion of bosons in the equilibrium state increases, too, i.e., 〈ap + a†p〉0 ∼ L.
4.3 Coupling to the bosonic density
In this section we want to investigate a slightly different model where
the stabilizers are locally coupled to the bosonic density a†iai,
H = H0 + V = H0 + A
∑
p
Wp a
†
pap . (4.28)
The main partH0 is the Hamiltonian of the hopping bosons, i.e., H0 = Hb
and the perturbation V = A
∑
pWpa
†
pap. In Fourier space the perturbative
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part in Eq. (4.28) reads
V =
A
N
∑
p
Wp
∑
q,q′
eiRp·(q−q
′)a†qaq′ . (4.29)
It is now straightforward to distinguish between the diagonal part Vd and
the off-diagonal part Vod of the perturbation, namely
Vd =
A
N
∑
p
Wp
∑
q
a†qaq , (4.30)
Vod =
A
N
∑
p
Wp
∑
q 6=q′
eiRp·(q−q
′)a†qaq′ . (4.31)
Absorbing Vd into the main part of the Hamiltonian, we rewrite
H = H ′0 + Vod , (4.32)
with
H ′0 =
∑
q
qnq +
A
Λ3
L2
∑
q
nq , (4.33)
where we assumed that the toric code is free of anyons, i.e., Wp = +1 for
all p, and we used N = Λ3.
Performing a second-order Schrieffer-Wolff transformation (see App. 4.A)
we obtain the following effective Hamiltonian
Heff = − i
2
lim
η→0+
∫ +∞
0
dt e−ηt[Vod(t), Vod]
=
A2
2N2
∑
p,p′
WpWp′
∑
q 6=q′,k 6=k′
eiRp·(q−q
′)+Rp′ ·(k−k′)
q − q′
[
a†qaq′ , a
†
kak′
]
=
A2
2N2
∑
p,p′
WpWp′
∑
q 6=q′
nq − nq′
q − q′ e
i(q−q′)·(Rp−Rp′ )
=
A2
2N2
∑
p,p′
WpWp′
∑
q′,k
nk+q′ − nq′
k+q′ − q′ e
ik·(Rp−Rp′ )
= − A
2
2N2
∑
p,p′
WpWp′
∑
q,k
eβ(k+q−k)
k+q − k nk+q(nk + 1)e
iq·(Rp−Rp′ )
= − A
2
2N
∑
p,p′
WpWp′
∑
q
χ(q)eiq·(Rp−Rp′ ),
(4.34)
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where we introduced the static ‘susceptibility’ of the bosons
χ(q) =
1
N
∑
k
eβ(k+q−k)
k+q − k nk+q(nk + 1). (4.35)
Following the approach of Ref. [105] assuming that
βq+k, βq, β(k+q − k) 1 , (4.36)
we have that
χ(q) =
T
8t2
1
|q| for |q| → 0 . (4.37)
The effective Hamiltonian then becomes
Heff = −A
2T
16t2
∑
p,p′
WpWp′
1
N
∑
q
1
|q|e
iq·(Rp−Rp′ )
= −A
2T
16t2
∑
p,p′
WpWp′
1
(2pi)3
∫
dq
1
|q|e
iq·(Rp−Rp′ )
= − A
2T
32pi2t2
∑
p,p′
WpWp′
1
|Rp −Rp′ |2 . (4.38)
The interaction strength between the stabilizers mediated by the bosons
decays now with the square of the inverse distance (1/R2) rather than
with the inverse distance (1/R), as in the previous section. Furthermore,
the coupling strength is proportional to temperature.
The Schrieffer-Wolff transformation we performed is nothing but a
unitary transformation e−S (similar to the polaron transformation) up to
second order in the small parameter A/t. Therefore, the same line of
reasoning as in Sec. 4.2 applies and the energetics of the anyons is fully
described by Heff. In other words, the energy difference ∆E between two
states |α〉〈α| ⊗ ρα and |γ〉〈γ| ⊗ ργ is
∆E ≈ Tr(Heff|α〉〈α|)− Tr(Heff|γ〉〈γ|) , (4.39)
where the sign ≈ means that the effective Hamiltonian is calculated up
to second order only.
From Eq. (4.38), we finally find a chemical potential for the anyons
that grows now logarithmically with L,
µ(L) ∼ A
2T
t2
ln(L/2) , (4.40)
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where we used ∫
DL/2
d2R
1
R2
∼ ln(L/2) . (4.41)
4.4 Thermally Stable Quantum Memory
As we have demonstrated in the previous sections, coupling the toric
code stabilizers to a 3D bath of hopping bosons has a very beneficial ef-
fect: the energy penalty to create an anyon grows with L if we couple
to the bosonic displacement operator and with ln(L) if we couple to the
bosonic density. Here we show that a toric code with an anyon chemi-
cal potential growing linearly or logarithmically with L has respectively
a lifetime growing exponentially or polynomially with L. The physical
picture behind this is that it takes longer and longer for the anyons to
reach their thermodynamic equilibrium state with increasing values of
L [38, 40, 81, 104].
Anyon chemical potential linear in L
A chemical potential for anyons in the toric code that grows linearly with
L leads to a quantum information storage time that grows exponentially
with L and β, where β = 1/T is the inverse temperature of a bath weakly
coupled to the memory. This follows from Sec. 8 in Ref. [104]. Assuming
that the interaction with the thermal bath can be described by the Davies
equation and that the thermal state is a fixed point of the Lindblad op-
erators, the authors of [104] proved that the lifetime of the memory τ
scales as τ = O(eβµ/L2), where µ is the anyons’ chemical potential. Here,
we present alternative arguments leading to the same conclusion: when
the anyons’ chemical potential is µ(L), the lifetime of the toric code is
at least τ = O(eβµ(L)/L2). In Sec. 4.4 we will show that if µ(L) grows
slow enough, this lower bound is no longer tight and the actual lifetime-
scaling is more favorable.
Let us try to understand in more detail the decoherence process of the
memory in contact with a simple model of a bath. We assume that the
bath supports single-spin processes in which an energy ω is transfered
from the anyon system to the bath with rate γ(ω) and that γ(0) 6= 0.2 Let
2If we had γ(0) = 0, as is the case for super-Ohmic baths, this would of course have
a greatly beneficial influence on the memory lifetime as it forbids direct hopping pro-
cesses of anyons. See [38] for more details about the decoherence of quantum memories
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δ(N) denote the average cost to create an anyon pair if there are already
N pairs present. The gravitational interaction will lead to δ(N ≥ 1) <
δ(0) = 2µ(L) − A2/(4pit). However, below we show that this reduction
will not lead to a finite self-consistent number of anyon pairs and that in
fact we will have δ(N ≥ 1) ≈ δ(0) in the relevant regime.
Since the presence of only two anyons diffusing across the memory
leads to an uncorrectable logical error in times of order L2/γ(0) [38], we
need to show that the time for the creation of two nearby anyons that are
not directly annihilated increases exponentially with system size. When-
ever a new pair of anyons is created, their total hopping rate is given
by 6γ(0) 3 such that the probability that one of the two anyons ever
moves before the pair gets annihilated is 6γ(0)/[γ(δ(0)) + 6γ(0)]. Since
γ(δ(0)) = exp(βδ(0))γ(−δ(0)) (which follows from the detailed balance
condition) and the code consists of L2 physical spins, we conclude that
the total rate for creation of anyon pairs that do not directly get annihi-
lated is given by
L2γ(−δ(0)) 6γ(0)
γ(δ(0)) + 6γ(0)
≤ 6L2e−βδ(0)γ(0) . (4.42)
The time needed to create such a pair is thus of order exp(βδ(0))/L2γ(0).
In conclusion, we found a lower bound for the quantum memory storage
time that increases exponentially with δ(0). Since δ(0) is linear in L, the
lifetime increases exponentially with L.
Assume that there are already N anyon pairs present. We want to de-
termine the average (averaged over all possible positions of the existing
anyons) energy cost δ(N) to create a new pair. From the point of view
of one of the two newly created anyons, we assume that the existing 2N
anyons are uniformly distributed over all L2−2 remaining positions. The
averaged interaction between one of the newly created anyons and each
existing one is thus
1
L2 − 2
(
4
∑
p6=0
|Jp,0|+ A2/(4pit)
)
= − 1
L2 − 2
(
2µ(L)− A2/(4pit)) , (4.43)
where we have subtracted the energy −A2/(4pit) due to attraction with
the other anyon of the same pair. Indeed, we are only interested in the
under the influence of super-Ohmic baths.
3Strictly speaking, the energy cost for hopping is greater than zero since it increases
the potential energy in the gravitational potential. However, we approximate this en-
ergy cost by zero for simplicity, neglecting the beneficial effect of the anyon attraction
and obtaining a lower bound on the actual lifetime.
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attraction energy due to anyons which are already present before the cre-
ation of the pair. The total energy δ(N) to create the new pair is thus
given by
δ(N) = δ(0)− 4N
L2 − 2
(
2µ(L)− A2/(4pit))
= δ(0)
(
1− 4N
L2 − 2
)
, (4.44)
where δ(0) = 2µ(L)− A2/(4pit).
The mean-field energy of N anyon pairs is thus
Emf(N) =
N−1∑
i=0
δ(i) = δ(0)N
L2 − 2N
L2 − 2 . (4.45)
The symmetry N ↔ L2/2 − N is reminiscent of the fact that the energy
of HW in Eq. (4.3) can be minimized by either all stabilizers having a
+1 eigenvalue (no anyons present) or a −1 eigenvalue (memory full of
anyons). The energetic gap between the sector in which there are almost
no anyons and the sector in which the memory is full of anyons is of or-
der δ(0)L2 = O(L3), so transitions between these two sectors happen on
time-scales much longer than the time before the stored quantum infor-
mation is lost. Consequently, each sector may serve as a thermally stable
quantum memory, but at each moment in time we can only use one of
the two. Without loss of generality, we consider the case where the sector
with (almost) no anyons present is used for quantum information stor-
age.
From Eq. (4.44) we have that δ(N) = δ(0)(1 − 2n), where n denotes
the density of anyons. As there can only be zero or one anyon at each
position, we obtain the self-consistent equation for the mean-field anyon
density in equilibrium
nmf = [exp (βδ(0)(1− 2nmf)) + 1]−1 . (4.46)
If the left-hand side of this equation is smaller/larger than the right-hand
side, the anyon density will tend to increase/decrease. If nmf solves this
equation, so does 1 − nmf . One self-consistent density is nmf = 12 . The
stability of this density depends on the temperature of the bath. For
βδ(0) < 2 we have a unique self-consistent density nmf = 12 and this
density is also stable. For βδ(0) > 2 the density 1
2
becomes unstable and
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two new stable self-consistent densities n∗ and 1 − n∗ emerge (let n∗ de-
note the smaller of the two). The system of gravitationally interacting
anyons therefore shows a phase transition and spontaneous breaking of
the anyon anyon-hole symmetry at a critical temperature δ(0)/2, which
is of order A
2
t
L. For the purpose of quantum information storage, we are
clearly interested in temperatures below this critical temperature.
Adding the usual toric code Hamiltonian [16] Htoric = −∆2
∑
pWp to
Eq. (4.1) explicitly breaks the symmetry between anyons and anyon holes
and will lead to an additional summand 2N∆ in Eq. (4.45). However, the
modification of the self-consistent densities n∗, 1−n∗, and 1
2
through this
new term becomes vanishing for large L, as ∆ does unlike δ(0) not grow
with L.
Let us consider the self-consistent solution n∗. We want to show that
n∗ is exponentially suppressed with L and consequently that the number
of anyons itself goes to zero in the thermodynamic limit. After straight-
forward algebra, one can show that n = 2e−βδ(0) < 1/2 with βδ(0)e−βδ(0) <
log(2)
4
(note that this condition is readily satisfied since δ(0) grows linearly
with L) satisfies
[exp(βδ(0)(1− 2n)) + 1]−1 < n , (4.47)
and therefore n > n∗. Since n is by definition exponentially suppressed
with L and n∗ < n we finally conclude that the self-consistent solution
n∗ of Eq. (4.46) goes exponentially to zero with L. A direct consequence
of this is that the equilibrium number of anyons n∗L2 also vanishes ex-
ponentially with L and will generally be much smaller than the minimal
positive value 2. Hence the anyon number will fluctuate between 0 and
small even integers, such that δ(N) ≈ δ(0) from Eq. (4.44).
Anyon chemical potential logarithmic in L
Here we show that a chemical potential growing logarithmically with L
leads to a lifetime of the memory growing polynomially with L.
By the same line of reasoning as in Sec. 4.4, modifications to the anyon
chemical potential due to inter-anyonic interactions are negligible. Let
us thus study a simple model in which anyons have a constant energy
cost µ independent of the number of anyons which are already present.
Ref. [104] predicts in this scenario a lifetime that scales at least with
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exp(2βµ)/L2.4 Employing the same simple bath model as in the previ-
ous paragraph, let us probe the tightness of this bound. As remarked
in Sec. 4.4, it takes a time of order t1 = exp(2βµ)/(L2γ(0)) to create an
anyon pair that does not immediately annihilate but performs at least
one hopping. One such separating pair creates an uncorrectable logical
error in times of order∼ L2/γ(0). We ignore here dimensionlessO(1) fac-
tors which depend on the precise definition of the memory lifetime and
on the classical algorithm employed to perform error correction. Thus if
we are in the regime µ > 2T lnL, the quantum information will get de-
stroyed by the first separating pair, which takes a time of order t1 such
that the bound in Ref. [104] is tight.
However, consider now the opposite regime µ < 2T lnL. In this
regime, further anyons will be created before the two anyons of the first
separating pair have time to diffuse across a distance of order L. The
lifetime of the memory is then given by the time it takes the anyons to
diffuse across the average inter-pair distance, which is when error cor-
rection will inevitably break down. After a time t, the density of anyons
will be of order t/(t1L2) = γ(0)t × exp(−2βµ), taking the possibility for
immediate annihilation into account, and existing anyons will have dif-
fused across a distance ∼√γ(0)t, as the diffusion constant for anyons is
essentially given by γ(0) [38]. Consequently, after a time ∼ exp(βµ)/γ(0)
existing anyons will have diffused across the current inter-pair distance,
which thus constitutes the lifetime of the memory. Notably, in this case
the bound from Ref. [104] is no longer tight, as exp(βµ) > exp(2βµ)/L2 in
the assumed regime.
To summarize, if anyons can be created at a constant energy cost µ
and the quantum memory is in contact with a bath that supports pro-
cesses which have an energy cost ω with a rate γ(−ω) and fulfills the
detailed balance condition, error correction will break down after a time
of order
exp(2βµ)/L2γ(0), if µ ≥ 2T lnL
exp(βµ)/γ(0), if µ ≤ 2T lnL
}
= max
{
exp(2βµ)/L2, exp(βµ)
}
/γ(0). (4.48)
Now let us assume that µ = µ(L) = cT lnL, which is what we have
obtained in Sec. 4.3 when coupling the stabilizers to the boson density.
4The factor 2 in the exponent is due to the fact that anyons can only be created in
pairs in a toric code whose boundary conditions are (as its name suggests) periodic.
With open boundaries [81], unpaired anyons can be created such that the factor 2 drops
out.
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Then we obtain a lifetime scaling as max {L2c−2, Lc} /γ(0), i.e., polynomi-
ally growing for any c > 0 with a change in the scaling behavior, depend-
ing on whether c is greater or smaller than 2. However, recall that in our
case c ∼ A2/t2  1, such that the lifetime grows only modestly with L.
We note that for bath models as employed in Refs. [38,40,81], we have
γ(0) ∝ T , so our estimate for the lifetime contains an implicit temperature-
dependence, even though the explicit temperature dependence stemming
from the Boltzmann factor drops out.
4.5 Hindering of anyon hopping
The lifetime of the memory that we discussed above does not apply if
the initial state of the system has anyons already present. Suppose that
errors occur during preparation of the initial state, creating a finite den-
sity of anyons. If these errors are sufficiently sparse, it will be possible
for error correction to recover the initial state. It is the job of the Hamilto-
nian to preserve this error correctability until the desired time of readout.
The coupling of the quantum memory to the hopping bosons will ener-
getically favour the annihilation of anyons on neighboring plaquettes,
undoing some of the errors. However, we can expect that a finite density
of pairs will have been non-neighbouring, and so will remain. These only
need to diffuse a constant distance to make correction ambiguous, which
leads to a constant lifetime for the memory. To prevent this we can split
the plaquettes into two types. ‘Strongly coupled’ plaquettes are coupled
to the hopping bosons with a strength As. ‘Weakly coupled’ plaquettes
have a strength Aw < As. These are chosen such that any sequence of
single- or local two-spin errors that move an anyon from one weakly
coupled plaquette to another must move it via a strongly coupled pla-
quette. Example patterns are given below. The chemical potential for the
plaquettes will change from the form in Eq. (4.12), giving different values
µs(L) and µw(L) for the two types of plaquette. Performing the summa-
tion (as described in the following subsection) shows that the factorA2 in
Eq. (4.12) becomes AsA¯ for µs(L) and AwA¯ for µw(L) (A¯ being a weighted
average of As and Aw). The energy barrier required for anyon movement
is therefore of order (1−Aw/As)µs(L), which increases linearly with sys-
tem size. The resulting suppression of diffusion leads to a lifetime that
increases exponentially with system size, even when the initial state has
a finite density of anyons.
It may come as a surprise that associating some stabilizers with a
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Figure 4.2: Two tilings of plaquettes are shown on which the code may
be defined. Spins are located on vertices. (a) The square tiling, as usu-
ally employed for the toric code. s-plaquettes are shown in dark blue
(black), blue (grey), or light blue (light grey), p-plaquettes are shown in
white. (b) An alternative tiling, with alternating triangular and octagonal
plaquettes. s-plaquettes are shown in dark blue (black) and blue (grey),
p-plaquettes are shown in white and grey (light grey).
lower energy penalty has a beneficial effect on the memory. However,
note that the weakly coupled plaquettes allow energy to be dissipated
from the anyons to the bath by hopping of an anyon from a strongly to
a weakly coupled plaquette. On the other hand, if the chemical potential
is independent of the anyon position, as in Eq. 4.12, this is only possible
through annihilation of anyons.
An example pattern for strongly and weakly coupled
plaquettes
We will now look at the concepts proposed above in greater detail and
find specific examples for patterns of strongly and weakly coupled pla-
quettes.
In the toric code model there are two types of anyon, e and m, which
reside on two kinds of plaquette, s and p, respectively. Note that, when
the code is defined with spins on the edges of the lattices, these corre-
spond to the stars and plaquettes, respectively.
Consider a spin in the square tiling of Fig. 4.2 (a), shared by two s-
plaquettes to the top-left and bottom-right and two p-plaquettes to the
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top-right and bottom-left. The application of a Pauli Iz to such a spin
will affect the e anyon occupations of the two s-plaquettes. If both were
initially empty, an anyon pair will be created. If both initially held an
anyon, this pair will be annihilated. If only one held an anyon, it will
be moved to the other plaquette. The application of a Pauli Iy has the
same effect for the m anyons of the p-plaquettes. For spins where the
positions of s- and p-plaquettes are exchanged, the roles of Iz and Iy are
also exchanged. No operation exists that can move an anyon from an
s-plaquette to a p-plaquette, or vice-versa.
Creation, movement and annilation of anyons are therefore achieved
by Pauli operations. Using single spin operations, creation of a pair
will always lead to the anyons occupying neighboring plaquettes (where
neighoring means that they share exactly one spin). Similarly, single spin
operations can only move anyons from one plaquette to a neigboring
one, or annihilate anyons on neighboring plaquettes. Since we assume
that the system-bath coupling supports only single spin errors, it is ex-
actly these processes that we consider during thermalization. However,
it should be remembered that two-spin perturbations may also be present
in the Hamiltonian. Local two-spin errors should therefore also be con-
sidered, which can create, annihilate and transport anyons on next-to-
neighboring plaquettes.
With this in mind, we wish to split both s- and p-plaquettes into two
groups, one of which will be strongly to the hopping bosons with a cou-
pling As and the other of which will be weakly coupled with a strength
Aw < As. This will give the plaquettes of the former a higher chemical
potential than those of the latter, with an energy difference that increases
linearly with system size.
The pattern of strongly and weakly coupled plaquettes should be cho-
sen such that anyons become trapped within the latter, which will occur
if two conditions are satisfied. Firstly, any anyons initially on strongly
coupled plaquettes should quickly move into a nearby weakly coupled
plaquette. Secondly, it should not be possible for anyons to be moved
from one weakly coupled plaquette (or a small cluster of weakly cou-
pled plaquettes) to another by a sequence of either single- or two-spin
operations without passing through a strongly coupled plaquette.
The first condition can be met if anyons on strongly coupled plaque-
ttes cannot be moved over large distances by a sequence of either single
or two spin operations without either moving through a weakly cou-
pled plaquette, or through a strongly coupled plaquette that neigbors a
weakly coupled one. The latter is relevant because it will ensure that
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the distance an anyon can move before decaying into a weakly coupled
plaquette is exponentially suppressed.
Both conditions are satisfied by the pattern shown in Fig. 4.2 (a). Here,
weakly coupled s-plaquettes are shown in dark blue. Strongly coupled s-
plaquettes that neighbor weakly coupled s-plaquettes are shown in blue,
and those that do not are shown in light blue. Regions of strongly cou-
pled plaquettes that do not neighbor weakly coupled plaquettes are sep-
arated from each other by a width of three spins. Sequences of one- and
two-spin operations therefore cannot move anyons in one such region
to another without going via strongly coupled plaquettes that do neigh-
bor weakly coupled plaquettes, which will almost certainly result in the
anyon decaying into the neighboring weakly coupled plaquettes. Sim-
ilarly, regions of weakly coupled plaquettes are separated by the same
width, preventing movement between them without going via strongly
coupled plaquettes.
The initial movement of anyons on strongly coupled plaquettes to
nearby weakly coupled plaquettes may cause ambiguity for error correc-
tion if the error rate during initialization is too high. Even so, for suffi-
ciently low error rates this movement will have no effect on correctabil-
ity. Once the movement is complete, the exponential suppression of dif-
fusion will then ensure that the correctability of the errors is preserved
for a time exponential with the system size, since such an exponentially
long timescale will be required for the anyons to climb out of the weakly
coupled plaquettes.
We will now demonstrate that the difference in chemical potentials
between strongly and weakly coupled plaquettes leads to the energy bar-
rier required to suppress diffusion. To determine the chemical potential
of an arbitrary plaquette p (which is either s- or p-type), the following
sum over all plaquettes must be performed
µp(L) =
M2
2piR
Ap
∑
p′
′
Ap′
1
|p− p′| , (4.49)
where the prime in
∑′ means that p′ 6= p. Here Ap′ denotes the cou-
pling of plaquette p′ which will be As or Aw depending on whether this
plaquette is weakly or strongly coupled, respectively. By numerically
performing the summation we find that, in the L → ∞ limit, it takes the
form ∑
p′
′
Ap′
1
|Rp −Rp′| =
3As + Aw
4
cL , (4.50)
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where c = 4 ln(1 +
√
2) ' 3.53 is defined via∫
[−L/2,L/2]2
dxdy√
x2 + y2
= cL . (4.51)
The linear combination of As and Aw is a weighted average A¯ = (3As +
Aw)/4, which arises from the fact that there are three times as many
strongly coupled plaquettes as weakly coupled plaquettes. The chemi-
cal potentials for weakly and strongly coupled plaquettes are then
µs(L) =
cAsA¯M
2
2piR
· L , µw(L) = cAwA¯M
2
2piR
· L . (4.52)
Clearly, µs(L)− µw(L) = O(L), giving the required energy barrier.
Alternative tiling with four-body coupling
A pattern of strongly and weakly coupled plaquettes, stable against single-
spin errors, is shown for an alternative tiling in Fig. 4.2 (b). Strongly
(weakly) coupled s-plaquettes are shown in blue (dark blue) and strongly
(weakly) coupled p-plaquettes are shown in white (grey). For this tiling it
is still true that e anyons can only be created and moved between neigh-
boring s-plaquettes, and m anyons between neighboring p-plaquettes.
Note that all strongly coupled plaquettes in this tiling are triangular. The
Wp for these will therefore be three-body operators, making the code-
hopping boson coupling only a four-body term. On the other hand,
weakly coupled plaquettes are octagons with eight-body Wp and nine-
body terms required for the code-hopping boson coupling. Since these
many-body terms will most likely be generated by perturbative meth-
ods, with a higher number of spins in a term generated by higher orders
of perturbation theory, the difference in coupling strengths will arise nat-
urally.
Due to the practical difficultly in generating many-body terms, we
can consider not coupling the octagonal plaquettes to the hopping bosons.
Only the four-body terms required to couple the triangles are then needed,
which should be easier to implement than the five-body terms required
for the square tiling. Despite the fact that only a fraction of the plaquettes
are coupled to hopping bosons, the memory is still stable against thermal
errors. This is because any single spin error must still create at least one
anyon on, or move anyons through, energetically penalized triangular
plaquettes. The energy barrier that increases linearly with system size is
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therefore still intact, and ensures that anyon creation and diffusion are
exponentially suppressed.
Unfortunately, stability against local Hamiltonian perturbations does
not remain strong without the coupling of octagons. Without an energy
penalty, two-body perturbations are free to create and move anyons be-
tween next-to-neighboring octagonal plaquettes. This avoids the energy
barrier and so leads to uncorrectable errors in a constant time. However,
it is possible to avoid this by carefully considering what types of pertur-
bation are present, and then designing theWp such that they are unable to
perform such hopping processes. For example, let us use Wp = Ixp,1I
y
p,2I
z
p,3
for triangular s-plaquettes. Here spin 1 is that shared with the neighbor-
ing triangular s-plaquette and the numbering proceeds clockwise. Let
us also use Wp = Izp,1I
y
p,2I
x
p,3 for triangular p-plaquettes with correspond-
ing numbering. No nearest neighbor isotropic perturbation of the form
Iαi I
α
j , for α ∈ {x, y, z}, commutes with all of these operators. This means
such perturbations will be suppressed by the energy barrier and will not
be able to move anyons between octagonal plaquettes. If only pertur-
bations of this form are present in the system, the memory will remain
stable.
4.6 Ferromagnet as bosonic bath
In this section, we would like to point out a physical system where bosonic
modes (as discussed in the previous sections) naturally occur as a low-
est order approximation. Indeed, the Hamiltonians (4.1) and (4.28) are
closely related to the Hamiltonians describing a toric code embedded in
a 3D Heisenberg ferromagnet (FM) in a broken-symmetry state at finite
temperature. More explicitly, let us consider the following Hamiltonian
H ′ = HF + A
√
2/S
∑
p
WpS
x
p , (4.53)
where
HF = −J
∑
〈i,j〉
Si · Sj + hz
∑
i
Szi (4.54)
is the Hamiltonian of a 3D Heisenberg ferromagnet (FM) of linear size
Λ  L, where J > 0 is the exchange coupling constant and the sum
is restricted to nearest-neighbor lattice sites. The FM is assumed to be
below the Curie temperature and the spins ordered along the z-direction.
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We can now perform a Holstein-Primakoff transformation [102]
Szi = −S + nˆi , S−i = a†i
√
2S − nˆi , S+i = (S−i )†, (4.55)
in the formal limit nˆi  2S, where nˆi = a†iai [102]. It is then straightfor-
ward to show that the low-energy sector of Hamiltonian (4.53) is equiv-
alent to Hamiltonian (4.1). Following the same reasoning, we conclude
that the Hamiltonian
H ′′ = HF + A
∑
p
WpS
z
p (4.56)
is in its low-energy sector equivalent to Hamiltonian (4.28).
However, since all operators in HamiltoniansH ′ andH ′′ are bounded,
it is clear that the energy penalty for flipping a toric code spin very fast
cannot grow without bounds as a function of L.5 Still, it seems reason-
able to expect that for adiabatic noise sources, that drag the FM along
while flipping a spin, the response of the FM resembles the one of the
bosonic bath studied in this work, since the stabilizers are coupled via
the susceptibility of the FM. It is thus reasonable to assume that the toric
code might be protected against such adiabatic noise sources when em-
bedded in the FM. Note that the question of how to engineer five-spin
interactions, as required for Hamiltonians H ′ and H ′′, remains open.
4.7 Conclusions and discussion
In this paper we have introduced a 3D-model with purely local, bounded-
strength interactions in three dimensions that is self-correcting at finite
temperatures. Our model is exactly solvable and consists of a toric code
locally coupled to a system of hopping bosons on a cubic lattice. The sta-
bilizer operators are locally coupled to the displacement operator of the
bosons and a long-range attractive interaction between stabilizer opera-
tors is mediated by the low-energy collective excitations of the bosonic
system. This leads to a chemical potential for the anyons growing lin-
early with L and can be used to stabilize the quantum memory against
thermal fluctuations. For a given error model, a chemical potential of
the anyons that grows linearly with L leads to a lifetime of the quantum
memory increasing exponentially with L. When the stabilizers are cou-
pled to the bosonic density, a chemical potential growing only with lnL
5D. Poulin, private communication.
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is derived. We show that such a chemical potential is enough to stabilize
the memory whose lifetime increases polynomially with L.
If the degeneracy of the highly entangled states which form the code
subspace is not robust against local perturbations, uncontrolled splitting
of this degeneracy induced by local imperfections would lead to dephas-
ing of the logical qubit. It was already argued in Ref. [16] and rigorously
proved in Ref. [19] that for the standard toric code Hamiltonian [16], per-
turbations which are weak enough (compared with the anyon creation
gap), time-independent, and local (or exponentially decaying) lead to a
lifting of the groundstate degeneracy that is exponentially small in L.
Since our Hamiltonian is not gapped and involves unbounded opera-
tors, the result of Ref. [19] do not apply. While we consider a rigorous
treatment of this issue to be beyond the scope of the present work, which
focuses on stability against thermal errors rather than perturbations, we
briefly present arguments suggesting that robustness to local perturba-
tions is valid in our model.
As pointed out in Ref. [106], in any real solid the degrees of freedom
that do not directly constitute the “memory” (spins of the toric code)
represent a gapless environment to which the memory couples. This sit-
uation is not addressed by studies of perturbations which act entirely
within the Hilbert space of the memory, as is the case in Ref. [19]. The is-
sue of accidental couplings to gapless modes is therefore by no means
unique to our quantum memory proposal and will be present in any
physical implementation of a quantum memory. In Ref. [106] the au-
thors discuss topological phases coupled to a gapless environment, and
find that in some cases (“strong quasi-topological phases”) the topologi-
cal properties, including the exponentially suppressed groundstate split-
ting, survive this coupling. Such strong quasi-topological phases, includ-
ing the toric code coupled to a gapless environment (such as accoustic
phonons or photons), thus constitute the strongest form of a quantum
memory one could hope for in nature – except for the fact that they are
not thermally stable. Our memory is thermally stable and in the follow-
ing we present heuristic arguments that in our system couplings to the
gapless modes may not pose a threat to the topological order either.
Recall that engineered couplings of strengthA (see Hamiltonian (4.1))
between the stabilizer operators and the bosonic modes lead to an anyon
creation gap of the order O(A
2
t
L). Now consider accidental couplings of
the form εIxi (ai + a
†
i ), where I
x
i is a bit-flip that acts on a physical qubit
of the toric code. In second-order perturbation theory, the coupling to
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the bosonic field leads to terms of the form εA
t
∑
i 6=j I
x
i Wj/|Ri −Rj| and
ε2
t
∑
i 6=j I
x
i I
x
j /|Ri − Rj|. Summing over all plaquettes the former terms
take the form O( εA
t
L)Ixi ; the condition that these perturbations are suffi-
ciently weak compared to the anyon creation gap simply translates into
the requirement that ε is sufficiently small compared to A, i.e., that the
accidental couplings are sufficiently weak compared to the engineered
ones. The second-order terms describing interactions between bit-flips
are weaker and will have support only on two small regions, which for
most pairs i and j are well-separated. This does not allow anyons to hop
non-locally, as would be required to distinguish the ground states. De-
spite their non-local form, these perturbations are therefore still similar
in effect to local perturbations. We thus believe that our Hamiltonian
is robust against this type of perturbations and splitting of the ground-
state degeneracy is well-suppressed with L. However, a rigorous proof
remains a very interesting open question.
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4.A Schrieffer-Wolff transformation
For the sake of completeness, we present in this appendix the derivation
of the second order Schrieffer-Wolff transformation (for a general discus-
sion see [95]). We start from
H = H0 + V , (4.57)
where we identify H0 as the main part and V as a small perturbation.
We decompose the spectrum σ(H0) of H0 into a high-energy set of eigen-
values MQ and a low-energy set of eigenvalues MP such that σ(H0) =
MP ∪MQ, MP ∩MQ = ∅, and there is a gap separating the eigenvalues
in MP and MQ. We define the operators P and Q = 1 − P respectively
as the projectors onto the low energy subspace MP and onto the high-
energy subspace MQ corresponding to set of eigenvalues MP and MQ.
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The perturbation V can then be decomposed into a diagonal part Vd and
an off-diagonal part Vod
Vd = PV P +QV Q , (4.58)
Vod = PV Q+QV P . (4.59)
The effective Hamiltonian is given by a Schrieffer-Wolff transformation
such that the transformed Hamiltonian Heff = eSHe−S is block-diagonal,
i.e., PHeffQ = QHeffP = 0. Up to second order in V the effective Hamil-
tonian reads [95, 101]
H
(2)
eff = H0 + Vd + U = H
′
0 + U , (4.60)
where we define H ′0 = H0 + Vd and
U = − i
2
lim
η→0+
∫ ∞
0
dt e−ηt [Vod(t), Vod] , (4.61)
where Vod(t) = eiH
′
0tVode
−iH′0t is given in the Heisenberg representation.
4.B Standard deviation and higher moments of
the distribution of energy costs
Let us now calculate the standard deviation of the distribution of the
energy costs to create an anyon. For simplicity, we consider the case
of fast changes, where all relevant thermal expectation values are given
by 〈. . .〉0, which denotes thermal averages with respect to the original
thermal state of the bosons.
The standard deviation is given by
σfast =
√
〈(2A(ap + a†p))2〉0 − 〈2A(ap + a†p)〉20 . (4.62)
We first consider
〈(2A(ap + a†p))2〉0 =
4A2
Z0
Tr(e−βH0,b(ap + a†p)
2)
=
4A2
Z0
Tr(e−Se−βH˜0,b(a˜2p + (a˜
†
p)
2 + 1 + 2a˜†pa˜p)e
S) .
(4.63)
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We have
a˜2p = a
2
p − 2
µ(L) + 4|Jpp|
4A
ap + ((µ(L) + 4|Jp,p|)/4A)2
(a˜†p)
2 = (a†p)
2 − 2µ(L) + 4|Jp,p|
4A
a†p + ((µ(L) + 4|Jp,p|)/4A)2
a˜†pa˜p = a
†
pap −
µ(L) + 4|Jp,p|
4A
(ap + a
†
p) + ((µ(L) + 4|Jp,p|)/4A)2 .(4.64)
By inserting (4.64) into (4.63), and using the fact that
Tr(e−Se−βH˜0apeS) = Tr(e−Se−βH˜0a†pe
S) = 0 , (4.65)
we obtain
〈(2A(ap + a†p))2〉0 = (µ(L) + 4|Jp,p|)2 + 4A2 + 8A2
tr(e−βHbosa†pap)
tr(e−βHb)
. (4.66)
Furthermore, we have shown in Eq. (4.26) that
−2A〈ap + a†p〉0 = µ(L) + 4|Jp,p| . (4.67)
In conclusion,
σfast = 2A
√
1 + 2
1
N
∑
k
1
eβωk − 1
' 2A
√
1 + 2
4pi
(2pi)3
∫ ∞
0
dk
k2
eβDk2 − 1
= 2A
√
1 +
ζ(3/2)
4(piβD)3/2
. (4.68)
We see that the standard deviation is of order A, slowly increases with
temperature, and, crucially, is independent of L, such that σfast
µ(L)
∼ t
AL
becomes negligible for large L.
Let us now calculate the higher moments of the distribution. In order
to simplify our notation, we define Xp = −2A(ap + a†p), such that the
expected energy cost is ∆E0→1,fast = 〈Xp〉0. We define the n-th moment of
the distribution to be
Cn = 〈(Xp − 〈Xp〉0)n〉1/n0 . (4.69)
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We find
Cnn =
〈
n∑
k=0
(
n
k
)
Xn−kp (−1)k〈Xp〉k0
〉
0
=
n∑
k=0
(−1)k
(
n
k
)〈
Xn−kp
〉
0
〈Xp〉k0 . (4.70)
Now in order to evaluate these averages we write〈
Xmp
〉
0
=
〈
e−SX˜mp e
S
〉
0
=
〈
X˜mp
〉
b
(4.71)
where 〈. . .〉b denotes thermal averages w.r.t. Hb and X˜p = eSXpe−S =
Xp+µ(L) + 4|Jp,p|. For the second equality in Eq. (4.71) we have used the
fact that H˜0 = Hb + const. Then, using Wick’s Theorem and the fact that
〈(ap + a†p)2k+1〉b = 0,〈
Xmp
〉
0
=
m∑
k=0
(
m
k
)
(µ(L) + 4|Jp,p|)m−k〈Xkp 〉b
=
bm/2c∑
k=0
(
m
2k
)
(µ(L) + 4|Jp,p|)m−2k〈X2kp 〉b
=
bm/2c∑
k=0
(
m
2k
)
(2k)!
2kk!
(µ(L) + 4|Jp,p|)m−2k〈X2p 〉kb .
(4.72)
For the last equality, we have used that the number of possible contrac-
tions is (2k − 1) × (2k − 3) . . . 3 × 1 = (2k)!
2kk!
. As a simplest case, we have
〈Xp〉0 = µ(L) + 4|Jp,p|. In conclusion, we find
Cnn =
n∑
k=0
(−1)k
(
n
k
) b(n−k)/2c∑
r=0
(
n− k
2r
)
(2r)!
2rr!
(µ(L) + 4|Jp,p|)n−k−2r〈X2p 〉rb(µ(L) + 4|Jp,p|)k
= n!(µ(L) + 4|Jp,p|)n
n∑
k=0
b(n−k)/2c∑
r=0
(−1)k
k!r!(n− k − 2r)!
( 〈X2p 〉b
2(µ(L) + 4|Jp,p|)2
)r
. (4.73)
This sum can be evaluated by use of the identity
n∑
k=0
b(n−k)/2c∑
r=0
(−1)k
k!r!(n− k − 2r)!ξ
r =
{
ξn/2
(n/2)!
, if n is even
0 , if n is odd
. (4.74)
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We thus obtain, for n even,
Cn =
(
n!
(n/2)!
)1/n√
〈X2p 〉b/2 . (4.75)
Furthermore, √
〈X2p 〉b = 2A
(
1 + 2
1
N
∑
k
〈a†kak〉b
)
= 2A
√
1 +
ζ(3/2)
4(piβt)3/2
, (4.76)
see Eq. (4.68).
Our final result is thus
Cn =
√
2A
(
n!
(n/2)!
)1/n√
1 +
ζ(3/2)
4(piβt)3/2
(4.77)
for n even, and 0 otherwise. For n = 2 we retrieve (4.68) for the the
standard deviation. For larger n, recall that
(
n!
(n/2)!
)1/n
≈ √2n/e, such
that
Cn ≈ 2A
√
n/e
√
1 +
ζ(3/2)
4(piβt)3/2
. (4.78)
In conclusion, all the higher moments grow likeO((T/t)3/4) with temper-
ature but are independent of L.
4.C Continuum approximation
Here we numerically evaluate the sum
∑
p
1
|Rp| and show that the contin-
uum approximation is just a convenient mathematical tool that allows to
analytically evaluate the behavior of the sum as function of L.
In Fig. (4.3) we plot the sum
∑
p
1
|Rp| as function of L. Here we choose
a = 1 for the lattice constant. The linear behavior is in agreement with
the continuum approximation calculation. The other sums appearing in
this work can similarly be evaluated numerically and the results agree
with the continuum approximation. As mentioned in the main text, we
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Figure 4.3: Numerical evaluation of the sum
∑
p
1
|Rp| as function of L for
a lattice constant a = 1. The sum increases linearly with L, in agreement
with the continuum approximation calculation.
point out again that in the continuum approximation we let the lattice
constant a of the surface code go formally to zero such that a single sta-
bilizer remains coupled to a bosonic creation an annihilation operators at
the corresponding site.
CHAPTER 5
Effective Quantum-Memory
Hamiltonian From Local
Two-Body Interactions
Adapted from:
Adrian Hutter, Fabio L. Pedrocchi, James R. Wootton, and Daniel Loss
“Effective quantum-memory Hamiltonian from local two-body interactions”,
Phys. Rev. A 90, 012321 (2014)
In [Phys. Rev. A 88, 062313 (2013)] we proposed and studied a model for a
self-correcting quantum memory in which the energetic cost for introducing
a defect in the memory grows without bounds as a function of system size.
This positive behavior is due to attractive long-range interactions mediated
by a bosonic field to which the memory is coupled. The crucial ingredi-
ents for the implementation of such a memory are the physical realization
of the bosonic field as well as local five-body interactions between the sta-
bilizer operators of the memory and the bosonic field. Here, we show that
both of these ingredients appear in a low-energy effective theory of a Hamil-
tonian that involves only two-body interactions between neighboring spins.
In particular, we consider the low-energy, long-wavelength excitations of an
ordered Heisenberg ferromagnet (magnons) as a realization of the bosonic
field. Furthermore, we present perturbative gadgets for generating the re-
quired five-spin operators. Our Hamiltonian involving only local two-body
interactions is thus expected to exhibit self-correcting properties as long as
the noise affecting it is in the regime where the effective low-energy descrip-
tion remains valid.
118
CHAPTER 5. EFFECTIVE QUANTUM-MEMORY HAMILTONIAN
FROM LOCAL TWO-BODY INTERACTIONS 119
5.1 Introduction
Kitaev’s toric code [16] serves as the simplest toy model of a quantum
memory as well as being the archetypical example of a topological phase
of matter. Topological protection of Josephson junction qubits [107] as
well as topological error correction [108] have by now been experimen-
tally demonstrated. Implementations of spin-lattice models with topo-
logically ordered groundstates using polar molecules stored in optical
lattices [109] or laser-excited Rydberg [83] atoms have been proposed.
A challenge to any scalable implementation of topological protection
of quantum information is the issue of thermal stability. In its standard
form, the toric code Hamiltonian requires a set of local, commuting four-
qubit stabilizer operators W = (σx)⊗4 , (σz)⊗4. Unfortunately, the “bare”
toric code Hamiltonian −A∑W (with A > 0) does not allow for ther-
mally stable storage of quantum information [32, 33, 35, 56, 77]. While
performing a bit- or phase-flip on a single qubit (and thus creating two
anyonics defects) has an energy cost 4A, these defects can then propagate
without any further energy cost and thus destroy the stored quantum in-
formation. As a consequence, the lifetime of the quantum information is
independent of the size of the memory. Furthermore, interactions in na-
ture are usually two-body, such that the four-body operators W cannot
be generated directly but have to emerge from an underlying structure
of two-body interactions. Since W will then appear in high-order pertur-
bation theory [64, 110–112], the energy penalty A will naturally be weak.
These negative results on the bare toric code have motivated the study
of long-range interactions between the stabilizer operators W as a means
to suppress the creation and/or diffusion of anyons and thereby increase
the lifetime of the stored quantum information [38–40,57,65,81,82]. Such
long-range interactions can lead to quantum information lifetimes that
grow polynomially or even exponentially with L [38, 40, 65, 81, 82].
In order to mediate these interactions in a physically plausible way,
all of these proposals require five-body operators of the form W ⊗ O,
where the operator O allows to couple the stabilizer operator W to an ex-
ternal field which mediates the interaction. The external field can either
be elementary (e.g. photons as discussed in Ref. [39]) or emerge from the
energetically low-lying excitations of a many-body system (e.g. phonons
as discussed in Ref. [65]). In Ref. [82] we have studied in detail the case of
bosons hopping in a cubic lattice, leading to a parabolic dispersion near
the center of the Brillouin zone.
Beyond the fundamental question of whether passive storage of quan-
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tum information for a long time is, in principle, possible, building a quan-
tum memory is also a practically relevant endeavor. Many proposed
applications of quantum technology, such as quantum key distribution
and quantum networks, rely on the possibility of long-range quantum
state transfer. Quantum memories are crucial to the implementation of
quantum repeaters, which allow one to combat the heavy losses involved
in such long-range quantum communication [113]. Furthermore, it has
been suggested that quantum memories based on interacting anyons are
compatible with a recent proposal for fault-tolerant holonomic quan-
tum computation based on adiabatic deformation of the system Hamil-
tonian [114].
In the present paper, we focus on the physical implementation of the
quantum memory Hamiltonian proposed in Ref. [82]. We start from
a spin Hamiltonian involving only local two-body interactions and study
its low-energy theory via a perturbative Schrieffer-Wolff transformation.
The bosonic field emerges from the energetically low-lying excitations of
an ordered Heisenberg ferromagnet (magnons). For small wave-numbers,
magnons indeed feature a parabolic dispersion. Furthermore, we present
perturbative gadgets for generating the five-body operators W ⊗ O, de-
scribing interactions between the four-qubit stabilizer operatorsW of the
toric code and a spin operator O of the ferromagnet. Since the quantum-
memory Hamiltonian of Ref. [82] emerges as the effective low-energy/long-
wavelength theory of our Hamiltonian with only local two-spin interac-
tions, this system is expected to exhibit self-correcting properties as long
as this effective theory remains valid.
The rest of this paper is organized as follows. We briefly review the
main results of Ref. [82] in Sec. 5.2 and discuss the relation to the present
work. In Sec. 5.3, we present perturbative gadgets that allow effective
five-body terms W ⊗ O to be obtained from local two-body interactions
only. In Sec. 5.4, we show that using these five-body operators to couple
the stabilizer operatorsW to an ordered Heisenberg ferromagnet leads to
a low-energy effective theory which coincides with the quantum mem-
ory Hamiltonian from Ref. [82]. We can thus obtain an effective quantum
memory Hamiltonian from a system (perturbative gadgets plus Heisen-
berg ferromagnet) with two-spin interactions only. In Sec. 5.5 we study
the regime in which this effective description is expected to be valid. In
Sec. 5.6 we study the backaction of the coupling onto the ferromagnet
and how to counteract it. We conclude in Sec. 5.7.
CHAPTER 5. EFFECTIVE QUANTUM-MEMORY HAMILTONIAN
FROM LOCAL TWO-BODY INTERACTIONS 121
5.2 Previous work
In Ref. [82] we have studied the following model Hint + Hb for a self-
correcting quantum memory. Consider a bosonic Hamiltonian
Hb =
∑
k
ωka
†
kak (5.1)
with a dispersion, which in the low-k limit is parabolic, ωk ≈ D|k|2. The
four-qubit stabilizer operatorsWp are arranged on a 2D array of size L×L
and locally couple to the bosonic field,
Hint = A
∑
p
WpOp , (5.2)
where either Op = a†pap or Op = ap + a†p. Here, ap and a†p are Fourier trans-
forms of the bosonic operators ak and a
†
k, ap =
1√
N
∑
k e
iRpkak, where Rp
is the spatial location of stabilizer Wp and N is the number of bosonic
modes. In other words, the operator ap (a†p) annihilates (creates) a boson
at position Rp.
The stabilizer operators (or stabilizers for short) Wp are of the form
Wp = (σ
x)⊗4 or Wp = (σz)⊗4, see Fig. 5.1 for an illustration. All stabilizers
commute with each other and have eigenvalues ±1.
Under the assumption that the bosons are in thermal equilibrium,
the bosonic field mediates long-ranged interactions between the stabi-
lizer operators Wp. Technically speaking, it is possible to integrate out
the bosonic field (either exactly or perturbatively) and derive an effective
Hamiltonian for the stabilizers. This Hamiltonian is of the form
Hstab =
1
2
∑
p 6=p′
Jpp′WpWp′ , (5.3)
where Jpp′ describes a mediated attractive long-range interaction between
the stabilizers.
More specifically, we have shown the following [82]. For Op = a†pap,
we have Jpp′ ∼ |Rp − Rp′|−2, such that the energy cost for violating a
stabilizer (“creating an anyon”) grows logarithmically with L and the
quantum memory lifetime grows polynomially with L. If, on the other
hand, Op = ap + a†p, we have Jpp′ ∼ |Rp − Rp′ |−1, such that the energy
cost for creating an anyon grows linearly with L and the lifetime does so
exponentially.
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Figure 5.1: An excerpt of a toric code. Black dots are code qubits. Stabi-
lizer operators Wp involve operators acting on the four qubits around a
white or a dark plaquette. Operators acting on the four qubits around a
white plaquette are of the form Wp = (σx)⊗4, while operators acting on
the four qubits around a dark plaquette are of the form Wp = (σz)⊗4.
Relation to the present work
The goal of this work is to show that the Hamiltonian Hstab can be ob-
tained as an effective low-energy Hamiltonian of a Hamiltonian that in-
volves only nearest-neighbor two-spin interactions. This Hamiltonian is
then expected to exhibit self-correcting properties, given that the noise
affecting the memory is such that the effective low-energy description
remains valid. We realize the bosonic field by a 3D ordered Heisenberg
ferromagnet (FM) to which the stabilizers of the toric code couple locally.
The long-range interactions Jpp′ in Eq. (5.3) are then mediated by mass-
less excitations of the FM (Goldstone modes), so-called magnons.
Our model consists of a “gadgetry” and a “ferromagnet” part,
H = HG +HF , (5.4)
where HG =
∑
pHp is a sum of identical gadget terms for each of the
stabilizers. The summands Hp are sums of two-qubit terms, where one
of the two qubits involved is part of the toric code and the other one is
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Figure 5.2: A 2D toric code (whose contoures, lying in an xy-plane, are
sketched by red lines) is embedded in a 3D Heisenberg ferromagnet
(blue) which is ordered in z-direction. The stabilizer operators of the
toric code Wp (illustrated in Fig. 5.1) couple to the x-component of an ad-
jacent spin Sp of the ferromagnet. The linear size of the planar toric code
(L) is assumed to be much smaller than the one of the ferromagnet (Λ),
i.e., L Λ.
an auxiliary or “mediator” qubit. By integrating out all mediator qubits,
we obtain a first effective Hamiltonian
H ′ = (HG)eff +HF , (5.5)
describing four-qubit stabilizer operators locally coupled to the FM. Here,
(HG)eff is akin to Hint in Eq. (5.2).
The ordered Heisenberg ferromagnet described byHF can be mapped
to a bath of bosons (magnons) by means of the well-known Holstein-
Primakoff transformation. Even beyond the one-magnon approximation
(i.e., taking magnon-magnon interaction into account), the interactions
between the stabilizers mediated by the ferromagnet can be described by
a final effective Hamiltonian Heff akin to Hstab in Eq. (5.3). The effective
interactions Jpp′ are thereby given by the static susceptibility of the FM.
5.3 Perturbative gadgets for five-body
operators
Given some Hamiltonian with only local two-body interactions, one is
often interested in an effective Hamiltonian that describes the low-energy
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Figure 5.3: Auxiliary qubits f , g, and u mediate a five-body interaction
Wp ⊗ Sxp between qubits a, b, c, and d, and the operator Sxp (spin of the
FM). This interaction emerges from local two-body interactions only. The
excited state of the auxiliary qubits is penalized by an energy ∆, which
is the dominant energy scale in the system. The interactions which are
indicated by solid lines produce the actual five-body interaction. Interac-
tions which are indicated by dashed lines allow one to tune the strength
of two-, three-, and four-body terms without changing the strength of the
five-body term. Choosing δ and τ appropriately allows one to counter
undesired two- and three-body terms. Finally, the parameter β allows
one to tune the strength of the four-qubit interaction Wp independently
of the five-body interaction Wp ⊗Op.
dynamics of the system. This is achieved by “integrating out” the high-
energy degrees of freedom. The effective low-energy Hamiltonian then
often features a higher complexity than the original one. This lead to the
idea of perturbative gadgets [74, 115, 116], which allows one to systemati-
cally construct Hamiltonians with local two-qubit interactions that yield
some desired effective (low-energy) few-qubit Hamiltonian. In particu-
lar, Ref. [116] showed that any local Hamiltonian can be generated from
some 2-local Hamiltonian.
The Schrieffer-Wolff (SW) transformation [95, 117] (see Appendix 5.A
for a technical summary) provides a natural framework for obtaining
such effective terms. Ref. [118] combined the gadgets of Ref. [116] with
the SW method to discuss the simulation of local many-body Hamilto-
nians by use of 2-local interactions. The schemes we propose in order to
generate the five-body terms AWp ⊗ Op shall be analyzed by means of a
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SW transformation but are simpler than had they been constructed with
the perturbative gadgets described in Refs. [116, 118].
Note that while all of the proposals in Refs. [38–40,57,65,81,82] require
five-body terms of the formAWp⊗Op, other quantum memory proposals
are not based on coupling stabilizer operators to external fields. How-
ever, these alternate proposals in fact involve interactions between more
than five qubits. Specifically, the 3-dimensional toric code with “weld-
ing” [80] requires six-qubit operators, while the 4-dimensional toric code
[57] and Haah’s cubic code [60–62] require eight-qubit operators. These
models can thus only be realized with gadgets that are even more in-
volved than the ones discussed in the following.
We introduce two sets of spins, namely Sj for the spins of the 3D
FM located at site j of a cubic lattice and (σxi , σ
y
i , σ
z
i )
T for the physical
spins-1/2 (qubits) of the 2D toric code. Both spins satisfy the usual com-
mutation relations. The code qubits are arranged on a quadratic lattice
with periodic boundary conditions. The four-qubit stabilizer operators
Wp are of the form σxaσxb σ
x
c σ
x
d or σ
z
aσ
z
bσ
z
cσ
z
d, where the operators act on the
four qubits around one plaquette of the lattice, as illustrated in Fig. 5.1.
We seek to construct effective terms of the form Wp ⊗ Sxp , where for
the moment we consider Wp = σxaσxb σ
x
c σ
x
d . Here, Sp is the spin of the FM
adjacent to the spins of the stabilizer Wp, see Fig. 5.2. Let the summands
in the gadget Hamiltonian HG =
∑
pHp be given by
Hp = − ∆
2
σzf −
∆
2
σzg −
∆
2
σzu
+ γSxp ⊗ σzu + τSxp ⊗ (σzf + σzg)
+ εσxf ⊗ (σxa + σxb ) + εσxg ⊗ (σxc + σxd)
+ ασxu ⊗ (σzf + σzg) + βσzf ⊗ σzg
+ δσxa ⊗ σxb + δσxc ⊗ σxd (5.6)
with ∆ being larger than (the absolute value of) all other energies (see
Fig. (5.3) for an illustration).
We now apply the SW method to successively integrate out the medi-
ator qubits f , g, and u and calculate for each mediator qubit the resulting
terms up to third order. Consider a mediator qubit r with energy split-
ting ∆, H0 = −∆2 σzr , and a perturbation V = Vd + Vod. With Vd = σzr ⊗ V˜d,
Vod = σ
x
r ⊗ V˜od, and [V˜d, V˜od] = 0, we obtain after integrating out the
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auxiliary qubit r as described in Appendix 5.A
Heff = −∆
2
+ V˜d − 1
∆
V˜ 2od −
2
∆2
V˜ 2odV˜d + . . . (5.7)
The unitaries applied during the SW procedure to integrate out qubits f ,
g, and u (cf. Appendix 5.A) do not commute and higher order terms will
thus depend on the order in which this three qubits are integrated out.
However, up to the orders stated below, the effective terms are indepen-
dent of this ordering.
For the sake of a shorter notation, let Rp := σxaσxb + σ
x
c σ
x
d and ξ :=
2ε
∆
.
We neglect terms in the interaction strengths which are smaller by at least
a factor ξ2 than the mentioned terms. After straightforwardly applying
Eq. (5.7) in Appendix 5.A to the mediator qubits f , g, and u, we find
(Hp)eff =
[
γ + 2τ − 8γα
2
∆
]
Sxp − ξ2
[
τ − 8α
2γ
∆2
]
Rp ⊗ Sxp
+
[
δ − ξ2
(
∆
2
− β + 4α
2
∆
)]
Rp + ξ
4
[
β − 2α
2
∆
]
Wp
− 4ξ4α
2γ
∆2
Wp ⊗ Sxp + const . (5.8)
The parameter β allows one to tune the strength of the plaquette term
Wp without affecting the strength of the five-body operator Wp ⊗ Sxp .
The interaction strength of the undesired operators Rp and Rp ⊗ Sxp can
be tuned to zero through appropriate choice of the parameters δ ' 2ε2
∆
and τ ' 8α2γ
∆2
, respectively. We obtain an undesired one-body term '
(γ + 2τ)Sxp which can be countered by an appropriate local field. Finally,
the strength of our desired five-body term Wp ⊗ Sxp is to leading order
given by A := −64 ε4α2γ
∆6
. If we use the operator Wp ⊗ Sxp to couple the
plaquette Wp to external fields, effective two-plaquette interactions me-
diated by the field will be of even order in A. The sign of α, γ, and ε is
thus irrelevant.
Relabeling x → z → y → x on all qubits, such that the commutation
relations of the spin operators are preserved, we can obtain operators of
the form (σz)⊗4 ⊗ Sxp rather than (σx)⊗4 ⊗ Sxp . In conclusion, integrat-
ing out the mediator qubits in each gadget leads to an effective coupling
Hamiltonian
(HG)eff =
∑
p
AWp ⊗ Sxp , (5.9)
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which is of the same form as Eq. (5.2).
Note that if we let α, γ, τ → 0 in Eq. (5.6), we find the simpler effective
Hamiltonian
(Hp)eff =
[
δ − 2ε
2
∆
− 4βε
2
∆2
]
Rp + 16
βε4
∆4
Wp . (5.10)
We can thus obtain stabilizer operators Wp as they appear in Kitaev’s
toric code [16] as effective terms using only two auxiliary qubits, nearest
neighbor Ising interactions and single-qubit energy splittings. This adds
a particularly simple gadget to the list of proposals for perturbatively
generating Kitaev’s toric code [64, 110–112].
We have discussed how the strength of the undesired terms Rp and
Rp ⊗ Sxp can be tuned to zero by appropriate choice of the interaction
strengths δ and τ . Of course, assuming that the strength of these inter-
actions vanishes exactly is unphysical. Weak terms acting as Rp are no
threat to the toric code, as it is inherently stable against such local per-
turbations [16, 19]. However, as the terms Rp ⊗ Sxp themselves couple to
the gapless magnon field, one might fear that their combined non-local
interaction may destabilize the toric code groundstate. We have qual-
itatively discussed the effect of such non-locally coupled perturbations
on the stability of the toric code in Ref. [82] and argued that they pose
no threat to toric code stabilized by the FM as long as the strength of
the accidental terms Rp ⊗ Sxp is sufficiently smaller than the engineered
coupling strength A.
5.4 Effective long-range interactions mediated
by the ferromagnet
After integrating out all mediator qubits in the perturbative gadgets, we
arrived at a first effective Hamiltonian
H ′ = (HG)eff +HF = A
∑
p
WpS
x
p +HF (5.11)
describing four-qubit stabilizer operators of the toric code coupled to the
FM. Let us now study the interactions between the effective stabilizer
operators Wp which are mediated by the ordered Heisenberg FM HF , to
which they are coupled over the operators Sxp .
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The Hamiltonian of the 3D Heisenberg FM is given byHF = −J
∑
〈i,j〉 Si·
Sj + hz
∑
i S
z
i , where J > 0 is the exchange constant and the sum is re-
stricted to nearest-neighbor lattice sites. The FM is of linear size Λ, which
is much larger than the linear size of the toric code, Λ  L. The FM is
assumed to be below the Curie temperature and the spins ordered along
the z-direction. To break the symmetry of the FM, a small magnetic field
hz in z-direction is applied. This field also stabilizes the FM against the
effective longitudinal magnetic field produced by coupling the stabilizer
operators of the toric code to the x-component of adjacent FM spins (see
below). Although HF is three-dimensional, we point out for the sake
of clarity, that the actual quantum memory is the two-dimensional toric
code. The presence of the 3D system is necessary to mediate long-range
interactions between the stabilizers. However, the place where the logi-
cal qubits are stored is the two-dimensional toric code.
For A  J , we make use of a perturbative second-order Schrieffer-
Wolff transformation [95,101,117] to derive the effective plaquette-plaquette
interaction (see Appendix 5.B) given by
Heff =
1
2
∑
p6=p′
Jpp′WpWp′ , (5.12)
where the coupling is Jpp′ = −A2χxx(Rp − Rp′) and χαβ(r) is the static
spin susceptibility of the FM. This effective Hamiltonian is of the same
form as in Eq. (5.3) and, as we will discuss now, the mediated interaction
strength Jpp′ , too, is of the same form.
The real space static susceptibility χαβ(r) is defined as the Fourier
transform of
χαβ(q, ω) = i lim
η→0+
∫ ∞
0
dt e(iω−η)t
〈[
Sαq (t), S
β
−q
]〉
, (5.13)
for ω = 0, where 〈. . .〉 denotes thermal equilibrium expectation values
of the S-spins at temperature T . The Fourier components are defined as
Sαq =
1√
Ns
∑
i e
−iq·RiSαi , where Ns = Λ3 is the number of spins in the FM,
and Ri is a 3D vector pointing to the site of spin Si of the FM.
It is not necessary to explicitly calculate the spin susceptibility in the
ferromagnetically ordered state to understand its general behavior at
large distances (or small q) [119]. Indeed, for hz = 0, the spontaneous
SO(3) symmetry breaking of the state with finite magnetization pointing
along the z-axis, implies the presence of low-frequency Goldstone modes
(called magnons in this context) and long-range correlations, i.e., the xx-
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(and yy-) susceptibility has to diverge for q → 0 and takes the following
generic form in the hydrodynamic regime (low-energy and long wave-
length regime) [119]
χxx(q, ω = 0) =
M2
ρ|q|2 for q→ 0 . (5.14)
Here, ρ > 0 is the stiffness constant of the FM and M = 〈sz〉 is the
magnetization density with sz = 1
Ns
∑
i S
z
i . The divergence at q → 0 in
Eq. (5.14) is directly connected with the broken symmetry of the ground
state: starting from a ferromagnetic state aligned along the z-direction,
the slightest x-magnetic field is able to rotate and align all spins in x-
direction and thus the response to an external magnetic field indeed di-
verges at q→ 0.
Eq. (5.14) is the expression for the spin susceptibility in the continuum
approximation (lattice constant a going formally to zero). To be valid this
approximation does not require that the number of spins goes to infinity,
but rather that the distance between neighboring spins is much smaller
than the distances we are interested in. Since we are concerned with the
long-distance physics of our model on the scale of L, this approximation
is justified and simply requires a/L  1. In this limit, both the lattice
constants of the ferromagnet and of the toric code are taken to zero such
that a single plaquette remains coupled to a single FM spin.
Below we give an explicit expression for the stiffness ρ in the one-
magnon approximation. The presence of the symmetry-breaking mag-
netic field hz introduces a gap in the magnon spectrum and thus a mass
term in the susceptibility, i.e., χxx(q, ω = 0) = M
2
ρ|q|2+Shz forq→ 0. The real
space static susceptibility now follows by Fourier transformation which
leads to χxx(r) = M
2
ρ
1
4pi|r|e
−|r|/Lh , with magnetic length Lh =
√
R/Shz.
Consequently, Eq. (5.12) describes a stabilizer Hamiltonian with plaquette-
plaquette interactions given by a Yukawa-like potential,
Jpp′ = −A
2M2
4piρ
e−|Rp−Rp′ |/Lh
|Rp −Rp′| . (5.15)
Since, again, ρ > 0 (see also below), the interaction between stabilizer
operators Wp is attractive.
For the sake of illustration we calculate ρ in the one-magnon (har-
monic) approximation by making use of the Holstein-Primakoff trans-
formation
Szi = −S + nˆi , S−i = ai
√
2S − nˆi , S+i = (S−i )†, (5.16)
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in the formal limit, where the occupation nˆi = a
†
iai is much smaller than
2S [102]. Only in this regime do ai and a
†
i satisfy bosonic commutation
relations and the associated quasi-particles are the well-known magnons
(or spin wave excitations). Indeed, replacing nˆi by its thermal expectation
value 〈nˆi〉, one finds
[ai, a
†
i ] = 1−
〈nˆi〉
2S
+O
(
(
〈nˆi〉
2S
)2
)
. (5.17)
Since J is typically a large energy-scale (J ≈ 103K), temperatures which
are low enough such that 〈nˆi〉  2S is well-satisfied are readily achieved.
In Fourier space, we get HF ≈
∑
q(ωq + hz)a
†
qaq, up to some irrele-
vant constant, with magnon dispersion ωq = 4JS[3− (cos(qx) + cos(qy) +
cos(qz))], where aq = 1√Ns
∑
i e
−iq·Riai, with Ns the number of FM spins.
Inserting Eq. (5.16) into Eq. (5.14) and using a small q expansion leads
to χ(0)xx (q, ω = 0) = S2JS|q|2+hz , which allows us to identify the stiffness
in lowest order ρ(0) = 2JS2 since here M (0) = −S. We thus obtain
χ
(0)
xx (r) = 18piJ |r|e
−|r|/Lh and from this the approximate plaquette coupling
J
(0)
pp′ = −
A2
8piJ
e−|Rp−Rp′ |/Lh
|Rp −Rp′| , (5.18)
which is explicitly attractive since J > 0. We emphasize that Eq. (5.18)
is the one-magnon approximation of Eq. (5.15). The sole effect of both
temperature and magnon-magnon interactions is to renormalize the co-
efficients of the interaction (5.18), i.e., (M (0))2/R(0) → M2/R [119], while
the form of the potential is not affected. Note that the dimensionality of
the 3D FM is critical since Heisenberg FMs in lower dimensions do not
order at T > 0 [120].
If hz is small enough such that Lh  L, the transverse susceptibility
of the FM and hence the mediated interaction Jpp′ in Eq. (5.15) decay like
|Rp−Rp′ |−1 on the length-scale L of the toric code. The same decay of Jpp′
was reported in Sec. 5.2 for the case of coupling to the bosonic operator
Op = ap+a
†
p. This is of course no surprise, since the spin operator Sxp takes
in the Holstein-Primakoff picture and in the limit |〈nˆi〉|  2S indeed the
form
√
2S(ap + a
†
p).
The external magnetic field hz is necessary for stabilizing the mag-
netization of the FM, keeping it along the z-direction. Indeed, the only
condition which needs to be satisfied for the stability of the global mag-
netization of the FM is that the Zeeman energy Ez = hzSΛ3 due to the
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hz field remains much larger than the Zeeman energy Ex = ASL2 due to
the toric code. As a specific example, one can make the following scaling
choice satisfying all constraints: hz ∝ 1/L4 and Λ ∝ L3, which satisfy
Lh ∝ L2  L and Ez/Ex ∝ L3  1. Under these conditions, it is clear
that the total magnetization will not be affected by the presence of the
memory and the FM spins will not rotate into the x-directionon average.
This is in agreement with a Metropolis simulation of the classical Heisen-
berg FM, see Fig. 5.4. However, we show below that backaction effects
become eventually important for the FM spins close to the memory.
5.5 Validity of the effective theory
Here we analyze in detail the conditions of validity of our effective the-
ory.
As we discussed in Ref. [82], the thermal stability of the toric code
protected by the effective Hamiltonian Heff in Eq. (5.12) is due to the fact
that the cost for inverting a stabilizer Wp (creating an anyon) grows with-
out bounds as a function of L. Indeed, assume that initially all stabilizers
have a +1 eigenvalue (Wp ≡ +1). Then, the energy cost for inverting one
of them is given by
µ(L) =
∑
p
2|Jpp′| ∼ A
2M2
ρ
L , (5.19)
where we used Eq. (5.15) and the assumption Lh  L. This seems to be
in contradiction to the fact that our original Hamiltonian H = HG+HF is
a sum of bounded local terms, such that the energy cost for a local change
certainly is bounded and does not grow with system size. However, in
the case where the effective Hamiltonian (5.12) emerges from a system
with two-body interactions, it describes the system correctly in the long-
wavelength and low-energy limit only.
We first note that the Schrieffer-Wolff transformation employed in the
derivation of Heff , followed by tracing out the degrees of freedom of the
mediator qubits and the ferromagnet is not a unitary operation. Hence,
the spectra ofH andHeff are, in general, not identical. They match only in
the low-energy sector where Heff leads to bounded results. Indeed, when
the quantum memory is in contact with a thermal heat bath at inverse
temperature β, the expected anyon density (fraction of stabilizer opera-
tors Wp with a −1 value) is approximately 1/(eβµ(L) + 1) (cf. Sec. IV in
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Ref. [82] for a more careful discussion, taking inter-anyonic interactions
into account). The thermal energy of the code system is thus
〈Heff〉 ≈ L2 µ(L)
eβµ(L) + 1
, (5.20)
which vanishes exponentially as L→∞. The thermal density of anyons
is self-consistently suppressed by the effective anyon chemical potential
µ(L). The total thermal energy 〈Heff〉 remains thus finite and small even
for large L. The fact that µ(L) diverges as a function of L therefore does
not invalidate our effective theory when its full effects are taken into ac-
count.
The effective description breaks down in the high-temperature limit,
βµ(L)  1, which corresponds to populating high-energetic states with
finite probability, i.e., the anyon density becomes of order unity. Indeed,
in this limit, we get 〈Heff〉 ∼ µ(L)L2, which is clearly in contradiction with
a finite upper bound on the energy density 〈Heff〉/L2. This breakdown
of the low-energy effective theory is of course not surprising, since in
this regime the perturbative gadgets no longer work and the magnon
expansion for the FM becomes invalid. (For T > ∆, J , the fraction of
excited mediator qubits and the magnon occupation numbers become of
order unity.)
Thus, our effective long-wave length and low-energy description is
self-consistent for sufficiently low temperatures T and sufficiently large
code sizes L. This is similar to e.g. the harmonic approximation of crystal
vibrations described by phonons. The Hamiltonian Hphonon =
∑
qD|q|nq
is only valid in the low-energy regime, and high-energy (large q) excita-
tions are self-consistently suppressed by the Bose-Einstein factor 〈nq〉 =
1/(eβD|q| − 1).
The effective Hamiltonian (5.12) is not suited to describe the high-
energy part of the spectrum, where the anyon density is of order unity.
High-energy excitations are produced when anyons are created non-adiabatically,
forcing the mediator qubits and the FM to leave their local equilibrium.
In such a scenario the gadgets and the FM have no time to react and
do not penalize the creation of anyons. In fact, the energy cost to create
an anyon “instantaneously” is bounded by a finite constant as argued
above. The fast creation of an anyon produces a bunch of high-energy
and short-wavelength excitations in the gadgets/FM and these kinds of
processes are not described by our effective theory.
In the following, we provide analytical expressions for the regime of
validity of our effective theory. In the derivation of Hamiltonian (5.12)
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we explicitly assumed that mediator qubits reside in their groundstate
and the FM is locally aligned along z-direction. This has to remain valid
when thermal anyons are produced. So besides the requirement that the
coupling B to the external bath is small, i.e., |B|  A, we work in the
adiabatic regime where the external bath creates errors in the code on a
timescale much longer than 1/A, or in other words, when the error rate
is much smaller than A. For instance, modeling the coupling between
code and bath by a generic spin-boson model [73], the error rate γ(ω)
describing processes in which an energy ω is transferred from a code
qubit to the bath takes the following form [38]
γ(ω) = κn
∣∣∣∣ ωn1− e−βω
∣∣∣∣ e−ω/ωc , (5.21)
where ωc is an arbitrary cut-off and κn contains the coupling B to the ex-
ternal bath (in Born approximation, κn ∝ B2). For n = 1 the bath is called
Ohmic, while it is called super-Ohmic for n ≥ 2. The adiabaticity con-
dition then simply reads γ(−A)  A. In this case, the mediator qubits
and the FM have enough time to adapt to the perturbation generated
by an error and stay respectively in an unexcited state or locally aligned
along z-direction. In this regime, trying to flip a single qubit of the code
will “drag along” a large number of other spins, leading to a large ef-
fective energy penalty. To conclude, in such a scenario the low-energy
description Heff of the two-spin Hamiltonian H , involving long-range in-
teractions between four-qubit operators, remains valid.
5.6 Backaction effects onto the ferromagnet
Strictly speaking, our analysis of the toric code coupled to a FM (by
means of a perturbative Schrieffer-Wolff transformation) is valid when
the FM spins are aligned close to the z-direction. This is the reason why
we introduced the external field hz; it stabilizes the FM against the trans-
verse effective magnetic field induced by the toric code and forbids en-
ergetically the turning of the total magnetization. However, backaction
effects are substantial for the FM spins close to the code and it is inter-
esting to study the dynamics of the FM spins in contact to the toric code.
Our study of backaction effects involve both analytical and numerical
results and give a good picture of the dynamics of a Heisenberg ferro-
magnet subject to transverse magnetic field that is localized in a given
plane of the lattice.
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Figure 5.4: A graph of 〈Sxi 〉 (in the middle of the code) against L for the
classical Heisenberg FM with J = 1. The data was obtained numeri-
cally by using the Metropolis algorithm. The magnetic length is Lh = L2
and the FM size is Λ = 2Lh. The data shows agreement to the relation
Sxi (t → ∞) ∝ LA/J , obtained from Eq. (5.22). On the same graph we
plot the total z-magnetization 1
Ns
∑
i〈Szi 〉 against L demonstrating that
the backaction is only a localized effect. The scaling chosen here is differ-
ent than the one in the main text. This different choice is only motivated
by the difficulty to simulate the classical Heisenberg ferromagnet with a
large number of spins. This does not alter the analysis since the chosen
scaling satisfies the necessary requirements Ez  Ex and Lh  L.
Let us consider the situation where the coupling of the surface code
to the FM is turned on at t = 0 and let us calculate the dynamics of
the x-component of a FM spin Si assuming that Wj = +1 ∀j. At time
t > 0 we have, 〈Sxi (t)〉 = TrρFSxi (t), where ρF = e−βHF /Tre−βHF and
Sxi (t) = e
iH′tSxi e
−iH′t, with H ′ as in Eq. (5.11). Here, i in Sxi (t) labels an
arbitrary site Ri of the FM. The dynamics of 〈Sxi (t)〉 can be calculated
exactly as H ′ is exactly diagonalizable, see Appendix 5.C. We find that
〈Sxi (t)〉 =
A
piJ
∑
p
C
(
|Ri−Rp|√
4piJSt
)
+ S
(
|Ri−Rp|√
4piJSt
)
− 1
|Ri −Rp| (5.22)
where C(x) and S(x) are the Fresnel integrals. This expression can be
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evaluated analytically in several limits (see Appendix 5.C for details).
Let us first consider a spin at a FM site Ri which is directly adjacent
to the toric code. For a small code (L < JS/A) we find the long-time
limit 〈Sxi (t → ∞)〉 = −AL/J . We compare this result with a Metropolis
simulation of the classical Heisenberg FM and obtain good agreement,
see Fig. 5.4. On the other hand, consider a code which is assumed to be
large enough such that it can be formally extended to infinity. For this
case, we find the finite-time behavior
〈Sxi (t)〉 = −4A
√
St
piJ
(5.23)
for spins adjacent to the toric code. The FM spins next to the code adapt
to the effective magnetic field in x-direction in a diffusive way with dif-
fusion constant ∼ A2S/J . Note that this expression diverges in the long-
time limit, which is of course unphysical since |〈Sxi (t)〉| is bounded by S.
This divergence is an artefact of the harmonic (one-magnon) approxima-
tion. We thus trust this approximation at most only for times which are
such that |〈Sxi (t)〉| ≤ S.
The deviations 〈Sxi (t)〉 in x-direction become comparable with S after
a time of order tr ∼ JS/A2. We refer to tr as the refreshing time: at this
time, the backaction of the surface code on the FM has become substantial
with the FM spins close to the code being tilted away from the magneti-
zation direction of the FM (along the z-axis) and pointing now along the
x-axis. To restore the full effect of the FM, we refresh the ferromagnetic
state with, e.g., a magnetic pulse, so that all spins point again along the
z-axis. This procedure has to be repeated periodically on a time scale tr,
which, importantly, is independent of the code size L. This refreshing
can be considered as part of a cooling cycle to get the heat generated by
the surface code out of the system (note that no measurements of stabiliz-
ers or entangling operations are involved). This refreshing prevents the
total system, FM plus surface code, to reach a new common equilibrium
state, and instead ensures that the FM stays in its own equilibrium state.
Finally, let us consider a spin at a FM site Ri with a distance d away
from the toric code, which is again assumed to be very large. For this
case, Eq. (5.22) evaluates to
〈Sxi (t)〉 =
16A
d2
√
JS3t3
pi
(
cos
(
d2
8JSt
)
+ sin
(
d2
8JSt
))
+O(d−3) . (5.24)
The deviation of the FM spins from the ordering along z-direction decays
quadratically with the distance from the code.
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Longitudinal coupling to the ferromagnet
We note that the refreshing process represents a sufficent condition for
maintaining an effective quantum memory Hamiltonian. However, it
is not necessary. Indeed, let us consider the extreme case where all the
spins of the FM tilt into x-direction (possible if we allow Ex to exceed
Ez by assuming e.g. hz = 0). In this worst case scenario, the interaction
between plaquettes is not given by the transverse susceptibility of the FM
anymore but by the longitudinal one. This fact is derived perturbatively
in more detail in Appendix 5.B. The longitudinal susceptibility of the FM
has been studied in detail both with a spin wave analysis [105] and with
a decoupling method [122, 122]. The small q result reads χ||(q, ω = 0) =
kBT/8D
2|q|. This is valid when h  Dq2  kBT , which is the regime
of interest here since we focus on distances smaller than Lh. We note
that, contrary to the transverse susceptibility, χ||(q, ω = 0) vanishes at
T = 0, since it corresponds to particle-hole excitations. Here h points
in longitudinal direction and is composed of an external magnetic field
(which, as above, is assumed to scale as 1/L4) and the magnetic field
produced by the surface code. Since the latter scales as L2/Λ3 ∝ 1/L7,
see Appendix 5.B, the longitudinal field produced by the memory can
safely be ignored. The magnetic length thus scales again as Lh ∝ L2. In
real space we have χ||(r) ∝ T/r2.
This worst case is thus analogous to choosing Op = a†pap in the Hamil-
tonian discussed in Sec. 5.2, for which the anyon chemical potential grows
logarithmically with L and the memory lifetime grows polynomially.
Again, this is what one would have expected, since in the Holstein-Primakoff
picture the longitudinal spin component at Rp is given by −S + a†pap.
5.7 Conclusions
Whether there is a physical Hamiltonian that allows for thermally sta-
ble storage of quantum information is a big open question in theoreti-
cal physics. The answer will depend on what properties are required
for a Hamiltonian to deserve the label “physical”. If one only requires
bounded strength and locality of interactions, the answer is affirmative,
as the 4D toric code shows [34]. The 4D toric code also constitutes the
only known example of a quantum memory Hamiltonian for which it is
rigorously proven that the lifetime grows without bounds (below a crit-
ical temperature) and that it is stable against arbitrary (local and weak
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enough) perturbations. Requiring locality in at most three dimensions
excludes the 4D toric code, but boson-mediated long-range interactions
still can make the energetic penalty for creating an anyon arbitrarily high
[39,81,82]. If one additionally requires that all operators be bounded (and
thereby excludes bosonic operators), the cubic code [60–62] still exhibits
self-correcting behavior. Finally, if one takes into account that interac-
tions in nature are in fact two-body and thus requires that all terms in
the Hamiltonian involve at most two spins, one excludes all existing pro-
posals.
In this work, we have shown that even under this most rigid under-
standing of what constitutes a “physical” Hamiltonian, we can still ex-
pect to observe self-correcting behavior. The quantum memory Hamilto-
nian of Ref. [82] emerges as the low-energy effective theory of a 3D model
with bounded-strength interactions between nearest-neighbor spins only.
This effective Hamiltonian describes the low-energy, long-wavelength
response of the system, and self-correcting behavior can only be observed
if the noise affecting the memory is such that this description remains
valid.
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5.A Schrieffer-Wolff transformation
Consider some Hamiltonian H0 with an energetic gap ∆ between a low-
and a high-energy subspace. In the context of the perturbative gadgets
in Sec. 5.3, H0 will simply describe the energy splitting ∆ of a mediator
qubit, i.e., an auxiliary qubit that mediates interactions between adjacent
qubits. Given some perturbation V with ‖V ‖ < ∆
2
, the modified Hamil-
tonian H0 +V will display a low-energy subspace of the same dimension
as the one of H0, which is separated from the high-energy spetrum by
a gap of at least ∆ − 2 ‖V ‖. The SW transformation is then defined as
a unitary operator eS (with S anti-Hermitian), such that eS(H0 + V )e−S
is block-diagonal with respect to the high- and low-energy subspaces of
H0. Together with the requirement that S be block-off-diagonal with re-
spect to the low- and high-energy subspaces of H0 and that ‖S‖ < pi2 , this
specifies S uniquely [95].
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Let P denote the projector onto the low-energy subspace of H0. The
effective low-energy Hamiltonian
Heff = Pe
S(H0 + V )e
−SP (5.25)
can be expanded in a perturbative series Heff = H
(0)
eff + H
(1)
eff + H
(2)
eff +
H
(3)
eff + . . ., where explicit formulae for the low-order effective terms can
be derived from Ref. [95]. Let Q = 1 − P , Vd = PV P + QV Q, and
Vod = PV Q+QV P . We have
H
(0)
eff = PH0P , (5.26)
H
(1)
eff = PVdP , (5.27)
H
(2)
eff =
1
2
P
[
L−10 Vod, Vod
]
P , (5.28)
and
H
(3)
eff =
1
2
P
[
L−10
[
L−10 Vod, Vd
]
, Vod
]
P . (5.29)
In the last two expressions, L0 is the Liouvillian superoperator L0O =
[H0, O], whose inverse is given by
L−10 O = −i lim
µ→0+
∫ ∞
0
dt e−µteiH0tOe−iH0t . (5.30)
For the second order effective Hamiltonian, one finds the concise formula
H
(2)
eff = −
i
2
lim
µ→0+
∫ ∞
0
dt e−µtP [Vod(t), Vod]P . (5.31)
We note that with H0 = −∆2 σzr we have
L−10 σ
x
r = −
i
∆
σyr , (5.32)
which leads to Eq. (5.7).
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5.B Interactions mediated by a translationally
invariant system
Coupling to the transverse component of the FM spins
We show here a detailed derivation of Eq. (5.12) of the main text with the
use of a perturbative Schrieffer-Wolff transformation similar to Ref. [101].
We assume here that the FM is in broken-symmetry state with mag-
netization along z-direction and we couple the surface code to the trans-
verse x component of the FM spins:
H = H0 + V = H0 +
∑
q
SxqA−q , (5.33)
where H0 is a general S-spin Hamiltonian and Ai arbitrary operators
which commute with H0 and with each other. The Fourier components
are defined through Sq = 1√Ns
∑
i e
−iq·RiSi and Aq = 1√Ns
∑
i e
−q·RiAi,
whereNs denotes the number of spins Si andRi their site. Here we iden-
tify the projector P as the operator projecting onto the subspace with a
fixed number of magnons nq. Since Sx does not conserve the number of
magnons, it is clear that Vd = 0 and Vod = V . Note that we have absorbed
the symmetry-breaking term hz
∑
i S
z
i into H0. Up to second order, we
obtain from Eq. (5.31)
H
(2)
eff = −
i
2
lim
η→0+
∑
q,q′
∫ ∞
0
dt e−ηt
[
Sxq(t)A−q, S
x
q′A−q′
]
= − i
2
lim
η→0+
∑
q,q′
∫ ∞
0
dt e−ηt×[Sxq(t), Sxq′ ]A−q′A−q + Sxq(t)Sxq′ [A−q, A−q′ ]︸ ︷︷ ︸
=0
 .
(5.34)
We assume that the S-spins are in thermal equilibrium, described by the
canonical density matrix ρ = e−βHF /Tr e−βHF , where HF is the S-spin
Hamiltonian without the coupling to the plaquettes and corresponds to
the main part of the Hamiltonian in Eq. (5.33), i.e., HF = H0. In doing
so, we neglect the backaction of the toric code on the ferromagnet. This
backaction will be addressed in Appendix 5.C below where we show that
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it leads to a localized effect on the ferromagnet which becomes relevant
when the size of the toric code increases (see also Sec. 5.6 in the main
text). Here, we rely on a formal perturbation expansion in powers of
‖Ai‖ /J . Convergence of this formal expansion is an interesting question
by itself and can be approached along the lines discussed in Ref. [95].
However, such rigorous treatment is beyond the present scope. Still, in
the one-magnon (or harmonic) approximation, the effective Hamiltonian
Eq. (5.12) in the main text is exact in all orders of ‖Ai‖, thus showing that
all higher order contributions of the Schrieffer-Wolff expansion vanish
exactly in the one-magnon regime.
The equilibrium expectation values are denoted by 〈. . .〉. Since H0
is translationally invariant, such that 〈SαriSβrj〉 = 〈Sα0Sαrj−ri〉, we have〈SαqSαq′〉 = 〈SαqSα−q〉δq+q′,0, and thus
H
(2)
eff = −
i
2
lim
η→0+
∑
q
∫ ∞
0
dt e−ηt
〈
[Sxq(t), S
x
−q]
〉
AqA−q
= −1
2
∑
q
A−qχxx(q)Aq , (5.35)
where χxx(q) is the static spin susceptibility.
Coupling to the longitudinal component of the FM spins
We are now interested in the case where the surface code is coupled to
the longitudinal component of the FM spins:
H = H0 + V = H0 + A
∑
i
WiS
z
i , (5.36)
where the sum runs over the L2 lattice sites lying in the plane of the sur-
face code. The main part H0 is the Hamiltonian of the FM, i.e., H0 = HF ,
which contains the symmetry-braking term hz
∑
i S
z
i . As above, we iden-
tify P as the operator projecting onto the subspace with a fixed num-
ber of magnons nq. In order to distinguish between the diagonal and
off-diagonal parts of the perturbation, it is useful to apply the Holstein-
Primakoff transformation in the harmonic approximation (see Eq. (6) in
the main text). Doing so we obtain
V = −SA
∑
i
Wi + A
∑
i
Wia
†
iai . (5.37)
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In Fourier space Eq. (5.37) reads
V = −SA
∑
i
Wi +
A
Ns
∑
i
Wi
∑
q,q′
eiRi·(q−q
′)a†qaq′ . (5.38)
It is now straightforward to distinguish between the diagonal and the
off-diagonal part of the perturbation, namely
Vd = −SA
∑
i
Wi +
A
Ns
∑
i
Wi
∑
q
a†qaq , (5.39)
Vod =
A
Ns
∑
i
Wi
∑
q 6=q′
eiRi·(q−q
′)a†qaq′ . (5.40)
Absorbing Vd into the main part of the Hamiltonian, we rewrite
H = H ′0 + Vod , (5.41)
with (in the harmonic approximation)
H ′0 = −SA
∑
i
Wi +
∑
q
qnq +
A
Λ3
L2
∑
q
nq, (5.42)
where, as in the main text q = ωq + hz, we assumed that the surface
code is free of anyons, i.e., Wi = +1, and we used Ns = Λ3. We see from
Eq. (5.42) that the backaction effect of the surface code increases the gap
of the magnons from hz to h′z = hz + AL2/Λ3. However this additional
term has no weight in the thermodynamic limit since it scales with Λ−3.
Using the specific choice of scaling from the main text, we have hz ∝ 1/L4
while L2/Λ3 ∝ 1/L7. In the thermodynamic limit the magnetic length is
thus just given by the external magnetic field hz
Lh′z → Lhz ∝ L2 for L→∞ . (5.43)
This allows us to safely conclude that the backaction of the surface code
is negligible in this case.
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Using Eq. (5.31), we find
H
(2)
eff =
A2
2N2s
∑
i,j
WiWj
∑
q 6=q′,k 6=k′
eiRi·(q−q
′)+Rj ·(k−k′)
q − q′
[
a†qaq′ , a
†
kak′
]
=
A2
2N2s
∑
i,j
WiWj
∑
q 6=q′
nq − nq′
q − q′ e
i(q−q′)·(Ri−Rj)
=
A2
2N2s
∑
i,j
WiWj
∑
q′,k
nk+q′ − nq′
k+q′ − q′ e
ik·(Ri−Rj)
= − A
2
2N2s
∑
i,j
WiWj
∑
q,k
eβ(k+q−k)
k+q − k nk+q(nk + 1)e
iq·(Ri−Rj)
= − A
2
2Ns
∑
i,j
WiWj
∑
k
χzz(q, ω = 0)e
iq(Ri−Rj) (5.44)
where the last equality comes from the definition of the susceptibility in
Eq. (5.14) evaluated in the one-magnon approximation. Following the
approach of Ref. [105] assuming that βq+k, βq, β(k+q − k)  1, we
have that
χzz(q, ω = 0) =
kBT
8D2
1
|q| for |q| → 0, (5.45)
where D = 2JS. From Eqs. (5.44) and (5.45), we finally find a chemical
potential for the anyons µ ∝ kBT ln(L/2) as shown in the main text. We
note that the term −SA∑iWi in H ′0 leads to an increase of the chemical
potential by 2SA. However, this term does not scale with L and can be
neglected for large L.
5.C Detailed study of the ferromagnetic spin
dynamics under the effective longitudinal
magnetic field produced by the toric code
For simplicity, we write in this Appendix H instead of H ′, where H ′ is as
given in Eq. (5.11). Furthermore, we are interested in the stable regime
of the quantum memory, where topological defects are created on time-
scales larger than the time on which FM-spins close to the toric code ad-
just. We thus assume Wi ≡ +1 for all stabilizers Wi. In the one-magnon
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approximation, we then have
H =
√
2SA
∑
p
(ap + a
†
p) +
∑
k
ka
†
kak , (5.46)
with k = ωk+hz and ωk = 4JS[3−(cos(kx)+cos(ky)+cos(kz))] ≈ 2JSk2.
Non-equilibrium response for Sx
We now calculate the time-dependent expectation value of the local x-
magnetization, defined as
〈Sxi (t)〉 = tr{ρFSxi (t)} (5.47)
where
Sxi (t) = e
iHtSxi e
−iHt (5.48)
with
ρF = e
−HF /kBT/ZF , ZF = Tre−HF /kBT (5.49)
and HF =
∑
k ka
†
kak in one-magnon approximation.
We define the polaron transformation [82, 103]
S =
√
2SA√
Ns
∑
p
∑
k
1
k
(eikRpak − h.c.) (5.50)
which exactly diagonalizes H . We have
eSaie−S = ai + [S, ai] = ai −
√
2SA
Ns
∑
p
∑
k
1
εk
eik(Ri−Rp) (5.51)
and
eSake−S = ak + [S, ak] = ak −
√
2SA√
Ns
∑
p
1
εk
e−ikRp (5.52)
Using these two relations, one easily shows that
eSHe−S = HF + const . (5.53)
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We can thus calculate
〈Sxi (t)〉 = tr
{
ρF e
iHtSxi e
−iHt}
= tr
{
ρF e
−SeiHF teSSxi e
−Se−iHF teS
}
. (5.54)
In the Holstein-Primakoff picture, Sxi =
√
2S(ai + a
†
i ), such that
〈Sxi (t)〉 =
√
2S tr
{
ρF e
−SeiHF t(ai + a
†
i )e
−iHF teS
}
− 4SA
Ns
∑
p
∑
k
1
εk
cos(k(Ri −Rp))
=
√
2S
1√
Ns
∑
k
tr
{
ρF e
−S (eikRie−εktak + h.c.) eS}
− 4SA
Ns
∑
p
∑
k
1
εk
cos(k(Ri −Rp))
=
2SA
Ns
∑
p
∑
k
1
εk
eik(Ri−Rp)e−εkt + c.c.
− 4SA
Ns
∑
p
∑
k
1
εk
cos(k(Ri −Rp))
=
4SA
Ns
∑
p
∑
k
1
εk
(cos[k(Ri −Rp]− εkt)− cos[k(Ri −Rp)])
(5.55)
In order to further evaluate the sum
∑
k, we go to the continuum limit
and replace it by the integral Ns
(2pi)3
∫
dk. We also use the small-k/small-hz
expansion of the magnon dispersion, εk ≈ 2JSk2. We obtain
〈Sxi (t)〉 ≈
2
(2pi)3
A
J
∑
p
∫
dk
1
k2
(
cos[k(Ri −Rp]− 2JSk2t)− cos[k(Ri −Rp)]
)
≈ A
piJ
∑
p
1
|Ri −Rp|
(
C(
|Ri −Rp|√
4piJSt
) + S(
|Ri −Rp|√
4piJSt
)− 1
)
,
(5.56)
where C(x) =
∫ x
0
cos(pi
2
t2)dt and S(x) =
∫ x
0
sin(pi
2
t2)dt are the Fresnel inte-
grals.
Let us first study a FM spin adjacent to the code plane. In the long-
time limit t → ∞, we have, approximating the code by a disk of radius
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L/2 around our spin of interested at Ri,
〈Sxi (t)〉 = −
A
piJ
∑
p
1
|Ri −Rp|
≈ − A
piJ
∫ L/2
0
dR(2piR)
1
R
= −AL
J
. (5.57)
As |〈Sxi (t)〉| is bounded by S, this can of course only be valid for code
sizes L ≤ JS
A
. Let us thus consider the opposite limit of a code which
is large enough such that the integral in the integration over all code
plaquettes can formally be extended to infinity. Then,
〈Sxi (t)〉 =
A
piJ
∫ ∞
0
dR(2piR)
1
R
(
C(
R√
4piJSt
) + S(
R√
4piJSt
)− 1
)
= −4A
√
St
piJ
. (5.58)
The FM spins next to the code align with the local field in a diffusive way,
with diffusion constant ∼ A2S/J . For a large enough code, the evolution
of a local FM spin is independent of the code size, as expected. For a
spin with distance d to the code, the integration is more involved and
one finds
〈Sxi (t)〉 =
A
piJ
∫ ∞
0
dR(2piR)
1√
d2 +R
(
C(
√
d2 +R√
4piJSt
) + S(
√
d2 +R√
4piJSt
)− 1
)
=
16A
d2
√
JS3t3
pi
(
cos(
d2
8JSt
) + sin(
d2
8JSt
)
)
+O(d−3) . (5.59)
The deviation decays quadratically with the distance from the code. The
results in Eqs. (5.58) and (5.59) both diverge as t→∞. This is an artefact
of the harmonic (one-magnon) expansion. We thus trust these results
only for times t such that |〈Sxi (t)〉| ≤ S.
Part II
Quantum Error Correction and
Non-Abelian Anyons
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CHAPTER 6
An Efficient Markov Chain
Monte Carlo Algorithm for the
Surface Code
Adapted from:
Adrian Hutter, James R. Wootton, and Daniel Loss
“An efficient Markov chain Monte Carlo algorithm for the surface code”,
Phys. Rev. A 89, 022326 (2014)
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Minimum-weight perfect matching (MWPM) has been the primary classical
algorithm for error correction in the surface code, since it is of low runtime
complexity and achieves relatively low logical error rates [Phys. Rev. Lett.
108, 180501 (2012)]. A Markov chain Monte Carlo (MCMC) algorithm [Phys.
Rev. Lett. 109, 160503 (2012)] is able to achieve lower logical error rates and
higher thresholds than MWPM, but requires a classical runtime complexity
which is super-polynomial in L, the linear size of the code. In this work we
present an MCMC algorithm that achieves significantly lower logical error
rates than MWPM at the cost of a runtime complexity increased by a factor
O(L2). This advantage is due to taking correlations between bit- and phase-
flip errors (as they appear, for example, in depolarizing noise) as well as en-
tropic factors (i.e., the numbers of likely error paths in different equivalence
classes) into account. For depolarizing noise with error rate p, we present
the first efficient algorithm for which the logical error rate is suppressed as
O((p/3)L/2) for p → 0 – an exponential improvement over all previously
existing efficient algorithms. Our algorithm allows for trade-offs between
runtime and achieved logical error rates as well as for parallelization, and
can be also used to correct in the case of imperfect stabilizer measurements.
6.1 Introduction
An important primitive for the processing of quantum information is the
ability to store it despite constant corruptive influence of the external
environment on the applied hardware and imperfections of the latter.
While one approach seeks to achieve this by constructing a self-correcting
quantum memory (see Ref. [113] for a recent review), an alternative possi-
bility is to dynamically protect the stored quantum information by con-
stantly pumping entropy out of the system. Topological quantum er-
ror correction codes [16, 17] store one logical qubit in a large number
of physical qubits, in a way which guarantees that a sufficiently low
density of errors on the physical qubits can be detected and undone,
without affecting the stored logical qubit. Most promising is the surface
code [44, 47, 57, 66], which requires only local four-qubit parity operators
to be measured. While proposals for direct measurement of such opera-
tors exist [39, 123, 124], most of the literature focuses on time-dependent
interactions between the four qubits and an auxiliary qubit, allowing to
perform sequential CNOT gates and to finally read the measurement re-
sult off the auxiliary qubit. See Ref. [48] for a recent review.
In order to decode the syndrome information, i.e., use the outcomes of
all four-qubit measurements to find out how to optimally perform error
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correction, a classical computation is necessary. This classical computa-
tion is not trivial and brute force approaches are infeasible. Decoding al-
gorithms based on renormalization techniques [125] or minimum-weight
perfect matching (MWPM) [126] have a runtime complexity O(L2) and
can be parallelized to O(L0) (neglecting logarithms), where L is the lin-
ear size of the code. As these algorithms are approximative, the logical
error rates achievable with them fall short of those theoretically achiev-
able by brute force decoding. A Markov chain Monte Carlo (MCMC)
algorithm [127] can cope with higher physical error rates than the two
mentioned algorithms, but has super-polynomial (yet sub-exponential)
runtime complexity. In this work, we present an efficient MCMC decod-
ing algorithm that allows to achieve logical error rates lower than those
achievable by means of MWPM.1 Equivalently, a smaller code size is re-
quired to achieve a certain target logical error rate. Our algorithm allows
for trade-offs between runtime and achieved logical error rate. If we de-
fine the runtime of our algorithm to be the minimal computation time
such that the achieved logical error rate is lower than the one achievable
by means of MWPM, we find it to be O(L4).
Furthermore, we describe a method for achieving logical error rates
which, in the limit of a vanishing error rate p → 0, are exponentially
smaller than those of previous methods. After completion of this work,
a method for achieving the same asymptotic error suppression with op-
timal run-time complexity has been described in Ref. [128].
In summary, in comparison to alternative algorithms [125,126] our al-
gorithm allows for lower quantum information error rates and smaller
code sizes at the cost of a (polynomially) higher classical runtime com-
plexity. Given the current state of the art of quantum and classical in-
formation processing, shifting requirements from quantum to classical
seems desirable. Our algorithm is generalizable to the (realistic) case of
imperfect stabilizer measurements, though we restrict numerical simula-
tions in this work to the case of perfect measurements for simplicity.
6.2 Error correction in surface codes
Stabilizer operators are, in the context of the surface code, tensor prod-
ucts of σx or σz operators (see Fig. 6.1) which are required to yield a
1As the error correction algorithm of Ref. [125] itself allows for trade-offs between
runtime and error rates, and MWPM based algorithms have attained most interest in
the literature, we do not directly compare our algorithm to the former.
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Figure 6.1: An L = 4 surface code. Black dots are data qubits, grey dots
are syndrome qubits that allow to read off the results of the stabilizer
measurements when sequential CNOT gates have been performed be-
tween them and the adjacent data qubits. Stabilizer operators are either
tensor products of σx operators (acting on the data qubits around a white
square/triangle) or tensor products of σz operators (acting on the data
qubits around a blue (dark) square/triangle).
+1 eigenvalue when applied to the quantum state stored in the code.
Eigenvalues −1 are treated as errors and interpreted as the presence of
an anyon. A surface code of size L has nstab = 2L(L − 1) (3- and 4-qubit)
stabilizers. Since all stabilizers commute, they can be measured simulta-
neously and hence the presence of anyons can be detected. Any Pauli op-
erator σx, σy, or σz applied to a data qubit creates at least one anyon as it
anti-commutes with at least one stabilizer. We call violated σx-stabilizers
s-anyons and violated σz-stabilizers p-anyons.
Given some anyon configuration A, the goal is to apply a series of
single-qubit σx and σz operators, such that all anyons are removed and a
trivial operation has been performed on the code subspace. Two such hy-
potheses about what errors the physical qubits have suffered are equiv-
alent if they can be deformed into each other through the application of
stabilizers. Equivalent error chains will lead to the same operation per-
formed on the code subspace (consisting of the states which are +1 eigen-
states of each stabilizer). For the surface code, there are four such equiva-
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lence classes. The goal is therefore to find the most probable equivalence
class of error chains and not to find the most likely error chain. The most
likely error chain need not be an element of the most likely equivalence
class, though trying to correct by undoing the most likely error path is a
reasonable approximation and is the idea behind minimum-weight per-
fect matching correction algorithms. More precisely, MWPM matches
both kinds of anyons independently of each other and thus ignores po-
tential correlations between σx- and σz-errors.
Decoherence models in which each qubit independently is subject to
the channel
ρ 7→ pIρ+ pxσxρσx + pyσyρσy + pzσzρσz (6.1)
(with pI + px + py + pz = 1) allow for efficient simulation on a classical
computer. While physical decoherence models may not exactly have the
form of Eq. (6.1), they may be approximated by such a channel through
a Pauli twirl approximation [129, 130]. The two most frequently studied
noise models of the form of Eq. (6.1) are independent bit- and phase-flip
errors (px = pb(1 − pp), pz = pp(1 − pb) and py = pbpp for independent
bit- and phase-flip probabilities pb and pp) and depolarizing noise (px =
pz = py =
p
3
). The theoretical maximal error rates up to which error
correction is possible by exact error correction are known to be pb, pp <
10.9% for independent bit- and phase-flip errors [57] and p < 18.9% for
depolarizing noise [131]. Any approximate error correction algorithm
will yield threshold error rates below these theoretical maxima.
Minimum weight matching considers bit-flip errors (which create p-
anyons) and phase-flip errors (which create s-anyons) independently. As
such it is only well designed for noise models with no correlations be-
tween σx- and σz-errors. Errors models that do have these correlations,
such as depolarizing noise, can only be treated approximately. Typically
this means that the correction will be done as if the bit and phase-flip er-
rors occurred with independent probabilities pb = px+py and pp = px+py,
calculated according to the true (correlated) noise model.
This suboptimal treatment of correlated noise leads to suboptimal be-
haviour. Thresholds are significantly lower than the theoretical maxmima
and the effectiveness below threshold is also significantly affected. For
example, let us consider the behaviour for depolarizing noise with very
low p. In this case the probability of a logical error is dominated by the
probability of the most likely fatal error pattern (one which causes the de-
coder to guess the wrong equivalence class). This means the fatal error
pattern with the minimum number of single qubit errors.
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Perfect matching treats this noise model as one in which bit and phase-
flip errors occur independently with probabilities pb = pp = 2p/3. A fatal
error pattern that causes a logical bit-flip error requires, for odd L, at least
L+1
2
single qubit bit-flips to occur in a line, such that they create a pair of
p-anyons separated by just over half the size of the code (or a single p-
anyon which is closer to the boundary to which it is not connected by
the error chain). This is because the matching will incorrectly think that
they were created by the L−1
2
bit-flips required to create them within the
opposite equivalence class, since this matching has a smaller weight.
If p is low enough (p  1/L2), the probability of a logical error is
dominated by the most probable error chains that are capable of lead-
ing to a logical error after error correction. For perfect matching, this
means that in this regime the probability of a logical error is suppressed
as O(p
L+1
2
b ) = O((2p/3)
L+1
2 ). Note that this describes the scaling as a func-
tion of p only – we have omitted combinatorial prefactors that depend
upon L but not upon p.
An optimal decoder that takes the possibility of py-errors into account,
on the other hand, will only fail for a small fraction of these most likely
errors. If there are s-anyons along the error path, it will conclude that py-
errors have happened and thus infer the correct equivalence class. Such
an optimal decoder can only fail if 0 or 1 of the L+1
2
bit-flips are due to py-
errors. The probability of a logical error is thus suppressed asO((p/3)
L+1
2 )
– an exponential improvement over MWPM. Recall that this scaling is
only valid in the regime p 1/L2.
In Sec. 6.3, we introduce an enhanced version of MWPM. It is the
first efficent algorithm that achieves an O((p/3)
L+1
2 ) scaling although it
is not an optimal decoder in the above sense. The second algorithm,
discussed in Sec. 6.4, uses enhanced MWPM as a starting point and then
performs Markov chain Monte Carlo sampling in order to further reduce
the logical error rate. It is an efficient optimal decoder for p → 0 and
– more importantly in practice – achieves for non-vanishing values of p
significantly lower error rates than both standard and enhanced MWPM
due to taking entropic factors, i.e., the numbers of likely error paths in the
different equivalence classes into account.
6.3 Enhanced MWPM
Our first method consists of only a small change to the standard MWPM
decoding, but it nevertheless has a large effect. To explain this fully, we
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must first explain standard MWPM decoding for the surface code (see,
e.g., Ref. [132]) in more detail.
For a graph with weighted edges between an even number of vertices,
Edmond’s MWPM algorithm [70] finds the pairing of minimal weight
efficiently. To use this for decoding of the surface code, the problem of
determining the most likely equivalence class with which to correct the
errors must therefore be mapped to a matching problem. In fact, the
decoding of the surface code becomes two separate matching problems,
one for the s-anyons and one for the p-anyons. In each case the anyons
are used as the vertices of the graph, and the weight assigned to the edge
between any two anyons is taken to be the minimal number of single
qubit errors necessary to link them (their Manhattan distance).
To take into account the effects of the boundaries of the code, for
each anyon a virtual partner is placed on the closer boundary of the type
which is able to absorb it (top and bottom for s-anyons and left and right
for p-anyons). An edge is added between each anyon and its virtual
partner, whose weight is given by the minimal number of single qubit
errors necessary to link the anyon to the boundary. Including these vir-
tual anyons ensures that the number of vertices in the graph is even and
that each anyon can be matched to the closest absorbing boundary.
All virtual anyons are connected to each other with zero weight, al-
lowing for virtual anyons on opposite sides of the code to be matched.
Without loss of generality, we can assume that there is either no such
code-spanning matching or there is only one. Any other case can be
mapped to either one of these without increasing the weight of the match-
ing. Note that, for any given anyon configuration, whether there is zero
or one code-spanning matching of virtual anyons is in one-to-one corre-
spondence with the equivalence class of the matching.
For the s-anyons, the result of the matching can be interpreted as a
pattern of σz-errors that are consistent with the syndrome. The minimal
weight matching therefore gives the pattern with the smallest number of
σz errors. The minimal weight matching for the p-anyons gives the cor-
responding result for σx errors. When superimposed, any spin that has
suffered both a σx- and a σz-error can be interpreted as having suffered
a σy. The total error configuration therefore contains the minimum num-
ber of errors when a σy is counted as two errors: a σx and a σz. For error
models in which bit- and phase-flips occur independently, the match-
ing corresponds to the most likely error configuration. It can therefore
be assumed that the most likely equivalence class is the same as that of
this matching, and so the errors can be corrected accordingly. The four
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equivalence classes of errors in the surface code may be identified by de-
termining the parity of the number of errors that lie on a given line that
links the top and bottom or left and right boundary.
The total error configuration output by the matching does not, how-
ever, necessarily contain the minimum number of errors when a σy is
counted as a single error. This would be the relevant measure of the error
number for depolarizing noise, since this has all error types occur with
equal probability. It is clear that the equivalence class of the matching
will still most likely correspond to the most likely class in many cases,
and so this decoding will yield good suppression of errors [132]. How-
ever, its performance will be suboptimal.
To enhance the results of MWPM, consider the case that an additional
virtual anyon is added to each edge. These will be connected to each
other and to all the virtual anyons on their edge with zero weight. They
are not connected to any real anyons. We consider also that the virtual
anyons on each edge are no longer connected to the virtual anyons of
the other edge. Despite these differences, the results of the matching will
be the same as those above, since the additional anyons can provide the
same effect as the single code-spanning matching. If such a matching is
required, the two virtual anyons on each edge that would have matched
to each other will match to their respective additional anyon. If it is not
required, the additional anyons match to each other.
Using the above set-up, we can now determine how to force MWPM
to output the minimum weight matching for each equivalence class, rather
than simply the overall minimum. If the two additional virtual anyons
are removed, the corresponding result cannot have a code-spanning match-
ing. If they are added but not connected to each other, they are forced to
each match with a virtual anyon on their edge. This therefore forces a re-
sult for which there is a code spanning matching. These two results will
therefore contain the true overall minimum weight matching, as well as
the minimum weight matching for the opposite equivalence class. See
Fig. 6.2 for an illustration.
There is one case for which the above is not true. If all anyons exist
only on one side of the code, the additional virtual anyon will be the only
virtual anyon on the other side. With nothing to match to, the matching
algorithm will not yield a result. To mitigate this, the additional anyon
is connected to all real anyons on the other side of the code when its
own side is empty. If there are no physical anyons, the additional virtual
anyons on each edge are connected to each other.
Given the two results obtained using the above method, choosing the
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Figure 6.2: Three p-anyons (solid squares) have been detected in a sur-
face code. In order to find hypotheses of minimum weight (maximal
probability) about what errors have occurred, we first add virtual anyons
(light squares) on the closest absorbing boundary of each real anyon and
connect virtual anyons residing on the same boundary; see the a) part
of the figure. Dashed lines represent zero-weight edges, solid lines rep-
resent non-zero-weight edges. In part b) of the figure, we place an ad-
ditional virtual anyon on the left and right boundary. Note that each
possible pairing in part b) is an element of a different equivalence class
then the pairings which are possible in part a).
equivalence class corresponding to the matching with the lowest weight
is equivalent to the decoding using the standard matching algorithm.
Our enhanced matching differs in that it obtains the lowest weight match-
ing for both equivalence classes of both anyon types. This results in 2× 2
possibilities for superimposing these two matchings on top of each other.
Each of these matchings is the most likely within its equivalence class for
the approximate error model where the correlations between σx- and σz-
errors are ignored. The probabilities of these four error configurations,
when calculated using the true correlated error model, will not be in di-
rect correspondence with the weights calculated by the matching algo-
rithm. Hence the error configuration with the highest probability will
not necessarily be the one output by the standard matching algorithm.
By choosing the equivalence class that corresponds to the most likely er-
ror configuration, we can therefore get improved results.
The highly efficient version of MWPM for the surface code [126] re-
quires that the weights in the graph correspond to the geometrical (Man-
hattan) distance between the corresponding anyons. The zero-weight
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edges between virtual anyons thus prevent us from straightforwardly
employing this algorithm. We thus employ the library Blossom V [69],
which finds a minimal-weight pairing for arbitrary graphs. For a graph
with n vertices andm edges, Blossom V has a runtime complexityO(mn log n).
If we pair all real anyons with each other (n = O(L2), m = O(L4)), we
obtain a runtime complexity O(L6 logL). The number of edges can be
reduced to m = O(L2) by connecting each anyon only with other anyons
within some O(1) distance (and increasing this distance if no anyon is
found within the initial one). A more sophisticated method of achiev-
ing m = O(L2) would be to employ a Delaunay-triangulation of all real
anyons, which has been used for performing error correction in the sur-
face code for the first time in Ref. [38] . Both methods lead to a runtime
complexity O(L4 logL). Furthermore, a version of perfect matching for
graphs with integer weights only (as in our case) that are upper-bouned
by N has runtime complexity O(m3/4n logN) = O(L3.5) [133]. This is less
than the O(L4) runtime wich we use for the Metropolis sampling (see
Sec. 6.4).
However, for our actual numerical simulations we simply use Blossom
V and connect all real anyons with each other. This allows us to compare
our MCMC algorithm with the best performance that could possibly be
achieved using MWPM.
To determine the low-p scaling of the logical error rate with L, it is
sufficient to consider the minimal error configurations that can cause a
logical (say, X-)error. These act only on a single line, and create p-anyons
on that line at the boundaries between spins that have suffered a σx- or
σy-error and those that have not.
For the types of errors we consider here, the matching of the s-anyons
will yield one error configuration that is much less likely than the other.
We will therefore consider only the other, which is the same as would
be given by standard MWPM. Only two total error configurations are
therefore considered, with two possible layouts of the σx-errors deter-
mined by the matching of the p-anyons for both classes, superimposed
with the single layout of σz-errors given by the standard matching of the
s-anyons. Note that, since all p-anyons will be on a line, the minimum
weight matching for each equivalence class will be unique.
Consider the case of even L, and that nx σx-errors and ny σy-errors oc-
cur on the same line with nx +ny = L/2. Both matchings of the p-anyons
will have the same weight in all cases. The probabilities of the corre-
sponding error configurations will therefore have the same probability
when ny = 0. Since there is no reason to choose one over the other, the
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Figure 6.3: Decoherence rates p versus logical error rates pL for standard
MWPM.
wrong one will be chosen and a logical error will occur with probability
1/2.
For ny > 0 there will also be pairs of s-anyons created, with one on
each side of the line in which the p-anyons live. As long as the matching
of at least one of these pairs crosses the line, the probability of the error
configuration for which the p- and s-anyon matchings coincide will be
greater than that for which they do not. The s-anyons therefore show
which of the two matchings should be chosen to correct without causing
a logical error. At least one s-matching will certainly cross the line as long
as there is at least one odd length chain of σy-errors. For large L, this will
occur with a probability close to unity. The presence of any σy-errors
therefore, most likely, allows the decoder to make the correct choice. The
p→ 0 scaling of the logical error rate with L is therefore determined only
by the probability of σx-errors, and so realizes the optimal (p/3)
L
2 scaling.
Fig. 6.3 shows the logical error rates of standard MWPM and Fig. 6.4
the ones of enhanced MWPM. The advantages of enhanced over stan-
dard MWPM in these figures are still relatively small (at most a factor
of 4), showing that we are not yet in the regime of low enough p and
high enough L where high exponential improvements can be seen. A
numerical comparison of enhanced and standard MWPM can be found
in Fig. 6.8.
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Figure 6.4: Decoherence rates p versus logical error rates pL for enhanced
MWPM.
6.4 Markov chain Monte Carlo Algorithm
We now consider an algorithm based on an analytically exact rewriting
of the probability of each equivalence class which allows evaluation with
the Metropolis algorithm. Let us discuss depolarizing noise here and
note that our discussion generalizes straightforwardly to arbitrary error
models of the form of Eq. (6.1). We have defined a depolarization rate p to
mean that each spin has suffered a σx, σy, or σz error with probability p/3
each and no error with probability 1 − p. Consequently, the probability
of an error chain involving n single-qubit errors is up to a normalization
constant given by
(
p/3
1−p
)n
≡ e−β¯n, where β¯ is defined through
β¯ = − log
(
p/3
1− p
)
. (6.2)
Given an anyon configuration A, the relative probability of equivalence
class E can be written as
ZE(β¯) =
∑
E
e−β¯n , (6.3)
where the sum runs over all error chains that are compatible with the
anyon configuration A and elements of equivalence class E, and n de-
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notes the number of single-qubit errors in a particular error chain. The
goal is to find the equivalence class E with maximal ZE(β¯).
The Metropolis algorithm allows us to approximate expressions of the
form
〈f(n)〉β,E :=
∑
E f(n)e
−βn
ZE(β)
(6.4)
(we use β to denote a generic “inverse temperature” and β¯ to denote the
specific one defined through Eq. (6.2)). The sum is here over all error
configurations in equivalence class E that are compatible with the syn-
drome information A. In order to approximate an expression of the form
in Eq. (6.4) by use of the Metropolis algorithm, we pick one stabilizer at
random and calculate the number ∆n by which the total number of er-
rors n in the code would change if that stabilizer were applied. If ∆n ≤ 0,
we apply the stabilizer and if ∆n > 0 we apply it with probability e−β∆n.
Summing up f(n) over all steps and dividing by the total number of steps
then yields our approximation to Eq. (6.4).
Deforming error patterns only through the application of stabilizers
ensures that all error patterns in one such Markov chain belong to the
same class, and that all of them are compatible with the same anyon con-
figuration A. Since we will need the average 〈f(n)〉β,E for each equiva-
lence class E, we need an initial error configuration from each equiva-
lence class which is compatible with the measured anyon syndrome A.
In fact, we will start the Metropolis Markov chains with the minimum
weight error configuration from each equivalence class, provided by the
method described above in Section 6.3 and Fig. 6.2. The reason for start-
ing with the minimum weight error configuration rather than a random
initial configuration from the same equivalence class is based on the in-
tuition that “heating up” from the groundstate to inverse temperatures
β as needed for the equilibrium averages in Eq. (6.4) takes less time than
“cooling down” from a high energy configuration.
Note that
∑
E in Eq. (6.4) has 2
nstab summands for each equivalence
class E, so knowing an averaged sum is as good as knowing the whole
sum. We have
ZE(β¯) =
〈
e−β¯n
〉
β=0,E
× 2nstab , (6.5)
corresponding to a simple Monte Carlo sampling of the sum. However,
the sum is dominated by an exponentially small fraction of summands
with “energy” n close to the minimal value, so Monte Carlo sampling
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is computationally similarly expensive as a brute force calculation of the
sum. Our goal is thus to rewrite ZE(β¯) in a way that involves only quan-
tities which are evaluable efficiently with the Metropolis algorithm. Ap-
plying the fundamental theorem of calculus we have
logZE(β¯) =
∫ β¯
0
dβ∂β logZE(β) + logZE(β = 0)
= −
∫ β¯
0
dβ 〈n〉β,E + nstab log 2 . (6.6)
If we know the functions 〈n〉β,E , the most likely equivalence class is, ac-
cording to Eq. (6.6), the one in which the area under the curve is smallest.
In the correctable regime (p < pc) the differences in “free energy”
FE(β¯) = − 1
β¯
logZE(β¯)
=
1
β¯
∫ β¯
0
dβ 〈n〉β,E + const (6.7)
between the different equivalence classes grow proportionally in L and
correspondingly the probability of all equivalence classes but the most
likely one decreases exponentially with L.
For a positive β, the average number of errors 〈n〉β,E can be efficiently
calculated to arbitrary accuracy by means of the Metropolis algorithm.
The integral
∫ β¯
0
dβ can be calculated to arbitrary accuracy by first calcu-
lating the values 〈n〉β,E for a sufficient number of inverse temperatures β
and then applying a quadrature formula like Simpson’s Rule.
The single-temperature algorithm
Recall that we are not interested in the precise value of the integrals∫ β¯
0
dβ 〈n〉β,E , but only in knowing for which equivalence class E this in-
tegral is smallest. For this reason, calculating the whole integral is quite
often an overkill. In fact, most of the relevant information contained in
the function 〈n〉β,E can be extracted by finding its value for a single in-
verse temperature β∗.
Assume that we determine the values 〈n〉β∗,E for some β∗ > 0 for all
equivalence classesE. If the functions 〈n〉β,E for the different equivalence
classes do not cross, knowing the values 〈n〉β∗,E is as good as knowing the
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Figure 6.5: Squares represent stabilizers at which a −1 eigenvalue has
been measured, i.e., anyons. Red (light) stabilizers are tensor products
of σx and blue (dark) stabilizers are tensor products of σz. If the cor-
relations between bit- and phase-flips present in depolarizing noise are
ignored, both a) and b) are error patterns of minimal weight compatible
with the anyon configuration. MWPM will thus result in either one of
them with the same likelyhood. While enhanced MWPM will correctly
assign a weight of 3 to a) and a weight of 2 to b), it considers only that of
the two configurations which comes out of the matching algorithm. By
contrast, if we start the single-temperature algorithm with configuration
a), it will eventually apply the lower of the two red (light) stabilizer op-
erators and thereby convert it to the true minimum-weight configuration
b).
whole integrals
∫ β¯
0
dβ 〈n〉β,E for deciding for which equivalence class E
the integral is smallest.
As β → 0, each qubit is affected by an x-, y-, or z-error or no error at
all with probability 1
4
, so 〈n〉β,E → 34nqubits, where nqubits = nstab + 1 is the
number of data qubits in the code. The low-β tail of the function 〈n〉β,E
thus contains almost no information about the equivalence class E. So
while the integral
∫ β¯
0
dβ 〈n〉β,E is dominated by its low-β part (〈n〉β,E is a
monotonically decreasing function of β), the differences between these in-
tegrals for the different equivalence classes are mainly due to their high-
β part. So even if there are crossings in the low-β tails of the functions
〈n〉β,E , basing the decision for the most likely equivalence class on a sin-
gle value 〈n〉β∗,E is likely to yield the same outcome as basing the decision
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on the whole integral
∫ β¯
0
dβ 〈n〉β,E . We thus define our single-temperature
algorithm as sampling the values 〈n〉β∗,E for all equivalence classes and
performing error correction in accordance with the equivalence class E
for which this value is smallest.
This algorithm has only two free parameters, namely β∗ and nsample,
the number of steps for which we perform the Metropolis algorithm in
order to sample 〈n〉β∗,E . For β∗ → ∞ (zero temperature), the single-
temperature algorithm will never increase the weight of an error config-
uration. Still, it provides an improvement over enhanced MWPM since
applying stabilizers allows to find error configurations which, taking cor-
relations between bit- and phase-flips into account, are of lower weight
than the ones found by MWPM. This does not require that the weight of
the error configuration be ever increased, see Fig. 6.5 for an illustration.
At finite temperature, a second improvement over (enhanced) MWPM
comes into play. Namely, temperature allows to take entropic contribu-
tions to the free energy into account, i.e., consider error configurations
which are not of minimal weight but give a non-negligible contribution
to the free energy due to their large number. Furthermore, a finite tem-
perature allows us to escape local minima MWPM may have led us into.
However, for β∗ → 0 (infinite temperature) the single-temperature algo-
rithm becomes useless (〈n〉β∗=0,E = 34nqubits for all equivalence classes),
such that some finite value of β∗ is optimal. Indeed, we find empirically
that for depolarizing noise the optimal values for β∗ are close to β¯. We
thus set β∗ = β¯ throughout for this error model.
As for nsample, we may ask how many Metropolis steps are necessary
for our single-temperature algorithm to achieve logical error rates below
those achievable with MWPM. In order to set the bar high, we compare
our algorithm with the better of either standard or enhanced MWPM,
i.e., that with the lower error rate. Fig. 6.6 shows the ratio of the logical
error rate achieved by the single-temperature algorithm divided by the
smaller of the two logical error rates achievable by the two variants of
MWPM. If L is higher than a certain p-dependent threshold, the logical
error rate will be increased if nsample is too small, and only improve when
it is made larger. For some fixed L, this regime of increased logical error
rate vanishes if p is small enough, see the blue curve in Fig. 6.6. Then,
already a handful of Metropolis steps is sufficient in order to outperform
both variants of MWPM. As for the limit of a vanishing error rate p, recall
that in this limit enhanced MWPM performs optimally and the single-
temperature algorithm becomes redundant.
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Let us discuss the scaling of the necessary values of nsample as a func-
tion of L if we are in the regime where the single-temperature algorithm
can perform worse than (at least one variant of) MWPM when nsample is
too low. The approximation made by MWPM is, effectively, to approxi-
mate the free energy for each equivalence class by the number of errors
in its minimum weight error chain. The simplest improvement to this
that can be achieved by the single temperature algorithm is to calculate
〈n〉β,E by sampling within the vicinity of the minimum weight chains.
This will give a better approximation of the free energy by taking into
account some of the effects of entropy. Since such sampling requires only
O(1) deformations per string in the minimum weight error chain, this
approximation is equivalent to assuming that the autocorrelation time
for the calculation of 〈n〉β,E (when starting from the minimum weight
chain) is O(1) for each string. The runtime complexity required to gen-
erate independent Metropolis samples for the entire code is then O(L2),
which is thus the time-scale needed to estimate 〈n〉β,E up to some given
relative error. The quantities 〈n〉β,E themselves grow like O(L2), and so
does a constant relative error. However, the distinguishability, i.e., the
difference in the quantity 〈n〉β,E between the correct and the remaining
equivalence classes, only grows like O(L) below threshold (see below),
such that the relative difference between the equivalence classes decreases
like O(L−1). A constant relative error is thus not sufficient – we need a
relative error of order O(L−1). As the relative error decreases with the
inverse square root of the sample size, this leads to a further factor O(L2)
in the runtime complexity. The inset in Fig. 6.6 numerically verifies the
O(L4) scaling anticipated from the above analysis.
Consider again the limit of p → 0. We have discussed that, for even
L, enhanced MWPM will successfuly correct any L/2 σx- and σy-errors
in one line, if the number of σy-errors is ny ≥ 1 and there is at least one
odd-length chain of σy-errors. However, if there are, say, ny = 2 σy-
errors adjacent to each other, enhanced MWPM may still fail since the
four resulting s-anyons are with probability 1
2
connected such that the
edges connecting them do not cross the line of σx-errors. The single-
temperature algorithm, however, will within an O(L2) time see that the
number of errors can be reduced if the four s-anyons are connected such
that the edges connecting them cross the line of σx-errors. Therefore, the
single-temperature algorithm is an efficient optimal decoder for p→ 0.
The quantity which determines whether error correction will be suc-
cessful is the difference min 〈n〉β∗,false − 〈n〉β∗,true, where min 〈n〉β∗,false de-
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Figure 6.6: The ratio of the logical error rate achieved with the single-
temperature algorithm to the lower of the two error rates achieved by the
two MWPM-algorithms as a function of nsample. The data were obtained
for a depolarization rate of p = 10% and for code sizes L = 10 and L = 25,
respectively. The inset shows the value of nsample which is necessary to
achieve a unit ratio against L for the case of depolarizing noise with p =
10% and p = 14%. The fitting lines correspond to the functions 0.11L3.51
and 0.04L4.00. Each data point in the two figures is averaged over as many
error configurations as were required for 2 000 logical errors to occur.
notes the minimal averaged number of errors of all three false equiva-
lence classes. This difference is displayed for various values of p and L
in Fig. 6.7. For p < 16% this difference increases linearly with L, while
for p = 17% it becomes even negative for large enough L. This is to be
expected: for an error rate sufficiently close to the 18.9% threshold, each
of the averages 〈n〉β∗,E for the four equivalence classes E has the same
probability for being the smallest one, such that the probability that one
of the three false equivalence classes becomes minimal approaches 3
4
.
The inset in Fig. 6.7 shows the logical error rates achievable with our
single-temperature algorithm if we set nsample = L4. There is a threshold
for p between 15% and 16% below which the logical error rate decreases
exponentially with L. This means that the threshold error rate for our
algorithm is significantly below the theoretical maximum of 18.9% [131]
and the value of 18.5% achieved in Ref. [127] but closer to the threshold
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Figure 6.7: The plot shows the distinguishabilities min 〈n〉β∗,false−〈n〉β∗,true
(vertical axis; we use β∗ = β¯ and nsample = L4) for various depolariza-
tion rates p and code sizes L (horizontal axis). Different lines correspond
to different depolarization rates p. Each data point is averaged over as
many error configurations as are necessary to obtain 2 000 logical errors.
The inset shows the logical error rates of our single-temperature algo-
rithm for the same system sizes and depolarization rates, with depolar-
ization rates increasing from bottom to top.
of MWPM [132]. This is unsurprising since we use MWPM as a start-
ing point for our Markov chains and use only the runtime complexity
for nsample which is necessary to match MWPM. However, the relevant
figures of merit in practice are the logical error rates achievable well be-
low threshold (where our algorithm offers significant improvement over
MWPM, see below) and the runtime complexity (where our algorithm
offers significant improvement over the algorithm of Ref. [127]).
Fig. 6.8 compares the logical error rates achievable with different al-
gorithms for L = 15 and different depolarization rates p. We set the
logical error rates achievable with standard MWPM to unity and divide
them by the logical error rates achievable with alternate algorithms. The
algorithms which are displayed are:
A) Standard, unimproved MPWM, as employed in Ref. [132]. An x-
and a z-error on the same qubit count as two errors.
B) Enhanced MWPM. An x- and a z-error on the same qubit count
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as two errors during the matching, but as one error during a final
comparison of all equivalence classes. Corresponds to the single-
temperature algorithm with nsample = 0.
C) Single-temperature algorithm with nsample = L4 Metropolis steps
and β∗ = β¯.
D) The parallel-tempering algorithm developed in Ref. [127].
The logical error rates decrease from A to D, while the runtime complex-
ities increase. We see that the advantages achievable over algorithm A
vanish as p → pc = 18.9% but increase the lower p gets. We believe our
single-temperature algorithm C to offer the most attractive trade-off ratio
between low logical error rates and low classical runtime complexity, as
it increases the latter only modestly compared with algorithms A and B,
while algorithm D has a super-polynomial (in L) runtime complexity.
We have verified numerically that estimating the entire integral
∫ β¯
0
dβ 〈n〉β,E
by sampling the values 〈n〉β,E for 21 equidistant temperatures β over L4
Metropolis steps and then applying Simpson’s quadrature formula leads
only to modest improvements over algorithm C. It would be more ben-
eficial to invest the additional computational cost into increasing nsample
in algorithm C.
Fig. 6.9 shows the logical error rates of algorithm A divided by those
of algorithm C for various values of p and L. We see the advantage of
algorithm C increasing for lower p and larger L. Note that we expect
real quantum computers to be operated at error rates p below and code
distances L above those displayed in Fig. 6.9.
To get an idea about what effect this reduction of the logical error rates
has on the necessary code size, let us have a look at the code size which
is needed for a proof of principle experiment. I.e., given some physical
error rate p, which code size L is needed to bring the logical error rate
below the physical one? For p = 13%, we need L ≥ 6 in order to achieve
a logical error rate below p with algorithm C and need L ≥ 15 with algo-
rithm A. So by modestly enhancing the classical runtime complexity, we
are able to reduce the number of physical data qubits required for such a
proof of principle experiment from 421 to 61.
The advantage of algorithm C over algorithms A and B is due to at
least two different reasons. First, MWPM is naturally suited to the error
model of independent bit- and phase-flips, where each type of anyon can
be treated independent of the other. It is much less suited to error mod-
els such as depolarizing noise which feature correlations between bit-
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Figure 6.8: The plots show the logical error rate of MWPM (algorithm A
in the main text) divided by the logical error rate of algorithms A to D
described in the main text, for various depolarization rates p (horizontal
axis) and a code of linear size L = 15. Each data point is averaged over as
many error configurations as are necessary to obtain 2 000 logical errors.
A value greater than 1 denotes an increase in effectiveness over MWPM,
with greater increases for higher values.
and phase-flip errors. Algorithm B can only partially overcome these
limitations. Second, while algorithms A and B are based on finding
the most likely error chain and hoping that it is an element of the most
likely equivalence class, algorithms C to F are based on finding the most
likely equivalence class. An interesting question is thus how our single-
temperature algorithm compares with MWPM for independent bit- and
phase-flip errors, the error model MWPM is best suited to and where
only the second advantage applies. Empirically, we find that for this er-
ror model choosing β∗ = 0.85β¯ works best and that for a bit-/phase-flip
probability of 10% (close to the theoretical threshold) O(L4) Metropolis
steps are again sufficient to achieve a logical error rate below the one of
MWPM,2 with 0.38L3.77 giving the best fit to the required number. For
L = 30, a bit-/phase-flip probability of 8%, and by sampling over 10L4
2Note that for independent bit- and phase-flip errors, there is only one variant of
the MWPM algorithm, as different error types are by assumption uncorrelated.
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Figure 6.9: The plots show the logical error rate of algorithm A divided
by the logical error rate of algorithm C for various depolarization rates
p (horizontal axis) and code sizes L. Each data point is averaged over as
many error configurations as are necessary to obtain 2 000 logical errors.
The inset shows the logical error rates of algorithm C on which the ratios
in the main part of the figure are based.
Metropolis steps we achieve a logical error rate which is a factor 1.3 lower
than the one of MWPM. So significant improvements over MWPM can
be achieved even for the error model best suited to it, though the advan-
tage is much more drastic for an error model with correlations between
bit- and phase-flip errors, with which our single-temperature algorithm
can deal very naturally.
6.5 Parallelization
The runtime of the MCMC sampling can be reduced by a factor O(L2)
using parallelization which exploits the fact that our algorithm needs
local changes only. We partition the whole code into O(L2) rectangles
of area O(L0). Adjacent rectangles overlap along lines of data qubits,
while qubits in the corners belong to four rectangles, see Fig. 6.10. The
rectangles are collected into four groups 0, 1, 2, 3 such that the rectangles
within one group have no overlapping qubits. At step i of the Metropo-
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Figure 6.10: The dashed lines partition the code into rectangles of size
O(1). Data qubits along the boundaries belong to two rectangles and
data qubits in the corners to four.
lis Markov chain, we choose one stabilizer in each rectangle belonging to
group (i mod 4) at random and probe whether to apply it or not accord-
ing to the Metropolis procedure. This way we can guarantee that no data
qubit is affected by more than one applied stabilizer at each step. If a ran-
domly chosen stabilizer is applied and flips a qubit which is shared with
an other rectangle (other rectangles), this flip is communicated to the ad-
jacent rectangle(-s). For each rectangle, we add up the number of local
errors n over the different Metropolis steps and calculate the total aver-
age 〈n〉β∗,E in the end. To compensate for double-(quadruple-)counting,
errors on qubits along the boundary thereby have to be discounted by a
factor 1
2
and errors on qubits in the corners by a factor 1
4
. As we probe
now O(L2) stabilizers in each time step, the runtime reduces from O(L4)
to O(L2).
6.6 Imperfect stabilizer measurements
Let us assume that each stabilizer measurement yields the wrong re-
sult with probability pM . If stabilizers are measured by use of CNOT
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gates, this model is a simplification in that it ignores correlations between
spatio-temporally nearby syndrome measurement failures induced by
these gates [134]. In order to make the failure probability small despite
non-negligible pM , we now necessarily need to perform stabilizer mea-
surements at several times t = 1, 2, . . . , tmax. A hypothesis about what
errors have happened then not only has to state which data qubit has
suffered an error in which time interval [t, t+ 1], but also which stabilizer
measurement has been erroneous at which time t. Such hypotheses can
be deformed into equivalent ones by applying a bit-/phase-flip σx/σz to
a particular qubit at time intervals [t − 1, t] and [t, t + 1] and inverting
the hypothesis about whether the stabilizer measurements at time t that
anti-commute with this error have been erroneous (see the illustration in
Fig. 6.11).
In the case of depolarizing noise, a hypothesis that involves n data-
qubit errors and m erroneous syndrome measurements has a relative
probability (
p/3
1− p
)n
×
(
pM
1− pM
)m
≡ exp [−β¯(n+ ξm)] , (6.8)
where β¯ is as defined in Eq. (6.2) and
ξ =
1
β¯
log
1− pM
pM
. (6.9)
The “energy” of a hypothesis is thus given by n+ξm where ξ determines
the relative weight of erroneous syndrome measurements to data qubit
errors. Our method to find the most probable equivalence class in the
case of perfect stabilizer measurements can thus be generalized to the
case where syndrome measurements fail with a considerable probability.
Numerical results for the latter case will appear in future work.
6.7 Conclusions
We have developped two novel error correction algorithms – enhanced
MWPM and the single-temperature MCMC algorithm – and compared
them with each other and with standard MWPM over several regimes
of the error rate p: close to threshold, intermediate values, and vanish-
ing values. For the first two regimes, numerical simulations have pro-
vided us with insight into their respective performance, while in the third
regime, analytical arguments are both unavoidable and possible.
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t+2 
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t-2 
Figure 6.11: Only one type of errors and stabilizers and a single chain
of data qubits (black dots) and syndrome qubits (grey dots) are depicted
here for simplicity. Time runs from bottom to top. Stabilizer operators
are measured at times . . . , t− 1, t, t + 1, . . .. The two encircled syndrome
qubits have detected errors (−1 eigenvalues). A possible hypothesis is
that no data qubit has suffered an error and both syndrome measure-
ments have been erroneous. An alternate hypotheses would state that
the data qubits indicated by red lightning bolts have suffered errors and
that syndrome measurement by use of the syndrome qubits indicated by
red lightning bolts has been erroneous. Different equivalent hypothe-
ses can be deformed into each other through the application of operators
like the red (dark) square that invert whether a hypothetical error has
happened or not at two adjacent syndrome qubits and one data qubit at
two subsequent times.
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The relevant regime in practice will be the second one. In this regime,
any nsample > 0 leads to an improvement over the two MWPM-algorithms,
so any CPU-time not needed to perform MWPM can be used to lower
the logical error rate by the method described in this work. We have nu-
merically investigated the decreases in the logical error rates which are
achievable if we are willing to increase the classical runtime complex-
ity by O(L2). Note that advantages much higher than those displayed
Figs. 6.8 and Fig. 6.9 can likely be achieved, as we have probed only rela-
tively small values of L and high values of p, quantum computers will be
operated at error rates significantly below threshold, and the advantages
increase for higher values of L and lower values of p.
Besides lowering the logical error rate for a given code size, our al-
gorithm also reduces the code size necessary for a proof of principle ex-
periment and thus reduces the experimental requirements for such an
experiment.
Like the renormalization group method [135] but unlike MWPM our
algorithm readily generalizes to the Zd toric codes with d > 2 [16]. Our
algorithm relies on the availability of a low energy state of each equiva-
lence class as a starting point for the Markov chains. In the case of d = 2
(studied in this work), such a low energy state can be efficiently obtained
by use of MWPM, while for d > 2 the Broom algorithm of Ref. [61] may
be applied.
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CHAPTER 7
Breakdown of Surface Code Error
Correction Due to Coupling to a
Bosonic Bath
Adapted from:
Adrian Hutter and Daniel Loss
“Breakdown of Surface Code Error Correction Due to Coupling to a Bosonic Bath”,
Phys. Rev. A 89, 042334 (2014)
We consider a surface code suffering decoherence due to coupling to a bath
of bosonic modes at finite temperature and study the time available before
the unavoidable breakdown of error correction occurs as a function of cou-
pling and bath parameters. We derive an exact expression for the error rate
on each individual qubit of the code, taking spatial and temporal correla-
tions between the errors into account. We investigate numerically how dif-
ferent kinds of spatial correlations between errors in the surface code affect
its threshold error rate. This allows us to derive the maximal duration of
each quantum error correction period by studying when the single-qubit er-
ror rate reaches the corresponding threshold. At the time when error correc-
tion breaks down, the error rate in the code can be dominated by the direct
coupling of each qubit to the bath, by mediated subluminal interactions,
or by mediated superluminal interactions. For a 2D Ohmic bath, the time
available per quantum error correction period vanishes in the thermody-
namic limit of a large code size L due to induced superluminal interactions,
though it does so only like 1/
√
logL. For all other bath types considered,
this time remains finite as L→∞.
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7.1 Introduction
Due to its high error threshold and since it requires only nearest-neighbor
gates to be performed, the surface code [44, 57] is the most promising
platform for scalable, fault-tolerant, and universal quantum computation
[48]. In order to test its resilience and benchmark the performance of
classical algorithms for quantum error correction (QEC), the surface code
is often studied with simplistic stochastic error models, where an error is
an unphysical event that happens instantaneously at a specified point
in space-time. Furthermore, it is usually assumed that these errors are
not spatially correlated (see, e.g., Refs. [125–128, 134, 136, 137]). It is thus
of importance to study to what degree these assumptions are satisfied
for realistic models of a physical environment, and in case they are not,
what the resilience of the surface code against the resulting effective error
model is.
In this work, we will consider a surface code coupled to a thermal
bath of freely propagating modes. A pair of recent articles [138, 139]
studied the fidelity of the surface code in this setup (at zero tempera-
ture). They showed that, under the assumption of a trivial error syn-
drome (all stabilizer operators of the code still yield a +1 eigenvalue),
there is a sharp transition between maximal and minimal surface code
fidelity as the coupling strength to the bath is increased. This transition
provides an upper bound to the resilience of the surface code, since a
logical error with a trivial error syndrome certainly cannot be corrected.
By contrast, our goal here is to find the actual time when QEC in the
surface code breaks down as a function of coupling and bath parameters.
This is the time at which an error correction algorithm is no longer able
to pair the surface code defects in a way that leads to a trivial operation
performed on the code subspace.
In order to find these times, we follow a three-step strategy. First, cal-
culate the error rate on each individual qubit as a function of time and
physical parameters. There are three different physical mechanisms con-
tributing to this error rate – the direct interaction of each qubit with the
bath, subluminal interactions mediated by the bath as well as superlu-
minal ones. Second, study numerically how spatial correlations between
such errors affect the threshold error rate of the surface code. Third, solve
for the times for which the single-qubit error rate reaches the modified
threshold error rates.
When deriving actual threshold estimates, Refs. [138, 139] resort to
the case of nearest-neighbor correlations only. However, we show that
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both subluminal and superluminal mediated long-range interactions can
actually be the dominant error mechanism at the time for which the error
rate reaches critical values.
7.2 Problem and Overview
We consider a surface code each qubit of which is coupled to a bosonic
bath at thermal equilibrium. In accordance with Refs. [138, 139], we only
consider bit-flip errors here (σx) and make the simplifying assumption
that the bath is in thermal equilibrium at the beginning of each QEC cy-
cle, i.e., that bath correlations between different QEC cycles are negligi-
ble. Physically, this can be thought of as the bath thermalizing with an
even larger bath during one QEC period. However, we generalize the
discussion in Refs. [138, 139] to the case of finite temperature.
Sums and products with a tilde on top run over all surface code qubit
indices i, while sums without a tilde are over bath modes k. Let H =
H0 + V with
H0 = Hbos =
∑
k
ωka
†
kak, (7.1)
and
V =
∑˜
i
σxi ⊗
λ√
N
∑
k
|k|r
(
eikRiak + e
−ikRia†k
)
, (7.2)
where a†k (ak) are the standard creation (annihilation) operators obeying
bosonic commutation relations. Here, Ri is the spatial location of qubit
i and N =
∑
k 1 is the number of bosonic modes of the bath. Physically
interesting are the cases r = 0,±1
2
[139]. We consider a linear dispersion
of the bath modes, ωk = v|k|, as is accurate for acoustic phonons, spin-
waves in an antiferromagnet, or electromagnetic waves. Here, v is the
corresponding velocity of the modes.
Let the initial qubit density matrix be given by ρq and the thermal
state of the bath by ρB ∝ exp(−βHbos), where T = 1/β is the bath tem-
perature. The surface code requires a set of commuting many-qubit Pauli
operators, called stabilizer operators, to yield a +1 eigenvalue. All of these
operators are measured at the end of each QEC cycle. Stabilizer measure-
ments can be performed either by applying entangling gates between
code and auxiliary qubits [48, 57] or by direct measurement of the corre-
sponding many-qubit parity operators [123, 124]. Eigenvalues −1 signal
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that an error has occurred and are interpreted as the presence of an anyon.
Quantum information is stored in the subspace for which all stabilizers
yield a +1 eigenvalue. Correspondingly, the state ρq is restricted to this
subspace, i.e., ρq is an anyon-free state. QEC is successful if the anyons
are paired in a way which is homologically equivalent to the way they
have been created. Finding such a pairing is the task of a classical error
correction algorithm [125–128, 134, 136, 137], one of which we will en-
counter in Sec. 7.6. For more details about the surface code, see Ref. [48].
The decoherent evolution of the qubits is given by
ρq 7→ Φd(ρq) = trB
{
e−iHt(ρq ⊗ ρB)e+iHt
}
. (7.3)
At the end of each QEC cycle, after some time t, we perform a measure-
ment of all surface code stabilizer operators, which is described by the
quantum channel
Φm(σ) =
∑
a
PaσPa . (7.4)
Here, Pa projects onto the space with anyon configuration a and the sum
runs over all possible anyon configurations a.
Finally, we study the state ρi(t) = tri¯ ◦Φm ◦ Φd(ρq) of one particular
qubit. Here, tri¯ denotes a partial trace over all qubits except qubit i. Since
ρq is an anyon-free state and the stabilizer measurement projects the den-
sity matrix of the qubits to the spaces with well-defined anyon numbers,
ρi(t) has no contributions of terms σxi ρi or ρiσxi (here, ρi = tri¯ ρq). We can
thus write ρi(t) = (1− px(t))ρi + px(t)σxi ρiσxi .
Our first goal is to calculate px(t) as a function of the time t, the pa-
rameters inH , and the bath temperature T = 1/β, which is what we carry
out in Sec. 7.3. Using the results from Sec. 7.3, we calculate in Sec. 7.4 the
exact evolution of the density matrix of two qubits coupled to the bath
and discuss the use of this bath coupling as an entangling gate.
Secondly, we discuss what implications such an error rate has for sur-
face code error correction. Error correction will inevitably break down
once the error rate px on each qubit surpasses a certain critical value pc.
This critical value depends on the spatial correlations between errors in
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the code, on the classical algorithm that is employed in order to find a
pairing of the anyons, and on the probability pm with which a syndrome
measurement fails. In the symmetric case of px = pm and for uncorrelated
errors, efficient error correction algorithms are able to perform successful
error correction up to a critical value of 1.9%− 2.9% [137, 140]. In a more
involved, circuit-based modelling of syndrome extraction, critical error
rates are around 1% [44, 126, 134].
The higher pm, the lower the probability of error px for which suc-
cessful correction is possible. Following Refs. [138, 139], we consider in
the following the perfect measurement case pm = 0 for definiteness and
simplicity. Generalization to the more realistic case of pm > 0 is straight-
forward; it merely corresponds to replacing pc (or p˜c, see below) by a
lower value.
If the errors on different qubits are independent from each other and
stabilizer measurements are flawless (pm = 0), error correction inevitably
breaks down if px(t) > pc = 10.9% [57]. For px(t) < pc the probability of
an error is exponentially small inL, the linear size of the code, if quantum
error correction is performed optimally. The problem of performing er-
ror correction in the surface code with perfect syndrome measurements
can be mapped to the classical Ising model with erroneous qubits corre-
sponding to antiferromagnetic bonds. The critical value pc corresponds
to an order-disorder transition in this model [57].
For uncorrelated errors, the maximal duration τ of one QEC cycle can
thus be obtained by simply inverting px(τ) = pc, which we exemplify for
an Ohmic bath in Sec. 7.5. Alternative bath types are discussed in Ap-
pendix 7.A. When the errors on different qubits are not independent, the
breakdown of error correction will in general occur at a single-qubit er-
ror probability p˜c different from pc. If the correlations between the errors
on different qubits are ignored, p˜c may be lower than pc. On the other
hand, taking knowledge about such correlations properly into account
can even increase p˜c beyond pc. We present an efficient algorithm that is
capable of doing this for a specific kind of correlations in Appendix 7.B.
However, we do not know the value of p˜c for the kind of correlations be-
tween errors that arise from coupling to the bosonic bath. Still, solving
px(τ) = p˜c for τ will provide us with the correct scaling of τ as a function
of physical parameters like the bath temperature.
Furthermore, in Sec. 7.6 we numerically find values for p˜c for differ-
ent kinds of spatial correlations between errors and provide heuristic ev-
idence that the value of p˜c for the errors arising due to the bath coupling
does not differ drastically from pc. We also show that for correlated two-
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qubit errors the surface code can, due to being a degenerate code, be used
to perform error correction in regimes where the entropy in the noise ex-
ceeds the information obtained from stabilizer measurements – which is
in contrast to the uncorrelated case.
The resulting maximal QEC cycle times τ for the more general case of
correlated errors are derived in Sec. 7.7. The obtained expressions for τ
for a variety of different parameter regimes are summarized in Sec. 7.7.
We conclude in Sec. 7.8.
7.3 The single-qubit error rate px(t)
In this section, we calculate exactly the joint unitary dynamics of the
qubits in the surface code and the modes in the bosonic bath. From this,
we derive the probability of an error on each qubit px(t) as a function
of time, taking into account all correlations with errors affecting other
qubits.
We have
Φd(ρq) = trB
{
e−iHt(ρq ⊗ ρB)e+iHt
}
= trB
{
eiH0te−iHt(ρq ⊗ ρB)e+iHte−iH0t
}
= trB
{
U(t)(ρq ⊗ ρB)U(t)†
}
, (7.5)
where U(t) = eiH0te−iHt = T e−i
∫ t
0 dt
′ V (t′) denotes the evolution operator
in the interaction picture. It follows directly from the Magnus expansion
(cf. Ref. [139, Appendix A]) and the fact that [V (t1), [V (t2), V (t3)]] = 0 that
U(t) = exp
{
−i
∫ t
0
dt1 V (t1)− 1
2
∫ t
0
dt1
∫ t1
0
dt2 [V (t1), V (t2)]
}
=: exp
{∑˜
i
σxi ⊗Xi(t)
}
exp
{
− i
2
∑˜
ij
Jij(t)σ
x
i ⊗ σxj
}
. (7.6)
We have defined
Xi(t) =
λ√
N
∑
k
|k|r
ωk
(
eikRi(e−iωkt − 1)ak − e−ikRi(eiωkt − 1)a†k
)
(7.7)
and
Jij(t) = −iλ
2
N
∑
k
|k|2r
∫ t
0
dt1
∫ t1
0
dt2
{
eik(Ri−Rj)e−iωk(t1−t2) − c.c.}
= 2λ2
∫
dk
|k|2r
ω2k
cos (k(Ri −Rj)) (sin(ωkt)− ωkt) . (7.8)
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In Appendix 7.A, we provide the functions Jij(t) for different bath types
(i.e., different combinations of spatial dimension, D = 2, 3, and bath cou-
pling, r = 0,±1
2
).
It is straightforward to show that [Xi(t), Xj(t)] = 0 and thus we can
also write
U(t) =
∏˜
i
exp {σxi ⊗Xi(t)}
∏˜
{i,j}
exp
{−iJij(t)σxi ⊗ σxj }
=
∏˜
i
(cosh(Xi(t)) + σ
x
i ⊗ sinh(Xi(t)))
×
∏˜
{i,j}
(cos(Jij(t))− i sin(Jij(t))σxi ⊗ σxi ) . (7.9)
The product
∏˜
{i,j} is over all pairs {i, j}, i.e., without double-counting.
We will refer to the first factor in Eqs. (7.6) and (7.9) as the decoherent
part of the evolution, and to the second part as the coherent part. Note
that only the decoherent part of the evolution will lead to a dependence
of the evolution of the code on the state of the bath (in particular its tem-
perature). The coherent part is, in principle, reversible and does not lead
to a transfer of quantum information from the code qubits into the bath.
Inserting Eq. (7.9) into Eq. (7.5) and expanding the products can only
be done if the number of qubits coupled to the bath is small. In Sec. 7.4
we consider the case of two qubits coupled to the same bath and calcu-
late the exact evolution of the two-qubit density matrix. However, if the
number of qubits coupled to the bath is large, we need to follow a dif-
ferent route. Note that we are only interested in whether a net-error (i.e.,
an odd number of σx-errors) occurs on qubit i after application of Φd and
Φm. This probability can be found with an inductive argument over Nq,
the number of qubits in the code.
Since ρq is a state with no anyons, the syndrome measurement Φm
eliminates all terms in Φd(ρq) that apply a different tensor product of
Pauli errors ‘to the left’ and ‘to the right’ of ρq. Formally, let ` label the
2Nq possible configurations of σx errors on the code and let ξ` denote the
`-th error configuration. Then,
Φm
(
ξ`1ρqξ
†
`2
)
= δ`1`2ξ`1ρqξ
†
`1
. (7.10)
Let us call terms which have the same tensor products of Pauli operators
on the left and on the right and hence survive application of Φm ‘valid’
terms.
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Consider first the case Nq = 1. Then we simply have
Φd(ρq) =
〈
cosh2 (Xi(t))
〉
ρq −
〈
sinh2 (Xi(t))
〉
σxρqσ
x . (7.11)
(Note that Xi(t) is anti-Hermitian, so (sinh (Xi(t)))
† = − sinh (Xi(t)).) We
have introduced the notation 〈O〉 = trB{OρB}. Let us thus define the
single-qubit decoherence rate by pd(t) = −
〈
sinh2 (Xi(t))
〉
.
Let px(t) denote the error probability on qubit 1. In the case of the sur-
face code, this is then up to boundary effects the error probability on all
other qubits as well. The error probability px(t) is the total probabilistic
weight of all valid terms that apply an odd number of errors to qubit 1.
Let px(t)Nq denote the probability of an error on qubit 1 if there is a total
number of Nq qubits in the code. Clearly, we have px(t)1 = pd(t). When
increasing Nq 7→ Nq + 1, the parity of errors on qubit 1 is only changed
if a pair of errors is applied to qubit 1 and qubit Nq + 1. The weight of
this happening is sin2(J1,Nq+1(t)), while the weight of it not happening is
cos2(J1,Nq+1(t)). This leads to the recursive formula
px(t)Nq+1 = cos
2(J1,Nq+1(t))px(t)Nq + sin
2(J1,Nq+1(t))(1− px(t)Nq) . (7.12)
Let sums and products with a prime run over all qubits except qubit 1,
i.e., from 2 to Nq. The solution is then evidently given by
px(t)Nq =
∏
i
′
cos2(J1i(t))×pd(t)
∑
mi∈{0,1}∑′
imi≡ 0 (mod 2)
∏
i
′
(tan2(J1i(t)))
mi + (1− pd(t))
∑
mi∈{0,1}∑′
imi≡ 1 (mod 2)
∏
i
′
(tan2(J1i(t)))
mi
 .
(7.13)
7.4 Evolution of a two-qubit density matrix
coupled to the bath
Consider two qubits i and j at locations Ri and Rj , respectively, that are
coupled to a bosonic bath. We assume them to be uncorrelated with the
bath at t = 0, ρ(0) = ρij ⊗ ρB. The evolution of the two-qubit density
matrix can be found using Eqs. (7.5) and (7.9). We keep the technicalities
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in Appendix 7.C and present here the final result for the state of the two-
qubit density matrix after some time t. We have
ρij(t) =
(
1
4
(1 + e−4Λ(t) cosh(4Cij(t))) +
1
2
e−2Λ(t) cos(2Jij(t))
)
× ρij
+
(
1
4
(1− e−4Λ(t) cosh(4Cij(t))
)
× (σxi ρijσxi + σxj ρijσxj )
+
(
1
4
(1 + e−4Λ(t) cosh(4Cij(t)))− 1
2
e−2Λ(t) cos(2Jij(t))
)
× σxi σxj ρijσxi σxj
+
(
− i
2
e−2Λ(t) sin(2Jij(t))
)
× (σxi σxj ρij − ρijσxi σxj )
+
(
1
4
e−4Λ(t) sinh(4Cij(t))
)
× (σxi σxj ρij + ρijσxi σxj − σxi ρijσxj − σxj ρijσxi ) .
(7.14)
Here, Jij(t) is as defined in Eq. (7.8) and
Cij(t) = 〈Xi(t)Xj(t)〉 = −λ
2
N
∑
k
|k|2r cos (k(Ri −Rj)) coth(βωk/2)sin
2(ωkt/2)
(ωk/2)2
.
(7.15)
Furthermore, we introduced the non-negative function
Λ(t) = −Cii(t) ≥ 0 . (7.16)
It characterizes the decoherence of each individual qubit due to its cou-
pling to the bath and will be discussed in more detail in the next section.
Unlike the functions Jij(t), the functions Cij(t) depend on tempera-
ture. For i 6= j, they are in general hard to evaluate at finite temperature.
At zero temperature, they have been calculated for 2D baths in Ref. [139].
In the rest of this work, we will follow Ref. [138] and focus on a bath with
r = 0, D = 2, corresponding to an Ohmic bath. For this case, the correla-
tor Cij(t) evaluates at zero temperature to
Cij(t) = − λ
2
piv2
θ(vt−R)arccosh(vt/R) . (7.17)
As it turns out, however, the single-qubit error rate px(t) depends only
on the functions Λ(t) and Jij(t), but not on Cij(t) for i 6= j. For example,
one easily verifies that the partial trace ρi(t) of Eq. (7.14) is independent
of Cij(t) and, using Eq. (7.21) below, that the probability for a σx-error
agrees with Eq. (7.13) for Nq = 2. This allows us in the following sections
to evaluate px(t) without knowing the functions Cij(t) for i 6= j.
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Bath coupling as an entangling gate
Recently, the idea of perfoming entangling gates between two qubits
by coupling them to an ordered ferromagnet (which can be seen as a
“magnon bath”) and exploiting the mediated interaction has been stud-
ied in Ref. [141]. The availability of entangling gates between nearest-
neighbor qubits is crucial for the circuit-based implementation of the
surface code [48, 57, 134]. Using the above result, it is straightforward
to evaluate the fidelity of such a gate. For concreteness, let us study the
fidelity of maximally entangled two-qubit states (ebits) obtained using
such a gate.
Consider the initial state ρij = |0〉〈0|i ⊗ |0〉〈0|j and the maximally en-
tangled states |ψ±〉 = 1√
2
(|0〉i|0〉j ± i|1〉i|1〉j). Then,
〈ψ±|ρij(t)|ψ±〉 = 1
4
(1 + e−4Λ(t) cosh(4Cij(t)))∓ 1
2
e−2Λ(t) sin(2Jij(t)) .
(7.18)
At times for which Jij(t) is an odd multiple of pi/4, we obtain ebits with
fidelity 1
4
(1 + e−4Λ(t) cosh(4Cij(t))) + 12e
−2Λ(t). For nearby qubits, Cij(t) '
−Λ(t), such that the fidelity simplifies to 3
8
+ 1
8
e−8Λ(t) + 1
2
e−2Λ(t). High-
fidelity ebits can thus only be obtained for times t such that Λ(t)  1.
The gate is only useful if Jij(t) reaches pi/4 in such times.
Note that the magnon bath considered in Ref. [141] has a dispersion
which is parabolic rather than linear, as assumed in this work. For a
2D Ohmic bath (r = 0, D = 2), the function Jij(t) can be calculated as
described in Ref. [139, Appendix C] and evaluates to
Jij(t) =
λ2
2pi2v2
(
θ(R− vt) arcsin(vt/R) + θ(vt−R)pi
2
)
, (7.19)
where we have defined R := |Ri − Rj|. Note that Jij(t) reaches a sta-
tionary value of λ
2
4piv2
for times t such that vt > |Ri − Rj|. Choosing
λ = piv thus produces ebits with fidelity ' 1 − 2Λ(t) for times such that
vt > |Ri − Rj|. High-fidelity ebits are obtained in the time-interval for
which vt > |Ri −Rj| and Λ(t) 1, if this interval exists.
Baths in 3D behave very differently in this respect: for all values of r =
0,±1
2
, Jij(t) grows linearly with t for t > R/v in 3D (see Appendix 7.A).
Similarly, Jij(t) grows linearly with t for large enough t, see Sec. 7.A. In
these cases, ebits can be obtained by maintaining the bath-coupling for a
certain amount of time.
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7.5 Maximal QEC cycle time for uncorrelated
errors
Let us now first consider the simple case where the noise on the different
qubits is uncorrelated, which is relevant if the qubits are sufficiently far
apart from each other such that each qubit effectively couples to its “pri-
vate bath”. Note that for the noise to be uncorrelated, it is not enough to
require that Jij(t) vanish for all i and j. The decoherent part of the evo-
lution, too, leads to correlations between the errors on different qubits,
which can be quantified by correlators 〈Xi(t)Xj(t) . . . Xm(t)〉. Uncorre-
lated noise requires that both Jij(t) ≈ 0 and Cij(t) = 〈Xi(t)Xj(t)〉 ≈ 0 for
all i 6= j. In this case, we simply have px(t) = pd(t) for each qubit.
SinceXi(t) is linear in the creation/annihilation operators of the bath,
we can apply Wick’s theorem to calculate thermal expectation values of
products of the operators Xi(t). I.e.,〈
Xi(t)
2k
〉
=
(2k)!
2kk!
〈
Xi(t)
2
〉k
, (7.20)
where (2k − 1) × (2k − 3) × . . . × 3 × 1 = (2k)!
2kk!
is the number of possible
contractions. We thus find
pd(t) := −
〈
sinh2 (Xi(t))
〉
= −
∞∑
n,m=0
1
(2n+ 1)!
1
(2m+ 1)!
〈
Xi(t)
2n+2m+2
〉
= −
∞∑
n,m=0
1
(2n+ 1)!
1
(2m+ 1)!
(2n+ 2m+ 2)!
2n+m+1(n+m+ 1)!
〈
Xi(t)
2
〉n+m+1
= −
∞∑
k=0
〈
Xi(t)
2
〉k+1 (2k + 2)!
2k+1(k + 1)!
×
k∑
n=0
1
(2n+ 1)!
1
(2k − 2n+ 1)!︸ ︷︷ ︸
22k+1/(2k+2)!
=
1
2
(
1− exp{2 〈Xi(t)2〉})
=
1
2
(1− exp {−2Λ(t)}) , (7.21)
where we have defined k = n+m and Λ(t) = −〈Xi(t)2〉 ≥ 0 .
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Different baths are characterized by their spectral density function
J(ω) =
λ2
N
∑
k
|k|2rδ(ω − ωk) = αωsω1−s0 e−ω/ωc . (7.22)
Here, α is a dimensionless bath strength, ω0 is a characteristic frequency
of the bath, and ωc is a high-frequency cut-off. A bath with s < 1 is called
sub-Ohmic, one with s = 1 is called Ohmic, and one with s > 1 is called
super-Ohmic.
The function Λ(t) depends only on the spectral density function of the
bath and its temperature, namely we have
Λ(t) =
∫ ∞
0
dω J(ω) coth (βω/2)
sin2 (ωt/2)
(ω/2)2
. (7.23)
We see that for s ≥ 1 a finite ωc is necessary to ensure the convergence of
Eq. (7.23). With a linear dispersion, ωk = v|k|, and a D-dimensional bath,
we have s = D + 2r − 1.
For uncorrelated errors, surface code error correction breaks down if
px(t) > pc = 10.9% [57]. Inverting Eq. (7.21), we thus find the maximal
time τ of one error correction cycle from
Λ(τ) =
1
2
log
1
1− 2pc ' 0.123 . (7.24)
This solves the problem up to evaluation of the integral in Eq. (7.23) and
inversion of Eq. (7.24).
Following Ref. [138], we restrict in the main text to the case D = 2
and r = 0, corresponding to an Ohmic bath. The dimensionless bath
strength parameter evaluates in this case to α = λ
2
2piv2
. The functions Λ(t)
for the remaining combinations of D = 2, 3 and r = 0,±1
2
are presented
in Appendix 7.A.
For the integral in Eq. (7.23), we find with s = 1 and βωc  1, using
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coth(x) = 1 + 2
∑∞
n=1 e
−2nx,
Λ(t) =
∫ ∞
0
dω αωe−ω/ωc coth (βω/2)
sin2 (ωt/2)
(ω/2)2
=
∫ ∞
0
dω αωe−ω/ωc
sin2 (ωt/2)
(ω/2)2
+ 2
∞∑
n=1
∫ ∞
0
dω αωe−ω/ωce−2nβω/2
sin2 (ωt/2)
(ω/2)2
= α log
[
1 + ω2c t
2
]
+ 2α
∞∑
n=1
log
[
1 +
ω2c t
2
(1 + nβωc)2
]
' α log [1 + ω2c t2]+ 2α ∞∑
n=1
log
[
1 +
t2
n2β2
]
= α log
[
1 + ω2c t
2
]
+ 2α log
[
β
pit
sinh(
pit
β
)
]
. (7.25)
Inserting this into Eq. (7.21) yields
pd(t) =
1
2
− 1
2
[
(1 + ω2c t
2)
sinh2(pit/β)
(pit/β)2
]−2α
, (7.26)
which for non-vanishing times (t 1
ωc
) is well-approximated by
pd(t) =
1
2
− 1
2
[
βωc
pi
sinh(
pit
β
)
]−4α
. (7.27)
Inverting pd(τ) = pc leads to our final solution
τ =
β
pi
arcsinh
[
pi
βωc
(1− 2pc)−1/4α
]
. (7.28)
7.6 Surface code error correction for spatially
correlated errors
The form of the evolution operator derived in Eq. (7.9) reveals that the
state Φm ◦ Φd(ρq) contains correlations between the errors on arbitrary
numbers of qubits. The coherent part of the evolution affects each pair
{i, j} of qubits by a two-qubit error with probability sin2(Jij(t)), while
any set {1, 2, . . . ,m} ofm qubits suffers anm-qubit error with probability
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(−1)m 〈sinh2(X1(t)) . . . sinh2(Xm(t))〉 due to the decoherent evolution. If
the decoherent evolution were uncorrelated, this probability would be
given by (−1)m 〈sinh2(X1(t))〉 . . . 〈sinh2(Xm(t))〉. The difference between
the two terms implies the presence of correlations: if a qubit suffers an
error, nearby qubits have a higher chance of also being affected by an
error than one would expect from the single-qubit error rate Eq. (7.13)
alone.
The threshold error rate of pc = 10.9% derived in Ref. [57] applies in
the case of uncorrelated errors. The correlations mentioned above will
change this value to an unknown threshold p˜c. A recent work stud-
ied the effect of clusters of errors on surface code correction when the
probability of a certain cluster size is exponentially or polynomially sup-
pressed [142]. Thresholds were not studied in terms of the single-qubit
error rate px but in terms of an over-all probability p for single-qubit er-
rors and clusters of errors. If the probability of a large cluster decays
sufficiently slowly, any p > 0 will lead to px → 12 for large enough L.
This makes a direct application of the results of Ref. [142] to our problem
impossible.
In the following, we thus want to investigate how different kinds of
spatial correlations between errors affect the threshold error rate for the
single-qubit error rate px. The modified threshold error rate p˜c strongly
depends on the type of correlations that are present between the errors.
Fig. 7.1 summarizes our results. A worst case is given by ballistically
propagating anyons, leaving a linear trail of errors behind. In this case, p˜c
can be smaller than pc by an order of magnitude or more. To understand
this, note that the task of error correction is to pair the anyons in a way
that is homologically equivalent to the way they have been created. Error
correction breaks down if choosing the right homology class becomes
ambiguous. This is achieved with the smallest number of errors if the
anyons in each pair propagate into opposite directions.
If anyons perform a diffusive random walk in the toric code, the mod-
ified threshold error rate p˜c can also be significantly smaller than pc. This
scenario is physically relevant if there is a non-trivial surface (or toric)
code Hamiltonian that energetically penalizes the creation, but not the
propagation of anyons. The error model of diffusive errors and its effect
on error correction have been studied in this context in Refs. [38, 81].
For both ballistic propagation and a diffusive random walk of anyons,
there is a tendency for errors to form string-like patterns. By contrast, the
correlations discussed at the beginning of this section favor a clustering
of errors (i.e., it is more likely than in the uncorrelated case that errors
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Figure 7.1: Different kinds of spatial correlations between errors in the
surface code and how they affect its threshold error rate.
are spatially close to each other) but there is no mechanism that favors
string-like error configurations.
We do not expect clustering of errors to strongly harm the threshold
error rate pc. Most clusters of nearby errors do not form string-like pat-
terns and thus do not help to bring pairs of anyons apart from each other
and make a homologically correct pairing ambiguous. For a fixed single-
qubit error rate px, the presence of regions with a high density of errors
implies the presence of regions with a low density of errors. The latter
help to avoid ambiguities.
In the following subsections we study the modified threshold error
rate p˜c for different kinds of spatial correlations between surface code
errors by use of Monte Carlo simulations. In agreement with our expec-
tations, we find that clustering of errors leads to at most a mild decrease
of the threshold error rate – and can even be beneficial in the strongly
correlated regime.
We conclude that even in the presence of spatial correlations between
errors without a mechanism that prefers string-like arrangements the modified
threshold error rate p˜c does not differ drastically from pc. Heuristically,
we expect correlations between errors arising from coupling the code to
the bath not to be of the string-like type. We will thus in the following
section invert the equation px(τ) = p˜c without knowing the exact value
of p˜c, and simply assume that it is of the same order of magnitude as pc.
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Ballistic propagation of anyons
In the following subsections, we study the impact of correlated errors on
the correctability of the surface code by use of Monte Carlo simulations.
That is, we produce a large number of error configurations using a certain
error model, and see whether we are able to find a pairing of the resulting
anyon configuration that is homologically equivalent to the actual one.
Finding such a paring is the task of a classical decoding algorithm. Only
if unrealistic computing power is available can we hope to actually per-
form correction up to the theoretical threshold of pc = 10.9% (in the un-
correlated case). Therefore, an efficient approximate error correction al-
gorithm is needed in practice. We will employ minimum-weight perfect
matching (MWPM) [70], which, for a graph with weighted edges and an
even number of vertices provides the matching of minimal weight. Here,
the vertices correspond to the anyons found as a result of the stabilizer
measurements, and the weight of an edge connecting two anyons is sim-
ply given by the minimal number of qubits that have to suffer an error in
order to create that pair from the anyonic vacuum (i.e., their Manhattan
distance). We employ the library Blossom V [69] to perform MWPM. Us-
ing MWPM for performing error correction in the surface code reduces
the threshold error rate to 10.2% [38, 126].
For our first “worst case” error model, we envision anyons that af-
ter creation start to ballistically propagate into a certain direction. More
precisely, we specify the error model by two parameters f and l. First,
we draw a number n at random from a Poisson distribution with mean
2fL2. Then, we perform n times the following. Choose one of the L2
anyon locations and an angle φ ∈ [0, 2pi) at random. (Recall that we con-
sider one type of error only, so for a surface code of linear size L with
periodic boundary conditions, there are L2 anyon locations of the rele-
vant type.) Draw random numbers lh and lv from Poisson distributions
with mean l| cos(φ)| and l| sin(φ)|, respectively (the expectation value for
lh + lv is thus 4pi l). Starting from the initial anyon location, apply lh errors
horizontally and lv errors vertically, with the directions given by the sign
of the trigonometric functions. After doing this n times, perform error
correction by means of MWPM.
For each value of l, there is a threshold value fc such that for f < fc
the logical error rate decreases exponentially with L and for f > fc the
logical error rate approaches 1
2
. For each triple of l, f , and L, we generate
a number N of error configurations which is such that error correction
fails 104 times. The logical error rate can then be estimated as 104/N . The
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threshold values fc are then determined for each value of l by comparing
the logical error rates for code sizes up to L = 60. Finally, once we know
the threshold value fc we can determine the threshold p˜c for the single-
qubit error rate px by determining the fraction of qubits that suffer an
error for the given pair of l and fc. An even number of errors on the
same qubit count as no error, and on odd number as one. If the errors are
sufficiently sparse such that the probability of several errors happening
on the same qubit is negligible, we have px = 4pi l × 2fL2/(2L2) = 4pi lf ,
while otherwise it will be smaller.
The single-qubit threshold error rates p˜c as a function of l are illus-
trated by the purple squares in Fig. 7.2. While for l = 1
2
the threshold
is still comparable with the value of 10.2% for the uncorrelated case, it
decreases strongly as l is increased.
Figure 7.2: Single-qubit error rate p˜c for which error correction breaks
down for two error models that lead to string-like error patterns: ballistic
and diffusive propagation of anyons.
Diffusive propagation of anyons
In the case where anyons perform a random walk, the simulation works
in much the same way as described in the previous subsection. For each
initial anyon location, we draw a random number from a Poisson dis-
tribution with mean l, and then perform a random walk whose length
CHAPTER 7. BREAKDOWN OF SURFACE CODE ERROR
CORRECTION DUE TO COUPLING TO A BOSONIC BATH 190
is given by this number. The resulting thresholds are displayed by the
blue circles in Fig. 7.2. Threshold error values are, for a given value of l,
significantly higher than in the ballistic case though significantly lower
than in the uncorrelated case.
Clustered errors
Here, we study a family of error models that describe clustering of errors
in the surface code. For l ≤ m2, we define the error model m-l-cluster
as follows: from each square of m × m qubits in the surface code, pick
l qubits at random and apply an error to all of them with probability f .
The resulting single-qubit error rate is px . fl. (Note that the same qubit
can suffer several errors and an even number corresponds to no error
at all, leading to px < fl.) The modified critical error rates p˜c are again
determined as described in Sec. 7.6.
Figure 7.3: Single-qubit error rate p˜c for which error correction breaks
down in the m-l-cluster error models.
Fig. 7.3 shows our results. If l  m, errors are essentially uncorre-
lated and the threshold values for p˜c are close to 10.2%, the threshold for
MWPM-based error correction in the uncorrelated case. For l . m, p˜c
falls slightly below 10%, though the decrease is not dramatic. This de-
crease is due to the possibility of forming string-like patterns of length
l, which leads to a smaller number of errors being necessary for correc-
tion to become ambiguous. Finally, for l > m the threshold increases
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significantly beyond pc. Additional errors now make it easier to recog-
nize the cluster and increase the probability that several errors together
form a (partial) stabilizer operator and therefore do no harm to the code.
For instance, in the 2-4-cluster case the threshold error rate is as high as
p˜c = 29.0%, since half of all errors combine to a stabilizer operator. In
reality, we do of course not expect the environment to apply exclusively
2×2 squares of errors, but to find ourselves in the regime where the clus-
tering of errors leads to a slight reduction of the single-qubit threshold
error rate.
Correlated two-qubit errors
Let us now study the case where there are correlations between errors on
pairs of qubits only. Note that the coherent part of the evolution is able
to produce such correlations only. The regime considered here is thus
relevant if correlations between error events on more than two qubits
due to the decoherent evolution are weak.
The study of correlated two-qubit errors is simplified by the fact that
there is a clear worst-case, namely a two-qubit error on a pair of nearest-
neighbor qubits. We assume that each qubit in the code suffers an error
with probability p1 and that, furthermore, each pair of nearest neighbors
in the code suffers a pair of errors with probability p2. We expect and
have verified in numerical simulations (see below) that correlated errors
on pairs of qubits which are not nearest neighbors have, for a fixed single-
qubit error rate px, less of an effect on error correction than correlated er-
rors on nearest neighbor qubits. Studying this particular case thus allows
us to find the maximal impact of correlated two-qubit error events.
With the above parameters, and since each qubit in the code has four
nearest neighbors, the single-qubit error rate px can be calculated in anal-
ogy to Eq. (7.13) as
px = p1
∑
k even
(
4
k
)
pk2(1− p2)4−k + (1− p1)
∑
k odd
(
4
k
)
pk2(1− p2)4−k
=
1
2
− 1
2
(1− 2p1)(1− 2p2)4 . (7.29)
We can make two estimates for where error correction will break down
in the above model. First, we can simply assume that the correlations
do neither help nor derogate the correctability of the code. In this case,
the breakdown occurs for px = pc (or, with MWPM correction, for px =
CHAPTER 7. BREAKDOWN OF SURFACE CODE ERROR
CORRECTION DUE TO COUPLING TO A BOSONIC BATH 192
10.2%), independently of p2. A second estimate is of entropic nature. It
is obtained by studying whether it is at all possible that the stabilizer
measurements provide us with enough information to infer what errors
have happened. Assume that there are n qubits in the code. There are
2n pairs of nearest neighbors and n/2 plaquette stabilizers that can give
us information about bit-flip errors. For large n, the total information
contained in the noise can be compressed to nh(p1) + 2nh(p2) bits, where
h(p) = −p log2(p)− (1− p) log2(1− p) is the binary entropy function. On
the other hand, the plaquette stabilizers give us at most n/2 bits of infor-
mation. Error correction will thus break down if
2h(p1) + 4h(p2) = 1 . (7.30)
If we needed to know exactly which qubits have suffered a bit-flip, Eq. (7.30)
would put a rigorous upper bound on the correctability of the surface
code. However, we only need to know the error pattern modulo applica-
tion of stabilizer operators. For this reason, Eq. (7.30) should rather be seen
as an estimate of an upper bound. Such an entropic estimate predicts the
unavoidable breakdown of surface code error correction to high accuracy
for both uncorrelated bit-flip errors [57] (i.e., 2h(pc) ' 1) and depolariz-
ing noise [131]. Ref. [40] shows that variations of the surface code tailored
for stability against biased noise (px 6= pz) give thresholds that fall only
a few percents short of the ones suggested by such entropic arguments
– even with error correction performed by an efficient approximate algo-
rithm.
We will use two different algorithms for performing error correction
for the above error model. Both of them are based on MWPM, but they
differ in the weights they assign to the edges. The first one is the al-
gorithm used in the previous subsections. It ignores correlations and as-
signs the Manhattan distance between two anyons to the edge connecting
them. The second algorithm, described in more detail in Appendix 7.B,
uses a more sophisticated assignment of edge weights that allows it to
take spatial correlations between the errors into account.
Fig. 7.4 compares the above estimates with the resulting combinations
(p1, p2) for which error correction breaks down in actual numerical simu-
lations, when the two algorithms described above are used for perform-
ing error correction. If the Manhattan distance between two anyons is
used as the edge weight and correlations between the errors are ignored,
error correction breaks down for px = 10.2% for p2 → 0, slightly below
the value of pc for perfect error correction. In the maximally correlated
regime, p1 → 0, error correction already breaks down for px = 9.6% – a
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Figure 7.4: Each qubit is independently subjected to an error with prob-
ability p1. Furthermore, each pair of nearest-neighbor qubits is subjected
to a a pair of errors with probability p2. The blue lines correspond to
a constant value of px, calculated according to Eq. (7.29), while the red
line shows the entropic bound Eq. (7.30). Diamonds represent threshold
error rates (p1, p2) when error correction is performed with MWPM and
correlations are ignored. Squares represent threshold error rates for an al-
gorithm that takes correlations into account. Threshold error rates have
been determined to accuracy 10−3, by comparing logical error rates for
code sizes between 10 and 50 (periodic boundary conditions). For each
combination of error rates and code sizes, the logical error rates were ob-
tained from as many error configurations as were necessary to obtain 104
logical errors.
pretty insignificant decrease. We have obtained similar data to the one
displayed in Fig. 7.4 for correlated errors that happen on pairs of qubits
which are further away from each other than nearest neighbors. In this
case, the deviations from the line px = 10.2% are smaller. Already for
pairs of qubits that are three lattice constants away from each other, the
obtained threshold error rates are indistinguishable (to accuracy 10−3)
from this line.
For the second, improved algorithm, error correction breaks down
for px = 10.6% in the uncorrelated case (p2 → 0), close to the theoret-
ical value of pc, and for px = 18.6% in the maximally correlated case
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(p1 → 0). The threshold error rates (p1, p2) approximately follow that of
the two above estimates wich predicts the higher threshold value and
significantly beat both estimates in some regimes. Beyond the red line in
Fig. 7.4, it is information-theoretically impossible that we learn from the
stabilizer measurements what errors have happened. That it is possible
to error correct beyond that line shows that due to its degenerate nature
(i.e., different error configurations can lead to the same syndrome) the
surface code is able to take care of some of the entropy in the noise itself.
In conclusion, ignoring during error correction that pairs of qubits can
be affected by correlated errors hardly affects the single-qubit threshold
error rate of the surface code. If an algorithm takes these correlations into
account, the single-qubit threshold error rate can be significantly boosted
in the strongly correlated regime. Due to its degenerate nature, the sur-
face code is able to correct in regimes where it is information-theoretically
impossible that we learn what errors the code has suffered.
7.7 Maximal QEC cycle time for correlated
errors
Assuming that the form of spatial correlations between errors that will be
present in Φm◦Φd(ρq) does not lead to a threshold error rate p˜c that differs
drastically from pc, the single-qubit error rate px(t) in Eq. (7.13) contains
already all the information we need in order to predict the maximal QEC
period τ . A great advantage of Eq. (7.13) is that it depends only on pd(t)
and the coherent interaction strengths Jij(t), but not on the temperature-
dependent correlators Cij(t) for i 6= j.
Our goal is thus to solve the equation px(τ) = p˜c for τ , where px(t) is
given by Eq. (7.13). Since p˜c is an order of magnitude smaller than 1, we
can approximate px(t) by its leading-oder contributions,
px(t) ' pd(t) +
∑
i
′
sin2(J1i(t)) . (7.31)
We follow again Ref. [138] and study an Ohmic bath (r = 0, D = 2). The
function Jij(t) for this bath type has been provided in Eq. (7.19). Note
that Jij(t) decays inversely with distance outside of the light-cone. There-
fore, the second summand in Eq. (7.31) diverges logarithmically with the
code size L at any non-zero time (up to constant prefactors of order 1,
we have
∑
i
′ 1
|R1−Ri|2 ∼
∫ L/2
1
1
r2
rdr ∼ log(L)). Correspondingly, the max-
imal QEC period vanishes in the thermodynamic limit (though it does
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so very slowly, see below). For all other combinations of D = 2, 3 and
r = 0,±1
2
, Jij(t) decays stronger than |Ri − Rj|−1 outside of the light-
cone (see Appendix 7.A). The maximal QEC period remains thus finite
in the thermodynamic limit for all other bath types.
Setting the lattice constant of the surface code to unity and assuming
a linear code size L, we can estimate∑
i
′
sin2(J1i(t)) '
2pi
∫ L/2
0
dRR sin2
[
λ2
2pi2v2
(
θ(R− vt) arcsin(vt/R) + θ(vt−R)pi
2
)]
.
(7.32)
Since we are interested in times where this sum is (still) sufficiently smaller
than 1, in particular each summand has to be much smaller than 1. Defin-
ing m(t) = min{L/2, vt}, we find
∑
i
′
sin2(J1i(t)) ' 2pi
∫ L/2
m(t)
dR
1
R
(
λ2t
2pi2v
)2
+ 2pi
∫ m(t)
0
dRR
(
λ2
4piv2
)2
=
λ4t2
2pi3v2
log(
L/2
m(t)
) +
λ4
16piv4
m2(t) . (7.33)
Combining Eqs. (7.27), (7.31), and (7.33) we conclude that for times t
which are small enough such that px(t) 1 we have
px(t) ' 1
2
− 1
2
[
βωc
pi
sinh(
pit
β
)
]−2λ2/piv2
︸ ︷︷ ︸
A(t)
+
λ4t2
2pi3v2
log(
L/2
m(t)
)︸ ︷︷ ︸
B(t)
+
λ4
16piv4
m2(t)︸ ︷︷ ︸
C(t)
.
(7.34)
We can recognize three different mechanisms contributing to the single-
qubit error rate px(t). Summand A(t) describes errors due to each qubit
coupling individually to the bath. Correspondingly, this term is indepen-
dent of L. It is the only term that depends on temperature and the only
term that contributes if the qubits do not interact via the bath. Summand
B(t) describes errors due to superluminal interactions between the qubits
mediated by the bath. It diverges logarithmically withL for short enough
times but vanishes once all qubits are within their mutual light-cones.
Finally, summand C(t) describes errors due to subluminal interactions
between the qubits. Once all qubits are within their mutual light-cones,
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Figure 7.5: The three summands A(t), B(t), and C(t) and their sum px(t)
compared with pc for code sizes L = 102, L = 103, and L = 104. We have
used paramters v = 1, λ = 0.1, T = 0.01, and ωc = 30. Note that the
assumptions βωc  1 and τd  1/ωc made during the derivation of A(t)
are well-satisfied.
this term reaches a time-independent constant which is proportional to
the number of qubits in the code.
We have already studied the times τd which are necessary for sum-
mand A(t) to reach critical levels (A(τd) ' pc) in Sec. 7.5. The only ques-
tion that remains is whether B(t) or C(t) reach critical levels before A(t)
and if so, on what time-scales. As shown in Fig. 7.5, each of the three
summands can be the dominant force leading to the breakdown of error
correction. A higher temperature increases the weight of summand A(t),
while a larger code size increases the weight of summandsB(t) and C(t).
In order to find the maximal QEC period τ , we make the simplify-
ing assumption that the breakdown is due to the dominant mechanism
alone, i.e., we approximate px(t) ' max{A(t), B(t), C(t)}. Note that for
times much smaller than L/v, we have B(t) > C(t), while for times of or-
der L/v or larger, we have B(t) < C(t). For times larger than L/2v, C(t)
reaches its maximal value λ
4L2
64piv4
. Therefore, for L > 8
√
pip˜c
v2
λ2
the termC(t)
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Code size Breakdown in a time Dominant mechanism
L < 4.7 v
2
λ2
τd direct bath coupling
4.7 v
2
λ2
< L < 16.1 v
2
λ2
min{τd, τsub} . . . or subluminal interactions
L > 16.1 v
2
λ2
min{τd, τsuper} . . . or superluminal interactions
Table 7.1: Maximal time before error correction in the surface code breaks
down for a 2D Ohmic bath in different parameter regimes. The times τd,
τsub, and τsuper are summarized in Sec. 7.7.
will reach critical values (p˜c) in a time
τsub =
4
√
pip˜cv
λ2
, (7.35)
while otherwise it will never do so. Elementary calculus shows that the
maximal value, which B(t) can achieve while still being larger than C(t),
is e
−pi2/4
64pi
λ4
v4
L2, and that B(t) is monotonically increasing until it reaches
this value. Therefore, B(t) reaches p˜c before C(t) if and only if L >
8epi
2/8
√
pip˜c
v2
λ2
. The (relevant) solution to B(τsuper) = p˜c is given by
τsuper = 2pi
√
pip˜c
v
λ2
∣∣W−1(−16pi3p˜cv4/λ4L2)∣∣−1/2 , (7.36)
where W−1 is the lower branch of the Lambert W function.1 For z → 0−,
we have W−1(z) ' log |z|, showing that the available QEC time vanishes
in the thermodynamic limit L → ∞ like τ ∼ 1/√log(L), that is, very
slowly.
Summary of results
Let us summarize our results for a 2D Ohmic bath. There are three differ-
ent mechanisms that contribute to the error rate on each qubit and hence
put limits on the maximal QEC period τ : the individual coupling of each
qubit to the bath, superluminal interactions between the qubits mediated
by the bath as well as subluminal ones.
1The Lambert W function by definition satisfies z = W (z)eW (z). For −e−1 < z < 0,
there are two solutions, giving rise to two branches W−1(z) and W0(z) with W−1(z) <
W0(z) < 0. The equation a = x2 log(ξ/x) with a > 0 and ξ >
√
2ae has the two solutions
x =
√
2a
∣∣Wk(−2a/ξ2)∣∣−1/2, with k = −1, 0. Since we are interested in the smaller of the
two solutions, we choose the k = −1 branch and obtain Eq. (7.36).
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The direct interaction of each qubit with the bath puts an upper bound
τd on the maximal time for which error correction can suceed. This time
is given by Eq. (7.28), for which we find a high- and a low-temperature
value
τd =
1
piT
arcsinh
[
piT
ωc
(1− 2p˜c)−piv2/2λ2
]
'

1
ωc
exp(cv2/λ2) if T < ωc
pi
exp(−cv2/λ2)
1
piT
(
cv2/λ2 − log [ ωc
2piT
])
if T > ωc
pi
exp(−cv2/λ2) .
(7.37)
Here, c = pi
2
log 1
1−2p˜c . Assuming p˜c ' pc, we find c ' 0.4.
The interaction between the qubits mediated by the bath is a further
source of errors, both due to subluminal and superluminal interactions.
Errors due to mediated interactions can only reach critical values if the
linear code size L is large enough; if L < 8
√
pip˜c
v2
λ2
, neither the error
strength due to sub- nor due to super-luminal interactions will ever reach
p˜c. For 8
√
pip˜c
v2
λ2
< L < 8epi
2/8
√
pip˜c
v2
λ2
, errors due to sub-luminal inter-
action reach a critical strength in a time τsub ∼ v/λ2. If errors due to
superluminal interactions also reach criticality, they will do so on times
larger than τsub for these values of L. Finally, if L > 8epi
2/8
√
pip˜c
v2
λ2
, super-
luminally meadiated errors reach criticality before subluminal ones, and
they do so in a time τsuper ∼ v/λ2
√
logL. This time vanishes very slowly
in the thermodynamic limit. These results are summarized in Tab. 7.1
(assuming p˜c ' pc).
7.8 Conclusions
Quantum information is fragile and can only be maintained if the accu-
mulation of entropy in the information-bearing degrees of freedom of a
storage device can be suppressed – either by preventing entropy from
entering or by removing it at a sufficient pace. Any possible measure to
achive this can only succeed for certain classes of system-environment
couplings. Correspondingly, a proposal that promises stability of quan-
tum information is only as valuable as the error source against which it
protects is realistic.
In this work, we have investigated how long the surface code is able
to protect a quantum state against noise emerging from a physically rel-
evant type of environment – a bath of freely propagating bosonic modes.
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We have seen that there are two very distince kinds of error mecha-
nisms: the individual decoherence of each qubit, and induced interac-
tions between the code qubits. Both mechanisms lead to spatial and
temporal correlations between the errors happening in the code. How-
ever, we have shown that a tendency of errors to cluster without a ten-
dency to form string-like configurations does not strongly derogate the
correctability of the surface code – even when these correlations are ig-
nored during error correction.
We have managed to express the time before the error rates in the
code reach critical values in terms of code size (L), accidental coupling
strength (λ), mode velocity (v), and bath temperature (T ) across a wide
range of different parameter regimes. Two further parameters that deter-
mine the physical character of the qubits’ decoherence mechanism are the
spatial dimension of the medium in which the modes propagate (D) and
the nature of the coupling to the bath (r). We have focused our discus-
sion on the specific combination (D = 2, r = 0) investigated in Ref. [138],
which corresponds to an Ohmic bath. This combination is of particular
interest since it is the only one for which the maximal QEC time vanishes
(very slowly) in the thermodynamic limit. For all other combinations of
D = 2, 3 and r = 0,±1
2
, this time remains finite.
Following Refs. [138,139], we have made several simplifying assump-
tions to make the actual problem analytically tractable. These are: a
trivial Hamiltonian for the qubits; undamped and non-interacting bath
modes; no residual bath correlations between different QEC periods; one
type of errors only (bit-flips); immediate and flawless syndrome mea-
surement and error correction (including no time cost for efficient classi-
cal computations). Relaxing these assumptions opens a wide field of ad-
ditional challenges. For instance, fully fault-tolerant syndrome extraction
and error correction are discussed in Ref. [134,137]. A finite probability of
syndrome measurement failure will lead to a lower value of p˜c and hence
necessitate shorter QEC periods. Moreover, we have in this work been
concerned exclusively with spatial and temporal correlations between er-
rors in the surface code. If there are non-commuting error types on the
same qubit (bit- and phase-flips), a further type of correlation in the noise
emerges, namely correlations between different error types on the same
qubit. Such correlations are present in the often-used error model of de-
polarizing noise. How they can be taken into account during error cor-
rection is studied in Refs. [125, 127, 128, 136]. Finally, adding an energy
splitting −∆
2
∑˜
iσ
z
i for the code qubits would transform the problem into
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a many-spin generalization of the well-studied spin-boson problem. For
a single spin-qubit coupled to an Ohmic bath, the spin-boson problem
has been solved within the Born approximation in Ref. [73]. However,
the generalization of this problem to the many-qubit case may well be
analytically intractable [143].
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7.A Different bath types
Induced interactions
Linear dispersion
The bath-induced pairwise interaction between code qubits is described
by the function
Jij(t) = 2λ
2
∫
dk e−v|k|/ωc
|k|2r
ω2k
cos (k(Ri −Rj)) (sin(ωkt)− ωkt) , (7.38)
where we have introduced a cut-off factor e−v|k|/ωc into the expression
given in Eq. (7.8). The cut-off factor is only necessary in the case (3D, r =
1
2
), while in all other cases we can let ωc → ∞. In 2D, the functions Jij(t)
can be calculated as described in Ref. [139, Appendix C]. With ωk = v|k|
and R := |Ri −Rj|, the results are
Jij(t) =

λ2
2pi2v2
θ(vt−R)
(√
v2t2 −R2 − vt log(vt+
√
v2t2−R2
R
)
)
for r = −1
2
λ2
2pi2v2
(
θ(R− vt) arcsin(vt/R) + θ(vt−R)pi
2
)
for r = 0
λ2
2pi2v2
θ(vt−R)√
v2t2−R2 for r =
1
2
,
(7.39)
while in 3D, we find
Jij(t) =

− λ2
2piRv2
(vt−R)θ(vt−R) for r = −1
2
λ2
2pi2Rv2
(
log
∣∣R+vt
R−vt
∣∣− 2vt
R
)
for r = 0
2λ2
pi2R4vωc
2R2−v2t2
(R2−v2t2)2v
3t3 for r = 1
2
.
(7.40)
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Note that in three cases the interaction vanishes exactly outside of
the light-cone. The combination (2D, r = 0) considered in the main text
shows the longest-range superluminal interactions. It is the only one
for which the sum
∑
i
′
sin2(J1i(t)) in Eq. (7.31) diverges for any non-zero
time in the thermodynamic limit. Correspondingly, it is the only one for
which the maxmial QEC period (theoretically) vanishes in this limit.
Ordered ferromagnet: parabolic dispersion
Recently, the idea of performing entangling gates between qubits by cou-
pling them to an ordered Heisenberg ferromagnet has attracted interest
[141]. An ordered Heisenberg ferromagnet can be seen as a 3D magnon
bath (ωk = Dk2). If we couple to a spin component which is orthogonal
to the ordering, we obtain a coupling of type r = 0. The ferrogmanet thus
acts as a sub-Ohmic bath (s = 1
2
). Then,
Jij(t) =
λ2
4pi2D2R
[
−2piDt− pi(R2 − 2Dt)C
(
R√
2piDt
)
+pi(R2 + 2Dt)S
(
R√
2piDt
)
+
√
2piDtR(cos(
R2
4Dt
) + sin(
R2
4Dt
))
]
,
(7.41)
whereC(x) =
∫ x
0
cos(t2)dt and S(x) =
∫ x
0
sin(t2)dt are the Fresnel-integrals.
For times such that R  √Dt, the first summand in the bracket domi-
nates and we find
Jij(t) = − λ
2t
2piDR
. (7.42)
Decoherence
We have shown in Sec. 7.5 that the probability of an error due to the
coupling of a qubit to the bath is given by
pd(t) =
1
2
(1− exp {−2Λ(t)}) , (7.43)
where the function Λ(t) is given in Eq. (7.23). It depends only on the
spectral function J(ω) = αωsω1−s0 e−ω/ωc of the bath and its temperature.
The cases s = 0, 1, 2, 3 are relevant for the kinds of couplings to a bath
with linear dispersion in 2D or 3D considered in the main part of this
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Condition Type Contribution to pij
m2 = 0
(
a+b
a
) (
p1
1−p1
)a+b
a+ b ≡ 0 (mod 2) m1 = 0
(
b
(b−a)/2
) (
p2
1−p2
)b
a+ b ≡ 1 (mod 2) ∧ a+ b ≥ 3 m1 = 1 ∧m2 ≥ 1 a+b+12
(
b
(b−a−1)/2
)
p1
1−p1
(
p2
1−p2
)b−1
a ≥ 1 ∧ a+ b ≥ 4 m1 ≥ 2 ∧m2 = 1 (a+ b− 1)
(
a+b−2
a−1
) (
p1
1−p1
)a+b−2
p2
1−p2
Table 7.2: Contributions to pij we consider if anyons i and j have hori-
zontal distance a and vertical distance b, or vice versa, with a ≤ b.
work. The case s = 1
2
is relevant for an ordered Heisenberg ferromagnet
(see previous subsection).
For those values of s, we find
Λ(t) =

αpiω0t if s = 0 and β →∞
2α
√
2piω0t+ 2α
√
βω0
pi
(
4piRe ζ(−1
2
, 1 + it
β
) + ζ(3
2
)
)
if s = 1
2
and βωc  1
α log(1 + ω2c t
2) + 2α log
(
β
pit
sinh(pit
β
)
)
if s = 1 and βωc  1
α
ω0
(
− 2ω2c t2
1+ω2c t
2 − 4βψ( 1βωc ) + 4βReψ(1+iωctβωc )
)
if s = 2
α
ω20
(
−2ω4c t2(3+ω2c t2)
(1+ω2c t
2)2
+ 4
β2
ψ′( 1
βωc
)− 4
β2
Reψ′(1+iωct
βωc
)
)
if s = 3 .
(7.44)
Here, ζ(−1
2
, z) denotes a Hurwitz zeta function and ψ(z) is the digamma
function. The case s = 0 requires at finite temperature an infrared cut-
off for convergence. The result for s = 1 has been derived in Eq. (7.25),
the result for s = 1
2
can be derived in a very analogous way. Note that a
well-defined ωc →∞ limit exists only for sub-Ohmic baths.
The expressions in Eq. (7.44) (for s > 0) are displayed for a specific
set of parameters α, ω0, ωc, and β in Fig. 7.6 and compared to the critical
value of Λ(t) in the case of uncorrelated errors given in Eq. (7.24). We
see that for super-Ohmic baths this critical value is reached distinctively
earlier than for Ohmic and sub-Ohmic baths.
CHAPTER 7. BREAKDOWN OF SURFACE CODE ERROR
CORRECTION DUE TO COUPLING TO A BOSONIC BATH 203
Figure 7.6: (The bold lines show the functions Λ(t) given in Eq. (7.44). We
have used parameters α = 0.01, ωc/ω0 = 30, and βω0 = 10. The dashed
line shows the critical value 1
2
log 1
1−2pc ' 0.123, when error correction
breaks down in the uncorrelated case.
7.B An algorithm that is able to take
correlations between errors on nearest
neighbors into account
We assume again a single-qubit error rate p1 and a rate of two-qubit er-
rors on nearest neighbors p2. To an edge connecting anyons i and j, we
want to assign a weight − log(pij), where pij is the sum of the probabil-
ities of all error chains connecting anyons i and j. The minimal-weight
error chain is then the most likely one. Taking the negative logarithm
ensures that the weights are additive for independent error chains. More
precisely, we will not consider the absolute probabilities but the proba-
bilities relative to no errors happening. This leads to a constant shift of all
weights, which is irrelevant since the number of edges involved in each
matching is identical.
Using the Manhattan distance of the anyons as the weight, as we did
for the algorithm that ignores correlations between errors, corresponds
to approximating pij by the probability of the most likely single-qubit
error path connecting anyons i and j, without taking the degeneracy of
this probability into account. While calculating pij exactly is unfeasible,
the algorithm presented here is based on a better approximation of pij ,
which, in particular, takes the possibility of two-qubit errors into account.
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We will restrict to those error chains which probabilistically dominate for
either p1  p2 or p1  p2.
Assume that anyons i and j have horizontal distance a and vertical
distance b, or vice versa, with a ≤ b. In Tab. 7.2, we list all contributions
to pij which we consider. The probability-independent prefactors are the
number of possible paths of the respective type. We denote with m1 the
number of one-qubit events and with m2 the number of two-qubit events
in an error path. We consider all error paths contributing to pij for which
m1 ≤ 1 or m2 ≤ 1, and which are such that there is no error path with
error numbers m′1 and m′2 connecting anyons i and j such that m′1 ≤ m1,
m′2 ≤ m2, and m′1 +m′2 < m1 +m2.
7.C Exact evolution of two-qubit density
matrix
Let us assume that only two qubits, i and j, couple to the bath and let
us study their joint evolution, which according to Eqs. (7.5) and (7.9), is
given by
ρij(t) = exp
{−iJij(t)σxi ⊗ σxj } Et(ρij) exp{+iJij(t)σxi ⊗ σxj } . (7.45)
where
Et(ρq) = trB
{
eσ
x
i ⊗Xi(t)eσ
x
j⊗Xj(t)(ρij ⊗ ρB)e−σxi ⊗Xi(t)e−σxj⊗Xj(t)
}
= ρij ×
〈
cosh2(Xi(t)) cosh
2(Xj(t))
〉
− σxi ρijσxi ×
〈
sinh2(Xi(t)) cosh
2(Xj(t))
〉
− σxj ρijσxj ×
〈
cosh2(Xi(t)) sinh
2(Xj(t))
〉
+ σxi σ
x
j ρijσ
x
i σ
x
j ×
〈
sinh2(Xi(t)) sinh
2(Xj(t))
〉
+
(
σxi σ
x
j ρij + ρijσ
x
i σ
x
j − σxi ρijσxj − σxj ρijσxi
)
× 〈cosh(Xi(t)) sinh(Xi(t)) cosh(Xj(t)) sinh(Xj(t))〉 . (7.46)
Our goal is to express all appearing expectation values in terms of the
correlators
Cij(t) = 〈Xi(t)Xj(t)〉 = −λ
2
N
∑
k
|k|2r cos (k(Ri −Rj)) coth(βωk/2)sin
2(ωkt/2)
(ωk/2)2
.
(7.47)
The fuctions Λ(t) = −Cii(t) are discussed in detail in Sec. 7.5.
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Recall that sinh2(x) = 1
2
(cosh(2x)− 1) and cosh2(x) = 1
2
(cosh(2x) + 1).
The first four expectation values (those corresponding to diagonal terms)
can thus be reduced to 〈cosh(2Xi(t))〉 and 〈cosh(2Xi(t)) cosh(2Xj(t))〉. We
already know that
〈cosh(2Xi(t))〉 = 2〈sinh2(Xi(t))〉+ 1 = exp{−2Λ(t)} (7.48)
(see Eq. (7.21)). Let us thus calculate
〈cosh(2Xi(t)) cosh(2Xj(t))〉
=
∞∑
m,n=0
22m+2n
(2m)!(2n)!
〈Xi(t)2mXj(t)2n〉
=
∞∑
m,n=0
min(m,n)∑
k
22m+2n
(2m)!(2n)!
(
2m
2k
)
(2k)!
(
2n
2k
)
〈Xi(t)2m−2k〉〈Xi(t)Xj(t)〉2k〈Xj(t)2n−2k〉
=
∞∑
m,n=0
min(m,n)∑
k
(−1)m+n 2
2m+2n
(2m)!(2n)!
(
2m
2k
)
(2k)!
(
2n
2k
)
(2m− 2k)!
2m−k(m− k)!
(2n− 2k)!
2n−k(n− k)!
× Λ(t)m+n−2kCij(t)2k
=
∞∑
m,n=0
min(m,n)∑
k
(−2)m+n+2kΛ(t)m+n−2kCij(t)2k
(m− k)!(n− k)!(2k)! . (7.49)
To simplify this expression, we define u := m− k and v := n− k. Then,
〈cosh(2Xi(t)) cosh(2Xj(t))〉 =
∞∑
u,v,k=0
(−2)u+v+4kΛ(t)u+vCij(t)2k
u!v!(2k)!
= e−4Λ(t) cosh(4Cij(t)) . (7.50)
We conclude that〈
cosh2(Xi(t)) cosh
2(Xj(t))
〉
=
1
4
+
1
2
e−2Λ(t) +
1
4
e−4Λ(t) cosh(4Cij(t)) ,〈
sinh2(Xi(t)) cosh
2(Xj(t))
〉
=
〈
cosh2(Xi(t)) sinh
2(Xj(t))
〉
=
1
4
e−4Λ(t) cosh(4Cij(t))− 1
4
, and〈
cosh2(Xi(t)) sinh
2(Xj(t))
〉
=
1
4
− 1
2
e−2Λ(t) +
1
4
e−4Λ(t) cosh(4Cij(t)) .
(7.51)
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Let us now also calculate the remaining expectation value in Eq. (7.46).
We find
〈cosh(Xi(t)) sinh(Xi(t)) cosh(Xj(t)) sinh(Xj(t))〉
=
1
4
〈sinh(2Xi(t)) sinh(2Xj(t))〉
=
1
4
∞∑
m,n=0
22m+1
(2m+ 1)!
22n+1
(2n+ 1)!
〈
Xi(t)
2m+1Xj(t)
2n+1
〉
=
1
4
∞∑
m,n=0
min(m,n)∑
k=0
22m+1
(2m+ 1)!
22n+1
(2n+ 1)!
×
(
2m+ 1
2k + 1
)
(2k + 1)!
(
2n+ 1
2k + 1
)〈
Xi(t)
2m−2k〉 〈Xi(t)Xl(t)〉2k+1 〈Xj(t)2n−2k〉
=
1
4
∞∑
m,n=0
min(m,n)∑
k=0
(−1)m+n 2
2m+1
(2m+ 1)!
22n+1
(2n+ 1)!
×
(
2m+ 1
2k + 1
)
(2k + 1)!
(
2n+ 1
2k + 1
)
(2m− 2k)!
2m−k(m− k)!
(2n− 2k)!
2n−k(n− k)!Λ(t)
m+n−2kCij(t)2k+1
=
∞∑
m,n=0
min(m,n)∑
k=0
(−2)m+n+2k
(m− k)!(n− k)!(2k + 1)!Λ(t)
m+n−2kCij(t)2k+1
=
∞∑
u,v,k=0
(−2)u+v+4k
u!v!(2k + 1)!
Λ(t)u+vCij(t)
2k+1
=
1
4
e−4Λ(t) sinh(4Cij(t)) . (7.52)
Therefore,
ρij(t) = exp
{−iJij(t)σxi ⊗ σxj } [(14 + 12e−2Λ(t) + 14e−4Λ(t) cosh(4Cij(t))
)
× ρij
+
(
1
4
− 1
4
e−4Λ(t) cosh(4Cij(t))
)
× (σxi ρijσxi + σxj ρijσxj )
+
(
1
4
− 1
2
e−2Λ(t) +
1
4
e−4Λ(t) cosh(4Cij(t))
)
× σxi σxj ρijσxi σxj
+
1
4
e−4Λ(t) sinh(4Cij(t))×
(
σxi σ
x
j ρij + ρijσ
x
i σ
x
j − σxi ρijσxj − σxj ρijσxi
)]
× exp{+iJij(t)σxi ⊗ σxj } . (7.53)
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Using now exp
{±iJij(t)σxi ⊗ σxj } = cos(Jij(t)) ± i sin(Jij(t))σxi ⊗ σxj , we
arrive at Eq. (7.14).
CHAPTER 8
Improved HDRG Decoders for
Qudit and Non-Abelian
Quantum Error Correction
Adapted from:
Adrian Hutter, Daniel Loss, and James R. Wootton
“Improved HDRG decoders for qudit and non-Abelian quantum error correction”,
New J. Phys. 17, 035017 (2015)
Hard-decision renormalization group (HDRG) decoders are an important
class of decoding algorithms for topological quantum error correction. Due
to their versatility, they have been used to decode systems with fractal log-
ical operators, color codes, qudit topological codes, and non-Abelian sys-
tems. In this work, we develop a method of performing HDRG decoding
which combines strenghts of existing decoders and further improves upon
them. In particular, we increase the minimal number of errors necessary for
a logical error in a system of linear size L from Θ(L2/3) to Ω(L1−) for any
 > 0. We apply our algorithm to decoding D(Zd) quantum double models
and a non-Abelian anyon model with Fibonacci-like fusion rules, and show
that it indeed significantly outperforms previous HDRG decoders. Further-
more, we provide the first study of continuous error correction with imper-
fect syndrome measurements for the D(Zd) quantum double models. The
parallelized runtime of our algorithm is poly(logL) for the perfect measure-
ment case. In the continuous case with imperfect syndrome measurements,
the averaged runtime is O(1) for Abelian systems, while continuous error
correction for non-Abelian anyons stays an open problem.
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8.1 Introduction
Over the last decade, topological error correcting codes have emerged
as the primary candidate for quantum error correction [16, 57]. Errors
in these codes can be interpreted in terms of the creation, transport and
annihilation of quasiparticles, allowing the design of intuitive decoding
algorithms [126, 135, 136, 144, 145]. The anyonic nature of the quasiparti-
cles also makes them well suited to implement quantum computation on
the stored information [48, 113].
Recently a novel class of decoding algorithms was introduced for
topological quantum error correcting codes [62, 146]. They were promi-
nently used for correcting codes with fractal logical operators [60], for
which no alternative decoding procedure was available. These decoders
have since been referred to as ‘hard-decision renormalization group’ or
‘HDRG’ decoders [147].
The main advantage of HDRG decoders arises when they are applied
to codes for which syndrome measurements do not have a simple binary
output, but instead give more detailed information. Properly taking this
information into account will greatly improve the success rate of a de-
coding algorithm, but will also greatly increase the run-time. The design
of HDRG decoders allows them to make a compromise, providing de-
coding that is fast but successful.
These decoders are also hugely important to the emerging field of
non-Abelian decoding [148, 149]. For these much of the additional syn-
drome information is not initially accessible. The method by which it
can be extracted (fusing anyons and observing the fusion outcome) ex-
actly mirrors the way in which it is used within HDRG decoders. Their
development is therefore vitally important for topological quantum com-
putation.
Finally, HDRG decoders are also relevant for correcting finite-temperature
quantum memories [31], a purpose for which they have been employed
in Refs. [62, 98]. A quantum memory model of particular recent interest,
for which decoding is an open problem and for which HDRG methods
might prove useful, is developed in Ref. [30].
HDRG decoding was first introduced in Ref. [140]. Based on ideas
from Ref. [140], Ref. [62] developed an HDRG decoder that was designed
to be generally applicable to topological codes, and also to allow an an-
alytic proof that it realizes a finite threshold error rate for local noise.
However, it was later shown that developments to the method can allow
better decoding [146]. Here we expand upon this work. We consider
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strengths and weaknesses of the existing methods, and determine how
the strenghts of the different decoders can be combined and how they
can be improved further. In particular, we increase the minimal num-
ber of errors necessary for a logical error in a code of linear size L from
Θ(L2/3) to Ω(L1−) for any  > 0.
For concreteness we consider a particular choice of topological codes
to act as a sandbox, namely the D(Zd) quantum double models [16], the
qudit generalization of the more familiar qubit toric code. However, our
results will apply more generally to other types of anyonic systems. Sys-
tems with qudits of internal dimension higher than 2 are of interest for
quantum computing due to the possibility of magic state distillation with
improved error thresholds and reduced overhead [150,151] and of trans-
verse non-Clifford gates [151]. The possibility of implementing quantum
computation with these codes was explored in Ref. [153].
We consider the case of perfect syndrome measurements, which has
been studied previously using both HDRG and non-HDRG decoders
[135, 146]. We also do the first study of these codes for imperfect syn-
drome measurements, which we model using measurement outcome er-
rors. Finally, we employ the developed methods for decoding the non-
Abelian Φ-Λ model. We find for this model a threshold error rate of 15%,
while previous HDRG methods achieved 7%.
The rest of this paper is organized as follows. Sec. 8.2 briefly intro-
duces the D(Zd) quantum double models, which serve as a testbed in the
following sections. Sec. 8.3 defines HDRG decoders and introduces de-
coders used in the previous literature. Sec. 8.4 discusses strengths and
weaknesses of different decoders and how they can be improved upon.
In Sec. 8.5 we present a minimum-weight perfect matching based HDRG
decoder, which incorporates the lessons learned in Sec. 8.4. We apply
our decoder to the D(Zd) model in Sec. 8.6 and to a non-Abelian anyon
model in Sec. 8.7. We discuss the run-time of our algorithm in Sec. 8.8
and conclude in Sec. 8.9.
8.2 D(Zd) quantum double models
First we introduce the topological error correcting codes on which the
methods we develop will be tested: the D(Zd) quantum double models
[16]. In particular we consider their planar variant, defined on the spin
lattice shown in Fig. 8.1.
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Figure 8.1: Spin lattice on which the codes are defined, with spins placed
on edges.
Stabilizer operators for these codes are defined on the qudits around
the plaquettes and vertices of the lattice. The plaquette and vertex oper-
ators are independent of each other, and also dual to each other. We can
thus consider only the plaquette operators for simplicity, since all results
will apply to the vertex operators also. For a more detailed introduction,
the reader is referred to Ref. [154], which provides the first study of Zd
gauge theories as error correcting codes.
To define the plaquette operators we bicolour the plaquettes black
and white in chessboard fashion. On white plaquettes these stabilizers
are defined as
Bp =
∏
j∈p
σzj . (8.1)
Here the product is over each qudit j around the plaquette p. The σz
operator is a qudit generalization of the standard Pauli operator. This is
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defined as
σz =
d−1∑
j=0
eiωj|j〉〈j|, ω = 2pi
d
, (8.2)
for a d-level qudit. The plaquette operators for black plaquettes are sim-
ply defined as B†p.
The plaquette operators have d possible eigenvalues. These corre-
spond to the dth roots of unity ωg for g = 0, . . . , d−1. Syndrome measure-
ments determine the value of g for each plaquette. The case of g = 0 is the
trivial syndrome, and is associated with anyonic vacuum, 1 on the cor-
responding plaquette. All other values of g correspond to unique anyon
types mg. The value g is referred to as the magnetic charge, or simply the
charge, of the anyon.
The syndrome is affected by single spin operators of the form
(σx)g =
d−1∑
j=0
|j + g mod d〉〈j|. (8.3)
The effects of these on a spin will be to create an anyon of type mg in the
white plaquette adjacent to the qudit on which it was applied, and one of
type md−g in the black plaquette. If anyons are already present on these
plaquettes they will fuse with the newly created ones according to the
fusion rules
mg ×mh = mg+h mod d. (8.4)
Here m0 = 1. Note that the antiparticle of any mg is md−g. Henceforth we
will refer to the latter simply as m−g.
Given these operations it is possible to move anyons. An anyon of
type mg on a white black can be moved onto a neighbouring black pla-
quette by applying (σx)−g to the qudit between them. This creates anm−g
anyon in the white plaquette and an mg on the black. The former anni-
hilates the original anyon, and so results in its effective movement to the
black plaquette. Corresponding operators can be applied for other cases.
Given this means of transport, the minimum number of qudits on
which these operations must be applied in order to move an anyon from
one plaquette to another is the Manhattan distance (L1 metric) between
them. It is therefore this metric that we use to evaluate distances between
anyons.
The stabilizer space of the code is defined as that for which all pla-
quettes and vertices hold vacuum. This space is d2 dimensional, and so
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capable of storing two logical qudits. The effect of errors acting on a state
initially in the stabilizer space is to create anyons, and then to move, split
and fuse them. The pattern of errors applied in any given case is called
the error chain, E. The resulting pattern of anyons is the syndrome, S.
The job of a decoding algorithm is to remove the effects of the er-
rors. It must therefore remove the anyons by annihilating them with
each other. In principle this would be done by applying operators of the
form (σx)h to the spins. However, this is unnecessary in practice. Instead
the operations can be performed effectively by accounting for them in
all future measurements and operations on the effected spins. The total
operation applied (either actually or virtually) is known as the recovery
operator, R. The error correction is successful if the total effect of errors
and correction, RE, is a product of the stabilizer operators. This is sat-
isfied as long as RE contains no loops of errors that wrap around the
non-trivial cycles of the torus.
We consider a simple error model that has previously been used to
benchmark decoders for this code. This is that of (σx)g type errors ap-
plied independently to each physical qubit. The strength of the noise is
parameterized p, which denotes the probability for each qudit that an
error of this form with g 6= 0 is applied. We consider the case that all
non-zero g are applied with equal probability p/(d− 1).
8.3 HDRG decoders
Until now only the decoder of Ref. [62] and its derivatives have been
referred to as HDRG in the context of topological codes. However, in
this work we use the term to refer to a more general class of decoders.
In order to define this class, we must first introduce some terminol-
ogy. Subsets of the syndrome, S, are referred to as clusters. A cluster is
said to be neutral if it is possible for it to be removed without otherwise
affecting the syndrome. Otherwise the cluster is non-neutral. For the
D(Zd) codes a cluster, which is a set of anyons, is neutral if the sum of
their charges is zero modulo d. A set of errors that creates a single neutral
set of anyons is called an error net. Those that create only two anyons at
their endpoints are known as an error string.
The class of decoders we consider are those that use the repeated ap-
plication of the following process. Initially, each non-trivial element of
the syndrome is considered to be a separate cluster.
1. Form at least one new cluster by combining existing clusters.
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2. Check for each new cluster whether it is neutral, and find a neutral-
ization operator Rj for each neutral cluster Cj .
3. Update S by removing all neutral clusters.
This continues until the syndrome is empty. The decoder then outputs
R =
∏
j Rj as a proposed correction operator.
Note that once elements of the syndrome are included in the same
cluster, they will remain within the same cluster for the rest of the pro-
cess. It is this feature that allows the procedure to be applicable to non-
Abelian anyons, since in that case neutrality tests are performed by the
irreversible act of fusion.
Only the first step of this process is not uniquely defined. The exact
means by which the clustering is performed is what distinguishes the
different HDRG decoders. Below we present the HDRG decoders that
have been applied to topological codes so far.
BH and ABCB decoders
The HDRG decoders of Refs. [62] (BH) and [146] (ABCB) work as follows.
Firstly they define a physical distance dj,k between all pairs of non-trivial
syndrome elements j and k. For BH the Chebyshev distance (L∞ metric)
is used, whereas for ABCB this is a combination of the Chebyshev dis-
tance and Manhattan distance (L1 metric). A search distance D(n) is also
defined for the nth iteration of the algorithm. For BHD(n) = 2n, whereas
for ABCB it is simply D(n) = n+ 1. The algorithm then runs through the
following steps.
1. Form a graph with a vertex corresponding to each non-trivial syn-
drome element and no edges. Set n = 0.
2. Add an edge between all pairs of vertices for which djk ≤ D(n).
3. Clusters are connected components of this graph. Check all clusters
for neutrality. Remove all vertices corresponding to each neutral
cluster Cj .
4. If vertices remain, increment n by 1 and repeat from step 2. Other-
wise proceed to step 5.
5. For each neutral cluster Cj find an operator Rj that acts only on the
spins in its neighbourhood, the action of which would remove the
syndrome.
CHAPTER 8. IMPROVED HDRG DECODERS FOR QUDIT AND
NON-ABELIAN QUANTUM ERROR CORRECTION 215
6. Output the total recovery operator R =
∏
j Rj .
An ‘enhanced’ version of the ABCB decoder has also been consid-
ered Ref. [146]. This has an initialization step in which neutral clusters
are searched for over a small area. The search is performed such that
elements of the syndrome included within the same cluster at one point
included within different clusters later. This enhancement is therefore no
longer an HDRG decoder according to our definition.
Expanding diamonds decoder
We consider the variant of the expanding diamonds algorithm [144, 145]
presented in [145]. This also requires distances djk and D(n), with the
Manhattan distance used for the former and D(n) = n + 1 for the latter.
The clustering at the (n + 1)th iteration is done by finding pairs of mu-
tually nearest neighbouring clusters in the nth iteration. It does this as
follows.
1. Assign each non-trivial syndrome element its own cluster, and label
these from 1 to N0 (the number of non-trivial syndrome elements).
Set n = 0.
2. Number the clusters left to right and top to bottom. Loop through
them in this order. For each cluster, j, check whether there exists a
cluster k > j for which djk < D(n). If so, merge the clusters. If any
such cluster is neutral, remove it from the syndrome.
3. Label the Nn+1 clusters that remain from 1 to Nn+1. Set the distance
djk between clusters j and k to be the minimum distance from an
anyon of one to an anyon of the other.
4. For Nn+1 > 0, increment n by 1 and repeat from step 2. Otherwise
proceed to step 6.
5. For each neutral cluster Cj find an operator Rj that acts only on the
spins in its neighbourhood, the action of which would remove the
syndrome.
6. Output the total recovery operator R =
∏
j Rj .
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8.4 Improving HDRG decoders
One major difference between the algorithms described above is the speed
at which they increase cluster size. Expanding diamonds does this very
slowly, with each new cluster formed out of only two previous ones. The
BH and ABCB decoders do it more quickly, with the exponentially in-
creasing search distance of BH making it the fastest of all.
It is natural to ask which speed of cluster increase leads to the best
results. Both extremes have their advantages. Slow increase of cluster
size means that the clusters checked for neutrality will typically contain
less anyons. This therefore reveals more information about their relative
charges. When clusters are typically large, this information is far more
coarse grained.
Smaller cluster size also means that there will be more clusters, and
hence more neutrality checks. Although this may seem like an advan-
tage, recall that any cluster found to be neutral will be removed from the
syndrome in all of the HDRG decoders above.
If the resulting annihilation operator for the anyons within the cluster
is topologically equivalent to the error that created them, this removal
poses no problems. However, this may not be the case. Consider a clus-
ter composed of two anyons, one of typema and onem−a. Since these are
antiparticles, they could have been created by a single error string. How-
ever, it is also possible that they were created by different error strings,
whose other endpoints lie outside the cluster. The fact the cluster is neu-
tral is then due only to random chance, and does not correspond to suc-
cessful correction from the decoder. Discarding information about these
neutral clusters makes it impossible for the decoder to realize and cor-
rect its mistakes. This therefore can give an advantage to algorithms with
quickly growing cluster size, since they are more careful about declaring
clusters neutral.
In summary, slowly increasing clusters lead to more syndrome infor-
mation being extracted and used by the decoder. However, it also leads
to more being lost as neutral clusters are found. Quickly increasing clus-
ters extract less of the syndrome, but also lose less. It is not clear which
speed of cluster increase leads to maximal syndrome usage, and so which
should lead to best decoding.
Rather than searching for the optimal speed, we will consider how the
advantages might be combined and the disadvantages negated. This can
be achieved using an algorithm with slowly increasing cluster size, but
which does not completely forget about the neutral clusters. The chal-
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lenge then is to determine how information about neutral clusters might
be used in a way that does not affect the efficiency of HDRG decoders.
The simplest way to carry forward information about neutral clusters
is by using a simple modification of the physical distance. To motivate
this, consider two strings of errors along a line. Each are length l0, and
create an anyon of type ma on their left and m−a on their right. The
distance between the two strings is l0 − 1. Both expanding diamonds
and ABCB would see that the shortest distance between two anyons is
that between the −a of the left string and the a of the right. They would
then form a cluster out of these, see it is neutral and remove it from the
syndrome. The same is true of BH if l0 is a power of two. However, we
will restrict our attention to the other decoders for simplicity.
This action taken by the decoders is a mistake. However, this mis-
take will not lead to any ill effects as long as the remaining ma from the
left and m−a from the right end up in the same cluster (without loop-
ing around the torus). This will certainly happen if no anyon is closer to
either than the other. However, note that the distance between them is
3l0 − 1. This does not just include the 2l0 errors that occurred between
them, but also the l0 − 1 gap. The distance between the anyons should
really only reflect the number of errors required to connect them. This
increased distance makes them less likely to find each other than they
should be.
This issue can be solved by recalling the existence of the neutral clus-
ter. The number of errors required to connect the two anyons is only that
needed to connect them both to the neutral cluster, and so the distance
should be defined accordingly. This would then give the correct distance
2l0 between them. Whenever a neutral cluster C = {c1, c2, . . .} is found,
the physical distance between the remaining clusters should thus be up-
dated according to
djk → min
(
djk, min
cm,cn∈C
(djcm + dcmk)
)
. (8.5)
By allowing the distance to take shortcuts between neutral clusters, in-
formation about their positions is retained by the decoder. Also note that
this principle is not restricted to neutral clusters, and so shortcuts via
non-neutral clusters can also be used.
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Example: Cantor-like error chains
The effectiveness of the redefined physical distance can be seen by con-
sidering Cantor-like error chains [144, 145]. These can cause all of the
decoders considered above to fail with only Θ(Lβ) errors, where β < 1,
when the shortcuts are not used. The use of the shortcuts, however,
means that the required number of errors is asymptotically greater than
Θ(Lβ) for any β < 1 (though not as high as Θ(L)). The minimal number
of errors that make a decoder fail is of practical relevance since the failure
rate of the decoder is exponentially suppressed with the corresponding
exponent in the low-p limit.
Consider again the two error strings discussed above, which both
have an anyon of type a on their left and −a on their right. They are
both of length l0 and lie along a line. We will use g0 to denote the dis-
tance between them, and we will refer to any such pair of strings as a
level-1 bundle. Note that the total length of a level-1 bundle, including
the gap, is l1 = 2l0 + g0.
We similarly define a level-(n + 1) bundle to be a pair of level-n bun-
dles along the same line and with a gap gn between them. The size of a
level-(n+ 1) bundle is then ln+1 = 2ln + gn.
Let us consider the case of a level-m bundle such that lm ≥ b(L+1)/2c.
If g0 is significantly smaller than l0, the decoders will incorrectly annihi-
late the inner two anyons of each level-1 bundle. Each level-2 bundle
will then be composed of two strings of length l1 with a gap of g1 be-
tween them. Again, g1 being significantly smaller than l1 will lead to
incorrect annihilation. If all gn are significantly smaller than the corre-
sponding ln, this chain of mistakes will lead to a pair of anyons separated
by lm ≥ b(L+1)/2c. This will then lead to a logical error (with probability
1
2
if L is even and lm = L/2, and with certainty in all other cases).
The exact requirements for gn and ln required to cause a logical error
depend on the decoders. We wish to consider fatal error chains with the
smallest number of errors, and so the largest possible gaps. For the ex-
panding diamonds and ABCB decoders, a logical error will occur when
gn < ln ∀n. We will therefore consider the minimal case of gn = ln − 1.
For simplicity we will also use l0 = 2.
In this case, the length of a level-n bundle will follow
ln+1 = 2ln + gn = 3ln − 1 = 3
n+1 + 1
2
. (8.6)
A level-m bundle with lm ≥ b(L+ 1)/2c then requires m ≥ dlog3(L− 1)e.
The number of errors within any level-n bundle is clearly 2n+1. The total
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number of errors required to cause a logical error is then Ω(Lβ), where
β = log3 2 ≈ 0.63.
For BH, the corresponding minimal condition for a logical error is
gn = 2
dlog2 lne−1, ∀n . (8.7)
This reflects the fact that the search distanceD(k) treats all distances from
2k−1 + 1 to 2k the same for any k. The length of a level-n bundle is then
ln+1 = 2ln + 2
dlog2 lne−1 . (8.8)
Assume that ln = 2k + c with 0 < c ≤ 2k−1. For any l0, either l0 or l1 is of
this form. Then, ln+1 = 3×2k + 2c and ln+2 = 2k+3 + 4c. Note that the first
summand grows by a factor of 8 while the second summand grows by a
factor of 4, such that the latter becomes vanishing relative to the former.
So asymptotically, the ratio ln+1/ln oscillates between 3 and 83 , and hence
ln = (2
√
2)n+O(1). A level-n bundle with ln ≥ b(L + 1)/2c then requires
n ≥ log(L)/ log(2√2) + O(1) and thus involves at least 2n+1 = Θ(Lβ)
errors with β = 2
3
. The exponent β = 2
3
≈ 0.67 is a slight improvement
over expanding diamonds and ABCB, but not greatly so.
When the redefined distances are used, the error chains considered
above will no longer lead to logical errors. Instead let us define the width
of a bundle to be the distance between its extremal anyons when all oth-
ers have been annihilated incorrectly. Taking the shortcuts into account,
this obeys wn = 2nl0. Note that wn is then equal to the number of errors
in a level-n bundle.
For expanding diamonds and ABCB the requirement for a logical er-
ror is now gn < wn. The total length of a minimal bundle leading to a
logical error (i.e., gn = wn − 1) then obeys
ln+1 = 2ln + gn
= 2ln + 2
nl0 − 1
= (n+ 1)2n + 1
= Θ(n2n) . (8.9)
For BH the corresponding condition for a logical error is
gn = 2
dlog2 wne−1, ∀n . (8.10)
Considering again the case of l0 = 2 gives gn = 2n, leading to ln+1 =
Θ(n2n).
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All of the decoders considered therefore result in the same scaling
ln+1 = Θ(n2
n) for minimal uncorrectable error chains when the shortcuts
are used. We thus have ln = O((2 + )n) for any  > 0. In order to
create a logical error, we need lm ≥ b(L + 1)/2c and therefore a bundle
of level n = Ω(log2+ L), which involves wn = 2nl0 = Ω(Llog2+ 2) errors.
This is higher than any Θ(Lβ) for β < 1, but does not reach the value of
β = 1 that non-HDRG decoders may realize. Nevertheless it is a marked
improvement over β = log3 2 ≈ 0.63 and β = 2/3 ≈ 0.67.
Note that using the shortcuts, the smallest code which can lead to a
logical error with less than b(L + 1)/2c errors is of size L = 9. For such a
code, a level-1 bundle leads to a logical error with probability 1
2
.
8.5 Minimum Weight Matching HDRG
decoder
We now introduce a novel decoder, based on the lessons learned above.
Like expanding diamonds, this will have a slow increase of cluster size
for which each new cluster will be composed of two previous ones. How-
ever, the means by which the clustering is performed will not be based
on a search distance. Instead it will use a generalization of the minimum
weight perfect matching algorithm that gives high quality decoding in
the D(Z2) case [126]. Shortcuts will also be used.
Minimum Weight Matching Algorithm
The backbone of the decoder is an algorithm for finding the minimum
weight matching (MWM) of a graph. This is in turn based upon an algo-
rithm for minimum weight perfect matching (MWPM).
A perfect matching is a decomposition of the vertices of a graph into
pairs. This must be such that the two vertices, j and k, of each pair are
connected by an edge jk of the graph. For a weighted graph, each edge
jk will have a weight Wjk. We can then associate a total weight to a
perfect matching by summing the weights of the edge corresponding to
each pair. A minimum weight perfect matching is such a pairing that
achieves minimal weight. Clearly, a MWPM can only exist for graphs
with an even number of vertices.
A non-perfect matching does not cover all vertices. It corresponds to
a partial pairing of the vertices, with some vertices left unpaired. In order
to define a total weight for a such a matching, let us assign a weight Wj
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to each vertex j. All paired vertices then contribute their corresponding
edge weight to the total, and all unpaired vertices contribute their vertex
weight.
Any algorithm that is able to find minimum weight perfect matchings
of graphs will also be able to find minimum weight matchings according
to this definition. To do to this for a weighted graph G we create a graph
G′. This includes two vertices j and j′, for each vertex j of G. Every edge
jk in G corresponds to edges jk and j′k′ in G′ with weights
W ′jk = Wjk, W
′
j′k′ = 0 . (8.11)
The graph G′ also includes edges jj′ for each j of G. The weight of these
is set to the vertex weight: Wjj′ = Wj .
For the graph G′ constructed in this way, a pair can only take three
forms: jk, j′k′ and jj′. The jk type pairs correspond to a pairing in the
graph G and has corresponding weight Wjk. For each of these a corre-
sponding j′k′ pair can occur in order to ensure that the matching is per-
fect with zero weight. The pairs of the form jj′ correspond to a vertex of
G that does not pair with anything, and have the corresponding weight
Wj . Any MWPM of G′ therefore corresponds directly to a MWM of G.
Algorithms to efficiently find the MWPM of a graph are well known
[69,126]. These can therefore be used to implement the following decod-
ing method.
Decoding algorithm
Each anyon of the syndrome is associated with the vertices of a graph,
G. In general we will consider this to be a complete graph, with an edge
between each pair of vertices. However, not all edges will need to be
considered in practice.
Each edge is assigned a weight whose value depends on the distance
between the corresponding anyons. Each vertex is assigned a weight that
depends on the distance from the anyon to its nearest neighbours. These
weights are defined in more detail in the following sections.
Given the weighted graph G, the MWM algorithm is run in order
to find a set of non-overlapping anyon pairs. These pairs are treated as
clusters, and are therefore checked for neutrality.
For each non-neutral pair, the corresponding vertices j and k are com-
bined into a single vertex (jk). The edge between j and k is removed.
The edge weights and vertex weights are refined for the new cluster as
explained in the following sections.
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For each neutral pair the corresponding vertices are removed from the
graph, as are all edges incident upon them. Since all weights are based
on the distances between anyons, the weights for remaining edges and
vertices should be updated in order to take advantage of shortcuts via
the neutral cluster. Shorcuts via non-neutral clusters are also considered.
This process is repeated on the resulting graph until all vertices have
been removed. The final recovery operation is the product of annihilation
operators for each neutral cluster.
Pairing Weight
Consider a specific error chain, E, which contains |E| errors. The proba-
bility of this, up to normalization, is
P (E) =
(
p/(d− 1)
1− p
)|E|
= e−β|E| . (8.12)
Here β is defined as
β = − log
(
p/(d− 1)
1− p
)
. (8.13)
In order to motivate the definition of the pairing weights Wjk, let us con-
sider a modified error model. This acts according to the standard error
model defined above, except that no splittings or fusions are allowed.
All error nets are therefore strings: they simply create two anyons that
are the antiparticles of each other. Since there are d− 1 types of different
non-trivial particle, there are d− 1 types of string.
For this case, one possible tactic for an HDRG decoder is to consider
all possible error chains E that are consistent with the syndrome and
determine which is most likely. The resulting pairs of anyons are then
used as the clusters.
The most likely error strings are those that have the smallest number
of errors. For each pair of anyons, j and k, created by the same error
string, the minimum number of errors is djk. The probability of the cor-
responding error chain can then be expressed as
P (E) =
∏
(j,k)
e−βdjk . (8.14)
Note that this probability assumes that the path and type of error string
between each pair is specified. However, the decoder does not care about
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this information. It wants to find the most probable pairing, without
regard to the path that the errors took between the anyons. Also, since
the decoder is HDRG, it does not use the anyon charge information when
performing the clustering. It therefore does not care which of the d − 1
possible types of error string occurred in each case.
Let us use {E} to denote the set of all error chains with the same
pairing as E, that differ only in path and type of the error string. Let
us also use µj,k to denote the number of minimum distance error strings
between j and k, including the multiplicities in both path and error type,
µjk = (d− 1)
(
djk
dxjk
)
. (8.15)
Here dxjk denotes the distance between j and k in the x direction, such that
the Manhattan distance can be expressed djk = dxjk + d
y
jk. The probability
for the set {E} is then
P ({E}) =
∏
(j,k)
µjk e
−βdjk . (8.16)
The task of finding a pairing that maximizes P ({E}) is clearly equiva-
lent to one that minimizes − logP ({E}). It can thus be achieved using
MWPM using the following weight for each pair
Wjk = dj,k − (log µj,k)/β . (8.17)
Even though these weights are defined for an alternative error model,
and we will need to use MWM rather than MWPM for the true error
model, we will continue to use these weights. The vertex weights will
then be defined such that the whole minimization problem is consistent
with the true error model.
When two anyons (or non-neutral clusters), j and k, are combined
to form a non-neutral cluster (jk), the weight for this cluster to be paired
with another anyon or non-neutral cluster l must be defined. This is done
by defining the distance between (jk) and l to be
d(jk)l = min(djl, dkl) . (8.18)
The multiplicity µ(jk)l is taken to be µjl if djl < dkl, µkl if dkl < djl, and
µjl + µkl if the distances are equal.
The distances and multiplicities must also be modified to take short-
cuts into account, via both neutral and non-neutral clusters. For clusters
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j and k connected via a cluster l the distance becomes
djk → min(djk, dj,l + dl,k) . (8.19)
If the latter distance via the cluster k is indeed minimal, the multiplicity
is updated according to
µjk = µjl µlk , (8.20)
while this expression is added to µjk if the two distances are equal. Note
that this introduces an extra factor of d−1 for every cluster that the short-
cut goes via. This would be expected for non-neutral clusters, since the
anyon deposited by the error string from j does not need to have any
relation to that deposited by the string from k. However these should
be antiparticles for neutral clusters, and this restriction should mean that
this extra factor is not included. However, for simplicity we use Eq. (8.20)
irrespective of the anyonic charge of the cluster.
These methods of updating the distances and multiplicities for the
edge weights also apply to their use within the vertex weights, as defined
below.
Tag-along weight
The true error model does include splittings and fusions. Therefore, the
most likely error chain will not typically be composed only of strings,
but more general error nets. However in order to motivate our choice of
the vertex weights Wj in the graph G′, we will again consider a restricted
error model, allowing only error nets composed of strings that meet at
anyons. Like the pairing, this also allows us to associate error chains
with edge covers.
It is clear that the edge cover corresponding to the most likely error
chain will not contain simple cycles. This is because edges can be re-
moved from these (and hence the probability will increase) while main-
taining the edge cover. All disconnected subgraphs will therefore be
trees. This same argument can be applied to any tree that is not a star
graph. A star that contains n vertices has n − 1 external vertices which
are incident upon only one edge and one internal vertex incident upon
n− 1 edges. A pair, for n = 2, is the simplest example of this.
A moment’s thought shows that the most likely error chain contains
only stars which are either of size 2 or for which the internal vertex is
each externel vertex’ nearest neighbor. To see this, assume by contradic-
tion that the nearest neighbor of an external vertex in a star of size larger
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than 2 is not the internal vertex. It is thus either another external vertex
of the same star or an internal or external vertex of another star. In each
of these cases, we can connect the external vertex to its nearest neigh-
bor, remove the edge connecting it to the internal vertex, and potentially
remove further edges as well. It is thus always possible to decrease the
weight and increase the likelihood of such an error net.
Let us define two of the vertices from each star, one internal and one
external, to be a pair. All other external vertices are defined to be ‘tag-
alongs’ to that pair.
The MWM algorithm can then be used to decompose the anyons into
pairs and tag-alongs. The tag-alongs are those anyons that are not paired
by the algorithm. They can be considered to be tagging-along with any
of their nearest neighbours.
We use
dj = min
k
dj,k . (8.21)
to denote the nearest neighbour distance of an anyon. The weight that
MWM assigns to each pair will be the pairing weight of Eq. (8.17). For the
tag-along weight, note that the decoder only combines the two anyons
(or non-neutral clusters) within each pair to form new clusters. The tag-
alongs are not included. It is thus not the most likely decomposition of
the errors into stars that is most important, but the most likely decom-
position into pairs and tag-alongs. The tag-along weight should there-
fore incorporate information about the number of nearest neighbours it
can tag-along with. To do this we define the tag-along multiplicity of an
anyon to be
µj =
∑
k∈nn(j)
µj,k . (8.22)
Here nn(j) denotes the nearest neighbours of j, and so µj is the sum of
all possible minimum distance error strings to nearest neighbours. The
tag-along weight is then defined as
W Tj = dj − (log µj)/β , (8.23)
for each anyon, j.
Abstaining weight
The true error model does not restrict to the error nets considered above,
where strings meet only at anyons. Instead it can have more general
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structures, such as a triskelion with an anyon at each foot. Such error nets
can cover the anyons using less errors than when only strings meeting at
anyons are considered. The tag-along weights considered above are thus
often an overestimate.
In order to deal with this, we will consider an alternative definition of
the vertex weights which will be an underestimate in general. The final
vertex weight will then be formed by combining the two.
For the underestimate, we choose the vertex weights such that only
pairs of nearest neighbors will pair with each other. Let us define the
minimum pairing weight for a vertex j,
Wminj = min
k
Wjk . (8.24)
In order to ensure that only mutual nearest neighbors pair with each
other, we set the vertex weight to be the ‘abstaining’ weight
WAj =
Wminj
2
+  . (8.25)
Here, a small  > 0 is used to break the degeneracy between mutual
nearest neighbors pairing and both abstaining.
Vertex weight
The tag-along weight is often an overestimate of the ideal vertex weight,
and the abstaining weight is an underestimate. A linear interpolation
between the two will thus be used:
Wj = W
A
j + λ
(
W Tj −WAj
)
, (8.26)
This gives W Tj at λ = 1 and WAj at λ = 0. In general we are free to choose
the λ for any given p, L and N that gives the best compromise between
these two methods. In the following, we set λ = 0.3 throughout, which
leads to better results than both λ = 0 and λ = 1.
However, note that the build-up of degeneracies will sometimes lead
W Tj to become lower than WAj . This means that Wj becomes smaller than
the abstaining weight WAj , which means that no clusters will pair any
more. In this case, we resort to the abstaining weight and set Wj = WAj .
Note that in the limit λ → 0 the decoder introduced here is similar
to the expanding diamonds decoder using shortcuts, in that only mutual
nearest neighbors will be fused. However, unlike expanding diamonds,
the MWM HDRG decoder can pair mutual nearest neighbors of different
distances during the same iteration of the algorithm.
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Figure 8.2: An example configuration involving four anyons (blue cir-
cles). After fusing anyon B with C, we add a “wormhole” to the lattice
(red arc), which allows other anyons to take shortcuts.
Example
Fig. 8.2 shows an example configuration of four anyons. Assuming that
no fusions have happened so far, we have WAB = 3 − log
(
3
1
)
)/β, with β
as defined in Eq. (8.13), WA = 1+λ2 WAB, etc.. With d = 3 and p = 10%,
we have WA + WBC + WD < WAB + WCD for λ < 0.37, meaning that
the algorithm will fuse anyons B and C in a first round, while anyons
A and D refrain from matching at the cost of their vertex weight. After
fusing B with C, other anyons are allowed to take shortcuts over the
resulting cluster (irrespective of its anyonic charge). This can be thought
of as adding a “wormhole” to the lattice (the red arc in Fig. 8.2). Taking
the shortcut into account, the weight for connecting anyons A and D is
updated from WAD = 8− log
(
8
3
)
/β ≈ 6.61 to WAD = 6− log
(
2
1
)
/β ≈ 5.76.
For λ > 0.37, anyon A will be paired with anyon B in the first round, as
well as C with D.
8.6 Numerical results for D(Zd) models
Results for perfect syndrome measurements
In this section, we present the results achieved with our MWPM HDRG
decoder. Fig. 8.3 shows logical error rates for various values of p and L
for the case of d = 3. We find a cross-over point at pc = 12.3%, indicating
the threshold error rate of our decoder.
CHAPTER 8. IMPROVED HDRG DECODERS FOR QUDIT AND
NON-ABELIAN QUANTUM ERROR CORRECTION 228
Figure 8.3: Error rate p (horizontal axis) versus logical error rate pL (ver-
tical axis) for the D(Z3) model. Each data point represents 104 logical
errors.
The cross-over point is obtained from Fig. 8.3 and similar figures by
linear interpolation between the logical error rates obtained for equally-
sized codes and visual inspection. More sophisticated fittings are used in
Refs. [135, 140, 146].
We have produced similar plots for low prime dimensions d = 3, 5, 7, 11
and d = 4. The corresponding thresholds are displayed in Fig. 8.4. We
find these thresholds to be higher than those achieved by HDRG methods
in Ref. [146], yet lower than those achieved with a soft-decision renormal-
ization group (SDRG) decoder in Ref. [135].
We also compare our thresholds with the hashing bound threshold,
which provides an entropic estimate for the threshold error rates. In-
deed, it has recently been shown [155] that the maximal threshold error
rates for the D(Zd) models achievable using computationally inefficient
methods are very close to the hashing bound threshold values. The hash-
ing bound threshold value for the model D(Zd) is given by the solution
of
−p log
(
p
d− 1
)
− (1− p) log(1− p) = 1
2
log(d) . (8.27)
The solutions are compared with the threshold values achieved by our
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Figure 8.4: Thresholds error rates pc for the D(Zd) quantum double mod-
els for d = 3, 4, 5, 7, 11. We show the hashing bound threshold (cir-
cles), the threshold achieved with our HDRG decoder (squares), and the
threshold achieved by ABCB (diamonds). Hashing bound values (cir-
cles) are obtained by solving Eq. (8.27). Our threshold values (squares)
are obtained to accuracy 10−3 by comparing the logical error rates for
various values of p and L = 10, 20, . . . , 60, as illustrated in Fig. 8.3 for the
case d = 3.
algorithm in Fig. 8.4.
For d = 7919 (the 1000-th prime), we find a threshold value of pc =
21.9%, which is significantly above the threshold value for p beyond
which the error syndromes start to percolate the code [146]. It is higher
than the threshold value achieved by previous HDRG methods [146].
Another important benchmark of a decoder is the minimum system
size required such that the logical error rate, pL is less than the physical
error rate, p. This value, denoted L∗(p), is the minimum code size for
which the error correction yields a positive effect. These sizes were found
for extreme cases of d = 3 and d = 7919 and are shown in Fig. 8.5. For p <
pc/2, system sizes of L = 3 are sufficient to demonstrate error correction
for d = 3 and L ≤ 5 is sufficient for d = 7919. Small values of L∗(p) are
odd since the minimal number of errors needed to break an L = 2n −
1 code is the same as for an L = 2n code. At the point of syndrome
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Figure 8.5: Minimal sizes L∗(p) (vertical axis) such that pL < p for both
d = 3 (circles) and d = 7919 (squares) for perfect stabilizer measurements.
The horizontal axis shows p/pc for the threshold values pc provided in
Fig. 8.4. We have L∗(p) = 3 for all p/pc < 0.4.
percolation for d = 7919, which occurs at around p = 18%, a system size
of L = 17 is sufficient to demonstrate error correction.
Results for imperfect syndrome measurements
If syndrome measurements can fail with non-vanishing probability, er-
ror correction needs to be performed in a continuous fashion to allow the
measurement errors to be detected. Non-trivial syndromes then persist
through time, as long as no (data or syndrome measurement) error hap-
pens. The vertices in the graph entering our HDRG algorithm (which
is now three-dimensional) are thus no longer given by non-trivial syn-
dromes, but rather by non-trivial syndrome changes. Fusing two ver-
tices with equal temporal coordinate means presuming data qudit errors,
while fusing two vertices with equal spatial coordinates means presum-
ing syndrome measurement errors.
We perform error correction for L rounds and assume that an error-
free syndrome measurement is possible after the final round of syndrome
measurement. The same assumption has been made for the qubit case in
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Figure 8.6: Error rate p (horizontal axis) versus logical error rate pL (ver-
tical axis) for L = 8, 16, 24, 32 (from top to bottom at p = 0.030) for the
D(Z3) model. Each data point represents 103 logical errors, or at least 400
for L = 32 and low p. Error bars are taken to be 2σ. We notice consider-
able finite-size effects for L = 8.
e.g. Ref. [126]. An alternative would be to assume periodic boundary
conditions in temporal direction [137]. While both of these assumptions
cannot be justified on physical grounds, they are necessary in order to
observe a threshold error rate without explicitly modelling a measure-
ment of the non-locally stored quantum information. In reality, the log-
ical quantum state would have to be measured in a fault-tolerant way,
and we avoid explicit modelling of such a measurement process for sim-
plicity.
We model syndrome measurement errors by adding with probabil-
ity p one of the d − 1 non-trivial values 1, . . . , d − 1 to the actual syn-
drome value (modulo d). This generalizes the modelling of syndrome
measurement errors used for the qubit case in Refs. [137, 140]. The dis-
tance between two non-trivial syndrome changes is then given by the 3D
Manhattan distance djk = dxjk + d
y
jk + d
t
jk, and the number of possible
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Figure 8.7: Thresholds pc achieved with our HDRG decoder for d =
3, 4, 5, 7, 11 when errors affect both data qudits and syndrome measure-
ments with a rate p.
minimum-weight error paths connecting them is
µjk = (d− 1)
(
djk
dtjk
)(
dxjk + d
y
jk
dxjk
)
. (8.28)
Since the logical errors in our Monte Carlo simulations follow a bi-
nomial distribution, the standard deviation in the logical error rates are
given by σ =
√
pL(1− pL)/N , where N is the number of experiments.
Fig. 8.6 shows 2σ error bars. From Fig. 8.6, we estimate a threshold value
of 3.2% for the d = 3 case. This is larger than the thresholds obtained with
an analogous error model for the qubit (d = 2) case. Minimum-weight
perfect matching achieves in this case a threshold of 2.9% [140], while an
SDRG decoder achieves 1.9% [137].
Finally, Fig. 8.7 shows the thresholds obtained by comparing logical
error rates as in Fig. 8.6 for different values of d. Note that for the imper-
fect measurement case, there is no obvious generalization of the Hashing
bound with which our thresholds could be compared. For d = 7919, we
obtain a threshold of pc = 6.1%.
We have again determined the minimal code sizes L∗(p) which are
necessary to achieve pL < p for some p for d = 3 and d = 7919. The
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Figure 8.8: Minimal sizes L∗(p) (vertical axis) such that pL < p for both
d = 3 (circles) and d = 7919 (squares) for imperfect stabilizer measure-
ments. The horizontal axis shows p/pc for the threshold values pc pro-
vided in Fig. 8.4. We have L∗(p) = 3 for all p/pc < 0.4.
results are given as a function of p/pc in Fig. 8.8.
8.7 Decoding Non-Abelian anyons
Due to the way HDRG decoders have been defined in this work, they
are directly applicable to the case of non-Abelian anyons. This can be
demonstrated by using them to decode the Φ − Λ model, a non-Abelian
model whose anyons have fusion behaviour similar to that of the Fi-
bonacci model [148]. Specifically, they have the fusion rules
Λ× Λ = 1 , Λ× Φ = Φ , Φ× Φ = 1 + Λ + Φ . (8.29)
Note that the Φ and Λ anyons are their own antiparticles.
Except for the fusion channel to a Φ in the last fusion rule, the fusion
rules of the Φ− Λ model are identical to those for Ising anyons:
ψ × ψ = 1 , ψ × σ = σ , σ × σ = 1 + ψ . (8.30)
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Decoding of this model was studied both with the BH decoder and us-
ing MWPM methods in Ref. [149]. In order to understand decoding by
means of MWPM, note that σ anyons can only be created and destroyed
in pairs. It is thus possible to temporarily treat ψ particles as vacuum
and use MWPM to pair all σ particles. In a second round, MWPM can be
used to pair all ψ particles.
Similarly, it is possible to decode the Φ − Λ model by first fusing all
Φ anyons and then pairing all remaining Λ particles by use of MWPM.
However, in contrast to the Ising model, we can no longer use MWPM for
the first round of decoding. Two Φ anyons can fuse both to a non-Φ out-
come (1 or Λ) or to another Φ particle, exhibiting Fibonacci-like behavior.
(In particular, the number of Φ anyons need not be even, as required for
MWPM.) It is thus necessary to apply HDRG methods for this first round
of decoding.
We consider the case of non-Abelian decoding with perfect syndrome
measurements. In this case the Φ− Λ model can be efficiently simulated
by the Abelian D(Z6) model [148]. A Λ thereby corresponds to a charge
m3, while a Φ corresponds to charges m1, m2, m4, and m5. The simula-
tion requires that the decoder cannot distinguish between the different
charges of the D(Z6) model that correspond to a Φ. Any more infor-
mation would correspond to the decoding accessing the internal fusion
space of the Φ anyons in an illegal way, and so no longer provides a good
simulation of the non-Abelian model.
When applying the MWPM algorithm for pairing the Λ particles, the
pairing weights between two of them would ideally incorporate knowl-
edge about the initial location of all Φ anyons that fused into a particular
Λ. However, for simplicity we ignore knowledge about the fusion history
of the Λ particles during MWPM.
We consider an error model in which pΦ = pΛ = p/2. In terms of the
D(Z6) model used for the simulation, we have p1 = p2 = p4 = p5 = pΦ/4,
while p3 = pΛ. Here, pg denotes the probability of a (σx)g error in the
D(Z6) model. Ref. [148] employed the expanding diamonds decoder for
this error model and found a threshold error rate of pc = 7.0%. Figs. 8.9
and 8.10 show that our decoder achieves a threshold of pc = 15.0%, more
than twice as high as the one achieved by previous HDRG methods.
Fig. 8.9 suggests a scaling of the form pL ∼ exp[−α(p)L1]. Recall from our
discussion in Sec. 8.4 that this improvement over the pL ∼ exp[−α(p)L2/3]
scaling achieved by previous HDRG decoders is due to the use of short-
cuts. We point out again that even when using the shortcuts, there will
be sub-polynomial corrections to the linear-in-L exponent.
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Figure 8.9: Logical error rate pL as a function of L for var-
ious error rates p. From top to bottom, we have p =
0.152, 0.151, 0.150, 0.149, 0.148, 0.147, 0.140, 0.130. A threshold at
pc = 15.0% and exponential suppression of pL for p < pc are clearly
recognizable. Data points represent 104 logical errors.
Fig. 8.11 provides logical error rates in the low-p, low-L regime and
shows that our decoding indeed allows the code to use its whole dis-
tance. Recall that the use of shortcuts makes b(L+ 1)/2c errors necessary
for a logical error for L < 9, leading to a suppression pL ∼ pb(L+1)/2c for
low enough p.
The case of imperfect syndrome measurements for non-Abelian anyons
is more complex than Abelian ones, and so cannot be done simply through
the case of noisy syndrome measurements in D(Z6). This will be ad-
dressed in future work.
8.8 Runtime of our algorithm
In this section, we provide a heuristic estimate of the parallelized runtime
of our algorithm, for both the case with perfect and imperfect syndrome
measurements.
Recall that in our algorithm each vertex has the possibility to “self-
match” at the cost of the vertex-weight given in Eq. (8.26), which is upper-
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Figure 8.10: Logical error rate pL as a function of p close to the threshold
for various L.
Figure 8.11: Logical error rate pL as a function of p for small-distance
codes L = 3, 5, 7 (top to bottom). Gray lines are fittings of the form
ap(L+1)/2 through the lowest data point for each L, showing that for
L = 3, 5 we are already well in the regime where most likely error chains
dominate the logical error rate.
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bounded by the Manhattan distance to its nearest neighbor. Two ver-
tices will thus only ever be matched by the algorithm if their distance is
smaller than the sum of their respective nearest-neighbor distances. If
their distance is larger, it is thus unnecessary to add an edge between
them. For low enough p, the typical nearest-neighbor distance is O(1)
(an anyon can only be created from the anyonic vacuum together with
another anyon), while the typical next-to-nearest-neighbor distance is
O(p−1/2). Each vertex is thus typically only connect to one other vertex
for low enough p. This means that the graph given to the perfect match-
ing algorithm decays into subgraphs of average size O(1). The threshold
value above which one of the subgraphs obtained this way percolates the
entire code is estimated for the D(Z3) case with perfect measurements in
Fig. 8.12. It is significantly higher than the threshold error rate of our
algorithm. Our algorithm thus lends itself nicely to parallelization. Note
that the shortcuts discussed in Sec. 8.4 lead to local deformations of the
lattice geometry only.
If p is below the aforementioned threshold, the propability of a sub-
graph involving n vertices is exponentially small in n. Correspondingly,
the maximal number of vertices we expect to find in a subgraph is for
a code of linear size L given by O(logL), as is well-known from perco-
lation theory. For a graph with n vertices and O(n2) edges, the perfect
matching algorithm Blossom V [69] finds a MWPM in time O(n3 log n).
In conclusion, one iteration of our MWPM HDRG algorithm takes in the
perfect measurement case a time which grows like poly(logL).
The lower λ in the vertex-weight Eq. (8.26) is, the cheaper it is for an
anyon to self-match and refrain from fusing with another anyon. The
smallest number of fusions occurs for λ = 0, where two anyons are only
fused if they are mutual nearest neighbors. Since we expect the num-
ber of mutual nearest neighbor pairs among all anyons not to fall below
a certain fraction, at least a certain fraction of anyons will fuse during
each iteration of the algorithm, such that O(logL) iterations will be suffi-
cient even for λ = 0. The inset of Fig. 8.12 shows the average number of
iterations of our algorithm for d = 3 and λ = 0.3, clearly following a log-
arithmic trend. With an average of O(logL) iterations, the total expected
runtime of our algorithm is poly(logL).
For the more realistic case with imperfect measurements, where er-
ror correction is performed in a continuous fashion, the relevant quan-
tity is the classical processing time per round of error correction. We
assume that the error rate p is the same for data qubit errors and for syn-
drome measurement errors, and that we perform error correction for L
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Figure 8.12: Propability that a subgraph wraps around the entire code for
various error rates p (horizontal axis) and code sizes L for the D(Z3) case
with perfect measurements. Two vertices (non-trivial syndrome mea-
surements) are connected by an edge if their distance is strictly smaller
than the sum of their nearest-neighbor distances. The Manhattan dis-
tance is used for simplicity. A crossover point is observed at roughly
p = 19%, below which the probability of a code-spanning subgraph van-
ishes as L→∞. The inset shows the average number of iterations of our
algorithm necessary for p = 12% as a function of L. The line is a fit of the
form a logL+ b.
time-steps. After including measurement errors, three-dimensional clus-
ters of syndrome changes will still be of average size O(1) and maximal
size O(logL). If the local processing speed of the classical computing de-
vices performing the error correction algorithm can be temporarily in-
creased by a factor of 2, larger than average sized clusters can still be
dealt with in constant average time, as they are exponentially unlikely.
Such an approach to error correction with constant average processing
time per round of error correction has been described in much more de-
tail in Ref. [156].
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8.9 Conclusions
In conclusion, we have discussed strengths and weaknesses of existing
HDRG decoders, and have proposed a new minimum-weight matching
based algorithm which does not force us to compromise between the ad-
vantages of the different algorithms. Indeed, we have shown that in the
perfect measurement case for the D(Zd) quantum double models our al-
gorithm achieves higher thresholds than previous HDRG decoders. Fur-
thermore, we have used it to perform the first study of error correction
for these qudit topological codes for which the possibility of syndrome
measurement failure is taken into account.
The defining feature of non-Abelian systems is that the outcome of
fusing two defects cannot be predicted when given local properties of the
two defects only. The information about the fusion outcome is stored in
non-local degrees of freedom, which are used to store and process quan-
tum information. Since our decoder uses only the geometrical location
of defects as inputs, and then updates based on whether or not two de-
fects can be brought to annihilation, the methods discussed in this work
are straightforwardly applicable to non-Abelian systems. We have em-
ployed them to achieve a drastically increased error threshold for a par-
ticular non-Abelian model, and anticipate their application in the open
problem of continuous error correction for non-Abelian systems.
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Note. While this work was in preparation, the authors learnt of other
forthcoming results for noisy syndrome measurements on the qudit codes
[157]. This provides non-HDRG methods that could be used in conjunc-
tion with our decoder to boost performance.
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“Parafermions in a Kagome lattice of qubits for topological quantum computation”,
ArXiv:1505.01412 (2015)
Engineering complex non-Abelian anyon models with simple physical sys-
tems is crucial for topological quantum computation. Unfortunately, the
simplest systems are typically restricted to Majorana zero modes (Ising
anyons). Here we go beyond this barrier, showing that the Z4 parafermion
model of non-Abelian anyons can be realized on a qubit lattice with only
nearest neighbor interactions. Our system additionally contains the Abelian
D(Z4) anyons as low-energetic excitations. We show that braiding of these
parafermions with each other and with the D(Z4) anyons allows the en-
tire d = 4 Clifford group to be generated. The error correction problem for
our model is also studied in detail, guaranteeing fault-tolerance of the topo-
logical operations. Crucially, since the non-Abelian anyons are engineered
through defect lines rather than as excitations, non-Abelian error correction
is not required. Instead the error correction problem is performed on the
underlying Abelian model, allowing high noise thresholds to be realized.
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9.1 Introduction
Non-Abelian anyons exhibit exotic physics that would make them an
ideal basis for topological quantum computation [16, 18, 158]. It has re-
cently become apparent that truly scalable quantum computation with
non-Abelian anyons can only be achieved when invoking active error
correction, despite the protection provided by a finite anyon gap [148,
149, 159]. The development of practical systems in which non-Abelian
anyons may be created, manipulated, and detected is therefore highly
important. Systems in which non-Abelian anyons arise typically suffer
from one of two drawbacks: either they are experimentally extremely
challenging to realize (as is the case for quantum double [16] or string-
net models [160]), or it is not clear how they can be made compatible
with the active error correction required for fault-tolerance (as is the case
for FQH systems).
A particularly attractive approach for building a fault-tolerant quan-
tum computer is to use a system of physical qubits (spin-1
2
particles). A
number of technologies allow for precise qubit control, such as super-
conducting qubits [45], trapped atomic ions [161], spin qubits [9], or cold
atoms or polar molecules in optical lattices [162]. A qubit lattice with
two-body nearest neighbour interactions would therefore be an ideal sys-
tem to realize non-Abelian anyons. We therefore restrict ourselves to
these.
Thus far, the only non-Abelian model known to be supported by
a qubit system are Majorana zero modes, also known as Ising anyons
[64, 163, 164]. A variety of proposals for experimental realization of Ma-
jorana zero modes in solid state systems have also been developed [165].
These anyons can be used to perform universal quantum computation
when enhanced by non-topological operations [24, 166]. However, these
additional operations are highly resource intensive. Anyon models with
a richer set of topological operations would therefore be much more prac-
tical for the realization of topological quantum computation. Here we
solve this by introducing a model composed of two-qubit Hamiltonian
interactions that can realize a more complex model of non-Abelian anyons,
known as Z4 parafermions. The error correction problem for these is
studied in detail.
Parafermion modes are generalizations of Majoranas whose fusion
and braiding behavior is more complex and computationally more pow-
erful. This has led to a quest in recent years for systems that could
host them. Numerous proposals for their experimental implementation
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in condensed matter systems such as fractional quantum Hall systems,
nanowires, or topological insulators have recently appeared [167–180].
Extrinsic defects in Abelian topological states can behave like non-
Abelian anyons [181]. The idea of non-Abelian anyons at the ends of
defect lines, first introduced for FQH states [182], has been adapted to
the D(Zd) quantum double models in Refs. [183, 184]. These anyons are
Majorana zero-modes for d = 2 and more powerful parafermions for
d > 2. Unfortunately, the generalized Pauli operators appearing in the
D(Zd) quantum double models models coincide with the physically rel-
evant spin-operators only for d = 2. Otherwise, their structure makes
them highly difficult to realize experimentally. The case d = 4, however,
allows us to combine the best of both worlds. The joint Hilbert space
of two qubits allows the 4-dimensional generalized Pauli operators to be
expressed in terms of two-qubit operators. Using this, we show how Z4
parafermions can emerge in a lattice of qubits with nearest-neighbor in-
teractions only. This allows the computational power of Z4 parafermions
to be harnessed in a qubit system.
The fact that our system is built on top of a system supporting Abelian
anyons (the D(Z4) quantum double model) proves very useful. The non-
Abelian parafermion modes can not only be braided with each other, but
also with Abelian excitations of the quantum double model, allowing us
to generate the entire Clifford group for d = 4 by quasi-particle braid-
ing. This extends beyond the limited set of gates found using the same
parafermions in previous work [169]. Furthermore, we do not have to
perform non-Abelian error correction (a still poorly understood prob-
lem [148, 149, 185, 186]) to guarantee fault-tolerance, but can correct the
underlying Abelian model. This Abelian error correction problem is nev-
ertheless more involved than the well-studied error correction problem
for the standard D(Zd) models, and we study it in detail.
The rest of this paper is organized as follows. In Sec. 9.2 we show how
Z4 parafermion operators can be expressed in terms of qubit operators.
Sec. 9.3 introduces a qubit Hamiltonian whose low-energetic excitations
correspond to the D(Z4) quantum double model. In Sec. 9.4 we discuss
how Z4 parafermion modes appear at the ends of defect strings in our
model. We demonstrate in Sec. 9.5 how the non-Abelian braiding statis-
tics of these modes can be used to perform logical gates. Appendix 9.D
contains a proof that the set of gates which can be performed this way
generates the entire Clifford group C4, which may be of independent in-
terest. In Sec. 9.6 we study the error correction problem of our model in
detail and conclude in Sec. 9.7.
CHAPTER 9. PARAFERMIONS IN A KAGOME LATTICE OF QUBITS
FOR TOPOLOGICAL QUANTUM COMPUTATION 243
9.2 Z4 parafermion operators in terms of qubit
operators
We consider d-dimensional generalizations of the Pauli matrices X and
Z. These are unitary operators satisfying Xd = Zd = 1 and ZX = ωXZ,
where ω = e2pii/d with integer d > 1. If we define Y = ω(d+1)/2X†Z†, we
also have Y d = 1 , XY = ωY X , and Y Z = ωZY . Operators Xi and Zi act
on qudit i and hence [Xi, Xj] = [Zi, Zj] = [Xi, Zj] = 0 if i 6= j.
These operators are related to those of parafermions. Given a total
ordering on the qudits {i}, one can obtain parafermion operators via a
non-local transformation [187]
γ2i−1 = (
∏
j<i
Xj)Zi , γ2i = ω
(d+1)/2(
∏
j≤i
Xj)Zi . (9.1)
These satisfy the Zd parafermion relations,
γdj = 1 , γjγk = ω
sgn(k−j)γkγj . (9.2)
The operators X , Y , and Z can be represented as d-dimensional ma-
trices. It is thus natural to seek a representation of these operators for the
case d = 4 on the Hilbert space of two qubits (spins-1
2
). Indeed, given
two qubits 1 and 2, one easily verifies that the operators
X =
1
2
(σx1 + σ
x
2 − iσz1σy2 + iσy1σz2)
Y =
1
2
ei3pi/4(σy1 + iσ
y
2 + iσ
x
1σ
z
2 + σ
z
1σ
x
2 )
Z =
1√
2
eipi/4(σz1 − iσz2) (9.3)
are 4-dimensional generalized Pauli operators, and Z4 parafermions can
be obtained from these via Eq. (9.1). We also note that X2 = σx1σx2 , Y 2 =
σy1σ
y
2 , and Z2 = σz1σz2 .
9.3 Model
We consider a two-dimensional Kagome (trihexagonal) lattice as in Fig. 9.1.
Each vertex of the lattice hosts one 4-dimensional qudit (one pair of Z4
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Figure 9.1: Two qubits are located at each vertex of a Kagome lattice.
Each pair of qubits hosts two Z4 parafermions. To unlock their potential
for non-Abelian braiding, two such parafermions need to become un-
paired, which is achieved by adding a defect line to the lattice. These are
strings of strong local operators acting on qubit pairs (encircled). They
create unpaired parafermion modes located at their ends (light pentagon-
shaped regions consisting of a hexagon and a triangle).
parafermions) or, in other words, two qubits. The Hamiltonian of our
model is given by
H =
∑
4
H4 + h
∑
i
(σxi1 + σ
x
i2) . (9.4)
Here, the first term is a sum of equivalent terms for each triangle in the
Kagome lattice. We label the vertices around one triangle a, b, and c, and
the two qubits which are present at vertex a are called a1 and a2, etc. The
triangle terms in the Hamiltonian are then given by
H4 =
J
2
(σza1σ
z
b1σ
z
c1 + σ
z
a2σ
z
b2σ
z
c2)
− J
2
(σza1σ
z
b1σ
z
c2 + σ
z
a1σ
z
b2σ
z
c1 + σ
z
a2σ
z
b1σ
z
c1
+ σza2σ
z
b2σ
z
c1 + σ
z
a2σ
z
b1σ
z
c2 + σ
z
a1σ
z
b2σ
z
c2) . (9.5)
The second sum
∑
i in Eq. (9.4) runs over all vertices in the lattice. The
two qubits located at vertex i are called i1 and i2. This second sum thus
represents a uniform magnetic field in x-direction.
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Our Hamiltonian involves three-qubit terms of the form σzaσzbσ
z
c . It
is in principle straightforward to generate these from one-body terms
and two-body interactions by use of perturbative gadgets [74, 115, 116].
Consider a “mediator qubit” u coupled to qubits a, b, and c. Starting from
a Hamiltonian
Hgadget = −∆
2
σzu + α(σ
z
a + σ
z
b )σ
x
u + βσ
z
cσ
z
u + γσ
z
aσ
z
b + δσ
z
c , (9.6)
and consider the perturbative regime ∆  |α|, |β|. In this regime, it is
possible to integrate out qubit u. Taking up to third-order terms into
account, one finds an effective Hamiltonian
Heff = (β + δ)σ
z
c + (−2
α2
∆
+ γ)σzaσ
z
b − 4
α2β
∆2
σzaσ
z
bσ
z
c . (9.7)
Choosing δ = −β and γ = 2α2
∆
produces the desired three-qubit term
without any undesired one- or two-qubit terms.
The generation of three-body interactions in optical lattices has been
discussed in detail in Refs. [188, 189]. These proposals would make the
perturbative gadgets unnecessary. A “toolbox” for generating spin-lattice
models such as ours in optical lattices has also been developed [109].
The spin-Hamiltonian in Eq. (9.4) can be exactly rewritten as
H = −J
∑
4
(ZaZbZc + H.c.) + h
∑
i
(Xi +X
†
i ) . (9.8)
Here again the first sum runs over all triangles in the lattice and the cor-
ners of a triangle are labeled a, b, and c. The second sum runs again over
all vertices of the lattice.
We now consider the perturbative limit h J and regard the second
sum in Eq. (9.8) as a perturbation to the first term. Note that all terms
in the first sum in Eq. (9.8) commute, so the unperturbed Hamiltonian is
trivially solved. The lowest-order non-vanishing terms appear in sixth-
order perturbation theory. We find an effective Hamiltonian
Heff = −J
∑
4
(ZaZbZc + H.c.)
− 63
8
h6
(2J)5
∑
7 (XrX
†
sXtX
†
uXvX
†
w + H.c.) , (9.9)
CHAPTER 9. PARAFERMIONS IN A KAGOME LATTICE OF QUBITS
FOR TOPOLOGICAL QUANTUM COMPUTATION 246
where the second sum runs over all hexagons in the Kagome lattice and
r, s, t, u, v, w label the six vertices around each hexagon. The effective
Hamiltonian in Eq. (9.9) is derived in Appendix 9.A.
We note that all summands in Heff commute, so the system is exactly
solvable. The excitations of this system are Abelian anyons correspond-
ing to the D(Z4) quantum double model. The topological degeneracy of
the model can be made manifest by studying non-local loop degrees of
freedom that commute with all stabilizers ZaZbZc, XrX†sXtX†uXvX†w, and
their Hermitian conjugates, and fullfil themselves Z4 relations. A possi-
ble choice of operators is illustrated in Fig. 9.2.
Figure 9.2: Two sets of logical operators X˜1 = XX†XX† . . ., Z˜1 =
ZZZZ . . . (left figure) and X˜2 = XX†XX† . . ., Z˜2 = ZZ†ZZ† . . . (right
figure) that satisfy the commutation relations of 4-dimensional general-
ized Pauli operators.
In passing, we note that the Z2 version of Eq. (9.8), in which the Z4 op-
erators X and Z are replaced by Pauli operators σx and σz, leads to an ef-
fective Hamiltonian analogous to Eq. (9.9) and thus provides a very sim-
ple model with topological order. While this model requires three-body
operators σzσzσz as opposed to Kitaev’s honeycomb Hamiltonian [64]
which involves two-body interactions only, all of these interactions con-
nect the same spin-component, which may provide a significant practical
simplification over the honeycomb model.
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9.4 Parafermion modes and defect lines
The model is constructed from the cyclic qudit operators Z andX , which
are related to parafermion operators. It is therefore natural to seek an
interpretation of the model in terms of parafermionic modes.
To do this we must first fix the exact form of the stabilizers, which de-
fine the anyonic charge carried by each excitation. Let us use Ep (Mp) to
denote the stabilizer for a hexagonal (triangular) plaquette, p. For hexag-
onal plaquettes we use the convention thatEp = XrX†sXtX†uXvX†w, where
r refers to the top-right corner and the other corners are labelled in an
anti-clockwise fashion. For triangular plaquettes we use Mp = ZaZbZc
for all triangles of the form 4 and Mp = Z†aZ†bZ†c for all triangles of the
form 5. The stabilizer operators Ep and Mp are unitary operators with
eigenvalues ωk, k ∈ {0, 1, 2, 3}, where here and in the following ω = i
for d = 4. An eigenvalue ωg of the EP corresponds to a charge anyon of
the form eg, while MP similarly detects flux anyons mh. Fusion of charge
anyons forms a representation of Z4, as does that of fluxes. The conven-
tion for the stabilizer operators chosen before ensures that the anyonic
charge of both charge and flux type anyons is independently conserved
(modulo 4). A full clockwise monodromy of an eg around an mh, or vice
versa, yields a phase ωgh, see Fig. 9.3 for illustration.
Figure 9.3: Phases obtained by braiding the e- and m-excitations of the
D(Z4) model around each other (top), and by braiding the excitations ψ
and r of the transformed stabilizers around each other (bottom).
Just as Majorana modes (Ising anyons) in the qubit toric code [163,
184], parafermions appear in our system at the ends of defect strings.
For the interpretation in terms of parafermions, it will be useful to intro-
duce a new set of composite anyons defined as ψg = eg ×mg. These also
obey Z4 fusion with each other, and their braiding behavior can be in-
ferred from the behavior of the constituent charge and flux particles. The
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particles {ψ0, ψ1, ψ2, ψ3} form a chiral Abelian anyon model with Chern
number ν = 2 [64].
Note that
eg ×mh = ψg ×mh−g . (9.10)
We now perform a local transformation from the set of stabilizer gener-
ators {Ep,Mp}, detecting the charges on the left-hand-side of Eq. (9.10),
to a new set {Sp, Rp} which detects the two charges on the right-hand-
side. Let H denote the set of hexagonal plaquettes and T denote the set
of triangular plaquettes. Note that |T | = 2|H|. Consider an injective map
ϕ : H → T , which to each hexagonal operator Ep assigns one of the six
adjacent triangular operators Mϕ(p). Typically, we choose Mϕ(p) to be the
top-right neighbor of Ep, while other choices become necessary next to
defect lines. The transformation from the old to the new set of stabilizers
reads Sp = Ep for p ∈ H and
Rp =
{
MpE
†
ϕ−1(p) if p ∈ Im(ϕ)
Mp if p /∈ Im(ϕ)
(9.11)
for p ∈ T . Here, Im(ϕ) denotes the image of the map ϕ.
Since
∏
p∈H Sp =
∏
p∈T Rp = 1 , the charges detected by the new sta-
bilizers are separately conserved (modulo 4). Just like the ψg anyons de-
tected by the Sp stabilizers, the Rg charges detected by the Rp stabilizers
also form an anyon model obeying Z4 fusion. However, while these two
anyon models have the same fusion rules, they are not equivalent, as
they exhibit different braiding behavior. A full clockwise monodromy of
a ψg around a ψh gives a phase of ω2gh, a monodromy of a rg around an
rh gives a phase of 1, and a monodromy of a ψg around a rh gives a phase
of ωgh, see again Fig. 9.3. Just like the eg and mh charges, the ψg and rh
particles correspond to a way of decomposing the D(Z4) model into two
submodels which are closed under fusion, but have non-trivial mutual
braiding behavior,
D(Z4) = {e0, e1, e2, e3} × {m0,m1,m2,m3}
= {ψ0, ψ1, ψ2, ψ3} × {r0, r1, r2, r3} , (9.12)
where the three particle models other than {ψ0, ψ1, ψ2, ψ3} correspond to
the simple Z4 model.
The stabilizer operators Sp detect the presence of ψg anyon which are
pinned to a pentagon-shaped double plaquette, made up of a neighbour-
ing pair of triangular and hexagonal plaquettes. These anyons can be re-
garded as generalizations of Dirac fermions to the group Z4 (rather than
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Z2). Just as Dirac modes can be decomposed into two Majorana modes,
so too can the ψ modes be decomposed into two parafermion modes.
Two parafermion modes, Pa and Pb, are therefore associated with each
double plaquette, P . These are described using parafermion operators
satisfying Eq. (9.2). The parity operator for the ψ mode associated with a
pair (j, k) is defined ω(d+1)/2γjγ
†
k for j < k, and so SP = ω
5/2γPaγ
†
Pb
.
For a stabilizer state, the system is within a definite eigenstate of all
SP . The parafermion modes are therefore all paired, with the pairs cor-
responding to the two within each double plaquette. In order to use the
parafermion modes as non-Abelian anyons, some must be allowed to
become unpaired. The creation and transport of unpaired parafermion
modes can be done by adapting the method of Ref. [184] to the Kagome
lattice. The method can be interpreted in terms of anyonic state telepor-
tation [106, 190], as explained for the Majorana case in Ref. [192].
The method introduces unpaired parafermion modes at the endpoints
of defect lines. These are lines on which additional single qudit terms are
added to the Hamiltonian, of one of the two following forms
Y + H.c. = − 1√
2
(σy1 + σ
y
2 + σ
x
1σ
z
2 + σ
z
1σ
x
2 ) ,
ω5/2XZ† + H.c. =
1√
2
(σy1 − σy2 + σx1σz2 − σz1σx2 ) . (9.13)
Specific examples are shown in Fig. 9.4.
The single qudit terms added along defect lines are much stronger
than any other interactions, and thus effectively remove the qudits on
which they act from the code. This means that the EP and MP operators
for the double plaquettes along these lines no longer commute with the
Hamiltonian, and so can no longer be used as stabilizer generators. Their
pentagon-shaped product, RP , is used instead. The pentagons in Fig. 9.4
show how next to a defect line the mapping ϕ needs to pick the bottom-
left triangular-shaped stabilizer of a hexagon-shaped stabilizer to ensure
that their product still commutes with the Hamiltonian.
This change of the stabilizer generators of the code has a drastic ef-
fect. Consider an eg anyon moved towards a point along a defect line
from one direction, and an mg moved towards the same point from the
other direction. Both of these are detected by RP type stabilizers. When
they meet on the same double plaquette, they will fuse to form a ψg, and
so not be detected by the RP stabilizers anymore. In fact, since the SP
stabilizer is removed for double plaquettes along a defect line, they will
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Figure 9.4: Strings of alternating single-qudit operators of the form
ω5/2Yi + H.c. or ω5/2XiZ
†
i + H.c. (encircled) are added to the Hamilto-
nian. These effectively eliminate the qudits on which they act from the
code, leading to enlarged, pentagon-shaped stabilizers along the defect
string. Parafermion modes reside on the pentagons at the ends of the de-
fect strings (shaded). A possible choice for two logical operators X˜L (top)
and Z˜L (bottom) satisfying Z˜LX˜L = ωX˜LZ˜L is illustrated.
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not be detected by any stabilizer operator. The ψg occupancy of a defect
line corresponds to an increased groundstate degeneracy of the system,
referred to as a synthetic topological degeneracy [184].
In the following section, the {ψg, rh} decomposition of theD(Z4) model
will prove more convenient than the {eg,mh} decomposition. A process
in which a defect line converts an mg into an e−g can equivalently be de-
scribed as one in which a rg passes a defect line which emits a ψ−g.
9.5 Parafermions as non-Abelian anyons
Since unpaired parafermion modes reside at the endpoints of defect strings,
it is natural to use them to explain the properties of the modified stabi-
lizer. Parafermion modes are described by a non-Abelian anyon model
with particle species {ψ0, ψ1, ψ2, ψ3, σ}. Here ψ0 ≡ 1 corresponds to the
anyonic vacuum and σ is an unpaired parafermion mode. The fusion
rules of this anyon model are
σ × σ = ψ0 + ψ1 + ψ2 + ψ3 ,
ψg × ψh = ψg⊕h ,
ψg × σ = σ , (9.14)
where ⊕ denotes addition modulo 4. A pair of parafermions (or the de-
fect line between them) may therefore collectively hold any of the four
types of ψ anyon.
As in the Majorana/Ising case, we use four parafermion modes (two
defect strings) for which the total fusion sector is vacuum to store one
logical qudit. The natural logical operators are parity operators for the
pairs of parafermions. An eigenvalue ωg corresponds to a ψg occupancy
for the pair, and so the specific result σ × σ = ψg if they would be fused.
We associate the Z basis of the logical qudit with the ψ occupancy of
vertical pairs (connected by defect lines).
Specific choices of logical operator are illustrated in Fig. 9.4. The Z˜L
corresponds to a clockwise loop of an e1 around a defect line. The braid-
ing of this e1 around the ψg held in the pair yields the required phase of
ωg. The X˜L corresponds to clockwise loop of an e−1 anyon which is con-
verted to an m1 through one defect line and back to an e−1 through the
other. Equivalently, we can describe it as a clockwise loop of a r1 and a
transfer of a ψ1 from the right to the left defect line.
Let us denote a state in which the left defect line holds a mode ψg
and the right defect line holds a mode ψh by |ψg, ψh〉. Two defect lines
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create a 4 × 4-fold synthetic topological degeneracy. For computational
purposes, we restrict to the 4-dimensional subspace of states of the form
|g〉L ≡ |ψg, ψ−g〉. This is the set of states which can locally be created from
the anyonic vacuum. The effect of the logical operators on these states is
X˜L|g〉L = |g ⊕ 1〉L and Z˜L|g〉L = ωg|g〉L.
In addition to the logical operators X˜L and Z˜L, which can be per-
formed in our model by braiding the Abelian D(Z4) anyons around the
parafermion modes (ends of defect strings), we can perform further topo-
logically protected single-qudit and two-qudit gates by braiding the parafermion
modes themselves. Defect lines used for braiding are shown in Ap-
pendix 9.B. Crucially, braiding parafermions allows one to perform an
entangling gate by topological means, which is in contrast to Majorana
fermions [169]. What is more, exploiting the fact that our non-Abelian
system is built on top of an Abelian D(Z4) system allows us to generate
the entire 4-level Clifford group by braiding quasi-particles, as we dis-
cuss in the following.
For the rest of this section,X andZ refer to the logical operators called
X˜L and Z˜L before, respectively. The first column in Fig. 9.5 illustrates
how braiding of D(Z4) charges and fluxes can be used to perform logical
X and Z gates. Whether an e1 or an m1 anyon is used to perform the
logical Z gate is irrelevant.
Consider two parafermion modes storing a ψg particle. A full clock-
wise monodromy of one parafermion around the other can be under-
stood as a monodromy of the constituent eg around the mg, yielding an
ωg
2 phase. We can thus expect a single exchange of the two parafermion
modes storing a ψg to yield a square root of this phase, such as ωg
2/2. This
is demonstrated directly by studying the necessary microscopic opera-
tions in App. 9.C.
For a logical qudit stored in four parafermion modes, let S denote a
clockwise exchange of a vertical pair of parafermion modes, and T an
exchange of a horizontal pair, see Fig. 9.6. As discussed, we have S =∑
g ω
g2/2|g〉〈g|, while T is diagonal in the logical X basis. In the logical Z
basis, T reads (for d = 4)
T =
1
2
e−ipi/4
∑
gh
ei
pi
4
(g−h)2 |g〉〈h| . (9.15)
Again, in contrast to Majorana fermions, parafermions support an en-
tangling gate between two logical qudits by braiding operations [169].
The controlled phase-gate Λ is defined by its action on a logical two-qudit
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Figure 9.5: All generators of the single-qudit Clifford group can be per-
formed by braiding quasi-particles. The four circles correspond to the
four parafermion modes which are used to store one logical qudit. The
left part of the figure illustrates how to perform the logical operators X
and Z by braiding the Abelian excitations of theD(Z4) model around the
parafermions. The right part demonstrates a logical Hadamard gate H ,
which is performed by braiding the parafermion modes themselves.
Figure 9.6: Generators S and T of all gates that can be performed on a
qudit stored in the fusion space of four parafermions by braiding them.
basis state, Λ|g, h〉 = ωgh|g, h〉. In our parafermion scheme, an entangling
gate can be performed by braiding of a pair of parafermions from one
qudit with a pair from the other. Let us consider, for example, the braid-
ing of the left vertical pair for both qudits. For an initial logical product
state |g, h〉, the process corresponds to braiding a ψg clockwise around
a ψh, which yields a phase of ω2gh. The resulting operation is therefore
the squared controlled phase-gate Λ2. For d = 2, corresponding to the
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Ising/Majorana case, Λ2 = 1 , and so this operation is trivial. For d > 2,
however, it is a non-trivial entangling gate, akin to the one proposed in
Ref. [169].
Clearly a more powerful entangling gate would be Λ itself. This can
be achieved for Zd parafermions for odd d by taking the (d + 1)/2-th
power of Λ2. However these do not admit the simple decomposition into
qubits that we have used in defining the model. Fortunately, we can
make use of the underlying charge and flux anyons to realize Λ despite
the even qudit dimension.
The defect line may be interpreted as a hole for ψ type anyons: an area
in which they may be placed such that their state becomes delocalized
along the line and they are no longer detected by the stabilizers [44, 48,
196]. Similar holes can also be engineered for the constituent charge and
flux anyons. A defect line is therefore a special case of the combination
of a charge and flux hole, in which only ψg = eg ×mg type anyons may
reside rather than general eg×mh anyons. Nevertheless, we can consider
a process in which a defect line is transformed into a separate charge and
flux hole. Details on these holes and the transformations between them
can be found in Appendix 9.E.
When only the charge hole of one qubit is braided around the defect
line of another, the process for an initial state |g, h〉 corresponds to braid-
ing an eg around a ψh, which would yield the phase ωgh. The charge and
flux holes can then be recombined into a defect line. The net effect of the
entire process is to apply the controlled phase gate Λ. Such a process is
illustrated in Fig. 9.7.
One process which could split the defect line in this way is simply
to intersect it with two others. One would be a line along which charge
anyons are hopped by high-strength terms. The other would similarly
hop flux anyons. The stabilizers that detect charges and fluxes, respec-
tively, along these lines would then be suppressed. By adiabatically re-
moving the defect line which delocalizes ψ modes, its ψg anyon occupa-
tion would be transferred to these two lines. The recombination of the
defect line would be done by the reverse process.
For a tensor product of d-level systems, the Clifford group Cd consists
of gates that map tensor products of d-level Pauli operators to other such
tensor products under conjugation. In Appendix 9.D, we prove the fol-
lowing theorem.
Theorem. The single-qudit gates S, T , and Z, and nearest-neighbor controlled
phase-gates Λ generate the entire Clifford group C4.
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Figure 9.7: Performance of a controlled phase-gate. The a) part of the fig-
ure shows a logical product state |g, h〉 stored in the fusion space of eight
parafermions. The defect line storing a mode ψg can be split into two
defect lines storing D(Z4) charges eg and mg, respectively. Braiding both
endpoints of one of these lines clockwise around the defect line storing
the ψh mode, as shown in the b) part, produces a phase ωgh, as required.
As an example, H˜ = STS = TST satisfies H˜XH˜† = Z and H˜ZH˜† =
X†, so it can be identified with the logical Hadamard gate, up to a phase.
Indeed, using the standard definition
H =
1√
d
∑
gh
ωgh|g〉〈h| , (9.16)
one verifies that
√
ωH = H˜ .
One possible implementation of H (up to a phase) is a cyclic permu-
tation of the four parafermion modes, as in Fig. 9.5. This can be pictori-
ally understood as follows. An X corresponds to a transfer of a ψ1 from
the right to the left defect line, accompanied by a clockwise loop of a
r1 around a horizontal pair. A Z corresponds to a clockwise loop of a r1
around a vertical pair. A pi/2 rotation as performed byH thus maps these
two operations onto each other, up to the fact that we do not perform a
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vertical ψ1 transfer, as the ψ occupancy of the vertical pair is delocalized
along the defect line.
9.6 Error correction
For any system with a finite energy gap at finite temperature, excitations
will appear with a finite density. This corresponds to finite length scale
on which quantum computation can be performed before errors are al-
most certain to appear. This length scale can be increased by increasing
the gap or lowering the temperature. However, neither of these methods
is truly scalable. Error correction is therefore required if scalable quan-
tum computation is to be performed.
For non-Abelian systems, the first studies of the corresponding er-
ror correction problem have recently appeared [148, 149, 185, 186]. Error
correction for non-Abelian anyons is still poorly understood and its feasi-
bility has not been demonstrated for the (realistic) time-continuous case.
It comes thus very welcome that while our system provides the compu-
tational power of non-Abelian parafermions, its physical excitations still
are Abelian D(Z4) anyons, and the error correction problem for D(Zn)
quantum double models (including the time-continuous case) is well-
studied [135, 146, 157, 185, 186]. However, when correcting these D(Z4)
anyons, we face a number of difficulties not considered in previous stud-
ies [135, 146, 157, 185]:
(i) Our stabilizer operators are products of Z4 qudit operators X , X†,
Z, Z†, while an error model is realistically expressed in terms of
single-qubit operators σx, σy, σz. These do not map eigenstates of
the stabilizer operators to other eigenstates and one single-qubit
operator can produce a product of up to three qudit operators (see
below).
(ii) We consider quantum information stored in a synthetic topological
degeneracy, which involves a defect line allowing anyons to change
from one sublattice to the other (stars to hexagons and vice versa).
We thus cannot decode each sublattice separately, as usually done
for the toric code and other D(Zd) quantum double models, but
have to correct both of them simultaneously while taking the pos-
sibility of transferring anyons from one to the other into account.
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(iii) Besides simplistic i.i.d. error models (such as depolarizing noise),
we are particularly interested in Hamiltonian protection of a quan-
tum state subject to thermal errors.
(iv) We do not consider a square lattice, but a trihexagonal one, which
makes moving anyons and defining their distance more involved.
Error model
Since our 4-level qudits are composed of two qubits, it is natural to con-
sider an error model in terms of single-qubit operations σx, σy, and σz.
For a qudit hosted in two qubits 1 and 2, single-qubit Pauli operators can
be expressed in terms of Z4 operators by inverting Eq. 9.3. We find
σx1 =
1
2
X(1− Z2) + H.c. ,
σx2 =
1
2
X(1 + Z2) + H.c. ,
σy1 =
1
2
ei5pi/4Y (1 + Z2) + H.c. ,
σy2 =
1
2
ei3pi/4Y (1− Z2) + H.c. ,
σz1 = e
−ipi/4Z + H.c. ,
σz2 = e
ipi/4Z + H.c. . (9.17)
If we start from an eigenstate of all stabilizer operators, applying single-
qubit Pauli operators will generate a superposition of states correspond-
ing to different syndrome outcomes. By measuring all stabilizer opera-
tors, we can project again into a subspace with definite syndrome values.
Each single-qubit Pauli operator thereby translates into a product of up to
three qudit operators. Table 9.1 summarizes (up to irrelevant phases) into
which qudit operators a certain single-qubit Pauli operator will translate
with equal probability.
As a first simple error model, which does not involve a notion of
Hamiltonian protection, we consider depolarizing noise. That is, for each
qubit of the code we apply a Pauli operator with some probability p (the
depolarization rate), where each of the three Pauli operators is chosen with
equal probability.
More interesting from a physical perspective is a thermal error model.
We consider a quantum state stored in the degenerate groundstates of
the Hamiltonian given in Eq. (9.9), and assume that the system is weakly
CHAPTER 9. PARAFERMIONS IN A KAGOME LATTICE OF QUBITS
FOR TOPOLOGICAL QUANTUM COMPUTATION 258
σx1 , σx2 X , X†, XZ2, X†Z2
σy1 , σ
y
2 XZ, X†Z, XZ†, X†Z†
σz1 , σz2 Z, Z†
Table 9.1: Conversion from single-qubit Pauli operators to 4-dimensional
generalized Pauli operators. When a syndrome measurement is per-
formed, a Pauli operator is converted to each of the generalized Pauli
operators in the right-hand column with equal probability.
coupled to a heat bath at some temperature T . Following e.g. Ref. [149],
we assume that evolving the system according to the Metropolis algo-
rithm provides a reasonable approximation of the thermalization pro-
cess, since the evolution obtained by means of the Metropolis algorithm
is local, Markovian, and has the thermal state as its unique fixed point.
During our simulation, we proceed as follows. We first pick one of
the spins-1
2
of the system at random, then pick one of the three single-
qubit opertors acting on that qubit at random, and convert that to a 4-
dimensional generalized Pauli operator according to Table 9.1. We then
calculate the energy cost ∆tot of applying that generalized Pauli operator
(or products thereof). This energy cost is of the form
∆tot = m∆4 + n∆7 , (9.18)
where ∆4 and ∆7 are the energy costs of creating a single triangle/hexagon-
type anyon with charge 1 or 3 in Eq. (9.9), respectively. (That is, ∆4 = 2J
and ∆7 = 2638 h6(2J)5 .) Creating an anyon with charge 2 will have an energy
cost 2∆4 or 2∆7. The coefficients m and n are elements of {0,±2,±4},
depending on the change in anyonic charge. The proposed error is then
accepted with probability min{1, e−∆tot/kBT}. If the proposal is accepted,
we copy the current state of the system and try to correct it. If correction
is successful, we continue our simulation with the uncorrected version of
the system. If correction fails (for at least one logical operator), we inter-
pret this as the quantum information having survived for a time which is
given by the number of Metropolis steps divided by the number of spins
in the system.
The thermal error model has three relevant energy scales kBT , ∆7,
and ∆4. Since ∆7 appears in higher-order perturbation theory than ∆4,
we expect ∆4 > ∆7. Furthermore, effective protection requires kBT <
∆7,∆4. We introduce a parameter λ which quantifies the separation of
these three energy scales, i.e., ∆7 = λkBT and ∆4 = λ2kBT . Very high
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values of λ are uninteresting, since they exponentially suppress errors
from occurring.
Without defects
If there are no defect lines present, the anyonic charge of both types of
anyons is conserved (modulo 4), and they can be corrected separately.
Various techniques have been developed for correcting general D(Zn)
quantum double models [135, 146, 157, 185]. However, correcting the
D(Z4) case is particularly easy, since we can exploit the relation Z4/Z2 '
Z2. Specifically, we can first fuse all oddly-charged anyons in pairs. In a
second round, the remaining anyons, which are all of charge 2, are fused
in pairs. In order to find these pairings, we use the library Blossom V [69],
which is the latest implementation of the efficient minimum-weight per-
fect matching algorithm due to Edmonds [70]. The weight between two
equal-type anyons is thereby defined as the minimal number of general-
ized Pauli operators that need to be applied to create a pair of anyons at
the two given locations.
Fig. 9.8 shows our results for the depolarizing noise model, i.e., the
logical error rates of the the logical operators X˜1 and Z˜1 illustrated in
Fig. 9.2 as a function of the depolarization rate p. One clearly recognizes
threshold error rates pc ≈ 24% and pc ≈ 10%, respectively. The equivalent
figures for the logical operators Z˜2 and X˜2 look very similar and yield
equivalent threshold error rates pc.
These thresholds are best compared with those for an equivalent code
based on Z2 anyons, and so with only a single qubit on each vertex.
For independent bit and phase flips, the thresholds for X˜1 and Z˜1 are
pc ≈ 16.4% and pc ≈ 6.7%, respectively [40, 193]. When the hexagonal
and triangular plaquettes are decoded separately, these correspond to
thresholds of pc ≈ 24.6% and pc ≈ 10.5% for depolarizing noise. The sim-
ilarity of these Z2 values with those of Z4 is remarkable. This qudit code
is therefore just as adept at suppressing qubit noise as its qubit counter-
part.
It is well-known that the finite-temperature lifetime of a two-dimensional
quantum memory with local interactions only is upper-bounded by a
constant independent of the system size, see e.g. Ref. [31]. Fig. 9.9 shows
the lifetime of a logical qudit with logical operators X1 and Z1 subject to
the thermal error model. We notice lifetimes that decrease to an asymp-
totic value for large L and considerable finite-size tails. These tails cor-
respond to the regime in which the breakdown of error correction is not
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Figure 9.8: Error rates pL of the logical operators X˜1 and Z˜1 illustrated in
Fig. 9.2 as a function of the qubit depolarization rate p for code sizes L =
20, 28, 36, 44, 52. Each data point represents 104 logical errors, such that
error bars are negligible. We recognize a threshold error rate pc ≈ 24%
for X˜1 and pc ≈ 10% for Z˜1.
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Figure 9.9: Average lifetimes τ of the logical qudit with logical opera-
tors X˜1 and Z˜1 as a function of code size L for λ = 1, 2, 3, 4, 5. Each data
point represents 104 experiments. The lifetime is defined as the num-
ber of Metropolis steps until the first logical operator detects an error,
divided by the number of spins in the code.
due to the density of anyons becoming so high that pairing them becomes
ambiguous, but where the breakdown is caused by one of the first pairs
wandering along a topologically non-trival path around the torus. The
smaller the system, the longer it takes to produce an anyon pair, leading
to the observed tails for small enough L and T (large enough λ).
With defects
When defect lines as in Fig. 9.4 are present, the error correction prob-
lem becomes more involved. It is no longer possible to correct the two
anyon types (hexagons and triangles in our case) separately, as is usually
done for the D(Zn) models [135, 146, 157, 185]. Instead, error correction
needs to take the possibility of converting between different anyon types
into account. We thus pair all oddly-charge anyons of both types in a
first round and all remaining charge 2 anyons of both types in a second
round. Pairings can involve anyons which are of equal or of different
type. The weight for connecting two anyons is defined as the minimal
number of generalized Pauli operators needed to create a pair of anyons
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at their respective positions from the vacuum. For equal-type anyons,
this will be an error string that crosses an even number of defect lines,
while for different-type anyons this will be an error string that crosses an
odd number of defect lines. This can mean, for instance, that connect-
ing two equal-type anyons can have a large weight despite them being
geometrically nearby, if there is a defect line between them.
For a code of linear sizeL in both dimensions, with periodic boundary
conditions and L even, we choose defect lines involving L/2 + 1 qudits,
as shown in Fig. 9.4 for L = 20. The logical operators X˜L and Z˜L then
have a distance L+ 2 and L/2 + 4, respectively.
For the depolarizing error model, we find the threshold error rates pc
for both of the logical operators X˜L and Z˜L given in Fig. 9.4. The results
are given in Fig. 9.10. For the defect operator X˜L, we find a threshold
error rate pc ≈ 24%, as for the operators X˜1 and X˜2 in the defect-free case
(Figs. 9.2 and 9.8), while for the defect operator Z˜L we find a threshold
error rate pc ≈ 10%, as for the operators Z˜1 and Z˜2 in the defect-free case.
The fact that these values coincide with the defect free case is not un-
expected. The introduction of the defects essentially corresponds to a
change in the boundary conditions. However, the vast majority of er-
rors have large support within the bulk. The value of the threshold is
therefore dominated by bulk effects rather than boundary effects.
Fig. 9.11 shows the average lifetime of the qudit stored in the synthetic
topological degeneracy in Fig. 9.4 for the thermal error model. We note
that for a given parameter λ, the asymptotic lifetimes (L → ∞) are close
to those in the defect-free case given in Fig. 9.9.
9.7 Conclusions
We have proposed a system which, on the physical level, involves only
nearest-neighbor two-qubit interactions, allows one to perform all Clif-
ford gates through quasi-particle braiding, and has a well-understood
error correction problem.
We have greatly benefitted from the fact that our non-Abelian system
is built on top of a system whose excitations correspond to an Abelian
anyon model. This allows us to perform the logical operatorsX , Z, and Λ
through quasi-particle braiding. It also makes our error correction prob-
lem manageable, despite some subtleties such as the fact that single-spin
Pauli operators generate superpositions between different syndrome out-
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Figure 9.10: Error rates pL of the logical operators X˜L and Z˜L illustrated
in Fig. 9.4 as a function of the qubit depolarization rate p for code sizes
L = 20, 28, 36, 44, 52. Each data point represents 104 logical errors, such
that error bars are negligible. We recognize a threshold error rate pc ≈
24% for X˜L and pc ≈ 10% for Z˜L.
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Figure 9.11: Average lifetimes τ of the logical qudit stored in the defect
logical operators X˜ and Z˜ illustrated in Fig. 9.4 as a function of code
size L for λ = 1, 2, 3, 4, 5. Each data point represents 104 experiments.
The lifetime is defined as the number of Metropolis steps divided by the
number of spins in the code.
comes and the ability to convert between different anyon species during
error correction.
Universal quantum computation requires the ability to perform non-
Clifford gates, such as “small-angle” unitaries. While it is not difficult to
perform a non-Clifford operation by non-topological means in our sys-
tem, this abandons fault-tolerance. The technique of magic state-distillation
[46] is typically used to restore fault-tolerance. While research on magic
state distillation has so far focused on prime qudit dimensions d [151,
152], qudit codes with the right transversality properties to perform magic
state distillation in non-prime dimensions, including d = 4, also ex-
ist [200]. Unfortunately, for non-prime d it is not known whether Clifford
gates plus an arbitrary non-Clifford gate are sufficient to achieve univer-
sality [201]. It is our hope that our work fuels interest in the d = 4 case,
being a power of 2 and thus allowing to employ qubits, as demonstrated
in our work, while being the smallest power of 2 that allows one to go
beyond the Ising/Majorana case.
Alternatively, one could imagine energetically penalizing one of the
degrees of freedom of a two-qubit Hilbert space to obtain a synthetic
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qutrit (d = 3). Magic state distillation for qutrits is well-studied [150],
potentially allowing to perform fault-tolerant universal quantum com-
putation with Z3 parafermions in a qubit system.1
The authors thank M. Barkeshli for elaborations on the development
of the idea of generating non-Abelian defects in topological systems. This
work was supported by the SNF, NCCR QSIT, and IARPA.
1This is indeed a route we have tentatively followed. Unfortunately, the Hamiltoni-
ans necessary to generate D(Z3) quantum double models in a qubit system turned out
to be much more involved than Eq. (9.4).
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9.A Sixth-order degenerate perturbation theory
For our perturbation theory, we employ a Schrieffer-Wolff transforma-
tion [117], as formalized in Ref. [95].
Consider an unperturbed Hamiltonian H0 whose spectrum can be
separated into a low- and a high-energy subspace, which are energeti-
cally separated by a gap. Given a perturbation V , we want to find an
effective Hamiltonian Heff describing the “effective” physics on the low-
energy subspace. The effective Hamiltonian can be developed in a per-
turbative series
Heff = H
(0)
eff +H
(1)
eff +H
(2)
eff + . . . (9.19)
in powers of some small expansion parameter.
Let P denote the projector onto the low-energy subspace and Q =
1 − P the projector onto the high-energy subspace. We define Vd =
PV P + QV Q and Vod = V − Vd = PV Q + QV P . For some operator
A, we define the superoperator Aˆ via Aˆ(O) = [A,O]. Let H0 =
∑
iEi|i〉〈i|
be the spectral decomposition of H0 and define the superoperator L via
L(O) =
∑
i,j
〈i|QOP |j〉
Ei − Ej |i〉〈j| −H.c. . (9.20)
We employ the convention that unless indicated otherwise by use of
brackets, a superoperator L acts on all operators to its right.
For the sixth-order effective Hamiltonian, one derives from Ref. [95]
the expression
H
(6)
eff =
1
2
PSˆ5(Vod)P
− 1
24
P (Sˆ21 Sˆ3 + Sˆ1Sˆ3Sˆ1 + Sˆ3Sˆ
2
1 + Sˆ
2
2 Sˆ1 + Sˆ2Sˆ1Sˆ2 + Sˆ1Sˆ
2
2)(Vod)P
+
1
240
PSˆ51(Vod)P , (9.21)
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where
S1 = L(Vod)
S2 = −LVˆd(S1)
S3 = −LVˆd(S2) + 1
3
LSˆ31(Vod)
S4 = −LVˆd(S3) + 1
3
L(Sˆ1Sˆ2 + Sˆ2Sˆ1)(Vod)
S5 = −LVˆd(S4) + 1
3
(Sˆ22 + Sˆ1Sˆ3 + Sˆ3Sˆ1)(Vod)
− 1
45
LSˆ41(Vod) . (9.22)
In our case, the low-energy subspace onto which P projects is given
by the space in which all triangle operators in Eq. (9.8) have minimal
energy, i.e., ZaZbZc ≡ 1 for all triangles (a, b, c). This subspace is fully
degenerate. The lowest-energetic excitations change the eigenvalue of a
stabilizer ZaZbZc from 1 to ±i. Since the eigenvalue of −(ZaZbZc + H.c.)
is thereby changed from −2 to 0, this has an energy cost ∆ = 2J . Note,
however, that stabilizer eigenvalues can only be changed in pairs, such
that the gap between the low-energetic (groundstate) subspace and the
space of excited states is in fact given by 2∆.
A crucial property of our Hamiltonian is that there is no lower-than-
sixth-order perturbation that acts within the groundstate space. There-
fore, we are only interested in terms of the form PVod(Vd)4VodP , which
allows to greatly simplify the effective Hamiltonian. Namely, only the
first summand in all expressions in Eqs. (9.21) and (9.22) is relevant in
our case. We find
H
(6)
eff =
1
2
P
[
(LVˆd)4(LVod), Vod
]
P . (9.23)
Using now that in our case VdP = 0, this can be further simplified to
H
(6)
eff =
1
2
PL (L (L (L (L (Vod)Vd)Vd)Vd)Vd)VodP
− 1
2
PVod(LVd)4(LVod)P
= −PVod(LVd)4(LVod)P . (9.24)
There are 6! = 720 possibilities for applying the six factorsXrX†sXtX†uXvX†w
around one hexagon which leads the system back to the groundstate. Ta-
ble 9.2 lists all possible routes the excitation energy above the ground-
state can take, together with their numbers of possibilities.
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0→ 2∆→ 2∆→ 2∆→ 2∆→ 2∆→ 0 96
0→ 2∆→ 4∆→ 2∆→ 2∆→ 2∆→ 0 48
0→ 2∆→ 2∆→ 4∆→ 2∆→ 2∆→ 0 48
0→ 2∆→ 2∆→ 2∆→ 4∆→ 2∆→ 0 48
0→ 2∆→ 4∆→ 4∆→ 2∆→ 2∆→ 0 96
0→ 2∆→ 2∆→ 4∆→ 4∆→ 2∆→ 0 96
0→ 2∆→ 4∆→ 4∆→ 4∆→ 2∆→ 0 192
0→ 2∆→ 4∆→ 2∆→ 4∆→ 2∆→ 0 24
0→ 2∆→ 4∆→ 6∆→ 4∆→ 2∆→ 0 72
Table 9.2: Possible routes the excitation energy above the groundstate
can take (left column), together with their respectiv multiplicities (right
column). Note that the number of multiplicities adds up to 6! = 720.
In conclusion, we find the sixth-order effective Hamiltonian
Heff = −q h
6
∆5
(XrX
†
sXtX
†
uXvX
†
w + H.c.) , (9.25)
where the dimensionless prefactor
q =
96
32
+
48
64
+
48
64
+
48
64
+
96
128
+
96
128
+
192
256
+
24
128
+
72
384
=
63
8
(9.26)
is given by the multiplicities in Table 9.2, divided by the product of all
excitation energies (in multiples of ∆) along the virtual process.
9.B Moving unpaired parafermion modes
To consider the creation and braiding of unpaired parafermionic modes,
we must first decide on the double plaquettes with which we will work.
Let us consider those of Fig. 9.12. To visualize the two parafermion
modes within each double plaquette we use light blue circles. The one to
the right of a double plaquette P is labelled P1, and that to the left is P2.
Parity operators for ψ modes are defined on pairs of parafermion
modes. We are primarily concerned with two types of pairing: those
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Figure 9.12: A selection of double plaquettes used in a braiding opera-
tion. Each double plaquette corresponds to two parafermion modes. For
a double plaquette P , the parafermion to the right is labelled P1, and that
to the left is P2.
of the two modes within the same double plaquette, and those of two
modes from neighbouring double plaquettes. Relevant examples of the
latter type are shown in Fig. 9.12 by red, orange and green lines connect-
ing the corresponding modes.
For the two modes within each double plaquette, the parity operator
ω5/2γP1γ
†
P2
corresponds to the stabilizer SP . The orange and red lines con-
necting modes P2 to (P + 1)1 denote the parity operators ω5/2γP2γ
†
(P+1)1
.
For orange lines, these correspond to the operator Y on the vertex through
which the line passes. For red lines they correspond to the operator X†Z.
Consider a state initially within the stabilizer space. The parity op-
erators for the pairs of parafermion modes within each double plaquette
are therefore part of the stabilizer. The state therefore corresponds to this
definite pairing of the modes.
Let us now consider the removal of the operator SA from the set of sta-
bilizer generators (while RA remains). The corresponding parafermion
modes are now, in some sense, unpaired. This contributes a factor of
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four to the ground space degeneracy.2 However, due to the fact that the
‘unpaired’ parafermions are not well separated, it is not difficult for local
perturbations to lift the degeneracy of this space. To become truly un-
paired, and benefit from topological protection, they must be separated.
To do this, we can add a term K(Y + Y †) to the Hamiltonian, which
corresponds to the parity operator ω5/2γA2γ
†
B1
. This acts on the vertex
through which the orange line connecting these modes passes.
For K  J , this new term will overwhelm the SB term. The pair-
ing of B1 and B2 will then be broken, and B1 will become paired with
A2 instead. The unpaired mode originally at A2 is therefore effectively
moved to B2. If the new term is introduced adiabatically, the degenerate
subspace associated with the unpaired parafermion modes will remain
in the same state during this process.
Similar processes can be used to move the unpaired modes further.
The Hamiltonian term K(X†Z + X†Z) corresponding to ω5/2γB2γ
†
A1
can
then be used to move the parafermion at B2 to C2, for example. Un-
paired parafermion modes can therefore be separated by arbitrary dis-
tances, at the endpoints of lines on which single qudit terms are added
to the Hamiltonian. In terms of qubits, these correspond to two-body
interactions between qubits in the same site.
In order to unlock the potential of parafermions for quantum compu-
tation, it must be possible to braid the parafermion modes. Let us con-
sider a specific example of this, using the system of Fig. 9.12. Consider an
initial state within the stabilizer space of all SP except A and L. At these
two points, we have the unpaired parafermion modes A1, A2, L1 and L2.
Let us now consider operations such as those described above to move
A1 and L2 away, beyond the bottom of the figure. All four parafermion
modes are then well separated, and so the ground state degeneracy is
topological protected.
We will now consider the exchange of A2 with L1. We do this by first
moving A2 to K2, then L1 to A2, and finally K2 to L1. The two modes
have then swapped places. An exchange of opposite chirality would cor-
respond to first moving L1 to K1, and so on. Note that all modes are
kept well separated during the exchange, and so topological protection
is always maintained.
During the exchange, the movement of the modes is mostly achieved
using Hamiltonian terms that correspond to the red and orange pairings
2Note that, for closed boundary conditions, this added degeneracy does not arise
for the first pair to be unpaired.
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Figure 9.13: Double plaquettes used in the worked example of a single
exchange.
in Fig. 9.12. These are all single qudit terms. At the junction, however,
terms corresponding to the green pairings are used. We must therefore
consider these in detail.
For the pairing show by the light green line, the parity operator is
ω5/2γP2γ
†
O1
. This has the effect of creating an ψg, ψ−g pair on the dou-
ble plaquettes O and P . This requires the two qudit operator X†3X4Z
†
4.
For the dark green pairing, the ω5/2γP1γ
†
G2
parity operator similarly re-
quires the three qudit operator ω5/2X1X
†
2Z2Z3. These terms correspond to
four- and six-body quasi-local interactions on the corresponding qubits,
respectively. They can be realized by standard methods of perturbative
gadgets. However, note that they need only be implemented while an
exchange is in progress.
9.C Exchange of two parafermion modes
To determine the effects of a single clockwise exchange we consider the
smallest possible implementation. This involves the double plaquettes
labelled F , G and P in Fig. 9.12, which are shown in more detail in
Fig. 9.13. We consider a state in which the modes at P1 and F2 are un-
paired, and those at G1 and G2 are paired by the Hamiltonian term SG.
Using this, we determine the effects of exchanging the unpaired modes.
The method used to exchange the two modes is similar to previous meth-
ods proposed in order to perform anyon braiding [106, 190].
The results of the exchange are most easily understood in terms of the
ψ mode formed by this pair. The parity operator, Γ for this mode is an
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operator that creates a ψ1, ψ−1 pair and places them in double plaquettes
P and F , respectively. Also it must have eigenvalues of the form ωg, and
so Γ4 = 1. These conditions are satisfied by
Γ = ω(1+2a)/2Z1X
†
2Z2Z3. (9.27)
We similarly require operations that can move parafermions between the
relevant plaquettes. These correspond to the green line between G and P
and the red line between F and G. These are
Π = ω(1+2b)/2X1X
†
2Z2Z3, Φ = ω
(1+2c)/2X†1Z1, (9.28)
respectively. In these relations a, b and c are all elements of Z4.
We have freedom in choosing the values a, b, c ∈ Z4 for these relations.
The corresponding freedom also exists for all operators used to move
parafermion modes, as well as the logical operators. The values used do
not simply correspond to differences in a global phase. Instead they de-
termine which eigenspace of these operators has eigenvalue ω0 = 1, and
so which one corresponds to the vacuum occupancy ψ0 of the ψ mode.
These phases therefore cannot be chosen entirely arbitrarily, since the
overall conservation constraint of ψ modes must be maintained. How-
ever, since here we do not explicitly consider the operations that placed
unpaired parafermion modes at P1 and F2, we can assume that their
phases are chosen in a way that maintains this conservation. We will
therefore consider a free choice of a, b, and c.
The first step in exchanging the parafermions is to move the one at
P1 to G2. This is done by adiabatically changing the Hamitonian to one
in which the term Π + Π† is present and stronger than SG. This causes
the modes at G1 and P1 to pair, moving the mode once at P1 to G2. The
mode at F2 is then moved to that at P1 by adiabatically changing the
Hamitonian to one in which the Φ + Φ† term is present and stronger than
SG, and the Π + Π† term is removed, pairing F2 with G1. The mode at
G2 is then moved to P1 by adiabatically removing the Π + Π† term and
so allowing SG to become dominant and G1 and G2 to pair. This process
then results in the clockwise exchange of the modes.
The first step of this transformation takes a state that is initially in
the ω0 eigenspace of SG and projects it to one in the ω0 eigenspace of Π.
The next step projects the state into the ω0 eigenspace of Φ. The final
step projects back into the ω0 eigenspace of SG. The end effect is then
PGPΦPΠPG. Here PG is the projector onto the ω0 eigenspace of SG, etc.
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The rightmost PG simply reflects the fact that the initial state lies within
this eigenspace.
The parity operator Γ for the pair of unpaired modes commutes with
SG, and so can be mutually diagonalized with the above operator. We
can therefore interpret its effects in terms of the phase factor assigned to
each of the possible ψg eigenspaces of the ψ mode of the pair.
When doing this, different values of a, b, and c will result in differ-
ent operations. This may seem to contradict the standard notion of a
topological protected operation. However, these differences can be most
easily understood by considering movement of parafermion modes im-
plemented by measurement rather than adiabatic Hamiltonian manipu-
lation. This method forces pairing of parafermion modes by measuring
the occupancy of their corresponding ψ mode, and so forcing it to have a
definite value. Ideally, this measurement will give the vacuum result ψ0.
The effect is then the same as the adiabatic manipulation. If a different ψg
results, it must be removed by fusing it with the unpaired parafermion
mode being moved. The different values used for the phases when mov-
ing unpaired modes, such as a, b and c here, determine how the mea-
surement results are interpreted in terms of ψ anyons, and so determine
the net ψg fused with the modes being moved. As such, differences in
the conventions used for an exchange will change the resulting opera-
tion only by a factor of Γg, for some value of g that depends on a, b, and
c.
For the standard convention used throughout this paper, with a =
b = c = 2, the phase assigned to a ψg occupation by the exchange is
ωg
2/2ωg(g+1). These are indeed all square roots of ωg2 , as predicted in the
main text. However, they are not of the elegant form ωg2/2 that would be
more conducive for the proofs of Appendix 9.D.
For an exchange operation that does have the required form, consider
a = 1 and b = c = 2. The phase assigned to ψg is ω−g
2/2 in this case, up
to a global phase of ω1/2. The required phases ωg2/2 would therefore be
obtained from an anticlockwise exchange.
The fact that we obtain the phase ω−g2/2 for a clockwise exchange in
this case means we would get ω−g2 for a full clockwise monodromy. This
would seem to contradict the arguments of the main text, which predict
a phase of ωg2 . However, note that these phases differ only by a factor of
ω2g
2
= ω2g, and so are equivalent up to a factor of Γ2. Since such factors
are to be expected for different choices of a, b and c, this monodromy
does not contradict our expectations.
Note that the arguments above do not assume anything about the ini-
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tial state of the exchanged parafermions. Only their initial positions and
the operations used to move them are required. The effect of the braiding
is expressed in terms of Γ, the parity operator for their shared ψ mode,
which can be defined for any pair of parafermions. It therefore does not
matter what state the fusion space of the parafermions was initially in,
and it does not matter whether or not they exist at the end of the same
defect line. The effect of the braiding is the same in all cases.
9.D Generators of the Clifford group
For a tensor product of n d-level systems (Cd)⊗n, the Pauli group Pd is
defined as the group generated by the generalized Pauli operators Xi
and Zi, and the Clifford group Cd is defined as the normalizer of Pd in the
unitary group on (Cd)⊗n. That is, elements in Cd map tensor products of
d-level Pauli operators to other such tensor products under conjugation.
We start with some general remarks on the action of C⊗nd on P⊗nd for
d = 4. For d = 4, an operator XaZb has eigenvalues {1} if a = b = 0,
{1,−1} if both a and b are even and at least one of them is non-zero,
{i1/2, i3/2, i5/2, i7/2} if both a and b are odd, and {1, i,−1,−i} if a+b is odd.
Since the number of distinct eigenvalues is preserved under conjugation,
this implies that the Pauli group P⊗nd decays into distinct orbits when
C⊗nd acts on it by conjugation. This is in stark contrast to the case where
d is an odd prime, which is studied in Ref. [194], where there is only one
non-trivial orbit. The orbit containing the elements X1, Z1, . . ., Xn, Zn
consists of elements of the form
ωk+p/2Za11 X
b1
1 . . . Z
an
n X
bn
n , (9.29)
where k, a1, b1, . . . , an, bn ∈ Z4, at least one of the exponents a1, b1, . . ., an,
bn is odd, and p =
∑n
i=1 aibi determines whether integer or half-integer
powers of ω appear as phases (we sometimes write ω for i to avoid con-
fusion with indices).
The following proof is an adaption of the proof in Appendix A of
Ref. [194], where it is shown that a certain set of gates generate the Clif-
ford group C⊗nd for the case where d is an odd prime. The general struc-
ture of our proof is identical to the one in Ref. [194], while the gener-
ating set and individual lemmas and their proofs are different. After
completion of this work, we became aware of the more general proof in
Ref. [195].
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Let us define the single-qudit unitaries
H =
1
2
3∑
j,k=0
ωjk|j〉〈k| (9.30)
S =
3∑
j=0
ωj
2/2|j〉〈j| , (9.31)
and
T =
1
2
e−ipi/4
3∑
j,k=0
ei
pi
4
(j−k)2|j〉〈k|
=
1
2

√
i 1 −√i 1
1
√
i 1 −√i
−√i 1 √i 1
1 −√i 1 √i
 . (9.32)
Lemma 1. The gates S†, T †, Z†, X , X†, and
√
iH can all be generated from S,
T , and Z.
Proof. As S8 = T 8 = 1 , we have S† = S7 and T † = T 7. We have
√
iH =
STS = TST and X = H†ZH = (
√
iH)†Z(
√
iH). Finally, X4 = Z4 = 1 , so
X† = X3 and Z† = Z3.
If for some Clifford gate U ∈ C⊗nd we have
U(Za11 X
b1
1 . . . Z
an
n X
bn
n )U
† = αZa
′
1
1 X
b′1
1 . . . Z
a′n
n X
b′n
n , (9.33)
with |α| = 1, we write
M(U)(a1, b1, . . . , an, bn)
T = (a′1, b
′
1, . . . , a
′
n, b
′
n)
T . (9.34)
The matrices M(U) ∈ Z2n×2nd form a representation of C⊗nd , as M(UV ) =
M(U)M(V ).
Lemma 2. The gates S, T , and Z generate the entire single-qudit Clifford group
C⊗14 .
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Proof. For some U ∈ C⊗14 , let M(U) =
(
a c
b d
)
. Preserving the commuta-
tion relations of the single-qudit Pauli operators requires that ad − bc =
1 (mod 4). One verifies that there are only 48 matrices M in the ma-
trix ring Z2×24 satisfying the requirement detM = 1 (mod 4). We have
SXS† =
√
ωXZ and TZT † =
√
ωZX†, such that M(S) =
(
0 1
1 1
)
and
M(T ) =
( −1 1
1 0
)
. Once can verify by brute force that products of at most
9 factors M(S) and M(T ) generate all of the aforementioned 48 matrices.
Finally, since XZX† = ω¯Z and ZXZ† = ωX , we can generate arbitrary
phases compatible with Eq. (9.29) (for n = 1).
We define the controlled Pauli-operators
CX =
3∑
j=0
|j〉〈j| ⊗Xj (9.35)
and
CZ =
3∑
j=0
|j〉〈j| ⊗ Zj =
3∑
j,k=0
ωjk|j〉〈j| ⊗ |k〉〈k| . (9.36)
Note that CZ has been called Λ in the main part of this work. We write
A 7→U B as a shorthand for UAU † = B.
We have
Z1 7→CX Z1
X1 7→CX X1X2
Z2 7→CX Z†1Z2
X2 7→CX X2 (9.37)
and
Z1 7→CZ Z1
X1 7→CZ X1Z2
Z2 7→CZ Z2
X2 7→CZ Z1X2 , (9.38)
showing that CX , CZ ∈ C⊗24 .
Lemma 3. The gate CX can be generated from S, T , and CZ .
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Proof. We note that
HXH† = Z and HZH† = X† . (9.39)
Thus
CX = H
†
2CZH2 = (
√
iH2)
†CZ(
√
iH2) , (9.40)
which together with Lemma 1 completes the proof.
Let us define a more general controlled operator as
Cst = S
−st
1 (CX)
s(CZ)
t . (9.41)
It acts by conjugation as
Z1 7→Cst Z1
X1 7→Cst ωst/2X1Xs2Zt2
Z2 7→Cst Z−s1 Z2
X2 7→Cst Zt1X2 . (9.42)
Up to the phase ωst/2, this action is identical to the one of the conditional
Pauli gate CXsZt studied in Ref. [194]. We point out again that such a
phase is unavoidable for Z4, as there is, for instance, no unitary U such
that X1 7→U X1X2Z2, since these two operators are not isospectral.
Let us define the SWAP gate S via S|j〉|k〉 = |k〉|j〉. Evidently, it acts
as
X1 7→S X2 , Z1 7→S Z2 , X2 7→S X1 , Z2 7→S Z1 . (9.43)
The gate S thus allows to generate non-local entangling gates from nearest-
neighbor ones.
Lemma 4. The gate iS can be generated from S, T , and CZ .
Note that the gates S and iS act identically by conjugation.
Proof. Let
CX(1,2) =
3∑
j=0
|j〉〈j| ⊗Xj , CX(2,1) =
3∑
j=0
Xj ⊗ |j〉〈j| . (9.44)
One verifies that
CX(1,2)C
†
X(2,1)CX(1,2)(
√
iH2)
2 = iS , (9.45)
which together with Lemmas 1 and 3 completes the proof.
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Let
P = αPZ
a1
1 X
b1
1 . . . Z
an
n X
bn
n
Q = αQZ
c1
1 X
d1
1 . . . Z
cn
n X
dn
n . (9.46)
All arithmetics involving the exponents aj , bj , cj , and dj that follow are
to be understood modulo 4. It follows from the commutation relation
ZX = ωXZ that PQ = ω(P,Q)QP where
(P,Q) =
n∑
i=1
aidi − bici . (9.47)
Lemma 5. Given P,Q ∈ P⊗n4 with (P,Q) = 1, we can generate U ∈ C⊗n4 from
S, T , and nearest-neighbor CZ such that
P 7→U αPZa′1Xb′1 . . . Za′nXb′b
Q 7→U αQZc′1Xd′1 . . . Zc′nXd′n , (9.48)
with |αP | = |αQ| = 1, and there exists j ∈ {1, . . . , n} such that a′jd′j−b′jc′j = 1.
Proof. Let P and Q be as in Eq. (9.46). Since
n∑
i=1
aidi − bici = 1 (9.49)
by assumption, there exists j such that
rj = ajdj − bjcj ∈ {+1,−1} . (9.50)
If rj = 1, we are done. If rj = −1, then there is k 6= j with rk = 2 or
rk = −1. From Lemma 2, we know that from Si and Ti we can generate
single-qudit unitaries that change
( ai ci
bi di
)
in arbitrary ways as long as ri =
aidi − bici is preserved. So up to gates that can be generated from Sj and
Tj , we can assume that aj = 0, bj = cj = 1, and dj = 0. If rk = 2 then, up
to gates that can be generated from Sk and Tk, we can assume that ak = 1,
bk = ck = 0, and dk = 2. Finally, if rk = −1 then, up to gates that can be
generated from Sk and Tk, we can assume that ak = 1, bk = 1, ck = −1,
and dk = 2. We note that application of a phase-gate CZ(j,k) changes rj
to r′j = rj + (bkdj − bjdk), and recall that non-local phase gates CZ(j,k) can
be generated from nearest-neighbor ones and SWAP gates, which we can
generate according to Lemma 4. In both cases (rk = 2 and rk = −1), we
find that application of a phase-gate CZ(j,k) gives r′j = 1.
CHAPTER 9. PARAFERMIONS IN A KAGOME LATTICE OF QUBITS
FOR TOPOLOGICAL QUANTUM COMPUTATION 279
Lemma 6. Given P,Q ∈ P⊗n4 with (P,Q) = 1, we can generate U ∈ C⊗n4 from
S, T , and nearest-neighbor CZ such that
P 7→U Z ⊗ P ′ and Q 7→U X ⊗Q′ , (9.51)
with P ′, Q′ ∈ P⊗n−14 .
Proof. Let P and Q be as in Eq. (9.46). By Lemma 5, we can assume
that there is j with ajdj − bjcj = 1. Employing Lemma 4, we can per-
form a SWAP between qudits 1 and j. Finally, we perform a single-
qudit unitary L on qudit 1 which is such that M(L) =
( dj −cj
−bj aj
)
. As
detM(L) = 1 (mod 4), such a unitary L can be constructed from S and T
according to Lemma 2. We note that
ZajXbj 7→L αZZ and ZcjXdj 7→L αXX , (9.52)
with |αX | = |αZ | = 1, which completes the proof.
Lemma 7. For any V ∈ C⊗n4 we can construct U from S, T , Z, and nearest-
neighbor CZ such that UX1U † = V X1V † and UZ1U † = V Z1V †.
Proof. Clearly,
(V Z1V
†, V X1V †) = (Z1, X1) = 1 , (9.53)
so by Lemma 6, we can assume that V X1V † = X⊗P ′ and V Z1V † = Z⊗Q′,
up to gates that can be constructed from S, T , and nearest-neighbor CZ .
Now let
P ′ = αPZ
a2
2 X
b2
2 . . . Z
an
n X
bn
n
Q′ = αQZ
c2
2 X
d2
2 . . . Z
cn
n X
dn
n . (9.54)
We define
Cst,i = S
−st
1 (CX(1,i))
s(CZ(1,i))
t , (9.55)
with i ∈ {2, . . . , n}. The gate
U = (
√
iH1)UQ(
√
iH1)
†UP , (9.56)
with
UP =
n∏
i=2
Cbnan,i and UQ =
n∏
i=2
Cdncn,i , (9.57)
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can be constructed from S, T , and nearest-neighborCZ according to Lem-
mas 1, 3 and 4.
Using Eqs. (9.39) and (9.42), we find the sequences of mappings
X1 7→UP X ⊗ P ′ 7→(√iH1)† Z† ⊗ P ′
7→UQ Z−1−
∑n
i=2(aidi−bici) ⊗ P ′
7→√iH1 X1+
∑n
i=2(aidi−bici) ⊗ P ′ , (9.58)
and
Z1 7→UP Z1 7→(√iH1)† X1 7→UQ X ⊗Q′ 7→√iH1 Z ⊗Q′ , (9.59)
up to phases. Using again thatXZX† = ω¯Z and ZXZ† = ωX , and thatX
can ge generated according to Lemma 1, allows us to generate arbitrary
phases compatible with Eq. (9.29). Since
1 = (Z1, X1) = (V Z1V
†, V X1V †) = (Z ⊗Q′, X ⊗ P ′)
= 1 +
n∑
i=2
(aidi − bici) , (9.60)
we finally conclude that
X1 7→U X ⊗ P ′ = V X1V †
Z1 7→U Z ⊗Q′ = V Z1V † , (9.61)
as required.
Theorem 1. Any Clifford gate V ∈ C⊗n4 can be constructed from S, T , Z, and
nearest-neighbor CZ .
Proof. The proof is done by induction over n. The case n = 1 is given
by Lemma 2. For n > 1, let U be as in Lemma 7. Since U †V commutes
with X1 and Z1, we have U †V = 1 ⊗ V ′, where V ′ ∈ C⊗n−14 acts on qudits
{2, . . . , n}. Assuming that the induction hypothesis holds for n − 1, V ′
and hence V can be constructed from S, T , and nearest-neighbor CZ .
9.E Defect lines and holes
Quantum computation in surface codes often uses the concept of ‘hole’
defects [44, 48, 196]. These are extended areas in which a single anyon
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can reside. Their large size makes it difficult to measure their anyon oc-
cupancy, and also to change it without leaving a trace nearby. This allows
them to store an additional logical qubit in a topologically protected man-
ner. The code distance is given by the size of the hole (for Z errors) and
the distance to the nearest to its neighbour (for X errors), and so can be
made arbitrarily large. They are primarily considered in systems with-
out a background Hamiltonian, where they are created and moved using
measurements [44, 48, 196]. However, they can also be created by adia-
batic means when a Hamiltonian is present [197–199]. We now discuss
this in detail for our system.
Enlarging and shrinking holes
The stabilizer is generated by the plaquette operators Mp and Ep for all
triangular and hexagonal plaquettes. Let us consider, however, removing
some of these operators from the stabilizer. In terms of the Hamiltonian,
this means removing their corresponding terms.
Specifically, let us remove the plaquette operators Ep and Eq for two
triangular plaquettes p and q. This will open up a new fourfold degen-
eracy in the stabilizer space. Corresponding Z basis states |g〉 can be
labelled by the ωg eigenstates of Ep. These states are therefore distin-
guished by the type of eg anyon residing in the hole. Due to conservation
of anyons, the antiparticle e−g must reside in q. A further fourfold degen-
eracy will arise from each additional triangular plaquette removed from
the plaquette. This is because only one removed plaquette, such as q,
needs to have its occupation determined by the conservation of anyons.
For a logical qudit encoded in the additional stabilizer space, an X
type operation corresponds to creating a particle/antiparticle pair of e
anyons. One is placed on p and the other on q. The number of sites
on which this process has support, and so the number of sites on which
noise must act in order to cause a logical X error, is the distance between
the two plaquettes. The qudit will therefore be topologically protected
against such errors as long as the plaquettes are well separated.
The logical Z of the logical qubit corresponds exactly to the operator
Ep, and Eq corresponds to Z†. Since these are three-body operators, this
type of logical error requires action on only three qubit pairs. The stored
qudit is therefore clearly not topologically protected against Z type er-
rors.
To address this problem, we can deform the lattice by making the
plaquettes p and q larger. By making them arbitrarily large, logical Z
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errors can be arbitrarily suppressed.
To enlarge p, consider a neighbouring triangular plaquette p′. Let us
use j to denote the single site shared by these. If the stored qudit holds
an arbitrary state |g〉, the state of the code will be a ωg eigenstate of Ep. It
will also be an ωg eigenstate of EpEp′ , since the state is a +1 eigenstate of
the stabilizer Ep′ .
Consider the adiabatic introduction of the term Xj +X
†
j to the Hamil-
tonian. This term should be much stronger than the adjacent plaquette
operators, and so will effectively force j into an eigenstate of X and re-
move it from the code. Since this term does not commute with Ep or Ep′ ,
the resulting state will not be an eigenstate of these operators. However,
the term does commute with the product EpEp′ since the support of the
two plaquette operators on j cancels in this product. It therefore remains
the same ωg eigenstate as it was for the initial state. The qudit state |g〉
has therefore been effectively transferred from the single plaquette p to
the combined plaquette pp′. The operator EpEp′ becomes the logical Z,
and has support on four qubit pairs rather than three. This is further
extended as more plaquettes are added using more Xj + X
†
j terms. As
long as this is done for both p and q, the qudit will become topologically
protected against Z errors as well as X .
The process used to extend holes can be reversed in order to shrink
them. Consider a set of triangular plaquettes p, p′, p′′, . . . that have been
combined into a single hole. The basis state |g〉 of the qubit stored in this
hole is associated with the ωg eigenstate ofEpEp′Ep′′ . . .We wish to shrink
this hole so that p is no longer a part of it. The state will then have a +1
eigenvalue for Ep, and the qudit state |g〉 will be associated with the ωg
eigenstate of Ep′Ep′′ . . .
To achieve this, recall that the combination of the plaquettes in the
hole is is enforced by the strong Xj + X
†
j terms on their shared sites.
To remove p from the hole, the term Ep + E†p should be added to the
Hamiltonian, and the Xj + X
†
j term incident on p should be removed.
Doing this adiabatically will result in a final state with the Ep term in its
ground state, which is its +1 eigenspace. Due to conservation of anyon
charge, the eg anyon that was held in the larger hole must still be held in
the smaller hole. The qudit state therefore remains |g〉.
As well as this being true for each basis state |g〉, we must also be
sure that the process preserves coherent superpositions. Any process that
causes decoherence in this basis will correspond to measurement (by the
environment) in the Z basis. Any unitary that introduces unwanted rel-
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ative phases can be expressed as a sum of powers of Z. As such, these
processes must have support on all sites on which Z has support, which
are all sites around the hole. Since the shrinking (and expansion) of holes
does not have such support, it cannot cause any decoherence.
Corresponding processes can also be applied to hexagonal plaquettes.
In that case, a logical qudit can be stored in themg occupations of plaque-
ttes. Such qudits can be topologically protected by using lines of Zj + Z
†
j
terms to combine neighbouring horizontal plaquettes.
Using the processes of extending and shrinking holes, it is possible to
move them. Gates can then be implemented through braiding. Braiding
an e-type hole of triangular plaquettes in state |g〉 around an m-type hole
of hexagonal ones in state |h〉 corresponds to braiding the eg anyon held
by the former around the mh of the latter, yielding a phase ωgh. This is a
qudit generalization of the controlled phase gate.
Fusing holes into defect lines
By considering the alternative stabilizer generators S and R discussed
in Sec. 9.4, holes can also be created which hold ψg anyons. These are
formed by similarly combining the double plaquettes. Indeed, these are
exactly the defect lines considered in the bulk of this paper. These have
the property that anyons crossing the defect line undergo an automor-
phism that preserves the structure of the underlying Abelian state: it
maps e anyons to their dual, the m anyons, and vice versa. This prop-
erty is not shared by the e- and m-type holes. In these cases, the lines
form a boundary along which one type of anyon can condense, but the
other cannot cross. It is this difference that gives the ψ-holes additional
properties, namely the localized parafermion modes at their endpoints,
that the e- and m-holes do not possess. The topological degeneracy and
protection, however, is a property shared by all three.
An e-type hole and anm-type hole together correspond to a two-qudit
space. However, let us consider the subspace spanned by states |g, g〉.
These are such that the e-type hole carries an eg anyon whenever the m-
type hole carries an mg. A single qudit can be stored in this subspace
Since ψg = eg×mg, two holes as described above hold a net ψg. Similar
fusion can also be applied to holes, as we will now show. Specifically an
e-type and an m-type hole can be combined into a ψ-type hole, and a
ψ-type hole can be split into an e-type and m-type one.
These processes are in fact a simple generalization of the hole exten-
sion and shrinking processes described above. Suppose we have a de-
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fect line along double plaquettes P , P ′, P ′′, . . . This stores a qudit whose
basis states |g〉 are ωg eigenstates of WPWP ′WP ′′ . . . Let us now extend
this line. However, rather than adding another double plaquette, we in-
stead add a triangular plaquette p. This can be done by adiabatically
introducing the strong term Xj +X
†
j to the Hamiltonian on a site shared
by p and the triangular part of P . This term does not commute with
either Ep or WP . However, it does commute with their product. The
final state will then have the qudit basis states defined by the operator
EpWPWP ′WP ′′ . . .. Further such processes can be used to extend the e-
type part of the defect line. Corresponding processes on the hexagonal
plaquettes can be used to grow an m-type part of the defect line. An
illustration is given in Fig. 9.14.
When both e-type and m-type parts have been added, the original
ψ-type defect line can be removed. This is done simply by removing
the parity operator terms along its length and allowing the SP terms to
again dominate. The end result is that the ψg originally stored in the
defect line now resides in the e-type hole as an eg and the m-type hole
as an mg, corresponding to the state |g, g〉 of their individual qudits. As
for the shrinking of holes, this process does not have sufficient support
to distinguish between different basis states. The process therefore does
not decohere any superpositions of these states, nor does it assign any
relative phases.
To recombine the two holes into a single defect line, the process is sim-
ply reversed. This will be straightforward if the two holes are in a state
of the form |g, g〉, since the state of the defect line will simply become
|g〉. However some processes, such as mistakes during error correction,
could result in holes whose states are not of this form. This will introduce
frustration that will not allow all of the involved triangular and hexago-
nal plaquettes to return to their ground state after recombination.
As an example, consider a state of the form |g, h〉. This corresponds
to an eg and an mh, and could arise from an initial state |g, g〉 if an mh−g
were added in error to the m-type hole, or from |h, h〉 with an eg−h error
on the e-type hole.
The anyons eg and an mh can combine either to a ψg and mh−g, or
a ψh and eg−h. The former will be energetically favourable, due to the
weaker strength of the Mp terms. The adiabatic process will therefore
result in ψg being stored on the defect line and an mh−g anyon present
as an excitation on one of the triangular plaquettes that was once part of
the holes. Syndrome measurement will then detect the mg−h. However,
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Figure 9.14: Red circles denote defects as in Eq. (9.13), with a pair of
parafermions (purple) emerging at the ends of the defect line. Blue circles
correspond to terms of the form Xj +X
†
j , while green circles correspond
to terms of the form Zj + Z
†
j . These grow the e- and m-part of the defect
line, respectively. Once both the blue and green defect lines have been
added, the red defect line can be removed. The ψg particle initially stored
in the red defect line has then been split into its eg and mg components.
since the value g−h gives information only about the error that occurred,
and not the value of g or h, this does not extract any information about
the stored qudit.
CHAPTER 10
Active Error Correction for
Abelian and Non-Abelian
Anyons
Adapted from:
James R. Wootton and Adrian Hutter
“Active error correction for Abelian and non-Abelian anyons”,
ArXiv:1506.00524 (2015)
We consider a class of decoding algorithms that are applicable to error cor-
rection for both Abelian and non-Abelian anyons. This class includes mul-
tiple algorithms that have recently attracted attention, including the Bravyi-
Haah RG decoder. They are applied to both the problem of single shot error
correction (with perfect syndrome measurements) and that of active error
correction (with noisy syndrome measurements). For Abelian models we
provide a threshold proof in both cases, showing that there is a finite noise
threshold under which errors can be arbitrarily suppressed when any de-
coder in this class is used. For non-Abelian models such a proof is found
for the single shot case. The means by which decoding may be performed
for active error correction of non-Abelian anyons is studied in detail. Differ-
ences with the Abelian case are discussed.
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10.1 Introduction
The possibility of using anyonic quasiparticles for quantum computa-
tion has inspired a great deal of research [18]. This is due in part to the
idea of ‘topological protection’, which promises inherent fault-tolerance
for anyonic systems. Nevertheless, this protection still comes at a price.
Without active error correction [148], or additional passive protection
[31], the fault tolerance will fail after a system size independent life-
time [78, 148, 159]. Though one can hope to extend this through means
such as lowering temperature, such an approach is not consistent with
the scalability required for quantum computation. It is therefore impor-
tant to study how error correction may be performed in anyonic systems.
For Abelian anyons the problem of error correction has been, and con-
tinues to be, studied in great detail [54, 146, 156, 185]. Many good decod-
ing algorithms are known, and proofs that these allow exponential sup-
pression of logical errors below a finite noise threshold have been found
in multiple cases [62, 126]. For non-Abelian anyons, however, this study
is in its infancy [148, 149, 185, 202]. The only case considered so far is a
‘single shot’ scenario. This assumes an initial burst of noise, with all mea-
surements and manipulations performed perfectly thereafter. The more
realistic problem of dealing with continuously occurring noise through
active error correction has hardly been considered [148].
In this work we specifically consider a certain class of decoders. These
can correspond to quite different methods, and yet have shared proper-
ties that allow them to be studied collectively. Examples of such decoders
have recently been considered for multiple problems in Abelian and non-
Abelian error correction [62, 145–149, 157, 185, 203] We provide a general
proof of a finite noise threshold for these decoders, applicable to single
shot error correction for Abelian and non-Abelian anyons, as well as ac-
tive error for Abelian anyons.
For active error correction of non-Abelian anyons, we study the way
in which syndrome measurements must be interpreted in order for the
decoders to be applied. Differences between the Abelian and non-Abelian
cases are found and discussed. Specifically, it is shown that these prevent
the proof used for Abelian active correction from being adapted to the
non-Abelian case.
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10.2 Definitions
Code and Syndrome Lattice
The proof concerns error correcting codes defined on a two-dimensional
lattice with quasilocal syndrome operators, such that their eigenspaces
can be identified with anyonic occupations.
For concreteness we consider models based on a two-dimensional
L × L lattice with periodic boundary conditions which we call the ‘code
lattice’. Anyons are associated with plaquettes, P , and the errors that
affect a pair of neighbouring plaquettes are associated with the edge be-
tween them. The errors for each edge are assumed to act independently
for analytical convenience.
A model of this form can be constructed for any anyon model. This
framework may therefore be used to study general properties of anyonic
decoding, when there is no need to specify the actual physical system
used. They have especially been used to construct toy models for non-
Abelian anyons. [149, 202].
Error correction first requires the anyonic occupancy of the plaque-
ttes to be measured. If the code is Abelian and the syndrome measure-
ments are without noise, these results provide sufficient information for
error correction to be performed. The input to the decoder in this case is
therefore a two-dimensional syndrome composed of these measurement
results. This is the single shot case for Abelian anyons.
For non-Abelian anyons the single shot case is more contrived. As
well as perfect syndrome measurements, a lack of any noise while anyon
fusions are performed must also be assumed. The problem therefore
has little physical relevance, beyond providing a first glimpse into non-
Abelian decoding. As for the Abelian case, the syndrome given to the
decoder is two-dimensional [148, 149, 185, 202].
When measurement results are noisy, a single measurement of each
plaquette is no longer sufficient for good error correction. Instead, each
syndrome operator must be measured periodically. Let us use T to de-
note the total number of measurement rounds. The measurement results
at each time step can then be used to generate a three-dimensional syn-
drome, of size L in each spacial direction and T in the time direction.
Let us now construct a lattice on which the syndrome can be ana-
lyzed, which we call the ‘syndrome lattice’. Consider the code lattice
stacked upon itself T times to form a three-dimensional structure. We
then define a set of points labelled (P, t) to lie directly between the copies
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of the plaquette P at timeslices t and t + 1. These points are taken to be
the vertices of the syndrome lattice. So-called ‘time-like’ edges are placed
between each pair of vertices (P, t) and (P, t + 1). ‘Space-like’ edges are
placed between each (P, t) and (P ′, t) for neighbouring plaquettes P and
P ′. This generalizes a well-known procedure for surface codes [57].
A syndrome value is assigned to each vertex of the syndrome lattice.
These values reflect the difference between the measured anyon occu-
pancy for the plaquette at these times. The exact details of how this is
done depends on whether the anyons are Abelian or non-Abelian, and
so will be specified in their respective sections.
Changes in anyon occupancy, as detected by this syndrome, are caused
by errors. An error on the code between times t and t + 1 that changes
the anyon occupancies of P and P ′ is associated with the space-like edge
between (P, t) and (P ′, t). A measurement error for a plaquette P during
the round t is associated with the time-like edge between (P, t − 1) and
(P, t).
We assume a toric or planar variant of the topological codes, for which
logical information is stored within the degenerate vacuum states of the
anyons. For this case, the code distance is L. Our results also apply
to other means of storing logical information, such as holes [113], de-
fects [163, 204] or using non-Abelian anyons themselves [18]. In these
cases the code distance L′ < L reflects the distance between these struc-
tures. Our results apply straightforwardly to these cases, with the simple
substitution L→ L′.
Code Lattice for Quantum Double Models
For concreteness let us consider the quantum double models [16], a spe-
cific class of topological codes based on explicit spin lattice models that
can realize both Abelian and no-Abelian anyons. These models are based
on a two-dimensional lattice, however, it does not correspond exactly to
the code lattice as defined above. This is because syndrome operators are
defined on both the vertices and the plaquettes.
For Abelian models, the set of anyons living on plaquettes and ver-
tices are independent of one another in terms of their creation and fusion.
They may therefore be decoded independently. One could therefore con-
sider a two independent code lattices: one for which the plaquettes corre-
spond to quantum double plaquettes, and one for which they correspond
to quantum double vertices.
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This property does not hold for general quantum double models,
though. In the non-Abelian case, it is possible for plaquette anyons to
fuse to vertex ones. They are therefore no longer independent. We must
therefore reinterpret these models in order to find a code lattice in the
simple form we desire.
Let us consider a quantum double model defined on a square lattice.
A spin is associated with each edge of this lattice. To each plaquette, p,
we assign the vertex v to its top right. This results in six spins around
each combined (p, v). A hexagonal lattice can then be drawn such that
these spins lie on the vertices. This will be used as the code lattice. Each
combined (p, v) from the original lattice then corresponds to a single pla-
quette, P , in the code lattice. Each plaquette, P , has both kinds of sta-
bilizer operator associated with it, and so can hold all possible kinds of
anyon in the model. This lattice is shown in Fig. 10.1.
Note that each pair of neighbouring plaquettes, P and P ′, share two
spins. For one of these, the only errors that would affect P and P ′ are
those that affect flux anyons. For the other, only the errors for charge
anyons affect P and P ′. When using the code lattice, errors are associated
with edges rather than vertices. These errors from different spins are
therefore associated with the single edge that lies between P and P ′. The
independence of errors on each edge of the code lattice therefore requires
not only that errors on each spin are independent of each other, but also
independence of flux and charge errors on the same spin. We therefore
assume such noise when considering quantum double models.
Clusters and Chunks
We use E to denote the set of errors that occur, including both spin and
measurement errors. This is therefore a set of edges on the syndrome
lattice. We use S = S(E) to denote the corresponding set of non-trivial
syndrome elements, which is a set of syndrome lattice vertices. Here
S(E) refers to 3D syndrome based on changes in measurement results,
rather than the measured anyon occupancies themselves.
Any subset of the vertices of the syndrome lattice is called a cluster.
Typically the clusters considered are those for which all vertices are oc-
cupied by an element of S. When this is not true, the cluster is called a
vertex cluster.
Any subset of the edges of the syndrome lattice is called a chunk. We
will only consider chunks made up of edges associated with an element
of E. Chunks are therefore also subsets of E.
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Figure 10.1: Square lattice on which a quantum double model is defined
is shown in grey. The corresponding hexagonal code lattice is shown in
blue. Spins are located on the edges of the former, and vertices of the
latter.
The decoders we consider use the distance between non-trivial syn-
drome elements to determine how to best correct the errors that caused
them. A sensible choice for the distance d(k, k′) between two vertices k
and k′ of the syndrome lattice is therefore the minimum number of edges
required to connect them. This will be the metric that we primarily con-
sider. However, any metric for which all distances are integers could also
be used.
Two clusters, C and C ′, are said to overlap if there exists k1, k2 ∈ C
and a k′ ∈ C ′ such that d(k1, k′) ≤ d(k1, k2). The cluster C ′ is said to be
inside C if the above is true for all k′ ∈ C ′.
The width of a cluster, C, is defined to be the distance between its
extremal points,
W (C) = max
k,k′∈C
d(k, k′). (10.1)
The distance between two overlapping clusters is defined to be zero. For
non-overlapping clusters it is the distance between their closest points
d(C,C ′) = min
k∈C,k′∈C′
d(k, k′). (10.2)
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Note that this distance does not satisfy the triangle inequality. If clusters
C and C ′ are separated by a finite distance, but both overlap with a clus-
ter C ′′, then d(C,C ′) > d(C,C ′′) + d(C ′′, C ′). This fact will not present a
problem for the proof, but should be kept in mind.
To define widths and distances for a chunk ε, we consider the vertex
cluster C(ε) composed of all vertices adjacent to elements of the chunk.
The width of the chunk is then defined to be the width of C(ε). The dis-
tance between two chunks is the distance between their corresponding
vertex clusters.
A cluster, C, is called neutral if there exists a chunk  such that C =
C(). Note that this  need not be present in the actual error, E. The
neutrality of C simple means that it is possible for it to have been created
by some set of errors without otherwise affecting the syndrome. This
means that it is also possible to correct the cluster independently of the
rest of the syndrome. Finding neutral clusters is therefore an important
part of decoding.
We call a chunk, ε, ‘disconnected’ if it generates its own syndrome
cluster that does not depend on the rest of E, i.e.
S(E \ ε) ∪ S(ε) = S, S(E \ ε) ∩ S(ε) = ∅. (10.3)
A sufficient condition for this is clearly that the vertex clusters C(ε) and
C(E\ε) are disjoint, and so d(ε, E\ε) ≥ 1. Note that the syndrome cluster
S(ε) created by a disconnected chunk will be neutral by definition.
Error Model
To continue with our analysis, the error model must be specified. As
stated earlier, we assume that the errors associated with each edge of
the syndrome lattice occur with an independent probability distribution.
This requires there to be no correlations between errors on different spins,
and no correlations between charge and flux errors on each spin for quan-
tum double models. However, it will be allowed for the error probability
to depend on the occupancy of the two plaquettes adjacent each the spin.
This occurs when there is an energy gap for anyon creation, for example.
For the measurement errors, we consider a model in which the mea-
surement simply reports an incorrect value. This is the simplest model
that allows us to study the nature of decoding when measurement er-
rors are present, and is often used for benchmarking. More realistically
one should consider all elements of the process, such as a quantum cir-
cuit, performing the measurements and include realistic errors in each.
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However, since this will be very specific to each individual code, it is not
compatible with our general approach.
We will quantify the strength of the noise using an upper bound on
the probability that any kind of error will occur. Let us first consider this
for the case of a charge error occurring on a spin during the time between
two measurement rounds. Using j to denote a possible error type for a
spin and kP and kP ′ to denote the occupancies of the adjacent plaquettes,
we define pz to be
pz = max
kP ,kP ′
∑
j
Prob(j|kP , kP ′). (10.4)
It is therefore the total probability that an error of any kind will occur,
for the anyon occupancies for which an error is most likely. The corre-
sponding probability, px, for flux errors is defined in the same way. The
maximum probability for any kind of error associated with any space-
like edge of the syndrome lattice is then ps = px + pz − pxpz.
The probability for measurement errors, and hence time-like edges is
pm = max
k
∑
j 6=k
Prob(j|k). (10.5)
Here j denotes a possible outcome reported by the measurement, and k
denotes the true value. The probability pm is therefore the total probabil-
ity that the measurement reports any wrong value, for the true value for
which an error is most likely.
We now combine this error rates into a single value p = max(ps, pm).
This is an upper bound for the error probability for any kind of error
event associated with any edge of the syndrome lattice.
Chunk decomposition
Let us now follow [62] by using the concept of level-n chunks. The def-
inition of these depends upon a constant Q whose value can be chosen
arbitrarily.
A level-0 chunk is defined to be a single error. A level-n chunk is a
union of two disjoint level-(n− 1) chunks such that the width is at most
Qn. A level-n chunk therefore contains exactly 2n errors.
We use En to denote the union of all possible level-n chunks. Note
that this is not a disjoint union: the same errors could be involved in
multiple possible level-n chunks. Clearly E = E0, and
E0 ⊇ E1 ⊇ . . . ⊇ Em. (10.6)
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Here m is the highest level for which Em 6= ∅, given the error E.
It is useful to reflect upon the meaning of the sets En. For the follow-
ing two lists, ‘within a distance’ is used to mean ‘such that the union has
a width no greater than’.
• E0 is the set of all errors.
• E1 is the set of all errors within a distance Q of another.
• E2 is the set of all errors within a distance Q of another for which
there is another such pair within a distance Q2.
• E3 is the set of all errors within a distance Q of another, for which
there is another such pair within a distance Q2, for which there is
another such quadruple with a distance Q3.
• . . .
Using the sets En, we define the sets Fn = En \ En+1. These are the
errors that form part of En but not En+1, so
E = F0 ∪ F1 ∪ . . . ∪ Fm. (10.7)
This is a disjoint union, which is called the ‘chunk decomposition’ of E.
Again it is useful to reflect upon the meanings of these sets.
• F0 is the set of all errors further than Q from any other.
• F1 is the set of all errors for within a distanceQ of another for which
there is no other such pair within a distance Q2.
• F2 is the set of all errors for within a distanceQ of another for which
there is another such pair within a distance Q2 but no other such
quadruple within a distance Q3.
• . . .
10.3 Greedy HDRG decoders
Decoders based on greedy algorithms, in which syndrome elements at-
tempt to neutralize themselves with near neighbours without consider-
ing the rest of the syndrome, will typically lead to a logical error rate that
decays exponentially with Lβ for β < 1. This is less than the optimal
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β = 1 scaling, and is due to greedy algorithms being fooled by Cantor
like error chains [145, 185]. However, such algorithms do typically have
nice properties for analytical treatment. Specifically, any neutral cluster
that is sufficiently far from the rest of the syndrome will typically be cor-
rected independently of the rest.
Let us make this more rigorous. Decoders take a syndrome S as an
input and yield a correction operator Ec(S) as an output. A cluster C is
called ‘independent’ if
Ec(S) = Ec(C)× Ec(S \ C). (10.8)
Note that here Ec(S) is an operator acting on the Hilbert space of the
code, and so the multiplication should be interpreted accordingly.
A disconnected chunk is similarly called independent if its syndrome
cluster S(ε) is independent. Note that since an independent cluster is
disconnected by definition, and a disconnected cluster is neutral by defi-
nition, independent clusters will always be neutral.
Greedy HDRG decoders are then defined such that the following two
properties hold.
Property 1. For an independent chunk of width W , the width of the correction
operator is no greater than W +O(1).
Property 2. Any chunk ε of width W is independent as long as there is a dis-
tance of greater than λW/2 from it to E \ ε. Here λ is a decoder dependent
constant.
Such decoders have recently been considered in References [62, 145,
146, 148, 149, 157, 185].
10.4 Threshold proof for greedy decoders
A decoder is only truly useful for fault-tolerance if there exists a thresh-
old pc such that the probability of a logical error vanishes for p < pc and
L→∞. The nature of the decay with L is also important. Here we prove
bounds for these for any decoder of the type described above. Here we
formulate the proof in a way that can be applied to both the single shot
and active error correction problems. The only difference is the dimen-
sion of the syndrome lattice, with D = 2 for the former case and D = 3
for the latter.
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For the proof we require a value of Q such that the following holds
true. For any u ∈ Fn, let ε denote the chunk composed of all errors no
further than Qn from u. For any v ∈ En we then require that either:
• v ∈ ε;
• v is further than λQn from any element of ε.
A necessary and sufficient condition for the former is d(u, v) ≤ Qn. For
the latter, the condition d(u, v) > (λ+ 1)Qn is sufficient. We will define Q
such that both of these will always hold.
Lemma 8. For any u ∈ Fn there is no v ∈ En that satisfies
Qn < d(u, v) ≤ (λ+ 1)Qn. (10.9)
as long as Q ≥ λ+ 3.
Proof. Let us consider a pair of errors u, v ∈ En that do satisfy Eq. 10.9.
Since both errors are in En, both are contained within level-n chunks. Let
us denote these Cu and Cv, respectively. Since chunks must have a width
no greater than Qn by definition, the condition that d(u, v) > Qn means
that Cu and Cv must be disjoint chunks.
Despite the non-applicability of the triangle inequality, the width of
the combined chunk Cu ∪ Cv will clearly satisfy
W (Cu ∪ Cv) ≤ W (Cu) +W (Cv) + d(u, v). (10.10)
Again using the width restriction, as well as the condition that d(u, v) ≤
(λ+ 1)Qn, we find
W (Cu ∪ Cv) ≤ 2Qn + (λ+ 1)Qn. (10.11)
The combined chunk will form a valid level-(n + 1) chunk if its width
is no greater than Qn+1. Clearly this will be satisfied for all Q ≥ λ + 3.
Since both u and v will be contained within a level-(n + 1) chunk in this
case, neither will be an element of Fn. It therefore follows that, whenever
either u or v is an element of Fn, Eq. 10.9 cannot hold.
With the chunk decomposition so defined, it can allow us to easily
identify independent chunks of errors.
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Lemma 9. For any error u and the corresponding set Fn, let ε denote the chunk
composed of all errors no further than Qn from u. For Q ≥ λ+ 3, all such ε will
be independent for any decoder that satisfies Property 2.
Proof. Clearly the maximum width of any such chunk is W ≤ 2Qn. By
Lemma 8 we know that such chunks are a distance of at least λQn ≥
λW/2 from any other element of En. Any errors within this distance
must therefore be elements the sets En′ for lower levels n′ < n.
There are no lower levels than E0, so let us proceed by induction.
Any such ε based around a u ∈ F0 will have no errors within a distance
λW , and so will be independent for any decoder that satisfies Property
2. Since all errors in F0 will be corrected independently, the decoder will
treat the remaining errors in the same way as if the original error was
E \ F0 = E1.
Similarly, none of the remaining errors E1 will be within a distance
λW/2 of any  based around a u ∈ F1. All errors in F1 are therefore also
corrected independently, and the decoder act on the remaining errors as
if the original error was E \ F0 \ F1 = E2. Continuing this process, we
find that all ε(u) for u ∈ Fn are independent chunks, as required.
The chunk decomposition therefore forms a decomposition of the er-
rors into independently correctable chunks. This allows us to identify
those errors that will cause the decoder to fail.
Lemma 10. A necessary condition for a logical error is that the highest level in
the chunk decomposition satisfies m ≥ γ log(L/2)/ log(Q).
Proof. By Property 1, any independent chunk is neutral and so can be
corrected by a operator whose width is (essentially) no greater than that
of the chunk. For an independent chunk to cause a logical error, its cor-
rection operator must have a width as large as L, the code distance. This
requires independent chunks with width W = 2Qn ≥ L. The lowest
value of m for which these can occur is m ≥ log(L/2)/ log(Q), giving the
required result.
Now we can analyse the probability that a level-m chunk arises, for a
given m. For this, consider the D-dimensional boxes Σn and Σ+n , centred
on the same point. The former is sufficiently large to contain a chunk
of width Qn, and the latter can contain one of width 3Qn. Using these,
consider the following events.
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• An : Σn contains at least part of a level-n chunk.
• Bn : Σ+n contains a level-n chunk.
• Cn : Σ+n contains a level-(n− 1) chunk.
Due to the width restriction on chunks, An is a sufficient condition for
Bn. Their probabilities are therefore related by
PBn ≥ PAn . (10.12)
Note that Bn requires Σ+n to contain two disjoint level-(n − 1) chunks.
Two independent occurrences of event Cn are a necessary condition for
this, so
PBn ≤ P 2Cn . (10.13)
Note that Σ+n is composed of q = (3Q)D disjoint boxes Σn−1. The event
An−1 on at least one Σn−1 is therefore a necessary condition for the event
Cn on Σ+n , and so
PCn ≤ qPAn−1 . (10.14)
Putting this all together, we obtain the recursive relation
PAn ≤ (qPAn−1)2. (10.15)
The event PA0 is that of a single error, which is upper bounded by p by
definition. Repeatedly applying the recursive relation then allows us to
express the probability of a level-m chunk in terms of p,
PAm ≤ (q2p)2
m
. (10.16)
For the single shot case, as well as that of active error correction when
T = L, we consider a syndrome of size LD. Since a chunk of size m ≥
log(L/2)/ log(Q) is a necessary condition for a logical error, the logical
error rate is upper bounded by,
P ≤ [(3Q)2Dp](L/2)β , β ≥ 1
log2Q
. (10.17)
Note that P decays exponentially in (L/2)β when
p < (3Q)−2D. (10.18)
This therefore gives a lower bound on the threshold, pc, for this decoding
problem and decoder.
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For T > L, a necessary condition for a logical error is for a chunk of
size m ≥ log(L/2)/ log(Q) to intersect at least one of the (T/L) boxes of
size L × L × L that make up the L × L × T syndrome. The probability
for this will clearly share the exponential factor of Eq. 10.17. The same
threshold applies therefore applies for arbitrary T > L.
The combined bounds are then
pc ≥ (3Q)−2D, β ≥ 1
log2Q
(10.19)
Note that the threshold and the exponent β both depend on Q.
10.5 Application to Abelian models
Let us now consider the specific case of a quantum double model is
based on an Abelian group. The results of the syndrome measurements
can therefore be interpreted in terms of Abelian anyons [16]. Any finite
Abelian group is a product of cyclic groups Zd. The resulting quantum
double model is then the corresponding tensor product of the models
based on each of these factors. As such we restrict to cyclic groups with-
out loss of generality.
The way to analyse changes in the measured syndrome in order to
perform active error correction is well known for these models [137,157,
185]. Nevertheless, we explain it here in detail.
We specifically consider error correction for the case in which the log-
ical information is being stored in the code, and not manipulated. As
such, though syndrome readout is being performed constantly, error cor-
rection can be delayed until readout.
The quantum double model D(Zn) has n2 different species of anyons
that can live in each of the plaquettes, P . These can be denoted egmh for
g, h ∈ Zd, and have the fusion rules
egmh × eg′mh′ = eg+g′mh+h′ . (10.20)
Here addition is taken modulo n. The anyon e0m0 is identified with the
vacuum.
Without errors, the syndrome measurements would never change.
As such, changes in the measurement results are signatures of errors.
Such changes will not necessarily occur adjacent to every error. Instead,
they are found at the endpoints of error chains. The type of error chain
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that can terminate at any syndrome change depends on the nature of the
change.
In order to correct the errors we must consider what error chains are
consistent with the syndrome measurements. We therefore need to de-
termine exactly what syndrome changes have occurred, where they oc-
curred and when. The details of the changes can then be placed on the
three dimensional syndrome lattice (with two dimensions for space and
one for time). If the outcome of the measurement of P at t−1 is egmh, and
that of the same plaquette at t is eg′mh′ , the corresponding vertex (P, t)
of the syndrome lattice is assigned the value eg′−gmh′−h. This gives the
trivial value e0m0 if the two results are the same, signalling that no error
has been detected. Otherwise a non-trivial syndrome element is present
at (P, t). We refer to these as ‘defects’. Note the syndrome lattice of de-
fects contains the same information as the list of all measurement results.
However, it presents the information in a form that is more convenient
for analysing error chains.
The first step towards determining a likely error chain for an Abelian
model could be to choose defects that are likely joined by an error chain,
and draw an error chain between them. Let us use eg1mh1 to denote the
type of one of these defects, and eg2mh2 to denote that of the other. If
g1 + g2 = m1 +m2 = 0 mod n, (10.21)
this pair of defects can be said to be neutral. This means that no further
error chains are required to explain this pair of syndrome changes. Oth-
erwise the pair is non-neutral. In this case we can cease to regard the two
points as being defects individually. Instead they collectively make up a
single defect, along with the error chain that connects them. This must
be connected with error chains to further defects in order to be resolved.
Once such a cluster of syndrome changes, C, satisfies∑
j
gj =
∑
j
hj = 0 mod n, (10.22)
where egjmhj is the syndrome value for each j ∈ C, it can be said to
be neutral. The set of error chains connecting the syndrome changes is
then sufficient to explain their presence without being dependent on any
other part of the syndrome.
Correction of a neutral cluster is done by moving its defects together.
These obey the same fusion rules as the anyons, and so the effect of mov-
ing all the defects together is to annihilate them. Moving a defect along a
CHAPTER 10. ACTIVE ERROR CORRECTION FOR ABELIAN AND
NON-ABELIAN ANYONS 301
time-like interval implies that the measurement results along the interval
were incorrect. The movement is done by correcting the results by chang-
ing their values. Moving along a space-like interval implies that errors
occurred on the spins along the interval, and is done by applying the in-
verse of the corresponding errors. In both cases the required operations
are applied to edges of the syndrome lattice.
Note that the defects created by a chunk ε are always inside C(ε). The
movement of defects by a decoder can always be implemented such that
they always remain inside C(ε). As such, we can always assume that the
decoder satisfies Property 1.
Bravyi-Haah and ABCB Decoders
The Bravyi-Haah decoder [62, 157] runs an iterative process to find neu-
tral clusters. In the nth iteration, all defects within a distance 2n of each
other are placed in the same cluster. Neutral clusters are then identi-
fied and removed from the syndrome. If defects remain, the process is
repeated for n+ 1.
The minimum n required to cover an independent chunk ε of width
W is n = dlog2W e. In order for no defects from E \ ε to be included
within the same cluster, they must be more than a distance 2n away.
Note that the same n covers distances from 2n−1 + 1 to 2n. The mini-
mumW that requires a distance of 2n to other chunks is therefore 2n−1+1.
This means that a chunk of width W requires a distance of greater than
2(W − 1) to be independent. This decoder is therefore a greedy HDRG
decoder with λ = 4.
The ABCB decoder [146] is based on the same principle as that above.
However, the distance used for iteration n is simply n rather than 2n. As
such λ = 2 for this decoder.
Expanding Diamonds
The expanding diamonds decoder [145,205] is based on a similar iterative
process to the above. Initially, the syndrome is decomposed into clusters
such that each defect corresponds to its own cluster. During iteration n,
each cluster checks whether another exists at a distance n away. If so,
the clusters can be paired. Each pair is removed from the syndrome if
neutral. Once no more pairs are possible for the distance n, the distance
n+ 1 is considered.
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The largest distance required for all defects within an independent
cluster to see each other is its width. In order for none to see any defects
outside the independent cluster before they become neutral, the distance
to other defects simply needs to be greater than this. As such λ = 2 for
this decoder.
MWM based decoder
This decoder is based on the graph theoretic problem of finding match-
ings [185]. Though it is an HDRG decoder, it is not greedy in general.
Instead it uses techniques that perform optimzation of the correction op-
erator over long ranges.
One such technique is the use of ‘shortcuts’. These are modifications
made to the distances between clusters when any neutral cluster is re-
moved. It is a modification that is also possible for the above decoders,
and has been found to allow better decoding [145,185]. However, for the
applicability of the proof, we consider this decoder without the use of
shortcuts.
This decoder uses a tunable parameter, Λ, that can vary between 0
and 1. For any given code, system size and noise model, Λ can be set at
whatever value gives the best results. Proving a threshold for any value
of Λ therefore proves it also for the decoder in general. The decoder can
only be regarded as greedy for Λ = 0, and so we focus on this.
For the case of Λ = 0, this decoder works in a similar way to expand-
ing diamonds, building clusters by pairing existing clusters. Clusters are
only ever paired when they are mutual nearest neighbours, i.e. neither
has a neighbour closer than the other.
This means that, like expanding diamonds, the largest distance re-
quired for all defects within an independent cluster to see each other is
its width. In order for none to see any defects outside the independent
cluster before they become neutral, the distance to other defects simply
needs to be greater than this. As such λ = 2 for this decoder.
10.6 Application to non-Abelian models
We now consider models for which the syndrome can be interpreted in
terms of non-Abelian anyons, such as quantum double models based on
a non-Abelian group [16].
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Single shot error correction
Single shot error correction of non-Abelian anyons has previously been
studied numerically [148,149,185,202]. These studies provided evidence
of a finite threshold, but no formal proof has yet been presented. How-
ever, such a proof follows immediately from the discussions of the Abelian
case above.
In the single shot case, errors create an anyon configuration. To cor-
rect a chunk, the anyons it creates simply need to be fused to annihilate
them. In general, moving a non-Abelian anyon requires a controlled op-
eration on all the spins on which its syndrome operator has support. The
size of the correction operation will therefore be slightly bigger for the
non-Abelian case than the Abelian one to account for this. Specifically,
moving the anyons generated by a chunk of width W together requires a
correction operator of width at most W +2. Greedy HDRG decoders will
therefore certainly satisfy Property 1 for this case.
Decoders will also satisfy Property 2 for the single shot non-Abelian
case in exactly the same way as for the Abelian. As long as the anyons
within each chunk see each other before they see those of other chunks,
they will mutually annihilate without affecting or being affected by the
anyons of other chunks.
The non-trivial braiding of the non-Abelian anyons will not have any
effect on either property. This can be simply seen by the same induction
as in Lemma 9. Chunks centred around elements of F0 are spatially sep-
arated from all others, and so the anyons created by such chunks will
not have braided around those of others. Nor will the correction opera-
tor that fuses the anyons cause such braiding. The anyons for such such
chunks will therefore still annihilate, even if the braiding causes changes
in intermediate fusion results. Chunks centred around elements of F1
will similarly remain independent of all remaining errors, and so on for
higher levels.
Single shot non-Abelian decoding can therefore be performed by the
decoders discussed above, and will have the same values of λ. The de-
coding will lead to the threshold noise rates of Eq. (10.19).
Syndrome for active error correction
Though there may be many types of anyon possible in any given anyon
model, from henceforth we will not distinguish between them for the
sake of simplicity. We are therefore only concerned with whether each
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position in the code is occupied or unoccupied by an anyon according to
the measurement results. For the Fibonacci model, in which there is only
one non-trivial anyon type, this is the most detailed case possible.
For codes with Abelian anyons, decoding can be postponed until fi-
nal readout. Furthermore, errors can be corrected effectively by a basis
change for the affected spins. This removes the need to physically apply
correction operators. Unfortunately, non-Abelian codes share neither of
these useful traits. Measurement of anyon occupation alone does not
extract sufficient information for good decoding. Fusion of the anyons
must also be performed continuously through the process [148]. These
attempted operations performed by the decoder must therefore be taken
into account when interpreting the measurement results. Note also that
this action will, in general, lead to higher error rates on the spins involved
in the anyon transport. However, this can simply be incorporated into
the maximum error rate ps for spins.
Using the measurement results we must construct the syndrome, which
will be used as an input for the decoder. For the Abelian case, this was
done by assigning a defect to the syndrome lattice wherever there is a
change in this measured syndrome. This is because such points are nec-
essarily the endpoints of error chains, and so can be used to determine a
likely set of errors that could have caused the measured syndrome. The
defects, and hence the anyons, are then removed using this as a guide.
The same approach should be taken for the non-Abelian case: points that
are necessarily the endpoints of error chains must be identified, and used
to remove the anyons.
For the non-Abelian case, it is not true that the measurement result for
a given plaquette will only change due to errors. Since the decoder needs
to move anyons in order to fuse them, some changes will be expected.
For example, if an anyon was measured at (P, t − 1) and then moved, it
would be expected that no anyon would be measured at (P, t). In fact, it
would be unexpected if an anyon was measured at (P, t), and so a lack of
change would be the signature of an error in this case. The measurement
results at t−1, along with the set of movements attempted by the decoder
between t−1 and t, should then be used to determine the expected set of
measurement results at t. Any point at which the measurement results at
t differ from this are a signature of an error, and so should be associated
with a defect.
A plaquette P is expected to be empty if it was empty at t− 1 and no
anyon was moved to it, or if it held an anyon at t − 1 but it was moved
away. It is expected to be full if it held an anyon at t − 1 but no attempt
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was made to move it, or if it was empty and a single anyon was moved
to it. There are two remaining cases, both of which correspond to fusion
of anyons: at least one anyon is moved onto a plaquette holding another,
or several are moved onto the same plaquette. In these cases there is no
expectation either way, since either result could be due to fusion rather
than the effects of adjacent errors. As such, no defect will be assigned to
such a (P, t).
If no attempts to move the anyons are ever made, a plaquette P will
be measured to hold an anyon from the time t at which it was unexpect-
edly measured for the first time, and the time t′ at which it unexpectedly
disappeared. A defect will be assigned to both (P, t) and (P, t′), since
these are necessarily endpoints of error chains. However, note that er-
ror chains for the non-Abelian case can terminate anywhere there is an
anyon. Such errors chains will not necessarily change the anyon occu-
pancy, and so cannot always be detected by a defect. The ‘world line’
between the defects at (P, t) and (P, t′) should therefore also be included
in the syndrome given to the decoder. If an anyon is still present at the
most recent time slice, the world lines will terminate on these present
time anyons rather than defects.
When attempts to move anyons are made, the corresponding world
lines should be dragged along with the intended movements. These will
combine at fusion events, creating larger ‘world nets’.
The decoder must find a set of errors that could explain the configu-
ration of defects on the syndrome lattice. In order to do this, error chains
can be proposed which connect each defect to another point at which an
error chain can end: another defect, a present time anyon or a net.
Any valid error chain corresponds to a proposal for how the miss-
ing portions of anyon world nets (corresponding to creation, movement,
etc) should be filled in. Once such a chain has been proposed, the cor-
responding portion can then be added to the world net, and the related
defects can be removed from the syndrome lattice. When the error chain
connects a defect to a present time anyon, this anyon should also be re-
moved from the syndrome. This is because such an error chain proposes
that these apparent anyons are in fact due to measurement errors.
When proposing error chains, one must be careful to determine whether
the resulting error net will have portions that are connected to the rest
only by a single time-like world line. Such structures would imply that
an anyon has been created from vacuum, violating their conservation
laws. Such structures must therefore be avoided.
Note that the above is not necessarily true if some part of the struc-
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ture braids around another world net. This is due to the effects of braid-
ing non-Abelian anyons. However, even in this case, an error chain di-
rectly connecting the two nets would correspond to a simpler error, and
so could be considered instead. Otherwise, two nets that are braided
should be considered to be a single net, just as if they had been connected
by an error chain.
When a world net does not contain defects, its neutrality can be con-
sidered. If the net contains no present time anyons, the proposed error
chain is sufficient to explain the observed defects without otherwise af-
fecting the syndrome. Such a net may therefore be considered to be neu-
tral. If it terminates in multiple present time anyons, it could be that
fusion of these will lead to annihilation, and hence neutrality. These
anyons should therefore be moved together by the decoder to determine
whether this is indeed the case. If the net terminates in a single present
time anyon, at least one further error chain is required to explain the
presence of this anyon. Such world nets are therefore not neutral, and
should be considered to be defects themselves. Note that these defects
can be paired with their own present time anyon, reflecting the possibil-
ity of a chain of measurement errors between the time of fusion and the
present time, as well as being paired with other defects, nets or present
time anyons.
For an error chain connecting a defect with a present time anyon, the
removal of the defect from the syndrome should not be considered per-
manent. This is because further timeslices might show that this proposed
error chain was, in fact, unlikely. Any such defects should be reinstated
after the movement performed at each timeslice, along with the rest of
their net.
Decoding for active error correction
The syndrome for non-Abelian anyon models above is largely the same
as that for Abelian ones. The main difference is the need to consider
world lines at which error chains can end in an undetected manner. This
difference does not prevent the greedy HDRG decoders discussed above
from being straightforwardly applied to the non-Abelian case. As such,
one might expect that the threshold proof straightforwardly applies also.
Unfortunately, this is not the case. The differences between the Abelian
and non-Abelian decoding problems prevent any decoder from satisfy-
ing Property 2, even in general. This prevents the application of the
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proof, and demonstrates a significant difference between the decoding
of Abelian and non-Abelian models.
To see why Property 2 does not hold, consider a chain of spin er-
rors of length l, which create a pair of anyons located at the endpoints.
Annihilating these requires moving them together. Assuming that each
anyon can only be moved to a neighbouring plaquette in each time step,
this means that the anyons will still be present for at least a time l/2 af-
ter their creation. If a single error occurs adjacent to one, it can cause it
to move. This error is therefore certainly not independent of the string.
However, the width of the single error is W = 1, and the distance from it
to any other error is can be up to l/2. Its lack of independence therefore
implies l/2 < λ/2 for any l = Θ(L). As such λ = Θ(L), which contradicts
Property 2.
To remove this effect, one could assume that a non-Abelian decoder
can move anyons arbitrarily far in each time step. Though an unphysi-
cal assumption, it could be used to make progress towards a threshold
proof. Unfortunately, even this is not enough. Consider again the above
chain of errors. If measurement errors are as likely as spin ones, until a
time l/2 has passed it is more likely that the anyons are a result of mea-
surement errors than the chain of l spin errors. Proposed error chains
will therefore pair them with their present time anyons, and so they will
not be moved. They will therefore still present for at least a time l/2 after
their creation, and so the above arguments apply even when anyons can
be moved arbitrarily quickly.
Note that these issues do not imply a lack of threshold for error cor-
rection of non-Abelian anyons. Instead it simply shows that chunks that
would be independent in Abelian codes can still interact with each other
if the code is non-Abelian. However, this still requires them to be suf-
ficiently close. A logical error would therefore require a collection of
chunks that would cause these effects to percolate across the lattice. This
percolation is likely to be highly suppressed for low enough p, and so a
threshold proof for the non-Abelian case is likely to be possible. How-
ever, such a proof of the threshold theorem for non-Abelian anyons is yet
to be found.
10.7 Conclusions
Here we have provided a very general threshold proof, applicable to both
Abelian and non-Abelian decoding problems for general anyon mod-
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els. The proof also applies to a general class of decoders. However,
the threshold theorem for active error correction of non-Abelian anyons
still remains to be proven. We have made contributions in this direction,
by studying how active error correction may be performed in this case.
Numerical and analytical verification of a threshold, either for general
models and decoders or for specific cases, is left to future work.
10.8 Acknowledgements
JRW would like to thank Fern Watson for discussions of the proof in [62].
The authors acknowledge the SNF and QSIT for support.
CHAPTER 10. ACTIVE ERROR CORRECTION FOR ABELIAN AND
NON-ABELIAN ANYONS 309
E
 F

G
 H

Figure 10.2: Examples of errors, and how these may be dealt with by a
decoder. Here only a one dimensional slice of the spatial plane is con-
sidered, represented horizontally. Time corresponds to the vertical direc-
tion, with time flowing in the upwards direction. Points at which anyons
are measured are denoted by orange circles. These are filled if the anyon
is unexpected, and so correspond to a defect. Points at which no anyon
was measured when one was expected, another defect, are denoted by
pink circles. Red lines denote errors (horizontal for spin and vertical for
measurement) while green lines denote attempted anyon movement by
the decoder. (a) A chain of three spin errors creates a pair of anyons. For
a few time steps it is most likely that the anyons are simply due to mea-
surement errors. After this they are most likely to have been created in a
pair, and so are moved towards each other until annihilation. (b) Same as
before, except that an additional spin error moves the right anyon. This
creates an additional pair of defects. The first movement operation ap-
plied to the left anyon also fails, meaning that the anyon does not move
as expected. This also creates an additional pair of defects. Nevertheless,
these effects are accounted for, and the anyons are finally annihilated. (c)
Two examples of measurement errors, one where no anyon is expected
and one where one is. Both lead to a pair of defects. (d) A chain of spin
errors create three anyons, though one is hidden for a time by measure-
ment errors. The decoder first pairs those it can see, but they do not
annihilate. The final anyon, once visible, is annihilated with the fusion
product.
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Quantum gates in topological quantum computation are performed by
braiding non-Abelian anyons. These braiding processes can be performed
with very low error rates. However, to make a topological quantum com-
putation architecture truly scalable, even rare errors need to be corrected.
Error correction for non-Abelian anyons is complicated by the fact that it
needs to be performed on a continuous basis and further errors may occur
while we are correcting existing ones. Here, we provide the first study of
this problem and prove its feasibility, establishing non-Abelian anyons as
a viable platform for scalable quantum computation. We thereby focus on
Ising anyons as the most prominent example of non-Abelian anyons and
show that for these a finite error rate can indeed be corrected continuously.
There is a threshold error rate pc > 0 such that for all error rates p < pc the
probability of a logical error per time-step can be made exponentially small
in the distance of a logical qubit.
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11.1 Introduction
Besides revealing spectacular features of quantum physics, non-Abelian
anyons are sought for their potential application in topological quantum
computing [16–18,158,206]. Ising anyons are the most well-studied non-
Abelian anyon model, since they describe the exchange statistics of local-
ized Majorana fermions and are expected as elementary excitations of the
ν = 5
2
fractional quantum Hall state [15]. A variety of condensed-matter
systems have been proposed as potential hosts of Majorana fermions
[207–226], including topological insulators, p-wave superconductors, nanowires
with strong spin orbit interaction, and graphene-like systems, see Refs. [165,
227–229] for reviews. Using nanowire hybrid systems, an approach in-
spired by the so-called Kitaev wire [230, 231], seems especially promis-
ing as experimental evidence for the existence of Majorana fermions in
these systems has appeared in recent years [21–23, 232–236]. A network
of such wires would allow the Majorana fermions to be braided [237].
Ising anyons also appear as excitations [64,160,238,239] or ends of defect
lines [163, 164, 183, 204] in several spin-lattice models.
The set of quantum gates that can be performed topologically, i.e. by
braiding anyons, depends on how qubits are encoded into the fusion
space of a number of anyons. However, the gate set will not allow for
universal quantum computation for any encoding [240]. The standard
way of encoding a logical qubit {|0〉, |1〉} into Ising anyons is to employ
the two possible ways in which four Ising anyons can fuse to the anyonic
vacuum as logical states. With this choice of basis, the only gates that can
be performed through topological (braiding) operations are single-qubit
Clifford gates – neither “small angle” single-qubit unitaries (such as the
pi
8
gate) nor entangling gates are available [24]. In order to perform a uni-
versal quantum computation by use of Ising anyons, these gates need to
be performed in a non-topological way [24, 166, 241, 242]. Assuming that
all topological operations are error-free, these non-topological operations
have a very high error threshold [24].
Here, we want to focus on the assumption of error-free topological
operations. It is often said that topological operations are “inherently
fault-tolerant”. However, even a mass gap which is significantly higher
than temperature will still lead to a finite density of accidental excita-
tions, and these need to be corrected if a scalable quantum computation
architecture is to be built. Plausible error mechanisms for quantum in-
formation stored in Majorana fermions include the injection of parity-
changing excitations from the environment [243–247] and tunnelling of
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virtual quasiparticles [248].
The field of error correction for non-Abelian anyons is still relatively
young. Error correction algorithms for Ising anyons [149] and other non-
Abelian anyon models [148, 185] have been benchmarked using Monte
Carlo simulations. Ref. [202] demonstrated that even error correction for
Fibonacci anyons can be simulated on a classical computer, despite them
being universal for quantum computation. These references assume that
we are able to detect all anyonic charges at some time, and then are able
to fuse as many anyons as we like without any further errors occurring.
This picture, however, is highly idealized. In reality, further errors may
occur while we are moving existing anyons in order to bring them to
fusion. Ref. [186] provides a threshold proof for arbitrary anyon mod-
els and a wide class of decoders assuming the idealized picture describe
above. In toric (or surface) code models, which support an Abelian anyon
model, it is possible to record all syndrome measurements for some time
and only correct the net error on each qubit at the final time step [57]. This
is a possibility we do not have with non-Abelian anyons: errors need to
be corrected on a continuous basis. Ref. [159] recently pointed out that
even performing error correction after the completion of each Majorana
braid is not sufficient, since the braiding procedure will turn local errors
into non-local ones.
This work thus investigates the thus far unexplored problem of con-
tinuous error correction for non-Abelian models, where we focus on Ising
anyons as a concrete example of high practical relevance. We restrict our
study to the most trivial topological gate, the identity – i.e., on the task of
preserving a topologically stored quantum state. It is generally assumed
that the thresholds for quantum information processing are identical to
those for quantum information storage. Our main result is that a suffi-
ciently low rate of errors can indeed be corrected continuously, allowing
in principle to preserve a topologically stored quantum state indefinitely
in a sufficiently large system.
Sec. 11.2 discusses continuous error correction for Ising anyons and
states our main result, the proof of which can be found in Sec. 11.3.
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11.2 Continuous error correction for Ising
anyons
We consider a square lattice of size L × L with periodic boundary con-
ditions which hosts Ising anyons. Each cell can carry either vacuum 1, a
fermion ψ, or a (non-Abelian) anyon σ. These satisfy the well-known fu-
sion rules
ψ × ψ = 1 , ψ × σ = σ , σ × σ = 1 + ψ . (11.1)
This setting is adapted from Ref. [149], which studied the idealized case
of a single round of errors affecting the system with numerical simula-
tions.
All L × L charges are measured periodically at times 0, 1, 2, . . .. We
assume that these measurements can be performed flawlessly. We study
the question of whether it is possible to preserve a quantum state stored
in this system despite a constant rate of errors affecting it. More specifi-
cally, we consider whether it is possible to preserve a certain state of the
degenerate vacuum of the system. Transitions between different vacuum
states can be induced by dragging fermions or anyons around the torus.
More realistically, one would consider storing a quantum state in the fu-
sion space of a set of well-separated anyons [149]. However, we focus on
the task of preserving a certain vacuum state of the torus for simplicity.
Following Ref. [149], we assume that at sufficiently large length-scales,
the question of correctability is independent of the particular encoding
scheme chosen.
Let us assume that between any two rounds of charge measurement a
pair of fermions and a pair of anyons are created on each pair of adjacent
cells of the lattice with probability p each (2p < 1). Error events can thus
be associated with edges of the square lattice. Note that the case of both
a pair of anyons and a pair of fermions being created on the same edge
is indistinguishable from only a pair of anyons being created. We thus
restrain from considering this case explicitly. Finally, we assume that we
are able to move an anyon or a fermion to an adjacent cell over the course
of one measurement period.
The basic idea behind our error correction approach is that according
to the fusion rules Eq. (11.1) it is always possible to first fuse all σ anyons
in pairs, and then fuse all ψ fermions in pairs in order to obtain a vacuum
state [149]. A crucial difference between error correction for Abelian and
non-Abelian anyons is that for the former, it is possible to record the out-
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comes of all charge measurements and postpone the actual act of fusing
them to perform correction arbitrarily; while for the latter, errors need
to be corrected “on the fly”. The results of their non-Abelian braiding
would be impossible to unwind later on.
In our case, the ψ fermions are Abelian while the σ anyons are non-
Abelian. Note that according to the second of the fusion rules in Eq. (11.1),
if a fermion and an anyon move to the same cell, they will fuse to an
anyon. If that anyon is further moved around, it will carry with it the
additional fermionic charge. We will refer to this informally as the anyon
“swallowing” the fermion. The fermion will be recovered if the anyon is
brought to fusion with an other anyon, as the fermionic parity is con-
served. We will thus continuously fuse the anyons in pairs, recover-
ing any “swallowed” fermions, while error correction for the fermions
is postponed. If we are moving two anyons towards each other in an
attempt to fuse them, further errors may happen along their path that
make one of them disappear. We will shortly discuss how we deal with
this. As we will discuss in the following, anyons that are moved around
and brought to fusion during error correction can not only “swallow”
fermions, but can actually create fermions, without any fermionic errors
happening. This makes the the error correction problem for the fermions
much more involved than for the anyons.
In order to formally discuss error correction, we consider a 2 + 1-
dimensional cubic lattice, in which time flows “upwards”, and with peri-
odic boundary conditions in horizontal (spatial) direction. Charge mea-
surements correspond to horizontal faces. It will prove convenient to
identify error events and paths along which we move anyons with edges
of the dual lattice of this cubic lattice. Error events happen between con-
secutive rounds of charge measurement and affect two adjacent cells.
They can thus naturally be identified with vertical faces of the primal lat-
tice, and, in turn, horizontal edges of the dual lattice. We will call the one-
cell-per-time-step paths along which we move the anyons during error
correction their world-lines. Error events are not considered to be part of a
world-line. Horizontal faces of the primal lattice (charge measurements)
are naturally identified with vertical edges of the dual lattice. For every
charge measurement which detects an anyon, we consider the associated
vertical edge of the dual lattice to be part of the anyon’s world-line. If
an anyon is moved to an adjacent cell, the horizontal edge connecting
the old and new vertical edge is also considered to be part of the anyon’s
world-line. Note that error events always correspond to horizontal edges
of the dual lattice, while anyon world-lines include both horizontal (in-
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tentional movements) and vertical (charge measurements) edges.
Let A denote the set of all anyonic (as opposed to fermionic) error
events and F the set of all fermionic error events. These are disjoint.
Both of these are subsets of the horizontal edges of the dual of the 2 +
1-dimensional cubic lattice. Let ∂A denote the set of cells of the cubic
lattice which have an odd number of elements of A incident upon them.
Elements in ∂A correspond to unexpected changes in the anyonic charge,
i.e., those which are not due to us intentionally moving an anyon to an
adjacent cell. The set ∂A is known to us with certainty.
Let At and ∂At denote the subsets of A and ∂A, respectively, that hap-
pen between charge measurements t − 1 and t. Since the fusion rules in
Eq. (11.1) preserve the parity of the number of anyons that exist at any
given time, the sets ∂At always have even cardinality (for any t). We note
that the sets At with different time-coordinates are independent from
each other. It is the task of a classical error correction algorithm to form a
hypothesis about the setAt that is compatible with the given set ∂At. This
problem is in fact exactly isomorphic to the well-studied problem of cor-
recting bit-flip errors in the toric code with perfect syndrome measure-
ments [57]. We can thus employ the standard algorithm used to find such
a pairing in the toric code case, namely an efficient minimum-weight per-
fect matching (MWPM) algorithm [69]. The weight of a path connecting
two lattice cells is thereby given by the 2-dimensional L1-norm, i.e., the
Manhattan distance in the L × L lattice with periodic boundary condi-
tions. We stress that despite the fact that we deal with anyon world-lines
in 2 + 1 dimensions, the algorithmic part of the error correction problem
for the anyons is a 2-dimensional one. This is in contrast to the error
correction problem for the fermions, as we shall see.
Let us call a subset of the edges of the dual lattice a string if there are
exactly two cells of the cubic lattice which have exactly one of the edges
incident upon them, and all other cells have either zero or two edges in-
cident upon them. (Note that a string can consist of a single edge.) The
MWPM algorithm will return strings that connect the elements in ∂At in
pairs. The union of these strings, which we call Ht, forms our hypothe-
sis about what anyonic errors have happened between charge measure-
ments t − 1 and t. Let H = ⋃tHt denote the union of these hypotheses.
We note that At can in general not be decomposed into strings ending at
elements of ∂At – it can contain loops. These are defined as sets of edges
of the dual lattice such that each cell of the cubic lattice has zero or two
edges of the set incident upon them. However, Ht will never contain
loops, as they increase the weight of the hypothesis without explaining
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elements in ∂At.
Each currently existing anyon is connected through a world-line con-
sisting of horizontal and vertical edges (intentional movements and charge
measurements which detected an anyonic charge) of the dual lattice to
an element of ∂A, its creation event. World-lines are always strings.
Each element in ∂A is connected by a string which is a subset of H to
a contemporaneous element of ∂A. Furthermore, each element in ∂A is
the beginning or the end of an anyon world-line. This world-line con-
nects the element either to another element in ∂A, which has a different
time-coordinate, or to a currently existing anyon. Each currently existing
anyon is thus connected through a chain consisting of strings which are
alternately subsets of W and H to another currently existing anyon. If
two currently existing anyons are connected this way, we move them to-
wards each other, one cell per time-step, along the shortest possible path
which is homologically equivalent to the chain that connects them. If
they are already adjacent, it suffices to move one of them to the location
of the other in order to bring them to fusion.
Let W denote the union of all world-lines. We note that H and W
are not necessarily disjoint: it can happen that we attempt to move an
anyon to an adjacent cell and, between the same two rounds of charge
measurement, an anyonic error affecting the same two cells happens. Let
us thus study the disjoint union
H unionsqW = {(e, h) : e ∈ H} ∪ {(e, w) : e ∈ W} . (11.2)
Here, the index i in the ordered pair (e, i) tells us which of the two sets H
and W the edge e belongs to. If an edge is an element of both H and W ,
there will thus be two corresponding edges in H unionsq W . The set H unionsq W
decays into loops (meaning that all involved anyons have already be
brought to fusion) and strings which end at pairs of currently existing
anyons. Very rarely, it may happen during error correction that, accord-
ing to our hypothesis, anyonic errors have happened which fused two
anyons in a way which is not equivalent to the way we have foreseen. In
this case, we need to create these two anyons again in order to finish error
correction in a way that is equivalent to our hypothesis.
The difficulty with correcting the fermions is that they are not only
created and moved by elements of F , but also by elements of A and W .
Fig. 11.1 illustrates a process in which two fermions are created while cor-
recting two pairs of anyons, and a process in which a fermion is “swal-
lowed” during anyon error correction. The second process illustrates that
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it is possible to create pairs of fermions which do not appear in the same
measurement period. For this reason, the error correction problem for
the fermions is 2 + 1-dimensional. Similarly to the case when error cor-
rection is performed for Abelian systems with imperfect syndrome mea-
surements, we need to pair unexpected changes of the fermionic charge
which may have different time-coordinates. (Since before the final time-
step we never attempt to move fermions, any change in fermionic charge
is unexpected.) Unexpected appearances of fermions are due to fermion
error events, or due to fusion of two anyons. Unexpected disappear-
ances are due to an anyon “swallowing” a fermion, or due to an appear-
ance event at a location where a fermion has already been present. When
applying MWPM to the fermionic problem, the weight we assign to con-
necting two spatio-temporally separated events is the 2 + 1-dimensional
L1-norm. Clearly, a more sophisticated weight would take knowledge
about anyon world-lines into account. This would be similar to the idea
of introducing “shortcuts” in Ref. [185]. It may also help to weight spatial
and temporal distances differently. However, we restrict to the L1 norm
for simplicity.
Our main result is the following theorem.
Theorem. If error correction is performed as described above, there is a finite
threshold pc > 0 such that for p < pc the error rate on the stored quantum
information is exponentially small in L.
In the following section, we prove this theorem with pc ≈ 3 × 10−17.
Given the crudeness of our arguments, we expect this lower bound to be
rather pessimistic. A better estimate of the true threshold value pc could
be obtained by numerical simulations, extending the work of Ref. [149] to
the continuous case. Such simulations could employ more involved dis-
tance measures than the 2 + 1-dimensional L1-norm on which we rely in
our proof, taking entropic contributions and “shortcuts” due to already
performed fusion processes into account [185].
11.3 Proof
Our proof is similar in nature to the proofs for the correctability of the
toric code by means of MWPM. The basic idea is the following. In a lattice
of size L, the number of errors which are necessary for error correction to
fail grows linearly withL, so the probability of any given set of errors that
could cause the failure of error correction is∼ paL. However, the number
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Figure 11.1: Two possible processes illustrating how creation and fu-
sion of σ anyons can produce or “swallow” ψ fermions. Anyonic errors
are dotted, anyonic world-lines are solid, and fermionic world-lines are
dashed. Left process: Two error strings produce two pairs of anyons,
which are incorrectly paired and correspondingly brought to fusion. This
process creates a pair of fermions with probability 1
2
. Right process: An
error string creates a pair of anyons which are brought to fusion. Along
one of the anyonic world-lines, a pair of fermions is created and one of
the two fermions is “swallowed” by the nearby anyon (cf. the second of
the fusion rules Eq. (11.1)). The second fermion is recovered only when
the two anyons are fused.
of possible sets of errors that could lead to the failure of error correction
is exponentially large in L, say ∼ bL. The probability of a logical error
occurring is thus exponentially suppressed with L if pab < 1, leading to
pc = b
−1/a. For the case of the toric code with perfect syndrome mea-
surements, such a proof was given in Ref. [57] while Ref. [126] proved
a threshold for the fully fault-tolerant case, with circuit-based syndrome
extraction. As long as we only consider the (non-Abelian) anyons, the er-
ror model for them is isomorphic to the one for the toric code [16,57] with
bit-flip rate p and perfect syndrome measurements. The correctabiliy of
the anyons thus follows from the correctability of this (very well-studied)
error model. Indeed, Ref. [57] contains an analytical proof that for this
problem pc ≥ 3.7%.
Our main difficulty is correcting the fermions which may be produced
or “swallowed” during the continuous correction of the anyons, lead-
ing to a more involved, correlated effective error model for the fermions.
Fig. 11.1 shows two examples of such processes. The rest of the proof is
devoted to showing how to deal with the influence that correction of the
anyons can have on the fermions.
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For the rest of this proof, we consider the hypothetical completion of
HunionsqW . That is, we consider the hypothetical world-linesW that we would
obtain if we could complete error correction in accordance with our hy-
pothesis H at a given time and bring all anyons to fusion, without any
further errors occurring. There is thus no longer a notion of “currently
existing anyons”. Each string in W (anyon world-line) begins and ends
at an element of ∂A (unexpected change in anyonic charge).
We have remarked that the set A can be decomposed into loops and
strings which connect elements in ∂A in pairs. We choose this decompo-
sition such that each element in ∂A has exactly one string incident upon
it. Let A = As ∪ Al be such a decomposition. (This decomposition is
in general not unique. Consider for instance two contemporaneous el-
ements of ∂A which are connected by three strings in A. The decom-
position will consider the union of two of these strings to form a loop.)
The sets As, H , and W can then all be decomposed into strings, each of
which ends at an element of ∂A. Conversely, each element of ∂A has
three strings incident upon it, which are respectively subsets of As, H ,
and W . Consider the disjoint union
As unionsqH unionsqW =
{(e, a) : e ∈ As} ∪ {(e, h) : e ∈ H} ∪ {(e, w) : e ∈ W} . (11.3)
It forms a trivalent graph, with each vertex corresponding to an element
of ∂A, and having an As, an H-, and a W -string incident upon it. Let
us study minimal connected components of this graph. Let Asi , Hi, and
Wi denote the union of all strings in As, H , and W , respectively, that be-
long to connected component i. Finally, let W hi denote the set of horizon-
tal edges (i.e., intentional anyon movements) and W vi the set of vertical
edges (i.e., charge measurements which detect an anyon) in Wi. Recall
that Asi and Hi consist of horizontal edges only.
From the way our error correction procedure is defined, we have the
inequalities
|W hi | ≤ |Hi| ≤ |Asi | . (11.4)
The first inequality is due to us moving anyons along the shortest path
which is homologically equivalent with Hi. We could always choose
|W hi | = |Hi| by undoing exactly the errors that happened according to
our hypothesis. The second inequality is due to using MWPM for error
correction. Assume by contradiction that |Hi| > |Asi |. Then, replacing
Hi with Asi would yield a perfect matching of the unexpected changes in
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anyonic charge which is of lower weight than the one returned by the
MWPM algorithm, which contradicts its definition.
Now consider the loops Oi = Asi unionsq Wi. The following lemma is the
main technical tool that we use in order to deal with the loops Oi.
Lemma 11. All loops Oi satisfy
|Oi| ≤ 4|Asi | . (11.5)
Note that for the simplest possible process, a single anyon error event
that is immediately corrected (|Asi | = 1, |Hi| = 1, |W hi | = 1, |W vi | = 2,
|Oi| = 4), the bound is tight.
Proof. Let fi denote the number of fusion events of a pair of anyons in
Oi. An anyon needs to be moved away from each location at which it
appears. However, before fusion two anyons may be adjacent so that we
need to move only one of them. We thus have
|W hi | ≥ |W vi | − fi . (11.6)
Furthermore, each error event can create at most two anyons, so
fi ≤ |Asi | . (11.7)
Combining these with Eq. (11.4), we find
|W vi | ≤ 2|Asi | . (11.8)
For the total length of the loop, we find, using Eqs. (11.4) and (11.8),
|Oi| = |Asi |+ |W hi |+ |W vi | ≤ 4|Asi | . (11.9)
The following lemma provides a necessary condition for the failure of
error correction.
Lemma 12. A failure of error correction requires a homologically non-trivial
closed path P (a loop) satisfying
7|P ∩ A|+ |P ∩ F | ≥ |P |/2 . (11.10)
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Proof. Let us first study the possibilities for error correction failing for the
anyons (as opposed to the fermions). Recall that we have decomposed
the set of anyonic errors A into loops Al and strings As. If one the loops
in Al is homologically non-trivial, Eq. (11.10) will obviously be satisfied,
as we can choose P to be the corresponding loop and have |P ∩A| = |P |.
The second possibility for error correction for the anyons failing is that
one of the loops Oi is topologically non-trivial. In this case, we choose
P = Oi and are done, since by use of Lemma 11 we have
7|Oi ∩ A| = 7|Asi | ≥
7
4
|Oi| . (11.11)
So assume from now on that all loops which are subsets of Al and all
loops Oi are homologically trivial, and that error correction failing is due
to the fermionic part of the problem.
Clearly, MWPM failing to correct the fermions requires that there be
a homologically non-trivial closed path P containing at least |P |/2 edges
that have been affected by an event that can possibly have created or
moved fermions, for otherwise the minimum-weight correction of the
fermions will never move a fermion around the torus. We assume pes-
simistically that each edge in Al and in O =
⋃
iOi (anyon error event or
anyon world-line) counts as a potential fermion error event. So formally,
we need a path P with
|P ∩ (Al ∪O ∪ F )| ≥ |P |/2 . (11.12)
We will prove that if there is such a path P , there is a (possibly identical)
path P ′ which is homologically equivalent to P and satisfies the inequal-
ity in the lemma, i.e., 7|P ′ ∩ A|+ |P ′ ∩ F | ≥ |P ′|/2.
Given a loopOi withOi∩P 6= ∅, we can consider the “deformed” path
Di(P ) = (P \Oi)∪(Oi\P ). The path P ′ is obtained by applying a (possibly
empty) set of deformation operations Di to P . Since all of the loops Oi
are homologically trivial, the deformed path P ′ will be homologically
equivalent to P . We define the path P ′ such that the number of A events
in the path is maximized; i.e., such that
|P ′ ∩ Asi | = max{|P ∩ Asi |, |Di(P ) ∩ Asi |} , (11.13)
for all loops with Oi ∩ P 6= ∅. Equivalently, the path P ′ is defined such
that
|Asi \ P ′| ≤ |Asi ∩ P ′| . (11.14)
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Let us define A˜l = Al \O and F˜ = F \O. By assumption, we have
0 ≤ |P ∩ (Al ∪O ∪ F )| − |P |/2
= |P ∩ A˜l|+ |P ∩O|+ |P ∩ F˜ | − |P |/2
= |P ∩ A˜l|+ |P ∩O|+ |P ∩ F˜ |
− (|P ∩O|/2 + |P \O|/2) . (11.15)
Note that P \ O is not affected by deformation operations, i.e. P \ O =
P ′ \ O. Since P ∩ F˜ ⊆ P \ O, we also have P ∩ F˜ = P ′ ∩ F˜ and similarly
P ∩ A˜l = P ′ ∩ A˜l. Therefore
0 ≤ |P ′ ∩ A˜l|+ |P ∩O|/2 + |P ′ ∩ F˜ | − |P ′ \O|/2
= |P ′ ∩ A˜l|+ (|P ∩O|+ |P ′ ∩O|)/2 + |P ′ ∩ F˜ |
− (|P ′ \O|/2 + |P ′ ∩O|/2)
= |P ′ ∩ A˜l|+
∑
i
(|P ∩Oi|+ |P ′ ∩Oi|)/2
+ |P ′ ∩ F˜ | − |P ′|/2 . (11.16)
If P ∩Oi = P ′ ∩Oi we find
(|P ∩Oi|+ |P ′ ∩Oi|)/2
= |P ∩Oi|
= |P ∩ Asi |+ |P ∩Oi \ Asi | . (11.17)
Since P ∩Oi \ Asi ⊆ Oi \ Asi and Asi ⊆ Oi we have
|P ∩Oi \ Asi | ≤ |Oi \ Asi | = |Oi| − |Asi | . (11.18)
Combining Eqs. (11.17) and (11.18) with Lemma 11, we arrive at
(|P ∩Oi|+ |P ′ ∩Oi|)/2 ≤ |P ∩ Asi |+ 3|Asi | . (11.19)
Using Eq. (11.14), we obtain
|Asi | = |Asi ∩ P ′|+ |Asi \ P ′| ≤ 2|Asi ∩ P ′| = 2|Asi ∩ P | . (11.20)
We finally find
(|P ∩Oi|+ |P ′ ∩Oi|)/2 ≤ 7|P ′ ∩ Asi | . (11.21)
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If, on the other hand, P ∩Oi 6= P ′ ∩Oi, we find, using Lemma 11 for the
first inequality,
(|P ∩Oi|+ |P ′ ∩O|i)/2 = |Oi|/2 ≤ 2|Asi | ≤ 4|P ′ ∪ Asi | . (11.22)
So in both cases Eq. (11.21) holds and we find from Eq. (11.16) that
0 ≤ |P ′ ∩ A˜l|+ 7
∑
i
|P ′ ∩ Asi |+ |P ′ ∩ F˜ | − |P ′|/2
≤ 7|P ′ ∩ A|+ |P ′ ∩ F | − |P ′|/2 . (11.23)
Lemma 13. The probability per time-step of a path as in Lemma 12 is exponen-
tially suppressed with L if p < 15−14 ≈ 3× 10−17.
Proof. Consider two lines of lengthL looping in homologically non-equivalent
ways around the torus. Path P needs to cross at least one of them. Since
the two lines can be crossed at O(L) locations, and a path in a three-
dimensional cubic lattice can at each step turn into 5 directions, there are
at most 5`+O(log(L)) closed paths of length ` in the lattice crossing any of
the two lines at a given time. Let n = |P ∩ A| + |P ∩ F | be the num-
ber of error events along the path, and let ` = |P |. For a path satisfying
7|P ∩ A| + |P ∩ F | ≥ |P |/2, we need 14n ≥ `. With fixed locations of the
n errors, the probability of such a path is at most pn ≤ p`/14. In a path of
length `, there are no more than 3` possibilities for picking the locations
of A and F events. The probability per time-step of a path satisfying
7|P ∩ A|+ |P ∩ F | ≥ |P |/2 is thus upper-bounded by
∞∑
`=L
5`+O(log(L))3`p`/14 , (11.24)
which is exponentially suppressed with L if 15p1/14 < 1.
11.4 Conclusions
In recent years, experimental results have appeared that allow to be cau-
tiously optimistic about the prospects of topological quantum comput-
ing [21–23,232–236]. One can hope that the first proof-of-principle exper-
iments involving non-Abelian braiding will be performed in the not-too-
distant future. These would unambiguously demonstrate the potential
CHAPTER 11. CONTINUOUS ERROR CORRECTION FOR ISING
ANYONS 324
for quantum information processing with hardware which has intrinsi-
cally low error rates. Still, these error rates would presumably not be
low enough to allow for a truly large-scale computation, as is necessary
for, say, breaking RSA-cryptography, without invoking error correction.
Here, we have demonstrated the feasibility of this task under the realistic
assumption that errors keep happening as we correct those from previ-
ous rounds.
Our result can potentially be extended in several directions. First,
one could think about extending it to the case where measurements of
the anyonic charge can fail, similar to syndrome measurements in sur-
face codes. This leads to several new complications, such as cases where
during error correction we need to change our judgement about which
anyon needs to be paired with which one. This will lead to changes in
the “direction” along which we move an anyon during error correction,
making it much harder to analyze anyon world-lines. Second, one would
hope for a threshold proof for further non-Abelian anyon models, includ-
ing those for which MWPM cannot be applied to perform error correc-
tion [148, 185, 202]. Unfortunately, the highly general proof in Ref. [186]
does not allow for straightforward generalization to the continuous case.
Finally, it would be valuable to get a better idea of the “true” thresh-
old for our setup. This could be done via a more ingenious analytical
approach, or by use of Monte Carlo simulations. For qubit-based quan-
tum computing, analytically proved fault-tolerance thresholds increased
from pc ≈ 10−6 [?, 42] to pc ≈ 10−3 [126] over the course of more than
a decade, while numerical simulations indicate even higher thresholds
of pc ≈ 10−2 [44]. It will be interesting to see whether the fault-tolerance
thresholds for quantum information processing by means of non-Abelian
anyons undergo a similar development. If they do not, the very low error
rates that one hopes to achieve with anyon-based quantum computing
may actually be a necessity. The “true” thresholds for Abelian models
can often be assessed by finding the phase-transition in a related classi-
cal statistical mechanics model [57, 131, 155]. Whether something similar
can be done for non-Abelian models remains an open problem.
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