The Energy-Momentum Method for the Stability of Nonholonomic Systems by Zenkov, Dmitry V. et al.
TECHNICAL MEMORANDUM NO. CIT-CDS 97-010 
June, 1997 
"The Energy -Momentum Method for the Stability of 
Nonholonomic Systems" 
Dmitry V. Zenkov, Anthony M. Bloch, and Jerrold E. Marsden 
Control and Dynamical Systems 
Califorka Institute of Technology 
Pasadena, California 9 1 125 
The Energy-Momentum Method for the Stability of 
Nonholonomic Systems 
Dmitry V. Zenkov* Anthony M. Blocht 
Department of Mathematics Department of Mathematics 
The Ohio State University University of Michigan 
Columbus, OH 43210 Ann Arbor MI 48109 
zenkovQmat h.ohio-state.edu ablochQmath.lsa.umich.edu 
Jerrold E. Marsdenz 
Control and Dynamical Systems 
California Institute of Technology 116-81 
Pasadena, CA 91125 
marsdenOcds.caltech.edu 
this version: June 12, 1997 
AMS Subject Classification: 70H05, 53C22 
Contents 
1 Introduction 2 
1.1 The Lagrange-d7Alembert Principle . . . . . . . . . . . . . . . 4 
1.2 Symmetries . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6 
1.3 The Rolling Disk . . . . . . . . . . . . . . . . . . . . . . . . . 6 
1.4 A Mathematical Example . . . . . . . . . . . . . . . . . . . . 7 
1.5 The Roller Racer . . . . . . . . . . . . . . . . . . . . . . . . . 9 
1.6 The Rattleback . . . . . . . . . . . . . . . . . . . . . . . . . . 10 
*Research partially supported by National Science Foundation PYI grant DMS-91- 
57556 and AFOSR grant F49620-96-1-0100 
t~esea rch  partially supported by National Science Foundation PYI grant DMS-91- 
57556, AFOSR grant F49620-96-1-0100, a Guggenheim Fellowship and the Institute for 
Advanced Study 
$~esea rch  partially supported by DOE contract DEFG0395-ER25251 
2 The Equations of Motion of Nonholonomic Systems with 
Symmetries 12 
2.1 The Geometry of Nonholonomic Systems with Symmetry . . 12 
2.2 The Energy-Momentum Method for Holonomic Systems . . .  21 
3 The Pure Transport Case 2 2 
3.1 The Nonholonomic Energy-Momentum Method . . . . . . . .  23 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.2 Examples 26 
4 The Non-Pure Transport Case 28 
4.1 Center Manifold Theory in Stability Analysis . . . . . . . . .  28 
. . . . . . . . . . . . . . . . . . .  4.2 The Mathematical Example 32 
4.3 The Nonholonomic Energy-Momentum Method . . . . . . . .  35 
. . . . . . . . . . . . . . . . . . . . . . . . .  4.4 The Roller Racer 42 
4.5 Nonlinear Stability by the Lyapunov-Malkin Method . . . . .  43 
4.6 The Lyapunov-Malkin and the Energy-Momentum Methods . 46 
. . . . . . . . . . . . . . . . . . . . . . . . . .  4.7 The Rattleback 49 
. . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.8 Conclusions 51 
References 5 2 
Abstract 
In this paper we analyze the stability of relative equilibria of non- 
holonomic systems (that is, mechanical systems with nonintegrable 
constraints such as rolling constraints). In the absence of external 
dissipation, such systems conserve energy, but nonetheless can exhibit 
both neutrally stable and asymptotically stable, as we! as linearly un- 
stable relative equilibria. To carry out the stability analysis, we use 
a generalization of the energy-momentum method combined with the 
Lyapunov-Malkin Theorem and the center manifold theorem. While 
this approach is consistent with the energy-momentum method for 
holonomic systems, it extends it in substantial ways. The theory is 
illustrated with several examples, including the the rolling disk, the 
roller racer, and the rattleback top. 
1 Introduction 
The ma,in goal of this paper is to analyze the stability of relative equilib- 
ria for nonholonomic mechanical systems with symmetry using an energy- 
momentum analysis for nonholonomic systems that is analogous to that for 
holonomic systems given in Simo, Lewis, and Marsden [1991]. The theory of 
the motion of nonholonomic systems, which are mechanical systems subject 
to nonintegrable constraints, typified by rolling constraints, is remarkably 
rich. We will follow the spirit of the paper by Bloch, Krishnaprasad, Mars- 
den and Murray [1996], hereafter referred to as [BKMM]. We will illustrate 
our energy-momentum stability analysis with a low dimensional model ex- 
ample, and then with several mechanical examples of interest including the 
falling disk, the roller racer, and the rattleback top. 
As discussed in [BKMM] (and elsewhere), symmetries do not always lead 
to conservation laws as in the classical Noether theorem, but rather to an 
interesting m o m e n t u m  equation. This is one of the manifestations of the 
difference between the Euler-Lagrange equations for holonomic mechanical 
systems and the Lagrange-d'Alembert equations for nonholonomic systems, 
which are not  variational in nature. Another behavior which does not occur 
in unconstrained Hamiltonian and Lagrangian systems is that even in the 
absence of external forces and dissipation, nonholonomic systems may (but 
need not) possess asymptotically stable relative equilibria. This phenomenon 
was already known in the last century; cf. Walker [1896]. 
The momentum equation has the structure of a parallel transport equa- 
tion for the momentum corrected by additional terms. This parallel trans- 
port occurs in a certain vector bundle over shape space. In some instances 
such as the Routh problem of a sphere rolling inside a surface of revolution 
(see Zenkov [1995]), this equation is pure transport and, in fact is integrable 
(the curvature of the transporting connection is zero). This leads to nonex- 
plicit conservation laws. 
In other important instances, the momentum equation is partially inte- 
grable in a sense that we shall make precise. Our goal is to rnake use of, 
as far as possible, the energy momentum approach to stability for Hamilto- 
nian systems. This method goes back to fundamental work of Routh (and 
many others in this era), and in more modern works, that of Arnald [1966] 
and Smale [1970], and Simo, Lewis and Marsden [I9911 (see for example, 
Marsden [I9921 for an exposition and additional references). Because of the 
nature of the momentum equation, the analysis we present is rather dif- 
ferent in several important respects. In particular, our energy-momentum 
analysis varies according to the structure of the momentum equation and, 
correspondingly, we divide our analysis into several parts. 
There is a large literature on nonholonomic systems and here we shall cite 
only a small part of it. For a more comprehensive listing, see Neimark and 
Fufaev [I9721 and [BKMM]. A key work on stability from our point of view 
may be found in Karapetyan [1980, 19831, which we shall specifically refer to 
in the course of this paper. Other work on symmetry and conservation laws 
my be found in Arnold [I9881 and Bloch and Crouch [1992, 19951 for exam- 
ple. For the relationship between nonholonomic systems and Hamiltonian 
structures, see Bates and Sniatycki [I9931 and Koon and Marsden [1997a, b, 
c] and references therein. 
A brief of outline of this paper is as follows: In the remainder of this 
section we review the theory of nonholonomic systems and some key exam- 
ples. In section 2 we discuss the role of symmetries in nonholonomic systems 
and the classical energy-momentum method for holonomic systems. In sec- 
tions 3 and 4 we discuss the extension of the energy-momentum method to 
nonholonomic systems. As discussed above, we divide up the anaylsis into 
different parts according to the structure of the momentum equation. 
1.1 The Lagrange-d' Alembert Principle 
We now describe briefly the equations of motion for a nonholonomic system, 
following the notation of [BKMM]. 
We confine our attention to nonholonomic constraints that are homoge- 
neous in the velocity. Accordingly, we consider a configuration space Q and 
a distribution D that describes these constraints. Recall that a distribution 
27 is a collection of linear subspaces of the tangent spaces of Q; we denote 
these spaces by Dq c TqQ, one for each q E Q. A curve q(t) E Q will be said 
to satisfy the constraints if q(t) E Dq(tl for all t. This distribution will, in 
general, be nonintegr able; i. e., the constraints are, in general, nonholonomic. 
Consider a Lagrangian L : TQ -+ R. In coordinates qi, i = 1 , .  . . , n,  on Q 
with induced coordinates (qi, 8) for the tangent bundle, we write L ( ~ ' ,  8 ) .  
The equations of motion are given by the following Lagrange-d'Alembert 
principle. 
Definition 1.1 The Eagrange-d 'Alembert equations of motion for the 
system are those detemained by 
where we choose variations Sq(t) of the curve q(t) that satisfy 6q(a) = 
6q(b) = 0 and 6q(t) E Dq(,) for each t where a 5 t 5 b. 
This principle is supplemented by the condition that the curve itself satisfies 
the constraints. Note that we take the variation before imposing the con- 
straints; that is, we do not impose the constraints on the family of curves 
defining the variation. This is well known to be important to obtain the 
correct mechanical equations (see [BKMM] for a discussion and references). 
The usual arguments in the calculus of variations show that the Lagran- 
ge-d'Alembert principle is equivalent to the equations 
for all variations 6q such that 6q E Dq at each point of the underlying 
curve q(t). One can of course equivalently write these equations in terms of 
Lagrange multipliers. 
Let {wa, a = 1,. . . , p )  be a set of p independent one forms whose vanish- 
ing describes the constraints. Choose a local coordinate chart q = (r, s) E 
Rn-p x Rp, which we write as q2 = (r",sa), where 1 5 a 5 n - p and 
1 < a < p such that 
wa(q) = dsa + Az(r, s)dra, 
for all a = I , .  . . ,p.  In these coordinates, the constraints are described by 
vectors v" (va, va) satisfying va + Azv" = 0 (a sum on repeated indices 
over their range is understood). 
The equations of motion for the system are given by (1.1) where we 
choose variations 6q(t) that satisfy the constraints, i.e., wa(q) . 6q = 0, or 
equivalently, 6sa + A$6rff = 0, where 6qZ = (Gr", Ssa). Substituting varia- 
tions of this type, with 6r" arbitrary, into (1.1) gives 
for all a = 1 , .  . . , n - p. Equation (1.2) combined with the constraint equa- 
tions 
for all a = 1,. . . , p  gives the complete equations of motion of the system. 
A useful way of reformulating equations (1.2) is to define a "constrained" 
Lagrangian by substituting the constraints (1.3) into the Lagrangian: 
The equations of motion can be written in terms of the constrained Lagran- 
gian in the following way, as a direct coordinate calculation shows: 
where B : ~  is defined by 
Geometrically, the A$ are the coordinate expressions for the Ehresmann 
connection on the tangent bundle defined by the constraints, while the B$ 
are the corresponding curvature terms (see [BKMM]) 
1.2 Symmetries 
As we shall see shortly, symmetries play an important role in our analysis. 
We begin here with just a few preliminary notions. Suppose we are given 
a nonholonomic system with the Lagrangian L : TQ t R, and a (noninte- 
grable) constraint distribution ID. We can then look for a group G that acts 
on the configuration space Q. It induces an action on the tangent space TQ 
and so it makes sense to ask that the Lagrangian L be invariant. Also, one 
can ask that the distribution be invariant  in the sense that the action by 
a group element g E G maps the distribution Dq at the point q E Q to the 
distribution Dgq at the point gq. If these properties hold, we say that G is 
a s y m m e t r y  group. 
In many examples, the symmetry group will be evident. For example, for 
systems rolling on the plane, the group of Euclidean motions of the plane, 
SE(2)  will be appropriate. 
1.3 The Rolling Disk 
A classical example of a nonholonomic system is a disk rolling without sliding 
on the xy-plane, as in Figure 1.1. 
As the figure indicates, we denote the coordinates of contact of the disk 
in the xy-plane by ( x ,  y) and let 0 , 4, and $ denote the angle between the 
plane of the disk and the vertical axis, the "heading angle" of the disk, and 
"self-rotation" angle of the disk respectively. In [BKMM], the vertical rolling 
disk was considered, but we consider a disk that can "fall". 
A classical reference for the rolling disk is Vierkandt [I8921 who showed 
that on the reduced space IDlSE(2)-the constrained velocity phase space 
'Strictly speaking, an Ehresmann connection requires one to have a bundle for which 
the distribution is regarded as the horizont.al space but in fact, the bundle structure is 
not required if one regards the connection one form to be not vertical valued, but rather 
TQlD-valued. 
Figure 1.1: The geometry for the rolling disk. 
modulo the action of the Euclidean group SE(2)-all orbits of the system 
are periodic. Modern references that treat this example are Hermans [I9951 
and O'Reilly [1996]. 
For the moment, we just give the Lagrangian and constraints, and return 
to this example later on. As we will eventually show, this is a system which 
exhibits stability but not asymptotic stability. Denote the mass, the radius, 
and the moments of inertia of the disk by m,  R, A, B respectively. The 
Lagrangian is given by the kinetic minus potential energies: 
1 + - [ A ( o ~  + d2 cos2 0) + B($ sin 0 + d)'] - mgR cos 0, 
2 
where J = i cos 4 + i s i n  4 + RG and q = -i sin 4 + 7j cos 4, while the 
constraints are given by 
Note that the constraints may also be written as = 0, q = 0. 
1.4 A Mathematical Example 
We now consider an instructive, but (so far as we know) nonphysical exam- 
ple. Unlike the rolling disk, it has asymptotically stable relative equilibria, 
and is a simple example that exhibits the richness of stability in nonholo- 
nomic systems. Our general theorems presented later are well illustrated by 
this example and the reader may find it helpful to return to it again later. 
Consider a Lagrangian on TR3 of the form 
where a ,  b, and V are given real valued functions of a single variable. We 
consider the nonholonomic constraint 
Using the definitions, straightforward computations show that B12 = 
&.I b = -B12. The constrained Lagrangian is LC = $ + ( f 2 ) 2 ) ) - ~ ( r 1 )  
and the equations of motion, namely, (d/dt)(d+aLc) - draLc = -SBapfP 
become 
d d L ,  dL, 
-- - -
d dL, 
= -SBI2f2, -- 
dt 8i.l d r l  = S ~ ~ ~ i - l  dt d.i.2 
The Lagrangian is independent of r2 and correspondingly, we introduce 
the nonholonomic momentum defined by 
We shall review the nonholonomic momentum later on in connection with 
general symmetries, but for now just regard this as a definition. Taking into 
account the constraint equation and the equations of motion above, we can 
rewrite the equations of motion in the form 
Observe that the momentum equation does not, in any obvious way, imply 
a conservation law. 
A relative equilibrium is a point (ro,po) that is an equilibrium modulo 
the variable r2; thus, from the equations (1.6) and (1.7), we require f1 = 0 
and 
We shall see that relative equilibria are Lyapunov stable and in addition 
asymptotically stable in certain directions if the following two stability con- 
ditions are satisfied: 
(i) the energy function E = d- ip2 + V, which has a critical point 
at  (ro, PO), has a positive definite second derivative at  this point. 
(ii) the derivative of E along the flow of the auxilliary system 
is strictly negative. 
1.5 The Roller Racer 
We now consider a tricycle-like mechanical system called the roller racer, 
or the Tennessee racer, that is ca,pable of locomotion by oscillating the 
front handlebars. This toy was studied using the methods of [BKMM] in 
Tsakiris [1995]. The methods here may be useful for modeling and studying 
the stability of other systems, such as aircraft landing gears and train wheels. 
The roller racer is modeled as a system of two planar coupled rigid bodies 
(the main body and the second body) with a pair of wheels attached on each 
of the bodies at their centers of mass. We assume that the mass and the 
linear momentum of the second body are negligible, but that the moment of 
inertia about the vertical axis is not. See Figure 1.2. 
Figure 1.2: The geometry for the roller racer. 
Let (x, y) be the location of the center of mass of the first body and 
denote the angle in between the inertial reference frame and the line passing 
through the center of mass of the first body by 8, the angle between the 
bodies by 4 ,  and the distances from the centers of mass to the joint by dl  
and dz. The mass of body 1 is denoted m and the inertias of the two bodies 
are written as Il and 12. 
The Lagrangian and the constraints are 
and 
i = coso 
sin q!I 
y = sin 0 d l  cos q!I + d2 
sin 4 
The configuration space is SE(2) x SO(2). The Lagrangian and the con- 
straints are invariant under the left action of SE(2) on the first factor of the 
configuration space. 
We shall see later that the roller racer has a two dimensional manifold 
of equilibria and that under a suitable stability condition some of these 
equilibria are stable modulo SE(2) and in addition asymptotically stable 
with respect to 4. 
1.6 The Rattleback 
A rattleback is a convex nonsymmetric rigid body rolling without sliding on 
a horizontal plane. It is known for its ability to spin in one direction and to 
resist spinning in the opposite direction for some parameter values, and for 
other vaiues, to exhibit muitiple reversals. See Figure 1.3. 
Figure 1.3: The rattleback. 
Basic references on the rattleback are Walker [1896], Karapetyan [1980, 
19811, Markeev [1983, 19921, Pascal [1983, 19861, and Bondi 119861. We 
adopt the ideal model (with no energy dissipation and no sliding) of these 
references and within that context, no approximations are made. In par- 
ticular, the shape need not be ellipsoidal. Walker did some initial stability 
and instability investigations by computing the spectrum while Bondi ex- 
tended this analysis and also used what we now recognize as the momentum 
equation. (See Burdick, Goodwine and Ostrowski [1994]). Karapetyan car- 
ried out a stability analysis of the relative equilibria, while Markeev's and 
Pascal's main contributions were to the study of spin reversals using small 
parameter and averaging techniques. 
Introduce the Euler angles 0, 4, $ using the principal axis body frame 
relative to an inertial reference frame. These angles together with two hori- 
zontal coordinates x, y of the center of mass are coordinates in the configu- 
ration space SO(3) x lR2 of the rattleback. 
The Lagrangian of the rattleback is computed to be 
+ m(yl cos 0 - sin 0)y2 sin 0 84 + ( A  - B )  sin 0 sin $ cos $ 8d 
+ Ccos8& +mg(yl sin0 + [ c o s ~ ) ,  
where 
A, B, C = the principal moments of inertia of the body, 
m = the total mass of the body, 
(J, q,  5) = coordinates of the point of contact relative to the body frame, 
71 = [sin$ + qcos$, 
7 2  = <cos$ - qsin$. 
The shape of the body is encoded by the functions J,  q and 5. The constraints 
are 
= Q ~ Q  + ~ 2 4  ~ 3 4 ,  = ~ 1 8  + ~ 2 4  3- ~ 3 4 ,  
a1 = -(ylsinO+ Ccos0)sinq5, 
a 2  =y2cosOsinq5+ ylcosq5, 
a 3  = 7 2  sin q5 + (yl cos 0 - C sin 0) cos 4, 
The Lagrangian and the constraints are SE (2)-invariant, where the ac- 
tion of an element (a, b, a) E SE(2) is given by 
(x,y,$) ~-t (xcosa - y s i n a + a , z s i n a +  ~ ~ c o s a +  b,qb+a). 
Corresponding to this invariance, [, 7,  and C are functions of the variables 
0 and $ only. 
2 The Equations of Motion of Nonholonomic Sys- 
tems with Symmetries 
In this section we briefly discuss the mechanics of nonholonomic systems 
with symmetries-this of course is key to our energy momentum approach 
to stability. We make use of the approach introduced in [BKMM]. The key 
equations are (2.3) and (2.4) in a body frame, given below. It  is the form of 
these equations that determines the stability and dynamics of the systems 
analyzed here. The knowledgable reader may skip directly to these equations 
at  this point-the following text explains their derivation. 
2.1 The Geometry of Nonholonomic Systems with Symme- 
try 
Consider a nonholonomic system with the Lagrangian L : TQ --+ R, the 
(nonintegrable) constraint distribution D, and the symmetry group G in the 
sense explained previously. 
Orbits and Shape Space. The group orbit through a point q, an (im- 
mersed) submanifold, is denoted 
Let 0 denote the Lie algebra of the Lie group G. For an element [ E 0 ,  we 
write JQ, a vector field on Q for the corresponding infinitesimal generator. 
The tangent space to the group orbit through a point q is given by the set 
of infinitesimal generators at that point: 
Throughout this paper, we make the assumption that the action of G 
on Q is free and proper. The quotient space M = Q/G, whose points are 
the group orbits, is called shape space. Under these circumstances, shape 
space is a smooth manifold and the projection map n : Q -+ Q/G is a smooth 
surjective map with a surjective derivative T'n at each point. The kernel of 
the linear map Tqn is the set of infinitesimal generators of the group action 
at the point q, i .e.,  
so these are also the tangent spaces to the group orbits. 
Reduced Dynamics. Assuming that the Lagrangian and the constraint 
distribution are G-invariant, we can form the reduced velocity phase 
space TQ/G and the reduced constraint space DIG. The Lagrangian L 
induces well. defined functions, the reduced Lagrangian 
satisfying L = 1 o TTQ where TTQ : TQ -+ TQ/G is the projection, and the 
constrained reduced Lagrangian 
which satisfies LID = 1 , o n ~  where nv  : D -+ D/G is the projection. By gen- 
eral considerations, the Lagrange-d7Alembert equations induce well defined 
reduced Lagrange- d 'Alernbert equations on DIG. That is, the vector 
field on the manifold D determined by the Lagrange-d'Alembert equations 
(including the constraints) is G-invariant, and so defines a reduced vector 
field on the quotient manifold DIG. 
The nonholonomic momentum map. Consider the vector bundle S 
over Q with fibers 
Sq = D, n T,(Orb(q)). 
Define, for each q E Q, the vector subspace 99 to be the set of Lie algebra 
elements in 9 whose infinitesimal generators evaluated at q lie in Sq: 
The corresponding bundle over Q whose fiber at the point q is given by 64, 
is denoted gv. Consider a section of the vector bundle S over Q; i.e., a 
mapping that takes q to an element of Sq = Vq n Tq(Orb(q)). Assuming 
that the action is free, a section of S can be uniquely represented as [& and 
defines a section 1 4  of the bundle gjv. 
Definition 2.1 The  nonholonomic momentum map Jnhc is  the bundle 
m a p  taking TQ t o  the bundle (gv)* whose fiber over the point q i s  the dual 
of the vector space 64 that is  defined by 
where ( E 64. Intrinsically, this reads 
where E?L i s  the fiber derivative of L and where E 64. For notational con- 
venience, especially when the variable vq is  suppressed, we will often write 
the left hand side of this equation as JnhC([). 
Notice that the nonholonomic momentum map may be viewed as giving just 
some of the components of the ordinary momentum map, namely along those 
symmetry directions that are consistent with the constraints. 
For a nonholonomic system, the momentum map need not be a constant 
of motion. The following theorem states instead that the momentum map 
satisfies a certain equation. 
Theorem 2.2 Assume that the Lagrangian and the constraint distribution 
are G-invariant,  and that [q is  a section of the bundle gjV. T h e n  any  solution 
o j  the  Lay,i-unge d'ilterrnbert equai5ons for a nonholonomic system mus t  sat- 
isfy, in addition t o  the given kinematic constraints, the momentum equa- 
tion. 
When the momentum map is paired with a section in this way, we will just 
refer to it as the momentum. 
The momentum in body representation. Let a local trivialization be 
chosen on the principle bundle n : Q -+ Q/G, with a local representation 
having components denoted ( r ,  g ) .  Let r ,  an element of shape space Q / G  
have coordinates denoted ra, and let g be group variables for the fiber, G. 
In such a representation, the action of G is the left action of G on the second 
factor. 
Put 
l(r, +,  J )  = L(r,  g, + ,  g). 
Choose a q-dependent basis e,(q) for the Lie algebra such that the first m 
elements span the subspace g4 in the following way. First, one chooses, for 
each r ,  such a basis at  the identity element g = Id, say 
For example, this could be a basis whose generators are orthonormal in the 
kinetic energy metric. Now define the body fixed basis by 
then the first m elements will indeed span the subspace gq since the dis- 
tribution is invariant. Define the components of the momentum in body 
Thus, we have 
i , g )  = Ad;-~p(r, i , E ) .  
This formula explains why p and JnhC are the body momentum and the 
spatial momentum respectively. 
The Nonholonornic Connection. Assume that the Lagrangian has the 
form kinetic energy minus potential energies, and that the constraints and 
the nrbit directions span the efitire tangent space to the configuration space 
([BKMM] call this the "dimension a,ssumptionn ) : 
In this case, the momentum equation ca,n be used to augment the constraints 
and provide a connection on Q -+ Q/G. 
Definition 2.3 Under the dimension assumption in equation (2. I ) ,  and the 
assumption that the Lagrangian is of the form kinetic minus potential ener- 
gies, the nonholonomic connection A is the connection on the principal 
bundle Q -+ Q/G whose horizontal space at the point q E Q is given by the 
orthogonal complement to the space Sq within the space Dq. 
Let I(q) : gv -+ (gv)* be the locked inertia tensor relative to gv, defined 
by 
where ((. , .)) is the kinetic energy metric. Define a map A:yrn : TqQ -+ Sq = 
Dq n Tq (Orb(q)) given by 
1 nhc 
= (1- J ( ' U ~ ) ) Q <  
This map is equivariant and is a projection onto Sq. Choose Uq C T,(Orb(q)) 
such that T,(Orb(q)) = S, &i 4. Let A:'" : TqQ -+ U, be a Uq valued form 
that projects Up. onto itself and maps Vq to zero; for example, it can be given 
by orthogonal projection relative to the kinetic energy metric (this will be 
our default choice). 
Proposition 2.4 The  nonholonomic connection regarded as a n  Ehresmann 
connection is  given by 
W h e n  the connection is  regarded as a principal connection (i.e., takes values 
in the Lie algebra rather than the vertical space) we will use the symbol A. 
Given a velocity vector q that satisfies the constraints, we orthogonally 
decompose it into a piece in Sq and an orthogonal piece denoted ih. We 
regard f h  as the horizontal lift of a velocity vector i on the shape space; 
recall that iir, r, locai ttrividization, the horizo~tal ift ts the point (.r,g) is 
given by 
where A: are the components of the nonholonomic connection which is a 
principal connection in a local trivialization. 
We will denote the decomposition of q by 
so that for each point q, R is an element of the Lie algebra and represents 
the spatial angular velocity of the locked system. In a local trivialization, 
we can write, at a point ( r ,  g ) ,  
so that R1,, represents the body angular velocity.. Thus, 
and, at  each point q ,  the constraints are that R belongs to 8 4 ,  i. e., 
The vector ih need not be orthogonal to the whole orbit, just to the piece 
Sq. Even if q does not satisfy the constraints, we can decompose it into three 
parts and write 
where Rth and Rb are orthogonal and where i l ~ ~ ( ~ )  E Sp. The relation 
R1,, = A1,,f+< is valid even if the constraints do not hold; also note that this 
decomposition of R corresponds to the decomposition of the nonholonomic 
connection given by A = Akin + Asym that was given in equation (2.2). 
To avoid confusion, we will make the following index and summation 
convent ions 
1. The first batch of indices range from 1 to m corresponding to the sym- 
metry directions along constraint space. These indices will be denoted 
a ,  b, c, d, . . . and a summation from 1 to m will be understood. 
2. The second batch of indices range from m + 1 to k corresponding to 
the symmetry directions not aligned with the constraints. Indices for 
this range or for the whole range 1 to k will be denoted by a', b', c', . . . 
and the summations will be given explicitly. 
3. The indices a,  P,  . . . on the shape variables r ra,nge from 1 to a. Thus, 
a is the dimension of the shape space Q/G and so a = n - k. The 
summation convention for these indices will be understood. 
According to [BKMM], the equations of motion are given by the next 
theorem 
Theorem 2.5 The following reduced nonholonomic Lagrange-d'Alem- 
bert equations hold for each 1 5 a < a and 1 5 b < m: 
d dl, dl, - mCd bd 
- 
dt df"  dr" - p P c P d  - D$I P~pd - ~zpiip,f' 
Here l c ( ra ,  ' f a , p a )  is the constrained Lagrangian; r a ,  1 5 cr 5 a, are coordi- 
nates in the shape space; pa, 1 5 a 5 m, are components of the momentum 
map  in the body representation, pa = (alc/aQl,,,e,(r)); lad are the compo- 
nents  of the inverse locked inertia tensor; B z p  are the local coordinates of 
the curvature B of the nonholonomic connection A ;  and the coeficients Dga, 
Dapb,  Kapy are given by the formulae 
f o r d  = m f l ,  . . . , k .  Here c::,, are the structure constants of the Lie algebra 
defined by [eat, eel] = C::,,eb/, a', b', c' = 1,  . . . , k ;  and the coeficients ' y ~ i  are 
defined by 
A relative equilibrium is a~ ecjui!ibrium of the reduced equations; that 
is, it is a solution that is given by a one parameter group orbit, just as in 
the holonomic case (see, e.g., Marsden [I9921 for a discussion). 
The Constrained Routhian. This function is defined by analogy with 
the usual Routhian by 
and in terms of it, the reduced equations of motion become 
The Reduced Constrained Energy. As in [BKMM], the kinetic energy 
in the variables ra ,  f a ,  Ra, fla' equals 
where gap are coefficients of the kinetic energy metric induced on the mani- 
fold Q/G. Substituting the relations Ra = Iabpb and the constraint equations 
Ra' = 0 in (2.5) and adding the potential energy, we define the function E 
by 
which represents the reduced constrained energy in the coordinates r", +", 
pa, where U(ra,p,) is the amended potential defined by 
and V(ra) is the potential energy of the system. 
Now, we show that the reduced constrained energy is conserved along 
the solutions of (2.3), (2.4). 
Theorem 2.6 The reduced constrained energy is a constant of motion. 
Proof One way to prove this is to note that the reduced energy is a 
constant of motion, because it equals the energy represented in coordinates 
r, +, g, ( and because the energy is conserved, since the Lagrangian and 
the constraints are time-invariant. Along the trajectories, the constrained 
energy and the energy are the same. Therefore, the reduced constrained 
energy is a constant of motion. 
One may also prove this fact by a direct computation of the time deriva- 
tive of the reduced constrained energy (2.6) along the vector field defined by 
the equations of motion. H 
Skew Symmetry Assumption. We assume that the tensor cibIad is 
skew-symmetric in c, d. 
This holds for most physical examples and certainly the systems dis- 
cussed in this paper. (Exceptions include systems with no shape space such 
as the homogeneous sphere on the plane and certain cases 'of the 'Suslov" 
problem of a nonhomogeneous rigid body subject to a linear constraint in 
the angular velocities.) It  is an intrinsic (coordinate independent) condition, 
since c : ~ I ~ ~  represents an intrinsic bilinear map of (gn) * x (g") * to (g") *. 
Under this assumption, the terms quadratic in p in the momentum equa- 
tion vanish, and the equations of motion become 
As a result, the dimension of the family of the relative equilibria equals the 
number  of components of the (nonholonomic) m o m e n t u m  map.  
In the case when C,Cb = 0 (cyclic variables, or internal abelian symme- 
tries) the matrix c , c ~ I ~ ~  vanishes, and the preceding equations of motion are 
the same as those obtained by Karapetyan [1983]. 
Below, three principal cases will be considered: 
1. Pure Transport Case In this case, terms quadratic in .i. are not 
present in the momentum equation, so it is in the form of a trans- 
port equation-4.e. the momentum equation is an equation of parallel 
transport and the eqa t ion  itself defines the relevant connection. 
Under certain integrability conditions (see below) the transport equa- 
tion defines invariant surfaces, which allow us to use a type of energy- 
momentum method for stability analysis in a simiiar fashion to the 
manner in which the holonomic case uses the level surfaces defined by 
the momentum map. The key difference is that in our case, the addi- 
tional invariant surfaces do not arise from conservation of momentum. 
In this case, one gets stable, but not asymptotically stable, relative 
equilibria as we shall see in Section 3.1. Examples include the rolling 
disk, a body of revolution rolling on a horizontal plane, and the Routh 
problem. 
2. Integrable Transport Case In this case, terms quadratic in .i. are 
present in the momentum equation and thus it is not a pure trans- 
port equation. However, in this case, we assume that the transport 
part is integrable. As we shall also see, in this case relative equilibria 
may be asymptotically stable. We are able to find a generalization of 
the energy-momentum method which gives conditions for asymptotic 
stability (see Section 4.3). An example is the roller racer. 
3. Nonintegrable Transport Case Again, the terms quadratic in i- 
are present in the momentum equation and thus it is not a pure trans- 
port equation. However, the transport part is not integrable. Again, 
we are able to demonstrate asymptotic stability using Lyapunov-Malkin 
Theorem and to relate it to an energy-momentum type analysis under 
certain eigenvalue hypotheses, a,s we will see in 4.5. An example is 
the rattleback top, which we discuss in Section 4.7 Another example 
is a nonhomogeneous sphere with a center of mass lying off the planes 
spanned by the principal axis body frame. See Markeev [1992]. 
In some examples, such as the nonhomogeneous (unbalanced) Ko- 
valevskaya sphere rolling on the plane, these eigenvalue hypotheses 
do not hold. We intend to investigate this case in a future publication. 
In the sections below where these different cases are discussed we will 
make clear at  the beginning of each section what the underlying hypotheses 
on the systems are by listing the key hypotheses and labeling them by HI,  
H2, and H3. 
2.2 The Energy-Momentum Method for Holonomic Systems 
As mentioned above, we use here an approach to stability which general- 
izes the energj==omentmn method for Hamiltonian systems. 8 f  csurse the 
energy-momentum method has a long and distinguished history going back 
to Routh, Riemann, Poincark, Lyapunov, Arnold, Smale and many others. 
The main new feature provided in the more recent work af Simo, Lewis and 
Marsden [I9911 (see Marsden [I9921 for an exposition) is to obtain the power- 
ful block diagonalization structure of the second variation of the augmented 
Hamiltonian as well as the normal form for the symplectic structure. This 
formulation also allowed for the proof of a converse of the energy-momentum 
method in the context of dissipation induced instabilities due to Bloch, Kr- 
ishnaprasad, Marsden and Ratiu [1994, 19961. 
Recall that the key idea for analyzing the stability of relative equilibria in 
the holonomic setting is to use the energy plus a function of other conserved 
quantities such as the momentum as a Lyapunov function. In effect, one 
is analyzing stability subject to the systems lying on a level surface of the 
momentum. 
In a body frame and in the special case of Lie-Poisson systems, the 
momentum often can be written in terms of a Ca,simir, a function that 
comiiiutes with every function under the Poisson bracket, and the method 
is sometimes called the energy-Casimir method. 
While the energy is conserved, it does not provide sufficient information 
on stability since its second variation will be only semidefinite at  a stable 
equilibrium in general. The algorithm for analyzing stability is thus as fol- 
lows: 
1. write the equations of motion in Hamiltonian form and identify the 
critical point of interest, 
2. identify other conserved quantities such as momentum, 
3. choose a function Hc such that the energy plus the function of other 
conserved quantities has a critical point at the chosen equilibrium and 
4. show that Hc is definite at the given equilibrium. This proves nonlin- 
ear stability in the sense of Lyapunov. 
Of course in special circumstances one has to interpret stability modulo 
the symmetry or a similar space in order to obtain stability. A good example 
is the study of two dimensional ABC flows, as in Chern and Marsden [1990]. 
In the nonholonomic case, while energy is conserved, momentum gen- 
erally is not. As indicated in the discussion of the three principle cases 
above, in some cases however the momentum equation is integrable, lead- 
ing to invariant surfaces which make possible an energy-momentum analysis 
simiiar to that of the Hamiitonian case. -i$-hen the momentum equation is 
not integrable, one can get asymptotic stability in certain directions and the 
stability analysis is rather different from the Hamiltonian case. Nonetheless, 
to show stability we will make use of the conserved energy and the dynamic 
momentum equation. 
3 The Pure Transport Case 
In this section we assume that 
H1 Dapb are skew-symmetric in a ,  P. Under this assumption, the momen- 
tum equation can be written as the vanishing of the connection one 
form defined by dpb - lJ~ap,dra.  
H2 The curvature of the preceding connection form is zero. 
A nontrivial example of this case is that of Routh's problem of a sphere 
rolling in a surface of revolution. See Zenkov [1995]. 
Under the above two assumptions, the distribution defined by the mo- 
mentum equation is integrable, and so we get invariant surfaces, which makes 
further reduction possible. This enables us to use the energy-momentum 
method in a way that is similar to the holonomic case, as we explained 
above. 
Note that if the number of shape variables is one, the above connec- 
tion is integrable, because it may be treated as a system of linear ordinary 
differential equations with coefficients depending on the shape variable r :  
As a result, we obtain an integrable nonholonomic system, because after 
solving the momentum equation for pb and substituting the result in the 
equation for the shape variable, the latter equation may be viewed as a 
Lagrangian system with one degree of freedom, which is integrable. 
3.1. The Nonholonomic Energy-Moment urn Met hod 
We now develop the energy-momentum method for the case in which the 
momentum equation is pure transport. Under the assumptions H1 and H2 
made so far, the equations of motion become 
A relative equilibrium is a point (r, i-, p) = (TO,  0, po) which is a fixed point 
for the dynamics determined by equations (3.1) and (3.2). Under assumption 
H1 the point (ro,po) is seen to be a critical point of the amended potential. 
Because of our zero curvature assumption H2, the solutions of the mo- 
mentum equation lie on surfaces of the form p, = Pa (re, kb), a,  b = 1, . . . , m, 
where kb are constants labeling these surfaces. 
Using the functions pa = Pa(ra, kb) we introduce the reduced amended 
potential Uk (r") = U(ra, Pa(ra, kb)). We think of the function Uk (ra) as 
being the restriction of the function U to the invariant manifold 
Theorem 3.1 Let assumptions HZ and H2 hold and let (ro,po), where po = 
P( ro ,  kO), be a relative equilibrium. If the reduced amended potential Uko(r) 
has a nondegenerate minimum at 1-0, then this equilibrium is Lyapunov sta- 
ble. 
Proof First, we show that the rela,tive equilibrium 
of the system (3.1), (3.2) is stable modulo perturbations consistent with Qko. 
Consider the phase flow restricted to the invariant manifold Qko, where k0 
corresponds to the relative equilibrium. Since Uko(ra) has a nondegenerate 
minimum at rg, the function ElQlco is positive definite. By Theorem 2.6 its 
derivative along the flow vanishes. Using Elko as a Lyapunov function, we 
conclude that equations (3.1), (3.2), restricted to  the manifold Qko, have a 
stable equilibrium point r t  on Qko. 
To finish the proof, we need to show that equations (3.1),  (3.2), restricted 
to nearby invariant manifolds Qk,  have stable equilibria on these manifolds. 
If k is sufficiently close to kO, then by the properties of families of Morse 
functions (see Milnor [1963]), the function Uk : Qk -+ R has a nondegenerate 
minimum at the point r" which is close to rg. This means that for all k 
sufficiently close to k0 the system (3.1), (3.2) restricted to Qk has a stable 
equilibrium r". Therefore, the equilibrium (3.3) of equations (3.1)) (3.2) is 
stable. 
The stability here cannot be asymptotic, since the dynamical systems on 
Qk have a positive definite conserved quantity-the reduced energy function. 
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Remark. Even though in general Pa (r", kb) can not be found explicitly, 
the types of critical points of iik may be explicitly determined as follows. 
as long as (r", pa) E Qk. Therefore 
where 
a a 
v - --+v;apc-. " dr" d ~ b  
Then the relative equilibria satisfy the condition 
while the condition for stability 
(i.e., is positive definite) becomes the condition 
In the commutative case this was shown by Karapetyan [1983]. 
Now we give the stability condition in a form similar to that of energy- 
momentum method for holonomic systems given in Simo, Lewis, and Mars- 
den [1991]. 
Theorem 3.2 (The nonholonomic energy-momentum method) Un- 
der assumptions HI and H2, the point q, = ( r ~ , p : )  is a relative equilibrium 
zf and only if there is a I E gqe such that q, is a critical point of the aug- 
mented energy E< : D/G t R (i. e., E( is a function of ( r ,  +, p)),  defined 
by 
This  equilibrium is stable if i f S 2 ~ <  restricted to q , Q k  is positive definite (here 
6 denotes diflerentiation with respect t o  all variables ezcepi [). 
Proof A point q, E Q k  is a relative equilibrium if &aUk = 0. This condition 
is equivalent to d (ElQ,) = 0. The last equation may be represented a,s 
d (E - ( p  - P ( r ,  k ) ,  [)) = 0 for some [ E 8 4 " .  Similarly, the condition for 
stability d 2 u k  >> 0 is equivalent to d2 (ElQ,) >> 0, which may be represented 
as (h2E<)  IT^, Q k  >> 0. 
Note that if the momentum map is preserved, then the formula for E< 
becomes 
E< = E -  ( P -  kt), 
which is the same as the formula for the augmented energy EE for holonomic 
systems. 
3.2 Examples 
There are several examples which illustrate the ideas above. For instance the 
falling disk, Routh's problem, and a body of revolution rolling on a horizon- 
tal plane are systems where the momentum equation defines an integrable 
distribution and we are left with only one shape variable. Since the stability 
properties of all these systems are similar, we consider here only the rolling 
disk. For the body of revolution on the plane see Chaplygin [1897a] and 
Karapetyan [1983]. For the Routh problem see Zenkov [1995). 
The Rolling Disk. Consider again the disk rolling without sliding on 
the xy-plane. Recall that we have the following: Denote the coordinates of 
contact of the disk in the xy-plane by x, y. Let 8 , 4, and $ denote the angle 
between the plane of the disk and the vertical axis, the "heading angle" of 
the disk, and "self-rotation" angle of the disk respectively, as was introduced 
earlier. 
The Lagrangian and the constraints in these coordinates are given by 
(E - R($ sin 6 + $))2 + 712 sin2 6 + ( q  cos I3 - R O ) ~ ]  
1 + [A(QZ + $2 cos2 8) + B($ sin 6 + $12] - myRcos 8, 
i = - 7 ) ~  cos 4, 
y = -+R sin 4, 
where E = i cos 4 + 9 sin 4 + ~ 4 ,  7 = -i sin 4 + lj cos 4. Note that the 
rr,ay ha T T ~ v ; + + D ~  iS - n - - 
UU V V I I U U b I I  5 - V,  I ,  - 0. 
This system is invariant under the action of the group G = SE(2) x 
SO(2);  the action by the group element (a, b, a,  P )  is given by 
(0,4,$,x,y)  t-+ ( O , ~ + a , $ + ~ , x c o s a - - y s i n a + a , x s i n a + y c o s a +  b). 
which imply 
Sq = Dq n TqOrb(q) = span 
Choose vectors (1,0,0,  O) ,  (0,1,0, O) ,  (0,0,1, O ) ,  (0,0,0,1) as a basis 
of the Lie algebra g of the group G. The corresponding generators are 
a,, a,, -ya, + xay + a,, a$. Taking into account that the generators 
a,, - R cos 48, - R sin +ag + 8+ correspond to the elements (y, -x, 1, O ) ,  
(- R cos 4, - R sin 4,0,1)  of the Lie algebra 0, we obtain the following mo- 
mentum equations: 
pl = -mR2 cos 0 84, 
p2 = r n ~ ~  cos 0 84, 
where 
pi = A$ cos2 0 + ((mR2 + B) (4 sin 0 + 4) sin 8, 
p2 = (rnR2 + B)($sin0 + d) ,  (3.6) 
into which the constraints have been substituted. One may notice that 
Solving (3.6) for $, 4 and substituting the solutions back in the equations 
(3.5) we obtain another representation of the momentum equations: 
dpl sin 0 
-= rnR2 cos0 1 d t  rnR2+ B + Acos20 ) P2) 8, 
@ 1 sin 0 \ .  (3.7)  = rnR2 cos 0 ( d t  0 ,P1- P2 0. \Acosbv kcos2Q- 1 
The right hand sides of (3.7) do not have terms quadratic in the shape 
varia.ble 0. The distribution, defined by (3,?), is integrable and defines t m  
integrals of the form pl = PI (0, kl, k2), p2 = P2 (0, kl, kz). It is known that 
these integrals may be written down explicitly in terms of the hypergeometric 
function. See Appel [1900], Chaplygin [1897a], Korteweg [I8991 for details. 
To carry out stability analysis, we use the remark following Theorem 3.1. 
Using formulae (3.6), we obtain the amended potential 
1 (pl - pa sin 19)~ 
U P ,  P) = - 2 [ Acos20 P' ] +rngRcmO. + B + r n R 2  
Straightforward computation shows that the condition for stability V ~ U  >> 0 
of a relative equilibrium 0 = Bo, pl = p?, p2 = p: becomes 
B r n ~ ~  cos2 0 + 2A sin2 Qo + A 
A(mR2 + B) ( ~ 3 ~  + A2 ( ~ 1  - p; sin 0oI2 
- 
(m R~ + 3B) sin Bo (p? - p; sin Bo)pz - mgR cos O0 > 0. A(mR2 + B) cos2 Q0 
Note that this condition guarantees stability here relative to 0, 0, pl,  pz; in 
other words we have stability modulo the action of SE(2) x SO(2). 
The falling disk may be considered as a limiting case of the body of 
revolution which also has an integrable pure transport momentum equation 
(this example is treated in Chaplygin [1897a] and Karapetyan [1983]). The 
rolling disc has also been analyzed recently by O'Reilly [I9961 and Cush- 
man, Hermans and Kemppainen [1996]. O'Reilly considered bifurcation of 
relative equilibria, the stability of vertical stationary motions, as well as the 
possibility of sliding. 
4 The Non-Pure Transport Case 
In this section we consider the case in which the coefficients Dapb are not 
skew symmetric in a,  /3 and the two subcases where the transport part of 
the momentum equation is integrable or is not integrable, respectively. In 
either case one may obtain asymptotic stability.. 
We begin by assembling some preliminary results on center manifold 
theory and show how they relate to the Lyapunov-Malkin Theorem. The 
center manifold theorem provides new and useful insight into the existence 
of integral manifolds. These integral manifolds play a crucial role in our 
analysis. Lyapunov's original proof of the Lyapunov-Malkin Theorem used 
a different approach to proving the existence of local integrals, as we shall 
discuss below. Malkin extended the result to the nonautonomous case. 
4.1 Center Manifold Theory in Stability Analysis 
Here we discuss the center manifold theory and its applications to the sta- 
bility analysis of nonhyperbolic equilibria. 
Consider a system of differential equations 
x = A x + X ( x ,  y), 
?j = By + Y(x, Y), 
where x E Rm, y E Rn, and A and B are constant matrices. It  is supposed 
that all eigenvalues of A have nonzero real parts, and all eigenvalues of 
B have zero real parts. The functions X, Y are smooth, and satisfy the 
conditions X ( 0 , O )  = 0 ,  d X ( 0 , O )  = 0 ,  Y ( 0 , O )  = 0 ,  d Y ( 0 , O )  = 0.  We now 
recall the following definition: 
Definition 4.1 A smooth invariant manifold of the form x = h ( y )  where h 
satisfies h ( 0 )  = 0 and d h ( 0 )  = 0 i s  called a cen ter  mani fo ld .  
We are going to use the following version of the center manifold theorem 
following the exposition of Carr [I9811 (see also Chow and Hale [1982]).  
Theorem 4.2 (The center manifold theorem) If the functions X ( x ,  y ) ,  
Y ( x ,  y )  are ck, k > 2,  then there exist a (local) center manifold for (4.1), 
(4.2), x = h ( y ) ,  Iyl < 6 ,  where h i s  Ck .  The  flow o n  the center manifold i s  
governed by the system 
The next theorem explains that the reduced equation (4.3) contains in- 
formation about stability of the zero solution of (4 .1 ) ,  (4.2).  
Theorem 4.3 Suppose that the zero solution of (4.3) is  stable (asymptot- 
ically stable) (unstable) and that the eigenvalues of A are in the left half 
plane. T h e n  the zero solution of (4.1), (4.2) is  stable (asymptotically stable) 
(unstable). 
Let us now look at the special case of (4.2) in which the matrix B van- 
ishes. Equations (4 .  I), (4.2) become 
x = Ax + X ( x ,  y), 
Y = Y ( x ,  Y ) .  
Theorem 4.4 Consider the system of equations (4.4), (4.5). If X ( O ,  y )  = 0 ,  
Y(O, y )  = 0 ,  and the matrix  A does not  have eigenvalues with zero real parts, 
then the system (4.4), (4.5) has n local integrals i n  the neighborhood of x = 0 ,  
y = 0 .  
Proof The center manifold in this case is given by x = 0.  Each point of 
the center manifold is an equilibrium of the system (4 .4) ,  (4.5). For each 
equilibrium point (0, yo) of our system, consider an m-dimensional smooth 
invariant manifold 
where S S ( y o )  and S U ( y o )  are stable and unstable manifolds at the equilibrium 
(0 ,  yo).  The center manifold and these manifolds S ( y o )  can be used for a 
(local) substitution ( x ,  y )  -+ (z,v) such that in the new coordinates the 
system of differential equations become 
The last system of equations has n integrals y = const, so that the original 
equation has n smooth loca,l integrals. Observe that the tangent spaces to the 
common level sets of these integrals at the equilibria are the planes y = yo. 
Therefore, the integrals are of the form y = f (x, k ) ,  where 8, f (0, k )  = 0. 
rn 
The following theorem gives stability conditions for equilibria of the sys- 
tem (4.4), (4.5). 
Theorem 4.5 (Eyapunov-Malkin) Consider the system of diflerential 
equations (4.4), (4.5), where x G Rm, y G Rn, A is  an m x m-matrix ,  
and X ( x ,  y ) ,  Y ( x ,  y )  represent nonlinear terms. If all eigenvalues of the ma- 
trix A have negative real parts, and X(x,  y ) ,  Y(x, y )  vanish when x = 0 ,  then 
the solution x = 0, y = c of the system (4.4), (4.5) is stable with respect to  
x ,  y ,  and asymptotically stable with respect to  x .  If a solution x ( t ) ,  y ( t )  of 
(4.4), (4.5) zs close enough to  the s o t ~ t i o n  x = 0, y=== 0, then 
lim x ( t )  = 0, lim y ( t )  = c. 
t403 t i c 0  
The proof of this theorem consists of two steps. The first step is a 
reduction of the system to the common level set of integra,ls described in 
Theorem 4.4. The second step is the construction of a Lyapunov function 
for the reduced system. The details of the proof may be found in Lyapunov 
I19921 and Malkin [1938]. 
Historical Note. The proof of the Lyapunov-Malkin Theorem uses the 
fact that the system of differential equations has local integrals, as discussed 
in Theorem 4.4. To prove existence of these integrals, Lyapunov uses a 
theorem of his own about the existence of solutions of PDE's. He does this 
assunling that the nonlinear terms on the right hand sides are series in x and 
y with time-dependent bounded coefficients. Malkin generalizes Lyapunov's 
result for systems for which the matrix A is time-dependent. We consider 
the nonanalytic case, and to prove existence of these local integrals, we use 
center manifold theory. This simplifies the arguments to some extent as well 
as showing how the results are related. 
The following Lemma specifies a class of systems of differential equations, 
that satisfies the conditions of the Lyapunov-Malkin Theorem. 
Lemma 4.6 Consider a system of diflerential equations of the form 
where u E Rn, y E Rm, det A r f  0, and where M and y represent higher order 
nonlinear terms. There i s  a change of variables of the form u = x + +(y) 
such that 
(i) in the new variables x, y system (4.6) becomes 
i = Ax + X(u,  y), j, = Y(x, 9)) 
(ii) if Y(0, y) = 0, then X(0, y) = 0 as well. 
Proof Put  u = x + +(y), where 4(y) is defined by 
System (4.6) in the variables x, y becomes 
where 
a4 X(x,  y) = A+(y) + BY + U(x + 4(y), Y)  - %Y(x, Y). 
Y(x,y) = Y(x + 4(Y>, Y). 
Note that Y(0, y) = 0 implies X(0, y) = 0. 11 
4.2 The Mat hemat ical Example 
The Lyapunov-Malkin conditions. Recall from 51.4 that the equations 
of motion are 
here and below we write r  instead of r l .  
Recall also that a point r  = T o ,  p = po  is a relative equilibrium if ro and 
p o  satisfy the condition 
Introduce coordinates u l ,  u2, v in the neighborhood of this equilibrium by 
The linearized equations of motion are 
where 
and where V, a,  b,  and their derivatives are evaluated at r o .  The character- 
istic polynomial of these linearized equations is calculated to be 
It obviously has one zero root. The two others have negative real parts if 
These conditions imply linear stability. We discuss the meaning of these 
conditions later. 
Next, we make the substitution v = y + Dul, which defines the new 
variable y. The (nonlinear) equations of motion become 
where U(u, y), y(u ,  y) stand for nonlinear terms, and y (u ,  y) vanishes when 
u = 0. By Lemma 4.6 there exists a further substitution u = x + 4(y) such 
that the equations of motion in coordinates x, y become 
i =  P x + X ( x ,  y), 
Y = Y ( ~ , Y ) ,  
where X(x,  y) and Y (0, y) satisfy the conditions X(0, y) = 0, Y (0, y) = 0. 
Here. 
This form enables us to use the Lyapunov-Malkin Theorem and conclude 
that the linear stability implies nonlinear stability and in addition that we 
have asymptotic stability with respect to variables X I ,  x2. 
The Energy-Momentum Method. To find a Lyapunov function based 
approach for analyzing the stability of the mathematical exa,mple, we intro- 
duce a modified dynamics! system and use its energy fcnckisr, and momen- 
tum to construct a Lyapunov function for the original system. This modified 
system is introduced for the purpose of finding the Lyapunov function and 
is not used in the stability proof. We will generalize this approach below 
and this example may be viewed as motivation for the general approach. 
Consider then the new system obtained from the Lagrangian (1.4) and 
the constraint (1.5) by setting a(r)  = 0. Notice that LC stays the same and 
therefore, the equation of motion may be obtained from (4.7): 
The condition for existence of the relative equilibria also stays the same. 
However, a crucial observation is that for the new system, the momentum 
equation is now integrable, in fact explicitly, so that in this example: 
Thus, we may proceed and use this invariant surface to perform reduction. 
The amended potential, defined by U(r,p) = V(r) + +p2, becomes 
Consider the function 
If E is small enough and Uk has a nondegenerate minimum, then so does Wk. 
Suppose that the matrix P has no eigenvalues with zero real parts. Then by 
Theorem 4.4 equations (4.7) have a local integral p = P(r, +, c). 
Differentiate Wk along the vector field determined by (4.7). -We obtain 
db 
- -a(ro)pof2 d r  + ef2 + {higher order terms). 
Therefore, Wk is a Lyapunov function for the flow restricted to the local 
invariant manifold p = P(r, f ,  c) if 
and 
Notice that the Lyapunov conditions (4.9) and (4.10) are the same as con- 
ditions (4.8). 
Introduce the operator 
(cf. Karapetyan [1983]). Then condition (4.9) may be represented as 
which is the same as the condition for stability of stationary motions of a 
nonholonomic system with an integrable momentum equation (recall that 
this means that there are no terms quadratic in +, only tra,nsport terms 
defining an integrable distribution). The left hand side of formula (4.10) 
may be viewed as a derivative of the energy function 
along the flow 
or as a derivative of the amended potential U along the vector field defined 
by the nontransport terms of the momentum equations 
4.3 The Nonholonomic Energy-Momentum Method 
We now generalize the energy-momentum method discussed above for the 
mathematical example to the general case in which the transport part of the 
momentum equation is integrable. 
Here we assume hypothesis H2 in the present context, namely: 
H2 The curvature of the connection form associated with the transport 
part of the momentum equation, namely dpb - Dgapcdra, is zero. 
The momentum equation in this situation is 
Hypothesis H2 implies that the form due to the transport part of the mo- 
mentum equation defines an integrable distribution. Associated to this dis- 
tribution, there is a family of integral manifolds 
with Pa satisfying the equation dPb = D&,Pcdra. Note that these manifolds 
are not invariant manifolds of the full system under consideration because 
the momentum equation has non-transport terms. Substituting the functions 
P,(ra, kb), kb = const, into E(r ,  .i., p), we obtain a function 
that depends only on r",  f" and parametrically on k. This function will not 
be our final Lyapunov function but will be used to construct one in the proof 
to  follow. 
Pick a relative equilibrium r" = r f ,  p, = p:. In this context we introduce 
the following definiteness assumptions: 
H3 At the equilibrium r" = r f ,  p, = p: the two symmetric matrices 
V,VBU and (Dapb + D ~ , ~ ) I ~ ~ ~ ~  are positive definite. 
Theorem 4.7 Under assumptions H2 and H3, the equilibrium r" = r f ,  
pa = p: i s  Lyapunov stable. Moreover, the system has local invariant man-  
zfolds that are tangent t o  the family of manifolds defined by the integrable 
transport part of the momen tum equation at the relative equilibria. The  rel- 
ative equilibria, that are close enough to  ro, po, are asymptotically stable in 
the directions defined by these invariant manifolds. I n  addition, for initial 
conditions close enough to  the e q u i l i b ~ u m  r" = r f ,  p, = p:, the perturbed 
solution approaches a nearby equilibrium. 
Proof The substitution pa = p: + y, + 23:" (ro)p;ua,  where u" = r n  - r f  , 
eliminates the linear terms in the momentum equation. In fact, with this 
substitution, the equations of motion (2.8), (2.9) become 
We will show in $4.6 that H3 implies the hypotheses of Theorem 4.4. Thus, 
the above equations have local integrals y, = f,(r, f ,  c ) ,  where the functions 
fa are such that 8, fa = d+ fa = 0 at the equilibria. Therefore, the original 
equations (2 .8) ,  (2.9) have n local integrals 
where Pa are such that 
at the relative equilibria. 
We now use the Vk(rCY,  +") to construct a Lyapunov function to determine 
the conditions for asymptotic stability of the relative equilibrium rCY = r f ,  
pa = p:. We will do this in a fashion similar to that used by Chetaev 
[I9591 and Bloch, Krishnaprasad, Marsden, and Ratiu [1994]. Without loss 
of generality, suppose that gffp(ro) = Sap. Introduce the function 
Consider the following two manifolds at the equilibrium (rg, P:): the 
integral manifold of the transport equation 
and the local invariant manifold 
QcO = {pa = pa(ra ,  ?", CP)} . 
Restrict the flow to the manifold Q,o. Choose (r", fa )  as local coordinates 
on Q,o, then Vko and Wko are functions defined on &,o. Since 
and 
the function Vko is positive definite in some neighborhood of the relative 
equilibrium (rg, 0) E &,o. The same is valid for the function Wko if E is 
small enough. 
Now we show that w I c o  (as a function on Q,o) is negative definite. Cal- 
culate the derivative of Wko along the flow: 
Using the explicit representation of equation (2.8)) we obtain 
Therefore, 
Using skew-symmetry of Bzp and Kapy with respect to a,  ,O and canceling 
the terms 
we obtain 
Substituting (4.14) in (4.12) and determining r" from (4.13) 
Since 
a v  1 slab 
- + ---papb + D ; ~ I ~ ~ P ~ P ~  = o ara 2 drff 
at the equilibrium and the linear terms in the Taylor expansions of P and 
P are the same, 
av 1 slab 
- + --papb + ' D L I ~ ~ P ~ P ~  = F ~ ~ U ~  + {nonlinear terms), (4.16) arff 2 a re  
where 
In the last formula all the terms are evaluated at the equilibrium. 
Taking into account that gap = Sap + O(u), that the Taylor expansion 
of Papb - papb starts from the terms of the second order, and using (4.16), 
we obtain from (4.15) 
u 
PVko = - ~ , ~ ~ ~ ~ ~ ~ ( ~ ~ ) ~ ~ i . ~ i . ~  - t , , u ~ u  + r C(i.a)2 
a=l 
- 5 (Dpab~bc(ro)p~ + ~i:~(r~)p:) + {cubic terms) 
Therefore, the condition ( D , ~ ~ + ' D ~ ~ ~ ) I ~ ~ ~ ~  >> 0 implies that w k o  is negative 
definite if E is small enough and positive. Thus, Wko is a Lyapunov function 
for the flow on Q,o, and therefore the equilibrium ( r t ,  0) for the flow on Q,o 
is asymptotically stable. 
Using the same arguments we used in the proof of Theorem 3.1, we con- 
clude that the equilibria on the nearby invariant manifolds Qk are asymp- 
totically stable as well. H 
There is an alternative way to state the above theorem, which uses the 
basic intuition we used to find the Lyapunov function. 
Theorem 4.8 (The nonholonomic energy-momentum method) Un- 
der the as.sumption that H2 holds, the point q, = (r$,p;) is  a relative equi- 
librium if and only i f  there is  a < E gQe such that q, is  a critical point of the 
augmented energy EE = E - (p - P ( r ,  k),  I). Assume that 
(i) S 2 ~ <  restricted to TqeQk is positive definite (here S denotes diflerenti- 
ation by all variables except E ) ;  
(ii) the quadratic form defined by the flow derivative of the augmented en- 
ergy is  negative definite at q,. 
T h e n  H3 holds and this equilibrium is  Lyapunov stable and asymptotically 
stable i n  the directions of due to the invariant manzfolds (4.11). 
Proof We have already shown in Theorem 3.2 that positive definiteness 
of S2EEITqeQk is equivalent to the condition V,VpU >> 0. To complete the 
proof, we need to show that the requirement (ii) of the theorem is equivalent 
to the condition (Dffpb + >> 0. Compute the flow derivative 
of E'$: 
Since at the equilibrium p = P, Ea = I a b p b ,  and E = 0 (Theorem 2.6), we 
obtain 
0 -a  .p 
= -Dffpa~ab(ro)pbr r . 
The condition fit >> 0 is thus equiwlent to (DffPb + ~ p , ~ ) ~ ~ ~ ( r ~ ) p ~  >> 0. 
1%1 
For some examples, such as the roller racer, we need to consider a de- 
generate case of the above analysis. Namely, we consider a nongeneric ca,se, 
when U = $Iab(r)papb (the original system has no potential energy), and 
the components of the locked inertia tensor Iab satisfy the condition 
Consequently, the covariant derivatives of the amended potential are equal 
to zero, and the equations of motion (2.8), (2.9) become 
Thus, we obtain an m + a-dimensional manzfold of equilibria r = ro, p = 
po of these equations. Further, we cannot apply Theorem 4.7 because the 
condition v 2 U  >> 0 fails. However, we can do a similar type of stability 
analysis as follows. 
As before, set 
1 1 Vk = E(r, +, P(r, k)) = -g,p+"iP + -Iab(r) pa(r, k) Pb (r, k). 2 2 
Note that P satisfies the equation 
which implies that 
Therefore 
1 
- I ~ ~ P ~ P ~  = const 2 
and 
1 .a .p  Vk = -g,pr r 2 
(up to  an additive constant). Thus, Vk is a positive definite function with 
respect to +. Compute vk: 
Suppose that (IDffpb + IDp,b)(ro)Ibc(ro)p~ >> 0. Now the linearization 
of equations (4.18) and (4.19) about the relative equilibria given by setting 
7: = 0 has m + a zero eigenvalues corresponding to the r and p directions. 
Since the matrix corresponding to +-directions of the linearized system is 
of the form D + G, where D is positive definite and symmetric (in fact, 
D = (IDffpb+IDp,b)(ro)~bc(rr.)p~) and G is skew-symmetric, the determinant 
of D + G is not equal to zero. This follows from the observation that x t (D + 
G)x = xtDx > 0 for D positive-definite and G skew-symmetric. Thus using 
Theorem 4.4, we find that the equations of motion have local integrals 
r = R(+, k ) ,  p = P(+, k ) .  
Therefore Vk restricted to a common level set of these integrals is a Lyapunov 
function for the restricted system. Thus, an equilibrium r = ro,  p = po is 
stable with respect to r ,  i, p and asymptotically stable with respect to i if 
Summarizing, we have: 
Theorem 4.9 Under assumptions H2  if U = 0 and the conditions (4.17) 
and (4.20) hold, the nonholonomic equations of motion have a n  m + a- 
dimensional manifold of equilibria parametrized by r and p. A n  equilibrium 
T = ro, p = po i s  stable with respect t o  r ,  P ,  p and asymptotically stable with 
respect to  P .  
4.4 The Roller Racer 
The roller racer provides an illustration of Theorem 4.9. Recall that the 
Lagrangian and the constraints are 
and 
2 = cos0 
sin 4 sin 4 
(dicos4+dzB + dz 6). y = sin 0 
sin 4 sin 4 
The configuration space is S E ( 2 )  x S O ( 2 )  and, as observed earlier, the La- 
grangian and the constraints are invariant under the left action of S E ( 2 )  on 
the first factor of the configuratiorl space. 
The nonholonomic momentum is 
See Tsakiris [I9951 for details of this calculation. The momentum equation 
is 
lj = ((II + I z )  cos 4 - m d l  ( d l  cos 4 + d2))  . 
m ( d l  cos 4 + d ~ ) ~  + (11 + 1 2 )  sin2 4 ~4 
+ ( d l  + da cos 4) (I2d1 cos 4 - 11d2) $2.  
m ( d l  cos 4 + d2)2 + ( I1  + 1 2 )  sin2 4 
Rewriting the Lagrangian using p instead of 6, we obtain the energy 
function for the roller racer: 
where 
mdi [m(dl cos 4 + d2)d2 + I2 sin2 41 
~ ( 4 )  = I 2  + &-q -
sin2 4 [m(dl cos 4 + d2)2 + (II + 12) sin2 41 
and 
1 I(4) = (dl cos 4 + d2)2 + (11 + 12) sin2 4 ' 
The amended potential is given by 
r U = 
2[(dl cos 4 + d2)2 + (I1 + 12)  sin2 41 ' 
which follows directly from (2.7) and (4.21). 
Straightforward computations show that the locked inertia tensor I(4) 
satisfies the condition (4.17), and thus the roller racer has a two dimensional 
manifold of relative equilibria parametrized by 4 and p. These relative equi- 
libria are motions of the roller racer in circles about the point of intersection 
of lines through the axles. For such motions, p is the system momentum 
aboiut this paid and 4 is the relative angle between the two bodies. 
Therefore, we may apply the energy-momentum stability conditions (4.20) 
obtained in Section 4.3 for the degenerate case. Multiplying the coefficient 
of the nontransport term of the momentum equation, evaluated at 49, by 
I(4)po and omitting a positive denominator, we obtain the condition for 
stability of a relative equilibrium 4 = 40, p = po of the roller racer: 
Note that this equilibrium is stable modulo SE(2) and in addition asymp- 
totically stable with respect to 4. 
4.5 Nonlinear Stability by the Lyapunov-Malkin Method 
Here we study stability using the Lyapunov-Malkin approach; correspond- 
ingly, we do not a priori assume the hypotheses H1 (skewness of Dapb in 
a ,P ) ,  H2 (a curvature is zero) or H3 (definiteness of second variations). 
Rather, at the end of this section we will make eigenvalue hypotheses. 
We consider the most general case, when the connection due to the trans- 
port part of the momentum equation is not necessary flat and when the non- 
transport terms of the momentum equation are not equal to zero. In the case 
when gqe is commutative, this analysis was done by Karapetyan [1980]. Our 
main goal here is to show that this method extends to the noncommutative 
case as well. 
We start by computing the linearization of equations (2.8) and (2.9). 
Introduce coordinates u", v", and w, in the neighborhood of the equilibrium 
r = ro ,  p = po by the formulae 
The linearized momentum equation is 
To find the linearization of (2.8), we start by rewriting its right hand side 
explicitly. Since R = $g,p+aiP - ~Iabpapb - V, equation (2.8) becomes 
Keeping only the linear terms, we obtain 
d ~ , a ,  
= -DL Icd (r0)p; wd - DL ~ ~ ~ ( r o ) ~ ;  W, - 0 0  P a d  ( ~ 0 ) ~ a ~ d  
- D I ( )  u - BEs (r0)p: UP. 
Next, introduce matrices A, B, (2, and 9 by 
1 d21ab dD& ICb 
( r o ) ~ t ~ :  + &d r ,  (4.22) 
Using these notations and making a choice of rN such that g,p(ro) = Sap, 
we can represent the equation of motion in the form 
ca = vff, (4.25) 
6" = +;up + eaawu + Vff (a, v, w), (4.26) 
2iia = 9aff~a + Wu(u, v, w), (4.27) 
where V and W stand for nonlinear terms, and where 
(Or A; = gaYAyp, 23; = gaYByp, eaa = gay(?; if gffp(ro) f 6,p.) Note that 
The next step is to eliminate the linear terms from (4.27). Putting 
(4.27) becomes 
2, = &-L(u, v, 4, 
where Z,(u, v, x) represents nonlinear terms. Formula (4.28) leads to 
Z,(U, v, x) = Z,,(u, v, x)v". 
In particular, Z,(u,O,z) = 0. The equations (4.25), (4.26), (4.27) in the 
variables u, v, x become 
uff = IJa ,  
6" = A;@+ (23% + ~"a9,p)~P + effux, + V"(U, U, L, + 9,,~~), 
2, = Za(u, 21, w). 
Using Lemma 4.6, we find a substitution x" = u" + 4"(z), y" = v" such 
that in the variables x, y, z we obtain 
X" = y" + Xff(x, y, z ) ,  
ia = ~ ; ~ h -  (3; + eauaup)xp + yff(~, y,z), (4.29) 
i a  = Za(x, Y, 4, 
where the nonlinear terms X(x, y, z), Y (x, y, z ,  ), Z(x, y, x) vanish if x = 0 
and y = 0. Therefore, we can apply the Lyapunov-Malkin Theorem and 
conclude: 
Theorem 4.10 T h e  equilibrium x = 0, y = 0, x = 0 of the sys tem (4.29) 
i s  stable wi th  respect t o  x, y ,  x and asymptotically stable with respect t o  x, 
y ,  if all eigenvalues of the matr ix  
have negative real parts. 
4.6 The Lyapunov-Malkin and the Energy-Momentum Meth- 
ods 
Here we introduce a forced linear Lagrangian system associated with our 
nonholonomic system. The linear system will have the matrix (4.30). Then 
we compare the Lyapunov-Malkin approach and the energy-momentum ap- 
proach for systems satisfying hypothesis H2. 
Thus, we consider the system with matrix (4.30) 
According to Theorern 4.10, the equilibrium x = 0, y = 0, z = 0 of (4.29) is 
stable with respect to x, y ,  z and asymptotically stable with respect to x, y 
if and only if the equilibrium x = 0, y = 0 of (4.31) is asymptotically stable. 
System (4.31) may be viewed as a linear unconstrained Lagrangian system 
with additional forces imposed on it. Put 
The equations become 
2. = -c;z@+ +;zB - D Z ~ @  + G;fT (4.32) 
These equations are the Euler-Lagrange equations with dissipation and forc- 
ing for the Lagrangian 
with the Rayleigh dissipation function 
and the nonconservative forces 
Note that D a p  = (Dapb + Dpab) lab(ro)p; .  
The next theorem explains how to compute the matrices C and F using 
the amended potential of our nonholonomic system. 
Theorem 411 The  entries of the matrices C and F i n  the disszpative forced 
sys tem (4.32), which is equivalent to  the linear system (4.31), are 
1 1 
c a p  = I ( V a V ~  + V g V a ) U ( r o ,  P O ) ,  Fa0 = Z(VaVB - V g V a ) U ( r o , p o ) .  
Proof Recall that the operators of covariant differentiation due to the 
transport equation are (see (3.4)) 
Consequently, 
Therefore, for the amended potential U = V + ~labpapb we obtain 
Formulae (4.221, (4.231, and (4.24) imply that 
b ac + ~;@v:,~"~(ro)p:Pil+ ~bd,~~,r (~O)P:P: 
= VpVaU(r0, PO). 
Therefore 
1 1 
= Z("""~+V"a)U(r~ ,~~)r  F@ = - ( V , V ~ - V @ V , ) U ( T O , ~ ~ ) .  2  
Observe that the equilibrium x = 0, y = 0, x = 0 of (4.29) is stable with 
respect to x, y, x and asymptotically stable with respect to x, y if and only 
if the equilibrium x = 0, y = 0 of the above linear Lagrangian system is 
asymptotically stable. The condition for stability of the equilibrium r = ro, 
p = po of our nonholonomic system becomes: all eigenvalues of the matrix 
0 I 
have negative real parts. 
If the transport equation is integrable (hypothesis H2), then the opera- 
tors V, and Vp commute, and the corresponding linear Lagrangian system 
(4.32) has no nonconservative forces imposed on it. In this case the sufficient 
conditions for stability are given by the Thompson Theorem (Thompson and 
Tait [1987], Chetaev[l959]): the ecpilibrium z = 0 of (4.32) is asymptoti- 
cally stable if the matrices C and D are positive definite. These conditions 
are identical to the energy-momentum conditions for stability obtained in 
Theorem 4.7. Notice that if C and D are positive dclenite, then the matrix 
(4.30) is positive definite. This implies that the matrix A in Theorem 4.4 
has spectrum in the left half plane. Further, our coordinate transformations 
here give the required form for the nonlinear terms of Theorem 4.4. There- 
fore, the above analysis shows that hypothesis H3 implies the hypotheses of 
Theorem 4.4. 
Remark. On the other hand (cf. Chetaev [1959]), if the matrix C is not 
positive definite (and thus the equilibrium of the system x = -Cx is unsta- 
ble), and the matrix D is degenerate, then in certain cases the equilibrium of 
the equations x = -Cx - Dx + Gx may be stable. Therefore, the conditions 
of Theorem 4.7 are sufficient, but not necessary. 
4.7 The Rattleback 
Here we outline the stability theory of the rattleback to illustrate the results 
discussed above. The details may be found in Karapetyan [1980, 19811 and 
Markeev [1992]. 
Recall that the Lagrangian and the constraints are 
1 + 5 [(A sin2 $ + B cos2 $) sin2 0 + C cos2 01 d2 
+ m ( ~ l  cos O - ( sin 0)y2 sin 6 04 + (A - B) sin 0 sin $ cos $ 84 
+ Ccos0$4 + mg(-r.l sin0 + (cos6) 
and 
i = a14 + a24 + a3$, 7 j  = PI@ + 024 + ~ 3 4 ~  
where the terms were defined in 51.6. 
Using the Lie algebra element corresponding to the generator IQ = 
asax + P3ay + a+ we find the nonholonomic momentum to be 
P = I(0,  $)d + [(A - B) sin 0 sin $ cos $ - m(yl sin 0 + C cos 0)y2] 4 
+ [ c c o s ~ + ~ ( ~ ~ c o s ~ + ~ ~ ( ~ ~ c o s ~  -  sin^))] 4, 
where 
I(0,  $) = (A sin2 $ + B cos2 $) sin2 0 + c cos2 0 
+ m(yz + (yl cos 6 - ( sin 6)2). 
The amended potential becomes 
mg(y1 sin 0 + ( cos 0). 
The relative equilibria of the rattleback are 
where 00, $0, pa satisfy the conditions 
m g ( y ~  cos QQ - c sin 00) (00, $0) 
-t- [(A sin2 $0 -t- B cos2 +0 - C )  sin Qo cos Bo 
- m(yl cos 80 - C sin 00) (yl sin 00 + 5 cos Qo)] pi = 0, 
mgy2 r2 (00, $0) + [(A - B) sin Qo sin $0 cos $0 
- my2 (71 sin 80 + C cos QQ)] pi = 0, 
which are derived from V O U  = 0, V+U = 0. 
In particular, consider the relative equilibria 
that represent the rota,tions of the rattleback about the vertical axis of iner- 
tia. For such relative equilibria [ = C = 0, and therefore the conditions for 
existence of relative equilibria are trivially satisfied with an arbitrary value 
of p ~ .  Omitting the computations of the linearized equations for the rattle- 
back, which have the form discussed in Section 4.6 (see Karapetyan [I9801 
for details), and the corresponding characteristic polynomial, we just state 
here the Routh-Hurwitz conditions for all eigenvalues to have negative real 
parts: 
If these conditions are satisfied, then the relative equilibrium is stable, and 
it is asymptotically stable with respect to 0, 0, $, 6. 
In the above formulae ri, ra stand for the radii of curvature of the body 
at the contact point, a: is the angle between horizontal inertia axis [ and the 
rl-curvature direction, and 
P = (A + m a 2 ) ( c  + ma2), 
R = [(A + C - B + 2mu2)2 
+ m(a - r 2  sin2 a - r l  cos 
2 2 + C (a - rl sin2 a - r cos a) - B(2a - r l  - rz)] 
Conditions (4.33) impose restrictions on the mass distribution, the mag- 
nitude of the angular velocity, and the shape of the rattleback only. Condi- 
tion (4.34) distinguishes the direction of rotation corresponding to the stable 
relative equilibrium. The rotation will be stable if the largest (smallest) prin- 
cipal inertia axis precedes the largest (smallest) direction of curvature at  the 
point of contact. 
The rattleback is also capable of performing stationary rotations with its 
center of mass moving at a constant rate along a circle. A similar argument 
gives the stability conditions in this case. The details may be found in 
Karapetyan [I9811 and Markeev [1992]. 
4.8 Conclusions 
We have given a general energy-momentum method for analyzing the stabil- 
ity of relative equilibria of a large class of nonholonomic systems. We have 
also shown that for systems to which the classical Lyapunov-Malkin Theo- 
rem applies, one can interpret and even verify the hypotheses in terms of 
definiteness conditions on the second variation of energy-momentum func- 
tions. We have also studied stability of some systems (in the pure transport 
case) for which energetic arguments give stability, but the hypotheses of the 
Lyapunov-Malkin Theorem fail (because eigenvalues are on the imaginary 
axis). 
As indicated in the text, not all nonholonomic systems satisfy the as- 
sumptions made in this paper (and of the Lyapunov-Malkin Theorem) and 
we intend to consider these in a forthcoming publication. 
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