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Abstract 
This paper studies the channel stability number, a combinatorial function that has 
been introduced for evaluating frequency allocation plans for hybrid cellular networks. 
We present several results concerning the approximability of this function in the case 
of complete graphs and analyze how different constraints influence its computational 
complexity. 
1 Introduction 
In this paper we study a combinatorial problem arising in the context of frequency allocation 
strategies for cellular networks. Before defining the problem and listing our results, it is 
perhaps best to give the relevant context so that the genesis and the relevance of the problem 
can be better appreciated. 
In the frequency allocation problem for mobile telephone networks we are given a so- 
called interference graph and a frequency spectrum consisting of a set of carrier frequencies. 
Vertices in the graph represent stations, each requiring a certain number of frequencies. Two 
nodes in the graph are adjacent if the signals transmitted by the corresponding stations can 
interfere. For technical reasons, two frequencies f and g assigned to the same station must 
satisfy |f — g| > 6, where typically 6 = 2. Frequencies assigned to interfering stations must 
satisfy this inequality with 6 = 0 or 1. The optimization goal is to assign frequencies so that 
the expected traffic can be supported keeping at the same time the interferences low. This 
is formalized in several ways according to the context. The allocation strategies currently 
in use in all large, i.e. non local, networks follow a static approach: frequencies are assigned 
once for all. Reallocation happens rarely, usually every two or three months or when 
the network undertakes restructuring (stations are added, replaced or deleted). This static 
approach has several shortcomings [ZE’93]. In particular, it does not make a good use of the 
limited number of frequencies that are reserved for one cellular telephone network, a number 
usually in the order of 50. Consider for instance a typical metropolis like Berlin or New York 
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City; during the day, phone call traffic tends to be very heavy in the downtown area and 
light in the suburbs. In the evening the pattern is just reversed. Ideally, a network should be 
able to adapt to such changes and allocate frequencies dynamically as needed. In the above 
example the traffic pattern is predictable, but in reality this will not be the case; the network 
should be able to reconfigure dynamically according to (unpredictable) contingencies. No 
doubt this will be a common scenario in the next future and several dynamic allocation 
strategies have already appeared in the literature (see e.g. [DJLS’94, DV’93, EB’91, R’92]). 
Between the current situation and the appearance of dynamic networks however, there will 
be a transition phase where networks will be hybrid, t.e. partly dynamic and partly static. 
It is this type of networks that we are concerned with in this paper. A central problem 
arising when considering hybrid networks is the following: allocating frequencies to the 
static part of the network constraints the available frequency spectrum for vertices of the 
dynamic part. Such an assignment might be too restrictive and it is important to be able 
to detect whether this is the case. A related and rather important problem is to devise 
computationally efficient methods allowing to compare different frequency assignments to 
the static part of the network, i.e. to decide which of two assignments is the best with 
respect to the dynamic part. 
Therefore, in this paper we define and study the following combinatorial problem. An 
input instance J consists of an interference graph G = (V, F) modeling the dynamic part of 
the network and, for each vertex u, a list of available frequencies E(u) and two requirements 
max(u) and min(u) denoting the minimum and maximum number of frequencies required 
by the station corresponding to u. The L(u)’s are subsets of some linear order F— the 
frequency spectrum-— which is also part of the input G. The optimization goal is to select 
subsets S(u) C L(u) in order to maximize 
>» IS(u)| 
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subject to some or all of the following constraints: (a) for all u, max(u) > |S(u)| > min(u); 
(b) for all (u,v) € E, if f € S(u) and g € S(v) then |f — g| > 0 (ae. S(u) A S(v) = 0); 
(c) [co-site constraint] for all vertices u, if f € S(u) and g € S(u), f #g, then |f —g| > 1. 
We call the maximum value of 7,,cy |S(u)| the channel stability number of I and denote it 
with ch(Z). 
The input subsets L(w) model the fact that frequencies allocated to the static neighbors 
of u are not available for u any more. Constraint (a) models the fact that for dynamic 
stations the actual number of frequencies needed can vary unpredictably within two values. 
Although a station, strictly speaking, functions as long as there is one available channel, in 
practice each station, in order to service its area satisfactorily, requires a minimum number of 
channels. This parameter, denoted as min(u), is an estimate done by the network managers. 
Constraint (b) ensures that no two neighboring stations use the same frequency. In real 
systems, a stronger version of constraint (c) is required, namely |f — g| > 6 > 0. Usually, 
) = 2. The simpler condition |f—g| > 1 does not affect the validity of our results except that 
approximation factors should be scaled down by a 6 factor. The function ch(I) measures 
how much “flexibility” is left to the dynamic part of the network. 
This problem simultaneously generalizes other well-known combinatorial problems re- 
lated to vertex coloring: the T-coloring problem, list coloring, set coloring (a generalization 
of vertex coloring whereby one seeks to assign sets to vertices so that sets assigned to 
adjacent vertices have empty intersection) and the k-th stability number, also known as 
the partial k-coloring problem, where one seeks a vertex induced k-colorable subgraph of 
maximum size [B’89, H’80, JT’95, T’89].
In this paper, we study the channel stability number problem for the special case of 
cliques. The importance of this special case stems from several facts. First, graphs coming 
from real systems have the clique number bounded by a rather small constant, in the order 
of 15 or so. Such a condition is simply enforced by the managers of real networks who, 
in order to avoid severe signal interference, make sure that large cliques are never created. 
When a clique is too large it can be broken in several ways for instance, by decreasing the 
emission power so that stations sufficiently far apart cease to interfere. If, as a result, some 
regions are left underserviced new stations are introduced as appropriate. The net result 
of such operations is replacement of a large clique by two or more smaller ones. In this 
fashion the maximum degree is kept under control and usually is in the order of 20. Some 
old stations might have higher degrees— in the order of 50— but they are being gradually 
modified and their degree is expected to decrease. It should also be pointed out that the 
topology of these graphs, although unknown, is by no means arbitrary. In particular, it 
resembles intersection graphs of roughly disk shaped regions. Such graphs have several nice 
properties. In particular, their chromatic number is bounded by a constant times the clique 
number [MBHRR’95, GSW’94]. 
These considerations are corroborated by the experimental evidence available. When 
allocating frequencies telephone companies routinely compute all maximal cliques of the 
whole graph using backtracking algorithms. Such computations take the order of minutes 
even for the largest existing networks which have as many as 5,000 nodes [P’95]. Given 
that all maximal cliques are available studying complete graphs is all the more relevant. 
On the one hand, a given static allocation plan should pass the test of performing well on 
each clique. On the other, it is plausible that good upper estimates of ch(-) for the whole 
network can be computed from the cliques. 
In a previous paper, Malesiriska showed that when constraint (c) is dropped the problem 
is solvable in polynomial time by reducing it to bipartite matching, and that when (c) is 
introduced the problem becomes non approximable in a rather strong sense (unless P=NP): 
to find any feasible solution satisfying (a) through (c) is NP-hard [M’95]. 
In this paper, we continue this line of research. After some preliminary definitions 
in Section 2, we study the approximation complexity of ch(J) in Section 3. Given that 
under constraints (a) through (c) even finding a feasible solution is NP-hard, we study the 
problem under relaxed constraints. First, we show that, interestingly, if any feasible solution 
is available then a 1/3-approximation can be computed in polynomial time. Then, we show 
that when constraint (a) is relaxed by dropping the set of conditions |.S(u)| > min(u), for 
all u, the problem becomes 1/2-approximable. It cannot, however, be approximated to any 
degree of accuracy because, as we show, it is MAX SNP-hard- a fact which rules out the 
existence of polynomial-time approximation schemes for the problem, unless P = NP. In 
Section 4 we show that the approximation ratio of 1/2 can be improved if the input instances 
satisfy a certain “sparsity” condition of the lists L(u) of of admissible frequencies. Finally, 
in Section 5 we give some “density” conditions for these lists that, when satisfied, make the 
co-site constraints have no influence on the maximum value of ch(J). 
2 Preliminaries 
We recall some well-known notions and definitions from the theory of approximation al- 
gorithms (see e.g. [CLR’90, PY’91]). An NP maximization (minimization) problem A is 
a-approximable if there exists a polynomial time algorithm A which, for all inputs J, pro- 
duces a solution A(I) whose value is at least (at most) a times the optimal value. We say
then that the algorithm A has the performance guarantee a. Alternatively, the quality of 
an approximation algorithm can be measured by its relative error, i.e. 
__eptald) — AU) 
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Note that if the relative error of an approximation algorithm A is bounded by e€ then A 
has the performance guarantee 1 — « if A is maximization problem, and 1+. if Aisa 
minimization problem. 
A problem A L-reduces to another problem B if we can find two constants a and @ and 
a pair (f,g) of polynomially computable functions such that: (a) for all instances I of A, 
f (J) is an instance of B such that optp(f(Z)) < a opt,(Z); and (b) given a feasible solution 
b of f(Z) whose value is c(b) then, a = g(b, f(I)) is a feasible solution of I of value c(a) 
such that |opt,(I) — c(a)| < 6 joptp(f(Z)) — c(b)|.. Taken together, these two conditions 
imply that if B is approximable with worst case relative error « then A is approximable 
with the relative error aGe or, conversely, that if there exist a limit 69 such that A cannot 
be (1—69)-approximated (or (1+69)-approximated if A is a minimization problem) then, 
B cannot be approximated within 1 — dga~'@7! (or 1 + dga7! B71). 
In a seminal paper, Papadimitriou and Yannakakis introduced a class of combinatorial 
problems called MAX SNP which has many natural complete problems with respect to 
L-reductions [PY’91]. Among these is MAX 3SAT-B whose input is a boolean formula 
F(21,...,%n) in conjunctive normal form such that each clause has at most three literals 
and each variable appears at most B times. The optimization goal of MAX 3SAT-B is to find 
a truth assignment satisfying the maximum number of clauses. Recent breakthroughs in 
the theory of approximation algorithms show that if a problem A is MAX SNP- hard w.r.t. 
L-reductions then there exist some 64 such that A cannot be 6,4-approximated provided 
that PANP (see [A’94, BGS’93, H’94] among others). 
As defined in the introduction ch(I) denotes the channel stability number of an instance 
I = (G,L,min, max) consisting of the interference graph G, lists of available frequencies 
L(u) and minimum and maximum channel requirements. If no minimum frequency require- 
ments have to be observed- or, equivalently, if min(u) = 0, for all u- than the corresponding 
channel stability number is denoted by ch(J). Analogously, if only conditions (a) and (b) 
are considered and the co-site constraints are ignored then the channel stability number is 
denoted by ch*(I). _ 
As customary, K,, denotes the complete graph on n vertices. In this paper, ch(J), ch(Z) 
and ch*(I) are studied when the underlying graph topology is a complete graph. Moreover, 
note that in this paper the notions of frequency and channel are used interchangeably as 
logical rather than technical terms and that they are often represented as colors. 
3 Approximability of the channel stability number 
In this section we show some results on the approximability of the channel stability number. 
It is an obvious necessary condition for the existence of a polynomial time approximation 
algorithm for any optimization problem that at least one feasible solution can be computed 
in polynomial time. However, the following theorem is proven in [M’95]: 
Theorem 1 Consider the class of instances of ch(I) defined on a complete graph and sat- 
isfying max(v) = min(v) = r(v). Then, it is NP-complete to decide if there is a feasible 
solution, i.e. a collection of S(u) C L(u) satisfying constraints (a) through (c). 
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In view of this, it makes sense to study the approximability of the channel stability 
number only if we have some information about the feasibility of the instance. The next 
result shows that if at least one feasible solution exists then ch(J) is +-approximable. 
Theorem 2 Consider an instance I of the channel stability problem defined on a complete 
graph Ky, and a frequency spectrum C. If the instance I is feasible then ch(G) can be $- 
approzimated in time O(Mn|C|,/Mn+ |C|). If additionally one feasible solution S(u) is 
known for I then the algorithm yields not only the approximated value of ch(G) but also a 
new set of feasible sublists reaching this value. 
Proof. 
We claim that if there is at least one feasible solution for the instance J satisfying all 
requirements (a) through (c) then ch(I) > $ch*(I), where ch*(-) denotes the number of 
channels that can be assigned when only conditions (a) and (b) are observed. On the other 
hand, ch(I) < ch*(I). This yields a polynomial time approximation algorithm with the per- 
formance guarantee 4 as ch*(I) can be computed in time O(Mn|C|,/Mn + |C]) ([M’95)). 
Note that this algorithm does need to know any feasible solution for the instance J. Simply 
the knowledge of its existence is enough to assure the performance guarantee. 
Now, in order to complete the proof we construct a solution P by combining any feasible 
solution S' satisfying all constraints with a solution S’ that selects ch*(I) channels, but 
does not necessary observe the co-site constraints. The new assignment P satisfies all the 
constraints and >, cy |P(v)| > ¢ch*(Z). It is constructed in two stages. First, min(v) colors 
from the solution S are assigned to each vertex v € V. Let us consider these colors according 
to their linear order. When a channel c is added to P(v) then the set $’(v) is reduced to 
S’(v) \ {ce —1,¢,¢ + 1}. Moreover, if there is another vertex w € V such that c € S’(w) 
then c is removed from the list S’(w). Hence, in the first stage 5>,,-y min(v) channels are 
introduced to the solution P and at most three times as much elements are removed from 
the solution S’. 
Let us denote the remaining elements of the solution S’ by Si(v), v € V. If now Si(v) 
satisfies the condition [|S}.(v)|/2] < max(v)—min(v) for all vertices v € V then in the second 
stage every second element of the lists S(v) can be added to the solution P and the proof is 
completed since the overall value of the solution 4,<y |P(v)| is at least $ch*(I). Otherwise, 
let us assume that there is a vertex w € V such that [|S (w)|/2] = max(w) — min(w) + 2, 
for some 0 < x < min(w). It means that min(w) - the number of channels added to the list 
P(w) from the list S(w) - exceeded at least by « the number of channels removed during 
the first stage from the list S’(w). That is there were at least x channels in the list S(w) 
added to P(w) such that neither they were in S’(w) nor any of the neighboring channels 
had to be removed from S’(w) when they were added to P(w). Some of these x chan- 
nels were only possibly removed from S(v), for one vertex v # w per channel. Therefore, 
since per one channel introduced to the solution P we can afford deleting three channels 
from the solution S’, we can remove z additional elements from the list S/(w). Then, 
[|.S1(v)|/2] < max(v) — min(v). The same method can be applied to all vertices v € V for 
which [|S}(v)|/2] > max(v) — min(v) and afterwards every second remaining element of 
S!(v) is added to the solution P(v). At the end cy |P(v)| > $ch*(J). 
  
     
The next result shows that the min(u) requirements have a great impact on the compu- 
tational complexity of the problem.
Proposition 1 /f I is defined on a complete graph and max(v) < M for all v then ch(1) 
can be approximated within a factor of 2 in time O(Mn|C|,/Mn + |C|), where |C| denotes 
the number of frequencies in the spectrum. 
Proof. It can be easily seen that 
  
h*(1) ~~ ED) < ch) < eb*(1 
Namely, when there are no minimum channel requirements then one can construct a feasi- 
ble solution having at least value ch*(I)/2 by taking every second element from an optimal 
solution that may violate the co-site constraints. Hence, the algorithm for ch*(I) can be 
used to approximate ch(J). 
  
     
Note that this reasoning remains valid when the condition min(u) = 0, for all u, is replaced 
by min(v) < 1, for all v. 
Now the question can be asked if the channel stability number of a complete graph is 
(1—e¢)—approximable for every rational 0 < € < 1, when all minimum frequency requirements 
equal zero. Unfortunately, it follows from the next theorem that even in that case there is 
a constant c > 0 such that there is no deterministic polynomial time algorithm for ch(J) 
with the performance guarantee c, provided that P # NP. Recall that the channel stability 
number for the special instances which do not have minimum requirements- i.e. min(u) = 0 
for all u— is denoted by ch. 
Theorem 3 Computing ch(I) is MAX SNP-hard. 
The proof of Theorem 3 requires several steps. The first is to establish the MAX SNP- 
hardness of a special class of MAX 3SAT instances. In [PY’91] it is proven that MAX 
3SAT-B is MAX SNP-hard for any B > 8. In order to prove Theorem 3 we need to show 
that MAX 3SAT-B remains MAX SNP-hard when the instances are restricted to B = 6 
and moreover have a special clause structure. 
Definition 1 (MAX 3SAT*) Let I be a set of clauses of length 3 or 2 such that each 
variable occurs in exactly 4, 5 or 6 clauses. Moreover, if a variable x; occurs in 4 or 6 
clauses then these are respectively 2 or 3 pairs of symmetric clauses of the form 2;V =; and 
a, V «;. If a variable x; appears in 5 clauses then these are two pairs of symmetric clauses 
and one arbitrary clause of length 3. MAX 3SAT* problem is to find a marimum number 
of simultaneously satisfiable clauses in I. 
A slight modification of the original MAX SNP-hardness proof of Papadimitriou and 
Yannakakis establishes the MAX SNP-hardness of MAX 3SAT*. The reader can refer to 
[PY’91] for more details. 
Lemma 1 MAX 3SAT* is MAX SNP-hard. 
Proof: 
The only difference between the MAX 3SAT-B instance obtained in Theorem 2(b) in [PY’91] 
and MAX 3SAT™ is that in the first case there can be some variables occuring in four pairs of 
symmetric clauses. This can be eliminated in the following way. We use an L-reduction from 
MAX 3SAT similar to [PY’91]. For each variable occuring m times in the 35AT-formula 
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one constructs a graph F;,, with the following properties: (1) it has degree bounded by 3 (in 
[PY’91] it was bounded by 4), (2) it has O(m) nodes of which m are ‘distinguished’, and 
(3) for every partition of the nodes into two sets, the number of edges in the cut is at least 
min(|S}|,|S2|), where S; and Sy are the sets of distinguished nodes in the two sides. Fy, can 
be obtained from m full binary trees with (at least) 1/c leaves. The trees are connected in 
a Slightly different way than in [PY’91]. Namely, let us denote the original leaves by L. We 
connect four additional nodes v’, v1, v2 and v3 to each v € L using the edges (v,v’), (v, v3), 
(v',v1) and (v/, v2). Now, consider a cubic c-expander ([A’87]) on the original leaves L and 
for each of its edges (v,w) introduce one edge between v; and w; for some i,j € {1,2,3} 
Altogether, each of the new leaves {v1,v2,v3|u € L} should be used exactly once. The 
distinguished nodes are the roots of the binary trees. Then, clearly, F, satisfies properties 
(1) and (2). To show that the property 3 is satisfied a similar reasoning to [PY’91] can be 
used. Let us consider a partition of the nodes into two sets Q; and Q2. Define R,, and 
respectively Ry, to be the set of distinguished nodes for which all the inner nodes of the 
corresponding binary trees are contained in Q1, or respectively in Q2. Let us denote the 
rest of the distinguished nodes by Rs. The cut clearly contains at least |R3| edges joining 
inner nodes of the binary trees. We claim that it also contains min(|R,|, |2|) edges incident 
to some leaves. 
To see the latter, let us denote by Q7 = Qi ML and respectively by Q5 = Q2N L. 
W.Lo.g. let us assume that |Q7| < |Q3|. Then |Q?| > 4 min(|Rj|,|R2|) and in a c-expander 
on nodes L this set would have at least c- + min(|Rj|,|R2|) neighbors outside. For each 
such neighbor w we can choose from the c-expander an adjacent node v € Qj. In the graph 
Fy, there is a path from v to w of the form: vu(v')ujw;(w’)w, t,7 € {1,2,3}. Notice that 
v,v' € Q, and w € Q2 and hence, at least one of the edges in the path belongs to the cut. 
Since for each w we consider only one path and since paths starting in the vertex v may 
overlap only in the edge (v,v’), which does not belong to the cut, we can altogether select 
at least min(|1|,|R2|) different cut edges from these paths. Since none of these cut edges 
has two inner nodes as its ends, they are different from the first |R3| edges. 
Now |Rs3| + min(|R,|,|Re|) > min(|S1|,|S2|) and F,, satisfies (3). The rest of the con- 
struction and of the proof is the same as in [PY’91]. Each variable + occurring m times 
in the instance of MAX 3SAT is replaced by O(m) new variables x71, 2%2,.... Moreover, for 
every edge (7,7) of the graph F,, two auxiliary clauses are introduced x; V %; and Zj V 2;. 
It can be now easily seen that this transformation from MAX 3SAT to MAX 3SAT™ is an 
L-reduction. 
  
     
We now exhibit an L-reduction from MAX 3SAT* to ch(-) when the underlying graph 
topology is that of complete graphs. We define a transformation f from the MAX 3SAT* 
problem into the channel stability problem. If an instance I of MAX 3SAT* has m clauses 
and n variables, then I’ = f (I) is defined on a complete graph with 3n +m vertices and the 
set of channels C = {2}, 2}, 2?,2?, 23,23, a;,b;,c;,d; |i=1,...,n}. The first six channels 
represent the occurrences of a variable 7;, 1 = 1,...,n. Positive literals are represented 
by positive channels and negative literals by negative ones. The occurence in a clause of 
length 3 is always represented by the channel with upper index 1. Two literals from a 
pair of a symmetric clauses are represented by two channels with the same upper index. 
For each variable 7; we introduce 3 nodes t;, p; and r; with lists of channels: L(t;) = 
{bj,Z}, a;, 27, 03,23, v7, ¢;,2},di}, L(pi;) = {bi,d;} and L(r;) = {a;,c;}. The sequence L(t; 
defines a linear order of consecutive channels. We define max(t;) = 5, max(p;) = max(ri) = 
1. Intuitively, the task of group ¢;,7;, p; is to ensure that only two set assignments for S(t;),
S(pi) and: S(r;) reach the maximum requirements. For $(t;) it is either {b;, a;, 23,27, 2}} or 
{z} ; @?, z? ,¢j,d;}. For each clause c; we introduce one node k;, j7=1,...,m. With each such 
node we associate the set of channels representing the literals of the respective clause and 
set max(k;) = 1. If a variable i occurs in 5 clauses than either the channel z} or %} is not 
admissible for any clause-node. If a variable 7 occurs 4 times than both of these channels 
are absent in the lists of admissible channels for clause-nodes. 
Let us illustrate this transformation by means of an example. Given a boolean formula 
I of the form 
(xy V TV x3) A (xy V 2) A (Zy V x2) A (xo V Z3) A (Zo V x3) A (xy V 3) A (Zy V x3) 
we obtain an instance J’ of the channel stability problem defined on a complete graph Kj 
with the following lists of admissible channels: 
L(t;) = {b;, 0}, a;,07, 23,03, 2?,¢,2},dj}, i= 1,2,3, 
L(pi) = {b;, di}, i= 1, 2,3, 
L(r;) ={aj;,c}, = 1, 2,3, 
Lc) = {2}, 73,03}, 
L(c2) = {a7, 25}, L(c3) = {%j, 05}, 
L(ca) = {3,73}, L(c5) = {%3, 13}, 
Leg) ={27}, 73}, Ler) = {7}, 03}. 
A solution S of such an instance of the channel stability problem is defined to be reg- 
ular if and only if, for every i € {1,...,n}, (a) each S(t,) is either {b;,a;, x3, 27,2}} or 
{x}, 2?,z3,c,d;}; (b) no channel is assigned both positive and negated to some clause- 
nodes, i.e. for no 2; and indices j,1,c,d, 7} € S(ke) and z} € S(kq). 
Any satisfying assignment induces, in the obvious way, a regular solution. Conversely, 
a regular solution defines a proper truth assignment for the original 35AT formula. The 
difficulty of the proof is to show that any given feasible solution can be transformed into a 
regular one whose value is no worse than the original. 
Lemma 2 [f I is an instance of the MAX 3SAT* problem and I' = f(I) has a solution S\ 
of value c, then I' has also a solution Sy of value at least c satisfying the additional property: 
  (St, Ay s.t. fal, TF} C S(t;)).      
Proof. Such pairs of channels can be iteratively removed from the solution S; for 7 = 
1,...,n and 7 = 1,2,3 without decreasing the value of the solution: 
e (j=1) If {a}, z}} C S(t;)) then |S(t;)| < 4. Moreover, b; ¢ S(t;) and d; ¢ S(t;). Since 
S(pi) can contain only one of the colors b; and d;, the other one can replace x} or 7} 
1) 
Pi) 
in S(t;). The value of the modified solution does not change. 
2) e (j=2) If {x?, 77} C S(t;)) then |,$(t;)| < 4 and none of the channels: ai, x3, EP, c is in 
S(ti). Moreover, we can now assume that only one of the channels x} and Z} belongs 
to S(t;). If a} ¢ S(t i) then x? can be replaced i n S(t;) by c; and S(rs) can ‘be set to 
{aj}. Otherwise, if z} ¢ S(t i) then %? is replaced in S(t;) by a; and S(r;) is set to 
{#°}. The value of the modified solution does not decrease. 
e (j=3) Since x3 and 7%? are consecutive they could not have been together chosen for 
S(t,).       
Lemma 8 [f I is an instance of the MAX 3SAT* problem and I' = f(I) has a solution Si 
of value c, then I' has also a solution Sy of value at least c satisfying the additional property: 
a(4i, 47 and two clause-nodes ky and k, 8.t. a! € S(k,) and z! € S(k;)). 
Proof. Note that if a! € S(k,) and z € S(k,) for some i € {1,... ,n}, 7 € {1,2,3} then 
ky, and k; must correspond to a pair of symmetric clauses of the form a! V zy and z! V xy. 
By Lemma 2 we can assume that either Z? or x¥ does not belong to S(t s). If aY € S(ts), 
then we can set S(k;) = {x} instead of {z)}. Similarly, if 7” ¢ S(t;), then we can set 
S(ky) = {ZU}. The value of the modified solution S2 equals the value of the original solution 
Si. 
  
     
Lemma 4 /f I is an instance of the MAX 3SAT* problem and I' = f(1I) has a solution 
S such that |S(t;) U S(p;) U S(ri)| = 7, for any i = 1,...,n, then either only positive or 
only negative channels corresponding to the variable x; are chosen to the sets S(k,), where 
ky represents a clause, |= 1,...,m. 
Proof. If |S(t;) U S(pj;) U S(r;)| = 7 then |S(t;)| = 5, |.S'(p;)| = 1 and IS(ra)| = 1. Then, 
the only two possibilities for S(¢;) are {z},z?, #3, c;,di} and {bj,a;,23,x?,a2}}. Hence, all 
the channels representing the variable x; that are chosen for some clause-nodes are either 
positive or negative. 
  
     
Lemma 5 [/f I is an instance of the MAX 3SAT* problem and I' = f(I) has a solution Sj 
of value c, then I' has also a regular solution Sz of value not less than c. 
Proof. By Lemma 3 we can assume that for any 1=1,...,n maximally three channels 
corresponding to the variable x; are chosen to the sets S(k,), where k; represents a clause 
and /=1,...,m. Hence, the requirements that either only positive channels or only negative 
channels are chosen for the clause-nodes can be violated at most by one channel. W.1L.0o.g. 
assume that one negative and two positive channels corresponding to the variable x; are 
selected for some clause-nodes. In that case, by Lemma 4, |S(t;)US(p;) US(r:)| < 7. Hence, 
instead of assigning the negative channel to the clause-node, we can add it to S(t;). More 
precisely, S(t;) can be set to {7},77,73,c,d;}, S(pi) = {bj} and S(rj) = {aj}. By this 
modification the value of the solution does not decrease. 
  
     
Proof of Theorem 3. 
We claim that the function f defined above is an L-reduction of the MAX 3SAT* prob- 
lem into the channel stability problem in complete graphs. Clearly, for any instance J and 
I' = f(I), we have OPT(I') > OPT(I)+7n. On the other hand, by Lemma 5 each solution 
of I' of value 7n + k can be made regular. Then, defining the truth assignment in J accord- 
ing to the channels selected for the clause-nodes yields a solution for IJ of value k. There- 
fore, OPT(I') < OPT(I) + 7n. For any instance I of MAX 3SAT* we have 4n < 3m and 
OPT(I) > %. It follows that OPT(I') < 2 OPT (I) and |k—OPT(I)| = |7n+k-—OPT(I')|. 
Hence, f is an L-reduction, where the constant a@ can be set to 2 and 6 = 1. 
  
    
4 Sparse lists of admissible channels 
The channel stability number of complete graphs can be easily computed when the co-site 
constraints can be ignored, but the problem becomes NP-hard when the constraints have 
to be observed. It would be interesting to know if this difference disappear when the lists 
of admissible channels satisfy certain additional conditions. As a partial answer to this 
question we first consider instances with relatively short lists of channels and show how the 
approximation results can be improved when |L(v)| < 2 max(v) for every v € V. In Section 
5 some conditions for dense lists of admissible channels are defined, under which the co-site 
constraints have no influence on the value of an optimal solution. 
The approximation ratio can be improved using the notion of capacity. We mean the 
capacity of lists of admissible channels for some vertices A C V i. e. the number of channels 
that can be possibly assigned to these vertices respecting the co-site constraints. 
Definition 2 Given a set of linearly ordered channels C = {1,...,|C|} and a complete 
graph Ky, with lists of admissible channels L(v) for every verter v € V(K,,), the capacity(A), 
ACV(K,), is defined as the mazimum value of the sum Doycy |S(v)| subject to the condition 
that S(v) C L(v) and S(v) A S(u) = @ for all v, u € V(Ky) as well as to the co-site 
constraints. 
Note that in this definition there is no bound on the cardinality of S(v). The usefulness 
of the capacity notion comes from the fact that it can be quickly computed for any set of 
vertices A C V(K,,) and then used to approximate the value of ch(J). For any instance I 
of the channel stability problem let us construct an auxiliary digraph G = (W, F’). It has 
one vertex vu, for every vertex v € A and every channel c such that c € L(v) and an arc 
(Ve, We41), for all w # v. The interpretation of this arc is that if channel c is assigned to 
the vertex v then c+ 1 can be assigned to w. Let P be a family of vertex-disjoint paths 
in G having the property that for every channel c there is at most one vertex v,. contained 
in any of the paths P. By the definition of the digraph G the family P corresponds to an 
assignments of channels to vertices fullfiling the requirements from Defintion 2. Therefore, 
capacity(A) = max S- |PIt. 
PeP 
The family P maximizing the above expression can be found using a kind of BFS. Let co 
be the lowest frequency in the available spectrum. Then, for all v € V such that co € L(v), 
the nodes ve, are put into the BFS queue. Now, a longest directed path starting in any of 
these nodes is computed. Assume that this path ends in w,. It means that channel c could 
be assigned to vertex w and that channel c + 1 does not occur in any list L(v), v € A and 
v #w. Hence, the next channel that could be assigned to any vertex must be higher than 
c+1. Therefore, the second path can start in any of the nodes v-4¢, for the smallest channel 
c+a>c+1 that is admissible for any vertex. The procedure continues in the same way 
until the last channel is reached. 
If the lists of admissible channels are short then the next theorem gives a better perfor- 
mance ratio than Proposition 1. 
Theorem 4 Assume that we are given an instance I with a set of linearly ordered channels 
C = {1,...,|C|} and a complete graph Ky, with lists of admissible channels L(v) and 
maximum channel requirements max(v) for every verter v € V(Ky). If there is a constant 
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then capacity) < ch(I) < capacity(V). 
Proof: 
Consider a family of disjoint paths P defined as above and covering capacity(V) nodes. 
Such a family induces an assignment S(v) of channels to vertices: 
S(v) :={ce: IPEP s.t. ve € P} 
Note that |.S(v)| < capacity(v), for every vertex v € V(K,,). In a proper assignment no 
selected sublist S(v) should be longer than max(v) and therefore, all longer lists S(v) have 
to be reduced. However, for each v, at most capacity(v) — max(v) channels are removed 
which, in the worst case, constitutes a (1 — +) fraction of the number of channels assigned 
to v. The remaining channels form a proper assignment at least of value capacity(V)/a. 
  
     
5 Dense lists of admissible channels 
In this section we go back to the study of ch(-), namely we consider again constraints 
(a) through (c). We examine certain “density” conditions on the input lists D(v)’s, which 
guarantee that the value of optimal solutions does not depend on the co-site constraints. 
The study of “dense” lists of admissible channels is motivated by the results obtained 
for randomly generated instances of the channel stability problem in complete graphs. We 
have generated 10 instances with 15 vertices, 60 channels and the average number of 30 
forbidden channels for each vertex. Minimum channel requirements have been set to 1 and 
maximum requirements have been equal 4 or 6. In 9 cases a heuristic algorithm managed 
to assign all colors to the vertices observing both the minimum and maximum requirements 
as well as the co-site constraints. 
The following theorem formalizes the notion of “density”. 
Theorem 5 Assume that we are given an instance I with a set of linearly ordered channels 
C = {1,...,|C|}, a complete graph Ky, with lists of admissible channels L(v) and minimum 
and mazimum channel requirements min(v) and max(v) for every verter v € V(K,,). More- 
over, assume that there is a constant k <n—1 such that the instance has the following two 
properties: 
(1) VACV(Kn) (IA, Sk +1 > [Uses L)| > 42 ve4 max(v)) 
(2) VAC V(Kn) (JA = & > Unea Lv) = ©). 
Then the value of an optimal solution of the channel stability problem is the same when the 
co-site constraints are observed and when they are ignored. Moreover, a feasible solution 
exists iff >,cy min(v) < |C| and then 
ch(Z) = min{|C|, S- max(v) }. 
vEV 
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Proof. Given any solution S of an instance I of the channel stability problem with minimum 
requirements we call a channel c to be free for a vertex v iff none of the channels {c—1, c, c+1} 
has been chosen to S(v). A channel c is used by a vertex v iff c € S(v). 
Let us first point out some consequences of the properties (1) and (2). It follows from the 
first property that for any set of vertices A, |A| < ‘+1, the colors from the set U,,<4 L(v) 
can be partitioned into disjoint groups of 4max(v) colors per vertex, so that only colors 
from the list L(v) are in the group associated with any vertex v, v € A. For one vertex 
one more color can be selected. In a proper assignment S satisfying all requirements, the 
selection of a channel c for a vertex v may cause that maximally three admissible channels: 
c—1, cand c+1 are not free for v. Hence, given any admissible assignment S' and a set of 
vertices A, |A| < &+1, the number of free channels in A exceeds at least by one the number 
of used channels. The property (2) guarantees that for every channel c and an arbitrary set 
of vertices A of cardinality k + 2 there are at least three vertices u € A such that c € L(u). 
Hence, for any admissible assignment 5S, if colors c and c+ 1 or c—1 have been chosen to 
S(v) for any vertex v € A then c is free for at least one vertex w € A. 
Clearly, if 0,,-y min(v) < |C| then there is no feasible solution. Otherwise, it follows 
from the Hall property (see e.g. [B’85]) that min{|C], }°,,-y max(v)} channels can be as- 
signed to the vertices when the co-site constraints are ignored. Moreover, we claim that 
all violations of the co-site constraints can be removed from such an optimal assignment S. 
Namely, assume that there is a vertex v that has been assigned two consecutive channels 
cand c+1. Then S can be modified to a solution S$’ that has the same value, assigns no 
new pairs of consecutive channels and such that c ¢ S(v). This is achieved with the help of 
an auxiliary directed tree T with labeled edges that is iteratively augmented until the new 
solution S’ is found. The vertex v is defined to be the root of T. Then, new nodes are added 
to T according to the following principle. If the channel c is free for the vertex w that has 
been just added to T or if there is a channel d that is free for w and is not used by any other 
vertex than the unique path from v to w defines the sought transformation from S$ to S’. 
Namely, in the first case the channel c is assigned to w instead of the channel that labeled 
the last arc of the path and in the second case d is allocated to w. Moreover, for every 
arc (v1, V2) in the path labeled with c*, the channel c* is removed from the list of channels 
assigned to v2 and is now allocated to v;. By the second property when |V(T)| = k + 2 
then c is free for at least one vertex in V(7') and hence, the transformation from S' to S" 
is found. Otherwise, if |V(T)| < & +2 and none of the two cases applies then by the first 
property there is a vertex u € V(T) and a channel f such that f is free for u and is not 
used by any of the vertices in T. Then, there is a vertex z ¢ V(T), such that f € S(z). The 
tree T is now extended by the arc (u, z) labeled f. Since in each such step a new vertex is 
added to V(T) and k < n—2 the sought transformation is found at most after k + 1 steps. 
Moreover, the same method can be iteratively applied to all pairs of consecutive channels 
that are assigned to one vertex and at the end we obtain a solution satisfying all constraints 
and assigning min{|C|, }°,,<y max(v)} channels. 
  
     
The requirements in Theorem 5 are quite restrictive and therefore, it would be good to 
know if there are some lighter conditions on the lists of admissible channels under which 
the co-site constraints have no impact on the channel stability number ch(-). However, the 
following two examples show that none of the properties 1 and 2 alone can be sufficient. 
Example 1. Consider a complete graph K,, with vertices {v1,...,vn,}. For the vertices 
vj, 1 = 1,...n—1 the lists of admissible channels are defined as L(v;) = {1,2,... ,n — 1} 
and maximum channel requirements are max(v) = 1. For the last vertex up, L(vn) = 
12
{1,2,...,n,2+1} and max(v,) = 2. The minimum channel requirements of all vertices 
equal zero. Then ch(J) = n but an optimal solution that does not observe the co-site 
constraints achieves value n+ 1. On the other hand, this instance satisfies the first property 
from Theorem 5 for any constant k < |4| —1. 
Example 2. In this example we also consider n+ 1 channels and a complete graph K,. For 
the first n—1 vertices the lists of admissible channels are defined as L(v;) = {1,2,... ,n+1} 
and max(v;) = 1. For the last vertex vp, we set L(vp) = {1,2} and max(v,) = 2. Then, 
as in the previous example, ch(I) = n and an optimal solution that does not observe the 
co-site constraints achieves value n + 1. However, the second property from Theorem 5 is 
satisfied for every subset of vertices A, |A| > 2. 
6 Conclusions 
In this work we have studied the channel stability function ch(J) of an instance I defined 
on a graph G. This function can be used to select a channel assignment plan for the fixed 
part of a mixed cellular network leaving enough freedom in the dynamic part. In particular 
we have studied the computational complexity and approximability of ch(J) when G is a 
complete graph and the restriction of ch(I) to ch(J) when there are no minimum channel 
requirements. It has been shown that ch(I) can be approximated up to a constant factor but 
unfortunately the problem is still MAX SNP-hard. Moreover, the influence of the co-site 
constraints on the complexity of ch(I) and ch(I) has been examined. 
The future work should concentrate on the design of algorithms for the general topology 
of the dynamic part of the network. The results for complete graphs can be used in the 
computation of upper bounds on ch(I). One possibility is to find an appropriate disjoint 
clique cover of G and then sum up known bounds for the cliques. This idea is now being 
implemented and the results will be compared with lower bounds obtained by heuristic 
algorithms based on frequency assignment procedures. 
Another approach to the evaluation of lists of admissible channels in the dynamic part of 
the network could be based on the comparison of the channel stability number for different 
maximal cliques of G. In that case it remains to be examined how the values for single 
cliques should be combined together into a function characterizing the whole graph. 
It would also be interesting to study the complexity of the channel stability number 
when the frequency spectrum is independent of the input. 
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