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”Although this may seem a paradox, all exact science is dominated
by the idea of approximation.”
"Moe se qiniti paradoksalno xto svom egzaktnom naukom
dominira ideja aproksimacije."
Bertrand Rasel1
Predmet ove disertacije su ortogonalni polinomi na realnoj pravoj.
Polinomi jedne promen	ive u velikoj meri proimaju klasiqnu numeri-
qku analizu. Polinomska aproksimacija jedan je od najprirodnijih pri-
stupa rekonstrukciji funkcija na osnovu konaqnog skupa informacija.
U xirokoj paleti numeriqkih metoda polinomi imaju ulogu pomonih
funkcija. Karakteristiqni polinomi uspostav	aju mostove matematike
sa ineerskim disciplinama. Jox neke tradicionalne oblasti inten-
zivne primene jesu ortogonalni razvoji (generalizovani Furijeovi re-
dovi), numeriqka integracija (kvadraturne formule) i razliqite grane
fizike i mehanike. Nexto mae poznata je veza ortogonalnih polinoma
sa Padeovom aproksimacijom. Novija, savremena istraivaa iz teorije
verovatnoe i stohastiqkih procesa, teorije grafova, kodiraa, itd.,
takoe se oslaaju na znaa iz oblasti ortogonalnih polinoma.
Klasiqni ortogonalni polinomi, kao xto su Leandrovi, Lagerovi,
Ermitovi i drugi, imaju xiroku primenu u svim oblastima nauke i in-
eerstva. Dok je teorija klasiqnih ortogonalnih polinoma razvijena
u dobroj meri, xira klasa polinoma i da	e ostaje nepoznanica u vezi
raqunskih aspekata kao i primene. Polinomi ortogonalni u odnosu na ne-
standardne teine i mere imaju mnogo mae primeenu primenu. Razlog
ovome je u brojnim texkoama koje prate ihovo numeriqko generisae.
1Bertrand Russell (1872–1970), britanski matematiqar i filozof.
v
Predgovor
Konstrukcija ortogonalnih polinoma je priliqno jednostavna kada
je eksplicitno poznata troqlana rekurentna relacija. Utvrivae nepo-
znatih qlanova rekurentne relacije je samo po sebi veoma teak prob-
lem. Interesantno je da je emu u literaturi pridavano malo pa-
e, naroqito u razdob	u pre kompjutera. Najverovatnije da je tome do-
prinelo postojae teorijskog rexea, datog formulom preko Henkelovih
determinanata. Ovakav pristup nosi preteranu raqunsku cenu i veliku
numeriqku nestabilnost prilikom konstrukcije rekurzivnih koefici-
jenata. Posledih qetvrt veka znaqajan napredak postignut je na ovom
planu, kako u metodama vezanim za izraqunavaa neklasiqnih ortogonal-
nih polinoma tako i u ihovoj novoj primeni.
Numeriqko izraqunavae je veoma vaan alat prilikom testiraa
ideja i hipoteza u mnogim istraivaima. Primarni ci	 eksperi-
mentalne matematike je unapreee teorijskog znaa. Eksperimentalni
rezultati mogu dati smernice, da podstaknu ili ohrabre da	e izuqavae.
U oblasti istraivaa neklasiqnih ortogonalnih polinoma, eksperi-
mentalna istraivaa su u velikoj meri olakxana postojaem specijali-
zovanih programskih paketa razvijanih u Matlab i Wolfram Mathematica
softverima. Da	i razvoj konstruktivne teorije ortogonalnih polinoma
je u qvrstoj sprezi sa auriraem i unapreeem ovakvih specijalizo-
vanih paketa.
Iz svih navedenih razloga izuqavae osobina ortogonalnih poli-
noma qini se prikladno, u najmau ruku. Praksa pokazuje da rexavae
problema konstrukcije neklasiqnih ortogonalnih polinoma dovodi vrlo
brzo do ihove primene, qak i na nestandardne naqine. Da	i razvoj
konstruktivne teorije i istraivae raqunskih i softverskih aspekata
neklasiqnih sistema ortogonalnih polinoma, nesumivo e unaprediti
ihovu primenu. Takoe, nije previxe oqekivati ni zaqetke nekih pot-
puno novih nauqnih disciplina proizaxlih iz sliqnih istraivaa.
Ova disertacija rezultat je vixegodixeg izuqavaa konstruktivne
teorije neklasiqnih ortogonalnih polinoma voena mentorom akademi-
kom Gradimirom Milovanoviem i uz blisku saradu sa profesorom
Aleksandrom Cvetkoviem. Disertacija je organizovana u qetiri glave.
Prva glava je preglednog karaktera i sastoji se od qetiri poglav	a.
U oj je razmatran opxti koncept polinoma ortogonalnih u odnosu na
linearnu funkcionelu definisanu na prostoru algebarskih polinoma.
Dat je kratak pregled osnovnih rezultata teorije ortogonalnih polinoma
na realnoj pravoj. Kako se znaqajan deo disertacije bavi izuqavaem
polinoma ortogonalnih u odnosu na modifikovane Qebixev	eve mere,
to je posebno poglav	e prve glave posveeno Qebixev	evim polinomima.
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Predgovor
Na kraju ove glave dati su osnovni metodi za konstrukciju ortogonalnih
polinoma.
Druga glava posveena je modifikacionim algoritmima. Prostor
je dat rezultatima rada na problemu uticaja pojedinih modifikacija
teinske funkcije na koeficijente troqlane rekurentne relacije. Raz-
vijen je originalni racionalni algoritam za kvadratnu Kristofelovu
modifikaciju teine i primeen je na generisae polinoma ortogonal-
nih u odnosu na neke modifikovane mere.
Trea glava bavi se isk	uqivo izuqavaem polinoma ortogonalnih u
odnosu na modifikovane Qebixev	eve mere prve i druge vrste. Za ove
neklasiqne teine kao originalni rezultat dobijeni su koeficijenti
troqlane rekurentne relacije u analitiqki zatvorenom obliku.
U qetvrtoj glavi dat je pregled osnovnih rezultata iz kvadraturnih
procesa, budui da je to oblast direktne primene teorije ortogonalnih
polinoma. U drugom poglav	u qetvrte glave ispitivani su potrebni i
dovo	ni uslovi pozitivne definitnosti nekih linearnih funkcionela
definisanih na skupu algebarskih polinoma. Posmatrana je i standardna
L2-aproksimacija. Primene modifikacionog algoritma predstav	enog u
drugoj glavi na polinomsku L2-aproksimaciju sa ograniqeima, nalaze
se na kraju.
Numerisae svih definicija, teorema, lema, primera, slika i tabela
izvrxeno je prema rednom broju poglav	a u kojem se jav	aju i redosledu
jav	aa u okviru samog poglav	a.
Spisak korixene ili citirane literature, koji se sastoji od 71 re-
ference, dat je na kraju disertacije.
Ovom prilikom posebno elim da se zahvalim svom mentoru, akade-
miku Gradimiru Milovanoviu, na pomoi, liqnom angaovau i stal-
nom struqnom nadzoru. Takoe, veliku zahvalnost dugujem dr Aleksandru
Cvetkoviu, jer je sarada sa im bila od presudne vanosti za nastanak
ove disertacije. Na kraju zahva	ujem se kolegama sa Katedre za matema-
tiku Elektronskog fakulteta u Nixu na nesebiqnoj pomoi, razumevau
i strp	eu.




polinoma na realnoj pravoj
1.1 Uvod
Izuqavae ortogonalnih polinoma, ihova konstrukcija, analiza i
primena, predstav	a jednu od klasiqnih grana primeene matematike.
Naznake teorije moemo pratiti sve do Leandra1, u egovom prouqa-
vau kretaa nebeskih tela. Formalna teorija poqie analizom Stilt-
jesovih2 verinih razlomaka. Svoj doprinos oblasti dali su mnogi ve-
liki matematiqari, od Bernulija3 do Erdexa4.
Kao i sve specijalne funkcije, ortogonalni polinomi su i svojim
poreklom i razvojem tesno vezani za praktiqnu primenu. Zbog toga ih
predstav	amo kao moan alat visoke tehnologije. Znaqaj istraivaa
ove klasiqne teme ogleda se u impresivnom broju implikacija i primena
tih istraivaa kako u primeenoj matematici tako i u mnogim drugim
oblastima nauke. Spomenuemo tek neke znaqajnije: teorija operatora,
numeriqka analiza, verini razlomci i teorija brojeva, kombinatorika,
teorija grafova, stohastiqki procesi, statistika, teorija integralnih i
diferencijalnih jednaqina, dinamiqki sistemi, teorija podataka, komp-
juterska tomografija, elektrostatika, elektrotehnika, obrada digital-
nih signala, teorija filtara, kvantna mehanika, nuklearna fizika, fi-
zika qvrstog staa, teorijska hemija i dr.
1Adrien Marie Legendre (1752–1833), francuski matematiqar i fiziqar.
2Thomas Joannes Stieltjes (1856–1894), danski matematiqar.
3Jacob Bernoulli (1655–1705), xvajcarski matematiqar.
4Pál Erdős (1913–1996), matematiqar maarskog porekla.
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1.1. Uvod
Upravo xiroka primena ortogonalnih polinoma razlog je stalnog in-
teresovaa istraivaqa za ovu oblast. Razvoj postojeih i novih nauq-
nih oblasti veoma qesto je u tesnoj sprezi sa xireem teorijskog znaa
iz oblasti ortogonalnih polinoma. U novije vreme poseban podsticaj
istraivaima primeene matematike, uopxte, dao je razvoj monih
kompjuterskih sistema sposobnih za izvoee simboliqkih izraqunavaa
(Mapple, Mathematica i sl.). To u izuzetnoj meri smauje neophodnost
rada papir-olovka, te su moderni kompjuterski sistemi postali neza-
men	ivi u savremenim nauqnim istraivaima.
Teorija ortogonalnih polinoma razvija se u dva pravca: algebarski i
analitiqki. Svaki od dva aspekta teorije tiqe se odgovarajuih karak-
teristika ortogonalnih polinoma razvijanih u okviru odreene disci-
pline, algebre ili analize. Najvei broj generalnih rezultata teorije
ortogonalnih polinoma pripada dvema oblastima: ortogonalni polinomi
na realnoj pravoj i na jediniqnom krugu K[0, 1] = {z
∣∣ |z| = 1}. Xi-
roka paleta rezultata posledica je intenzivne primene, naroqito klasi-
qnih ortogonalnih polinoma, kao i specijalnih pogodnih osobina samih
skupova R i K[0, 1].
U disertaciji baviemo se prostorom polinoma realne promen	ive x
nad po	em kompleksnih brojeva, u oznaci (P ,C). Sa Pn oznaqavamo skup
svih algebarskih polinoma stepena ne veeg od n nad po	em kompleksnih
brojeva C, a odgovarajui linearan prostor sa (Pn,C). Analogno (P ,R) i
(Pn,R) oznaqavae odgovarajue linearne prostore algebarskih polinoma
nad po	em realnih brojeva R. Oznaka P̂n rezervisana je za skup moniqnih
polinoma.
Definicija 1.1.1 Neka je mn, n ∈ N0, niz kompleksnih brojeva i
neka je L funkcija sa kompleksnim vrednostima definisana na skupu
svih algebarskih polinoma sa
L (xn) = mn, n ∈ N0,
L (α1P1(x) + α2P2(x)) = α1L(P1(x)) + α2L(P2(x))
za sve kompleksne brojeve α1, α2 i sve polinome P1(x), P2(x). Tada se L
zove moment-funkcionela definisana nizom momenata mn, n ∈ N0. Broj
mn je moment reda n.
Linearna funkcionela L jedinstveno je odreena nizom momenata mk,










Definicija 1.1.2 Neka je data linearna funkcionela L : P → C.
Niz polinoma Pk, k ∈ N0, je niz polinoma ortogonalnih u odnosu na L
ako i samo ako vai:
(1) polinom Pk, k ∈ N0, je stepena k,
(2) L(PkPl) = Mlδkl, Ml 6= 0, k, l ∈ N0,
gde je δkl Kronekerova delta.
Niz polinoma Pk, k ∈ N0, je ortonormiran ako je polinom Pk, k ∈ N0,
stepena k i vai
L(PkPl) = δkl, k, l ∈ N0.
U nastavku dajemo pregled poznatih, bitnijih tvrea za karakteri-
zaciju niza ortogonalnih polinoma (videti [11] npr.). Navedena tvrea
koristiemo i u teorijskim izvoeima datim u narednim poglav	ima
disertacije.
Teorema 1.1.1 Neka je L moment-funkcionela i Pk, k ∈ N0, niz
polinoma. Tada su sledea tvrea ekvivalentna:
1◦ niz Pk, k ∈ N0, je niz polinoma ortogonalnih u odnosu na L;
2◦ L(πPk) = 0 za svaki polinom π stepena l < k i L(πPk) 6= 0 za l = k;
3◦ L(xlPk) = Mkδlk, gde je Mk 6= 0, l = 0, 1, . . . , k.
Teorema 1.1.2 Neka je Pk, k ∈ N0, niz polinoma ortogonalnih u










, k = 0, 1, . . . , n.
Teorema 1.1.3 Ako su Pk i Qk, k ∈ N0, dva niza polinoma ortogonal-
nih u odnosu na istu funkcionelu L, tada postoje brojevi cn 6= 0 tako
da je
Qn(x) = cnPn(x), n ∈ N0.
Teorema 1.1.4 Za dati niz polinoma Pn, n ∈ N0, ortogonalnih u







U opxtem sluqaju kvadratni koreni koji se jav	aju u prethodnom
izrazu ne moraju biti realni brojevi. Meutim, u najveem broju primera
iz prakse ortogonalnih polinoma vai upravo L(P 2n (x)) > 0 i u tom
sluqaju pn(x) je jedinstveno odreen uslovom da je vodei koeficijent
pozitivan.
Niz polinoma ortogonalnih u odnosu na datu linearnu funkcionelu u
opxtem sluqaju ne mora da postoji. Linearne funkcionele L koje generi-
xu nizove ortogonalnih polinoma se nazivaju regularne ili kvazi-defi-
nitne (videti [11, str. 11], [46, str. 96], [16]). Regularnost funkcionele
L je veoma bitno pitae. Naredna tvrea daju odgovor.
Teorema 1.1.5 Neka je L : P → C linearna funkcionela. Oznaqimo
sa ∆k, k ∈ N0, sledee determinante
∆k =
∣∣∣∣∣∣∣∣∣∣∣
m0 m1 m2 · · · mk
m1 m2 m3 · · · mk+1
m2 m3 m4 · · · mk+2
... ... ... . . . ...
mk mk+1 mk+2 · · · m2k
∣∣∣∣∣∣∣∣∣∣∣
, k ∈ N0, (1.1)
gde su mk, k ∈ N0, momenti funkcionele L. Niz polinoma Pk ortogonal-
nih u odnosu na L postoji ako i samo ako je
∆k 6= 0, k = 0, 1, 2, . . . .
Determinante ∆k, k ∈ N0, nazivamo Henkelovim5 determinantama.
Ova teorema, iako u potpunosti rexava egzistenciju niza ortogonal-
nih polinoma, u praksi je skoro neupotreb	iva za ihovo izraqunavae.
Samo u nekim specijalnim sluqajevima determinante ∆k, k ∈ N0, moemo
odrediti analitiqki. Kao ilustraciju navedimo da u [41], koja se bavi
analitiqkim izraqunavaem vrednosti determinanata, za determinante
Henkelovog tipa autor savetuje da se pregleda literatura o ortogonal-
nim polinomima kako bi se eventualno traena determinanta prepoznala
meu ve izraqunatim Henkelovim determinantama. Uglavnom, mogunost
izraqunavaa determinante ∆k u zatvorenom obliku je neophodna za pos-
tojae analitiqkih rezultata za odgovarajuu klasu ortogonalnih poli-
noma. Ovde pod pojmom analitiqko rexee podrazumevamo rexee koje
jeste analitiqko ali takoe ima i razumnu kompleksnost.
Primer 1.1.1 Kao ilustraciju navodimo primer linearne funkci-
onele





1− x2 dx, P ∈ P .
5Hermann Hankel (1839–1873), nemaqki matematiqar.
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1.1. Uvod
Momenti date funkcionele su dati sa mk = Γ((k+1)/2)/(kΓ(k/2)), k ∈ N0.















131072− 33264π2 + 2025π4
16588800π2
.
Kako red determinante raste, izrazi postaju sve komplikovaniji. Lako
se moe zak	uqiti da o analitiqkom izrazu za vrednosti Henkelovih
determinanata texko da i ima smisla govoriti jer bi takvi analitiqki
izrazi bili previxe sloeni.
Definicija 1.1.3 Linearna funkcionela L : P → C je pozitivno-
definitna ako i samo ako je L(P ) > 0 za svaki polinom P koji je nenega-
tivan za svako realno x i nije identiqki jednak nuli.
Sledea teorema daje karakterizaciju pozitivno-definitnih line-
arnih funkcionela.
Teorema 1.1.6 Linearna funkcionela L je pozitivno-definitna ako
i samo ako su vrednosti Henkelovih determinanata ∆k, k ∈ N0, pozi-
tivne i momenti funkcionele L realni.
Teorema 1.1.7 Ako je linearna funkcionela L : P → C pozitivno-
definitna, onda niz ortogonalnih realnih polinoma, u smislu defini-
cije 1.1.2, postoji.
Najvaniji sluqaj linearne funkcionele L : P → C je linearna
funkcionela koja je definisana preko integrala. Neka je dµ mera, takva
da je svaki polinom dµ-integrabilan, tada je sa
L(P ) =
∫
P dµ, P ∈ P , (1.2)
zadata linearna funkcionela koja slika polinome na skup kompleksnih
brojeva. Vai i obrat.
Teorema 1.1.8 Neka je mk, k ∈ N0, proizvo	an niz kompleksnih bro-
jeva. Onda postoji funkcija φ ograniqene varijacije na R, takva da vai
∫
R
xndφ = mk, k ∈ N0.
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Ako je linearna funkcionela zadata sa (1.2), onda je ona pozitivno-
definitna pod uslovom da je mera dµ pozitivna.
Kod mnogih mera koje se jav	aju u primenama, distribucija µ je apso-
lutno neprekidna funkcija. Tada se funkcija w(x) = µ′(x) zove tein-
ska funkcija. U tom sluqaju meru dµ moemo predstaviti u obliku
dµ = w(x)dx, gde je w(x) nenegativna funkcija, mer	iva u Lebegovom6
smislu na R, za koju svi momenti mk, k ∈ N0, postoje i m0 > 0. U tom
sluqaju umesto pn( · ; dµ), πn( · ; dµ), αn( · ; dµ), itd. pixemo redom pn( · ; w),
πn( · ; w), αn( · ; w).
Taqka x0 je taqka rasta funkcije φ ako i samo ako je za svako ε > 0
φ(x0 + ε)− φ(x0 − ε) > 0.
Inaqe, skup taqaka rasta se jox naziva i nosaqem funkcije φ (videti [11,
str. 51], [12]). Nosaq funkcije φ, mere µ, oznaqavamo sa supp(φ), supp(µ),
redom. Nosaq mere supp(w) je interval koji moe biti konaqan, polu-bes-
konaqan ili beskonaqan. Ako je supp(w) = [a, b], gde je −∞ < a < b < +∞,
tada kaemo da je w teinska funkcija na [a, b].
Za svaku zadatu linearnu funkcionelu L moemo definisati skalar-
ni proizvod na P .
Definicija 1.1.4 Pod L-skalarnim proizvodom 〈·, ·〉L : P2 → C po-
drazumevamo sledei izraz
〈P, Q〉L = L(PQ), P, Q ∈ P .
U sluqaju kada je L pozitivno-definitna, onda je 〈·, ·〉L pravi skalar-
ni proizvod na (P ,R) jer on verifikuje sve aksiome skalarnog proizvoda
(videti [43, str. 52], [66, str. 71], [53, str. 86]).
Definicijom skalarnog proizvoda na unitarnim prostorima 〈P,Q〉L =
L(PQ), dobijamo prirodnu ekstenziju pozitivne-definitnosti sa (P ,R)
na (P ,C).
U disertaciji koristiemo oznake pn( · ; w) i πn( · ; w) redom za orto-
normirane polinome, odnosno moniqne ortogonalne polinome na (a, b) u
odnosu na teinsku funkciju w. Interval (a, b) zove se interval orto-
gonalnosti.
6Henri Lebesgue (1875–1941), francuski matematiqar.
6
1.1. Uvod
1.1.1 Troqlana rekurentna relacija
Troqlana rekurentna relacija predstav	a jednostavnu i efikasnu
proceduru za rekurzivno generisae niza ortogonalnih polinoma. Ona
je od suxtinske vanosti u konstruktivnoj teoriji ortogonalnih poli-
noma. Polazna je osnova za izvoee osobina niza ortogonalnih poli-
noma. Pomou koeficijenata troqlane rekurentne relacije jednostavno
odreujemo ortogonalne polinome, ihove izvode, linearne kombinacije,
zahtevajui poznavae samo linearnog niza parametara. Ova relacija
je karakteristika polinoma na realnoj pravoj, dok se u opxtem sluqaju
situacija komplikuje.
Teorema 1.1.9 Neka je L : P → C regularna linearna funkcionela i
neka je πk, k ∈ N0 niz moniqnih polinoma ortogonalnih u odnosu na L.
Tada postoje nizovi αk, βk 6= 0, k ∈ N0, takvi da vai
πk+1 = (x− αk)πk − βkπk−1, k ∈ N0, (1.3)
i π−1 = 0. Ako je funkcionela L pozitivno-definitna, onda je αk ∈ R,
k ∈ N0, βk > 0, k ∈ N, a β0 moe biti proizvo	no.
Obrnuto tvree ove teoreme je quvena Favardova7 teorema (videti
[22], [11, str. 21].)
Teorema 1.1.10 Neka su αk i βk, k ∈ N0, dva proizvo	na kompleksna
niza i neka su polinomi πk, k ∈ N0, definisani sa
πk+1 = (x− αk)πk − βkπk−1, k ∈ N0,
gde je π−1 = 0 i π0 = 1. Tada postoji jedinstvena linearna funkcionela
L : P → C takva da vai
L(1) = β0, L(πkπν) = 0, k 6= ν, k, ν ∈ N0.
Funkcionela L je regularna i πk, k ∈ N0, je odgovarajui niz moniqnih
ortogonalnih polinoma ako i samo ako je βk 6= 0, k ∈ N0. Xtavixe,
L je pozitivno-definitna i πk, k ∈ N0, je odgovarajui niz moniqnih
ortogonalnih polinoma ako i samo ako je αk ∈ R, k ∈ N0, i βk > 0,
k ∈ N0.
7Jean Favard (1902–1965), francuski matematiqar.
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Verzija Favardove teoreme u sluqaju kada je linearna funkcionela L
zadata integralom glasi:
Teorema 1.1.11 Neka je za proizvo	na dva niza kompleksnih brojeva
αk i βk, k ∈ N0, definisan niz moniqnih polinoma πk, k ∈ N0, pomou
πk+1 = (x− αk)πk − βkπk−1, k ∈ N0,
gde je π0 = 1 i π−1 = 0. Tada postoji funkcija φ ograniqene varijacije






βν , k, n ∈ N0.
Funkcija φ moe biti realna ako i samo ako su αk, βk ∈ R, k ∈ N0.
Funkcija φ moe biti neopadajua sa neograniqenim brojem taqaka ras-
ta ako i samo ako je αk ∈ R i βk > 0, k ∈ N0.
Na skupu regularnih funkcionela ova tvrea su ekvivalentna. Na-
da	e emo se u disertaciji baviti isk	uqivo regularnim funkcionelama.
Vezu izmeu niza momenata mk, k ∈ N0, i koeficijenata αk i βk, k ∈
N0 troqlane relacije (1.3), za regularnu funkcionelu L, daje sledea
teorema (videti [11, str. 19]).
Teorema 1.1.12 Oznaqimo sa ∆′n, n ∈ N0, determinante
∆′n =
∣∣∣∣∣∣∣∣∣∣∣
m0 m1 · · · mn−1 mn+1
m1 m2 · · · mn mn+2
m2 m3 · · · mn+1 mn+3
... ... . . . ... ...
mn mn+1 · · · m2n−1 m2n+1
∣∣∣∣∣∣∣∣∣∣∣
, n ∈ N0. (1.4)











, n ∈ N0, (1.5)
gde je ∆′−1 = 0, ∆−1 = ∆−2 = 1, a ∆n, n ∈ N0, su Henkelove determinante
date izrazom (1.1).
Determinante ∆′n, n ∈ N0, nazivamo modifikovanim Henkelovim de-
terminantama. one predstav	aju minor elementa na poziciji (n + 1, n)
Henkelove determinante ∆n+1.
U nastavku navodimo i neke jednostavne osobine koeficijenata troqla-
ne rekurentne relacije ([15, str. 10{11]).
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Teorema 1.1.13 1◦ Ako niz moniqnih ortogonalnih polinoma zado-
vo	ava uslov πn(z) = (−1)nπn(−z), n ∈ N0, onda je Re(αk) = Im(βk) = 0.
2◦ Ako je regularna linearna funkcionela L, sa nizom moniqnih or-




P (x)ω(x)dx, P ∈ P , a ∈ R+,
pri qemu vai ω(x) = ω(−x), x ∈ R, onda je πn(z) = (−1)nπn(−z), n ∈ N0.
3◦ Ako je regularna linearna funkcionela L, sa nizom moniqnih or-




P (x)ω(x)dx, P ∈ P , a ∈ R+,
pri qemu vai ω(x) = −ω(−x), x ∈ R, onda je πn(z) = (−1)n+1πn(−z),
n ∈ N0.
Koeficijenti relacije (1.3), αk i βk, jav	aju se u Jakobijevom8 ve-









z − α1− · · · ,
koji je poznat kao Stiltjesova transformacija mere dµ. Za n-ti konver-




z − α1− · · ·
βn−1









z − x dµ(x), k ≥ 0.
Pridrueni polinomi zadovo	avaju istu troqlanu rekurentnu rela-
ciju kao i polinomi πk(x). Naime, vai
σk+1(z) = (z − αk)σk(z)− βkσk−1(z), k ≥ 0,
uz poqetne vrednosti σ0(z) = 0, σ−1(z) = −1.








z − x dµ(x) , k ≥ 0,
pri qemu z ne pripada nosaqu mere dµ, takoe zadovo	ava istu troqlanu
rekurentnu relaciju (1.3) i predstav	a eno minimalno rexee, norma-
lizovano sa %−1(z) = 1.
Racionalna funkcija (1.6) ima proste polove u nulama z = t(n)k , k =
1, . . . , n, polinoma πn(x). Ako sa λn,k oznaqimo odgovarajue reziduume
funkcije σn(z)/πn(z) u ovim polovima, tj.
λn,k = lim
z→t(n)k






















Ortonormirani polinomi pk, k ∈ N0, zadovo	avaju nexto drugaqiju
rekurentnu relaciju u odnosu na (1.3) (videti [46, str. 101]), pre svega jer
im je u opxtem sluqaju vodei koeficijent razliqit od 1. Za ih vai
xpk(x) =
√
βk+1 pk+1(x) + αkpk(x) +
√
βk pk−1(x), k ∈ N0, (1.8)
gde je p−1(x) = 0, p0(x) = 1/
√
β0. Koeficijenti troqlane rekurentne
relacije (1.8) osnova su teorije Jakobijevih operatora (videti ode	ak
1.1.2). O ovoj formuli i enoj primeni bie vixe reqi u narednom
ode	ku.
Jedna od vanih posledica troqlane rekurentne relacije (1.8) je Kri-
stofel9-Darbuova10 formula data u sledeem tvreu.
Teorema 1.1.14 Neka je pk, k ∈ N0, niz ortonormiranih polinoma u







t− x . (1.9)
9Elwin Bruno Christoffel (1829–1900), nemaqki matematiqar.
10Jean Gaston Darboux (1842–1917), francuski matematiqar.
10
1.1. Uvod




















zove se Kristofelova funkcija.
1.1.2 Nule ortogonalnih polinoma
Ponaxae nula ortogonalnih polinoma zaokup	a pau jox od 1886.
godine, sa prvim radovima iz oblasti Markova11 i Stiltjesa. Razlozi in-
teresovaa lee u velikom znaqaju nula ortogonalnih polinoma za prak-
tiqnu primenu. Poznata je interpretacija nula Jakobijevih, Lagerovih12
i Ermitovih13 polinoma u elektrostatici. Izuzetnu ulogu imaju kao
qvorovi Gausovih14 kvadraturnih formula. K	uqnu ulogu igraju u doka-
zima nekih klasiqnih nejednakosti. Zahva	ujui ima razvijene su mnoge
mone analitiqke i diskretne tehnike. Spomenuemo samo Xturmovu15
teoremu poreea za nule rexea diferencijalnih jednaqina drugog reda,
Markovu teoremu o monotonosti nula ortogonalnih polinoma u zavis-
nosti od prirode teinske funkcije. Iz svih tih razloga bitno je poz-
navati geometriju nula ortogonalnih polinoma i ihove eksplicitne
izraze, kada je to mogue.
Nule ortogonalnih polinoma pozitivno-definitnih funkcionela po-
kazuju neka veoma pravilna svojstva, iskazana u narednim tvreima
(videti [11], [46]).
Pretpostavimo da je supp(dµ) ograniqen i obeleimo sa Co(supp(dµ))
najmai zatvoren interval koji sadri supp(dµ).
Teorema 1.1.15 Sve nule polinoma Pn(x) = Pn(x; dµ), n ∈ N, su re-
alne i razliqite i lee u unutraxosti intervala Co(supp(dµ)).
11Andre$i Andreeviq Markov (1856{1922), ruski matematiqar.
12Edmond Nicolas Laguerre (1834–1886), francuski matematiqar.
13Charles Hermite (1822–1901), francuski matematiqar.
14Carl Friedrich Gauss (1777–1855), nemaqki matematiqar.
15Jacques Charles Francois Sturm (1803–1855), xvajcarski matematiqar.
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Teorema 1.1.16 Neka su t(n)k , k = 1, . . . , n, nule polinoma Pn(x; dµ) u
rastuem poretku, tj. t(n)1 < t
(n)
2 < · · · < t(n)n . Nule polinoma Pn i Pn+1







k+1 , k = 1, . . . , n, n ∈ N.
Sledea teorema moe se nai u [71].
Teorema 1.1.17 Neka je dato 2n + 1 proizvo	nih realnih brojeva t(n)k






k+1 < b, k = 1, . . . , n. Tada postoji
niz moniqnih polinoma πk(x), st(πk) = k, k ∈ N0, ortogonalnih na [a, b]
takvih da je πn(x) =
∏n
k=1(x− t(n)k ) i πn+1(x) =
∏n+1
k=1(x− t(n+1)k ).
Kao xto je ve napomenuto u prethodnom ode	ku, ortonormirani poli-
nomi pk, k ∈ N0, zadovo	avaju rekurentnu relaciju
xpk(x) =
√
βk+1 pk+1(x) + αkpk(x) +
√
βk pk−1(x), k ∈ N0,
gde je p−1(x) = 0, p0(x) = 1/
√
β0. Uzimajui k = 0, 1, . . . , n − 1, preko
sledeeg sistema jednaqina uspostav	a se veza spektralne teorije i nula
ortogonalnih polinoma:









β1 0 · · · 0√
β1 α1
√
β2 · · · 0
0
√
β2 α2 · · · 0
... ... ... . . . ...
























Trodijagonalna matrica Jn = Jn(dµ) naziva se Jakobijeva matrica.
Moniqni polinomi πn(x) imaju predstav	ae preko Jakobijeve ma-
trice u obliku
πn(x) = det(xIn − Jn),
gde je In jediniqna matrica reda n.
Teorema 1.1.18 Nule t(n)k , k = 1, . . . , n, polinoma pn(x; dµ) su sop-
stvene vrednosti trodijagonalne Jakobijeve matrice Jn(dµ) reda n.
Odgovarajui sopstveni vektori glase pn(t(n)k ), k = 1, . . . , n.
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Ovom teoremom je ispitivae spektralnih svojstava Jakobijevih ope-
ratora svedeno na utvrivae osobina mere dµ na osnovu troqlane reku-
rentne relacije.
Vrednosti Kristofelove funkcije (1.11) u nulama t(n)k , k = 1, . . . , n,





k ; dµ), k = 1, . . . , n, (1.13)
zovu se Kristofelovi brojevi ili Kouts16-Kristofelovi koeficijenti i
imaju veliki znaqaj u numeriqkoj integraciji.
1.2 Qebixev	evi polinomi
Budui da se veliki deo ove disertacije bavi izuqavaem polinoma
ortogonalnih u odnosu na modifikovane Qebixev	eve17 mere, u posebnom
poglav	u navodimo najvanije osobine Qebixev	evih polinoma.
Qebixev	evi polinomi prve i druge vrste se za |x| ≤ 1 redom defi-
nixu na sledei naqin
Tn(x) = cos(n arccos x) i Un(x) =
sin((n + 1) arccos x)√
1− x2 , (1.14)




1− x2 i w(x) =
√
1− x2, |x| ≤ 1.
Koristei identitet
cos(n + 1)θ + cos(n− 1)θ = 2 cos θ cos nθ
za x = cos θ, zak	uqujemo da polinomi Tn i Un zadovo	avaju istu troqlanu
rekurentnu relaciju
Pn+1(x) = 2xPn(x)− Pn−1(x), n ∈ N, (1.15)
16Roger Cotes (1682–1716), britanski matematiqar.
17Pafnuti$i L~voviq Qebyx ev (1821–1894), ruski matematiqar.
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za razliqite poqetne uslove. Korixeem (1.15), uz poqetne uslove
T0(x) = 1 i T1(x) = x ili U0(x) = 1 i U1(x) = 2x,
dobijamo nizove polinoma {Tn(x)}n∈N0 i {Un(x)}n∈N0 . Daemo primera
radi eksplicitne izraze Qebixev	evih polinoma prve i druge vrste za
n = 0, 1, . . . , 6 :
T0(x) = 1, U0(x) = 1,
T1(x) = x, U1(x) = 2x,
T2(x) = 2x
2 − 1, U1(x) = 4x2 − 1,
T3(x) = 4x
3 − 3x, U3(x) = 8x3 − 4x,
T4(x) = 8x
4 − 8x2 + 1, U4(x) = 16x4 − 12x2 + 1,
T5(x) = 16x
5 − 20x3 + 5x, U5(x) = 32x5 − 32x3 + 6x,
T6(x) = 32x
6 − 48x4 + 18x2 − 1, U6(x) = 64x6 − 80x4 + 24x2 − 1.












Slika 1.1: Grafici funkcija y = Tn(x) za n = 0, 1, 2, 3, 4, 5 i −1 ≤ x ≤ 1
Poznati su i opxti eksplicitni izrazi Qebixev	evih polinoma prve






(−1)k(n− k − 1)!
k!(n− 2k)! (2x)
























Slika 1.2: Grafici funkcija y = Un(x) za n = 0, 1, 2, 3, 4, 5 i −1 ≤ x ≤ 1


























U2, . . .
}
.
Qebixev	evi polinomi prve vrste Tn(x) su dati na slici 1.1, dok su na
slici 1.2 prikazani Qebixev	evi polinomi druge vrste za n = 0, 1, . . . , 5.
Osobine osnovnih trigonometrijskih funkcija kojima su definisani
Qebixev	evih polinomi (1.14) uslov	avaju da	e ihove osobine. Tako
imamo:
• |Tn(x)| ≤ 1 za svako n ∈ N0 i −1 ≤ x ≤ 1.
• |Un(x)| ≤ n + 1 i |
√





π/2, n ∈ N.
• ||Un|| =
√
π/2, n ∈ N0.
• Parnost funkcija Tn(x) i Un(x) odgovara parnosti stepena n.






(k = 1, . . . , n).
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• Qebixev	evi polinomi prve vrste Tn(x) zadovo	avaju diferenci-
jalnu jednaqinu
(1− x2)y′′ − xy′ + n2y = 0.
Drugo partikularno rexee ove jednaqine Sn(x) = sin(n arccos x)
(−1 ≤ x ≤ 1) moe da se izrazi preko Qebixev	evih polinoma
druge vrste. Naime, vai Sn(x) = Un−1(x)
√
1− x2.
• Odgovarajua diferencijalna jednaqina za Qebixev	eve polinome
druge vrste Un(x) glasi
(1− x2)y′′ − 3xy′ + n(n + 2)y = 0.
U literaturi moe se nai mnoxtvo drugih relacija koje ovi poli-






1− x2 (xTn+1(x)− Tn+2(x)),




(U ′n+1(x)− U ′n−1(x)),
U ′n(x) =
1
1− x2 ((n + 1)Un−1(x)− nxUn(x)).
Takoe, za 2 ≤ k ≤ n vai
Tn(x) = Tk(x)Un−k(x)− Tk−1(x)Un−k−1(x).
Neke interesantne vrednosti su:
Tn(±1) = (±1)n, T2n(0) = (−1)n, T2n+1(0) = 0,
T ′n(±1) = (±1)nn2, T (k)n (1) =
n2(n2 − 1) · · · (n2 − (k − 1)2)
(2k − 1)!! .
Qebixev	evi polinomi prve i druge vrste pripadaju opxtijoj klasi
Gegenbauerovih18 polinoma.
















a Qebixev	eve mere tree i qetvrte vrste glase
dµ(x) = (1− x)−1/2(1 + x)1/2dx i dµ(x) = (1− x)1/2(1 + x)−1/2dx
18Karl Gegenbauer (1826–1903), nemaqki matematiqar.
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na (−1, 1) redom.
Svi Qebixev	evi kao i Gegenbauerovi polinomi jesu potklasa gene-
ralnije klase { Jakobijevih polinoma.
1.3 Ekstremalna svojstva ortogonalnih
polinoma
Ortogonalni polinomi se mogu definisati i preko ekstremalnih pro-
blema. Naime, moniqni ortogonalni polinom πn( · ; dµ) ima sledee ek-
stremalno svojstvo.








pri qemu jednakost vai ako i samo ako je p = πn.
Iz ove teoreme sledi da je polinom πn( · ; dµ) jedinstveni moniqni










Ekstremalno svojstvo (1.16) moe se proxiriti na Lr(dµ) normu za
svako r > 1.
Teorema 1.3.2 Neka je 1 < r < +∞. Tada postoji jedinstveni moni-









Vaan specijalan sluqaj prethodne teoreme je r = 2s + 2, s ∈ N0. Ek-
stremalni moniqni polinom π∗n(x) u (1.17) oznaqimo sa πn,s(x). Ako pos-
matramo integral sa leve strane jednakosti (1.17) kao funkciju koefi-
cijenata F (a0, a1, . . . , an−1) polinoma p(x) = xn + an−1xn−1 + · · ·+ a1x + a0,
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tada parcijalni izvodi funkcije F po ak, k = 0, 1, . . . , n− 1, moraju biti
jednaki nuli. Odavde dobijamo∫
R
πn,s(x)
2s+1xνdµ(x) = 0, ν = 0, 1, . . . , n− 1.
Dakle, (2s+1)-vi stepen polinoma πn,s(x) mora biti ortogonalan sa svim
polinomima nieg stepena u odnosu na meru dµ. Polinom πn,s(x) zove se
s-ortogonalan polinom u odnosu na meru dµ.
Kada je s = 0, s-ortogonalni polinomi se svode na standardne ortogo-
nalne polinome, pn,0 = pn.
Za date n i s, stav	ajui dµn,s(x) = (pn,s(x))2sdµ(x), Milovanovi




kdµn,s(x) = 0, k = 0, 1, . . . , n− 1,
gde je pn,sk , k ∈ N0, niz moniqnih ortogonalnih polinoma u odnosu na
novu meru dµn,s(x) = (pn,s(x))2sdµ(x). Primetimo da je pn,s(x) ≡ pn,sn (x).
Kao xto moemo da vidimo, polinomi pn,sk , k = 0, 1, . . ., su implicitno
definisani, jer nova mera dµn,s(x) zavisi od pn,s(x).
Na osnovu prethodnog, da bismo naxli s-ortogonalne polinome pn,s,
n = 0, 1, . . . , N , potrebno je konstruisati standardne polinome pn,sk (x),
k ≤ n (ortogonalne u odnosu na meru dµn,s(x) = (pn,s(x))2sdµ(x)) za svako
n ≤ N i da uzmemo pn,s = pn,sn , n = 0, 1, . . . , N .
Napomenimo jox i to da je Bernxtajn19 1930. godine pokazao da moni-




1− x2 dx (k ≥ 0),
gde je πn proizvo	an moniqni polinom stepena n. To znaqi da su moniqni
Qebixev	evi polinomi T̂n s-ortogonalni na [−1, 1] za svako s ≥ 0.
1.4 Metodi konstrukcije
ortogonalnih polinoma
Koeficijenti troqlane rekurentne relacije poznati su eksplicitno
samo za usku klasu ortogonalnih polinoma, kao xto su Jakobijevi, gene-
19Felix Bernstein (1878–1956), nemaqki matematiqar jevrejskog porekla.
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ralisani Lagerovi i Ermitovi polinomi. To su takozvani klasiqni or-
togonalni polinomi. Ortogonalni polinomi qije koeficijente troqlane
rekurentne relacije ne poznajemo zovu se strogo neklasiqni polinomi.
Poznavae rekurentnih koeficijenata je neophodno za raqunsku primenu
ortogonalnih polinoma. Konstruktivna teorija ortogonalnih polinoma
bavi se sledeim problemom: Za datu meru dµ(x) i dati prirodan broj
n odrediti prvih n koeficijenata αk(dµ(x)) i βk(dµ(x)) u troqlanoj
rekurentnoj relaciji.
U ovom ode	ku baviemo se raqunskim metodama za generisae or-
togonalnih polinoma. Fokus je pre svega na neklasiqnim teinskim
funkcijama. U zavisnosti od informacija koje su dostupne o meri dµ(x)
razvijeni su razliqiti algoritmi konstrukcije nepoznatih koeficije-
nata troqlane rekurentne relacije. Ukoliko je mera poznata jedino preko
momenata, procedura izbora je Qebixev	ev algoritam. U sluqaju apso-
lutno neprekidne mere i poznate teinske funkcije, preporuquje se
Stiltjesova procedura.
Vaan doprinos istraivaima iz ove oblasti dao je Gauqi20 ([24],
[25]).
1.4.1 Qebixev	ev algoritam
Qebixev	ev algoritam uspostav	a vezu izmeu momenata mk, k ∈ N0,
i koeficijenata troqlane rekurentne relacije. Ovaj algoritam se moe






idµ(x), k, i ∈ N0, k ≤ i,
gde je Pn(x) n-ti qlan niza ortogonalnih polinoma. Tada je
mk = σ0,k.
Na osnovu troqlane rekurentne relacije vai
σk+1,i = σk,i+1 − αkσk,i − βkσk−1,i, (1.18)
20Walter Gautschi (1927– ), ameriqki matematiqar roen u Xvajcarskoj.
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, k ∈ N.
(1.19)
Jednaqine (1.18) i (1.19) definixu Qebixev	ev algoritam. Pomou
ovog algoritma mogue je jednostavno odrediti prvih n koeficijenata
troqlane rekurentne relacije ako je poznato prvih 2n momenata. Jedini
nedostatak Qebixev	evog algoritma je egova slaba uslov	enost. U ovom
sluqaju dolazi do oduzimaa bliskih brojeva, pa u aritmetici konaqne
mantise dolazi do gubitka znaqajnih cifara.
Uvoeem pogodnih modifikovanih momenata, mogue je dobiti bo	u
numeriqku stabilnost. Ovaj algoritam poznat je u literaturi kao modi-
fikovan Qebixev	ev algoritam. On zahteva poznavae jox jednog niza







gde je Wi niz moniqnih ortogonalnih polinoma koji zadovo	avaju troqla-
nu rekurentnu relaciju
Wk+1(x) = (x− ak)Wk(x)− bkWk−1(x), k ∈ N0,
pri qemu je W−1(x) = 0, W0(x) = 1, a koeficijenti ak i bk su poznati.
Nepoznate koeficijente troqlane rekurente relacije odreujemo iz
σk,i = σk−1,i+1 − (αk−1 − ai)σk−1,i − βk−1σk−2,i + biσk−1,i−1,











gde je σ−1,i = 0 i σ0,i =
∫
RWi(x)dµ(x).
Modifikovani Qebixev	ev algoritam koristi dodatni niz ortogo-
nalnih polinoma sa poznatim koeficijentima troqlane rekurentne re-
lacije. U radu [25] pokazano je da se pomou modifikovanog Qebixev	e-
vog algoritma mogu izvrxiti konstrukcije koje imaju bo	u numeriqku
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stabilnost od rezultata koji se dobijaju primenom originalnog Qebixev-
	evog algoritma. Takoe, mogue je diskutovati za razne nizove poznatog
niza ortogonalnih polinoma stabilnost algoritma. Primetimo jox da se
u sluqaju Wk(x) = xk, k = 0, 1, . . . , 2n − 1, tj. ak = bk = 0, modifikovani
Qebixev	ev algoritam svodi na osnovni algoritam definisan pomou
(1.18) i (1.19).
1.4.2 Stiltjesova procedura
Neka je Pk, k ∈ N0, moniqan niz ortogonalnih polinoma u odnosu na
meru dµ. Iz troqlane rekurentne relacije koristei svojstva ortogonal-






















, k ∈ N.
(1.21)
Polazei od P0 = 1, moemo konstruisati koeficijente α0 i β0.
Formiramo iterativni postupak kojim na osnovu dobijenih koeficije-
nata troqlane relacije najpre odredimo naredni qlan niza ortogonalnih
polinoma Pk, a zatim na osnovu relacija (1.21) odreujemo i nove koefi-
cijente αk i βk. Proceduru nastav	amo do konstrukcije prvih n koefi-
cijenata, odnosno qlanova niza ortogonalnih polinoma.
Navedeni postupak alternativne primene formula (1.21) i troqlane
rekurentne relacije koju polinomi Pk, k ∈ N0, zadovo	avaju naziva se
Stiltjesova procedura.
Odreivae vrednosti integrala koji se pojav	uju u (1.21) mogue je
izvrxiti numeriqki, tj. primenom neke kvadraturne formule (videti
poglav	e kvadraturne formule). Kako kvadraturne formule za meru dµ
nisu dostupne zbog nepoznavaa koeficijenata troqlane relacije, naj-
qexe se koristi neka druga kvadraturna formula za meru koja je sliqna
meri dµ. U tom sluqaju navedeni postupak se naziva diskretizovana
Stiltjesova procedura. Ovakav postupak pokazuje dobre karakteristike
uslov	enosti i ima prednost nad Qebixev	evim algoritmom.
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Razvoj simboliqkog raquna i aritmetike promen	ive preciznosti
omoguili su generisae koeficijenata troqlane rekurzije Qebixev	e-
vom ili Stiltjesovom procedurom. U nastavku navodimo neke intere-
santne neklasiqne mere za koje su u literaturi dobijeni rekurzivni ko-
eficijenti [51].
1. Kristofelov primer w(x) = [(1 − k2x2)(1 − x2)]−1/2, 0 < k < 1,
x ∈ [−1, 1];
2. Logaritamska teina w(x) = xα ln(1/x), α > −1, x ∈ (0, 1);
3. Generalisana logaritamska teina w(x) = xα (1 − x)β ln(1/x),
α, β > −1, x ∈ (0, 1);
4. Ermitova mera na polu-intervalu w(x) = e−x2 , x ∈ [0,∞);
5. Vixe-komponentna distribucija w(x) = (1 − x2)−1/2 + a, a > 0,
x ∈ [−1, 1];
6. Ejrijeva21 teina w(x) = e−x3/3, x ∈ (0,∞);
7. Reciproqna gama teina w(x) = 1/Γ(x), x ∈ (0,∞);
8. Ajnxtajnova22 teina w(x) = x
ex − 1 , x ∈ (0,∞);
9. Fermijeva teina23 w(x) = 1
ex + 1
, x ∈ (0,∞);
10. Hiperboliqke teine w(x) = 1
cosh2 x
i w(x) = sinh x
cosh2 x
, x ∈ (0,∞).
21George Biddell Airy (1801–1892), britanski astronom.
22Albert Einstein (1879–1955), teoretski fiziqar roen u Nemaqkoj, jevrejskog
porekla.




Jedan od najvanijih problema konstruktivne teorije ortogonalnih
polinoma jeste odreivae koeficijenata troqlane rekurentne relacije
za neklasiqne teinske funkcije. U ovom poglav	u baviemo se utvri-
vaem uticaja modifikacije teinske funkcije na koeficijente troqla-
ne rekurentne relacije. Razmatraemo sluqaj mnoea teinske fun-
kcije pozitivnom racionalnom funkcijom. Ispitivae ortogonalnih
polinoma sa modifikovanim teinama znaqajno je prilikom konstruk-
cije kvadraturnih formula. Ovakav pristup u konstrukciji kvadratura
xiri ihov skup taqnosti sa algebarskih na racionalne funkcije una-
pred definisanih polova.









dva realna uzajamno prosta polinoma koja se ne anuliraju na [a, b], pri
qemu se znak + ili − u izrazu za u(x) uzima tako da je u(x)/v(x) > 0 na




dµ(x), x ∈ [a, b]. (2.1)
Potrebno je odrediti koeficijente α̂k = α̂k(dµ̂) i β̂k = β̂k(dµ̂) troqlane
rekurentne relacije za meru (2.1), na osnovu poznatih koeficijenata re-
kurzije αk = αk(dµ) i βk = βk(dµ) vezane za poqetnu meru dµ. Metodi koji
vrxe ovu transformaciju zovu se modifikacioni algoritmi.
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Prvi rezultat u ovoj oblasti dolazi od Kristofela [13] koji je izrazio
u(x)πn(x; dµ̂) (v ≡ 1 i dµ(x) = dx)
u obliku determinante, kao linearnu kombinaciju polinoma πn+i(x; dµ),
i = 0, 1, . . . , l. Sto godina kasnije Uvarov1 [70] je rexio sluqaj kada je
v(x) 6≡ 1. Savremen razvoj konstruktivne teorije ortogonalnih poli-
noma na realnoj pravoj u mnogome dugujemo Volteru Gauqiju [51]. Razvijao
je efikasne algoritme za numeriqko generisae ortogonalnih polinoma,
dao ihovu deta	nu analizu stabilnosti i nekoliko novih primena. Za-
hva	ujui radu Gauqija mogua je konstrukcija mnogih novih klasa orto-
gonalnih polinoma i ihova primena u razliqitim oblastima primeene
i numeriqke matematike kao i mnogim oblastima primeene nauke.
2.1 Transformacije teinske funkcije
U ovom ode	ku dajemo pregled poznatih rezultata (videti [26], [65])
modifikacionih algoritama sa dve jednostavne transformacije.
Teorema 2.1.1 Oznaqimo sa w(x) i w̃(x) originalnu i transformi-
sanu teinsku funkciju, a sa πn(x), n ∈ N0, i π̃n(x), n ∈ N0, nizove
moniqnih ortogonalnih polinoma u odnosu na w(x) i w̃(x) teinsku
funkciju redom. Neka su da	e αn, βn, n ∈ N0, i α̃n, β̃n, n ∈ N0, odgo-
varajui koeficijenti troqlane rekurentne relacije za originalnu i
transformisanu teinsku funkciju redom. Tada vae sledee trans-
formacione formule.
1◦ Ako je w̃(x) = Cw(x), gde je C > 0, onda vai
α̃n = αn, n ∈ N0 i β̃0 = Cβ0, β̃n = βn, n ∈ N.
Pri tom je π̃n(x) = πn(x) za svako n ∈ N0.
2◦ Ako je w̃(x) = w(ax + b), gde je a, b ∈ R i a 6= 0, onda vai
α̃n = (αn − b)/a, n ∈ N0 i β̃0 = β0/|a|, β̃n = βn/a2, n ∈ N.
Osim toga je π̃n(x) = πn(ax + b)/an za svako n ∈ N0.
1Vasili$i Borisoviq Uvarov (1929–1997), ruski matematiqar i fiziqar.
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gde su u(x) i v(x) realni polinomi.
Teorema 2.1.2 Neka su πn(x) i π̃n(x), n ∈ N0, moniqni ortogonalni












U sluqaju m ≤ n vai
u(x)π̃n(x) = C
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
πn−m(x) · · · πn−1(x) πn(x) · · · πn+l(x)
πn−m(u1) · · · πn−1(u1) πn(u1) · · · πn+l(u1)
· · · · · · · · · · · · · · · · · ·
πn−m(ul) · · · πn−1(ul) πn(ul) · · · πn+l(ul)
ρn−m(v1) · · · ρn−1(v1) ρn(v1) · · · ρn+l(v1)
· · · · · · · · · · · · · · · · · ·
ρn−m(vm) · · · ρn−1(vm) ρn(vm) · · · ρn+l(vm)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (2.2)
U suprotnom, ako je m > n, onda vai
u(x)π̃n(x) = C
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0 0 · · · 0 π0(x) · · · πn+l(x)
0 0 · · · 0 π0(u1) · · · πn+l(u1)
· · · · · · · · · · · · · · · · · ·
0 0 · · · 0 π0(ul) · · · πn+l(ul)
1 v1 · · · vm−n−11 ρ0(v1) · · · ρn+l(v1)
· · · · · · · · · · · · · · · · · ·
1 vm · · · vm−n−1m ρ0(vm) · · · ρn+l(vm)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (2.3)
gde je C normalizaciona konstanta za moniqni polinom. Sa ρn(z) oz-





z − xw(x)dx, n ∈ N0.
Originalna Kristofelova teorema se dobija u sluqaju v(x) = 1, odno-
sno m = 0.
2Augustin Cauchy (1789–1857), francuski matematiqar.
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Naredne transformacione formule dobijene su primenom teoreme 2.1.2
u specijalnim sluqajevima ([26]).
Teorema 2.1.3 Neka su sve oznake kao u teoremi 2.1.1 i neka je niz
rn, n ∈ N0, definisan sa
r0 = c− α0, rn = c− αn − βn
rn−1
, n ∈ N. (2.4)
Tada:




w̃(x)dx, β̃n = βn
rn
rn−1
, n ∈ N,
α̃n = αn+1 + rn+1 − rn, n ∈ N0.
2◦ U sluqaju w̃(x) = (x− c)(x− c)w(x), za c ∈ C \ R vai










, n ∈ N,












, n ∈ N0,
gde je r′n = Re rn i r′′n = Im rn.
U nekim sluqajevima je veoma texko nai rexee diferencne jed-
naqine (2.4) u zatvorenom obliku. U sledeem tvreu transformacione
formule iz dela 1◦ prethodne teoreme se uproxavaju uvoeem pomonog
niza.
Posledica 2.1.1 Neka su sve oznake kao u teoremi 2.1.1 i neka je
niz λn, n ∈ N0, definisan sa
λ−1 = 0, λ0 = 1, λn+1 = (c− αn)λn − βnλn−1, n ∈ N, (2.5)




w̃(x)dx, β̃n = βn
λn+1λn−1
λ2n
, n ∈ N,




, n ∈ N0.
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Teorema 2.1.4 Neka su sve oznake kao u teoremi 2.1.1. Neka je niz




w̃(x)dx, rn = c− αn − βn
rn−1
, n ∈ N0. (2.6)
Tada:
1◦ Ako je w̃(x) = w(x)
x− c , gde je c < inf supp(w), onda vai
α̃0 = α0 + r0, α̃n = αn + rn − rn−1,
β̃0 = −r−1, β̃n = βn−1 rn−1
rn−2
, n ∈ N. (2.7)
2◦ Ukoliko je w̃(x) = w(x)
c− x , gde je c > sup supp(w), vae relacije (2.6)





2.2 Racionalni algoritam za kvadratnu
Kristofelovu modifikaciju mere
Modifikacija kvadratnim faktorom
dµ̂(x) := (x− z)2 dµ(x), z ∈ C,
proizvodi novi niz ortogonalnih polinoma
p̂n(x) = p̂n(x; dµ̂), n ∈ N0,
koji se moe realizovati dvostrukom uzastopnom primenom modifikacije
linearnim faktorima (videti [27, str. 121{124] i [17]). Problem sa ovim
pristupom nastaje kada z pripada supp(dµ). Naime, kada je z nula poli-
noma pn, koji je qlan niza ortogonalnih polinoma u odnosu na meru dµ,
primena modifikacionog algoritma linearnim faktorom nije mogua,
zbog qienice da dolazi do de	ea nulom. Alternativni pristup je da
se primeni jedan korak QR algoritma na Jakobijevu matricu J = J(dµ)
za meru dµ. Ovaj algoritam zahteva raqunae kvadratnih korena, xto
znaqi da nije racionalan.
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U radu [18] predstav	en je algoritam koji moe da se primeni bez
obzira na qienicu gde se taqka z nalazi. Takoe, taj algoritam je
racionalan, kao i algoritam predstav	en u [10] koji se odnosi na line-
arne modifikacije. Za neke druge modifikacije videti [29].
Data modifikacija kvadratnim faktorom moe biti uspexno pri-
meena na dirigovanu polinomijalnu L2-aproksimaciju, za konstrukciju
s- (ili σ-) ortogonalnih polinoma i odgovarajue kvadrature Turanovog3
tipa (videti [32], [55]), itd. Tipiqna primena na L2-aproksimaciju sa
ograniqeima zahteva polinome ortogonalne u odnosu na meru qm(x)2dµ(x),
gde je qm moniqni polinom stepena m sa nulama τ1, . . . , τm, koje pripadaju
nosaqu mere dµ(x) (videti [45, str. 388] i [52]). To se moe postii pri-
menom datog modifikacionog algoritma m puta sa kvadratnim faktorom
(x− τk)2, k = 1, . . . , m.
2.2.1 Modifikacija kvadratnim faktorom
Definicija 2.2.1 Neka je dµ pozitivna mera i pn( · ) = pn( · ; dµ) niz
moniqnih ortogonalnih polinoma u odnosu na meru dµ. Neka je z ∈ C i










zovemo polinomsko jezgro za meru dµ.
Primetimo da je p̃n(x; z) ∈ Pn kao funkcija po x.
Teorema 2.2.1 Neka je dµ pozitivna mera i z ∈ C takav da je pn(z) 6=
0, n ∈ N. Neka je dµ̃(x) = (x − z)dµ(x). Tada je dµ̃ kvazi-definitna
mera i polinomska jezgra p̃k, k ∈ N0, su formalni moniqni ortogonalni
polinomi u odnosu na meru dµ̃.
U radu [18] dati su sledei rezultati.
Lema 2.2.1 Koeficijenti α̂k i β̂k, k ∈ N0, koji se jav	aju u troqlanoj
rekurentnoj relaciji za polinome ortogonalne u odnosu na meru
dµ̂(x) = (x− z)2dµ(x), z ∈ C,
su neprekidne funkcije po z ∈ R.
3Pál Turán (1910–1976), maarski matematiqar.
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Dokaz. Posmatrajmo niz momenata m̂n =
∫
xndµ̂(x), n ∈ N0. Jedno-
stavno se pokazuje da je svaki m̂n polinom drugog stepena po z. Kako p̂n





m̂0 m̂1 · · · m̂n
m̂1 m̂2 · · · m̂n+1
... ... . . . ...
1 x · · · xn
∣∣∣∣∣∣∣∣∣
,
(videti [11, str. 17]), gde je Ĥn Henkelova determinanta koja je razli-
qita od nule jer je mera dµ̂ pozitivna. Dakle, koeficijenti polinoma p̂n
su neprekidne funkcije po z ∈ R a takoe i koeficijenti u troqlanoj
rekurentnoj relaciji. ¤
Lema 2.2.2 Ako je ∆n ≡ ∆n(z) = pn+1(z)p′n(z) − pn(z)p′n+1(z), n ∈ N0,
onda je
∆n+1 = βn+1∆n − p2n+1(z), n ∈ N0. (2.9)
Dokaz. Prema Kristofel-Darbuovoj formuli (videti [11, str. 23{24],















= − ∆n+1‖pn+1‖2 +
∆n
‖pn‖2 .
Koristei identitet βn+1 =
‖pn+1‖2
‖pn‖2
dobijamo tvree leme. ¤
Teorema 2.2.2 Neka je z ∈ C takav broj da je mera dµ̂ kvazi-defi-
nitna. Koeficijenti u troqlanoj rekurentnoj relaciji za polinome
ortogonalne u odnosu na meru
















2.2. Racionalni algoritam za kvadratnu Kristofelovu modifikaciju mere
β̂0 = β0
[
β1 + (z − α0)2
]




gde smo oznaqili pn := pn(z; dµ), n ∈ N0, i pn je niz polinoma ortogonal-
nih u odnosu na meru dµ.










odakle sledi da je ∆n(z) < 0 za svako n ∈ N0 i z ∈ R.
Oznaqimo sa Zn skup svih nula polinoma pn. Prema teoremi 1.1.5 skup
nula Zn, n ∈ N, sadri n realnih brojeva, pa je Z = ∪n∈NZn, skup nula
svih polinoma pn, n ∈ N, prebrojiv skup. Zato je skup R \ Z neprazan i
ima mo kontinuuma.
Izaberimo z ∈ R \ Z. Za takvo z vai pn(z) 6= 0, n ∈ N, i ∆n(z) < 0,
n ∈ N. Uslov pn(z) 6= 0, n ∈ N, prema teoremi 2.2.1 obezbeuje da je
mera dµ̃(x) = (x− z)dµ(x) kvazi-definitna i da postoji odgovarajui niz
ortogonalnih polinoma dat sa (2.8). Dakle, moemo izraziti polinome









, n ∈ N0.
Mera koju nada	e ispitujemo je dµ̂(x) = (x − z)dµ̃(x) = (x − z)2dµ(x).









, n ∈ N0.
S obzirom na
p̃n(z; z) = −∆n(z)
pn(z)
,


































































(x− z)2∆n . (2.12)
Zamenom (2.12) u troqlanoj rekurentnoj relaciji za polinome p̂n,
p̂n+1(x) = (x− α̂n)p̂n(x)− β̂np̂n−1(x), n ∈ N0,
dobijamo
pn+3(x)∆n+1 − pn+2(x)(pn+3p′n+1 − pn+1p′n+3) + pn+1(x)∆n+2
(x− z)2∆n+1
= (x− α̂n)
pn+2(x)∆n − pn+1(x)(pn+2p′n − pnp′n+2) + pn(x)∆n+1
(x− z)2∆n
− β̂n
pn+1(x)∆n−1 − pn(x)(pn+1(p′n−1 − pn−1p′n+1) + pn−1(x)∆n
(x− z)2∆n−1 .
Sreivaem prethodnog izraza i zamenom u troqlanoj rekurentnoj relaciji
za niz polinoma pn sledi
pn+3(x)− pn+2(x)
∆n+1

















Zamenom pn+3(x) = (x − αn+2)pn+2(x) − βn+2pn+1(x) u prethodnoj jed-
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nakosti, imamo




















− pn+2(x)((z − αn+2)∆n+1 − pn+1pn+2)
∆n+1
= 0.
Kako je ∆n+2 = βn+2∆n+1−p2n+2, pn+2(x) = (x−αn+1)pn+1(x)−βn+1pn(x)
i pn+1(x) = (x−αn)pn(x)−βnpn−1(x), rexavaem sistema od dve jednaqine
dobija se:
α̂n =




(αn+1 − z)βn∆n−1∆n∆n+1pnpn+1 + βn∆n−1∆n+1p2np2n+1
∆2n∆n+1(∆n − βn∆n−1)
(2.13)
− (αn+1 − z)βn∆n−1∆
2





Sada, zamenom ∆n+1 = βn+1∆n − p2n+1 i pn+2(z) = (z − αn+1)pn+1(z) −
βn+1pn(z) u (2.13) dobijaju se izrazi dati sa (2.10) i (2.11).
Dobijeni izrazi za koeficijente u troqlanoj relaciji α̂n i β̂n, n ∈ N0,
vae za z ∈ R \ Z. Kako je mera dµ̂ pozitivna za z ∈ R, to polinomi
ortogonalni u odnosu na dµ̂ postoje. Sada pokazujemo da isti izrazi vae
za svako z ∈ R.
Prvo primetimo da smo dokazali da je ∆n(z) < 0, z ∈ R, te su desne
strane u izrazima (2.10) i (2.11) definisane za svako z ∈ R. Posmatrajmo
sada niz otvorenih skupova On = R \ Zn, n ∈ N. Svaki On, n ∈ N, je
gust u R. Kako je R kompletan metriqki prostor on je Bairov4 prostor
(videti [1, str. 31]). Na osnovu Bairove teoreme o kategorijama svaki
rezidualan skup, tj. presek prebrojivo mnogo otvorenih skupova koji su
gusti u R, je gust u R. Dakle, ∩n∈NOn = R \ Z je gust u R. To znaqi da
jednakosti (2.10) i (2.11) vae na skupu koji je gust u R. Na osnovu leme
2.2.1 koeficijenti α̂n i β̂n, n ∈ N0, su neprekidne funkcije po z ∈ R, i
4René-Lous Baire (1874–1932), francuski matematiqar.
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desne strane u jednakostima (2.10) i (2.11) su neprekidne po z ∈ R, jer je
∆n(z) < 0, n ∈ N, z ∈ R. Za svako z ∈ Z, moemo konstruisati niz taqaka
zn ∈ R \ Z, n ∈ N, takav da je lim zn = z, a to na osnovu qienice da
je skup R \ Z gust u R. Koristei neprekidnost dobijamo da jednakosti
(2.10) vae po z takoe. Kako je z ∈ Z proizvo	no, sledi da jednakosti
vae za svako z ∈ R.
Sada, neka je z ∈ C \ R. Oznaqimo sa
Z̃n =
{
znl ∈ C | Ĥn(znl ) = 0, l = 1, . . . , N(n)
}
,
gde je N(n) broj nula polinoma Ĥn. Dakle, ∪n∈NZ̃n je prebrojiv skup svih
kompleksnih brojeva gde mera dµ̂ nije kvazi-definitna. Neka je z0 ∈ C\R
takav da je mera dµ̂ kvazi-definitna. Pretpostavimo da za neko n ∈ N
vai ∆n(z0) = 0. Definiximo
n0 = min{n ∈ N | ∆n(z0) = 0}.
Kako je Ĥn neprekidna funkcija po z i kako je β̂n = Ĥn−2Ĥn/Ĥ2n−1, sledi
da je β̂n, n ∈ N0, takoe neprekidna funkcija po z na C \ Z̃n. Zato postoji
otvorena okolina taqke z0, O1(z0), takva da za svako z ∈ O1(z0) vai
Ĥn 6= 0, β̂n 6= 0, za n = 0, 1, . . . , 4n0.
Kako je ∆n0(z0) = 0, postoji otvorena okolina taqke z0, O2(z0), takva
da za svako z ∈ O2(z0) \ {z0} vai ∆n0(z) 6= 0. Ako ne, postoji taqka
z u svakoj otvorenoj okolini taqke z0, razliqita od z0, tako da vai
∆n0(z) = 0. Kako je ∆n0 cela funkcija po z to bi znaqilo da je ∆n0(z) = 0,
z ∈ C (videti [38, str. 168]), xto je nemogue na osnovu qienice da je
∆n0(z) < 0, z ∈ R.
Definiximo O(z0) = O1(z0) ∩O2(z0). Tada je O(z0) otvorena okolina

























dobijamo p2n0+1(z0) = 0, xto je kontradikcija jer pn0+1 ne moe imati
kompleksnu nulu, kao qlan niza polinoma ortogonalnih u odnosu na po-
zitivnu meru dµ na realnoj pravoj.
Ovim je pokazano da formule (2.10) i (2.11) vae za sve z ∈ C za koje
je mera dµ̂ kvazi-definitna.





(x− α0 + α0 − z)2dµ
=
∫
(x− α0)2dµ + 2
∫
(x− α0)(α0 − z)dµ +
∫
(α0 − z)2dµ
= β0β1 + (α0 − z)2β0 = β0
[




U ovom poglav	u predstav	amo racionalni algoritam za modifika-
ciju kvadratnim faktorom, dµ̂(x) = (x− z)2dµ(x), pri qemu je z proizvo-
	an kompleksan broj takav da je mera dµ̂ kvazi-definitna.
Teorema 2.3.1 Koeficijenti α̂n i β̂n u troqlanoj rekurentnoj rela-
ciji za niz polinoma ortogonalnih u odnosu na kvazi-definitnu meru
dµ̂(x) = (x− z)2dµ(x)
mogu da se izraqunaju na sledei naqin:
Poqetni uslovi:
f0 = 0, e0 = 1.
Izraqunavae: za i = 0, 1, 2, . . . , n raqunati







ako je ei 6= 0,
ei−1βi ako je ei = 0,





fi+1 = (1− ei+1)(a + αi+1 − z),
α̂i = a + fi+1 + z.
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Dokaz. Prvo pretpostavimo da je pi(z) 6= 0 za sve i ∈ N0. Dokaz se






, fn = αn − z − pn(z)pn+1(z)
∆n
.
Za i = 0 imamo:

















f1 = (1− e1)(a + α1 − z)
=
β1(α0 + α1 − 2z)

















Neka je tvree taqno za n. Iz Algoritma za i = n + 1 sledi:
a = αn+1 − z − fn+1 = αn+1 − z − (α̂n − a− z)



































+ αn+2 − z
)
=









































Ako je pi(z) = 0 za neko i, tada iz troqlane rekurentne relacije sledi



































Ovim je dokaz zavrxen. ¤
2.4 Primene algoritma
U ovom delu primeujemo teoremu 2.3.1 dva puta da bismo izraqunali
koeficijente u troqlanoj rekurentnoj relaciji za niz polinoma ortogo-
nalnih u odnosu na modifikovanu Qebixev	evu meru druge vrste





1− x2 dx, x ∈ [−1, 1],
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kao i u odnosu na meru





1− x2 dx, x ∈ [−1, 1].








Slika 2.1: Grafici teinskih funkcija x 7→ ŵ(x) i x 7→ w′(x) na intervalu
[−1, 1]





Slika 2.2: Grafici teinskih funkcija x 7→ w(x), x 7→ w̃(x), x 7→ w̄(x) i
x 7→ ŵ(x) na intervalu [−1, 1]
U prvom koraku raqunamo koeficijente α̃k, β̃k, k ∈ N0, za niz polinoma






x ∈ [−1, 1]. Zatim, koristei izraqunate koeficijente α̃k i β̃k primenom
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teoreme 2.3.1 dobijamo traene koeficijente α̂k i β̂k, k ∈ N0, koristei






Na slici 2.2 prikazane su teinske funkcije w(x) =
√
1− x2, w̃(x),
w̄(x) = (x + 1/
√
2)2w(x) i ŵ(x).
Teorema 2.4.1 Koeficijenti u troqlanoj rekurentnoj relaciji za














































, k ≡ 3 mod 4,
za k ∈ N0.
Dokaz. Kako je ovo modifikacija Qebixev	eve mere druge vrste, ko-
eficijenti αk i βk u teoremi 2.3.1 su αk = 0, k ∈ N0, β0 = π/2 i βk = 1/4,
k ∈ N, a z = 1/√2. Da bismo dokazali teoremu pokazaemo da su za svako














, k ≡ 0 mod 4,
(




















, k ≡ 3 mod 4.
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Dokaz sledi primenom matematiqke indukcije. Na poqetku pokazujemo
taqnost tvrea za k = 0, 1, 2, 3.
Direktnim izraqunavaem dobijamo:
k = 0 :





, β̃0 = 0, e1 =
2
3









k = 1 :













, f2 = − 1√
2





k = 2 :
a = 0, b = 0, β̃2 =
3
16
, e3 = 0, f3 = − 1√
2
, α̃2 = 0;
k = 3 :



















Neka je sada tvree taqno za k ∈ N. Na osnovu teoreme 2.3.1 sledi:



















, fk+1 = − k + 2√
2(k + 3)
, α̂k+1 = −
√
2
(k + 1)(k + 3)
,












, fk+2 = − 1√
2
, α̂k+2 = − 1√
2(k + 3)
,




ek+3 = 0, fk+3 = − 1√
2
, α̂k+3 = 0,
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Ovim je dokaz zavrxen. ¤
Teorema 2.4.2 Koeficijenti u troqlanoj rekurentnoj relaciji za






1− x2 dx, x ∈ [−1, 1], (2.14)
su









, k ≡ 0 mod 4,
1 + k
4(k + 3)
, k ≡ 1 mod 4,
k + 4
4(k + 2)
, k ≡ 2 mod 4,
5 + k
4(k + 3)
, k ≡ 3 mod 4,
za k ∈ N0.
Dokaz. Da bismo dokazali teoremu pokazaemo da su za svako k ∈ N0





































, k ≡ 3 mod 4.
Ostatak dokaza je isti kao i dokaz teoreme 2.4.1. ¤
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Slika 2.3: Grafici polinoma pn(x), n = 0, 1, 2, 3, 5
Na sliqan naqin dobijamo sledeu teoremu.
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Teorema 2.4.3 Koeficijenti u troqlanoj rekurentnoj relaciji za






1− x2 dx, x ∈ [−1, 1], (2.15)
su









, k ≡ 0 mod 4,
k + 7
4(k + 3)
, k ≡ 1 mod 4,
1
4
, k ≡ 2 mod 4,
1
4
, k ≡ 3 mod 4,
za k ∈ N0.































































































Savremena teorija ortogonalnih polinoma bavi se konstrukcijom i
analizom ihovih novih klasa. U najveem broju sluqajeva istraivaqi
inspiraciju crpu upravo iz klasiqnih ortogonalnih polinoma.  ihovo
uopxtavae ili segregacija najqexi su pristupi u procesu konstrukcije
i mogu se svesti na neki od sledeih naqina ili na ihovu kombinaciju:
izmena nosaqa klasiqne mere ili modifikacija teinske funkcije. Tako
su u radovima [2], [5], [33], [40], [4] razmatrane klase ortogonalnih poli-
noma na fragmentiranom nosaqu mere.
Neki od naqina modifikacije teinske funkcije dati su u prethod-
noj glavi. U ovom poglav	u baviemo se parametrizacijom teinske
funkcije jedne od klasiqnih mera. U [27] autori su razmatrali modi-
fikaciju Qebixev	eve mere koja je kasnije uopxtena u radu [19]. Moderna
istraivaa potpomognuta su monim kompjuterskim sistemima u kojima
su i specijalizovani paketi za rad sa ortogonalnim polinomima i speci-
jalnim funkcijama, uopxte. Rezultati rada [19] u velikoj meri dobijeni
su zahva	ujui upotrebi programskog paketa Mathematica, a naroqito
programskog paketa ”OrthogonalPolynomials” koji je deta	no opisan u [14],
[17].
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3.1 Polinomi ortogonalni u odnosu na
modifikovanu Qebixev	evu meru
prve vrste
Neka su dati brojevi n, s ∈ N, n ≥ 2, i mera
dµn,s(x) := wn,s(x)dx =
T̂ 2sn (x)√
1− x2 dx, (3.1)
gde je T̂n(x) = Tn(x)/2n−1 = cos(n arccos x)/2n−1 moniqni Qebixev	ev
polinom prve vrste n-tog stepena. Ova mera generixe niz ortogonalnih
polinoma
pn,sk (x) = p
n,s
k (x; dµ
n,s), k ∈ N0,
za koji znamo da je pn,sn = pn,s = T̂n. Egzistencija ovog niza polinoma je
osigurana jer je dµn,s(x) pozitivna mera.
U [27] autori su razmatrali specijalan sluqaj s = 1 i dokazali sledeu
teoremu, koja e biti korixena u dokazu glavnog rezultata kao baza in-
dukcije.
Teorema 3.1.1 Za svako n ≥ 2, polinomi pnk(x) = pnk(x; dµn), k ∈ N0,
gde je dµn(x) = T̂ 2n(x)/
√
1− x2 dx, zadovo	avaju rekurentnu relaciju
pnk+1(x) = xp
n
k(x)− βnk pnk−1(x), k ∈ N0,
























1 + (k − 1)/n
)




Glavni rezultat ovog poglav	a je uopxtee teoreme 3.1.1 dato u radu
[19].
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Teorema 3.1.2 Za svako n, s ∈ N, n ≥ 2, polinomi pn,sk (x) = pn,sk (x; dµn,s),
k ∈ N0, zadovo	avaju troqlanu rekurentnu relaciju
pn,sk+1(x) = xp
n,s
k (x)− βn,sk pn,sk−1(x), k ∈ N0, (3.2)


















, ako je k ≡ 0 (mod 2n),
k + 2ns− 1
4(k + ns− 1) , ako je k ≡ 1 (mod 2n),
k + 2ns
4(k + ns)
, ako je k ≡ n (mod 2n),
k − 1





Dokaz. Pretpostavimo da je za svako n, s ∈ N, n ≥ 2, niz {pn,sk }k∈N0






















































































U nastavku izostaviemo argument polinoma radi uproxea i pre-




Za nastavak dokaza k	uqna je taqnost tvrea iskazanih sledeim






(2k + 2s− 2)(2k + 2s− 1)









22j−1(2k + s)(2k + s + 1)
pn,s−12n(k+1)−j
+
(2k + 2s− 1)(2k + 2s)
22n(2k + s)2






(2k + 2s)(2k + 2s + 1)







− 2k + 2s + 1
22j(2k + s + 1)(2k + s + 2)
pn,s−12n(k+1)+n−j
+
(2k + 2s)(2k + 2s + 1)
22n(2k + s + 1)2









k+1 − xT̂ 2npn,sk + βn,sk T̂ 2npn,sk−1 = T̂ 2n
(
pn,sk+1 − xpn,sk + βn,sk pn,sk−1
)
= 0
za svako k ∈ N0, ostaje da pokaemo da niz definisan desnom stranom
jednakosti, recimo {qi}i∈N0 , u (3.4) zadovo	ava istu relaciju, kao i da
vai T̂ 2npn,s0 = q0 i T̂ 2npn,s1 = q1.
Da bismo pokazali jednakost qi+1 − xqi + βn,si qi−1 = 0 za svako i ∈ N,
razlikovaemo osam sluqajeva.
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Sluqaj 1: i ≡ 1 (mod 2n).
U ovom sluqaju treba da pokaemo da je izraz
pn,s−12n(k+1)+2 +
k + s
23(2k + s)(2k + s + 1)
pn,s−12n(k+1)−2
+







2(2k + s)(2k + s + 1)
pn,s−12n(k+1)−1
+









(2k + 2s− 2)(2k + 2s− 1)




jednak nuli. Kako ekvivalentni oblik glasi












(2k + 2s− 1)(2k + 2s)
22n(2k + s)2
(




Sluqaj 2: i ≡ j (mod 2n), j = 2, . . . , n− 2.
U ovom sluqaju posmatramo izraz
pn,s−12n(k+1)+j+1 +
k + s
22j+1(2k + s)(2k + s + 1)
pn,s−12n(k+1)−j−1
+







22j−1(2k + s)(2k + s + 1)
pn,s−12n(k+1)−j
+










22j−3(2k + s)(2k + s + 1)
pn,s−12n(k+1)−j+1
+
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U ekvivalentnom obliku glasi



















22j−1(2k + s)(2k + s + 1)
i v(n)k,s =
(2k + 2s− 1)(2k + 2s)
22n(2k + s)2
.
Jasno je da je prethodni izraz jednak nuli.
Sluqaj 3: i ≡ n− 1 (mod 2n).
Sada dobijamo
pn,s−12n(k+1)+n +
(2k + 2s)(2k + 2s + 1)






22n−3(2k + s)(2k + s + 1)
pn,s−12n(k+1)−n+1
+










22n−5(2k + s)(2k + s + 1)
pn,s−12n(k+1)−n+2
+





xto moemo napisati kao











pn,s−12nk+n − xpn,s−12nk+n−1 + βn,s−12nk+n−1pn,s−12nk+n−2
)
,





22n−3(2k + s)(2k + s + 1)
i v(n)k,s =
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Sluqaj 4: i ≡ n (mod 2n).
Odgovarajui izrazi za ovaj sluqaj postaju
pn,s−12n(k+1)+n+1 −
2k + 2s + 1
4(2k + s + 1)(2k + s + 2)
pn,s−12n(k+1)+n−1
+
(2k + 2s)(2k + 2s + 1)





(2k + 2s)(2k + 2s + 1)




2k + 2s + 1





22n−3(2k + s)(2k + s + 1)
pn,s−12n(k+1)−n+1
+





koje moemo napisati u obliku
pn,s−12n(k+1)+n+1 − xpn,s−12n(k+1)+n + βn,s−12n(k+1)+npn,s−12n(k+1)+n−1
+
(2k + 2s)(2k + 2s + 1)
22n(2k + s)(2k + s + 1)
(
pn,s−12nk+n+1 − xpn,s−12nk+n + βn,s−12nk+npn,s−12nk+n−1
)
= 0.
Jasno je da je prethodni izraz jednak nuli.
Sluqaj 5: i ≡ n + 1 (mod 2n).
U ovom sluqaju imamo
pn,s−12n(k+1)+n+2 +
2k + 2s + 1
24(2k + s + 1)(2k + s + 2)
pn,s−12n(k+1)+n−2
+
(2k + 2s)(2k + 2s + 1)





2k + 2s + 1
22(2k + s + 1)(2k + s + 2)
pn,s−12n(k+1)+n−1
+
(2k + 2s)(2k + 2s + 1)





22(2k + s + 1)
(
pn,s−12n(k+1)+n +
(2k + 2s)(2k + 2s + 1)
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= pn,s−12n(k+1)+n+2 − xpn,s−12n(k+1)+n+1 + βn,s−12n(k+1)+n+1pn,s−12n(k+1)+n
− uk,s
(











2k + 2s + 1
(2k + s + 1)(2k + s + 2)
i v(n)k,s =
(2k + 2s)(2k + 2s + 1)
22n(2k + s + 1)2
.
Sluqaj 6: i ≡ n + j + 1 (mod 2n), j = 1, . . . , n− 3.
Sada imamo izraz
pn,s−12n(k+1)+n+j+2 +
2k + 2s + 1
22(j+2)(2k + s + 1)(2k + s + 2)
pn,s−12n(k+1)+n−j−2
+
(2k + 2s)(2k + 2s + 1)





2k + 2s + 1
22(j+1)(2k + s + 1)(2k + s + 2)
pn,s−12n(k+1)+n−j−1
+
(2k + 2s)(2k + 2s + 1)








2k + 2s + 1
22j(2k + s + 1)(2k + s + 2)
pn,s−12n(k+1)+n−j
+
(2k + 2s)(2k + 2s + 1)




koji se svodi na
pn,s−12n(k+1)+n+j+2 − xpn,s−12n(k+1)+n+j+1 + βn,s−12n(k+1)+n+j+1pn,s−12n(k+1)+n+j
− u(j)k,s
(






pn,s−12nk+n+j+2 − xpn,s−12nk+n+j+1 + βn,s−12nk+n+j+1pn,s−12nk+n+j
)
,





2k + 2s + 1
22j+2(2k + s + 1)(2k + s + 2)
i v(n)k,s =
(2k + 2s)(2k + 2s + 1)
22n(2k + s + 1)2
.
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Sluqaj 7: i ≡ 2n− 1 (mod 2n).
Kako se
pn,s−12n(k+2) +
(2k + 2s)(2k + 2s + 1)





2k + 2s + 1
22n−1(2k + s + 1)(2k + s + 2)
pn,s−12n(k+1)+1
+
(2k + 2s)(2k + 2s + 1)








2k + 2s + 1
22n−2(2k + s + 1)(2k + s + 2)
pn,s−12n(k+1)+2
+
(2k + 2s)(2k + 2s + 1)




pn,s−12n(k+2) − xpn,s−12n(k+2)−1 + βn,s−12n(k+2)−1pn,s−12n(k+2)−2
− u(n)k,s
(






pn,s−12n(k+1) − xpn,s−12n(k+1)−1 + βn,s−12n(k+1)−1pn,s−12n(k+1)−2
)
,





2k + 2s + 1
22n−1(2k + s + 1)(2k + s + 2)
i v(n)k,s =
(2k + 2s)(2k + 2s + 1)
22n(2k + s + 1)2
.
Sluqaj 8: i ≡ 2n (mod 2n).
Sada imamo izraz
pn,s−12n(k+2)+1 +
k + s + 1
2(2k + s + 2)(2k + s + 3)
pn,s−12n(k+2)−1
+
(2k + 2s + 1)(2k + 2s + 2)





(2k + 2s)(2k + 2s + 1)





4(2k + s + 2)
(
pn,s−12n(k+2)−1
− 2k + 2s + 1
22n−1(2k + s + 1)(2k + s + 2)
pn,s−12n(k+1)+1
+
(2k + 2s)(2k + 2s + 1)
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koji se svodi na
pn,s−12n(k+2)+1 − xpn,s−12n(k+2) + βn,s−12n(k+2)pn,s−12n(k+2)−1
+
(2k + 2s)(2k + 2s + 1)
22n(2k + s + 1)(2k + s + 2)
(
pn,s−12n(k+1)+1 − xpn,s−12n(k+1) + βn,s−12n(k+1)pn,s−12n(k+1)−1
)
i jednak je nuli jer je svaki red jednak nuli.
Sada emo pokazati sledeu jednakost




22n(s− 1)s . (3.5)
Poznato je da za moniqne Qebixev	eve polinome prve vrste T̂n vai T̂ 2n =
1/22n−1 + T̂2n. Koristei rekurentnu relaciju za Qebixev	eve polinome




























u0 = − s
4(s + 1)







pn,sn+k = T̂n+k + uk−1,
gde niz polinoma uk, k = 0, . . . , n− 1, zadovo	ava relaciju
uk+1 = xuk − 1
4
uk−1.
Primenom matematiqke indukcije lako moemo da pokaemo da vai
uk = − s
4(s + 1)
(ÛkT̂n−1 − Ûk−1T̂n),
gde je Ûk moniqni Qebixev	ev polinom druge vrste k-tog stepena.
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Sada imamo

























xto je zapravo (3.5) za s := s + 1.

































x = T̂ 2np
n,s
1 .
Ostaje da se dokae ortogonalnost niza pn,sk , k ∈ N0, za n, s ∈ N, n ≥ 2.
Sada koristimo matematiqku indukciju po s. Sluqaj s = 1 je up-
ravo teorema 3.1.1. Ako pretpostavimo da je za n, s ∈ N, n ≥ 2, pn,s−1k ,
k ∈ N0, niz moniqnih polinoma koji je ortogonalan u odnosu na tein-
sku funkciju wn,s−1, onda ortogonalnost niza pn,sk , k ∈ N0, jednostavno
sledi iz relacije wn,s = T̂ 2nwn,s−1. Posle mnoea relacije (3.4) sa odgo-















Ovim je dokaz zavrxen. ¤
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Slika 3.1: Grafici polinoma p3,2k (x), k = 0, 1, 2, 3, 4, 5
Primer 3.1.1 Prvih nekoliko polinoma p3,2k (x) i p
2,4
k (x) ortogonal-
nih u odnosu na meru (3.1) za n = 3, s = 2 i n = 2, s = 4 redom su:
p3,20 (x) = 1,
p3,21 (x) = x,








































p3,28 (x) = x
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Slika 3.2: Grafici polinoma p2,4k (x), k = 0, 1, 2, 3, 4, 5
p2,40 (x) = 1,
p2,41 (x) = x,








p2,44 (x) = x
4 − x2 + 1
40
,

























p2,48 (x) = x


































a ihovi grafici su prikazani na slikama 3.1 i 3.2.
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3.2 Polinomi ortogonalni u odnosu na
modifikovanu Qebixev	evu meru
druge vrste
Konstruixemo niz polinoma P̂k, k ∈ N0, ortogonalan u odnosu na modi-











1− x2 dx, x ∈ [−1, 1],
gde je c pozitivan realan broj. Dakle, izuqavamo polinome ortogonalne














1− x2 dx, P ∈ P , (3.6)
gde je c ∈ R\{0}. Specijalan sluqaj c = 1 razmatran je u [17]. Da
bismo pojasnili sluqaj, na slici 3.3 je prikazan grafik racionalnog dela
teinske funkcije za c =
√
2. Kada c tei ka 1 singularitet racionalnog
dela tei ka −1, kada c proe 1 singularitet tei ka −∞. Potpuno si-
metriqna situacija nastaje za c < 0. Naime, stav	ajui c := −c, i posle
smene x := −x, dobijamo istu linearnu funkcionelu, pa nada	e razma-
tramo samo sluqaj c > 0. Nula racionalnog dela je uvek po modulu vea
od singulariteta.







Slika 3.3: Grafik racionalnog dela teine u (3.6)
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1− x2 dx, x ∈ [−1, 1],








. Rexavamo problem nalaea koefi-
cijenata u rekurentnoj relaciji α̂k = αk(dµ̂), β̂k = βk(dµ̂), znajui da su
koeficijenti za Qebixev	evu meru druge vrste αk = 0, βk = 1/4 za k ∈ N
i α0 = 0, β0 = π/2.
Niz ortogonalnih polinoma P̂k, k ∈ N0, postoji budui da je mera dµ̂(x)














1− x2 dx, k ∈ N0.
Problem rexavamo u dva koraka. Prvo, posmatramo modifikaciju
Qebixev	eve mere druge vrste de	eem linearnim faktorom, pri qemu
koristimo Algoritam 1. Na taj naqin dobijamo koeficijente α̃k i β̃k.
Zatim primeujemo Algoritam 2 za odreivae koeficijenata u odnosu na
modifikovanu meru koja nastaje mnoeem linearnim faktorom, dµ̂(x),
i konaqno dobijamo α̂k i β̂k, za k ∈ N0.
Sliqne teinske funkcije, kao xto su na primer
(1− x2)(1− k2x2)−1/2, k2 < 1,
su izuqavane u [67]. Takoe postoji veliki broj rezultata za takozvane
Sege1-Bernxtajn teinske funkcije date sa
w1(x) =
ρ(x)√
1− x2 , w2(x) = ρ(x)
√





pri qemu je ρ polinom koji je pozitivan na intervalu (−1, 1) (videti [69],




1− µx2 , µ ≤ 1,
takoe je izuqavana u [34]. Za Qebixev	evu meru prve vrste ista modi-
fikacija je prouqavana u [37]. Konaqno, u [5] mogu se nai sliqni rezul-
tati qak i za sluqaj kada nosaq mere ima dve disjunktne komponente.
1Gábor Szegő (1895–1985), maarski matematiqar.
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3.2.1 Linearni delioci






1− x2 dx, x ∈ [−1, 1], δ ∈ R \ [−1, 1],





Da bismo mogli da primenimo modifikacioni Algoritam 1, neophodna







1− x2 dx, δ ∈ R \ [−1, 1],
koji izraqunavamo u sledeoj lemi.







1− x2 dx = (
√
δ2 − 1 + δ)π.
Dokaz. Koristei drugu Ojlerovu2 smenu
√
1− x2 = 1 + mx, dobijamo











1− x2 dx = −2
∫
(m2 − 1)2
(δm2 + 2m + δ)(1 + m2)2
dm.
Ovaj integral moemo izraqunati kao integral racionalne funkcije.
Da	e imamo
(m2 − 1)2








δm2 + 2m + δ
.
Ostatak dokaza je sada oqigledan. ¤
Pre nego xto dokaemo sledeu teoremu dajemo Algoritam 1 koji emo
koristiti u dokazu teoreme 3.2.1. Oba modifikaciona algoritma mogu se
nai, na primer, u [27, str. 123{129].
2Leonhard Euler (1707–1783), xvajcarski matematiqar i fiziqar.
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Algoritam 1 (Modifikacija linearnim deliocem)
Poqetni uslovi:
α̃0 = δ − β0
ρ0(δ)
, β̃0 = −ρ0(δ), q0 = − β0
ρ0(δ)
. (3.7)
Izraqunavae: Za k = 1, 2, . . . , n− 1 raqunati
ek−1 = αk−1 − δ − qk−1, (3.8)
β̃k = qk−1ek−1,
qk = βk/ek−1, (3.9)
α̃k = qk + ek−1 + δ. (3.10)








1− x2 dx, x ∈ [−1, 1],
su
α̃0 = − 1
2c








za k ≥ 1.
Dokaz. Koeficijenti α̃0 i β̃0 su izraqunati direktno pomou (3.7).
Takoe, korisno je izraqunati koeficijente α̃1 i β̃1 kao bazu matematiqke
indukcije. Primenom Algoritma 1 za k = 1 dobijamo




Ostatak dokaza sledi primenom matematiqke indukcije. Dakle, neka
je tvree taqno za k i treba dokazati taqnost tvrea za k + 1. Kombi-
novaem (3.8) i (3.10) dobija se
α̃k = 0 = qk + ek−1 + δ = qk − δ − qk−1 + δ,
odakle je
qk = qk−1. (3.11)
Iz (3.10) sledi
α̃k+1 = qk+1 + ek + δ = qk+1 − δ − qk + δ = qk+1 − qk.
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− qk = qk − qk = 0.
Iz (3.11) i (3.12) sledi




qime je dokaz zavrxen. ¤
3.2.2 Linearni faktori
Posmatramo modifikaciju mere linearnim faktorom
dµ̂(x) = (x− γ)dµ̃(x), x ∈ [−1, 1], γ ∈ R \ [−1, 1],





Pre nego xto predstavimo Algoritam 2, treba da naglasimo da u ovom
algoritmu koristimo ve izraqunate koeficijente α̃k i β̃k da bismo izra-
qunali koeficijente u troqlanoj rekurentoj relaciji za meru dµ̂(x), α̂k
i β̂k, k ∈ N0.
Algoritam 2 (Modifikacija linearnim faktorom)
Poqetni uslov:
e−1 = 0.
Izraqunavae: Za k = 0, 1, . . . , n− 1 raqunati
qk = α̃k − ek−1 − γ, (3.13)
β̂k = (α̃0 − γ)β̃0 za k = 0,
β̂k = qkek−1 za k > 0, (3.14)
ek = β̃k+1/qk, (3.15)
α̂k = γ + qk + ek. (3.16)
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1− x2 dx, x ∈ [−1, 1],
su
α̂k = − Apq
k
(1 + pqk)(1 + pqk+1)
, k ∈ N0, (3.17)
i
β̂k =
(1 + pqk−1)(1 + pqk+1)
4(1 + pqk)2









c4 + 4− c2√
c4 + 4 + c2
, q =
2 + c2 −√c4 + 4




Dokaz. Pokazaemo da je
ek =




, k ∈ N0, (3.19)
odakle ostatak dokaza ove teoreme sledi direktno. Dokaz izvodimo pri-
menom matematiqke indukcije. Za k = 0 iz (3.19) dobijamo e0 = c/(2+2c2)
xto takoe moemo dobiti iz Algoritma 2 stav	ajui da je k = 0. Dakle,
























Izraz na desnoj strani prethodne jednakosti je 1/ek, xto se upravo i
tvrdilo u (3.20).
Iz (3.14) i (3.15) sledi









xto je zapravo (3.18).
Sada, (3.17) je direktna posledica (3.16) i (3.19). ¤
Na kraju ovog poglav	a, u sledee dve teoreme dajemo eksplicitni
izraz za niz polinoma P̂n.
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Teorema 3.2.3 Niz polinoma ortogonalan u odnosu na meru dµ̃(x)
moe se izraziti pomou
P̃k(x) = Uk(x)− α̃0Uk−1(x),
gde je α̃0 = −1/(2c), a Un je Qebixev	ev polinom druge vrste n-tog ste-
pena.
Dokaz. Tvree je taqno za k = 1 i k = 2. Zaista, imamo
P̃1(x) = (x− α̃0)P̃0(x) = x− α̃0 = U1(x)− α̃0U0(x)
i
P̃2(x) = (x− α̃1)P̃1(x)− β̃1P̃0(x) = x(U1(x)− α̃0U0(x))− β1U0
= xU1(x)− β1U0(x)− α̃0xU0(x) = U2(x)− α̃0U1(x).
Neka je tvree taqno za k− 1 i k, i treba da dokaemo taqnost za k + 1.
Sada je
P̃k+1(x) = (x− α̃k)P̃k(x)− β̃kP̃k−1(x)
= (x− α̃k)(Uk(x)− α̃0Uk−1(x))− β̃k(Uk−1(x)− α̃0Uk−2(x))
= (xUk(x)− β̃kUk−1(x))− α̃0(xUk−1(x)− βkUk−2(x))
= Uk+1(x)− α̃0Uk(x). ¤
Konaqno, moemo da izrazimo dati niz polinoma P̂n direktno preko
Qebixev	evih polinoma druge vrste Un.




takvo da je P̃k(γ) 6= 0 za k ∈ N. Neka je dµ̂(x) = (x − γ)dµ̃(x). Tada je
mera dµ̂(x) takoe kvazi-definitna i polinomi P̂n su moniqni formalni







Un+1(x)− α̃0Un(x)− Un+1(γ)− α̃0Un(γ)
Un(γ)− α̃0Un−1(γ)(Un(x)− α̃0Un−1(x))
x− γ .
Dokaz. Dokaz ove teoreme je posledica teoreme 1.55 iz [27, str. 38].
¤
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Primer 3.2.1 Prvih nekoliko polinoma P̂k ortogonalnih u odnosu










































































Neka je dµ konaqna pozitivna Borelova1 mera na realnoj pravoj R











Akf(τk) + Rn(f), (4.1)
koja je taqna na skupu P2n−1 (Rn(P2n−1) = 0) je poznata kao Gaus-Kristofe-
lova kvadraturna formula. To je kvadraturna formula koja ima maksi-






Akf(τk) + Rn(f) (4.2)
otkrio je Karl Fridrih Gaus pre dva veka.
Posle  utnove2 formule o numeriqkoj integraciji iz 1676. godine
(poznato je i kao  utn-Koutsovo pravilo)
∫ b
a




1Émile Borel (1871–1956), francuski matematiqar.
2Isaac Newton (1643–1727), engleski fiziqar i matematiqar.
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koja se dobija integracijom odgovarajueg interpolacionog polinoma fun-
kcije f(x) u n razliqitih fiksiranih taqaka (qvorova) τ1,. . . ,τn (koje se
najqexe biraju ekvidistantno u [a, b]), Gaus je 1814. godine razvio svoj
quveni metod koji drastiqno pobo	xava  utnov metod. Budui da je
 utn-Koutsova formula taqna samo za polinome stepena najvixe n − 1,
Gaus je postavio pitae koji maksimalan algebarski stepen taqnosti moe
da se postigne u (4.3) (tj. u (4.2) stav	ajui [a, b] = [0, 1]) ako su qvorovi






ima 2n nepoznatih parametara: τk, Ak, k = 1, . . . , n, Gaus je poxao od
pretpostavke da kvadraturna formula (4.2) moe biti taqna za sve alge-
barske polinome stepena najvixe 2n− 1. Oslaajui se na radove  utna
i Koutsa i svoj rad o hipergeometrijskim razvojima iz 1812. godine, Gaus
je dokazao ovaj rezultat. Treba napomenuti da je Gaus odredio numeriqke
vrednosti parametara kvadrature: qvorove τk i teine Ak, k = 1, . . . , n,
za sve n ≤ 7 sa skoro 16 znaqajnih decimalnih cifara. Ovo otkrie je
bilo jedno od najznaqajnijih u devetnaestom veku u po	u numeriqke inte-
gracije, a moda i u celoj numeriqkoj analizi. Gausove rezultate je po
formi pojednostavio Jakobi 1826. godine. U devetnaestom veku Gausove
kvadrature su deta	nije razraivali Meler3, Radau4, Hajne5, Kristofel,
itd. Ocenu grexke i konvergenciju su dokazali Markov i Stiltjes.
Modernim jezikom reqeno, glavni rezultat ove teorije glasi: Neka je
dµ(x) pozitivna mera na R sa konaqnim ili neograniqenim nosaqem qiji
svi momenti mk =
∫
R x
kdµ(x), k ∈ N, postoje i konaqni su i m0 > 0. Tada,
za svako n ∈ N, postoji Gaus-Kristofelova kvadraturna formula (4.1) sa
n taqaka koja je taqna za sve algebarske polinome stepena ≤ 2n − 1, tj.
Rn(f) = 0 za svako f ∈ P2n−1.
Sledeu teoremu dokazao je Jakobi 1826. godine.
Teorema 4.1.1 Za dati prirodan broj m (≤ n), kvadraturna formula
(4.1) ima algebarski stepen taqnosti d = n−1+m ako i samo ako vai:
1◦ formula (4.1) je interpolaciona;
3Gustav Ferdinand Mehler (1835–1895), nemaqki matematiqar.
4Jean Charles Rodolphe Radau (1835–1911), astronom i matematiqar roen u Prusiji.
5Heinrich Eduard Heine (1821–1881), nemaqki matematiqar.
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p(x)ωn(x)dµ(x) = 0 za sve p ∈ Pm−1.
Prema ovoj teoremi, kvadraturna formula (4.1) u odnosu na pozitivnu
meru dµ(x) ima maksimalni algebarski stepen taqnosti 2n− 1, tj. vred-
nost m = n je optimalna. Vrednosti m > n nisu mogue. Zaista, za
m = n + 1 bi, zbog 2◦, polinom ωn morao biti ortogonalan na samom sebi,
xto je nemogue.
Kada je m = n − 1 imamo Gaus-Radauovu formulu (jedna od krajih
taqaka intervala a ili b je uk	uqena u skup qvorova), dok za m = n − 2
imamo Gaus-Lobatovu6 formulu (τ1 = a i τn = b).
U sluqaju m = n iz uslova ortogonalnosti 2◦ teoreme 4.1.1 sledi da
polinom ωn mora biti moniqni ortogonalni polinom πn u odnosu na meru
dµ. Dakle, qvorovi Gausove kvadraturne formule su nule moniqnog orto-
gonalnog (ili ortonormiranog) polinoma t(n)k u odnosu na meru dµ. Teine











, k = 1, . . . , n.
Prema tome, sve teine Ak, k = 1, . . . , n, su pozitivne. Dakle, vai
sledea teorema.
Teorema 4.1.2 Parametri Gausove kvadraturne formule (4.1) u odno-
su na pozitivnu meru dµ su
τk = t
(n)
k , Ak = λn,k = λn(t
(n)
k ; dµ), k = 1, . . . , n,
tj. qvorovi su nule ortogonalnog polinoma πn(x; dµ), a teine su odgo-
varajui Kristofelovi brojevi.
Za numeriqku konstrukciju Gausovih kvadraturnih formula postoji
vixe metoda, a svakako najpoznatiji je metod Goluba7 i Velqa ([36]).  i-
hov metod je baziran na odreivau sopstvenih vrednosti i prvih kompo-
nenata sopstvenih vektora simetriqne trodijagonalne Jakobijeve matrice
koristei QR algoritam.
6Rehnel Lobatto (1797–1866), danski matematiqar.
7Gene Howard Golub (1932–2007), ameriqki matematiqar.
67
4.1. Kvadraturne formule
Teorema 4.1.3 Qvorovi τk, k = 1, . . . , n, u Gausovoj kvadraturnoj for-
muli (4.1) u odnosu na pozitivnu meru dµ su sopstvene vrednosti Jako-






β1 0 · · · 0√
β1 α1
√
β2 · · · 0
0
√
β2 α2 · · · 0
... ... ... . . . ...




gde su αk i βk, k = 0, 1, . . . , n − 1, koeficijenti troqlane rekurentne




k,1, k = 1, . . . , n,
gde je β0 = m0 =
∫
R dµ(x), a υk,1 prva komponenta normalizovanog sop-








k vk = 1, k = 1, . . . , n.
Pretpostavimo da je [a, b] = supp(dµ). Za ostatak Rn(f) Gausove kvadra-
turne formule vai sledei rezultat.






gde je πn moniqni ortogonalni polinom u odnosu na meru dµ.





1− x2 dx, n, s ∈ N, n ≥ 2,











j ) + Rm(f), (4.5)
gde su τn,sj , j = 1, 2, . . . , m, nule polinoma stepena m iz niza polinoma
pn,sk (x) ortogonalnih u odnosu na teinsku funkciju
x 7→ wn,s(x) = T̂
2s
n (x)√
1− x2 . (4.6)
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Slika 4.1: Grafik teinske funkcije x 7→ w3,2(x)
Na slici 4.1 prikazan je grafik teinske funkcije (4.6) za n = 3 i s = 2.
Posmatrajmo sluqaj m = 10, n = 3 i s = 2. Prema teoremi 4.1.3,
qvorovi τ 3,2j i koeficijenti A3,2j , j = 1, 2, . . . , 10, u kvadraturnoj for-
muli (4.5) izraqunavaju se korixeem polinoma p3,210 (x), odreenog u pri-
meru 3.1.1. Numeriqke vrednosti qvorova i koeficijenata prikazane su
u tabeli 4.1.
Tabela 4.1: Qvorovi i teinski koeficijenti u kvadraturnoj formuli























) T̂ 43 (x)√









) T̂ 43 (x)√






1− x2 dx ≈ 6.022591407146374626.





|f (20)(ξ)| = 1.26274 · 10−27|f (20)(ξ)|, −1 < ξ < 1.
U navedenim primerima, granice apsolutne grexke pri izraqunavau
integrala su 5.612 · 10−25, 6.29502 · 10−11 i 8.98695 · 10−6 redom.
Primer 4.1.2 Za testirae kvadraturne formule (4.5) za n = 2 i









j ) + Rm(f), (4.7)
za razliqit broj qvorova m koristimo funkciju
f(x) = 0.01(1− x2)
√
1− x2,











T̂ 82 (x)dx = 0.000016225829983569922.
U tabeli 4.3 prikazani su qvorovi τ 2,4j i koeficijenti A2,4j , j = 1, 2, . . . , m,
u kvadraturnoj formuli (4.5) za m = 5(5)20.
Tabela 4.2: Apsolutna grexka kvadraturnih formula (4.7) za n = 2, s = 4
i m = 5(5)20
m 5 10 15 20
|I(f)−Q2,4m (f)| 1.32311(–8) 1.351379(–9) 3.12557(–10) 1.15572(–10)
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iz formule (4.7) za m = 5(5)20 predstav	ene su u tabeli 4.2, a grafici
teinske funkcije x 7→ w2,4(x), funkcije x 7→ f(x) i integranda x 7→
f(x)w2,4(x) na slici 4.2.
Tabela 4.3: Qvorovi i teinski koeficijenti u kvadraturnoj formuli
(4.7) za n = 2, s = 4 i m = 5(5)20
m j τ2,4j A
2,4
j
5 1, 5 ± 0.98827093343438616188 0.0008325873085917745751
2, 4 ± 0.32657907995164112958 0.0002411992429281742857
3 0. 0.0012080098704599424684
10 1, 10 ± 0.99493925749376569302 0.0006708763670414399034
2, 9 ± 0.95274878026932396086 0.0001668460955735551650
3, 8 ± 0.70710678118654752440 2.3465615199299581748(–6)
4, 7 ± 0.30375938124659697440 0.0001668460955735551650
5, 6 ± 0.10047822598829164873 0.0006708763670414399034
15 1, 15 ± 0.99734087333264202689 0.0005237420982448444697
2, 14 ± 0.97593603839212828089 0.0002602493982810607000
3, 13 ± 0.93197749081794170424 0.0000530321857815626282
4, 12 ± 0.85563539965079726540 1.8924261719924816230(–6)
5, 11 ± 0.43373015915138572669 0.0000145767627650160954
6, 10 ± 0.28953665834652860567 0.0001349780884217368513
7, 9 ± 0.14533345879667599749 0.0004050127399280587894
8 0. 0.0005686155743112961586
20 1, 20 ± 0.99832405260271392186 0.0004288173554137129280
2, 19 ± 0.98491339196320002780 0.0002771430982359643168
3, 18 ± 0.95804358845234438353 0.0001091244101905541261
4, 17 ± 0.91739369383462618909 0.0000223018725086961337
5, 16 ± 0.86119699118961561419 1.5090070260325426594(–6)
6, 15 ± 0.50827132750722140866 1.5090070260325426594(–6)
7, 14 ± 0.39798091727174576497 0.0000223018725086961337
8, 13 ± 0.28662254381914026857 0.0001091244101905541261
9, 12 ± 0.17304800007958458605 0.0002771430982359643168
10, 11 ± 0.05787128817378861759 0.0004288173554137129280
71
4.2. O pozitivnoj definitnosti nekih linearnih funkcionela
Slika 4.2: Grafici funkcija x 7→ w2,4(x), x 7→ f(x) (levo) i x 7→ f(x)w2,4(x)
(desno)
4.2 O pozitivnoj definitnosti nekih
linearnih funkcionela




ωkp(zk), p ∈ P . (4.8)
Generalno govorei, ispitujemo funkcionele kod kojih je ωk, zk ∈ C \
{0}, ali sa sledeim restrikcijama. Prvo, pretpostav	amo da je ωk 6= 0,
k ∈ N. Ovaj uslov je kraje prirodan, budui da ako je za neko k ∈ N, ωk =
0, onda sumirae vrximo preko skupa N \ {k}. Drugo, neemo umaiti
opxtost ako pretpostavimo da je zi 6= zj, i, j ∈ N, jer u suprotnom moemo
izostaviti qlan sume sa indeksom j a uzeti ω′i = ωi + ωj za taqku zi.




zk = 0, (4.9)
i, da bismo imali apsolutnu integrabilnost svih polinoma p ∈ P pret-
postaviemo da vai ∑
k∈N
|ωk| ≤ M < +∞. (4.10)
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Takoe, nada	e emo podrazumevati da je niz zk, k ∈ N, ureen tako da je
|zk+1| ≤ |zk|, k ∈ N.
Primetimo da linearna funkcionela L moe biti shvaena kao li-
nearna funkcionela koja deluje u prostoru ograniqenih kompleksnih ni-
zova l∞. Naime, prema uslovu (4.10) imamo da niz wk, k ∈ N, pripada
prostoru l1, prostoru svih apsolutno sumabilnih kompleksnih nizova
(videti [66, str. 30], [43, str. 39]). Kao xto je poznato vai l1 ⊂ l′∞,
gde l′∞ oznaqava dualni prostor prostora l∞.
Definiximo linearno preslikavae I : P → l∞ na sledei naqin
I(p) = (p(z1), p(z2), . . . , p(zn), . . .) .
Linearni prostor P moe se normirati pomou
‖p‖ = sup
k∈N
|p(zk)|, p ∈ P .
Lema 4.2.1 Linearno preslikavae I : P → l∞ je ograniqeno uta-
pae skupa P u l∞.
Dokaz. Za dato I svaki polinom p ∈ P dostie svoj maksimum na
kompaktu Z, pa je svaki niz p(zk), k ∈ N, p ∈ P , uniformno ograniqen po
k i pripada skupu l∞.
Osobina oquvaa norme se jednostavno pokazuje. Primetimo da ako
dva polinoma zadovo	avaju I(p1 − p2) = 0, onda je p1 = p2, jer su ovo dve
analitiqke funkcije jednake na skupu Z koji ima jednu taqku nagomila-
vaa. Dakle, I(P) ⊂ l∞ je utapae.
Lako se uoqava da je ‖I‖ = 1. ¤





ωkuk, u = (u1, u2, . . .) ∈ l∞.







|ωk|, u ∈ l∞,
i L′ ◦ I = L na P . Zbog toga moemo identifikovati L′ sa L i moemo
smatrati da je L′ ograniqena linearna ekstenzija funkcionele L na ceo
skup l∞.
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Oznaqimo sa P+ skup svih polinoma p ∈ P \ {0} koji su nenegativni
na realnoj pravoj.
Kao direktnu posledicu pozitivne definitnosti imamo sledeu lemu.
Lema 4.2.2 Ako je linearna funkcionela L : P → C pozitivno-
definitna, onda vai
L(x2n) > 0, L(x2n+1) ∈ R, L(p) ∈ R, p ∈ PR, n ∈ N0. (4.11)




















Konaqno, koristei linearnost funkcionele L sledi ostatak tvrea. ¤
Centralna teorema ovog poglav	a glasi:
Teorema 4.2.1 Linearna funkcionela L definisana pomou (4.8) je
pozitivno-definitna ako i samo ako je ωk > 0 i zk ∈ R, k ∈ N.
Uvedimo jox jednu oznaku
en = (0, . . . , 0, 1, 0, . . .) ∈ l∞, n ∈ N,
pri qemu se broj 1 nalazi na n-toj poziciji, dok su na ostalim mestima
nule.
4.2.1 Pomoni rezultati
U ovom delu dokazujemo nekoliko pomonih lema.
Lema 4.2.3 Izaberimo zn ∈ Z i pretpostavimo da zn /∈ Z. Tada
postoji pn ∈ C, |pn| = 1, takav da za svaki rn ∈ PR vai pnrn(zn)en ∈
I(PR). Ako je zn ∈ R \ {0}, onda je pn = 1.
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Dokaz. Konstruisaemo niz pnk ∈ P+, k, n ∈ N, takav da je lim
k→+∞
I(pnk) =
αnen za neke kompleksne brojeve αn ∈ C \ {0}.
Izaberimo neki zn ∈ Z i pretpostavimo da zn /∈ Z. Da	e, izaberimo





(z − zi)(z − zi)
λni
, k ∈ N,
pri qemu smo uveli oznaku
λni = |zn − zi||zn − zi|, i 6= n.
Oqigledno vai pnk ∈ P+, k, n ∈ N.
Budui da je rn algebarski polinom, on je uniformno ograniqen na
kompaktu Z. Dakle, postoji M > 0 tako da je |rn(zν)| < M , ν ∈ N.
Koristei uslov (4.9), moemo izabrati neki i01 ∈ N tako da je
|zn|/2 < |zν − zi|, |zn|/2 < |zν − zi|, i > i01, ν = 1, . . . , n.
Fiksirajmo q ∈ (0, 1). Moemo izabrati neki i02 ∈ N tako da vai
|zi| < |zn|q/4, i > i02.








|zν − zi||zν − zi|
















gde je m = mini=1,...,i0,i 6=n{|zn−zi|, |zn−zi|} > 0. Primetimo da je pnk(zν) = 0
za ν < k, ν 6= n. Odavde sledi da imamo uniformnu konvergenciju izraza
pnk(zν) ka nuli po ν 6= n kada k → +∞, tj. da za svako ε > 0 i










vai |pnk(zν)− 0| < ε, ν ∈ N \ {n}.
Sada, posmatrajui pnk(zn) dobijamo
|pnk(zn)| = |rn(zn)|
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(zn − zi)(zn − zi)
λni
, k ∈ N,
je proizvod kompleksnih brojeva qiji je moduo 1, tj. brojeva koji se nalaze
na jediniqnoj krunici u kompleksnoj ravni. Kako je jediniqna kru-
nica kompakt u C, sledi da postoji neki podniz ovog niza koji konvergira
ka nekom pn qija je norma jedan.
Oznaqimo skup indeksa za taj konvergentan podniz sa N1. Tada, za
svako ε > 0 postoji k02 ∈ N1, tako da za svako k > k02, k ∈ N1, vai
|pnk(zn)− rn(zn)pn| < ε.
Sada za vektor rn(zn)pnen imamo
‖I(pnk)− rn(zn)pnen‖ = sup
ν∈N
|pnk(zν)− rn(zn)pnen| < ε
za k > max{k01, k02}, k ∈ N1.
Dakle, ako izvrximo renumeraciju niza pnk koristei jedino indekse









|(zn − zi)(zn − zi)|
λni
∈ R,
pri qemu su izrazi u proizvodu jednaki 1, pa je pn = 1.
Ovu konstrukciju moemo ponoviti za svako n ∈ N, tj. za svaku taqku
zn ∈ Z za koju vai zn /∈ Z. ¤
U sluqaju da je rn ∈ P+, jednostavno se uoqava da pnk takoe pripada
prostoru P+, pa samim tim imamo sledei rezultat.
Lema 4.2.4 Pretpostavimo da vai zn /∈ Z. Tada postoji pn ∈ C,
|pn| = 1, takav da za svaki rn ∈ P+ vai pnrn(zn)en ∈ I(P+). Ako je
zn ∈ R \ {0}, onda je pn = 1.
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Sada emo razmotriti sluqaj kada zn ∈ Z. Bez gub	ea opxtosti
moemo pretpostaviti da je zn+1 = zn, xto se jednostavno postie renu-
meraciom niza zn, n ∈ N.
Lema 4.2.5 Neka je zn+1 = zn za neko n ∈ N. Tada postoji neki
pn ∈ C, |pn| = 1, tako da za svaki polinom rn ∈ P+ vai
pnrn(zn)en + pnrn(zn)en+1 ∈ I(PR).





(z − zi)(z − zi)
λni
,
pri qemu su sve oznake kao u dokazu leme 4.2.3. Jedini problem predstav	a
definicija niza λni , ali sreom imamo
|zn − zi||zn − zi| = |zn+1 − zi||zn+1 − zi|,
jer je zn+1 = zn. Na osnovu ove qienice sledi da moemo primeniti
istu definiciju.
Koristei iste argumente, moemo dokazati da vai
|pnk(zν)− 0| < ε
za svako











Takoe je pnk(zn) = pnk(zn+1), odakle sledi konvergencija po nekom nizu
k ∈ N1 ka meusobno konjugovanim vrednostima. ¤
Jasno je da moemo da izaberemo rn ∈ P+ da bismo dobili direktnu
posledicu ove leme.
Lema 4.2.6 Neka je zn+1 = zn za neko n ∈ N. Tada postoji neki
pn ∈ C, |pn| = 1, tako da za svaki polinom rn ∈ P+ vai
pnrn(zn)en + pnrn(zn)en+1 ∈ I(P+).
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4.2.2 Dokaz glavnog rezultata
Sada dajemo dokaz glavne teoreme.
Dokaz teoreme 4.2.1. Jednostavno se dokazuje da ako je ωn > 0 i zn ∈ R,





koristei jednostavnu qienicu da je p(zk) ≥ 0, k ∈ N.
Pretpostavimo da je L pozitivno-definitna funkcionela. Izaberimo





(L′ ◦ I)(pnk) = L′(pnrn(zn)en),
pri qemu smo iskoristili qienicu da je L′ neprekidna funkcionela na
l∞. Tada je
L′(pnrn(zn)en) = ωnrn(zn)pn.
Uzimajui rn(z) = 1, rn ∈ P+, i rn(z) = z, rn ∈ PR, dobijamo
L′(pnen) = ωnpn ≥ 0 i L′(pnznen) = ωnznpn ∈ R.





i takoe ωn > 0, prema qienici da je pn = 1 za zn ∈ R \ {0}.
Neka je sada zn = zn+1. Primetimo da u ovom sluqaju ne moe da
bude zn ∈ R, jer bismo tada imali zn = zn+1, xto je nemogue prema
uslovima nametnutim za skup Z. Tada, prema lemi 4.2.5 i qienici da je
L pozitivno-definitna funkcionela, za rn(z) = 1 i rn(z) = z sledi
L′(pnen + pnen+1) = ωnpn + ωn+1pn = α ≥ 0
i
L′(pnznen + pnznen+1) = ωnznpn + ωn+1pnzn = β ∈ R.
Ove dve jednakosti moemo posmatrati kao sistem linearnih jednaqina
po pn i pn koji ima jedinstveno rexee dato sa
pn =
αzn − β
ωn(zn − zn) , p
n =
αzn − β
ωn+1(zn − zn) .
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Koristei ove izraze dobijamo ωn+1 = ωn a takoe sledi da ne moe da
bude α2 + β2 = 0 jer bi to za posledicu imalo pn = 0, xto je nemogue.
Stavimo sada da je rn(z) = z2ν , ν ∈ N. Da	e imamo
L′(pnz2νn en + pnz2νn en+1) = ωnz2νn pn + ωnz2νn pn = Re(ωnz2νn pn) ≥ 0, ν ∈ N0.
Ako oznaqimo sa αn = arg(ωn), βn = arg(pn) i ϕn = arg(zn), pri qemu je
ϕn 6= 0 i ϕn 6= π, sledi
|ωnz2νn pn| cos(αn + βn + 2νϕn) ≥ 0, ν ∈ N0.
elimo da pokaemo da postoji neko ν ∈ N0 takvo da je funkcija cos
negativna, xto bi dovelo do kontradikcije.
Funkcija cos x je negativna ako 2ν pripada nekom od intervala
Jk =
(
(4k + 1)π − 2(αn + βn)
2ϕn
,
(4k + 3)π − 2(αn + βn)
2ϕn
)
, k ∈ Z.
Duina intervala Jk je π/|ϕn| > 1, pa zato u svakom od ovih intervala
postoji bar jedan ceo broj. Ako je π/|ϕn| > 2, onda u svakom intervalu
postoje bar dva uzastopna cela broja i bar jedan od ih je paran. Uzi-
majui da je 2ν bax taj paran ceo broj, dobijamo kontradikciju. Zato




(4k + 3)π − 2(αn + βn)
2ϕn
,
(4k + 5)π − 2(αn + βn)
2ϕn
]
, k ∈ Z,
zvaemo praznine. Oqigledno je R = ∪k∈Z(Jk ∪Gk).
Ako je π/|ϕn| = 2, onda je ϕn = ±π/2, xto znaqi da ako je
cos(αn + βn ± 2 · 0 · π/2) > 0
sledi
cos(αn + βn ± 2 · 1 · π/2) = − cos(αn + βn) < 0,




n) = |ωnz2νn pn| cos(αn + βn ± νπ) = 0, ν ∈ N,




n) = |ωnz2ν+1n pn| cos(αn + βn ± (2ν + 1)π/2)
= ±(−1)ν |ωnz2ν+1n pn| sin(αn + βn) 6= 0, ν ∈ N0.
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Iz uslova cos(αn + βn) = 0 sledi sin(αn + βn) = ±1, odakle dobijamo da
prethodni izraz nije jednak nuli. Posmatrajmo sada polinome rn(z) =





(L′ ◦ I)(pnk) = ωnz2νn (zn − 1)2pn + ωnz2νn (zn − 1)2pn
= Re(ωnz
2ν




n (zn − 1)2pn) = Re(−2ωnz2ν+1n pn)
= ∓2(−1)ν |ωnz2ν+1n pn| sin(αn + βn) > 0, ν ∈ N0.
Ovo je, naravno, kontradikcija.
Dakle, mora da vai 1 < π/|ϕn| < 2. Pretpostavimo da neki interval
Jk sadri ceo broj 2m + 1. Tada moemo da izaberemo ν ∈ N, tako da je
π
|ϕn| >
2ν − 2m− 1
2ν − 2m− 2 > 1.
Raqunajui od 2m + 1 do 2ν postoji taqno 2ν − 2m celih brojeva koji su
pokriveni sa
2ν − 2m− 2 + 1 > 2ν − 2m− 1
π/|ϕn| + 1
intervala i praznina. Kako poqiemo i zavrxavamo sa intervalom,
imamo ν −m− 1 praznina i ν −m intervala. Prema Dirihleovom prin-
cipu postoji bar jedan interval ili jedna praznina u kojem se nalaze
bar dva uzastopna cela broja. Ako neki interval sadri dva uzastopna
cela broja, onda je dokaz zavrxen. Zato pretpostavimo da neka praznina
sadri dva cela uzastopna broja. Ako praznina sadri paran pa neparan
ceo broj, onda sledei interval sadri paran ceo broj, xto je kraj dokaza.
Ako praznina sadri neparan pa paran ceo broj, onda prethodni interval
sadri paran ceo broj, pa je dokaz zavrxen.
Zak	uqujemo da ne moe da vai zn, zn ∈ Z. Ve smo dokazali da ako
je zn ∈ Z, onda je zn ∈ R i ωn > 0, qime je dokaz zavrxen. ¤
4.3 Standardna L2-aproksimacija
Neka je dµ(x) data nenegativna mera na R i Un = {g0, g1, g2, . . . , gn} dati







f(x)g(x)dµ(x) (f, g ∈ X). (4.12)
Neka je Xn potprostor prostora X takav da je Xn = Lin{g0, g1, g2, . . . , gn}.





f(x)gk(x)dµ(x) = (f, gk), k = 0, 1, . . . , n, (4.13)






mk(sn, Un) = mk(f, Un), k = 0, 1, . . . , n. (4.14)












= ‖f − sn‖2
dostie ako i samo ako je grexka f − sn ortogonalna na ceo potprostor







= 0, k = 0, 1, . . . , n, (4.15)
xto je ekvivalentno sa (4.14).
Dakle, standardna L2-aproksimacija funkcije quva momente. Napo-
menimo da ako je Sn = {φ0, φ1, φ2, . . . , φn} ortonormiran (ili ortogonalan)
sistem funkcija, iz uslova (4.15) direktno dobijamo Furijeove8 koefi-
cijente ak = (f, φk), k = 0, 1, . . . , n.
U sluqaju aproksimacije algebarskim polinomima, Sn je skup poli-








f(x)pk(x)dµ(x), k = 0, 1, . . . , n, (4.16)
8Joseph Fourier (1768–1830), francuski matematiqar.
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a odgovarajua grexka najbo	e L2-aproksimacije je
En(dµ, f)
2




4.4 Polinomska L2-aproksimacija sa
ograniqeima
U nekim sluqajevima elimo da najbo	a L2-aproksimacija s̃n+m oquva
jox neka svojstva originalne funkcije f , na primer da ima iste vred-
nosti kao i funkcija f u nekim taqkama. Iako ovo moemo razmatrati
u opxtem sluqaju, ovde emo se zadrati na najjednostavnijem sluqaju.
Problem L2-aproksimacije sa ograniqeima moe se iskazati na sledei
naqin. Za dati skup taqaka t1, . . . , tm, m ≤ n, i funkciju f treba da vai
s̃n+m(ti) = f(ti), i = 1, . . . , m. (4.17)
Dakle, treba da minimiziramo izraz Ẽn+m(dµ, f)22 = ‖f − s̃‖2, pri qemu
je s̃ ∈ Pn+m i zadovo	ava uslove (4.17).
Oznaqimo sa
PCn+m = {p ∈ Pn+m | p(ti) = f(ti), i = 1, . . . , m}.
Da bismo naxli najbo	i L2-aproksimacioni polinom sa datim ograni-
qeima, prvo emo konstruisati interpolacioni polinom stepena na-
jvixe m− 1 koji zadovo	ava uslove (4.17). To je polinom







gde je qm(x) =
∏m
i=1(x − ti). Sada traimo najbo	u kvadratnu aproksi-
maciju u obliku
s̃(x) = Pm(x) + qm(x)s(x), s ∈ Pn,
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i dµ̃(x) = qm(x)2dµ(x)
redom, dobijamo sledei L2-aproksimacioni problem bez ograniqea
Ẽn+m(dµ, f)
2







Ako je sn rexee ovog L2-problema, tada je
s̃n+m(x) = Pm(x) + qm(x)sn(x)
rexee L2-aproksimacionog problema sa datim ograniqeima. Prema




ãkpk(x; dµ̃), ãk =
∫
R
f̃(x)pk(x; dµ̃)dµ̃(x), k = 0, 1, . . . , n.
Zak	uqujemo da je polinom sn zapravo L2-aproksimacija funkcije (f−
Pm)/qm u odnosu na transformisanu meru q2mdµ.
Da bismo ilustrovali izloenu teoriju dajemo dva primera.
Primer 4.4.1 Posmatrajmo problem dirigovane L2-aproksimacije u
odnosu na Qebixev	evu meru druge vrste sa ograniqeima datim u taq-
kama ±1/√2 za funkciju f(x) = cos(πx/2). Ovde je m = 2, a polinom P2 je
interpolacioni polinom za skup taqaka (−1/√2, a), (1/√2, a), pri qemu
je a = cos(π/(2
√














i q2(x) = x2 − 1/2. Da bismo rexili L2-aproksimacioni problem sa


















Uoqavamo meru dµ̂ iz teoreme 2.4.2. Najbo	i pristup za konstrukciju
polinoma Sn je da se Sn dobije kao linearna kombinacija polinoma pn,
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n ∈ N0, ortogonalnih u odnosu na meru dµ̂ (videti primer 2.4.1). Rexee











U ovom sluqaju je q2k+1 = 0, k ≥ 0. Koeficijenti q2k za 0 ≤ k ≤ 8 su dati
u tabeli 4.4. Sve raqunske operacije su izvoene u aritmetici dvostruke
preciznosti (sa maxinskom preciznoxu m.p.≈ 2.22 × 10−16). Brojevi u
zagradama oznaqavaju decimalne eksponente.






∣∣∣ , p ∈ PCn+m,
prikazana je u istoj tabeli. Na primer, apsolutna grexka odgovarajue








Slika 4.3: Relativna grexka pri aproksimaciji funkcije x 7→ f(x) poli-
nomom x 7→ p(x)
aproksimacije za n = 6 i m = 2





(q0p0(x) + q2p2(x) + q4p4(x) + q6p6(x))
= 0.0008629x8 − 0.0208186x6 + 0.2974042x4 − 1.2610422x2 + 1.0027343
je 3.68×10−5, a relativna grexka je predstav	ena na slici 4.3. Na slici
4.4 prikazani su grafici funkcije x 7→ f(x) i polinoma
x 7→ a + (x2 − 1/2)q0p0(x) = −1.0827693x2 + 0.9854005,
kao i relativna grexka navedene aproksimacije.
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Slika 4.4: Grafici funkcije x 7→ f(x) i polinoma x 7→ a + (x2 − 1/2)q0p0(x)
i relativna grexka
Tabela 4.4: Numeriqki rezultati u primerima 4.4.1 i 4.4.2





0 –1.082769347042405 4.44(–1) 2.287103863997141(–1) 2.39(–3)
1 2.270832557191690(–1) 9.74(–2) –1.941680177208599(–2) 4.02(–5)
2 –1.936241857485842(–2) 1.98(–3) 8.641187093109698(–4) 2.79(–7)
3 8.629162200449605(–4) 3.68(–5) –2.397440322975305(–5) 1.75(–9)
4 –2.395555770714487(–5) 2.51(–7) 4.507523722168420(–7) 5.99(–12)
5 4.505323478769008(–7) 1.64(–8) –6.148761353874306(–9) 1.95(–14)
6 –6.146774659794560(–10) 5.56(–12) 6.344566432377592(–11) m.p.
7 6.343138140954393(–11) 1.84(–14) –5.135154904236841(–13) m.p.
8 –5.134318126826883(–13) m.p. 3.342631175921556(–15) m.p.
Primer 4.4.2 Neka je opet f(x) = cos(πx/2), −1 ≤ x ≤ 1. Sliqno kao
u prethodnom primeru, za skup interpolacionih ograniqea u taqkama
0,±1/√2 i dirigovanu L2-aproksimaciju u odnosu na Qebixev	evu meru
druge vrste, moemo da koristimo izloenu tehniku i teoremu 2.4.3. U
ovom sluqaju imamo













Ako oznaqimo niz polinoma ortogonalnih u odnosu na meru dµ′ sa rk,












x(x2 − 1/2) rk(x)dµ
′(x).
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Sada je q′2k = 0, k ≥ 0. Koeficijenti q′2k+1 za 0 ≤ k ≤ 8 i odgovarajue
grexke e′2k+4 su takoe dati u tabeli 4.4. Aproksimacioni polinom je













= −0.00002397x10 + 0.00091806x8 − 0.02086295x6
+ 0.25366941x4 − 1.23370054x2 + 1,
a relativna grexka pri aproksimaciji je predstav	ena na slici 4.5.







Slika 4.5: Relativna grexka pri aproksimaciji funkcije x 7→ f(x) poli-
nomom x 7→ r(x)
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fini. J. Math. Pures Appl. 9(9), 127–177 (1930)
[9] S. Bernstein: Sur une classe de polynomes orthogonaux. Comm. de
la Soc. Math. Kharkoff 4 (1930), 79–93; Complemant, Ibid. 5 (1932)
59–60.
[10] M.I. Bueno, F.M. Dopico: A more accurate algorithm for com-
puting the Christoffel transformation, J. Comput. Appl. Math. 205
(2007), 567–582.
[11] T.S. Chihara: An Introduction to Orthogonal Polynomials, Gordon
and Breach, New York, 1978.
87
Literatura
[12] T.S. Chihara: The three–term recurrence relation and spectral prop-
erties of orthogonal polynomials, In: P. Nevai: Orthogonal Polynomi-
als, pp. 99–114.
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Basic Theory and Applications, Springer Monographs in Mathematics,
Springer-Verlag, Berlin-Heidelberg, 2008.
[46] G.V. Milovanovi: Numeriqka analiza, I deo, Nauqna kiga,
Beograd, 1991.
[47] G.V. Milovanovi: Numeriqka analiza, II deo, Nauqna kiga,
Beograd, 1991.
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Summary
Orthogonal polynomials, their construction, analysis and application, have
an important role in the Applied mathematics. Nevertheless, the investigations
in the Constructive theory of Orthogonal polynomials are still in an early
development phase. The central concept is a three-term recurrence relation.
Knowing its coefficients is of outmost importance. Once these are known,
all other computational aspects regarding Orthogonal polynomials are easily
available. Obtaining these coefficients is a fairly difficult task, thus, keeping
up-to-date libraries on new developments is of high importance. The new
era mighty computer packages are being built containing the readily-available
results and also the tools for calculating the yet unknown parameters.
Orthogonal polynomials, as all other special functions, owe their origin and
development to practice in our physical and the scientific world. As Mathe-
matics develops and awareness in its application broadens, the new horizons
open in different scientific fields. Such is the case with the Constructive theory
of Orthogonal polynomials. The number of its applications is augmenting on
daily bases as a result of new developments in the topic. Among applications
with the far most importance and longest history is the one in Numerical in-
tegration. The underlying concept is orthogonal decomposition providing the
least error with a prescribed computational effort. Thus the search for the
most appropriate dense subspace of approximation.
This dissertation is a result of the research I was involved in under the
supervision and guidance of academician Gradimir Milovanović. The research
addressed the two key issues, mentioned earlier, related to the theory of Or-
thogonal polynomials on real line. The summary of the known and original
results is given in a systematic overview through four chapters. The Bibliog-
raphy contains 71 titles of scientific papers and books.
The first chapter is introductory. Contains basic definitions and properties
of the theory of Orthogonal polynomials. In particular, a separate Section
is devoted to Chebyshev polynomials of the first and second kind. In the
final section two algorithms for the construction of the three-term recurrence
coefficients are enclosed.
Modification algorithms are treated in the second chapter. Weight func-
tions of the linear functional are transformed and the influence on the re-
currence coefficients is observed. The original algorithm for the quadratic
Christoffel modification is presented along with its application.
Modification of Chebyshev’s measures of the first and second kind is the
topic of the third chapter. Research of these non-classic weights finalized in
the established recurrence coefficients for an entirely new class of orthogonal
polynomials.
The forth chapter is devoted to numerical integration. Necessary and suffi-
cient conditions for the positive definiteness of certain class of linear functionals
is presented. A standard L2-approximation is also treated. As an example,
the modification algorithm from the second chapter is applied to a polynomial
L2-approximation.
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which satisfy the following three-f. 'rm recurrence relation (cf. [5} p .. 07]) 
Plt·t ,(:c) = (:t - a,.;)pJ.:(:1;) ~ f·h,.TJtr- l(:r} ~ k € No, 
po(:l;) = I' JL I (:r~) = ol 
T he work WH!i Sll}J}lOrt.ed in part by tim Serbi<m I\'filli~1,ry or [~dw.;atioH f Sden(:e r~lld Tech· 
110logknl DevrloptuChL. 
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Rational algorithm for quadratic Christoffel modification and 
applications to the constrained L 2-approximation 
A.S. Cvetkovica, G.V. Milovanovicb* and M.M. Matejicc 
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Computer Sciences, Megatrend University Belgrade, Bulevar umetnosti 29, 11070 Novi Beograd, Serbia; 
c Faculty of Electronic Engineering, University of Nis, P. 0. Box 73, 18000 Nis, Serbia 
(Received 10 May 2010; final version received 17 February 2011) 
In this paper, we consider a rational algorithm for modification of a positive measure by quadratic factor, 
da (t) = (t - z)2 da (t), where it is allowed z to be in supp(da). Also, we present an application of modified 
algorithm to the measures da(t) = T}(t) da(t) and da'(t) = t 2Tl(t) da(t), where T2(t) = t 2 - ~is the 
second degree monic Chebyshev polynomial of the first kind and da (f) = .JT"=t2 dt, t E [ -1, 1], is the 
Chebyshev measure of the second kind. Also, we present an application to the constrained L 2-polynomial 
approximation. 
Keywords: orthogonal polynomials; Chebyshev polynomials; positive measure; Christoffel algorithm; 
three-term recurrence relation; constrained L 2-approximation 
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1. Introduction 
Let dcr be a positive measure on IR with an infinite support such that polynomials are integrable 
and let {p11 }, n E N0, be a sequence of the corresponding monic orthogonal polynomials, 
Pn(t) = Pn(dcr; t), n E No. 
It is known that they satisfy a three-term recurrence relation of the form 
Pn+I (t) = (t- an)Pn(t)- f3nPn-l (t) , n E No, 
Po(t) = 1, P-1 (t) = 0, 
where 0'.11 = 0'.11 ( dcr) E IR, {311 = {311 ( dcr) > 0, and by convention, f3o = f3o ( dcr) = a (IR). 
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ON POSITIVE DEFINITENESS OF SOME LINEAR FUNCTIONALS 
G.V. MILOVANOVI C, A .S. CVETKOVIC AND M.M. M ATEJI C 
Dedicated to Prof essor Gheorghe Coman at his 70th anniversary 
Abstract . In this paper we investigate the posit ive defini teness of linear 
functionals .C defined on t he space of all algebraic polynomials P by 
.C(p) = L Wk p( zk), p E P. 
kE N 
1. Introduction 
Let P b e the space of all algebraic polynomials . In this paper we investigate 
linear functionals L defined by 
J:(p) = L wkp(zk ) , p E P. (1) 
kEN 
In general, we investigate functionals for which wk, Zk E C\ {0} , but wi th the foll owing 
restri t:tions. First, we assume that Wk # 0, k E N. T his condi t ion is rat her natural, 
sincE', assuming Wk = 0, for some k E N, simply produces a linear functional where 
summation is p erformed over N\ { k}. Addit ionally, we will not loose any generali ty if 
we assume that Zi # Zj, i, j E N, since, for example, we may skip summation over j 
and use w~ = wi + Wj at point Zi . 
For the set of nodes zi, i EN, we introduce the notation Z = {zk I k EN}. 
Second we are going to assume that 
Rece ived by t he editors: 15. 08.20 06. 
lim z~;. = 0 
k~+oo 
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REMARK ON ORTHOGONAL POLYNOMIALS INDUCED 
BY THE MODIFIED CHEBYSHEV MEASURE OF THE 
SECOND KIND * 
G. V. Milovanovic, A. S. Cvetkovic, M. M. Matejic 
Abstract. In this note we int roduce a system of polynomials {Pi.:} orthogonal 
wit h respect to t he modified Chebyshev measure of the second kind , 
~ t + l c + l 
d>. (t) = 1
2 ~ Jl=t2" dt , t E [- 1, 1] , 
t + - c + -2 2c 
where c is a positive real number , and determine the coefficients in the corre-
sponding three-term recurrence relation for these polynomials in an analytical 
form . 
1. Introduction 
In this note we investigate polynomials ort hogonal with respect to the 
moment functional 
(1.1) P E P, 
where c E IR\{0} . The special case c = 1 has been considered in [4] . To make 
it more clear , Figure 1 displays graph of the rational part of t he weight 
for c = J2. As c tends to 1, t he singularity of t he rational part tends 
Received J anuary 18, 2006 
2000 Mathem atics Subject Classification. 33C45 , 33C47. 
*The authors were suppor ted in part by the Serbian Ministry of Science and En-
vironmental Protection (Project : Orthogonal Systems and Applications, grant number 
#144004) and t he Swiss National Science Foundation (SCOPES Joint Research Project 
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05PA3AU 1. 
~3jasa 0 ayTOpCTBy 
nornlllcaHI!I-a _M'---·-~_~f>_J_·~_._\+-_-JM----'~..ft- -=-==-' \A.-'--'--h_._ _ _ _ _ ____ _ _ 
6p~yn111ca ____________________________________________ ___ 
~3jaslbyjeM 
• pe3ynTaT concrseHor I!ICTpa)I(I!!BaYKor paAa, 
• Aa npeAJtO)I(eHa AlllcepTal..ll!lja y uemtHI-1 Hlil y AellOBI!!Ma Hvtje 61-111a npeA!lO)I(eHa 3a 
A06111jat-be 6111110 Koje Al!lnnoMe npeMa CTYAI-1jCKvtM nporpaMI-1Ma ,Apyr1-1x 
Bl-1COKOWKOI1CKV1X ycTaHOBa, 
• ,Aa cy pe3yi1TaTIII KOpeKTHO HaBeAeHlil lil 
• Aa HV1CaM KpwV1o/na ayTOpc t<a npasa 1-1 KOPIIICTV10 l-1HTeneKTyanHy csojl!IHY APYrli1X 
111111..18. 
Y Kparyjesuy, 20. Ob',2CJlQ .,... 
,.--------- -·--- ·--·-
06PA3AL.t 2. 
IJ13jaoa 0 HCTOBeTHOCTH WTaMnaHe H eJleKTpOHCKe Bep3Hje ,QOKTOpCKOr pa,Qa 
VI Me 11 npe311Me ayropa ~~~ M*-\£:1 \A-h.. 
6poj yn11ca 
Cry,Qii1jCKII1 nporpaM 
~:~~~~ P-A~frJ~~tr;~~~~t£ flOMU\QH!=;ia\JH;;: n?ONtM~l{l5t 
li13jaB!byjeM .Qa je WTaMnaHa Bep31i1ja MOr .QOKTOpCKOr pa,aa 11CTOBeTHa eneKTpOHCKOj 
sep31i1jvt Kojy caM npe,aao/na 3a o6jasfbvtBal-be Ha noprany AHrHTallHOr 
pen03HTOpHjyMa YHHBep3HTeTa y KparyjeB4Y· 
Ao3BO!basaM .aa ce o6jase MOjli1 M1YHV1 no.aau11 Be3aHII1 3a ,Q06111jal-be aKa,QeMCKor 3Bal-ba 
,llOKTOpa Hay.Ka, KaO WTO cy 11Me VI npe31!1Me, rO,Qii1Ha V1 MeCTO poT)el-ba li1 ,QaTyM O,ll6paHe 
pa,Qa. 
Oavt J111YHVI no,QaUV1 Mory ce o6jaBV1TVI Ha Mpe>KHVIM crpaHVIU.aMa .QV1rV1TanHe 6V16J1VIOTeKe, y 
eneKTpOHCKOM Karanory 11 y ny6m1Kau111jaMa YHV~sep31t1Tera y Kparyjesuy. 
noTnHC ayTOpa 
Y Kparyjesu.y, 20. OG . .2oA!ci Td. 
···-·-···-···-·---·- -~ 
06PA3Al-' 3. 
~3jaaa o KOpHwliet-by 
OsnawnyjeM YHt-~sep3!-1TeTcKy 6t-~6nt-~oTeKy Aa y At-~rt-~TallHvt peno3vtTOpl-1jyM YHt-~sep3t-~TeTa 
,.¥_ Kparyjesuy yHece Mojy AOKTopcKy At-~cepTaut-~jy noA HacnosoM: 
. t'~~"\30-:l ?.A-\bUD\h\f\:.J\-{X. A-/\\0"?\.IT-A-~h- "S../lr \4:?~'?"1\SU..Lci'i 
KOja je MOje ayTOpCKO A€!10 . 
.0,1-!CepTal(l-ljy ca CBI-IM npt-~!1031-lMa npeAaO/fla CaM y €fl€KTpOHCKOM cpopMaTy norOAHOIVI 3a 
TpajHO apXIIIBI-!paH>e. 
Mojy AOKTopcKy AvtcepTaUt-~jy noxpaH>eHy y Avtn1Ta11Hvt peno3t-~TOpl-1jyM YHvtsep31-1TeTa y 
Kparyjesuy Mory .Qa Kopt-~cTe cs~-1 Kojt-~ nowTyjy OAPeA6e ca.Qp)f(aHe y o.Qa6paHOM Tl'lny 
nvtueHue KpeaTvtBHe 3ajeAH111Lie (Creative Commons) 3a Kojy caM ce OAJJYYIIIO/na. 
1. AyTOpCTBO 
2. AyTOpcTso - HeKoMepul-1janHo 
ffi AyTOpCTBO - HeKOMeput-~jaflHO - 6e3 npepa.Qe 
'4:' AyTopcTBO - HeKoMepul-ljanHo - .Qent-~TI-1 noA IIICTI'IM ycnos1-1Ma 
5. AyTopcTBO - 6e3 npepa.Qe 
6. AyTopcTBO - Aemnt-~ noA t-~CTt-~M ycnost-~Ma 
(MOflliiMO Aa 3aOKpy)!(t-~Te CaMO jeAHY OA W€CT noHyf)eHI-1X fli-1LI€HUVI, 41-ljl-1 je KpaTaK onvtC 
.QaT je Ha o6pacuy 6poj 4 .). 
noTnHC ayTOpa 
Y Kparyjesuy, 2.0. OG, QoU~.T<t 
• -·====---======---------==.:~_______::......:==---=======:...____t====___;;==;.;;...;;..__;;;;, __ 
06PA3AL\ 4. 
1. Ayropcrso -
,lJ.o3sofbasare yMHO)I(aBat-be, AII1CTp1116yu111jy 11 jasHo caonw1·asat-be Aena, w 
npepaAe, aKo ce HaBeAe 111Me ayropa Ha HaY!IlH OApel)eH OA crpaHe ayTopa 111m1 
AasaoL(a nll1ueHue, YaK 111 y KOMepL(111janHe cspxe. Oso je Hajcno6oAH111ja OA cs111x 
fli1L(eHU111. 
2. Ayropcrao - HeHOMepqnjanHo. 
,lJ.03BOJbasare yr--1HO>Kasat-he, A111CTp1'16YL.l1t1jy 111 jasHo caonwrasaH,e /.lena, 111 
npepaAe, aKo ce HaBeAe 111Me ayTopa Ha Ha~lviH OApel)eH o.n crpaHe ayropa 111flll1 
.nasaoua fllt1UeHwe. Osa fll-ll..leHua He A03BO/basa KOMepull1janHy ynorpe6y Aena. 
3. Ayropcrao- HeHor-tepqnjanHo - 6e3 npepaf.{e. 
,lJ.o3BOJbasare YMHO>KaBat-he, AIIICTp1116Yl..\1t1jy 1t1 jasHo caonwrasar~>e ,[.lena, 6e3 
npoMeHa, npeo6n~t~Kosat-ba 11111111 ynorpe6e Aena y cBOM ;=~eny, aKo ce HaBet.le Ht--1e 
ayropa Ha Ha41t1H OApef)eH OA crpaHe ayropa V1Jlll1 .nasaoua Jlll1t~eHwe. Osa nl-1ueHwa 
He ,l\03Bofbasa KOM€PL.ll-1jan Hy ynorpe6y Aena. Y o.nHocy Ha cse ocrane 11111U€HI..\e, 
OBOM fl111U€HI..\OM Ce orpaHH'-IaBa HajBehll1 061-lM npasa KOpltiLUhelba AeJJa. 
4 . Ayropcrao HeHor-tepqnjanHo f.{ennrn not{ ncrnM ycnoanMa. 
,[J.o3BO/basare YMHO>t<asar~>e, AMCTp1116yL1111jy 111 jasHo caonwrasat-be .ne11a, 111 
npepa.ne, aKo ce HaBeAe 1-1r-1e ayTopa Ha Ha~III1H o.npel)eH o,q crpaHe ayropa 11111Y1 
Aasaowa 11111U€HI..\e 111 aKo ce npepa,l\a AY1CTp1116y111pa no11 111CTON 1-111111 CI11114HOr4 
flii1L\€HI..\Ofv1. Osa J1lt11..\CHL\a He A03BOfbasa KOMepwvtjanHy ynorpe6y .ne!ta Y1 npepar.~a. 
5. Ayropcrao - 6e3 npepaf.{e. 
,[J.o3BO!basare yM HO)I(aBal·be, A!-1CTpY16yu111jy 111 JaBHO caonwraoi':H.Pe r.~ena, 6e3 
npoMeHa, npeo6flii1KOBat-ba 11111111 ynoTpe6e .nena y csoM Aeny, aKo ce Hase,ne wr-.1 e 
ayTOpa Ha Ha4HH OllP€f)eH o.a crpaHe ayropa 1-1r1111 Aasaoua 111-lUeHwe . Oea flii11..\CH Ua 
A03BOtbaea t<OMepqMjanHy ynoTpe6y .nena . 
6. AyTOpCTBO - f.{eflHTH nO{.{ HCTHM ycnOBHMa. 
,lJ.03BOJbasare yMHO>Kasar~>e, ,l\li1CTp1116Yl..\111jy 111 jaoHo caonwTaBat-be Aena, 111 
npepa.ne, aKo ce HaBCIW 111Me ayropa Ha HallVIH o;weT)eH o.n crpaHe ayTOpa 1-1n111 
r.~asaOL.(a 111111..\CHI..\C 111 aKo ce npepaAa Ali1CTp1116y111pa nO/.\ 111CTOM Y\11111 CJ11114HOt-1 
nwweHL\OM. Ooa !11111..\eHL\a t.l03BOrbasa Korv~epw111ja11Hy ynoTpe6y Aerta 111 npepa,lla. 
CI1W-lHa je COcpTBepCKYlM 111111..\CHL(aMa, OAHOCHO !1111..\CHUaMa OTBOpCHOr KO,[la. 
