ABSTRACT The segmentation of synthetic aperture radar (SAR) water-land images is a very difficult task not only because of strong multiplicative noise but also due to the blurred boundary, irregular shape, and together with diminished contrast. In this paper, we propose a matrix factorization active contour model based on fused features for SAR image segmentation. First, to enhance the robustness, multiple features are utilized. For each pixel location, feature maps (matrix) are constructed by combining wavelet textual features, Gaussian (DoG) filter features, and Gabor filter features via local spectral histogram, which improves spatial pattern and express image structure. Second, the energy function is constructed based on region information and edge information of SAR image. Region information is obtained via matrix factorization theory on the feature matrix. Edge information is obtained by modified the ratio of exponentially weighted averages operator. Then, a convex energy function is proposed to avoid the local minima. A fast dual formulation is introduced for the evolution of the contour. Finally, synthetic and real SAR data are used for verification. The experimental results demonstrate the proposed algorithm is effective for water/land segmentation in SAR images.
I. INTRODUCTION
Water-land segmentation of image plays an important role in conservancy construction and environmental monitoring, such as flood, quake lake. SAR system is one of the important data source for this application due to its all-weather and allday monitoring capabilities. However, water-land segmentation of SAR image is very difficult. These difficulties are mainly due to the following three reasons. First, there are speckle noise in SAR image [1] , due to the consequence of the way the transmitted signal is reflected by the imaged surface. Second, the intensity depends on backscattering coefficient which is influenced by some factor, such as wind, polarization and incidence angle of the microwaves. Third, the shape of water boundary is irregular and sharp, and the boundary noise and weak edges by selecting an appropriate descriptor of the region(such as intensity, texture),.
There are many region-based active contour methods for SAR image segmentation. Ayed et al. [13] proposed an algorithm to evolve simple closed planar curves to minimize a criterion, which contains a term of conformity of data based on Gamma distribution and a term of regularization. Shuai et al. [14] proposed a level set energy function to get a stationary global minimum using Gamma distribution. Marques et al. [15] utilized statistical data model to deriving the energy function to perform region mapping, which is input into level set propagation numerical scheme to split SAR images into homogeneous, heterogeneous, and extremely heterogeneous regions. Feng et al. [16] presented a variational multiphase method for SAR image segmentation. A parametric segmentation method was presented based on the multi-texture model with level sets, combining region information based on the improved Edgeworth series expansion [17] and edge information based on the modified ratio of exponentially weighted averages operator. In [18] and [19] , the NLAC model was introduced to solve the problem of SAR image segmentation. The method calculated the patch similarity in a nonlocal manner using the statistical distributions to describe patches, and showed superiority in segmenting images with intensity inhomogeneous and nonlocal variations of backscattering intensities.
Generally, SAR images contain rich texture information. There are many methods based on texture features for SAR image segmentation [25] , [26] , [37] , SAR image classification [38] and registration [39] . However, how to integrate texture features into ACM has only a few studies can be found in SAR literature. In [20] , extracted the texture feature by using wavelet transform(WT), Akbarizadeh developed an efficient algorithm for texture recognition of SAR images based on support vector machine(SVM) as a classifier. Especially, segmentation of different textures was applied by using feature vector and level set function. In the work of [21] , Modava et al. proposed a novel algorithm for coastline detection in single-polarization SAR images based on local spectral histogram (LSH) [23] and the level set method (LSM). In nature images, a series of texture descriptor is come up to construct the region-based active contour models. By integrating factorization theory, Gao et al. [22] proposed a novel energy function based on the theory of the matrix decomposition to obtain sub-pixel texture image segmentation results, which utilized the local spectral histogram [23] as the texture features. Besides, by using local statistical variation degree to express textural features, Gao et al. [24] introduced fused features and factorization based active contour for segmenting natural images. This method provides a new way to make good use of different features in the active contour method.
By exploiting factorization theory to analyze the component of each feature vector, Yuan et al. [28] proposed a different approach to segment texture images, which assigns a pixel to the region that has the largest weight. Nevertheless these nature image model is limited to cope with images containing speckle noise.
In this paper, we proposed a novel SAR image segmentation method by defining a new energy function, which is based on fused features and factorization active contour model combining region information and edge information. To our knowledge, this is the first time such feature used in SAR image segmentation. The framework of our method is shown in Fig. 1 . Given a SAR image, we first apply wavelet energy function [25] , [27] , DoG filter and Gabor filter on the SAR image and obtain several feature maps which are high-dimension(in this paper, we adopt 14 dimensions). With meaningful structure exist over a certain range of scale, the wavelet decomposition has the character of multiresolution analysis, therefore we choose it to obtain rich texture in the SAR image. DoG is used to capture feature map which can effectively enhance edges of the SAR image. Gabor is used to represent SAR image texture, and we choose the maximum value in five scales to adequately capture discriminative features in the original SAR image. Thus, discriminative feature maps are composed of the three feature methods. Each feature map is of the same size as the image, and then we use the local spectral histogram to obtain feature matrix Y, which is with size M * N(M-dimensional feature vectors in an N-pixel image). To compute efficiently, feature matrix factorization is used to obtain combination weights. Second, modifying SAR edge detector ROEWA to obtain the edge feature map with high contrast and construct the energy function combining the region information and edge information. In addition, in order to make the final segmentation robust to the initialization of level set function, we present a new energy function which is convex with respect to the level set function. In this paper, the construction of the region information in our method is different from that of traditional region-based methods. To be specific, the main contributions of this paper can be summarized as follows:
1) The feature maps(matrix) are combined by multiple features including wavelet energy function, DoG filter and Gabor filter. Especially, the Gabor filter response is reduced by remaining maximum amplitudes for all orientations at different scales. 2) We introduce the factorization-based active contour for SAR image segmentation, by exploiting factorization theory to analyze the component of each feature vector. To our knowledge, this is the first time the factorization based active contour has been adapted for the problem of SAR image segmentation. 3) To employ the ROEWA detector to obtain edge map, the discrimination of edge intensities is improved by modifying the ROEWA. 4) Based on the region and edge information, we propose a novel energy function and its global minimization algorithm, which can effectively segment water-land SAR images. The remainder of this paper is organized as follows. Sections II and III briefly review the related background and discuss image feature extraction method using wavelet transform. The factorization based active contour combining ROEWA edge information is presented in Section IV. In Section V, experimental results on synthetic and real SAR images are displayed. The conclusion is drawn in Section VI.
II. BACKGROUND
Yuan et al. [28] used local spectral histogram as texture features to construct a feature matrix in a higher dimension space. To address the problem, they proposed a factorization-based method for image segmentation. Given an image with N pixels and the length M of feature vector, all the feature vectors of all the local window centered on the pixel locations can be compiled into a M × N matrix, Y . Assuming that there are L representative features, the image model can be expressed as:
where R is a M × L matrix whose columns are representative features, β is a L × N matrix whose columns are weight vectors, and ε is the model error. Both R and β are unknown. For a given feature matrix Y , the purpose of Yua's work is to estimate the two matrices: representative features R and combination weights β by using factorization, which can produce accuracy and efficiency results.
To compute the number of representative features L, that is, the number of segmentation region, the low rank approximate based on singular value decomposition(SVD) is introduced. With the value of L, an approximated feature matrix Y 1 can be obtained, which is close to the real feature matrix Y , and can be decomposed into:
where U 
Therefore R 1 and β 1 can be the solution of (2). However, this solution is generally not unique due to the fact that
where Q is any invertible square matrix, meaning that R 1 Q and Q −1 β 1 is also a possible solution. Although the decomposition cannot directly give a valid solution, the fact can be found that the representative features should be a linear transformation of matrix R 1 , i.e. R 1 Q. Likewise, it is the same as the matrix β 1 . Therefore, to obtain the representative features and combination weights, it is necessary to compute matrix Q firstly using the feature projection and clustering method. However, since the combination weights of a feature represent the coverage fraction of its local window, the weights should be nonnegative, and the sum should be one. Therefore, with the representative features R obtained above from the SVD based solution, Yuan et al. introduced nonnegativity constraint based on alternating least squares algorithms to compute β by minimizing the following function
where R and β have to be nonnegative, the last two terms are regularization terms to prevent their value too large and λ 1 , λ 2 are small regularization parameters. VOLUME 7, 2019
III. IMAGE FEATURE EXTRACTION
We here design two filters and wavelet energy function to extract features, which contains the following two different filters: DoG filter (two filters) and Gabor filter (five filters).
A. FEATURE MAP GENERATION AND LOCAL SPECTRAL HISTOGRAM 1) WAVELET ENERGY FUNCTION
It is well known that meaningful structures and objects exist over a certain range of scales, and many multiscale algorithms have been presented. In order to be robust against noise, wavelet transform is employed to create the multiscale feature maps which can represent different features from edge to texture. The advantage of the wavelet transform is its ability to provide multiscale spatial and frequency analysis at the same time [32] . Thereby the wavelet features of an image have widely used in various applications, such as texture classification, segmentation and so on. The flow of wavelet feature maps is described in Fig.2 . The image is decomposed into four channels, i.e., LL, HL, LH, and HH for each scale, which contain the low frequency information, and the horizontal, vertical, and oblique details of the image, respectively.
In this paper, the wavelet decomposition is performed over an 8 × 8 window that is centered on the current spatial location. The selection of the window size is according to the work in [35] , which has been proven to be effective for texture representation. Two or three levels are proved to be preferable to only one level, hence multiresolution feature extraction with two levels is utilized in the paper. The energy of each channel is calculated as
where P Q represents the size of each channel coefficient matrix, and x(p, q) is the coefficient value. Daub.4 are chosen since its filter size is appropriate for pixel neighborhoods, computation time, and the overall result. After the two-level wavelet decomposition, the wavelet energy is extracted from seven channels, and the feature map can be achieved, a 7-D feature vector (e 1 , e 2 , . . . , e 7 ).
2) DOG FILTERS
The function can be approximated as the difference of two Gaussian, which is defined as
where σ 1 , σ 2 respectively represent variances of the two Gaussian function. We select two DoG filters with different parameters, σ 1 = 0.5, σ 2 = 1 and
Gabor function is a complex sinusoid modulated by a rotated Gaussian. It can extract local features, and is robust with the transform of rotations, scales and illuminations. We use an even-symmetric Gabor filter, which has the following form:
where θ defines the orientation of the filter, σ determines the scale and the ratio σ/λ is set to 0.5. In this paper, Gabor filters with scales = 5, orientations = 8 are utilized to extract texture features. In order to extract discriminate features, instead of using all features, we choose maximum amplitudes for all orientations at different scales. We then collect local distribution of these features at each pixel, known as local spectral histograms. Compared to direct modeling based on filtering responses, these local histograms contain not only direct filtering responses but also their spatial distributions in their local neighborhoods,. We can further incorporate local spatial dependency of filtering responses by computing the marginal distributions of filter responses over a local window.
In this paper, to effectively impose texture information on local window centered at each pixel, we use local spectral histograms [23] to provide features. The feature space consists of 14-D feature map F {α} , α = 1, 2, . . . , K instead of the filter responses. Let W denote a local window of the input image I . For a sub-band image W α , the corresponding histogram is denoted as H α W . The local spectral histogram on the feature map is defined as:
where |W | denotes the size of local window W . The size of the window is referred to as an integration scale.
B. MODIFIED ROEWA-BASED EDGE DETECTOR
To make use of the most information of SAR image, the edge information is integrated into the active contour to obtain an accurate boundary location. In optical image, the gradientbased-edge method is used, however, it is not suitable to SAR image due to the multiplicative speckle noise. Therefore, several edge detectors with constant false alarm rates (CFAR's) were developed for SAR images, such as the ratio of average (ROA) [30] , the generalized likelihood ratio (GLR) [31] and the ROEWA [29] . Edge detector should be robust and efficient to detect the edge in images accurately. Since ROA and GLR is a mono-edge model, the ROEWA is multi-edge detector and appropriate for actual SAR image. In this section, with an existing edge intensity r which is obtained from ROEWA operator, a modified new edge detector g can be expressed as:
where k is a constant, g denotes as a weighted edge function for speeding up or slowing down the curve evolution, r is the ROEWA edge detector which is robust and efficient to detect edges in SAR images, and the detail of the r can refer to the paper [29] . This detector introduced a linear minimum mean square error (MMSE) filter splitting along the vertical and horizontal axes to estimate the local mean values under the stochastic multi-edge model and multiplicative noise model. Here r = 0 denotes that the corresponding pixel is in uniform areas, while larger r denotes that the corresponding pixel close to edge. Therefore, g reach its minimum at the edges and g reaches its maximum in homogeneous regions.
IV. THE PROPOSED METHOD A. DEFINED CONVEX FUNCTION AND MINIMIZATION
Based the model of Gao et al. [22] , we propose a modified energy function for two-phase segmentation by incorporating the weighted edge information.
Supposing that an intensity SAR image I : → R consist of N regions, and ⊂ R 2 is the domain. The goal of SAR image segmentation is to partition the image domain into different pairwise disjoint regions. The region i (i = 1, . . . , N ) satisfied
For each pixel x, its corresponding histogram feature is defined as H ω (x). Supposing a two-phase segmentation, and according to the factorization-based model, local textural features can be expressed as follows:
where R 1 and R 2 are M-dimension vectors denoting the representation feature of the object region and background region respectively, ω 1 and ω 2 are corresponding combination weights, whose range is [0,1]. The larger ω i (x) is, the more possibility that pixel x located at ω i . With a level set method, the curve C is represented by zero cross of the level set function φ :
→ RC = {x : φ (x) = 0}. Based on the analysis of Yuan et al. [28] , the representation feature R and corresponding combination weights β can be computed in the subspace instead of feature space to enhance computing efficiency. The representation features are the distribution of features of the entire region, and the average of the entire coordinate in the region.
where H (x) is the smoothed Heaviside function [11] , and its derivative is smoothed Dirac function δ (x). The representative feature can be formulated as follows:
where R 1 is a M × L matrix whose columns consist of first two eigenvectors in matrix YY T , the representation features should lie in L-dimensional subspace spanned by R 1 . The combination weights are computed by:
therefore, the data energy term can be expressed as:
When the curve locates the boundary, the data term reaches the minimum. Because of the disturbance of the multiplicative speckle noise in the SAR image, this method obtains a segmentation of the SAR image with many isolated small regions, which, however, can be avoided by adding a regularizing term to the energy function. For the purpose of regularizing the extracted region to derive a smooth contour and further improving the robustness of the model in SAR image processing, the segmented region is penalized by the length of contour as:
where ∇H (x) denotes the gradient of function H (x), g(x) represents the edge detector function which contains the edge information formulated as (9).
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Based on the above analysis, utilizing region information (14) and edge information (15) the energy function E is defined as follows:
where λ, µ are the positive constants, the parameter µ controls the tradeoff between the weighted edge information and data-driven energy. E data (φ) is the data fitting energy term based on the factorization mentioned in [28] , for a two-phase image segmentation, E length (φ) is the length term. So far, we have the energy function, and segmentation can be obtained by minimizing the proposed energy function. Therefore, the solution of (14) is obtained by minimizing the energy function E with respect to φ by solving the following gradient descent flow.
where ω 1 and ω 2 are given by (13) respectively, div() denotes the divergence, ∇ is the gradient operator, t is the time variable. However, the final segmentation result may be affected by the initial condition of the level set function. In order to obtain global minimization, we define a convex energy function, the energy function is formulated as:
Instead the length term,we use the total variation(TV) term to regular the level set function. According to [33] , [34] , [36] , (16) equal to the following constrained convex energy function:
Eq. (19) is equivalent to the convex regularization problem [31] :
where θ is a small positive number. g is the edge detector function. Since the energy function min
convex, its minimization can be computed by minimizing min φ,ϕ E global (φ) by iterating φ and ϕ separately. Thus minimization problem is as follows: 1) Fix ϕ, minimizing the following problem:
where p is solved using a fixed point method by setting p = (0, 0), iterating the following equation:
where 0 ≤ t ≤ (1/8) to ensure convergence.
2) Fix φ, minimizing the following problem:
B. ALGORITHM Based on the above descriptions of our algorithm, the main steps of the proposed SAR image segmentation algorithm in this paper is described in Algorithm 1.
Algorithm 1 Framework of the Proposed Method for SAR Image Segmentation
Input: a SAR image I , initialization φ, weight µ, iteration stop threshold τ ;
Output: a segmentation S 1:Initialization the level set function φ t = φ 0 , and set t = 0; 2:Calculate the feature matrix Y from the input image I 3:while φ t+1 − φ t > τ do 4: Compute matrix of representation features R using (12) , calculate the weighted vector using (13) 
V. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, we test the proposed method on both synthetic and real SAR images to demonstrate the performance compared with other competing models in the two-phase segmentation. In our experiments, we generally choose λ = 1, µ = 0.001 * 255 * 255γ = 0.03ε = 0.01 t = 0.1. In addition, the integration scale is set to 30, which needed to be set by users. In most of the following experiments, the initialization of the level set function is binary. In our implementation the experiments are conducted using MATLAB(R2014a) in 64-bit windows system with a hardware environment of Intel Core i7 3.4GHz CPU and 16GB RAM. The segmentation algorithm is implemented with MATLAB and C hybrid programming. This section evaluates the proposed method on both simulated and real SAR images. We first describe our experiment setups: the quantitative evaluations and the data. Then, we analyze the necessity of the edge term. Next, we test the sensitivity of different initial contour. Finally, we test our method on different SAR images. The proposed method is compared with different representative methods: Marques' [15] and MS-NLAC [19] , Modava' [21] which are supposed to be the state of the art.
A. EVALUATION METRIC AND SETTINGS 1) QUANTITATIVE EVALUATION
We utilize two region overlap metrics to quantitatively evaluate the performances of proposed models. The two metrics are the ratio of detection error(RDE) and dice similarity coefficient(DSC) [40] , calculated as follows:
where N (·) is the number of pixels in an enclosed region, is the image domain, s 1 \s 2 denotes the set whose pixels are in set s 1 but not in set s 2 , and s 1 ∩ s 2 represents the set of pixels that belong to sets s 1 and s 2 simultaneously. The smaller the RDE value is, the better the results are. Furthermore, DSC is just the opposite of RDE.
To evaluate the real SAR images segmentation performance quantitatively, region fitting error (RFE) [15] is used as measurement, expressed as:
where U ( g ) is ground truth region area, and U ( s ) is the segment results. The smaller RFE value indicates the more accurate segmentation results. Particularly, RFE = 0 indicating that a perfect segmentation result is obtained. The ground truth results are from manual segmentation undertaken by expert SAR image analysis.
2) DATA SETS
The test images were taken from two simulated SAR image, a X-band Cosmo-Skymed SAR image, two ALOS-PALSAR image. The image size for our experiments varies from 128 * 128 to 512 * 512. The ground truth results were from manual segmentation undertaken by an expert SAR image analysts.
B. THE NECESSITY OF THE EDGE TERM
To clearly demonstrate the necessity of the edge term, a simple experiment is performed on a real SAR image shown VOLUME 7, 2019 in Fig.4 . Fig.4(a) is a real SAR image with the initial contours, with the size of 256 * 256. To test the edge effect, we fix other parameters except for window size. Fig.4(b) is the results without edge term. Although the window is set 3 * 3 size which is the smallest, there still exist over smooth of the result. There are many detail boundary is neglect, due to the sharpness of river shape. The contour is become more and more smooth.
C. EFFECT OF THE DIFFERENT INITIAL CONTOUR
We test segmentation SAR image with different initial contour. Fig.5 shows the segmentation results on this image with different level set initialization. The first column is different initial contour. The second column is the segmentation results. From the Fig.5 , we can see that the results is not affected by the initial contour. Our method solves an unconstrained convex objective function, which makes it very robust to different initial contours.
D. RESULTS ON THE SIMULATED SAR IMAGE 1) SIMULATED SAR I
We experiment on two simulated SAR texture images with different texture, which is simulated by gamma distribution belonging to the multiplicative model family. The simulated image is shown in Fig.6(a) , with the shape parameter α = 4 and the scale parameter β = 1 of the gamma distribution respectively shown in Fig.6 (b) and its histogram in Fig.6(c) .
The size of the image is both 256 * 256. The parameter of window size is set as 3 and the edge term coefficient is µ = 0.01 * 255 * 255. Fig.6(d) -(g) represents initial contour, final results, binary results and the corresponding level set function, respectively.
2) SIMULATED OF REAL SAR II
We also test on a simulated SAR texture image composited of different real SAR images. The simulated image is shown in Fig.7 . The size of the image is both 256 * 256. The parameter of window size is set as 3 and the edge term coefficient is µ = 0.01 * 255 * 255. Fig.7(a) is original SAR image. Table 1 shows the quantitative results of RDE, DSC, CPU time(s) on different simulated SAR images.
E. RESULTS ON THE REAL SAR IMAGE
Experiments with real SAR image data are also conducted. First column in Fig.8 shows three different SAR image, they are (a)a 500 * 500 pixels subimage from X-band CosmoSkymed SAR image containing a pond scene with the spatial resolution equal to 3m, (b)(c) a 600 * 600 pixels and 380 * 380pixels subimages from ALOS-PALSAR SAR image including a reservoir in Sichuan Province of China with a spatial resolution of 6.25m. Its corresponding ground truth and edge detector map are shown in the second column and third column in Fig.8 respectively. The segmentation ground truth of these images, on the middle of Fig.8 , is annotated by a SAR image interpretation expert. Fig.9 , Fig.10 and Fig.11 , are the segmentation results of the original SAR image in Fig.8, respectively. Fig.9 (a) and (f), Fig.10(a) and (f), Fig.11(a) the initial contour and the intermediate contour results in the evolution process. Additionally, (b) and (g), (c) and (h), (d)and (i), (e) and (j) in Fig.9, Fig.10 and Fig.11 The image is with sharp and irregular boundary is shown in Fig.9. Fig9.(b) and (g) indicate that the method cannot achieve a good segmentation performance for this SAR image. Most of the background is segmented into object region by mistake. This may be the distribution of background part is similar to the distribution of object. In Fig9. (c) and (h) the object is segmented. However, the image boundary is leaked many detail information, such as sharp and blurred boundary. In Fig9.(d) and (i), the object is better with some details, nevertheless, part of details is missing. In Fig9. (e) and (j) the object is correctly segmented with accurate boundary which overcomes missing the details shortcomings with the help of the modified edge.
Fig10.(b) and (g) show that some undesired regions are detected and some parts of the object are missed in the results. In Fig10. (c) and (h), the object is correctly detected. However, it is accomplished at the expense of high computational cost with more running time, shown in Table 2 . In Fig10.(d) and (i), the background is with small isolated regions due to the balance between the window size and the detail boundary. In contrast, the boundaries are more consistent with the outline profiles of the objects in Fig10.(e) and (j).
The image is with weak and blurred boundary is shown in Fig.11 , especially the left bottom of object which is marked with rectangle. Fig11.(b) and (g) displays the segmentation result of [15] with undesired regions detected. In Fig11. (c) and (h), by checking the segmentation regions in detail, there exists missed regions, such as, two small parts inside the object. In Fig11.(d) and (i) . the object is much better in capturing parting detail boundary. In Fig11. (e) and (j) the object is detected out successfully and excellently, especially many boundary details in the left bottom part boundary of the object. Table 2 shows RFE score and running time using the existing methods and our method are given in. From Table 2 , we can see that the convergence of ours is faster than other models. We can see that the RFE of ours is the lowest. Compare with other methods, our method achieves the results with less time and lower RFE.
According to the above experimental results, the proposed method is able to handle images including various and rich texture regions without using statistical distribution, and outperforms the other models. It not only propagates the contour much faster but also converges to some states with lower energy, which leads to more accurate segmentation results. The method is used for single polarization SAR images segmentation.
VI. CONCLUSION
In this paper, we propose a factorization-based active contour for SAR image segmentation using fusion features. We use multiresolution analysis wavelet transform, DoG filter and Gabor filter, which is used to obtain feature maps and their local spectral histograms were used as image features. Factorization is introduced to construct the region information of the energy function integrating the edge detector based on the modified ROEWA to drive the active contour. Furthermore, we present a new energy function, which is convex with respect to the level set function, making segmentation results very robust to the initialization of the level set function. The proposed method can well handle SAR images with severe noise, sharp and irregular edge, blurred and weak boundary. The experimental studies on simulated and real SAR image validated the efficiency and accuracy of the proposed method by comparing with other three representative state-of-the-art active contour models. 
