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1. INTRODUCTION 
In this paper we will be concerned with the differential-difference equation 
go to %P’(~ + hi) = &9, (l-1) 
where 
0 = h, < h, < *-* < h, < 00, (i) = -& , 
and g is analytic. To eliminate uselessly complicated statements of simpler 
equations, we will make the following natural assumptions: 
P zo, n # 0, 
n z I ai5 I>0 (i =O,L ,..., p), 
and 
We will make the added assumptions 
a,, # 0, aDn = 0 
to force Eq. (1 .l) to be of advanced or advanced/neutral type. If we add the 
condition 
ai, =0 (i = 1, 2 )..., p), (14 
* These results are a portion of the author’s Ph.D. dissertation at the University 
of Missouri, Columbia, Missouri, and the research was supported in part by a NSF 
Summer Traineeship. 
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then we have necessary and sufficient conditions that (1.1) is a DAE of 
advanced type, Bellman and Cooke [l, p. 1931. We will define a solution to 
Eq. (1.1) to be a function with piecewise continuous nth derivative when the 
left derivatives satisfy Eq. (1.1). W e will show that solutions to Eq. (1.1) can 
be expressed as a series of the form 
where ys is a particular solution and the sh are roots to the associated charac- 
teristic equation, arranged in a particular order. For analytic forcing function 
g(x), the particular solution arises as a natural portion of the proof. 
It is clear that if 
(l-3) 
where the P, are polynomials and the s, are complex, then the standard 
method of undetermined coefficients will provide a particular solution to 
Eq. (1 .l). In this case the particular solution obtained in the proof of the main 
theorem will be the same solution. 
The expansion result has been known for some time for equations of 
retarded/neutral type, and have been extended to the general equation by 
Hilb [2], Wright [3], and Verblunsky [4]. The method we use is similar to 
that of Verblunsky, but unlike Verblunsky, we will obtain a clearly labeled 
particular solution. Verblunsky’s results are available in Bellman and Cooke 
[l, pp. 197-2081. The method used here entails the use of a transform which 
for lack of a better name we call The Wrong Way Laplace Transform 
I 
b 
y(t) e-St dt. 
--m 
Our method applies to systems, but we will devote ourselves to the one- 
dimensional case. 
2. EXISTENCE OF SOLUTIONS 
The existence of solutions to Eq. (1.1) is not hard to show and is indicated 
by Verbiunsky [4], an initial condition must be given for some interval of 
length h, . We may assume the interval is [0, h,]. The interval of convergence 
(- co, b) obtained in the theorem will extend to the right as far as the first 
discontinuity of the nth derivative of the solution. 
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3. SERIES EXPANSION 
In this paper we will use CC to indicate the double sum over i and j as 
in (1.1). We write as the characteristic function associated with the homogene- 
ous case for Eq. (1.1) the function h(s) defined by 
h(s) = C C aijs5esh”. 
The root chains of h(s) are discussed in Bellman and Cooke [l, Chapt. 121. 
The notation use here will agree with the notation used in that discussion. 
Also see Langer [5] and Dickson 161. Bellman and Cooke [l] prove that all 
solutions to (1 .l) are O(ect) as t + - co, but only under the assumptions 
listed above which remove chains of roots of h(s) which are of retarded type. 
THEOREM 1. Let g(x) be analytic in some complex domain which includes 
the real x-axis and g(x) = O(eC2) as X-t - co. Ify is a solution to (1.1) 011 
(- co, b] and has n continuous derivatives on that interval and n bounded 
derivatives on [b, b + h,], then for any b, < b - h, , the series y9(x) + C ckeS@ 
converges uniformly toy on (- co, b,] ;f 
1 
I s 
0 j-1 
ck =hl(Sk) - -m.dt)e 
+a1 dt + c c aij c s)(‘-‘-‘)(h,) 
+=o 
+ c 1 aNSjeS’** ?‘,: y(t) e-Q’ dt,/ , (3.1) 
where h(s,J = 0 and summation takes place over all sk E C, as e-t co. The 
expression for ck assumes that sic is a simple zero of h. The term yI, is a particular 
solution to (1.1) and is obtained as a natural part of the proof. 
PROOF. We observe that 
h(s) jb y(t) e-sr dt = Pa(s), 
-02 
where 
P,(s) = 1” g(t) emst dt - eesb c c aij 5’ s’j(j-‘-‘)(b + h,) 
-uJ r=O 
- C C aijs’eshi l,“‘“’ y(t) emst dt. 
(3.2) 
(3.3) 
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To invert Eq. (3.2), we first pick a number c < 0 and less than the real part of 
each singularity of s(s) es2/h(s). We obtain 
By methods similar to those of ordinary Laplace transforms, the left-hand 
side of Eq. (3.4) converges to y(x) as 8 + co for x < b, uniformly for x < Se . 
In passing from integral to series representation, we first note that it is 
easily shown that if y is a solution to Eq. (1.1) and o < b 
I e”P,(s) ds C h(s) (3.5) 
is independent of n if C is any closed rectifiable curve. 
Let Cl+ denote the right half of the curve C, [I, Chapt. 51 and -& iyf the 
intercepts of C, with the imaginary axis. Let c be chosen as in the inversion 
integral (3.4). Then for e, replaced by b in (3.5) we obtain 
@“P,(s) = - c residues of - 
h(s) 
contained within Ct. 
Thus Eq. (3.4) yields 
Y(X) = “;;$) (sk E Cc 1 h(s,) = 0) 
-1. @aP,(s) 2xi ph 1 residues of - 
h(s) 
contained within C6 due 
to singularities of P,(s). 
The first summation is analogous to the series obtained by Verblunsky [4] 
and is a solution to the homogeneous equation associated with (1.1). If g = 0, 
then this summation will agree with the representation of Hilb [2] and 
Wright [3] and the second summation will vanish. The second summation 
is a particular solution to Eq. (1.1) an d is absorbed into the Verblunsky series. 
In the special case of Eq. (1.3) the particular solution obtained by undeter- 
mined coefficients will be the same as the one obtained here and the first 
summation will vanish. We will call the particular solution y,(x). 
We must now estimate the integrals involved. The integrals along the 
horizontal crossbars vanish as 8-t co [l, p. 4231. For the integral over Cl+ 
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we consider the regions R, where 0 < ye(s) < T log / s 1 and R, where 
T log 1 s 1 < Re(s) for some T > 0. For s on C,+ , it is well known that there 
is a number d > 0 so that 
1 h(s) 1 > d ny / aifs’eshi / > d j ao,sn 1 . 
We will write 
where the I, J, and K repressent the integrals obtained from the three com- 
ponents of s(s) displayed in (3.3). Th en if we let I,,, be the contribution to I 
on C’,, in the region R, (m = 1,2) defined above, and we define 
E = exp[(x - b) Tlog ] s I] 
we obtain the following estimates: 
1 II 1 = O(P-1), [ I2 1 = ()(+bW-n-l) 
I J1 I = W1 log I s I>, I Jz I = W2Q, 
I K:, I = W2 log I s I>, 1 K2 1 = O(s-lE) 
since the length of Cd+ in R, is O(log I s I) and the length of Ct+ in R, is O(S). 
Each estimate goes to zero as I s 1 goes to infinity if x < b, uniformly if 
x < b, < b. We have completed the proof of the theorem, and demonstrated 
a method for obtaining a particular solution for Eq. (1.1). 
THEOREM 2. Under the conditions of Theorem I, if there is a positive constant 
d such that the set of distances between pairs of zeros of h is bounded below by d, 
then C c*(x) &kx converges unijkm’y in every jinite interval which is to the left 
of the first discontinuity of y”. 
This is Theorem 2 of Verblunsky [4]. This condition is always satisfied in 
the case that no chains are of neutral type such as under conditon (1.2), 
Bellman and Cooke [l, Chapt. 121. W e h ave proved the following theorem. 
THEOREM 3. Every solution of a linear DAE of advanced type with constant 
coej%&nts and analytic forcing function can be expressed as 
Y&) + C ck exp(wh 
where yP is a particular solution. 
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