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Our study is motivated by the representation and manipulation of molecular configurations, modeled by a collection of spheres.
A common approach to representing the threedimensional geometric structure of a molecule, is to represent each of its atoms by a "hard"
sphere. It is also common to assume that the nuclear arrangement, i.e., the relative displacement of the spheres, is fixed (it is often the so-called equilibrium nuclear configuration).
There are recommended values for the radius of each atom sphere and for the distance between the centers of every pair of spheres. In this model, the spheres are allowed to interpenetrate one another, therefore it is sometimes referred to as the "fused spheres" model (see, e.g., Figure 1 ). The envelope surface of the fused spheres may be regarded as a formal molecular surface. It is evident, that various properties of molecules are disregarded in this simple model. However, in spite of its approximate nature, it has proven useful in many practical applications. For more background material and references, see, e.g., the survey paper by Mezey [16] . We study the hard sphere model from a computational geometry point of view, that is, we study the combinatorial and algorithmic behavior of a collection of n (possible intersecting) spheres in 3-space, having some special properties. We make several simple observation, showing that, because of these special properties, the spheres in this model can be efficiently manipulated. For example, we show that the maximum combinatorial complexity of the boundary of the union of the fused spheres is O(n), whereas for an arbitrary collection of spheres (even unit spheres) this may be @(n2) (see, e.g., [13] ). These results are described in Section 2. atoms.
In Section 3 we take advantage of the favorable behavior of the model, to devise a data structure for answering intersection queries of the form: Given a hard sphere model A/l of a molecule and a query atom sphere Q (both given in a fixed placement in 3-space), report which spheres of M are intersected by Q. In Section 4 we use this data structure to efficiently compute the boundary of the union of the spheres. We also show that this algorithm can be used to compute a related type of molecular surfaces, so-called solvent accessible surfaces. Finally, in Section 5, we present efficient algorithms for hidden surface removal, either by computing a depth order or by computing the visibility map of a molecule.
Our work is closely related to the study of fatness. It has been shown that certain problems in computational geometry can be solved much more efficiently when the objects involved have no long and thin parts (see, e.g., [15, 17, 20] Each atom with radius r% and center at c1 induces a ball B, = {pId(p, c,) < r,} and a (ii)
The maximum combinatorial complexity of the boundary of the union of the balls in M is O(n).
Proof, Part (i): Consider a ball B,. Let B be the ball of radius r, + 2r~.X, centered at c,. Thus, the overall complexity of the union boundary is O(n).
•1
The following For every sphere Si,
we call the curve of intersection of Si and the horizontal plane through the center of S% the equator of the sphere. Let E be the collection of curves on the spheres in ill consisting of intersection curves between any pair of spheres and the equators of the spheres. Let~be a curve in E. We extend a vertical segment upward and downwards from every point of until it hits a sphere in M or extends to infinity. We repeat this process for every curve in E. As a result we get a collection of vertical walls that together with the spheres in M subdivide 3-space into xy-monotone 3D cells. We then project each cell onto the xy-plane, and extend vertical segments (with respect to the ydirection) from every vertex of the projection and from every x-extreme point in the projection of a cell, such that the segments are maximal and contained inside the projection of the cell. We then extend each of these segments into a vertical wall contained inside the original 3D cell. For details and illustrations of vertical decompositions for arrangements of spheres in 3-space, see [4] .
Clarkson et al. [4] show that the complexity of the vertical decomposition of an arrangement of spheres is dominated by the complexity of the vertical walls erect ed from curves in E. They show a slightly supercubic upper bound on the complexity of the vertical decomposition of an arbitrary collection of n spheres in 3-space.
In the next theorem we show another favorable property of the collection of spheres that we study: of low-degree algebraic curves.
For every face~in F, let~' be~n H7, f' is a collection of a small number of low degree algebraic curves on H7. By standard arguments, the complexity of the vertical wall extended from~and that lies outside the union, is determined by the complexity of the lower envelope (or upper envelope, or both) defined by the collection F' = {f 'If c F} with regard to the curve~. Since the curves F' are either pairwise disjoint, or a pair of curves in F' meet at an endpoint of at least one oft he curves, and they do not intersect otherwise, the complexity of the envelope is O(n). We repeat this argument for every edge~on the union boundary.
There are O(n) such edges, and the upper bound follows. u
The bound is sharp. One can easily construct a set of (even non-intersecting) unit spheres that achieve @(n2) complexity. It is though possible to construct an O(n) decomposition of the arrangement. Consider a three-dimensional grid whose unit size (along each of the coordinate axes) is 2 x r~ax. The grid induces a partitioning of 3-space into axis parallel unit cubes (those cubes whose vertices are grid points and that do not contain any grid point in their interior). By applying the same type of arguments as in the proof of Theorem 2.1, one can show that every cube in this partitioning intersects at most some fixed number of spheres. Moreover, each sphere intersects at most 8 cubes. Now take the collection of O(n) non-empty cubes. It is easy to see that the vertical decomposition of this set has linear complexity.
For each of the cubes consider the arrangement of spheres that inter-sect it, restricted to the cube and construct its vertical decomposition (again restricted to the cube). This will give a decomposition of the cube in a bounded number of simple pieces. As there are O(n) cubes to decompose the total complexity will be linear. It is easy to see that the number of adjacencies between pieces is linear as well, which is an important property in certain applications (like motion planning). In this section we will devise a data structure that can be used to answer intersection queries with either a point or with a ball whose radius is bounded by r~,x. The query should report all atom balls that contain the point or intersect the query ball. We will use this structure in the next section to compute the molecule boundary.
Clearly a point is a degenerated ball. Hence, a data structure that can answer queries for balls can also answer point queries. Below we only describe a structure for query balls. When implementing the structure though a distinction is made because point queries can be answered faster (i.e., with smaller constants in the time bounds).
Our first approach to solving this problem transforms it into an orthogonal range query problem. Let M be the set of n balls (as defined in Theorem 2.1) to store and let C be the set of centers of the balls. We store the set C in a three-dimensional range tree that can answer the following type of query: Given a query axis-parallel box, report the points of C contained in the box. To report all the balls of it!f intersecting a query ball Q with radius TQ we construct a ball Q' with radius ?'Q+ Tmax and concentric with Q. Clearly, the center of a ball of M intersecting Q must lie inside Q'. Next, let Q' denote the axis-parallel bounding box of Q'. We query the range search structure on C' with the box Q'. Using the same technique as in the proof of Theorem 2.1(i), it can be shown that the number of answers is bounded by a constant.
For each of these answers we check whether the corresponding ball actually intersects Q. This takes 0(1) time. Using a standard range tree (see, e.g., [18, Section 2.3.4])
we obtain a solution that requires O(n log2 n) preprocessing time and space and answers queries in time 0(log2 n).
However, due to the special properties of the collection of spheres that we study, they admit a simpler and more efficient data structure. Like in the previous section, we subdivide space into cubes of size 2 x r~~X. For each ball in M we compute the grid cubes that it intersects. Let C be the set of non-empty grid cubes.
The size of C is bounded by O(n).
We arrange the cubes of C in a balanced binary search tree, ordered by the lexicographic order of the (z, y, z) coordinates of the say, bottom-left-front vertex of the cube. With each non-empty cube we store the list of (at most a constant number of) balls of M that intersect it, Given a query ball Q, we compute all the (at most 8) grid cubes it intersects, and search for each of these cubes in the binary tree, to see whether it is nonempty. If it exists we check the balls stored for intersection with Q. We might find some balls more than once but duplicates can easily be removed, The total number of balls tested will be O(1). This leads to the following result: special test data that they experiment with), as compared to other methods that they examined.
In 
Computing the Boundary
We now use the data structure of the previous section to efficiently compute the outer cell of the boundary of the union of the spheres. We assume that the union consists of one connected component, which is often the case in our application setting. If the union is composed of several pairwise-disjoint connected components, then additional measures must be taken; see below for more details.
The boundary of the outer cell can be viewed as a formal molecular surface, which is of interest in various applications in molecular biology. Moreover, we will show that the same algorithm, operating on a closely related set of balls, solves another problem in computational biology, sometimes referred to as computing the approximate solvent accessible surface (see, e.g., [14, 5, 16] ). This involves the interaction of solute and solvent molecules in a solution.
In a simplified model, the question may be formulated as follows: Which parts of a molecular surface of a solute molecule are accessible to the solvent molecules, where the latter are modeled by spheres (a single sphere each). We will assume that the solute molecules are modeled by the hard sphere model. An approach to solving this problem is proposed in [14]: Roll a sphere representing the solvent molecule on a reference surface, to obtain a new surface described by the center of the rolling sphere. The reference surface, in our case, is the boundary of the union of the balls in the hard sphere model. In most cases, the solvent "sphere" is assumed to be fairly small.
We denote the solvent molecule sphere by R.
We can rephrase the above problem in terms of motion planning in robotics: Let R be a spherical robot moving in 3-space among spherical obstacles (the balls in M). Describe the obstacles in a configuration space where every point represents a possible placement of R by the position of the center of R. In this formulation, the solvent accessible surface becomes the boundary of the outer cell of the free portion of the configuration space. Unlike prevailing formulations of motion-planning problems, the "obst acles" in our case may intersect. However, as expressed in Theorem 2.1, these obstacles have other, favorable, properties.
To compute the boundary of the outer cell of the free configuration space, we follow a common practice in motion planning, and compute the Minkowski (vector) difference of each obstacle and the robot, to obtain the configuration obstacles. Now, the Minkowski difference of two spheres is again a (larger) sphere.
Hence, our goal is actually to compute the outer component of the union boundary for a collection of balls in 3-space.
The solute molecule is modeled by balls as in Theorem 2.1. The radius of each ball in ill is increased by r'-the radius of the solvent sphere. We assume r' to be of the same order of magnitude as r~~~. Note that, the expanded balls obey the conditions of Theorem 2.1 for different constants r~in, r~aX, k' and p'. Therefore, an algorithm for computing the union boundary for a collection M of balls as in Theorem 2.1, is also applicable to computing solvent accessible surfaces. Thus, we present an algorithm for computing the union boundary of a collection of balls M as defined in Theorem 2.1.
The scheme of the algorithm is to compute, for each B% c M, the contribution of its boundary to the union boundary and then to combine all this information to give the final output of the algorithm.
The algorithm consists of four steps:
1.
2.
3.
4.
For each ball identify the other balls intersecting it.
For each ball compute its (potentially null) contribution to the union boundary.
Transform the local information into global structures describing the connected components of the union boundary.
Filter out portions of the union boundary that do not belong to the desired connected component of the "outer cell". If all we need is a list of the faces of the union boundary (as is the case in the preparatory stage of the hidden surface removal algorithm of Section 5) then we only need Steps 1 and 2.
For
Step 1, we use the data structure described in Theorem 3.2. The cost of the query for each ball is O(l), hence the total cost of this step is O(n) randomized time (or O(n log n) deterministic).
As for
Step 2, consider a ball B, and the family of (a constant number of) balls intersecting it. Let
IIj be a ball intersecting B,. If Bj fully contains B,, then we stop the process for Bi, as it cannot contribute in any way to the union boundary.
If B] is fully contained in B%, then we ignore BJ, for obvious reasons. Otherwise, we compute the intersection between the spheres S, and S3, which is a circle CiJ on S,. The circle C%] partitions Si into two parts:
One part may appear on the union boundary, and we will refer to it as the free part of S3 with respect to SJ, and the other is completely contained in Sj and therefore cannot appear on the union boundary.
We For each ball in M, the above procedure will take constant time.
In
Step 3 we will represent each connected component of the union boundary by a quad-edge structure [10] . To this end we have to augment the arrange- Now we proceed as follows: We take some free facẽ of~ome A,, that was not treated before, and determine its boundary.
In this way we obtain for each edge e bounding f pointers to the previous and next edge along $, as required for the quad-edge structure.
Also for each edge e bounding f we determine the arrangement A3 containing the face f' on the opposite side of f (j can be i because of the extri> arcs we added). f' can be found in time O(1) because only a constant number of spheres intersect Si. 'FJe locate e in Aj, add pointers between the copies of e and recursively treat f' in AJ if it was not visited before. In this way we continue until we have located the whole connected component of the boundary containing f. If not all free faces have been visited we ta,ke one of the non-visited faces and continue from there. It is easy to see that this requires time O(n) in total.
As a result of Steps 2 and 3 we get a quad-edge representation of each connected component of the union boundary of the balls in M.
Recall that we are only interested in the boundary of the outer cell, which we assumed to be connected. At this stage we need to identify the outer cell (Step 4). lNe search for the ball Bl 6 M having the point with largest z-coordinate on its boundary. We then determine an edge on the boundary of the face fl of B1 containing the highest point. This face clearly belongs to the outer cell. From this face we scan the entire connected component containing fl, using the quad-edge structure.
We mark every edge found throughout the scan, as belonging to the outer cell. Finally we delete any edge that has not been marked in the previous step.
The remaining structure describes the outer cell. This takes time proportional to the size of the union boundary which is O(n).
As for space requirements, the data structure of Theorem 3.2 requires O(n) space. The additional structures described above are easily verified to require linear space. If the union of the balls is not connected, additional machinery is required to identify and discard components lying in internal cells. This can be done in time O(n log n) by computing the decomposition of A(M) as described in Theorem 2.4 and traversing the outer cell of this arrangement. Details will be given in the full paper,
We only implemented
Steps 1 and 2 of the above algorithm because that is all that is required for hidden surface removal.
The following table shows the running time for our four molecules. m mol.
Step 1
Step
As can be seen
Step 2 dominates the amount of time required, while t heretically both steps take time O(n). It is though easy to verify that the operations involved in Step 2 are much more complicated and, hence, the constants in the bound are much higher.
Hidden Surface Removal
One of the tasks of molecular modelling packages is to display molecules. This should preferably be done so fast that the user can interact with the model, e.g., by turning it around to look at it from different directions or by moving different molecules with respect to each other, for example to see whether they fit together in some nice way. Hence, one needs fast algorithms for hidden surface removal among sets of intersecting spheres.
In practice one normally uses the Z-buffer algorithm for this. Almost all 3-D graphics workstation available nowadays have such an algorithm implemented in their graphics hardware.
Unfortunately, such hardware can only handle polyhedral objects, Hence, as a first step, one has to approximate the spheres by triangular meshes. Different methods exist but all lead to a large number of faces. To get a reasonable sphere one needs at least 100 triangles.
So a molecule of 1000 atoms requires the drawing of 100,000 triangles in 3-space. Even special graphics hardware (except maybe the most expensive types) cannot display such molecules fast, It would typically take between one and a few seconds.
A second approach used in computer graphics is the painter algorithm.
Here one tries to define a depth order on the objects, sorting them from back to front. Next one draws the objects in this order on top of each other (like a painter) where each new object hides the parts of other objects that lie below it.
Such an approach does not require special graphics hardware and, hence, can also be used on, e.g., laser printers
The problem though i~that one need~a valid depth order on the objects. Such an order does not always exist (there can be cyclic overlap among objects). Also, for intersecting object such an order obviously does not exist.
For sets of non-intersecting spheres an easy depth order exists: simply sort the spheres by z-coordinate of their center. But for intersecting spheres this does not apply. There is though no need to draw the entire spheres. It is good enough to draw the pieces of the spheres that constitute the boundary of the union, as computed in the previous section. Clearly, pieces of the spheres that do not contribute to the boundary cannot be visible. Also the parts of the sphere that point away from the viewing direction cannot be seen. We will show that for the remaining part of the boundary a depth order does exist. For each of these pieces we cut off the part that does not lie in H;. Next we sort the spheres by depth and draw the pieces in this order. As shown in the previous section computing the boundary takes deterministic time O(n log n) and results in O(n) pieces. The sorting of the spheres by depth takes time O(n log n). Hence, we obtain the following result:
Theorem 5.2 Given a set of n spheres as defined in Theorem 2.1, a valid depth order consisting of O(n) pkca can be computed in time O(n log n,).
We implemented this algorithm. Actually, we split it into two phases: In the preprocessing phase we compute the boundary of the union and for each sphere we collect the pieces that are part of the boundary, (See the previous section for time bounds,)
In the query phase we are given a particular viewing direction.
Now we compute the hemi-spheres (which are dependent on the viewing direction) and cut off the parts that lie outside it. Next we compute the depth order forthespheres anddraw the pieces. All pictures in this paper were generated using this ap- where k is the complexity of the visibility map (which can be @(nz ), even for non-intersecting unit spheres).
We will now briefly indicate how the method of [12] can be adapted to work for intersecting spheres as well. For more details see the full paper. 'We assume some familiarity with the method of [12] .
For the method of [12] to work one needs to subdivide the objects in a (small) collection of pieces that first of all has a depth order and, secondly, has the property that the union of the projection on the viewing plane of the pieces lying in any depth range has small complexity.
One could use the collection of pieces as defined in Theorem 5.1. It is though unclear whether this collection satisfies the second condition. Hence, we define a different set of pieces.
For each sphere S% we again consider the hemisphere H,. We take the pieces of Hi thi~t are contained in the boundary of the union of {HI, .... Hi},
i.e., we ignore the spheres that lie nearer. In a way similar to the proof of Theorem 5.1 one can prove that these pieces constitute a valid depth order. In the full paper we will also prove that for any z-range the union of the projection of the pieces whose sphere center lies in the range, is linear. Applying the results in [12] we obtain: Theorem 5.3 Given a set of n spheres as defined in Theorem 2.1, the visibility map can be computed in time O((n + k) logz n), where k is the complexity of the resulting map.
Conclusion
We have considered the hard sphere model of a molecule in a fixed nuclear configuration from a comput ational geometry point of view. We lhave shown that the collection of spheres representing the atoms of a molecule in that model behaves favorably in com- We believe that other (algorithmic) problems in molecular modelling can be solved efficiently using the data structures and properties presented in this paper.
The area also provides many other challenging problems, like: Is it possible to preprocess two molecules such that one can efficiently determine whet her, in a particular pose, the molecules intersect or not? Also other models of molecules give rise to interesting question. For example, there is the problem of hidden surface removal for the ball-and-stick model where atoms are represented by small balls and the links by thin sticks. We plan to work further on these problems.
