Abstract-A parallel frequency-dependent, finite-difference time domain method is used to simulate electromagnetic waves propagating in dispersive media. The method is accomplished by using a singleprogram-multiple-data mode and tested on up to eight NVidia Tesla GPUs. The speedup using different numbers of GPUs is compared and presented in tables and graphics. The results provide recommendations for partitioning data from a 3-D computational model to achieve the best GPU performance.
INTRODUCTION
The FD-FDTD method [1] provides a way to model electromagnetic problems in dispersive media. This approach requires to compute the electric displacement vector (or called D field) before updating the electric field, as such is more time-consuming and uses more memory than a regular FDTD (nonfrequency-dependent) simulation. Parallel computing techniques allow for improved computational efficiency when treating large-scale computational problems, particularly when using GPU.
Modern GPUs are more efficient in processing data than general-purpose central processing unit (CPU) due to their parallel structures. However, the small memory of GPUs limits their ability to solve large-scale electromagnetic problems. As the cost of GPUs reduces, using multiple GPUs to accelerate computations becomes more attractive. Commercial software, such as Computer Simulation Technology Microwave Studio (CST MWS) [2] , has integrated multi-GPU packages for solving electromagnetic problems. However, analysis of CST MWS models, including calculation of parameters for later simulation and meshing the models to ensure computation convergence, can be time-consuming and cost-prohibitive. Thus, there is a demand for researchers to develop the required software tools to solve particular electromagnetic problems. Due to the complexity of GPU programming, using multiple GPUs for FD-FDTD is still rare in scientific literature.
There are two major approaches to programming multi-GPU based parallel FD-FDTD: open computing language (OpenCL) [3, 4] and compute unified device architecture (CUDA) [5] [6] [7] [8] . OpenCL is a framework and programming language that executes across heterogeneous platforms consisting of CPUs, GPUs, or other processors. OpenCL has been used to simulate electromagnetic waves interacting with plasma by GPUs in [9] . CUDA is a parallel computing platform and application programming interface (API) designed by NVidia [10] , which is more widely used than OpenCL recently. Zunoubi and his colleagues, in 2011, presented the first message passing interface CUDA (MPI-CUDA) FDTD implementation in dispersive media using Open multi-processing (Open-MP) to synchronize the operation of GPUs and CPUs [5, 6] . A whole-body electromagnetic simulation over the frequency range 70 to 2000 MHz was performed. Different types of GPUs were used to compare their real computability. Researchers from Belgium used CUDA on up to four GPUs for a 3-D FDTD application with multi-pole dispersion for plasma [7, 8] , and found an almost linear speedup with respect to the number of GPUs.
In 2013, Zhou et al. developed a 3D-FDTD GPU-based software using CUDA for earthquake engineering and disaster management [11] . Since OpenCL and CUDA rely on an advanced language and require GPU memory pre-administration when performing data transfer between GPUs, developers must be familiar with GPU memory hierarchy, multiple-GPU address space (unified virtual address (UVA)) [12] , and the advanced language to take advantage of parallel FD-FDTD with GPU. It might not be easy for electromagnetics researchers to quickly start multiple GPU parallel computing without these experiences.
MATLAB [13] is a computing environment and programming language with millions of users in industry and academia due to its ease of operation and accessibility of data. GPU computing has been supported in MATLAB since version R2010b, but not until version R2016a was released, was data passing across GPUs supported. The parallel computing toolbox V6.8 in R2016a and later versions (most recent parallel computing toolbox is V6.10 in MATLAB R2017a) allow running parallel FDTD on multiple GPUs within the MATLAB environment. The prime advantage using MATLAB parallel computing toolbox to process multiple GPU task is that programmer does not need to consider the length of data for passing between GPUs, but which is required by conventional CUDA-based multiple-GPU operation that data for transferring has to be pre-evaluated, and pre-allocated in terms of the size of blocks and grids on the target GPU memory. The method discussed in this paper takes advantage of standard MATLAB language to program parallel FD-FDTD on multiple GPUs. The presented method does not need any CUDA coding in MATLAB, or require writing C/C++ in a MATLAB executable (MEX) function to operate GPUs. It is not even necessary for the programmer to understand GPU's memory hierarchy. Therefore, it allows researchers to perform a fast use of accelerated FDTD computation without any CUDA background or sophisticated C/C++ knowledge. And the entire program can be greatly reduced and simplified. Our method uses a SPMD mode and will be elaborated in Section 2 in this paper. In the third section, performance using different numbers of GPUs is presented. Conclusions and suggestions to fully use the capability of GPUs are made in the last section.
COMPUTATIONAL MODEL AND GPU-BASED FDTD METHOD
The human knee replica in our test is a computational model with dielectric properties defined by Gabriel's 4-pole-Cole-Cole equation [14] and based on anatomical data from Christ et al. in 2010 [15] . For simpler FD-FDTD programming, we map the 4-pole-Cole-Cole data to a one-pole Debye model as in Equation (1) .ε
where ε ∞ is the permittivity value at infinite high frequency, ε s the static permittivity, τ the characteristic relaxation time, σ s the static conductivity, and ε 0 the permittivity in a vacuum. The constructed Debye model and Cole-Cole model are in good agreement within a frequency range from 1 to 10 GHz for all tissues. Equation (1) is inserted into the constitutive equation D =ε(ω)E to update the E field by an electric displacement field D, and then by the E field the next half-step H field is computed. Thus, the sequence for field updating in FD-FDTD is
To update the E field, the past two steps of the D field and the E field are required, so memory limitation becomes problematic when a small number of GPUs are available.
In this paper, tests are conducted on up to eight NVidia Tesla GPUs mounted on a 24-core server. Each GPU has 6 GB of available memory. The following describes our parallel FD-FDTD program while using eight GPUs in more detail. Our program starts by creating a MATLAB parallel pool containing eight MATLAB workers (MATLAB names each node as a worker), each controlling a GPU. To parallelize FD-FDTD, we distribute the model parameters (EP s = ε s , EP inf = ε ∞ , TAO= τ , and SIGMA= σ s ) to the GPUs. This is accomplished by creating a SPMD statement using the following MATLAB codes spmd (n) ep s=codistributed (EP s, codistributor1d(3)); ep inf=codistributed (EP inf, codistributor1d(3)); tao=codistributed(TAO, codistributor1d(3)); sigma=codistributed (SIGMA, codistributor1d (3));
. . . ep sG=gpuArray(getLocalPart(ep s)); ep infG=gpuArray(getLocalPart(ep inf)); taoG=gpuArray(getLocalPart(tao)); sigmaG=gpuArray(getLocalPart(sigma));
. . . This is the first of two SPMD statements in the entire program. Here, n is the number of GPUs used (in this case n = 8), and ep sG, ep infG, taoG, and sigmaG are GPU-data forms of the four parameters. The parameter codistributor 1d (3) denotes that the computational object model will be split along the third dimension (in our case, Z axis in Figure 1 ). Data are distributed in CPU memory and then passed to corresponding GPUs with the gpuArray ( ) function. If gpuArray ( ) were dismissed, multi-CPU-core parallelization would occur instead. In some existing examples, each SPMD statement must start with a gpuDevice (labindex) instruction to call a corresponding GPU device. However, our tests have shown that this is not necessary. where numlabs denotes the number of GPUs. Since data are evenly partitioned along the Z axis, the length in the Z direction for each field variable is Numz/numlabs in every GPU, which in this case is equal to 45. The interfaces (2-D matrix to be passed) between GPUs are matrices of size 320 × 320. Figure 2 shows the data exchange of E and H planes between GPUs. The E x and E y fields on the interfaces are delivered exclusively from the right GPUs to the left GPUs. The H x and H y fields on the interfaces are delivered exclusively from the left GPUs to the right GPUs. The D fields do not exchange between GPUs. This data-exchange approach was applied in [3] and [8] , and in the multi-CPU-core FDTD [16] . In MATLAB, this exchange can be defined by a data movement direction within the first SPMD statement. The following MATLAB code is an example to specify acquiring data from a lower indexed GPU, and sending data to the next higher indexed GPU for the Interface (between GPUs) data exchanges between GPUs: E planes (red) are delivered from the N + 1th GPU to the N th GPU, from the N th GPU to the N − 1th GPU. . . in order to update the H field in the blue planes in the N th, N − 1th. . . GPU; Then in the next half time step, H planes (blue) are delivered from the N − 1th GPU to the N th GPU, from the N th GPU to the N + 1th GPU. . . in order to update the E field in red planes in the N th, N + 1th. . . GPU.
In the second SPMD statement in the program, standard FD-FDTD equations were used to update the E-field, D-field, and H-field data, and use the MATLAB lab Send Receive function to transfer data. The H y and H x fields on the interfaces are transferred using the following codes:
Hyp=labSendReceive(labTo,labFrom,Hy(:,:,Numz/numlabs)); Hxp=labSendReceive(labTo,labFrom,Hx(:,:,Numz/numlabs)); where Hy(:,:,Numz/numlabs) and Hx(:,:,Numz/numlabs) are the H y and H x fields on the interfaces, and labTo and labFrom have been defined in the first SPMD statement. Since the H y and H x fields were initialized as GPU data in the first SPMD statement, the labSendReceive function will transfer data among GPUs. A similar operation can be made to pass the E y and E x field data. If all the field variables were created and distributed in CPU memory only, labSendReceive would transfer data only between CPUs, which is a multi-CPU-based parallelization mode. It is ambiguous as to how the data passed will be physically stored in the target GPU. It is not necessary to specify the address or allocate memory in the target GPU for the transferred data, as required in CUDA. In addition, it is important to note that the labSendReceive function only allows for passing data between GPUs in MATLAB 2016a parallel computing toolbox V6.8 and later versions. Using any earlier version causes an error.
To validate the MATLAB multi-GPU FD-FDTD program, we placed an excitation, polarized in the Y direction in front of the knee in the G id= 4 GPU's computational area in Figure 1 and placed two probes behind the knee (G id= 1 and G id= 8 GPU's computational area in Figure 1 , respectively). Liao et al.'s 2nd order boundary condition [17] was used to truncate the computational area. The simulation took 673 seconds to complete 5,000 time steps using eight GPUs. The same computational model and simulation with FD-FDTD on a CPU without any parallelization took 18 hours using an Intel core i7 CPU (2.70 GHz, with 32-GB memory). The time-domain waveforms obtained at two probes, in both the eight GPU and CPU FD-FDTD simulation, were found to be essentially the same, as shown in Figure 3. 
SPEEDUP USING MULTIPLE GPUS
The performance using different numbers of GPUs with FD-FDTD on the computational model in Section 2 is discussed in this section. In addition, the performance using different numbers of GPUs with FD-FDTD on other computational models is also evaluated. All results are presented using an average of three runs in each case. We approached the same electromagnetic problem described in Section 2 using two, four, and eight GPUs, respectively, while using the same server in each case. We were unable to run this computation on a single GPU because of our GPU's memory limitation. Speedup using eight GPUs versus four GPUs, and four GPUs versus two GPUs, is compared in Table 1 . Table 1 shows that the speedup is almost linear with respect to the number of GPUs. In [5] , Mega voxels times the number of time steps divided by the required simulation time was used to reveal the computing ability of a GPU cluster. This method is controversial as it ignores the impact of data passing between GPUs. The knee model is repositioned, so the longest side becomes the first dimension, i.e., 360 × 320 × 320. To achieve the best computational performance, allocation is always along the third dimension. Thus, data sent between GPUs are matrices of size 360 × 320, which require longer data passing time. We used two, four, and eight GPUs, respectively, to simulate the rearranged knee model, using the same server in each case. Table 2 presents the completion time of simulations by two, four, and eight GPUs. The entire execution time is longer than that in Table 1 for all three cases. The extra time needed for the 360 × 320 × 320 model compared to the 320 × 320 × 360 model is denoted by ΔT 2−1 , presumably due to additional data passing.
The results in Table 1 and Table 2 might indicate that a 3-D model with a smaller interface will require less total execution time (assuming total number of voxels remain the same), as the data passing is minimal while distribution is along the longest side, but this is not always the case. In a single computational unit (such as one GPU), MATLAB/C executes loops faster in lower dimensions than in higher dimensions. For example, if a single GPU is given two sub-data blocks for computation (320 × 320 × 45 and 360 × 320 × 40), their total voxels are identical, but the latter requires less computational time because the first dimension is larger, and the third dimension is smaller. However, when taken in the context of the entire computation across multiple GPUs, the latter requires greater time because of passing larger matrices between GPUs. Therefore, there will be a tradeoff between computations and data communications between GPUs.
To check our hypothesis, we tested five 3-D data blocks in FD-FDTD: 320×288×400, 320×300×384, 320 × 320 × 360, 360 × 320 × 320, and 400 × 320 × 288. These data blocks are obtained by expanding or reducing the margins in the above knee model. The number of voxels in all models is the same. . The speed to complete 5,000 time steps for each of the five data blocks using two, four, and eight GPUs is shown in Figure 4 . The vertical axis represents the speedup, and the horizontal axis represents the variation of
The slowest case when using two GPUs is in the 320 × 288 × 400 model, where the speed is denoted as 1 on the "Speedup" axis. All other cases express speed based on a ratio to the slowest case. The 320 × 320 × 360 model balances the computation and data passing best when two or four GPUs are used as it corresponds to the maximum point on the curve. The fastest case when using eight GPUs is in the 320 × 288 × 400 model. The curve of eight GPUs does not appear as convex as the two and four GPUs, but it does not mean an optimum never exists. A convex curve for eight GPUs can be expected when a larger model containing more voxels is processed. When a small number of GPUs is used, each GPU is correspondingly allocated a large computational task, so the computational efficiency of the GPU is more important than data communications between GPUs. In contrast, when many GPUs are used, each GPU is correspondingly allocated a small computational task, so data communication between GPUs becomes a consideration.
In addition, Figure 4 indicates appropriate selection of the third dimension for distribution in a 3-D model. When four GPUs are used, each GPU is allocated 9.25 Mega voxels in each of the five data blocks. So, regarding the NVidia Tesla GPU in our test, when a GPU is assigned a computational task larger than 9.25 Mega voxels in parallel FD-FDTD computation, the tradeoff between computation and Figure 4 indicates optimal selection of the third dimension. When a GPU is assigned significantly fewer than 9.25 Mega voxels, the longest side of the model should be selected for distribution between GPUs.
CONCLUSIONS
We presented a multi-GPU based frequency-dependent FDTD method using MATLAB for large-scale dispersive electromagnetic problems using NVidia Tesla GPU cards. In the presented method, there is no need to administer GPU memory when passing data between GPUs. We described how the computational model's size affects the computational efficiency which, in turn, advises researchers to create appropriately sized computational models and to determine the model partition strategy (per the number of GPUs). When there are many GPUs, the longest side of the model should be considered as the third dimension for data distribution to minimize data passing. The second longest side should be selected as the first dimension to achieve a fast-computational speed. When the number of available GPUs is small, more consideration should be given to the computational efficiency of each GPU. The value of D 1 × D 2 /D 3 suggests how a 3-D model should be partitioned.
