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Introduction
For any integer q, we denote by X q the group of multiplicative characters modulo q. Denote by X + q the subset of X q consisting of primitive even characters χ (those satisfying χ(−1) = 1) and X − q the subset of X q consisting of primitive odd characters χ (those satisfying χ(−1) = −1). Furthermore, we use X * q to denote the set of primitive characters modulo q. This paper is divided into two parts. Firstly, we study shifted moments of Dirichlet L-functions and secondly, we apply this study to obtain upper bounds on moments of theta functions.
A standard problem in analytic number theory is the study moments of the Riemann zeta function or more generally L-functions on the critical line. For instance, it is conjectured (see [15, Chapter 5] ) that the moments at the central point satisfy the following asymptotic formulas:
Even though the asymptotic formulas are not known for k ≥ 3, lower bounds of the expected order of magnitude
have been given by Rudnick and Soundararajan [16] for q prime. Assuming the Generalized Riemann Hypothesis and building on Soundararajan work [18] , we can show that M 2k (q) ≪ q log k 2 +ǫ q. We can generalize in some way these moments using shifts and
where (t 1 , · · · , t 2k ) is a sequence of real numbers. It is expected that if the t i are reasonably small, we should be able to obtain an asymptotic formula for (1.2) (see for instance [5] for a survey about shifted moments in families of L-functions). Although, we cannot prove such a general result even assuming GRH, we are able to give a conditional upper bound of nearly the conjectured order of magnitude.
Theorem 1.1. Assume that the Dirichlet L-functions modulo q satisfy the Generalized Riemann Hypothesis. Suppose q is large and the 2k-tuple t = (t 1 , · · · , t 2k ) is such that t i ≪ log q. Then, for all ǫ > 0, we have the uniform bound:
where
100 . This can be related to the main result of [3] and enlightens the fact that L 1 2 + it i , χ and L 1 2 + it j , χ are essentially correlated when |t i − t j | ≈ 1 log q and "independent" as long as |t i − t j | is significantly larger than 1/ log q.
For real x > 0 and η ∈ {0, 1} we set
We note that, if we set η χ = 1 if χ is odd and η χ = 0 otherwise, then
is the classical theta-function of the character χ (see [6] for a background and basic properties). We can express these values using Mellin transforms of L-functions which make the use of our result about moments of shifted L-functions very appropriate.
When computing the root number of χ appearing in the functional equation of the associated Dirichlet L-function, the question of whether θ q (1, χ) = 0 appears naturally (see [11] for details). Numerical computations led to the conjecture that it never happens if χ is primitive (see [4] for a counterexample with χ unprimitive). In order to investigate the non-vanishing of theta functions at their central point, the study of moments has been initiated in [12] , [13] and [14] . Let us define
It is conjectured in [14] , based on numerical computation and some theoretical support, that
for some positive constants a k and b k , depending only on k. Recently, a lower bound of expected order for S + 2k (q) and S − 2k (q) has been proven unconditionally in [14] . In the second part of the paper, we will derive upper bounds giving good support towards Conjecture (1.3).
Precisely, we prove Theorem 1.2. Assume the Generalized Riemann Hypothesis for all Dirichlet L-functions modulo q. Then, for all ǫ > 0, we have
This can be related to recent results of [9] (see also [10] ), where the authors obtain the asymptotic behaviour of a Steinhaus random multiplicative function (basically a multiplicative random variable whose values at prime integers are uniformly distributed on the unit circle). This can be viewed as a random model for θ q (x, χ). In fact, the rapidly decaying factor e −πn 2 /q is mostly equivalent to restrict the sum over integers n ≤ n 0 (q) for some n 0 (q) ≈ √ q and the averaging behavior of χ(n) with n ≪ q 1/2 is essentially similar to that of a Steinhaus random multiplicative function. Hence, these results are a good support for Conjecture (1. The method of the proof of Theorem 1.2 relies on the bound obtained for moments of shifted L-functions.
Moments of shifted L-functions
In that section, we mostly adapt results and ideas of [18] to our situation. These techniques build on ideas of Selberg about the distribution of | log ζ(1/2+it)| (see [17] ).The starting point is the following equality
where S(T, V ) = {t ∈ [T, 2T ] : log |ζ(1/2 + it)| ≥ V }. From this, an upper bound for the moment can be directly deduced from the upper bound of meas (S(T, V )). In our case, we have to study the frequency (in terms of characters) of large values of L-functions. Thus, we will proceed in the same way by estimating the measure of
for V > 0 and a 2k-tuple t = (t 1 , · · · , t 2k ). Most of the work consists in keeping the dependence both in terms of the modulus q and the height of the shifts. If the shifts are not too large, we are able to obtain a quasi-optimal upper bound under the Generalized Riemann Hypothesis. This result will be sufficient for our application to moments of theta functions. It should be noticed that the recent method of Harper (see [8] ) may be used to remove the ǫ factor in Theorem 1.1.
Let set N t (q, V ) = #S t (q, V ). We can express the shifted moments of L-functions as the following
The error term comes from the contribution of quadratic characters which can easily be bounded, using Corollary 2.4 by
Hence, the problem of estimating the moments boils down to getting precise bounds for N t (q, V ). In order to do that, let us define the following quantity
100 . We will prove the following theorem which estimates the measure of S t (q, V ) for large q and all V .
Theorem 2.1. Assume that the Dirichlet L-functions modulo q satisfy the Generalized Riemann Hypothesis. Suppose that |t| ≤ T ≤ log
A q where A > 0 and V is a large real
and if
Proof of Theorem 1.1 Inserting the bounds of Theorem 2.1 in Equation (2.1) gives the upper bound in Theorem 1.1. Precisely, it is appropriate for this computation to use Theorem 2.1 in the weakest form
This allows us to bound the moments by φ(q)(log q) o(1) e W/4 which concludes the proof.
Preliminary results.
We regroup in that subsection all the technical results that we will use in the proof of Theorem 2.1. These are mainly suitable adaptations to our case of Lemmas of [18] . In the sequel, we will always write s = σ + it for a complex number s. We write log + (x) := max(log x, 0). 
Proof. This is Lemma 2.4 of [1] with a(n) = χ(n)Λ(n), d = 1 and k(j) = a (here a = 0 or 1 is the number given by χ(−1) = (−1) a ). 
Proof. Let a = 0 or 1 be again the number given by χ(−1) = (−1)
a . Letting ρ = 1/2 + iγ run over the non-trivial zeros of L(s, χ), we define
Obviously F χ (s) is non-negative in the half-plane σ ≥ 1/2. By Hadamard's factorization (see [6, Chapter 12 
Here, B(χ) is a constant depending only on χ, whose real part is given by
By taking the real parts of both sides of (2.2), an application of Stirling's formula yields
where we used the positivity of F χ (s) in that region. Integrating (2.3) as σ = Re (s) varies from σ to σ 0 (> 1/2), we obtain, setting s 0 = σ 0 + it,
On the other hand, using Lemma 2.2, we get
for any s not coinciding with a zero of L(s, χ) and for any x ≥ 2. Taking s = σ + it, integrating (2.5) over σ from σ 0 to ∞ and extracting the real parts, we have, for x ≥ 2,
The integral in (2.7) is bounded as follows:
Thus, using (2.3), we deduce that for x ≥ 2 log |L(s 0 , χ)| ≤ Re 2≤n≤x χ(n)Λ(n) n s0 log n log(x/n) log x (2.8)
Hence, combining (2.4) together with (2.8), the following inequality
holds for x ≥ 2 and uniformly for 1/2 ≤ σ ≤ σ 0 ≤ 3/2, |t| ≤ T . We choose σ 0 = 1 2 + λ log x , where λ ≥ λ 0 . This restriction on λ ensures that the term involving F χ (s 0 ) in (2.9) makes a negative contribution and may therefore be omitted. The proposition follows easily. 
Proof. This follows directly from the above proposition by setting x = log 2−ǫ q. 
Proof. Clearly, the contribution coming from the prime powers p k with k ≥ 3 is ≪ 1. It remains to handle the terms n = p 2 . Hence, we have to bound (2.10)
We split this sum into ranges 2 ≤ p ≤ log 8+4A+ǫ q and log 8+4A+ǫ q ≤ p ≤ √ x. Then the first sum is easily bounded by p≤≤log 8+4A+ǫ q 1/p ≪ log log log q.
To treat the second sum, let us recall (see for instance [6, p. 125] ) that under GRH, the estimate
holds for x ≥ 2 and χ a non trivial character. By partial summation, we can deduce that
Thus, again by partial summation, we derive (using our restriction on t and the fact that χ 2 is non trivial) that the sum over primes ≥ log 8+4A+ǫ q is O(1), which concludes the proof. log(x/p) log x + (1 + λ) 2 log q + log + T log x + O log log log q holds uniformly for |t| ≤ T < log A q and 1/2 ≤ σ ≤ 1/2 + 
Hence, there exist positive constants c χ such that χ mod q c χ = φ(q) and the following inequality holds:
Proof. The proof follows the same lines as in the proof of Lemma 3 of [18] . After expanding the 2k-th power, we use the orthogonality of characters modulo q (here the inequality x k < q ensures that m = n mod q implies m = n) instead of the orthogonality in t-aspect.
We will need the following adaptation of [3, Lemma 3.5].
Lemma 2.9.
p≤z cos(a log p) p ≤ log min
log z , it follows from Mertens' Theorem. Otherwise, we use inequality (2.1.6), p.57 of [7] .
2.2.
Proof of Theorem 2.1. First, remark that if −∞ ≤ V ≤ 4 √ log log q, then trivially we have
In view of Corollary 2.4, we can assume 4 √ log log q ≤ V ≤ 4ck log q log log q using the fact that t 0 = max(t i , i = 1 · · · , 2k) ≤ log A q. It remains to estimate N t (q, V ) for large q with an explicit dependence on t 0 . Choosing λ = 0.6 in Corollary 2.7, we obtain if
+ O log log log q .
Following [3] and [18] , we define the quantity A as
Let x = (q max(T, 1))
A/V and z = x 1/ log log q . From the previous bounds, we have
log q + log + T log x + O log log log q , where
It remains to study how often with respect to characters these quantities could be large. Firstly, if χ ∈ S t (q, V ), we must have
Let N i (q) = #S i (q) := χ(mod q), χ 2 = χ 0 : S i (χ) ≥ V i for i = 1, 2. We want to find upper bounds for N i (q) with a certain uniformity in t
2
. By Lemma 2.8, we see that, for any natural number l ≤ 
Choosing l = ⌊3V /4A⌋ and observing that (2.11)
we derive
It remains to find an upper bound for N 1 (q). By Lemma 2.8, for any l < log q log z ,
to log log log q. 2 We have to keep in mind that for our applications t will be at most of size log q. 3 Here we use that T ≤ log A q.
where we applied Lemma 2.9 and used together Stirling's formula and the fact that z < q.
Remark 2.10.
, by hypothesis this quantity is at most 2 log A q. Hence, the second case of Lemma 2.9 implies that the sum over primes is ≪ log log log q.
Proceeding as in (2.11) for N 2 , we deduce that
W ⌋, and when V > W 2 4k 3 , we choose l = ⌊8V ⌋. We easily verify, using the definition of A, that the condition l < log q log z 4 holds in both cases. Finally we get
Using our bounds on N 1 (q) and N 2 (q), elementary computations lead to the proof of Theorem 2.1.
Application to upper bounds for moments of theta functions
In that section, we will prove Theorem 1.2 in the case of even characters. The proof for odd characters goes exactly along the same lines. The method is the following, we express theta values as Mellin transform of L-functions and then we use our previous result about moments of shifted L-functions.
For every even primitive character χ modulo q, recall the following relation for c > 1/2
Shifting the line of integration to ℜ(s) = 1/4 and using the decay of Γ(s) in vertical strips, we end up with
4 Use the fact that W/4k 2 ≤ log log q.
We express the moments as
Hence, the problem boils down to getting a bound of size log
2 +ǫ q for the 2k-fold integral. In the following, we can sum over X * q without substantial loss.
3.1. Cutting part. The strategy is the following: we will cut up to a certain reasonable height, for instance log ǫ q. Precisely, using the decay of Γ 1 2 + 2it , we bound the tail:
There exists an absolute constant c such that
Proof. Using Hölder inequality with parameters 1 2k + 2k−1 2k = 1, the problem reduces to bound
We decompose dyadically the range of integration in the left hand side and use the convergence of the right hand side to end up with
Using Stirling's formula and Proposition 2.9 of [2]
5
, we get for c 1 > 0 an absolute constant
3.2.
Bound for the hypercube integral. It remains to bound optimally the integral on the 2k-hypercube H of size log ǫ q. First, observing that Γ 1 2 + 2it is bounded on H and expanding the integral in (3.1), we get 5 The method is the same as our proof of Theorem 1.1.
where ||t|| = max i=1,··· ,2k |t i |. We will use Theorem 2.1 to handle that integral. In order to do this, we have to control how the shifts t i are close to each other. By a permutation change of the variables, we can assume that t 1 ≤ t 2 ≤ · · · ≤ t 2k . Indeed, the integral on H is equal to (2k)! times the integral with this additional restriction.
For every 2k-tuple t = (t 1 , · · · , t 2k ), define a (2k − 1)-tuple j = (j 1 , · · · , j 2k−1 ) where
If for some i, no such j exists, we set j i = 2k +1. In the following, we will say that t = (t 1 , · · · , t 2k ) is of type j. Let us give few remarks about that definition. First of all, we have to think about j i as the first occurrence of a shift lying far from t i . Furthermore, notice that 2 ≤ j 1 ≤ j 2 ≤ · · · ≤ j 2k−1 ≤ 2k + 1 and that we can split the domain of integration H in a disjoint union H = ∪H j of 2k-tuples t = (t 1 , · · · , t 2k ) where t is of type j. Hence, proving Theorem 1.2 reduces to bound the contribution of the integral over t of type j for all possible choices of j.
The strategy is to apply Theorem 1.1 in a appropriate way to obtain the expected bound. Using Theorem 1.1, we get that the contribution in (3.2) of t of type j is bounded by (3.3) φ(q)(log q)
where E i,j is defined in Theorem 1.1. For every i = 1, 2, · · · , 2k − 1, we will essentially bound 2k j=i+1 E i,j in two different ways, depending on whether the variable t i possesses a close shift or not.
• Case 1: Close shifts. If t i admits a close shift then j i > i + 1. Using the first case of Theorem 1.1, we have the following trivial bound
• Case 2: Isolated shifts. For those indices i, t i does not admit a close shift, which means that j i = i + 1. We remark that 1 |ti−tj | ≤ 1 |ti−tj i | for j ≥ j i , since we have t 1 ≤ t 2 ≤ · · · ≤ t 2k . Hence, using again both cases of Theorem 1.1, we derive the following bound:
(log log q)
To deal with the integral in (3.3), we can make the following linear change of variables:
Thus, the determinant of the Jacobian being equal to 1, the integral in (3.3) becomes (3.7) (log log q)
where the domain D j is included in
For those i such that j i = i + 1, we bound the integral over u i by the length of the interval of integration 1/ log q. For the other indices, we integrate explicitly on ]−log ǫ q, −1/ log q]. In order to obtain the expected bound, we need to "save" a logarithm for each integration du i for i = 1 · · · 2k − 1. An additional problem arises when the variable does not admit a close shift and we integrate u In that case, all the exponents in the denominator of the integral in (3.7) are greater than 1. Therefore, we obtain after explicit integration that (3.7) is bounded by (3.8) (log log q)
(log q) The only remaining problem arises when t 2k−1 does not have a close shift. In that case, an explicit integration in (3.7) is not sufficient to save log q after integration, but only saves log 1/2 q. We are going to split the proof in two subcases depending on whether t 1 admits a close shift or not.
♣ Subsubcase 1: j 1 = 2
We will use exactly the same bounds as before except for i = 1. The trivial inequality |t 1 − t 2k | −1/2 ≤ |t 2k−1 − t 2k | −1/2 together with the simple observation that |t 2k−1 − t 2k | is large (by hypothesis j 2k−1 = 2k) implies the following bound log log q |t 2k−1 − t 2k | 1/2 .
Doing the same change of variables as before in (3.6) and using (3.9), we end up with the bound (log log q) k(2k−1) (log q) A slightly modification of the computation following (3.8) enables us to obtain the expected bound (log q)
♣ Subsubcase 2: j 1 = 2
We proceed as in the previous subsubcase with the following bound (the log log factor coming from the possible case where the shifts are far away from each other) j>1 E 1,j ≪ (log log q) Doing the same change of variables as before in (3.6), we end up with the same integral as in the previous subsubcase. Hence, the same computation works and this concludes the proof of Theorem 1.2.
