Abstract. The purpose of this paper is to prove integrality for certain padic iterated Coleman integrals. As underlying geometry we will take the complement of a divisor D ⊂ X with good reduction, where X is the projective line or an elliptic curve over the Witt vectors of a perfect characteristic p field. As a corollary we show that the p-adic multiple zeta values, as defined by Furusho, are p-adic integers.
Introduction
The basic idea for analytic continuation in real analytic spaces fails for classical p-adic spaces due to their totally disconnected nature. On such spaces it is not at all evident how to patch local primitives of a function together into an essentially unique global primitive. Guided by Dwork's principle, that the p-adic analogue of analytic continuation along a path is "analytic continuation along Frobenius", Coleman developed in [Col82, Col85, CdS88] a theory for solving iterated integrals. The solutions form a subring of the locally analytic functions whose elements are called Coleman functions. As an application, Coleman constructed the p-adic version of the polylogarithm functions. The relationship between values of "the" p-adic zeta function at positive integers and the value of Coleman polylogarithms at 1 is the same as in the complex setting.
In our paper, we will use the generalization of Coleman's theory by Besser [Bes02] and, independently, Vologodsky [Vol03] , which is built on the Tannakian formalism. The notion of a set of paths between two points is replaced by the space of natural isomorphisms between two fibre functors on a suitable category of unipotent connections. The Frobenius action on the space of natural isomorphisms singles out a distinguished path, which is called the Frobenius invariant path. Therefore "analytic continuation along Frobenius" admits a precise formulation as continuation along the Frobenius invariant path.
The main tool in our paper is an extension of the Tannakian formalism to very simple unipotent categories over any commutative ring (Corollary 1.7). Broadly speaking, these categories are equivalent to unipotent representations of a free tensor algebra with finitely many generators. We develop the theory in the first section to a degree sufficient for our application; a more general study of Tannakian duality in the unipotent case would be very worthwhile. Our application is to the category U of unipotent connections onX with logarithmic singularities in D = ∅, where X is a geometrically connected smooth projective curve over the ring of Witt vectors W of a perfect characteristic p field,X denotes the completion along the special fibre, and D is finiteétale over W .
The author is supported by the Heisenberg program (DFG).
In Sections 2 and 3, we recall some properties of U. In particular, we describe the absolute Frobenius functor, and we give integral versions (that is, defined over W ) of the fibre functors attached to W -points of X with good or bad reduction with respect to D, and give an account of tangential fibre functors.
Section 4 contains the two main theorems. Theorem 4.2 asserts that it is sufficient to construct an integral version of the Frobenius invariant path between two fibre functors x and y for unipotent connections onX. Then there is a unique extension to connections with logarithmic singularities. In the case X = P 1 W , this implies integrality immediately. For an elliptic curve X, we can only prove integrality under the additional assumption that the reductions x 0 , y 0 ∈ X(k) of the points underlying x, y, yield a point x 0 − y 0 of order prime to p (Theorem 4.3).
In Section 5, we give the application to p-adic multiple zeta values (Proposition 5.1): ζ p (k 1 , . . . , k m ) ∈ Z p , for all positive integers k 1 , . . . , k m and all primes p. This answers a question of Furusho [Fur04, Question 2.27].
A simple case of unipotent Tannaka duality for arbitrary base rings
Let R be a commutative ring, and let C be an R-linear exact category. Let 1 be an object of C such that Hom(1, 1) = R. Definition 1.1. For any non-negative integer r, we define U r = U r (C, 1) to be the full subcategory consisting of objects V ∈ C that have an admissible filtration (that is, the inclusions are admissible morphisms)
such that the quotients V i+1 /V i and V 0 are isomorphic to a finite sum with summands 1. We set U = r U r .
Note that U is closed under extensions in C and is an R-linear exact category. Let U c be the idempotent completion of U. We have its derived category D(U c ) at disposal [Nee90] , and may set
for X, Y ∈ U. As for abelian categories, this construction is the same as the Yoneda construction where an element in Ext i (X, Y ) is represented by an exact sequence of admissible morphisms in U c , which starts with Y and ends with X.
(2) Let E r be an object with the properties of (1), let ǫ : E r − → 1 be a generator for Hom(E r , 1). For every fibre functor ω : U r − → (R-modules), and every e ∈ ω(E r ) such that ω(ǫ)(e) generates ω(1), ω is represented by (E r , e).
Proof. For r = 0, we can take E 0 = 1. Set Γ := Ext 1 (1, 1) ∨ and T ⊗r := Γ ⊗r ⊗ 1. For r > 0, we will proceed by induction and construct an extension
is an isomorphism. 
is an isomorphism. Let E r correspond to the preimage of the identity via the map
Let us show (1.4.2) holds. This map is induced by the class of E r and the first row of the commutative diagram
which proves the claim. By induction, we easily obtain Hom(E r , 1) ∼ = R. Let us prove by induction on r that
is an exact sequence if V ∈ U r , and V 0 ⊂ V is such that V 0 ∈ U 0 and V r−1 := V /V 0 ∈ U r−1 . First, we note that, for every V ∈ U r−1 , the map
induced by E r − → E r−1 , is an isomorphism. Certainly, this holds for V ∈ U 0 . For the general case, we can use an exact sequence with E η being the induced extension. Since Hom(T ⊗r , V 0 ) − → Ext 1 (E r−1 , V 0 ) is an isomorphism, E η defines a morphism τ : T ⊗r − → V 0 , and the class of E η is the image of the class of E r via τ . We obtain a commutative diagram
The compositionη := (E η − → V ) • ψ : E r − → V yields a lifting of η and proves the exactness of (1.4.3).
As a consequence, we conclude that Hom(E r , V ) is a free and finitely generated R-module. Furthermore, the morphism Hom(E r , V ) ⊗ E r − → V is an admissible epimorphism, where Hom(E r , V ) ⊗ E r is the obvious direct sum of E r terms. That is, we have an exact sequence in U:
Let the following be an exact sequence in U:
We will show by induction on r that, for all s ≥ r and Y ∈ U s , Z ∈ U r , the map Hom(E s , Y ) − → Hom(E s , Z) is surjective. Suppose first that r = 0. Since
is an admissible epimorphism and factors through Hom(E s , Y ) ⊗ E 0 , the claim follows.
For r ≥ 1, we consider:
Since the r = 0 case is proved, we only need to lift morphisms contained in Hom(E s , Z r−1 ) to Y . We know Y ′ ∈ U t for some t and Hom(E t , Y ′ ) − → Hom(E t , Z r−1 ) is surjective by induction. Since every morphism E t − → Y factors through E r , we are done with the first part of the proposition. The second part follows easily. Proposition 1.5. Assumptions and E r as in Proposition 1.4. We set S r = Hom(E r , E r ) op and I := ker(S r − → S 0 ). The functor
is an equivalence of categories. Moreover, I n = ker(S r − → S n−1 ), for all r ≥ n ≥ 1,
Proof. Since Hom(E r , V ) ⊗ E r − → V is an admissible epimorphism for all V ∈ U r , the functor is faithful. In order to show that the functor is full, let f ∈ Hom Sr (Hom(E r , V ), Hom(E r , W )). We need to prove that it induces a morphism of exact sequences
Again, we have an admissible epimorphism Hom(E s , K V )⊗E s − → K V , for some s ≥ r. Therefore, it suffices to show that for every a ∈ Hom(E r , V ) ⊗ R Hom(E s , E r ) = Hom(E r , V ) ⊗ R Hom(E r , E r ) with trivial image in Hom(E r , V ) under the composition map, (f ⊗ id Hom(Er,Er) )(a) has also trivial image in Hom(E r , W ). This follows immediately, because f is a morphism of S r -modules. Finally, let us prove the essential surjectivity. It is sufficient to show that the map
is an isomorphism for r ≥ 1. The claim is easily proved for r = 1. We would like to prove ker(S r − → S 1 ) = I 2 for r ≥ 2, which implies Ext Sr (R, R) = Ext S1 (R, R) and reduces the assertion to the r = 1 case. Let us show Hom(E r , T ⊗r ) = I r . Let X be the following pullback
and set J := Hom(E r , X) ⊂ S r . Since X = Γ ⊗r−1 ⊗ E 1 , we conclude I · J = Hom(E r , T ⊗r ). By induction, J maps to I r−1 in S r−1 , hence I r = Hom(E r , T ⊗r ).
1.6. For a fibre functor ω : U − → (R-modules), we have
where Hom(ω |Ur , ω |Ur ) are the R-linear natural transformations; we set
Corollary 1.7. Suppose U is free. A fibre functor ω : U − → (R-modules) induces an equivalence of categories
Moreover, I 
There is a unique isomorphism F (1) ∼ = 1 compatible with η and ω(1) ∼ = R.
1.9. For two F -fibre functors x = (ω 1 , η 1 ), y = (ω 2 , η 2 ), we define
to be the R-module morphism rendering commutive the following diagram:
For all r ≥ 0, we obtain induced maps
is an isomorphism, because both modules can be identified with lim ← −r≥0 ω 2 (E r )⊗ R,σ R, where (E r , e r ) is representing ω 1|Ur as in Proposition 1.4.
We can consider Hom(ω 1 , ω 2 ) as an End(ω 2 )-module. Since there exists a natural isomorphism ω 2 − → ω 1 , it is a free End(ω 2 )-module of rank 1. Obviously,
for all a ∈ End(ω 2 ) and b ∈ Hom(ω 1 , ω 2 ).
Remark 1.9.3. Suppose U is free, and let (ω, η) be an F -fibre functor. Let (E r , e r ) be representing ω |Ur , we obtain a projective system E = (E r ) r with e r+1 → e r , and an isomorphism
Let φ : E − → F (E) be the unique morphism of projective systems in U such that ω(φ)(e) = η(e ⊗ 1). Via the isomorphism τ , we have
Definition 1.10. For two F -fibre functors x = (ω 1 , η 1 ), y = (ω 2 , η 2 ), we set
1.10.1. Suppose that Ext 1 (1, 1) is free and finitely generated; we set Γ = Ext
and let φ : Γ ∨ ⊗ R,σ R − → Γ ∨ be the associated R-linear map. Define
Lemma 1.11. Suppose U is free. Set I = ker(End(ω 2 ) − → End(ω 2|U0 )) and H := Hom(ω 1 , ω 2 ).
(1) The following map is an isomorphism
⊗n via the isomorphism of (1).
Proof. Assertion (1) is obvious. For (2), we may use (1.9.2) to reduce to the case x = y = (ω, η). Since ρ x is a morphism of R-algebras, it suffices to compute for n = 1. Recall that we have an extension
Choose an isomorphism R τ − → ω(1) and e ∈ ω(E 1 ) such that ω(ǫ)(e) = τ (1). Via τ , we may identify ω(T ), Γ and I/I 2 . For a ∈ I/I 2 , a · e ∈ ω(T ) corresponds to a. Moreover, we identify 1 and F (1) via the isomorphism t :
The restriction of ψ to T is given by the class f of
Definition 1.12. Suppose U is free. A full subcategory U ′ of U is called admissible if the following conditions are satisfied:
• 1 ∈ U ′ , • there exists a fibre functor ω : U − → (R-modules), and a two-sided ideal
and End(ω |Ur )/K ω ·End(ω |Ur ) is an object in U(End(ω), R) for every r ≥ 0.
We could replace the second condition by requiring the existence of K ω for every ω. An admissible subcategory is automatically an exact category. In view of Corollary 1.7, the ideal K ω · End(ω |Ur ) depends only on U ′ , and ω induces an equivalence of categories (1.12.1)
Remark 1.12.1. The R-module defined by
is independent of the choice of ω.
For every F -fibre functor (ω, η), and every n ≥ 0,
which yields the claim by using Lemma 1.11.
Proposition 1.14. Suppose U is free and U ′ is an admissible F -invariant subcategory, that is,
is surjective (resp. injective) for all n ≥ 1, then
is surjective (resp. injective).
Proof. In the first step we note, for all n ≥ 0, the surjectivity of
Indeed, in order to prove this, we may suppose
, we may use the equivalence of categories (1.12.1) to conclude. Moreover, we note that the kernels of (1.14.2) form a projective system with surjective transition maps. Therefore
is surjective. After lifting an element in Hom(x |U ′ , y |U ′ ) to Hom(ω 1 , ω 2 ), one can use the surjectivity of (1.14.1) to alter a lift and obtain an element in Hom(x, y) (Lemma 1.11, Lemma 1.13). Clearly the injectivity of (1.14.1) implies the uniqueness of a lift in Hom(x, y).
Unipotent connections for curves
2.1. Let k be a perfect field of characteristic p. We denote by W (k) the ring of Witt vectors and by σ the Frobenius endomorphism. Let π : X − → Spec(W (k)) be a smooth projective curve such that W (k) = H 0 (X, O X ), that is, X is geometrically connected. Let D ⊂ X be a subscheme such that π |D is finite andétale. We denote byX andD the completions along the special fibres X 0 and D 0 .
We denote by C (resp.Ĉ) the category of locally free coherent O X -modules (resp. OX -modules) with logarithmic connection along D (resp.D), that is, objects are of the form (E, ∇) with
(logD)) a connection. The categories C andĈ are exact categories in the evident way, we set 1 = (O X , d) (resp. 1 = (OX , d)), and define U := U(C, 1) (resp.Û := U(Ĉ, 1)) with R = W (k). There is an evident completion functor U − →Û, E →Ê. We will only work with unipotent logarithmic connections in the following.
We have
so that the completion functor is an isomorphism on Ext 1 (1, 1). Moreover, we have an exact sequence
which implies that Ext 1 (1, 1) is a free and finitely generated R-module. It is easy to see that there is a functorial injective map 
is bijective.
Proof. Since E ∨ 1 ⊗ E 2 , with the induced connection, is unipotent again, we may assume (E 1 , ∇) = (OX , d).
Injective is evident. Hence the question is local; we may suppose U = Spf(A), D consists only of a single point x 0 ,D = V (t) for some t ∈ A, and Ω A/W (k) = Adt. Moreover, we may suppose that E 2 has an A-basis e 1 , . . . , e r such that the connection matrix is strictly sub-diagonal. We denote by A[t −1 ] the p-adic completion. We note that if f ∈ A[t −1 ] satisfies t·∂ t (f ) ∈ A, then f ∈ A. Let i f i e i be a horizontal section with f i ∈ A[t −1 ]. By induction, we may assume that f 1 , . . . , f r−1 ∈ A, thus t · ∂ t (f r ) ∈ A, which proves the claim.
2.3. Let us define the Frobenius pullback F :Û − →Û. Suppose U ⊂X\D is an open, and φ, φ ′ : U − → U two lifts of the absolute Frobenius. If (E, ∇) is a unipotent connection on U , then it is automatically nilpotent and we obtain a canonical horizontal morphism
where ID is the ideal forD. Condition (2.3.2) implies that φ * i (E |Ui ) is a logarithmic unipotent connection on U i for every E ∈Û. In view of (2.3.1) and Proposition 2.2, we can glue to a connection F (E) ∈Û via the natural morphisms
This construction does not depend (up to natural isomorphisms) on the choice of the covering and the choices for φ i . We can always find such a covering, because around every point x 0 ∈X, there is an open neighborhood U and anétale morphism
In this way, we obtain the Frobenius pullback (2.3.3)
2.4. In fact, we do not need Proposition 2.2 in order to define F . For x 0 ∈ D 0 let φ 1 , φ 2 be two Frobenius lifts on the local ring OX ,x0 , such that (2.3.2) is satisfied. In the following we will give an explicit description of the natural map
, where E x0 is the stalk of a logarithmic unipotent connection defined in a neighborhood of x 0 . Let t ∈ OX ,x0 be a generator of ID, we have Ω
1X
,x0
= OX ,x0 dt. 
To define this map over OX ,x0 , we set
and φ * 1 (t) φ * 2 (t) − 1 ∈ pOX ,x0 , we conclude (
Moreover, t n ∇ n ∂t = P n (t∇ ∂t ) for a polynomial P n with integral coefficients, thus t n ∇ n ∂t (e) ∈ E x0 . For the convergence of the sum on the right hand side note that e ∈ E(U ) for some open neighborhood U of x 0 . Suppose that t, φ 1 , φ 2 are defined on U , then we can make sense of the right hand side in OX (U ) ⊗ φ * 2 ,OX (U) E(U ), because t n ∇ n ∂t (e) converges p-adically to 0. We used an open neighborhood U instead of working with OX ,x0 , because the latter is not p-adically complete.
In fact, (2.4.2) equals
where log(
, which is well-defined and contained in pOX ,z0 . We will not use this formula and leave the proof to the reader.
Frobenius fibre functors
The goal of this section is to construct F -fibre functors (see Definition 1.8) for unipotent logarithmic connections on curves.
3.1. Points with good reduction. Recall the setup in Section 2.1. Let x : Spf(W (k)) − →X be a morphism over W (k) such that the topoligical image x 0 is not contained in D 0 (we call this a point with good reduction). We set ω x (E) := x * E = E x0 ⊗ OX ,x 0 ,x * W (k), for every E ∈Û. In order to define
we choose {(U i , φ i )} as in Section 2.3. For i with x 0 ∈ U i , we have φ i • x = y i • σ for some y i : Spf(W (k)) − →X with topological image x 0 , hence an isomorphism
We will simply write φ * i (E) for φ * i (E |Ui ). We define η x to be the composition of (3.1.1) with the base change (along σ) of the natural map
provided by the connection. Recall that we have a functorial map (3.1.2), because x and y i are equal modulo p, and the connection is nilpotent. For j with x 0 ∈ U j , there is a commutative diagram (3.1.3)
which implies that η x is well-defined.
3.2. Points with bad reduction. Let x : Spf(W (k)) − →X be a morphism over W (k) such that the topoligical image x 0 is contained in D 0 , but x does not factor throughD. We will essentially use the same method as in the good reduction case, but the maps (3.1.1) will depend on the choice of a logarithm for p, so that the Frobenius fibre functors obtained in this way are indexed by (x, a) with a ∈ pZ p .
3.2.1. We denote by z : Spf(W (k)) − →D the point with topological image z 0 = x 0 , and let I ⊂ OX ,x0 be the associated ideal; set W := W (k) and K := Frac(W ). For every generator t of I, we have an evident commutative diagram
We define the subring
and note W [|t|] ⊂ A t . It is easy to see that ρ t (A t ) is independent of the choice of t, and we denote this ring by A z . The point x : Spf(W (k)) − →X induces an evident ring homomorphism
This also holds for the point z. We will need that the kernel of z * is a divided power ideal.
Lemma 3.3. For f ∈ A z with z * (f ) = 0, we have f n ∈ n! · A z for every n ≥ 1.
Proof. By induction we may suppose f n−1 /(n − 1)! ∈ A z . There is a unique g ∈ A z satisfying dg = f n−1
Every lift of the Frobenius φ * : OX ,z0 − → OX ,z0 with φ * (I) ⊂ I, extends to A z . We have an obvious connection (3.3.1)
.
The reason for introducing A z is that d is surjective and has kernel W . In particular, every unipotent connection can be trivialized over A z . Since we work with logarithmic connections we have to go one step further.
3.3.1. We set
and extend (3.3.1) to a logarithmic connection
thus l plays the role of log(t).
In order to relate A t,log(t) and A t ′ ,log(t ′ ) , we will need the logarithm log : O * X ,z0
, we can uniquely write f = c · g, with c ∈ W * and z * (g) = 1. We set log(f ) = log(c) + log(g), where log(g) ∈ A z is determined by the properties z * (log(g)) = 0 and d log(g) = dg g . It is given by the series log(g) = − ∞ n=1
. Note that x * • log = log •x * and φ * • log = log •φ * . Let t ′ be another generator for I, we would like to define
For this, we need to show log(t/t ′ ) n ∈ n! · A z for every n. Indeed, since log(W * ) ⊂ pW , we may suppose z * (t/t ′ ) = 1 and use Lemma 3.3. By using the maps α t,t ′ , we glue a ring A z,log together with the logarithmic connection (3.3.2).
In order to extend points to A z,log , we need an extension of log : W * − → pW to log : W \{0} − → pW such that log(xy) = log(x) + log(y). We can do this by picking a choice a ∈ pZ p for log(p).
Our point x : Spf(W (k)) − →X induces
for every t, and compatibility with α t,t ′ yields x * : A z,log − → W . Here we have used that x = z. In order to extend z, we will need to use tangent vectors, which is done in the next section.
Every lift of the Frobenius φ * : OX ,z0 − → OX ,z0 with φ * (I) = I p , extends naturally to A z,log . Indeed, choose a generator t for I, then φ(t) = t p f where f is a unit. In A t,log(t) we set
Again, this is well-defined and compatible with α t,t ′ , so that we obtain an induced map on A z,log .
Proposition 3.4. Let E be a unipotent logarithmic (with respect to z) connection over OX ,z0 . For the induced (logarithmic) connection A z,log ⊗ OX ,z0 E, we denote by
the horizontal sections. The natural map
is an isomorphism.
Proof. First, note that A ∇ z,log = A ∇ z = W. Fix a generator t for I. Since every (regular) connection has enough horizontal sections over A z , we can find an A z -basis of A z ⊗ OX ,z 0 E z0 such that the connection matrix is of the form B dt t where B has only entries in W and is strictly sub-diagonal. Working in A t,log(t) , the matrix exp(−Bl) provides a basis of horizontal sections.
This proposition enables us to identify ω x (E) ∼ = ω x ′ (E) via the horizontal sections over A z,log , provided that the topological image of x and x ′ is z 0 , and x = z, x ′ = z. Note that this identification depends on the choice of log(p) = a if |x * (t)| = |x ′ * (t)|. In case |x * (t)| = |x ′ * (t)|, the fibres are canonically identified. All we need in order to define
as in the good reduction case is the commutativity of the following diagram, where we have set E z,log := A z,log ⊗ OX ,z 0 E z0 ,
The commutativity is not difficult to prove with the help of the explicit description in Section 2.4.
3.5. Tangential basepoints. Recall the notations from Section 3.2. Let z : Spf(W (k)) − →D and ξ ∈ Hom W (I/I 2 , W )\{0}. We are going to define an Ffibre functor depending on (z, ξ, a), where log(p) = a. If ξ is an isomorphism, then the construction will not depend on a. We will give two construction. In the first one, we will use the methods from Section 3.2. The second construction will follow the general formalism due to Deligne [Del89, p. 242 
] (cf. [BF06, §3]).
3.5.1. We can extend z * : A z − → W to A z,log by defining
which is compatible with α t,t ′ . This extension depends on a = log(p) if ξ is not an isomorphism. We define φ Tz (ξ) ∈ Hom W (I/I 2 , W ) by the property
where, as usual, φ * is a lifting of the absolute Frobenius with φ
. It is easy to see that φ Tz does not depend on the choice of t. Moreover,
We set
where the first map is induced by the trivialization over A z,log , and the second map comes from (3.5.1).
Remark 3.5.2. The functor ω (z,ξ,a) is simply ω z . However, η (z,ξ,a) depends on (ξ, a). If ξ is an isomorphism then so is φ Tz (ξ), and η (z,ξ,a) does not depend on a. We will reprove this fact via the second construction of tangential base points below. The second arrow in (3.5.2) can be identified with the isomorphism z
does not commute in general.
3.5.3. Let us explain the second construction. We set T z = Hom W (I/I 2 , W ), and
with ∞ as complement. As usual, we denote byP z the p-adic completion. We denote by U z (resp.Û z ) the category of unipotent connections on P z (resp.P z ) with logarithmic singularities at D z . We have a residue functor
Res z :Û − → (free f.g. W -modules equipped with a nilpotent endomorphism),
For E ∈Û we obtain a unipotent connection (z
) with logarithmic singularities at 0. Any two extensions of this connection to an object in U z are canonically isomorphic, because taking residues at 0 is an equivalence of categories for U z . This construction is independent of the choice of t, because dt t is. Therefore, we obtain a functor
Obviously, T z is already defined on unipotent logarithmic connections over OX ,z0 . Let φ * be as in Section 3.5.1. We get an associated lifting of the Frobenius
Tz |W = σ, and can extend it to P z . There is a unique isomorphism (3.5.3) T z φ * (E) − → φ * Tz T z (E) inducing the identity on the fibre at 0, when we identify
In order to see that (3.5.3) gives rise to a natural isomorphism (3.5.4) 
is commutative. This follows from the explicit description of (2.4.1) in Section 2.4. Given T z and (3.5.4), we can make every F -fibre functor onÛ z to an F -fibre functor on U. In particular, every ξ ∈ Hom(I/I 2 , W )\{0} ⊂ P z (W ) gives rise to an F -fibre functor. If ξ is an isomorphism then ξ has good reduction and there is no dependence on log(p).
For the compatibility of the first construction in Section 3.5.1 and the second, we note that (3.5.2) corresponds to
by using ω (z,ξ,a) = ω z , and it is not difficult to show that the first map is given by exp((log(ξ(t)) − log(φ Tz (ξ)(t))) · Res z (∇)) ⊗ id W for any generator t of I/I 2 .
Proof of the main theorem
Recall the setup of Section 2.1.
Lemma 4.1. Let a ∈D(W (k)). Let x = (ω a , η) be a tangential F -fibre functor at the point a. We denote byÛ ′ the unipotent logarithmic connections onX with respect toD − a.
(1) Res a (∇) defines an element in End(ω a ) with
In any case,Û ′ is an admissible subcategory ofÛ and the corresponding ideal is generated by Res a (∇).
Proof. (1) is easy to check. For (2). SinceD = a, Res a : ωa is given by the Poincaré pairing. We are done with (3), because this pairing is perfect for curves, that is, induces an isomorphism
For the last claim onÛ ′ , we can take K ωa to be the two sided ideal generated by Res a (∇). Since the leading term of Res a (∇) is not divisible by p, we obtain that
is a free W (k)-module for all n. By induction on n, we see that End(ω a|Un )/K ω is contained in U(End(ω a ), W (k)).
Theorem 4.2. Let k be a perfect field of characteristic p. Suppose X/W (k) is a smooth projective geometrically connected curve. Let D = i a i , with a i ∈ X(W (k)), be a divisor that isétale over W (k). Let x, y be two F -fibre functors (Definition 1.8) on the categoryÛ of unipotent connections onX with logarithmic singularities atD. We denote byÛ ′ the category of unipotent connections onX. Then
is bijective (see Definition 1.10).
Proof. We denote byÛ a1 the category of unipotent connections onX with logarithmic singularities atD − a 1 . It suffices to prove that
is bijective. SinceÛ a1 is an admissible subcategory ofÛ by Lemma 4.1, we may use Proposition 1.14 and show that (1.14.1) is bijective. In view of Remark 1.12.1 and Lemma 1.11(2) applied to a tangential fibre functor at a 1 , we conclude from Lemma 4.1(1) that
Hence (1.14.1) is bijective.
Theorem 4.3. Suppose X/W (k) is either P 1 W (k) or an elliptic curve. Let D = i a i , with a i ∈ X(W (k)), be a divisor that isétale over W (k). Let x, y be two F -fibre functors on the categoryÛ of unipotent connections onX with logarithmic singularities atD as constructed in Section 3, that is, x (resp. y) is attached to a point with good or bad reduction or is tangential. Let x 0 ∈ X(k) (resp. y 0 ∈ X(k)) be the reduction of the underlying point of x (resp. y). If X is an elliptic curve then we assume that y 0 − x 0 has order prime to p.
Then there exists γ y,x ∈ Isom(x, y) such that γ y,x induces the identity on (OX , d).
Proof. By using Theorem 4.2, we may suppose D = ∅. Let x = (ω a , η a ), y = (ω b , η b ) with a, b ∈ X(W (k)) the underlying points. We have identified ω a (OX ) with ω b (OX ) by 1 → 1. If X = P 1 W (k) then there is nothing to prove, because every unipotent connection is a direct sum of trivial ones. Now assume that X is an elliptic curve. Certainly we may suppose that a is the zero. 
We obtain a map
which is independent of the choices made. This construction yields the desired element in Isom((
Remark 4.3.1.
(1) If X = P 1 W (k) then γ y,x is unique. In particular, this yields compatibility with composition:
(2) If x 0 = y 0 ∈ D(k) then γ y,x is simply the usual isomorphism of fibres induced by the connection. (3) Suppose x 0 = y 0 ∈ D(k), hence x (resp. y) is attached to a point with bad reduction or is tangential. Let z ∈ D(W (k)) be such that z 0 = x 0 = y 0 . Then γ y,x fits into a commutative diagram
where E ∇ z,log are the horizontal sections of E z0 over the ring A z,log (see Section 3.2).
For the proof of this remark we can reduce to D = ∅ by Theorem 4.2 again. Then the claims follow immediately from the construction of γ y,x . 4.4. Compatibilities. In this section we sketch the compatibility of the path constructed in Theorem 4.3 with Besser's Frobenius invariant path. Again, we assume the setup of Section 2.1, and suppose that D = i a i = 0, with a i ∈ X(W (k)), iś etale over W (k).
We set K := Frac(W (k)). For a W (k)-linear category C, we denote by C ⊗ Q the K-linear category with the same objects as in C and
4.4.1. We set A := O X (X\D). Let us denote byÂ the p-adic completion and by A † ⊂Â the weak completion [MW68, §1] . We denote by U(A † ⊗ K) (resp. U(Â ⊗ K)) the unipotent A † ⊗ K-connections (resp.Â ⊗ K-connections). We have a ), for all F -fibre functors x, y constructed in Section 3, and where x 0 ∈ X(k) denotes the reduction of the point underlying x.
4.4.3. For every F -fibre functor x = (ω, η) (onÛ) we obtain an F n -fibre functor x
[n] = (ω, η [n] ), where
We denote by Proof. Indeed, for D = ∅, we can see from the explicit description of γ y,x that it is a ⊗-isomorphism, hence maps to the Frobenius invariant path by uniqueness of the latter.
For D = ∅, the Frobenius invariant path provides an extension of the restriction of γ y,x toÛ ′ ⊗ Q, where U ′ is the category of unipotent connections on X. By a variant of Theorem 4.2 forÛ ⊗ Q andÛ ′ ⊗ Q, whose proof is essentially the same, this extension is unique.
Application to p-adic multiple zeta values
Let X = P for all e ∈ ∆ r , and where s ǫ ∈ H 0 (X, Ω 1 X (log D)) is defined by the conditions Res ǫ (s ǫ ) = −1 and Res 1−ǫ (s ǫ ) = 0. We also used the notation Ae = A · e for the evident multiplication on ∆ r . Note that we have 1 ∈ Z p = Γ 0 ⊂ ∆ r . The proobject E = (E r ) r is called the p-adic Knizhnik-Zamolodchikov connection [Fur04, Definition 3.2]. Via our given basis we have ω u (Ê r ) = ω u (E r ) = ∆ r , for every point u ∈ P 1 (Z p ). Furusho's p-adic multiple zeta values can be computed as follows. Let ξ 0 be the tangent vector at 0 pointing to 1, and let ξ 1 be the tangent vector at 1 pointing
