ABSTRACT. The C * -envelope of an operator algebra A is the minimal C * -algebra that can be generated by a completely isometric representation of A. In this paper we compute the C * -envelopes of two operator algebras that arise in interpolation theory. The first example is the quotient of H ∞ (D 2 ) by the ideal of functions vanishing at 3 particular points. We prove, among other results, that the C * -envelope of this 3 dimensional operator algebra is infinite dimensional and, moreover, possesses infinite dimensional irreducible representations. The second example is the quotients of H ∞ (A), where A denotes an annulus, by the ideal of functions vanishing at n ≥ 3 points. We prove that the C *
is positive (semi-definite). Many proofs of Pick's Theorem involve, either explicitly or implicitly, the construction of a completely isometric representation of a quotient of H Let P denote the n × n matrix (1/(1 − x j x m )) and, for f ∈ H ∞ (D), let Diag(f ) denote the n × n diagonal matrix with diagonal entries f (x 1 ), . . . , f (x n ). The scalar version ( = 1) of Pick's Theorem is equivalent to the fact that the homomorphism ρ : Q M n given by (0.1)
is an isometry; i.e., f + I E = P −1/2 Diag(f )P 1/2 . If F ∈ M (H ∞ (D)) and Diag(F) denotes the n × n block diagonal matrix with × matrix entries with diagonal entries F(x 1 ), . . . , F(x n ), then the matrix version of Pick's Theorem implies that F + M (I E ) = P −1/2 Diag(F)P 1/2 , where now P 1/2 is interpreted in the natural way as an n × n matrix with × matrix entries. Thus, after the canonical shuffle which identifies M n (M ) with M (M n ), the mapping ρ ( ) :
M (Q)
M n (M ), defined by applying ρ entry-wise, is also an isometry and so ρ is a completely isometric unital representation of Q on the Hilbert space C n . The representation ρ is the minimal possible completely isometric unital representation of Q on Hilbert space, in a sense that we make precise below.
Let X be a compact Hausdorff space, let C(X) denote the Banach algebra of continuous complex-valued functions on X with the supremum norm, and let A ⊂ C(X) denote a uniform algebra on X. Let M denote the × matrices over C and let M (A) denote the × matrices with entries from A.
An element F = (f jm ) ∈ M (A) is naturally identified with the M valued function, F(x) = (f jm (x)), and F = sup{ F(x) M | x ∈ X} defines a norm on M (A).
Fix a finite subset E = {x 1 , . . . , x n } of X, let I E denote the ideal of functions which vanish on E, I E = {f ∈ A | f (x j ) = 0, j = 1, . . . , n}, and let Q = A/I E denote the quotient algebra. The 
identification M (Q) = M (A)/M (I E )
naturally endows M (Q) with a matrix norm structure.
By the abstract characterization of operator algebras [7] , the algebra Q is a unital operator algebra. That is, there exists a Hilbert space H and a unital completely isometric homomorphism ρ : Q B(H). Thus not only is ρ an isometry, but also for each positive integer the map ρ ( ) Among all such completely isometric representations of an operator algebra Q, Hamana [9] proved that there is a representation γ : Q B(H γ ) which is minimal in the sense that it has the following universal property.
If ρ : Q B(H ρ ) is any completely isometric representation, then there exists a *-homomorphism σ : C We think of the problem of identifying C * e (Q) as the C * -approach to the general matrix-valued interpolation problem for the set E, and in this paper we compute two examples.
The first arises in the interpolation problem studied first by Solazzo [13] . Let Q denote the quotient of the analytic functions on the bidisk that are continuous on the boundary, A(D 2 ), by the ideal of functions which vanish at the three points (0, 0), ( 2). Although it plays no essential role here, we remark that this algebra is completely isometrically isomorphic to the algebra that one obtains by considering the quotient of H ∞ (D 2 ) by the ideal of functions vanishing at the same points. We characterize the C * -envelope of this 3-dimensional quotient algebra as a C * -subalgebra of M 3 ⊗ C * u (U, P ), where C * u (U, P ) is the universal C * -algebra for an arbitrary unitary and positive P satisfying 0 ≤ P ≤ I. The C * -algebra C * u (U, P ) is characterized by the universal property that if U 0 is any unitary and 0 ≤ P 0 ≤ 1, then there exists a *-homomorphism from C * u (U, P ) onto C * ({U 0 , P 0 }) sending U to U 0 and P to P 0 . We prove that if U 0 is any unitary and 0 ≤ P 0 ≤ δ < 1, then the induced quotient map from M 3 ⊗ C * u (U, P )
In particular, this implies that C * e (Q) has irreducible representations onto M 3k for every k ≥ 1 and irreducible representations of infinite dimension.
This characterization of C * e (Q) implies that Q does not have a completely isometric representation on a finite dimensional Hilbert space. Solazzo's thesis shows that even the isometric theory of this quotient algebra is problematical. It is still unknown whether Q has an isometric representation on a finite dimensional Hilbert space, but the results in [13] suggest that it cannot.
The second example concerns interpolation on an annulus. Fix 0 < q < 1 and let A denote the annulus {q < |z| < 1}. Let Q denote the quotient of H ∞ (A) modulo the ideal of functions which vanish at n ≥ 3 points in A. Results of [10] show that Q has an isometric representation on a Hilbert space of dimension 2n. But results of the first author [11] show that Q can't be represented completely isometrically on a finite dimensional Hilbert space and hence C * e (Q) is infinite dimensional. We show that in fact C * e (Q) is *-isomorphic to C(T) ⊗ M n , where T denotes the unit circle. Thus, although C * e (Q) is infinite dimensional, all of its irreducible representations are n-dimensional. Consequently this general matrixvalued interpolation is much more tractable than the bidisk problem discussed above.
It is worthwhile to contrast the interpolation condition implicit in the computation of C * e (Q) with Agler's Pick Theorem for the bidisk [2] . Agler's Theorem gives a numerically efficient method for determining whether a solution to a Pick problem on the bidisk has a solution, for a given set of data. Agler and McCarthy [3] have even used the theorem to construct solutions to three point interpolation problems in the bidisk. By contrast, the completely isometric representation ρ : Q C * e (Q) provides, in some sense, a minimal way to decide if the corresponding Pick problem has a solution that is independent of the particular matrices or their size. It seems, C * e (Q) can not be avoided in any attempt to simultaneously solve all Pick problems for the tuple (0, 0), (0, 1/ For the case of Q, it is interesting to note that it is expected that an Agler type condition for interpolation would involve the existence of a one-parameter family P s of n × n positive semidefinite matrices, solving an algebraic equation involving the interpolation data and the matrices ((P s ) jm (1 − ϕ s (x j )ϕ s (x m ))), where ϕ s parameterizes, up to certain canonical equivalences, the analytic functions on the annulus which are unimodular on the boundary with exactly two zeros. Here the parameter s can be chosen to vary over the unit circle. Similarly, the Pick condition implicit in C * e (Q) is the usual Pick condition for the annulus which involves the positivity of a family of Pick kernels parameterized by the unit circle.
The remainder of the paper contains five sections. Our strategy for computing both C * -envelopes is to identify sufficiently many boundary representations. Definitions and our working result on boundary representations are in section one. Sections two through four treat the bidisk example. Basic preliminaries are in section two. In section three the existence of sufficiently many boundary representations is established. Section four contains the identification of C * e (Q).
Section five contains the annulus example.
BOUNDARY REPRESENTATIONS
In this section we gather a couple of general observations that are useful for com- We will use the following condition to produce boundary representations. If A is a unital operator algebra and the unital subalgebra generated by the finite subset a = {a 1 , . . . , a n } is dense in A, the subset a is a generating set for A. 
Since ρ is a homomorphism, it follows that H is semi-invariant for τ(γ(A)) [12] . Hence, there exists a subspace K 1 ⊂ K which is orthogonal to H and such that both K 1 and 
The proof of item (3) in the definition of boundary tuple is similar to the proof of item (2).
Remark 1.3. It is fairly easy to see that T is a boundary tuple if and only if whenever
is a unital completely contractive homomorphism with P H ν(a j )| H = T j for j = 1, . . . , n and H is semi-invariant, then H is reducing.
THE BIDISK EXAMPLE
Let A(D 2 ) denote the uniform algebra of analytic functions on the bidisk that are continuous on the boundary of the bidisk, let x 0 = (0, 0), 
is generated by the coordinate functions z 1 , z 2 , the operator algebra Q is generated by
Our approach is to find boundary tuples
There is another natural generating set for Q. Choose function f j , j = 0, 1, 2, such that f j (x m ) = δ jm , where δ jm is the Kronecker delta. The cosets e j = f j + I E are three commuting idempotents whose sum is the identity and such that e j e m = δ jm e m . Finally, note that e j = 2t j , for j = 1, 2, and Proof. The algebraic conditions guarantee that there is a well defined ho-
Since the matrix norms on Q are quotient norms, to check that ρ is completely contractive it is enough to check that the composition α : 
Proof.
as a matrix with respect to the decomposition of H. Since range 
1)
and
Proof. Suppose that T 1 and T 2 have the indicated forms. By computing To prove the second part, note that from the construction of A and Y their kernels, if any, must be a subset of To prove the last assertion, suppose that both (2.1) and (2.2) are strict inequalities and Z < 1. Let K denote the kernel of Z and let ∆ denote a positive multiple of the inclusion K ⊂ H 3 so that
It is easily checked that
3) and
and for some δ < 1.
Since Z has no kernel and the range of ∆ * is the kernel of Z * ,Z is one-one. Since ∆ * is one-one on the kernel of Z * ,Z * is also one-one. With respect to the decompositions
where Z * ∆ * = 0 was used in the last computation. In view of (3.6),Ā,Z satisfy (2.1). Since ∆ * ∆ * * ≤ I, the pairȲ ,Z satisfies (2.2). The inequality (3.7) implies Z < 1. The operatorsĀ,Ȳ ,Z were constructed so that the representation induced by (A, Y , Z Let X denote the operator of (2.3), where R = (I + ZZ * ) 1/2 , and recall that 
Thus To finish the proof note that V is unitary and
which then converges to ρ ( ) (F ).

Ë
Lemma 3.6. If 0 ≤ P ≤ I, then the triple (R, W (I −
PV * T 1 V = 1 √ 2      0 R −RP 0 I −P 0 0 0      and V * T 2 V = 1 √ 2      0 0 W (I − P 2 ) 1/2 0 0 P 0 0 I      , where W = U * A U Y U * Ë
Proof of Proposition 3.3. There exists (A, Y , Z) satisfying (2.1) and (2.2) such that ρ is the representation induced by (A, Y , Z).
Let (A n , Y n , Z n ) and ρ n be as in Lemma 3.5. By Lemma 3.4, (A n , Y n , Z n ) satisfy (2.1) and (2.2) with strict inequalities and Z n < 1. Hence, by Proposition 3.1, ρ n dilates to a representation ρ n induced by ( A n , Y n , Z n ), where each of A n , Y n , Z * n has a polar decompositions in which the partial isometry is unitary and where (2.1 ) and (2.2 ) hold. Thus, by Lemma 3.6, there exists 0 ≤ P n ≤ I and a unitary W n such that ρ n is unitarily equivalent to the representation α n induced by the triple (R n , W n (I −P 2 n ) 1/2 , P n ),
Thus, by Lemma 3.5, 
Proof. Let T j = ρ(t j ). In view of Proposition 2.1, it is enough to prove that if
In view of Proposition 2.1, ν is completely contractive if and only if J j ≤ 1, 
The inequality
j is the projection onto the closure of the range of T j , it follows that the range of ∆ j is orthogonal to the range of T j so that (3.9)
Multiplying on the left by T 1 T * 1 and using (3.8) and (3.9) gives (3.10)
Similarly,
Multiplying on the left by T j T * j and using (3.8) and (3.9) obtains (3.12)
T j ∆ j = 0 for j = 1, 2.
Since
by (3.11), ∆ 12 = 0. By (3.12),
Thus, ∆ 11 = 0. Finally, by (3.9), Now let J j = µ(t j ) and view J j as a 4 × 4 block operator matrix as before so that
Since J 1 and J 2 satisfy the hypothesis of Proposition 2.1 if and only if J * 1 , J * 2 do, the mapping µ * defined by µ * (t j ) = J * j is completely contractive. Since T * j is a partial isometry,
Arguing as above,
Since 
The last part of the last term is invertible since Again, the equalities (2.1 ) and (2.2 ) and the condition (3.2) yield unitaries
As before, the last part of the last term is invertible since We are now in a position to describe C * e (Q) up to a *-isomorphism. To this end, let C * u (U, P ) be the universal C * -algebra generated by a unitary U and a positive P satisfying 0 ≤ P ≤ I. This universal C * -algebra is determined by the property that, given any unitary U 0 and positive P 0 such that 0 ≤ P 0 ≤ I on some Hilbert space H, there exists a *-homomorphism σ 0 :
with σ 0 (U) = U 0 and σ 0 (P ) = P 0 . To form this C * -algebra, start with the free unital *-algebra on symbols U and P and assign a C * -(semi)norm to the algebra by taking the supremum over σ 0 . (Note that it may be assumed that all the U 0 and P 0 act on a fixed separable Hilbert space.)
2)
Proof
is a complete isometry. By Proposition 3.3, there exists a unitary U 0 and a positive P 0 , 0 ≤ P 0 ≤ I, such that the completely contractive unital homomorphism ρ 0 induced by ( 
, for all and F ∈ M (Q). Thus ρ 0 is completely isometric, and
By the universal property of C * u (U, P ), there exists a *-homomorphism σ 0 :
0 • α = ρ 0 , the map α is a complete isometry. By the universal property of C * e (Q), there exists an onto *-homomorphism
To finish the proof it is enough to show that τ is one-one.
Let U, P denote the universal U and P of C * u (U, P ). Given 0 < δ < 1, let ρ δ denote the representation of Q induced by (R δ , U(I − (δP ) 2 ) 1/2 , δP), where 
Thus τ is one-one. This completes the proof. Ë Remark 4.2. We don't know whether the mapping
is a boundary representation. 1 for all z ∈ D 2 and F(x j ) = W j , j = 0, 1, 2, if and only 
has norm at most one.
Proof. The existence of such a function F and W 0 ⊗E 0 +W 1 ⊗E 1 +W 2 ⊗E 2 ≤ 1 are equivalent. Applying Proposition 2.1 and Theorem 4.1, we obtain an explicit formula for the idempotents E 0 , E 1 , and E 3 , which, when substituted for these idempotents, yields the desired result. 
generated by
Proof. Let H denote the space that U, P act on so that the matrix representations of T j are with respect to an orthogonal decomposition H ⊕ H ⊕ H. Let Q jm denote the block matrix unit equal to the identity operator in the (j, m) position, where the indexing starts with 0, so that 0 ≤ j, m ≤ 2. By considering the identity
By considering Q 11 T 2 T * 2 Q 11 , T * 2 Q 11 T 2 , and Q 00 T 1 Q 11 T * 1 Q 00 , it can be seen that and let P be a diagonal matrix whose diagonal entries are of the form d i I, where
Proof. For any such pair (U, P ) the representation induced by (R, U(I
as desired.
THE ANNULUS EXAMPLE
In this section we compute C * e (Q), where Q is the quotient of the algebra of bounded analytic functions on an annulus, modulo the ideal of functions which vanish at a finite number of points, x 1 , . . . , x n . The case of two points is easily analyzed and distinct from the case of three or more points. Accordingly, throughout this section n ≥ 3.
To establish the notation, fix q, 0 < q < 1, let A = {z : q < |z| < 1}, let E = {x 1 , . . . , x n } be a set of distinct points in A, let H ∞ (A) denote the algebra of bounded analytic functions on A, and let I E denote the ideal of functions which vanish on E. With these notations, Q = H ∞ (A)/I E . Abrahamse's [1] generalization of Pick's Theorem to multiply connected domains involves a family of kernels. In the doubly connected case of A, up to canonical equivalences, the family is given by
According to Abrahamse, given w 1 , . . . , w n in D, there exists f ∈ H ∞ (A) such that f ≤ 1 and f (x j ) = w j if and only if, for every t, the n × n Pick matrix
is positive semi-definite. Note that k(z, w; t + 1) = zk(z, w; t)w, so that it suffices to consider 0 ≤ t < 1.
Ball [5] extended Pick interpolation to matrix-valued functions on multiply connected domains. In general, × matrix-valued interpolation requires a family of × matrix-valued kernels. However, in the doubly connected case, these × matrix-valued kernels reduce to a direct sum of the scalar kernels (5.1). 
is positive semi-definite.
Choose h 1 , . . . , h n such that e h j = x j and let P (t) denote the n × n matrix
P (t) = (p jm (t)) = (exp(th j )k(x j , x m ; t) exp(th m )).
With respect to a measure µ t on the boundary of A which is a constant multiple of arclength measure on each boundary component (say arclength measure on the outer boundary and a multiple, which varies with t, of arclength measure on the inner boundary), integrating against k(·, z; t) reproduces functions analytic in a neighborhood of the closure of A, from which it follows that P (t) is strictly positive definite. If D is a diagonal matrix, then B(t) = P (t) −1/2 DP (t) 1/2 is a continuous matrix-valued function with B(t + 1) = B(t) and thus can be regarded as a continuous function on the unit circle T.
Given 
We begin by collecting a couple of lemmas. Proof. It is well known that the kernels vary continuously with t [1] . The exponential factors exp(th j ) were chosen exactly to kill the period k(z, w; t+1) = zk(z, w; t)w so that P (t + 1) = P (t). From the theta function representation for the kernels k(z, w; t) [6] , [11] , for fixed w and t, k(z, w; t) has at most one zero in A. This proves the statements regarding P (t).
For each t, P (t) is strictly positive definite. Thus, as P (t) is continuous, P (t) 1 
Fix w ∈ A. Let E denote the functions ϕ which are analytic in A, have exactly two zeros (counting with multiplicity), one at w and the other at a ϕ , and which are unimodular on the boundary of A. These functions can be explicitly constructed in terms of theta functions. Moreover, modulo multiplication by a unimodular constant, E can be parameterized by the unit circle in such a way that the second zero a ϕ varies continuously with the parameter.
Proof of Lemma 5.7. Fix a point w ∈ A distinct from E and let x n+1 = w. Let E denote the collection of functions above.
The operator S t of multiplication by ζ(z) = z on the Hilbert space H t of functions analytic in A with reproducing kernel k(z, w; t) is a rank one Bundle shift over A. Thus S t is a pure subnormal operator whose minimal normal extension has spectrum in A, if ϕ ∈ E; then ϕ(S t ) is a pure isometry, and S t is unitarily equivalent to S s if and only if s − t ∈ Z. Since ϕ has two zeros, w and a ϕ , the shift ϕ(S t ) has multiplicity two and I − ϕ(S t )ϕ(S t ) * is the projection onto the kernel of ϕ(S t )
Restricting to the points x ∈ E, it follows that the n × n matrix
is positive semidefinite with rank at most two and that its range is spanned by Hence, amongst {k(·, w; t), k(·, a ϕ ; t), k(·, a ψ ; t) 
. , E n (t)}).
We will prove that B = C * (γ 0 (Q)) is a rich C * -subalgebra of A = M n ⊗ C(T) in the sense of [8, 11.1.1] . It will then follow by [8, 11.1.4 ] that B = A.
Fix t and let C ⊂ M n denote the C * -algebra generated by {E 1 (t), . . . , E n (t)}. Since every irreducible representation of A is equivalent to evaluation at a point, and since C is the image of B under the *-homomorphism of point evaluation, to verify [8, 11.1.1(i)], it suffices to show that C = M n .
To this end, note that by considering E j (t)E j (t) * and using the fact that p jj (t) > 0, C contains P (t) − (Q) ). Since the composition of this map with γ 0 is the identity on Q, this latter map must be an inverse for τ and hence τ is a *-isomorphism. This proves (c) and completes the proof of the theorem. 
