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“Por mi raza hablara´ el esp´ıritu.”
Jose´ Vasconcelos
Abstract
We propose novel ways of manipulating spin wave propagation useful for data processing
and storage within the field of magnonics. We analyse the effects of the Dzyaloshinskii-
Moriya interaction (DMI) on magnetic structures using an analytical formalism. The
DMI is the antisymmetric form of the exchange interaction and becomes relevant in
magnetic structures where surface phenomena are important as in thin ferromagnetic
films. The antisymmetric nature of the DMI modifies the magnetic ground state
stabilising chiral structures. In particular, the DMI favours one kind of domain wall,
Ne´el wall, over the common Bloch-type wall. In this thesis, we focus on taking advantage
of the new features found in the small fluctuations, or spin waves, around a DMI driven-
Ne´el type wall in order to propose new magnonic devices.
Studies about the influence of the DMI on spin waves in uniformly magnetised films
show that the dispersion can be non-reciprocal, i.e. the frequency is not symmetric
with respect to the wave vector, Ω(k) 6= Ω(−k). In domain walls, we observe that the
non-reciprocity phenomenon arises for propagation parallel to the plane of the wall.
In this direction, the domain wall acts as a confining potential and provides a way of
channelling the spin waves even in curved geometries. The non-reciprocity increases the
spin wave group velocity to a range useful for information technologies.
For propagation perpendicular to the wall plane we find that spin waves are reflected
due to the DMI. We consider a periodic array of Ne´el walls and calculate the band
structure in which frequency gaps appear. The reflection phenomenon in the periodic
array is the basis of a tunable frequency filter device
Examining the symmetries of the magnetic Lagrangian, we find that energy and linear
momentum are conserved. We analyse how energy conservation explains the non-
reciprocal dispersion and how linear momentum conservation is achieved by spin waves
transferring linear momentum to the domain wall and moving it.
Following similar symmetry considerations, we calculate the continuity equation for
the total angular momentum of the system. We find that the total angular momentum
of the system consists of an orbital and a spin contribution. We demonstrate that an
angular momentum transfer from the orbital part, associated with the DMI, to the spin
part, given by the magnetic moments, needs to occur for the total angular momentum
to be conserved. We propose that this mechanism leads to spin wave-driven domain
wall motion.
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Chapter 1
Introduction
The research field of spintronics focuses on taking advantage of the extra degree of
freedom given by the spin in electron currents carrying information. The discovery of
Giant magneto resistance by Albert Fert and Peter Gru¨nberg was recognised with the
Nobel prize in 2007 and is based on this premise [3, 4]. Spintronics has the disadvantage
of relying on the movement of electrons for the transport and processing of data and
hence with an inherent generation of Joule heating. An alternative mechanism for
transporting information in the spin variable has been studied for over 80 years.
Spin waves and their particle-like counterpart, magnons, are the low-lying energy states
of spin systems coupled by exchange interactions and were first predicted by Bloch in
1929 [5–8]. Not only do they present a wide variety of linear and non-linear properties
which makes them interesting for fundamental research but also they are in the GHz
region of the frequency spectrum which is appropriate for telecommunications. New
technologies that allow the fabrication of devices in the nano-scale together with new
physical phenomena discovered as spin pumping [9], spin transfer torque [10], and spin
Hall effect [11, 12] have made the study of spin waves reach a peak recently. The name
magnonics was coined to refer to the transport and processing of data by spin waves
[13–16]. The main advantage of magnonics resides in the fact that the transport and
processing of information occurs without any real particle moving, as depicted in figure
(1.1).
There are several important challenges to overcome before magnonics or the combination
magnonics-spintronics can represent an option for conventional electronics in the figure
of semiconductor technologies. Issues related with further developments in materials
science include decreasing large spin wave damping, miniaturisation of the devices [17],
1
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Figure 1.1: Sketch of the difference between spintronics and magnonics. The red
arrows indicate the spin current. In (a), spin waves induce the spin current, while in
(b) moving electrons are responsible for the spin current.
and fabrication of artificial magnonic crystals [18], the magnetic analogue of photonic
crystals [19–21]. Magnon manipulation is another desirable feature in the field of
magnonics. In all of these challenges the Dzyaloshinskii-Moriya interaction (DMI) can
play an important role.
The DMI arises in low-symmetry materials with a strong spin orbit coupling and is
the antisymmetric form of the exchange interaction. Dzyaloshinskii in 1958, based
entirely on symmetry considerations, first used this chiral interaction to explain weak
ferromagnetism in antiferromagnets [22]. A few years later Moriya included spin orbit
coupling and exchange interactions in the electronic Hamiltonian and treated them as
a perturbation. He calculated the second order energy terms for the perturbation to
get the same result [23, 24] as Dzyaloshinskii. In some non-centrosymmetric magnetic
crystals the DMI is responsible for the formation of heliciodal and skyrmionic structures
which have been a centre of attention lately [25, 26]. Skyrmions in particular have unique
properties such as propagation under spin-polarized currents [27] with a high tolerance
to material defects as they are topologically protected [28, 29] which makes them suitable
structures for information storage and processing. An induced, interface form of the DMI
can appear because of inversion symmetry breaking at the surface between magnetic
films and non-magnetic substrates made out of heavy atoms that provide the spin orbit
coupling regardless of the crystal symmetry of the component materials [30]. In bulk
materials the effect is negligible but can be significant for thin films. Experiments have
shown that this induced form of the DMI leads to chiral spin structures in manganese
monolayers on top tungsten [31] and skyrmion lattices in iron monolayers on iridium[32].
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For a Pt/Co system which has a perpendicular magnetic anisotropy and is relevant for
storage applications, a three-site indirect exchange mechanism is predicted to lead to a
chiral interaction. In Co this has the form of the interface DMI [33] in agreement with
a phenomenological approach used for the same symmetry [25].
As spin waves are primarily exchange dominated in the nano-scale it is important to
determine what is the effect of the antisymmetric form of this interaction. A common
feature is non-reciprocity in the spin wave dispersion, ω(k) 6= ω(−k), where ω is the
frequency of the wave and k its wave number. Udvardi and Szunyogh in 2009 first raised
the possibility that the spin wave chiral degeneracy that results from the isotropic part
of the exchange could be lifted in the presence of DMI [34]. With a first principles
calculation they found an asymmetric magnon dispersion for a Fe monolayer on tungsten
for a certain direction of propagation that was explained by the presence of the DMI.
Shortly after, a first experimental result came from Zakeri et. al., in which, by using
spin-polarised electron energy loss (SPEEL) analysis on a Fe double-layer grown on
tungsten, it was possible to determine a DMI driven asymmetry in the spin wave
dispersion [35]. While surface spectroscopy techniques such as SPEEL allowed to
quantify the DMI in these systems through asymmetry in the dispersion, they are less
useful for nanostructures where measuring the DMI strength is still a challenge. Several
experimental methods were proposed to this end, but in each case the determination
of the DMI through its parameter D was indirect and relied on strong assumptions
involving domain wall dynamics [36–38]. At the same time theoretical studies were
being made to determine the effect of the DMI in the spin wave dispersion in thin films.
They all concluded that non-reciprocity should be found [39–42].
It was not until this year that many experimental groups, by using Brillouin light spec-
troscopy (BLS), published results [43–46] where non-reciprocal dispersion phenomenon
has made possible a measurement of the strength D and, in some cases, determination
of its sign [47]. Also using BLS, recent studies have determined that the interface
form of the DMI is inversely proportional with the thickness of the magnetic layer, a
clear indication of its surface nature [48, 49]. The influence of the DMI on the field
of magmonics has been intensively studied over the last few years. Nucleation and
stabilisation of magnetic skyrmions in thin films [29], and a fast current-controlled
domain wall motion [50] are important examples in this sense. Now it is time to find
possible applications.
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Domain walls. Homogeneously magnetised areas, or domains, spontaneously appear
in a ferromagnet to minimise the internal energy of the material. Neighbouring domains
are separated by transition regions, or domain walls, in which the magnetisation direction
varies gradually. Control over the domain wall motion is a very desirable feature because
of possible applications such as magnetic storage and logic devices. Unlike conventional
hard drive disks and magnetic tapes that rely on mechanical motion, novel solid state
magnetic storage devices based on domain walls such as the racetrack memory are
fast and non-volatile [51]. Basic logic gates using movable domain walls have been
demonstrated [52] and magnetic sensors are already being commercialised [53].
Two main approaches have been used to move a domain wall. Magnetic field-driven
motion is a well studied phenomenon [54] and allows high velocities without any electrical
connections. However, applying external magnetic fields parallel to the spin orientation
results in the problem that the magnetic fields enlarge or shrink domains and eventually
lead to their collapse [55]. The ability to move neighbouring domain walls in the same
direction is also difficult [56]. Current-driven domain wall motion has been proposed
based on the idea of spin transfer torque [57–59]. This mechanism arises from a torque
acting on the local spins as a result of an applied electric current as a consequence of
angular momentum transfer from the conducting electron spins to the localised spins in
the domain wall [60–62].
Recently, experimental results have shown that in ultra thin films the appearance of two
spin-orbit induced effects makes a domain wall move at high speeds under the influence
of an electrical current [63, 64]. The DMI stabilises a Ne´el-type domain wall with a
given handedness [1, 65, 66]. Then, the spin Hall [11, 12] effect induces a flow of spins
or spin current that transfers a torque to the wall and moves it. The origin of the spin
Hall effect is the spin orbit interaction, which leads to the coupling of spin and charge
currents. The spin Hall effect finds an analogy in the classical Hall effect [67] in which
the Lorentz force deflects electrons so that a longitudinal electron current results in a
transverse electron flow, which leads to a voltage difference at the transverse edge. Even
though current driven-domain wall motion overcomes most of the problems related to
field-driven motion, the use of electric current through the sample releases heat, Joule
heating, decreasing the efficiency of the device.
The role of spin waves in current-driven domain wall motion has been shown to be
important. Spin waves act as a thermal bath with which energy can be exchanged
with the domain wall. It has been shown that power is diverted from the domain wall
motion through the amplification of some thermal spin waves [54]. Several studies
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Figure 1.2: Mode localised to the centre of a Ne´el type domain wall (green layer)
with a width λ. The localised wall excitation is represented by the gold waves that
moves as a plane wave in the x direction.
have focused their attention to theoretically understand the physical ideas behind the
interplay between the thermally originated spin waves in a wall and the current-induced
domain wall motion [68–74]. A starting point to understand spin waves in domain walls
are the so called Winter modes, which are the spin waves allowed in a domain wall.
Winter first calculated the spin waves modes in a Bloch domain wall to study the
properties of nuclear magnetic resonances in 1961 [75]. He solved the equations of
motion for exchange coupled spins using a Bloch-type domain wall profile as the static
state and found that the spin wave spectrum is divided in two branches. One is a localised
wall excitation that does not exist outside the wall. In the direction perpendicular to
the plane of the wall, there is a bound state with zero energy. This results from the
fact that there is no energy change associated with a smooth, global,rigid rotation of
spins from the up to the down magnetisation state. This also indicates that the domain
wall is a metastable configuration [69, 76]. In figure (1.2), we depict the wall excitation
(gold waves) localised to the centre of the wall (green layer) with width λ. This mode
propagates, confined within the domain wall width, in the x direction (see figure(1.2)).
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Figure 1.3: Travelling modes (gold waves) propagating in the film plane. The
semi-transparent blue plane indicates the domain wall plane. Propagation parallel
to the wall plane is the same as for plane waves, while propagation perpendicular to
the plane is distorted because of the domain wall as compared to plane waves. Spin
waves propagating perpendicular to the wall plane are not reflected by the domain
wall and only acquire a phase shift indicated by the red and blue lines on top of the
spin waves.
Translational invariance of the static magnetisation is assumed in the x direction. This
mode has a quadratic, gap-less dispersion.
The other branch corresponds to travelling modes with a plane-wave character far from
the wall but distorted in the vicinity of the wall. This branch has a quadratic dispersion
in both directions of propagation with a finite energy due to the magneto-crystalline
interaction at wave vector k = 0 similar to the spin wave spectrum in a uniform
ferromagnet [77].
An interesting feature of the travelling modes is that they are not reflected by the
domain wall and only acquire a phase shift when propagating through it. In figure
(1.3) we depict the travelling spin waves (gold waves) propagating in the film with wave
vectors kx and ky. We indicate the phase shift with the blue and red lines on top of the
spin waves. This reflectionless phenomenon has been studied in the field of optics [78],
acoustics and quantum mechanics and is basically related to a specific symmetry of the
potential[79–82].
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It has been shown within the Wentzel–Kramers–Brillouin (WKB) approximation that,
in addition to being completely transmitted, the travelling spin waves acquire a phase
shift after crossing a domain wall [83]. By considering two different paths in which
spin waves propagate and a domain wall in only one of the paths it has been shown by
micromagnetic simulations that complete transmission, and phase shift can be used to
create a device where logic operations can be realised because of spin wave interference
[84].
Lately, studies have proposed an all magnonic-driven domain wall motion [85–87].
Magnons, in a similar way as phonons, can be assigned a momentum, ~k, usually called
the crystal momentum or quasi-momentum. While this is not a physical momentum, it
interacts with particles such as other magnons, photons, and phonons. In particular, it
is known that domain walls behave as a particle-like object with inertial mass. The
appearance of mass is phenomenologically explained by dynamical generation of the
demagnetising field which causes the magnetisation to be tilted out of the plane of
the static wall [88, 89]. In this sense, magnons can transfer momentum when they are
reflected by the domain wall and move it. While spin wave reflection is not achievable by
only considering the effective potential associated with a domain wall, some mechanisms
such as the dipole interaction can in fact lead to spin wave reflection [90]. Damping
plays an important part in linear momentum transfer-domain wall motion through a
damping torque. Without damping linear momentum transfer results only in a rotation
of the plane of the wall. Magnons also carry an angular momentum ±~, where the
sign depends on the direction of the magnetisation. When magnons cross from one
domain to another their angular momentum changes by 2~. In order for the total
angular momentum of the system to be conserved the domain wall absorbs angular
momentum from the magnons and moves. The domain wall moves in different directions
depending on the underlying physical mechanism. Recently, it has been shown for
materials uniformly magnetised in the plane of the film that the DMI enhances the
linear momentum transfer increasing the wall velocity [91].
The domain wall width is determined by a competition between the isotropic exchange
energy that prefers a gradual variation of the magnetisation and the magnetostatic
interaction that prefers an abrupt variation from one to domain to another. For materials
where the magnetisation lies in the plane of the film, normally called soft materials
such as permalloy, the domain wall width is in the hundreds of nano-meters while in
perpendicularly magnetised or hard materials it can be of only a few nano-meters. The
perpendicular magnetic anisotropy in hard materials is an essential property for ultra
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high density magneto-optical recording medium [92, 93] and hence these materials are
the main interest of this work.
It is the intention of this work to propose novel ways for spin wave manipulation under
the influence of the DMI in a specific spin texture, namely, a domain wall. In particular,
we propose a domain wall magnonic wave guide based on the theoretical results found
in Chapter 3 in which the spin wave dispersion is calculated under the influence of the
DMI. We propose in Chapter 4 a periodic array of domain walls stabilised by the DMI
that has similar features to the ones found in a magnonic crystal and that may find
applications as a tunable device. Finally, based on symmetry considerations, we analyse
the conservation of total angular momentum in thin films with the DMI in Chapter 5.
We find that angular momentum transfer from spin waves to the domain wall leads to
wall motion. The general outline of the thesis is:
In Chapter 2 the DMI is formally defined, the interface form is deduced, and the effect
it has on the static configuration of domain walls is shown. We find that the stable
configuration is a Ne´el type wall due to the competition between the dipole interaction in
the centre of the wall and the DMI. These walls have been recently called Dzyaloshinskii
domain walls.
In Chapter 3 we calculate the dispersion of spin waves in a Dzyaloshinskii domain
wall. Calculations were made by treating the DMI as a perturbation in the magnetic
energy of the system. We consider the two possible branches of the domain wall spin
waves. For the localised modes we find that propagation parallel to the plane of the
wall leads to a non-reciprocal dispersion. We investigate how the domain wall acting as
a confining potential can be used as a channel for spin wave propagation. Furthermore,
based on our theoretical work, micromagnetic simulations made by our colleagues at
the University of Paris-Sud show that domain walls can work as magnonic wave guides
in curved geometries.
We, then, address the effect of the DMI on the travelling modes. While for propagation
parallel to the plane of the wall the spin wave dispersion is non-reciprocal as for the
localised modes, for propagation perpendicular to the plane of the wall the energy
degeneracy is lifted due to the DMI. This gives a hint that spin waves are reflected by
the wall.
In Chapter 4 we investigate in detail the spin wave reflection and propose a model
that can work as a field-tunable frequency filter. Spin waves propagating perpendicular
to the plane of the wall are reflected because of an extra chiral term in the effective
Introduction. 9
potential that describes the wall that arises because of the DMI. We propose a periodic
array of domain walls stabilised by the DMI and calculate the band structure. We find
that, because of the reflection, our proposed model resembles a magnonic crystal in
which frequency gaps emerge in the band structure. We briefly discuss the implications
of spin wave reflection to domain wall motion.
In Chapter 5, we apply symmetry arguments to the magnetic Lagrangian and find
the conserved physical quantities in a ferromagnetic film perpendicularly magnetised
and under the influence of the DMI. We find the continuity equations for the energy,
linear momentum and angular momentum. The conservation law of the total angular
momentum requires angular momentum transfer from an orbital part to the spin part
described by the magnetic moments within the continuum approximation. We analyse
the consequences of the angular momentum transfer to domain wall motion.
Chapter 2
Dzyaloshinskii domain walls
In this chapter the DMI is formally introduced and its effect on a domain wall is
discussed. Domain walls are regions in a magnetic material where the magnetic moment
varies rapidly as a function of position. The walls form boundaries between regions
of zero variation called domains. Bloch first studied theoretically these structures [94]
followed by Landau and Lifshitz [95], and Ne´el [96]. Within a continuum approximation
the material is assumed as a magnetic continuum characterised by a spontaneous mag-
netisation Ms, exchange stiffness A, and effective uniaxial anisotropy Ko and given a
magnetisation distribution M(r). Energies arise from each of these parameters: demag-
netising energy, isotropic exchange and anisotropy, respectively. It is the competition
between these energies that determine the static equilibrium structure of a domain wall.
An additional energy term in low symmetry materials, the DMI, described by a parameter
D modifies the static configuration of a domain wall favouring a Ne´el type wall recently
named a Dzyaloshonskii domain wall.
2.1 Dzyaloshinskii-Moriya Interaction
The antisymmetric form of the exchange interaction can be written microscopically as,
D =
∑
i,j
Di,j · (Si × Sj) , (2.1)
where Dij is the Dzyaloshinskii vector and Si,j are the spins on the atomic sites
i, j. Equation (2.1) is called the DMI and manifests in different forms. It has been
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used to explain weak ferromagnetism where there is a net magnetic moment in an
antiferromagnet because of a misalignment of the sublattices with respect to the totally
antiparallel configuration. Another manifestation of this interaction occurs in non-
centrosymmetric magnetic crystals where it competes with the isotropic exchange and
anisotropies to create different spin textures as helical and skyrmionic structure.
Even in centrosymmetric magnetic crystals it is possible to have a finite DMI if there is
an external mechanism to break the symmetry at the interfaces. For bulk materials
the strength of the DMI is supposed to be very weak but for artificial structures such
as ferromagnetic thin films, multilayers, and nanowires the situation is different. The
lack of inversion symmetry at the interface between a thin ferromagnetic film and a
non-magnetic substrate with strong spin-orbit coupling results in an important DMI
contribution to the energy of the system.
In the continuum approximation the DMI is expressed as a combination of invariants
that are linear with respect to the first spatial derivatives of the magnetisation,
DLkij = D
(
mi
∂mj
∂xk
−mj ∂mi
∂xk
)
, (2.2)
where D is the Dzyaloshinskii constant related to the strength of the interaction and
i, j, k are the Cartesian coordinates x, y, z. The Lkij are known in mathematical physics
as the Lifshitz invariants and were first studied in the theory of phase transitions [97].
The exact form of these invariants is determined by symmetry considerations and given
by the direction of the Dzyaloshinskii vector Di,j. For a thin film geometry where the
sample is isotropic in the plane XY and the symmetry breaking is in the z direction
there are two distinct forms for the Lifshitz invariants. The bulk form of DMI occurs
when Di,j points along the displacement vector between spins Si and Sj, in this case
B = D(L
y
zx + L
x
zy). (2.3)
However, it has been argued that the bulk form tends to cancel out due to the impurities
in the film arising from the fabrication processes [41]. An interface form occurs when
Di,j points perpendicular to the displacement vector between the two neighbouring
spins, S1 and S2 as shown in figure 2.1. The spin orbit interaction arises from the
coupling of the heavy atoms, (blue spheres), and the localised spins, (purple arrows), of
the ferromagnetic material atoms, (red spheres). In this case the form of the interaction
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Figure 2.1: Visual description of the interface form DMI. The Dzyaloshinskii vector
points perpendicular to the displacement vector between spins Si and Sj . t is the
thickness of the substrate and the red lines represent the spin orbit coupling (SOC)
between the heavy atoms of the substrate and the localised spins in the ferromagnet.
in the continuum approximation is
I = D(L
x
zx + L
y
zy), (2.4)
This is the form considered throughout this work as it is expected to be the one most
relevant for magnonic applications.
2.2 Dzyloshinskii domain walls
In this section we show how the DMI affects the stable configuration of a domain
wall. In perpendicular materials two kinds of wall may arise as the stable configuration
and are presented in figure (2.2). In figure (2.2(a)) a Bloch-type profile is presented.
The magnetic moments rotate through the wall in a screw-like rotation in a plane
perpendicular to the y axis. These are the most common type of walls because
they minimise the demagnetising energy by avoiding surface charges as is depicted in
(2.2(b)). Symmetry permits two possible senses of screw-rotation, right or left handed
corresponding to φ = 0 and pi, respectively, both with the same energy. We show
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Figure 2.2: Bloch and Ne´el type walls. The Bloch profile is presented in (a) where
magnetic moments rotate from one domain to the other in the plane perpendicular to
the y axis. In (c) the Ne´el configuration is shown where the magnetic moments rotate
perpendicular to the wall plane. (b), (d) and (e) show the structures as seen from the
+z direction, accumulation of magnetic charge is minimum in a Bloch configuration
and maximum in for Ne´el walls.
below that in the absence of the DMI this indeed is the wall profile. By contrast, the
magnetostatic energy is maximum for φ = ±pi/2, (see figure (2.2(d))). In this case
the magnetic moments rotate in a plane perpendicular to the wall plane as shown in
(2.2(c)). These are called Ne´el walls and may become favoured if we include an external
in-plane magnetic field or additional anisotropy terms. In this section, we show that
the inclusion of the DMI favours a smooth transition from a Bloch configuration to a
Ne´el type wall as shown in figure (2.2(e)) by compensating the demagnetising energy in
the centre of the wall. After a critical D value the stable configuration is a Ne´el type
wall with a preferred handedness as a result of the chiral nature of the DMI.
2.2.1 Magnetic energies
A ferromagnet is characterised by a spontaneous magnetisation associated with long
range magnetic ordering. Interestingly, the largest energy that gives rise to the magnetic
ordering is not the result of the dipolar interaction between the elementary magnetic
moments. To see this we compare the thermal energy kBTc, where kB is Boltzmann
constant and Tc, Curie Temperature, is the critical temperature at which magnetic
ordering is lost with the energy of magnetic interaction between two magnetic dipoles.
The magnetic interaction is of the order (µ0/Ms)µ
2
B/a
3 ∼ 10−18 J, where µB is Bohr’s
magneton, a is the lattice parameter, µ0 is the vacuum permeability, and Ms the
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magnetisation. The thermal energy for typical Curie temperatures in ferromagnets is in
the range (10−15, 10−13) J. Therefore a different interaction is responsible for magnetic
ordering.
The electrostatic, Coulomb interaction, (1/4pi0)e
2
0/a, where e0 is the electron charge,
and 0 the vacuum permittivity, is of the order of 10
−11 J and then, even a fraction of it
would be enough to maintain the magnetic ordering near Tc. From quantum mechanics,
we know that the form of a wave function and, consequently, the expectation value of
the Coulomb interaction depends on the mutual orientation of their spins. The part
of the Coulomb energy that depends on this orientation is called the exchange energy
and is the cause of magnetic ordering. In ferromagnets, this energy is minimised at
parallel orientation of all electronic moments of the outer shells. Frenkel and Heisenberg
proposed this mechanism to explain ferromagnetism in 1928 [98].
Dirac showed [99] that the Hamiltonian of the isotropic part of the exchange interaction
is given by −J S1 · S2, where S1,2 are the interacting, spins of two neighbour electrons.
J is the exchange integral, it decreases rapidly as a function of the relative distance
between to particles and hence the short range nature of the interaction.
It is useful to find an expression for the isotropic exchange interaction in a contin-
uum approximation in which the discrete nature of the lattice is ignored. The total
contribution of the exchange interaction in its atomistic form is
EA = −J
∑
i,j
Si · Sj (2.5)
where summation runs only over nearest neighbours. When spins are assumed as
classical vectors the inner product inside the sum in equation (2.5) depends on the
angle φij between them. Assuming a φij << 1, cosφij ' 1− φ2ij/2 and we obtain
EA = −JS2
∑
i,j
cosφij = constant +
JS2
2
∑
i,j
φ2ij. (2.6)
It is possible to neglect the constant term as it just refers to the energy of the fully
aligned system. We define the unit vector m = M/Ms, where M is the magnetisation
and Ms is the saturation magnetisation. The unit vector m correspond to the direction
of the spin at lattice point rij. As seen in figure (2.3), the small angle φij can be
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Figure 2.3: The magnetic moments are represented by the reduced moments mi
and mj at sites i and j separated by a vector rij . The angle between the moments is
φij .
approximated as |θij| ' |mi −mi| ' |(rij · ∇)m|, so that the energy can be written as
EA = JS
2
∑
i,j
[(rij · ∇)m]2. (2.7)
In the continuum limit we ignore the discrete nature of the lattice and the sum is
transformed into an integral
EA =
∫
dV A(∇m)2, (2.8)
where A = 2JS2n/a is called the exchange stiffness. n is the number of sites in the
unit cell and a is the lattice parameter. For a simple cubic-type lattice n = 1 and
A = 2JS2/a.
The isotropic exchange energy, equation (2.8) is degenerate with respect to spatial
coordinates. Real magnetic materials, however, are not isotropic. There is a preferred
space direction for which, in the absence of an external field, the material is magnetised.
There are several types of anisotropy terms that describe this phenomenon, the most
common is the magnetocrystalline anisotropy, described by the parameter Ku. This
anisotropy is caused by spin-orbit effects in which the electron orbits are linked to the
crystallographic structure. The interaction between the electron orbits and their spin
result in a preferred alignment along a well-defined crystallographic axis. The direction
of the magnetisation is determined only by anisotropic energies. It is convenient to define
the quantisation axis z as the direction for which the anisotropy energy is minimum. In
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the continuum approximation a uniaxial anisotropy is given by
K = −Kum2z. (2.9)
Another energy term arises from the magnetic field, Hd, generated by the magnetic body
itself. Each magnetic moment in a ferromagnetic sample represents a magnetic dipole
and therefore the sum of all of the moments contribute to the total magnetic field in the
sample. In the magnetostatic limit, Maxwell’s equations state that ∇ ·Hd = −∇ ·M.
The total energy due to this so called stray or demagnetising field is
Ed = −µ0
2
∫
dV M ·Hd, (2.10)
where both M and Hd depend on space and time and has a long range interaction
nature. This energy is responsible for the formation of domains. In general the integral,
equation (2.10), can be notoriously complicated to calculate and cause much difficulty
in micromagnetic theory. However, for our purposes the demagnetising energy can be
treated with a local approximation that results in a shape anisotropy. To exemplify the
procedure consider an infinite film in the XY plane such that the magnetisation only
depends on the coordinate z. In this situation, the magnetostatic problem has a simple
analytical solution for the stray field, Hd [100],
Hzd = −Mz = −Msmz, Ed =
∫
dV
µ0M
2
s
2
m2z, (2.11)
so that now the demagnetising energy is effectively local.
Assuming uniform magnetisation everywhere, the demagnetising energy is described
by an effective uniaxial anisotropy with the parameter K0 = Ku − µ0M2s /2. When
Ko > 0 it defines an easy axis of magnetisation and corresponds to perpendicularly
magnetised films and when K0 < 0 it defines an easy plane which corresponds to
in-plane magnetised films. Throughout this work we consider K0 > 0.
For domain walls in perpendicular materials we sometimes make a local approximation
to the demagnetising energy within a wall and include the term
EK⊥ =
∫
dV K⊥m2y (2.12)
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where K⊥ = Nyµ0M2s /2 is determined by the demagnetising coefficient Ny ' d/(d+piλ)
related with the shape of the sample through the thickness of the film d and the domain
wall width λ when the domain wall profile depends on the y coordinate [101].
Extra energy terms such as surface anisotropies are not considered in this thesis.
2.2.2 Bloch domain wall
The stable configuration of a domain wall corresponds to the structure that minimises
the energy. To calculate the profile of such a configuration we consider the magnetization
orientation, represented by the unit vector m, and parametrized by spherical coordinates
as m = (sin θ cosφ, sin θ sinφ, cos θ), where θ = θ(r, t) and φ = φ(r, t) and minimise the
energy.
The total magnetic energy of this system is given by the functional E[θ(r), φ(r)],
E =
∫
dV
[
A
(
(∇θ)2 + sin2 θ (∇φ)2)+K⊥ sin2 θ sin2 φ−Ko cos2 θ] . (2.13)
In general, the stable profile is determined by the solution to the Euler-Lagrange
equations associated with the functional in equation (2.13), which are obtained by
setting the first-order functional derivatives to zero. In this case, we consider two
domains uniformly magnetised along the ±z direction connected by a domain wall that
varies in the y direction as shown in figure (3.1). Variations in the x direction are
neglected and we assume that φ0(y) is a constant φ0. In this case the Euler-Lagrange
equations are,
(Ko +K⊥ sin2 φ0) sin θ0(y) cos θ0(y) = A
d2θ0
dy2
2K⊥ sinφ0 cosφ0 sin2 θ0(y) = 0.
(2.14)
The second equation has solutions for φ0 = (0, pi/2). The case for φ0 = 0 corresponds
to a Bloch-type wall while φ0 = pi/2 is a Ne´el wall. Once each case is substituted in the
first equation of (2.14) they yield
sin 2 θ0 − 2λ2B,N
d2θ0
dy2
= 0, (2.15)
with λB =
√
A
Ko
and λN =
√
A
Ko+K⊥
the domain wall widths for Bloch and Ne´el types
respectively. The termK⊥ reduces the domain wall width of a Ne´el type wall as compared
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Figure 2.4: Two possible senses of rotation given by equation (2.16). The red curve
indicates a clockwise rotation from θ0 = 0 to θ0 = pi. The blue curve shows the
anti-clockwise rotation.
to a Bloch wall. For the parameters used throughout this work λN = (0.984)λB, less
than a 2% difference. The solution of equation (2.15) gives the domain wall profile, (see
Appendix A for details),
θ0(y) = ±2 arctan
[
exp
(
y − Y0
λB,N
)]
, (2.16)
where Y0 is the (arbitrary) centre of the wall. The two signs represent the two possible
senses of rotation of the wall and are presented in figure 2.4, the positive sign indicates
a clockwise rotation and the minus sign an anti-clockwise one. The domain wall energy
is obtained by inserting θ0(y) and φ0 into the magnetic energy functional (2.13), upon
integration,
σB = 4Ko λB = 4
√
KoA
σN = 4 (Ko +K⊥)λN = 4
√
(Ko +K⊥)A,
(2.17)
from where it is clear that a Bloch type wall is preferred energetically, σB < σN . The
wall energy is degenerate with respect to the sense of rotation of the wall as considering
the positive or negative sign for θ0(y) gives the same result.
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2.2.3 Dzyaloshinskii domain walls
Figure 2.5: Geometry under consideration. Two magnetic domains whose magneti-
sation point in the ±z axis are connected by a left handed Ne´el domain wall stabilised
by the DMI. Translational invariance is considered in the x direction and the domain
wall centre is denoted by Y0. The semi-transparent blue plane indicates the plane of
the wall
We now consider the effect of the DMI on the static configuration. We assume that
the domain wall profile is given by θ0(y), (equation (2.16)), and let φ, the angle that
describes the plane of the wall rotate freely. We substitute θ0(y) and φ in the magnetic
energy functional, (equation 2.13), adding the DMI term given in spherical coordinates
by
EDMI =
∫
dV D
(
∂θ
∂x
cosφ+
∂θ
∂y
sinφ+
1
2
sin 2θ
(
∂φ
∂y
cosφ− ∂φ
∂x
sinφ
))
. (2.18)
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We integrate over the volume using the relations cos θ0(y) = − tanh(y/λ) and sin θ0(y) =
− sech(y/λ) to obtain the domain wall energy as a function of the φ angle,
σDMI = 2K⊥λ sin2 φ± piD sinφ+ 2(K⊥ +Ko)λ. (2.19)
The stable configuration is that which minimises the energy, so we calculate
dσDMI
dφ
= cosφ(4K⊥λ sinφ± piD) = 0, (2.20)
which gives the stability conditions as a function of the D parameter,
sinφ = +
piD
4K⊥λ
for piD < 4K⊥λ
φ =
pi
2
for piD > 4K⊥λ.
(2.21)
It is necessary to take the positive sign in the first equation of (2.21), which corresponds
to a counter clockwise rotation of the θ0(y) angle, because we are only considering
0 < φ < pi/2 and then 0 < sinφ < 1 in this interval. A critical value piDc = 4K⊥λ
appears. When D > Dc there is a Ne´el type wall called a Dzyaloshinskii wall, below
this limit the domain wall reorients smoothly to a Bloch wall. The total energy of the
wall when D > Dc is
σ = 4(Ku +K⊥)λN − piD = 4
√
(Ko +K⊥)A− piD. (2.22)
Note that the domain wall width λ used in the derivation of the stability conditions
(2.19-2.21) does not correspond to the Bloch or Ne´el definitions, it corresponds to a
transition domain wall width λN < λ < λB. It does not depend explicitly on D but the
way it varies does depend on the angle φ which is related to the DMI in the interval
D < Dc. From here on it will be assumed that D is above the critical value and that
the domain width is λ = λN =
√
A
(Ko+K⊥)
.
The DMI lifts the degeneracy with respect to the sense of rotation as can be seen
by considering the opposite sense of rotation, chirality, for θ0(y), which results in an
energy σ = 4
√
(Ko +K⊥)A + piD. For a positive D parameter a left handed wall is
energetically preferred.
The static configuration has been established, a left handed Ne´el domain wall is favoured
for D > Dc. Thiaville et. al. [2] performed micromagnetic simulations on a similar
system and obtained the same result. They explained it analytically and the procedure
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followed here is based on their derivation. Also, ab-initio calculations [65] report a
preferred wall handedness when DMI is considered. For Pt/Co(0.6 nm)/AlO, whose
parameters correspond to the ones used in this thesis, this result has been proved
experimentally by Tetienne et. al. [1] with magnetic microscopy based on a single
nitrogen-vacancy defect in diamond. Field driven-domain wall motion is significantly
affected in this configuration. Velocity and the critical field value, Walker field, above
which the domain wall starts to precess depend nearly linearly in the D parameter up
to very large values before the domains become unstable [2]. A given handedness for
a positive or negative value of D can also enhance some features of current-induced
domain wall motion. It has been shown that the Spin Hall effect due to the current
flowing in the substrate can efficiently move this type of wall at zero field in opposite
directions [50, 64, 102].
Chapter 3
Non-reciprocity and spin wave
channelling
In this chapter the spin wave dispersion is theoretically calculated using perturbation
theory in a Dzyaloshinskii domain wall. We find that the domain wall-spin waves
localised to the centre of the wall exhibit a non-reciprocal dispersion [ 103] just as the
one found in uniformly magnetised materials. However, in this case, the domain wall
acts as a confining potential to these localised modes in a way that it is possible to
channel the spin waves through the centre of the wall [104]. For Dzyaloshinskii walls
the channelling is strongly non-reciprocal with high group velocities for this direction of
propagation. We show by micromagnetic simulations that spin waves can propagate
following the domain wall wave guide even in curved geometries.
The DMI requires the satisfaction of twisted boundary conditions in the magnetic film
that leads to a magnetisation tilting at the edges of the film. We observe that similar
to the spin wave channelling in the centre of the wall, spin waves are channelled in a
non-reciprocal manner at the edges of the film. We propose that by measuring the
non-reciprocity it is possible to determine the strength of the DMI.
For the travelling modes in the domain wall, we find that for propagation parallel to
the plane of the wall the non-reciprocity is preserved. For propagation perpendicular to
the plane of the wall we find that, unlike systems without DMI, the energy degeneracy
related with the reflectionless feature of the wall is lifted. We explore this phenomenon
in Chapter 4.
22
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3.1 Spin wave equations of motion
In this section we find the spin wave equations of motion by linearising the torque
equation. We separate the equation of motion in to a Schro¨dinger-like part, H0, that
depends on the isotropic exchange and the uniaxial anisotropy and a part, H1, that
depends on the DMI and the dipole interaction in the centre of the wall. While H1
is treated with perturbation theory in the next section, here we present the solutions
to H0. Following the usual perturbation method, the H0 solutions define the basis
eigenfunctions to treat the perturbation.
3.1.1 Energies and torque equation
The energy densities under consideration as described in Chapter 2 are the isotropic
exchange interaction, A = A(∇m)2, the uniaxial effective anisotropy along the z axis
normal to the plane of the film, Ko = −Kom2z, and a term approximating the dipole
interaction in the centre of the wall, K⊥ = K⊥m
2
y. It has been shown in section
(2.2.2) that these energies determine the domain wall profile and the domain wall width
λ =
√
A/(Ko +K⊥). The interface form of the DMI, DMI = D (Lxzx + L
y
zy), stabilises
a left handed Ne´el domain wall, (see section (2.2.3)) as presented in figure (3.1).
In Chapter 2 we determined the static configuration of the system. We are interested
now in its dynamic behaviour. Magnetisation dynamics are based on the fundamental
mechanical law that relates the time-rate of change of angular momentum to a torque T.
For a unit volume in a magnetic material the angular momentum is that of an electron
spin. It differs from Ms m only by a constant µ0γ, where µ0 is the vacuum permeability
and γ is the gyromagnetic ratio. The basic equation of motion is then
− 1
µ0γ
∂m
∂t
= T (3.1)
The torque on the magnetic moment is written in terms of an effective field Heff as
T = m ×Heff . The effective field is given by the functional derivative of the total
energy density,  = A + Ko + K⊥ + DMI ,
Heff =
(
− 1
µ0Ms
δ
δm
)
. (3.2)
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Figure 3.1: Geometry under consideration. Two magnetic domains whose magneti-
sation point in the ±z axis are connected by a left handed Ne´el domain wall stabilised
by the DMI. Translational invariance is considered in the x direction and the domain
wall centre is denoted by Y0. The semi-transparent blue plane indicates the plane of
the wall
The equation of motion of the magnetisation,
∂m
∂t
= −γµ0m×
(
− 1
µ0Ms
δ
δm
)
, (3.3)
is known as the Landau-Lifshitz equation without dissipation. A variational procedure
provides a more formal way to derive equation (3.3). Consider the system Lagrangian
defined in the laboratory frame as
L =
∫
Ω
dV L, L = Ms
γ
mz
∂φ
∂t
−  (3.4)
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where L is the Lagrangian density in the volume Ω and φ = arctan(my/mx) is the
azimuthal angle.
We can calculate the Poisson brackets to verify that mz and φ are canonical conjugates
of the momentum and coordinate. First we define the commutation relations of the
components of the magnetisation field using
m(r) = ~γs(r), (3.5)
where s(r) is the vector spin density. Then
{mx(r),my(r)} = i~γmz(r)δ(r− r′)
{m+(r),m−(r)} = 2~γmz(r)δ(r− r′)
(3.6)
where m± = mx ± imy. From where
{mz(r), φ(r′)} = −δ(r− r′) (3.7)
that results from calculating the Poisson brackets for spin components in the classical
limit. The Lagrangian density is written in the formL = PQ˙−H where P and Q are
the generalised coordinates of the system, and H is the Hamiltonian. In this respect, we
can describe a ferromagnet using a semi-classical approximation in terms of a classical
field theory with the fields given by φ(r, t) and mz(r, t) [90, 105, 106].
The action is defined as,
S =
∫ t2
t1
dt L
(
q,
∂q
∂xi
, xi
)
, (3.8)
where L =
∫
dV L, q are the generalised coordinates (φ,mz), and xi the spatial
coordinates (x, y, z). Under the transformation q → q + δq along with the condition
that the first variation vanishes results in:
0 = δS =
∫
dt dV
[
− ∂
∂t
∂L
∂(∂q/∂t)
− ∂
∂xi
∂L
∂(∂q/∂xi)
+
∂L
∂q
]
δq+∫
dt dV
∂
∂xi
(
∂L
∂(∂q/∂xi)
δq
)
.
(3.9)
The integrand of the first integral on the right hand side correspond to the Euler-
Lagrange equations of the system. Equation (3.3) can be calculated from them. The
integrand on the second integral is given in the form of a total divergence so it can be
transformed to an integral over the surface enclosing the volume. It corresponds to the
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boundary conditions,
n · ∂L
∂(∂q/∂xi)
= 0, (3.10)
where n is a unit vector normal to the surface of the material and xi are the spatial
coordinates (x, y, z). These boundary conditions are used in section 3.2.1 below.
Our main interest is the dynamics of small fluctuations around the static configu-
ration, spin waves, which are described by equations of motion in the low-energy,
long-wavelength limit by linearising equation (3.3) with m(r, t) = m0(r) + δm(r, t), and
Heff (r, t) = Heff 0(r) + δheff (r, t). The static configuration is given by the domain wall
profile, m0(r), while δm(r, t) represents the spin waves. The linearised torque equation
is obtained by neglecting terms quadratic in the fluctuations, δheff (r, t)×δm(r, t) << 1,
and using the fact that the term, m0(r)×Heff 0(r) gives the static configuration. Then,
∂δm
∂t
= −γµ0(m0 × δheff + δm×Heff 0). (3.11)
We define the static magnetisation field by parametrising m0(y) in spherical coordinates,
m0(y) = (sin θ0 cosφ0, sin θ0 sinφ0 , cos θ0). We have shown, (Chapter 2), that the
domain wall profile in the presence of the DMI is a Ne´el type wall,
θ0(y) = −2 arctan
[
exp
(
y − Y0
λ
)]
,
φ0 =
pi
2
.
(3.12)
It is convenient to perform a local gauge transformation such that the equilibrium
configuration points along the local z′ axis everywhere. This can be achieved by rotating
about the x axis as depicted in figure 3.2, and given by the rotation matrix,
R =

1 0 0
0 cos θ0 − sin θ0
0 sin θ0 cos θ0
 . (3.13)
We verify that Rm = (0, 0, 1) indeed rotates the magnetisation components such that
they point in the z′ direction in the local frame. Fluctuations in this local frame are
written as δm′ = (δm′x, δm
′
y, 0). In the laboratory reference frame the fluctuation are
calculated in terms of the local frame by R−1(δm′),
δm = R−1δm′ = (δm′x, δm
′
y cos θ0,−δm′y sin θ0), (3.14)
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Figure 3.2: Rotation around the x axis to transform the magnetisation components
such that in the local frame given by the primed coordinates the magnetisation always
points along the z′ axis.
from where it is possible to calculate the fluctuation contribution to the effective field.
δheff = − 1
µ0Ms
δ
δ(δm)
. (3.15)
After calculating the linearised equation of motion ,(3.11), it is necessary to rotate
back to the local frame where the fluctuations (δm′x, δm
′
y) were defined and the static
magnetisation points along the local z′ axis. We, then, calculate R [−(m× δheff + δm×
Heff )] to obtain the dynamical matrix,
∂
∂t
(
δm′x
δm′y
)
= H0
(
δm′x
δm′y
)
+H1
(
δm′x
δm′y
)
, (3.16)
where H0 comprises only the isotropic part of the exchange and the uniaxial anisotropy
such that the spin wave is circularly polarised.
3.1.2 Domain wall spin wave eigenmodes
We are interested in solving the dynamics of equation (3.16), to do so we first present
the eigenvalue solution to H0. In the next section we apply perturbation theory to the
full Hamiltonian and treat the H1 term as the perturbation.
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As we chose H0 such that the spin waves are circularly polarised, we can perform the
usual circular transformation, ξ = δm′x + iδm
′
y, to find,
H0 ξ =
2γ(Ko +Kp)
Ms
(−λ2∇2 + Vp) ξ = Ω ξ. (3.17)
where Ω is the eigenvalue. This is a Schro¨dinger like equation for the spin waves ξ. Note
that the same form is found for the complex conjugate, ξ∗. The Laplacian operator
in equation (3.17) arises from the isotropic exchange part and determines the spatial
variation of the spin waves. The Vp = 1− 2 sech2(y/λ) term is the effective potential
that describes the wall and results from terms involving cos θ0(y) = − tanh(y/λ) and
sin θ0(y) = − sech(y/λ) from equation (3.12). This eigenvalue equation is known as the
modified Po¨schl Teller potential [77, 79, 80]. There are two families of solutions for
this operator. There is a localised wave which we denote by ξloc, and travelling waves
denoted by ξtr. Together they form a complete orthonormal set. We treat each family
of solution separately.
First,
ξloc = exp [i(kxx− Ωloct)] sech(y/λ), Ωloc = 2γ(Ko +K⊥)
Ms
ωkx, (3.18)
with ωkx = (kxλ)
2, are spin waves eigenmodes localized in the direction perpendicular
to the domain wall (y) on a length scale λ but propagate as plane waves parallel to
the domain wall (x). The frequencies are degenerate with respect to the direction
of propagation Ωloc(kx) = Ωloc(−kx), a result of the isotropic nature of the exchange
interaction that produces a quadratic spin wave dispersion.
Second,
ξtr = exp [i(k · r− Ωtrt)] (tanh(y/λ)− ikyλ), Ωtr = 2γ(Ko +K⊥)
Ms
(1 + k2λ2)
(3.19)
which are travelling spin waves eigenmodes propagating in the plane of the film with
wave vector k = (kx, ky, 0). Far from the wall these modes behave as plane waves,
while in the vicinity of the wall the form of the wave propagating in the y direction
is distorted by the term (tanh(y/λ) − ikyλ). The spin wave frequency Ωtr is similar
to the one of a uniformly magnetised film where a gap appears due to the effective
anisotropy described by Ko, only that in this case the term K⊥ augments the gap. For
k = 0 the ferromagnetic resonance is 2γ(Ko +K⊥)/Ms ' 21.2 GHz for the parameters
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used in this work and listed in the beginning of this thesis. In reference [1] they use
these values to fit experimental results obtained using magnetic microscopy based on a
single nitrogen-vacancy defect in diamond to determine the type of domain wall in Pt(3
nm)/Co(0.6 nm)/AlOx(2 nm).
We note that the degeneracy now arises for both directions of propagation, kx and ky
such that Ωtr(kx, ky) = Ωtr(±kx,±ky). This results from an interesting feature of the
Vp potential, namely that spin waves propagating perpendicular to the domain wall are
not reflected and only acquire a phase shift, so there is no indication in the dispersion
of a preferred direction because of the domain wall. The reflectionless phenomenon is
a result of a special symmetry of the potential Vp [79, 80]. The acquired phase shift
can be understood in terms of the geometrical or Berry phase which occurs when the
wave phase varies adiabatically from one initial state to a different, intermediate state
and back to the initial state. It is expected for the wave phase, after going through
the intermediate and back to the initial state, to be the same as the one in the initial
state. However, under certain circumstances the wave phase is changed [107]. In the
case of spin waves propagating through a domain wall the initial state corresponds to a
uniformly magnetised state, then it goes through the domain wall and returns to an
initial state, although the magnetisation vector is now pointing in the opposite direction.
That the states can be considered the same is a result of the symmetric energy terms of
the system, isotropic exchange and effective uniaxial anisotropy and can only be true if
there is no applied field.
The rest of the chapter is focused on using these known solutions, equations (3.18, 3.19)
and treat H1 with degenerate perturbation theory.
3.2 Perturbation theory
For most problems in physics an exact analytical solution is difficult to obtain and
approximation methods need to be used. While a numerical approach is always an
option, analytical solutions provide further physical insight within the limits of the
approximation. Perturbation theory is one of these approximation methods and is
based on separating the total Hamiltonian of the systemH in two parts H = H0 +H1
where the H1 = 0 problem is assumed to have been solved in the sense that both
the exact eigenfunctions and eigenenergies are known. We formally identify the wave
function of our Schro¨dinger problem with the semi-classical magnetic field describing
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the ferromagnet. We take advantage of the clarity given by Dirac notation to present
the perturbation theory. We assume the solution to the eigenvalue equation
H0|n0〉 = E0n|n0〉, (3.20)
is known. The goal of perturbation theory is to find approximate eigenenergies and
eigenfunctions of the full Hamiltonian,
(H0 + αH1)|n〉 = En|n〉 (3.21)
where H1 is known as the perturbation and α is a continuous real parameter that is
introduced to keep track of the number of times the perturbation enters the calculation.
At the end of the calculation we set α→ 1 and recover the original Hamiltonian. The
parameter α can be visualised as varying continuously from 0 to 1 such that in the case
α = 0 we have the unperturbed case, H = H0 and when α = 1 we have the complete
Hamiltonian. In physical situations we expect a smooth transition from |n0〉 to |n〉 and
E0n to En as α varies from 0 to 1. In the case under consideration, the DMI parameter
D corresponds to the parameter α. It possible to consider the DMI as the perturbation
as it is at least one order of magnitude smaller than the isotropic exchange. The method
rests on a Taylor expansion of the eigenvalue problem for the full Hamiltonian in powers
of α,
|n〉 = |n0〉+ α|n1〉+ α2|n2〉 . . . ;
E = E0 + αE1 + α2E2 . . . ,
(3.22)
to obtain an approximate solution to equation (3.21). First order perturbation theory
corresponds to take the expansion to first order in α, where |n1〉 and E1 are the first
order corrections to the eigenfunctions and eigenenergies respectively.
In our case, however, the unperturbed Hamiltonian, H0, is degenerate as was discussed
in section 3.1.2. Degeneracy means that any linear combination of unperturbed eigen-
functions have the same energy so it is not possible to know the exact combination
to which the corrected eigenfunction, |n〉, is reduced when α→ 0. Degenerate pertur-
bation theory addresses this complication. Consider two eigenfunctions |n0a〉 and |n0b〉
such that they both have the same energy E0, any linear combination of these states,
|n0〉 = a|n0a〉 + b|n0b〉, also has the same energy. We are interested in the solution of
(H0 + αH1)|n〉 = E|n〉, with E = E0 + αE1 and |n〉 = |n0〉+ α|n1〉 to first order in α.
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Then, using equations (3.21, 3.22) and orthogonality relations
H0|n1〉+H1|n0〉 = E0|n1〉+ E1|n0〉, (3.23)
Taking the inner product with |n0a,b〉 we obtain
aWaa + bWab = aE
1;
aWba + bWbb = bE
1,
(3.24)
where
Wij = 〈n0i |H1|n0j〉, (i, j = a, b). (3.25)
Note that Wij are known as they are the matrix elements of H1 with respect to the
unperturbed eigenfunctions |n0a〉 and |n0b〉. Solving for E1 we obtain a fundamental
result of the degenerate perturbation theory,
E1± =
1
2
(
Waa +Wbb ±
√
(Waa −Wbb)2 + 4|Wab|2
)
, (3.26)
the perturbation lifts the degeneracy as can be seen from the two signs in the squared
root in equation (3.26). We now apply this result to our problem.
The perturbation H1 is given by the second term on the right hand side of equation
(3.16) and it depends on the DMI and on the dipolar interaction in the centre of the wall.
The DMI and the dipole interaction are treated as perturbation as they are at least
one order of magnitude smaller than the isotropic exchange interaction, (A ∼ 10−21 J,
D ∼ 10−22 J). Explicitly,
H1 =
2γD
λMs
(
λ sech(y/λ) ∂
∂x
0
κD − sech(y/λ) λ sech(y/λ) ∂∂x
)
, (3.27)
defining κD = K⊥λ/D. We have to treat each element of equation 3.27 as a perturbation
term.
The unperturbed part of the Hamiltonian, H0, is degenerate with respect k and −k,
which means that spin waves propagating in opposite directions have the same energy.
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We calculate the correction to the energy due to the perturbation H1 by computing the
eigenvalues of
W =
(
Wk,k Wk,−k
W−k,k W−k,−k
)
, (3.28)
as in equation (3.26). The matrix elements are,
Wα,β = 〈ξα|H1|ξβ〉; 〈r|ξα〉 = ξα(r), (3.29)
where α, β = k,−k indicate the twofold degeneracy with respect to the direction of
propagation. We consider two linearly independent solutions, ξα and ξβ, in the same
eigenspace to address the degeneracy in the unperturbed Hamiltonian.
Using ξloc(r), equation (3.18), results in the energy correction to the localised modes,
while using ξk(r), equation (3.19), leads to the energy correction of the travelling modes.
We address each case in the following sections.
3.2.1 Correction to the localised modes
When the localised solutions ξloc(x, y) are used as the scattering basis to calculate the
energy first order corrections, integrals of the form,∫
dV ξ∗loc(x, y)(−D sech(y/λ))ξloc(x, y)∫
dV ξ∗loc(x, y)(Dλ sech(y/λ))
∂
∂x
ξloc(x, y)
(3.30)
need to be calculated. The degeneracy subspace is defined by considering ±kx in
ξloc(x, y) and all the possible combinations as described by equation (3.28). The result,
H1 =
2γD
λMs
(
±ipiλ2
2
kx 0
κD − piλ2 ±ipiλ
2
2
kx
)
, (3.31)
is a matrix that contains the correction terms for each matrix element in H1. We are
now in the position to calculate the total correction to the energy as the eigenenergies
of H0 are known and the corrections to H1 are given by 3.31. Finding the solution
to the dynamical matrix, equation (3.16), is just an algebraic procedure that involves
calculating its determinant and solving for the total corrected energy. It is convenient
to use frequency units instead of energy.
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Figure 3.3: Spin wave dispersion for propagation along x. The black line corresponds
to the dispersion found in a Bloch wall and is showed for comparison. The red line is
the dispersion calculated using perturbation theory, equation (3.32), and exhibits a
strong non-reciprocity.
The corrected frequency is,
ΩN±k =
2γ
Ms
[
±piDkx
4
+ (Ko +K⊥)
√
ωkx
(
ωkx − κ+ piD
4(Ku +K⊥)λ
)]
, (3.32)
and is presented in figure (3.3) along with the Bloch-type wall dispersion relation
ΩBk =
2γKo
Ms
√
ωkx(ωkx + κB), (3.33)
with κB = K⊥/Ko for comparison. An ellipticity in the precession arises from the term
κD− sech(y/λ) and cancels out for the critical value, Dc = 4λK⊥/pi, in which the static
configuration completes its transition to a Ne´el type wall, (equation (2.21) in Chapter
2). The first term on the right hand side of equation (3.32) depends linearly on the wave
vector kx and is a result of the DMI terms (Dλ sech(y/λ))
∂
∂x
in equation (3.27). This
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Figure 3.4: Simulated dispersion relation for channelled and bulk spin waves. Ωuk
indicate bulk modes. The channelled modes for Bloch-type (ΩBk ) and Ne´el-type
(ΩN±k ) walls are computed, where D = 3 mJ/m
2 for the latter and the sign indicates
propagation relative to the wall chirality. The points represent simulated values and
lines are based on equations (3.32), (3.33), (3.34). The inset shows the three-domain
geometry with two parallel domain wall channels.
is consistent with results found in other geometries [41, 42]. The dispersion relation
becomes asymmetric with respect to kx = 0, and exhibits a quasilinear variation for
kx < 0 and a quadratic form for kx > 0 consistent with figure (3.3). Another critical
value Dc2 = 4Koλ/pi is found in the limit when κ→ 0, kx → 0, consistent with previous
works and that corresponds to the value for which the domain wall becomes unstable,
σD < 0.
To verify the perturbation theory, the spin wave dispersion was studied using mumax3
[108]. Micromagnetic simulation software, such as mumax3, solves the phenomenological
Landau-Lifshitz equation (3.3) taking into account the magnetostatic, exchange interac-
tion and anisotropy interactions by dividing the magnetic structure into equal cubical
cells. These simulations are useful to treat the long range demagnetising interaction
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throughout the sample and not relying on a local approximation as is done in this work.
In figure (3.4) we show the simulations for a three domain structure comprising two
parallel domain walls. The points are the numerical calculations and the curves the
analytical calculations of the spin wave dispersion relations. We consider propagation
along the x direction in three spin textures: red for a Bloch-type wall (D = 0), blue
and green for Ne´el walls with opposite chirality and in black the dispersion relation of a
uniformly magnetised film,
Ωuk =
2γ
Ms
(
Ak2x +Ko
)
. (3.34)
In the inset of figure (3.4) we depict the geometry of the three domain structure that
results in the two opposite chiralities of a Ne´el wall.
In all cases there is a good agreement between the analytical theory and the simulated
dispersions. The small discrepancies are related to a limited wave vector resolution that
results from the finite size of the simulation grid. For Ne´el type walls two frequency
branches are observed, ΩN±k , because the propagation happens for the two possible
domain wall chiralities. The frequency difference between the two Ne´el branches,
∆ΩNk = Ω
N+
k − ΩN−k =
γpiD
Ms
kx, (3.35)
is proportional to D and therefore a simultaneous measurement of the two branches
in this geometry allows the DMI strength to be probed. We now further explore spin
wave propagation in the centre of a domain wall.
Domain wall waveguide. The modes localised to the centre of the wall propagate
freely in the plane parallel to the wall due to the confining potential, Vp. This statement
is true for both Bloch and Ne´el-type profiles. In figures (3.5a and 3.5b) we show the
results of micromagnetic simulations in which the localised modes in the centre of a
domain wall are excited by an alternating field hrf . It can be observed that spin waves
propagate localised to the centre of the wall. In figure (3.5a) a Bloch-type wall is
considered, and propagation is the same to the left and right directions. In a Ne´el type
wall stabilised by the DMI, figure (3.5b), an asymmetry in the spin wave propagation
can be observed as a result of the non-reciprocity in the dispersion due to the DMI.
Spin wave channelling in the centre of the wall allows for guides consisting of curved,
narrow magnonic domain walls. Simulations of spin waves using domain walls in curved
geometries are shown in figure (3.6) where a 200 nm wide curved track with a 90 ◦ bend
Chapter 3. Non-reciprocity and channelling 36
(a) Bloch wall
(b) Ne´el wall
Figure 3.5: Geometry for spin wave propagation along the centre of a domain wall,
where a radio frequency antenna generating an alternating field hrf excites spin waves
that propagate along the x direction. In the bottom panel we show the simulation
results of propagating modes for excitation field frequency of 10 GHZ for Bloch (A)
and Ne´el (B) walls.
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Figure 3.6: (a) Spin wave channelling around a curved track through two Ne´el-type
domain walls (D = 1 mJ/m2 ). Fluctuations in the mz magnetization component
are shown as a colour code for a microwave excitation frequency of 5 GHz, where
the simulated microwave antenna is situated at the top of the track. The area of the
simulated region is 1600 nm × 1600 nm. The width of the wire is 200 nm and the
thickness is 1 nm. (b) Equilibrium configuration of the curved track comprising three
domains. The inset shows a schematic of the magnetization profile in a cross section
at the top of the track.
is considered with a radius of curvature of approximately 1600 nm for the outer edge.
The magnetic state comprises a three-domain structure where the domain walls run
parallel to the track edges. In order to stabilise this domain sate, a DMI of D = 1
mJ/m2 was used in order to ensure that the domain walls are not expelled from the track
because of dipolar interactions. Spin waves are excited with a microwave antenna at
the end of the track and are effectively channelled along the track without any apparent
scattering or loss of coherence due to the curved geometry. There is no perceptible
interference between the two chiral channels where the non-reciprocity is preserved.
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Figure 3.7: Group velocity for the channelled spin waves as a function of the wave
vector kx. The blue solid curve corresponds to the group velocity, v
B
g of spin waves
propagating in a Bloch domain wall. The red and black curves are the group velocities,
vN±g in Ne´el domain walls of different chiralities defined by the ± sign.
Figure 3.8: Group velocity for the two Ne´el wall modes vN±g in the limit k → 0 as
a function of the Dzyaloshinskii-Moriya constant, D.
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Another consequence that results from the dispersion relation, (equation (3.32)), of
the localised modes of a Ne´el wall is found when the group velocity, vN±g = ∂Ω
N±
k /∂k,
is calculated. In the long wavelength limit kx → 0, a Bloch-type wall has a group
velocity, calculated from equation (3.33), vBg (kx = 0) = 2γKoλ
√
κB/Ms, which is finite
as a result of the weak ellipticity of the precession due to the dipole interaction at the
centre of the wall. For the numerical values used in this work it is approximately 27
m/s [104, 109]. For Ne´el type walls the group velocity in the same long wavelength
limit is described by
vN±g (kx = 0) =
2γ
Ms
(
±piD
4
+ λ(Ko +K⊥)
√
piD
4λ(Ko +K⊥)
− κ
)
. (3.36)
For a moderate value of D = 1.5 mJ/m2 it results in a group velocity of around 940
m/s for the positive branch. As the group velocity is usually related to the velocity at
which information is conveyed along a wave [110], the above result can be useful for
information technologies. The group velocity as a function of wave vector, figure (3.7),
shows the two branches and their strong dependence on the direction of propagation.
Figure (3.8) presents how they depend onD for kx = 0, the branch Ω
N−
k tends to zero
as D increases while ΩN+k behaves opposite increasing the group velocity. These features
have many interesting possible applications for wave packet propagation as discussed in
reference [104].
Edge channeling. In addition to stabilising Ne´el-type domain walls, the DMI also
produces magnetisation tilting at the edges when the system is uniformly magnetised
[111]. This can be explained by calculating the boundary conditions, equation (3.10),
that arise from the variational procedure. With only  = A + K0 + K⊥ , one obtains
the usual free boundary condition [112], ∂m
∂n
= 0 in the absence of any surface pinning.
The inclusion of the DMI, however, requires satisfaction of twisted boundary conditions,
Dmz + 2A∂ymy = 0;
−Dmy + 2A∂ymz = 0;
Dmz + 2A∂xmx = 0;
−Dmx + 2A∂xmz = 0,
(3.37)
and all other spatial derivatives in m vanishing, which couples the perpendicular
magnetisation mz with gradients in the transverse components mx,y, and vice versa.
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Figure 3.9: (a) The transverse my component of the magnetisation at the edges of a
rectangular element along the y axis. (b) Schematic illustration of the magnetisation
tilts for D > 0, with the yellow shaded regions representing the tilts shown in (a). In
(c) we present the mz component of the magnetisation at the boundary edges, where
the solid lines correspond to the analytical form of a partial Ne´el wall profile,mz(y).
(d) Variation of the partial wall centre Y0 as a function of D. The partial wall enters
progressivley the system as D increases.
These conditions, equation (3.37), indeed lead to tilts in the magnetisation at the
edges whose profile are well described by partially expelled Ne´el domain walls [103]. In
figure (3.9) we present micromagnetic simulations of a thin film with a length of 512
nm to describe this phenomenon. In figures (3.9(a),(b)) we show how the tilt of the
magnetisation depends on the strength of the DMI parameter D and how the tilting
reverses when D < 0. In figure (3.9(c)) we compare the numerical results with the
analytical expression of a Ne´el wall presented by the solid curves. The position of the
centre of a domain wall outside the film is shown in figure (3.9(d)) from where it is
clear that as the strength increases the domain wall centre enters the film. The DMI
interaction acts to pin a partial wall at the edges, because of the boundary conditions,
equation (3.37), and the strength of the DMI interaction given by D determines the
extent to which the wall enters the film.
In figure (3.10) we present the overview of non-reciprocal spin wave channelling, in
(3.10(a)) we illustrate a Ne´el domain wall stabilised by the DMI, while in (3.10(c)) we
show how the non-reciprocal propagation occurs. The right asymmetric red arrows show
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Figure 3.10: Overview of non-reciprocal spin wave channelling in spin textures
driven by the DMI. (a,b) Illustration of chiral spin textures in ultra-thin films: Ne´el
domain wall (a), and tilted edge magnetization in a thin rectangular stripe (b). (c,d)
Illustration of non-reciprocal propagation of spin waves (red arrows) with respect to
the magnetization textures (black arrows) for a Ne´el domain wall (c), and rectangular
stripe (d). The different size of the propagation (red) arrowheads indicates the
non-reciprocal propagation.
spin waves propagating along the wall. In (3.10(b)) we show how the magnetisation is
tilted at the edges of a thin magnetic film. In (3.10(d)) we show spin wave propagation,
where the non-reciprocity is inverted from one edge to the other because of the opposite
chiralities at the edges.
In figure (3.11) we present the micromagnetic simulations for spin waves propagating
at the edges of a thin film, in the top panel we identify the direction of propagation
with the labels (ktop, kcen, kbot). An exciting field hrf in the middle of the film drives
the spin waves with a frequency of 16 GHz which propagate only at the edges as this
frequency does not excite the uniform mode shoen in the bottom panel with a black
curve. The non-reciprocity is observed by comparing opposite directions of propagation
in both ktop and kbot. In bottom panel we present the simulated dispersion relations for
propagation along the edges and the centre of the film
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Figure 3.11: Nonreciprocal propagation in a thin film rectangular stripe. (a) Spatial
profiles of the mx component of magnetization resulting from an rf field excitation,
hrf(t) = h0 sin(2pifrf t)xˆ , where µ0h0 = 5 mT, at a frequency frf of 16 GHz. In (a),
the different wave vector components considered, ktop , kcen , and kbot , are illustrated.
These wave vectors describe propagation along x at the top edge, centre, and bottom
edge of the wire, respectively. The excitation frequency is in the gap of the bulk spin
wave modes, represented by the solid black curve and gray shaded area in (b), and
only edge modes are excited. (b) Dispersion relations for the top, centre, and bottom
modes computed from micromagnetics simulations for D = 4.5 mJ/m2 , with the
excitation frequency used in (a) indicated by the blue horizontal line. The top and
bottom modes follow a quadratic dispersion relation that is shifted from the origin
due to the DM interaction. Dots represent results from micromagnetic simulations.
The solid black curve (and gray shaded area) represents the theoretical dispersion
relation for exchange modes using our material parameters.
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3.2.2 Correction to the travelling modes
We now apply the perturbation theory using the travelling modes as the scattering
basis. We calculate similar integrals as in equation (3.30), but using the travelling
modes, ξk (equation (3.19)). We note that in the degenerate subspace given by equation
(3.28) it is necessary to consider the degeneracy with respect to kx and ky. The explicit
analytical form of the dispersion relation for these modes is plotted in figure (3.12)
and discussed in the appendix (B). In figure (3.12(a) and (b)) we show the frequency
dependence on the wave vector in the two possible directions of propagation kx and
ky for opposite chiralities of a Ne´el wall determined by the sign of the D parameter.
Two sheets appear as the DMI lifts the degeneracy with respect to propagation along
the y axis. In (3.12(c) and (d)) we present the case where ky = 0 and non-reciprocity
appears similar to the localised modes. In (3.12(e)) we show the case kx = 0, there is
reciprocity in the dispersion and the two solid curves show the two possible chiralities
of the wall. The dotted line indicates a Bloch wall (D = 0). This is an indication that
spin waves are reflected by the Ne´el-type wall. This feature is discussed in detail in
Chapter 4 using a different approach.
Discussion and Concluding Remarks for Chapter 3
It has been shown theoretically that Dzyaloshinskii domain walls modify the spin wave
propagation in the two directions given by the plane of a thin film. For propagation
parallel to the wall, (x), the DMI induces non-reciprocal channelling in the centre
of the wall [103]. This phenomenon also occurs at the edges of wires where partial
walls appear as a result of twisted boundary conditions. These results offer a means
of measuring experimentally the DMI in multilayer systems relevant for spintronics.
For the localised modes propagating freely in the centre of the wall these theoretical
results are the foundations for a domain wall wave guide stabilised by the DMI in which
the spin waves can be channelled even in curved geometries [104]. As the domain wall
profile is given by the intrinsic magnetic properties of the material, fabrication issues
become less relevant. Propagation of spin waves in curved geometries is important for
magnonic circuit design and crucial for wave processing schemes based on spin wave
interference. For propagation perpendicular to the wall plane, (y), the DMI lifts a
degeneracy produced by the reflectionless feature of the wall potential by splitting the
frequency domain, this topic will be discussed in chapter (4).
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Figure 3.12: Spin wave dispersion relation calculated with perturbation theory
using the travelling modes as the unperturbed eigenfunctions. (a) and (b) show the
frequency as a function of the wave vectors kx and ky for opposite wall chiralities
determined by the sign of D = ±1.5 mJ/m2. The non-reciprocal dispersion is shown
in (c)and (d) for the case ky = 0. In (e) we show how the DMI lifts the degeneracy
with respect the direction of propagation ky.
Chapter 4
Spin wave reflection by a domain
wall
As noted earlier, collective excitations around a domain wall static configuration receive
the name of Winter modes [75, 77]. There are two families of these modes, a mode
localised to the centre of the wall that propagates freely only in the direction parallel
to the plane of the wall, and travelling modes that behave like plane waves far from
the wall but have a distortion in the vicinity of it [69, 74], see also Chapter 3. The
travelling modes are not reflected by the potential that describes the wall but only
acquire a phase shift[83].
Possible magnonic applications such as domain wall logic gates are based on the reflec-
tionless feature [113]. In Chapter 3 it was shown that the localised modes propagating
parallel to the wall are affected when the induced, interface form of the DMI is included
in the energy terms. A non-reciprocal channelling is the most important result. In this
chapter it is demonstrated that the DMI affects the modes propagating perpendicular
to the plane of the wall in a different way. Spin waves are partially reflected by the
domain due to an extra chiral term in the effective potential associated with the domain
wall leading to a hybridisation between the travelling modes and the local domain
wall excitation. Spin wave reflection lifts a degeneracy and produces a splitting in the
dispersion relation whose magnitude is proportional to the strength of the DMI. We
propose a magnonic crystal in the form of a periodic array of Ne´el walls stabilised by
the DMI. Transmitted and reflected contributions form standing waves at the edges of
the Brillouin zone that produce gaps in the band structure.
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Figure 4.1: Geometry considered for the Ne´el-type Dzyaloshinskii domain wall. X0
denotes the position of the wall center along the x axis. Translational invariance is
assumed along the y direction and the magnetization is taken to be uniform across
the thickness of the film in the z direction. Small fluctuations (δθ, δφ) are presented
when the magnetisation is parametrised in spherical coordinates.
4.1 Model and static wall profile
An ultrathin ferromagnetic wire is considered here in which a domain wall separates two
uniformly-magnetized domains along the y axis, as shown in Figure (4.1). The energies
we have considered account for the most important symmetries of the problem, and
the magnetization orientation, represented by the unit vector m, is parametrized using
spherical coordinates as m = M/|Ms| = (sin θ cosφ, sin θ sinφ, cos θ), where θ = θ(r, t),
φ = φ(r, t) and Ms is the saturation magnetisation. The total magnetic energy of this
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system is given by the functional E[θ(r), φ(r)],
E =
∫
dV
[
A
(
(∇θ)2 + sin2 θ (∇φ)2)
+D
(
∂θ
∂x
cosφ+
∂θ
∂y
sinφ+
1
2
sin 2θ
(
∂φ
∂y
cosφ− ∂φ
∂x
sinφ
))
+ K⊥ sin2 θ sin2 φ−Ko cos2 θ
]
. (4.1)
As discussed in section 2.2, the first term describes the isotropic part of the exchange
interaction and where the exchange stiffness constant A is related within the continuum
approximation to the exchange integral J . The second term describes the antisymmetric
contribution to the exchange interaction given by the DMI. Unlike the isotropic part,
this interaction is linear in the spatial derivatives of the magnetisation. The induced,
interface form of the DMI relevant for our model is given in terms of the Lifshitz
invariants Lkij = mi
∂mj
∂xk
− mj ∂mi∂xk as D (Lxzx + Lyzy) [2, 25]. Finally, the third term
describes the total anisotropy of the system. The constant Ko = Ku − µ0M2s /2 is the
effective anisotropy along the z axis, where Ku is related to the magnetocrystalline
anisotropy and −µ0M2s /2 accounts for the perpendicular demagnetizing field effect in
the local approximation. The constant K⊥, that favours a Bloch- over a Ne´el-type wall
in the absence of DMI, is a magnetostatic anisotropy along the y axis related to the
demagnetizing coefficient Ny by K⊥ = µ0NyM2s /2 in the local approximation.
As was done in section (2.2.3), the static profile of the domain wall is determined by
minimising the energy functional in Equation (4.1) with respect to (θ0, φ0). We assume a
straight wall so that there is translational invariance along the x direction. Furthermore,
we assume a planar wall which requires φ(y) = φ0. The equations satisfied by the static
wall profile (θ0, φ0) are given by
θ0(y) = −2 arctan
[
exp
(
y − Y0
λ
)]
;
φ0 = pi/2
(4.2)
where Y0 denotes the wall centre, which is arbitrary, and λ =
√
A
(Ko+K⊥)
is the domain
wall width. This solution gives the configuration illustrated in Figure (4.1). We have
shown in section (2.2.3) using energy considerations that a left-handed Ne´el wall is
preferred energetically for D > Dc = 4λK⊥/pi > 0.
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4.2 Spin wave Hamiltonian
We are interested in linearised excitations or spin waves around the stable configuration.
We follow a different procedure than the one presented in Chapter 3. This method is
now based on the variables mx,my,mz expressed in spherical coordinates θ, φ. As the
length of the magnetisation unit vector is conserved, |m|2 = 1, only two variables, θ, φ,
are needed to describe the system [114]. We consider that the small deviations of the
magnetisation m from the stable configuration m0 are given in spherical coordinates
by the angles δθ and δφ, depicted in the inset of figure (4.1), such that θ = θ0 + δφ and
φ = φ0 + δφ. The angles (θ0, φ0), equation (4.2), correspond to the profile of the stable
configuration and are found through energy minimisation as was done in section (2.2.2).
We expand the magnetic energy functional up to second order in the small fluctuations
(δθ, δφ) in order to obtain the spin wave Hamiltonian, δE. A more detailed derivation
of the procedure is found in appendix (C). We find
δE = (Ko +K⊥)
∫
dy δθ [−λ2∂2y + VP (y)] δθ
+ δφ
[
−λ2∂2y + VP (y) +
D
λ(Ko +K⊥)
sech(y/λ)− K⊥
Ko +K⊥
]
δφ, (4.3)
where VP (y) = [1− 2 sech2(y/λ)]. The physical picture of equation (4.3) can be thought
of as a wave travelling through an effective potential, VP , specified by the underlying
domain wall, wherein the hyperbolic secant terms account for the domain wall structure.
In particular, the DMI term, D sech(y/λ), results from the chiral symmetry breaking of
the stable configuration given by a left handed Ne´el type wall. There is an elliptical
precession in the fluctuations because of the extra terms in the δφ component due
to the DMI and the K⊥ which corresponds to the term κD − sech(y/λ) found in the
perturbation part of the Hamiltonian, equation (3.27), in Chapter 3. Interestingly,
while the K⊥ produces a constant ellipticity, the DMI introduces a spatially dependent
ellipticity through the D sech(y/λ) term.
The Schro¨dinger type operator, −λ2∂2y + VP (y), has been widely studied and is used
to describe spin waves in a Bloch type domain wall [69, 70, 77, 79]. Solutions to this
operator include a single bound state (section (3.1.2)),
ξloc(y) =
1√
2λ
sech(y/λ), (4.4)
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with zero corresponding energy, and continuum-travelling states,
ξk(y) =
1√
ωk
eiky[tanh(y/λ)− ikλ], (4.5)
with eigenenergy given by ωk = 1+k
2λ2. The above states form a complete orthonormal
set, ∫
dV ξ∗kξloc = 0,∫
dV ξ∗kξm = δk,m,
(4.6)
with which we can now expand our solutions to include the effects of DMI as a
perturbation.
We propose a linear superposition of the local and travelling modes,
χ(y) = iδφ(y) + δθ(y) = iclocξloc(y) +
∑
k
dkξk(y), (4.7)
with cloc and dk representing the amplitudes of the localised and travelling modes
respectively, to calculate the spin wave energy. After the space integrals are computed,
we find
δE = c2loc
(
piD
4λ
+K⊥
)
+
∑
k
[
A′kd
∗
kdk +B
′
k(d
∗
kd
∗
−k + dkd−k)
+Ckcloc(dk + d
∗
k)] +
∑
km
Ukm d
∗
kdm + Vkm(dkdm + d
∗
kd
∗
m), (4.8)
where the coefficients are given by
A′k = ωk(Ku +K⊥)−
K⊥
2
,
B′k =
K⊥
4
,
Ck =
∫
dV ξloc∆(y) ξk,
Ukm =
∫
dV ξ∗k∆(y) ξm,
Vkm =
∫
dV (ξk∆(y)ξm + ξ
∗
k∆(x)ξ
∗
m).
(4.9)
The A′k and B
′
k terms denote elliptical spin precession as a result of the transverse
anisotropy described by K⊥, and correspond to the usual terms found in the Bloch wall
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case [69, 104]. The Ck, Ukm and Vkm terms are proportional to the strength of D and
depend on k because these terms result from the spatial dependent ellipticity.
The Ck term represents the coupling between the local and the travelling modes. It
is small compared to the other terms so it will not be considered. Ukm and Vkm are
scattering terms that describe the transition from a state with momentum ~k to another
state with ~m. If we focus on the maximum scattering strength then the specific form
of the coefficients, Ukm ∼ sech(k−m) and Vkm ∼ sech(k+m), allows us to approximate
Ukm and Vkm by delta functions δkm, δk−m respectively. We can then approximate δE
as
δE = c2loc
(
piD
4λ
+K⊥
)
+
∑
k
Akd
∗
kdk +Bk(d
∗
kd
∗
−k + dkd−k), (4.10)
where the first term on the right hand side is discussed below and the coefficients are
Ak = ωk(Ko +K⊥)− K⊥
2
+
piD
4λ
(1 + 2k2λ2)
ωk
,
Bk =
K⊥
4
− piD
8λ
(1 + 2k2λ2)
ωk
.
(4.11)
In the limit D → 0, K⊥ → 0, Bk = 0 and the frequency corresponds to that of a
uniformly magnetised film, Ωuk = (1/~)(Ak2 +Ko). Equation (4.10) can be diagonalized
by means of a Bogoliubov transformation, ck = u
+
k dk−u−k d∗−k, u±k =
√
(Ak ± ~Ωk)/2~Ωk,
to obtain
δE = c2loc
(
piD
4λ
+K⊥
)
+
∑
k
~Ωkc∗kck. (4.12)
We can write the total energy of the system as
E = σ + δE = σ + c2loc
(
piD
4λ
+K⊥
)
+
∑
k
~Ωkc∗kck, (4.13)
where σ (equation (2.22) in Chapter 2) is the energy of the domain wall calculated
by considering only the static profile. The term
∑
k ~Ωkc∗kck is the energy of the spin
waves. We can identify the term c2loc
(
piD
4λ
+K⊥
)
with the kinetic energy of the domain
wall. It is related to the wall mass that appears because the demagnetising field
in the centre of the domain wall is changed due to the wall movement. We define
p2/(2mN) ∼ c2loc(piD4λ +K⊥), where mN ∼ 1/[2(piD4λ +K⊥)] is the Ne´el-type domain wall
mass. The mass in a Bloch-type wall is mB ∼ 1/(2K⊥) [69, 70, 74, 100] so mN < mB
which agrees with a higher mobility in Dzyaloshinskii domain walls [64, 102].
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The frequency Ωk is given by
Ωk =
(Ko +K⊥)a3
~
√
ωk
(
ωk − K⊥
Ko +K⊥
+
piD
4λ(Ko +K⊥)
(1 + 2k2λ2)
(1 + k2λ2)
)
, (4.14)
where a ∼ 0.3 nm is the lattice constant. We find a critical value, Dc2 = 4
√
AKo/pi ∼ 3.6
mJ/m2, in the limit k → 0 that agrees with previous work [2, 65, 104], above which
the domain wall becomes unstable. It is common to find a non-reciprocal dispersion in
systems under the influence of the DMI, however, this is not the case for the direction
of propagation considered here. It has been shown in previous studies [103, 104] and
in section (3.2.1) that the non-reciprocity arises for propagation parallel to the plane
of the wall, which in our geometry corresponds to propagation along the x direction.
Still, an interesting consequence, related with the reflection of the spin waves, can be
envisaged when we write the spin wave eigenmodes in terms of the amplitudes ck, c
∗
−k,
χ(y) = iclocξloc(y) +
∑
k
(cku
+
k + c
∗
−ku
−
k )ξk(y). (4.15)
There is a hybridisation between the localised mode, ξloc(y), and the travelling modes,
ξk(y) resulting from the DMI and K⊥ which are the terms inducing the ellipticity in
the precession. For clarity, we define θk = ck + c
∗
k and φk = (ck − c∗k)/i, so that the
small fluctuations are given by
δθ(y) =
∑
k
εθ θk ξk(y),
δφ(y) = clocξloc(y) +
∑
k
εφ φk ξk(y),
(4.16)
where the parameters εθ = (u+k + u
−
k )/2 and ε
φ = (u+k − u−k )/2 represent the ellipticity
in the spin precession. In a totally symmetric system (K⊥ = 0, D = 0) the spins are
circularly polarised, i.e εθ = εφ = 1/2.
4.3 Band structure in periodic wall arrays
We have discussed the effects of the DMI in the spin wave dispersion. We now examine
how a DMI driven Ne´el type wall scatters the spin waves. The scattering potential for
spin waves in a Bloch (D = 0) domain wall is represented by −λ2∂2y + VP (y) which
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is reflectionless but leads to a a phase shift when spin waves propagate through it
[113, 115]. This reflectionless potential corresponds to a specific case of the so called
modified Po¨schl-Teller Hamiltonian [79],
[−α2∂2y − l(l − 1) sech2(y/α)] ψ =  ψ. (4.17)
The parameter l describes the depth of the potential well, α has units of distance and
 is a dimensionless energy for the wave. For a Bloch-type wall, l = 2 and α = λ.
The transmission and reflection coefficients related to the wave propagation across this
potential have been calculated for this Hamiltonian as a function of the depth
|R|2 = 1
1 + p2
; |T |2 = p
2
1 + p2
, (4.18)
with p = sinh(pikα)/ sin(pil) [116]. From this result it can be seen by inspection that
for l  N, |R|2 is zero. For the Dzyaloshinskii domain walls, the Hamiltonian is[
−λ2∂2y − 2 sech2(y/λ)−
D sech(y/λ)
λ(Ku +K⊥)
]
χ(y) = Eχ(y), (4.19)
where the dimensionless energy is E = ~Ωk
(Ku+K⊥)a3
+ κ− 1. The first two terms on the
right hand side are the Po¨schl Teller potential, equation (4.17) with the depth parameter
l = 2, the third term only depends on the DMI and is a result of the preferred handedness
of the ground state. We define the dimensionless parameterD′ = D/(λ(Ko +K⊥)). It
is possible to write Equation (4.19) as
[−λ2∂2x − (2 +D′ cosh(y/λ)) sech2(y/λ)]χ(y) = Eχ(y), (4.20)
from where we can relate the depth l in Equation (4.17) with the DMI part in the
effective potential,
l(l − 1) = 2 +D′ cosh y/λ l = 1
2
[
1±
√
1 + 4 (2 +D′ cosh(y/λ))
]
. (4.21)
The depth l now has a spatial dependence due to the DMI. To make further progress
we examine the form of the total effective potential and compare it with the Bloch-type
potential, they are shown as solid lines in Figure (4.2).
Although there is a small deformation in the total effective potential as compared to
the Bloch-type one, the main effect of the DMI is to increase the depth l. As the depth
is measured at x = 0 we then take cosh(x/λ) = 1 in Equation (4.21). Furthermore, the
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Figure 4.2: Effective potentials associated with the domain wall. The solid lines
represent the exact form of the potentials, in black for a Bloch-type domain wall and
in red for a Dzyaloshinskii domain wall withD = 1.5 mJ/m2. The dotted line is the
potential calculated using equation (4.22).
depth increases due to the DMI so that we take the positive root solution in Equation
(4.21) as the physical solution. Under these assumptions the depth l is given by
l =
1
2
[
1 +
√
1 + 4
(
2 +
D
λ(Ku +K⊥)
)]
. (4.22)
We show the potential obtained using Equation (4.22) as the dotted curve in Figure
(4.2), it corresponds to the exact form of a modified Po¨schl Teller potential. In the
domain wall region −1 < y/λ < 1 no deformation can be observed, the maximum
deviation at y/λ = ±1 is less than a tenth of VP/(Ko +K⊥). Note that considering the
opposite chirality, D < 0, results in a decrease of the depth and then the negative root
solution in Equation (4.21) would be the physical solution, and the same considerations
apply.
Two transmission coefficients were calculated as a function of the wave vector k using
Equation (4.18) and considering equation (4.22) as the depth parameter l. In Figure
(4.3) we show as solid lines the analytical calculation of the transmission coefficients
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Figure 4.3: Transmission coefficient for D = 1.3 mJ/m2 (red) and D = 2.6 mJ/m2
(black). The solid lines result from using equation (4.22) and the points are numerical
simulations as described in the text.
for two different values of D, we also present with points numerical calculations as
described next.
We use numerical simulations to verify that the assumption made to obtain equation
(4.22) is reasonable. The numerical calculations were performed within a micromagnetic
model as discussed in section (3.2.1) in Chapter 3 and using the same parameter values
[1, 2]. The geometry coincides with the one showed in figure (4.1) and the system size
was 12800 × 50 × 1 nm3 with periodic boundary condition in y direction for numerical
reasons. To compare exactly with the analytical model, the calculations were performed
without damping term and demagnetizing field. A domain wall was introduced at the
centre of the sample and then the system was excited with a monochromatic point
source of 50 mT applied field, 1950 nm away from the domain wall. The amplitudes
were calculated comparing the average envelope of the spin waves at both sides of the
domain wall at the initial stages of the propagation. As D increases significant reflection
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is found for larger values of k. This is a direct result of the scattering terms in Equation
(4.8).
As a result of the DMI, the scattering effective potential associated with the domain
wall produces reflection in the spin waves propagating through it. Spin wave reflection
has been demonstrated due to the dipolar interaction in the absence of the DMI for
propagation along the x and y direction [90]. In our model, spin waves propagating
only along the y direction are reflected which makes it suitable for narrow nano-wires.
Spin wave-driven domain wall motion has been explained in terms of linear momentum
transfer [87]. When spin waves are reflected from the wall there is a linear momentum
transfer. It has been shown that in the theoretical case when no damping is considered
the linear momentum transfer leads to a rotation of the plane of the wall but not to
domain wall motion [90]. We therefore expect that the inclusion of damping in our
model would lead to a domain wall velocity, but the details are beyond the scope of
this paper. It is important to emphasize that whatever physical mechanism is used
to produce spin wave reflection damping is a key ingredient for linear momentum
transfer-domain wall motion.
4.3.1 Magnonic crystal
To present the reflection in a clearer way and to highlight a consequence of the DMI for
magnonics, we propose a periodic array of Bloch and Ne´el-type domain walls as shown
in figure (4.4) and calculate the band structure. For any wave propagating in a crystal,
Bragg reflection is the characteristic feature responsible for gaps at the edges of the
first Brillouin zone, where the Bragg condition is satisfied. Similar to the ion cores in
the nearly free electron model, in our case the periodicity of the crystal is determined
by the periodic potential that describes the domain walls.
We rewrite the Schro¨dinger-like equation, equation (4.19),
[−λ2∂2y + U(y)]χ(y) = Eχ(y), (4.23)
where the effective potential U(y) is given by
U(y) = −2 sech2(y/λ)− D sech(y/λ)
λ(Ku +K⊥)
. (4.24)
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As we know that the effective potential is invariant under a crystal lattice translation,
it may be expanded as Fourier series in the reciprocal lattice vectors,
U(y) =
∑
G
UG exp(iGy), (4.25)
where UG are the Fourier coefficients of the potential.
Using Bloch’s theorem, the wave function, χ(y), may be expressed as a Fourier series
summed over all the values of the wave vector permitted, so that
χ(y) =
∑
k
C(k) exp(iky). (4.26)
The kinetic energy term can also be transformed as
− λ2∂2yχ(y) = −λ2
∑
k
k2C(k) exp(iky). (4.27)
Inserting equations (4.25), (4.26) and (4.27) in equation (4.19), we obtain
∑
k
λ2k2C(k) exp(iky)+
∑
G
∑
k
UGC(k) exp(i(k+G)y) = E
∑
k
C(k) exp(iky). (4.28)
Each Fourier component must have the same coefficient on both sides of the equation.
Thus we have the central equation [117]
(
Ak2 − E)C(k) +∑
G
UGC(k −G) = 0. (4.29)
Equation (4.29) represents an infinite set of equations connecting the coefficients C(k−G)
for all reciprocal lattice vectors G. These equations are consistent if the determinant
of the coefficients is zero. It is often only necessary to consider the determinant of a
few coefficients. For our calculations an 11× 11 matrix is used to numerically solve the
central equation.
The period of the Dzyaloshinskii domain wall crystal can be determined with the
Kooy-Enz formula that describes the stray field energy for an arrangement of parallel
band domains separated by domain walls of zero width.[118] For a particular case of
D = 2.6 mJ/m2 and a film thickness of 2 nm, the period is found to be L = 100 nm.
The order of magnitude of the calculated period agrees with previous experimental
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Figure 4.4: Periodic array of domain walls. A narrow nano-wire is considered with
alternating domains that are denoted by the red arrows. In the lower part of the
figure the effective potentials associated with Bloch and Ne´el type walls are presented.
The period of the array is d1 + d2.
results obtained in a system of two monolayers of iron on top of tungsten where the
magnetic period was found to be 50± 5 nm [65, 119]. We note also that this period
depends on the magnitude of an external applied magnetic field, thus the periodicity
can be adjusted with consequences on the band structure.
The calculated band structure of a domain wall crystal is shown in Figure (4.5). Our
results are presented using the reduced zone scheme in which k is in the first zone,
−pi/L ≤ k ≤ pi/L, and G is allowed to run over the appropriate reciprocal lattice
points. The wave eigenfunctions at k = ±pi/a, where Bragg’s condition is satisfied, are
not travelling but standing waves formed by incident and reflected contributions. The
origin of the gap can be understood by considering the probability densities. For a
pure travelling wave, ψ = exp(iky), its probability density is ρ = |ψ|2 = 1, which is
independent of the space coordinate and therefore of k. In contrast, for standing waves,
ψs ∼ sin(piy/L), the probability density, ρ = |ψs|2 ∝ sin2(piy/L), vanishes for y = L
which corresponds to the centre of the potential and to ±pi/a in k space producing gaps.
When the periodic array consists of Bloch-type walls (figure 4.5(a)) there is no reflected
contribution and the spin wave travelling modes, χk(y) (equation 4.5), do not produce
gaps. However, the DMI favours the formation of Ne´el-type walls (figure 4.5(b)) that
reflect the spin waves described by the hybridised mode, χ(y) (equation 4.15), causing
the gaps in the band structure. Note that the translational invariance prevents the
formation of a band structure for propagation along the x axis.
Figure (4.6) shows the first gap frequencies as a function of D < Dc2 in k = 0 and
k = pi/L. For k = 0, the gap frequency increases monotonically for the values of D
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Figure 4.5: Calculated band structures of a domain wall crystal. No gaps at the
edges of the Brillouin zone are found when the domain walls forming the periodic
array are of the Bloch-type (a). In contrast, (b) shows the band structure of a periodic
array of Dzyaloshinskii domain walls where gaps of different magnitudes determined
by the strength of the DMI (D = 1.56 mJ/m2) are found at the edges of the Brillouin
zone.
considered, while for k = pi/L the gap reaches a maximum which for the parameters
used in this work is ∆F ∼ 0.5 GHz.
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Figure 4.6: Frequency gaps ∆F at the Brillouin zone boundary as a function of Dc.
L = 100 nm-1 is the period of the crystal.
Discussion and Concluding Remarks for Chapter 4
We have discussed the effects of the interface form of the DMI on spin waves propagating
perpendicular to the plane of a DMI-driven Ne´el domain wall. Unlike the common
non-reciprocal dispersion found in other systems with DMI [41, 42, 44], we find a
frequency shift as compared to the dispersion found in Bloch-type walls. We calculate
the spin wave eigenstate and find that the localised mode hybridises with the travelling
modes as a result of an extra chiral term in the effective potential that describes the
domain wall. While in Bloch-type walls spin waves are not reflected and only acquire a
phase shift [83], we find that the DMI term in the effective potential scatters the spin
waves and leads to reflection.
We propose a periodic array of domain walls to highlight the reflection phenomenon.
The band structure of the array exhibits gaps that resemble the ones found in magnonic
crystals [18, 120]. An advantage of our proposed model over magnonic crystals based
on nanostructures with alternating magnetic parameters relies in the fact that an
external, applied magnetic field can be adjusted to modify the width of the domains
suggesting the possibility of a tunable device. Acoustic and optical bands, and control
over the frequency gaps are immediate consequences of such a tunable crystal. Another
advantage of our model comes from the fact that domain walls are natural elements
that minimise the energy of a magnetic system and therefore would at least ease some
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nanofabrication issues. Nevertheless, we recognise that the stabilisation of the domains
would be rather difficult because of magnetostatic effects, treated here within a local
approximation, that would prevent straight and planar walls to be formed. Narrow
nanowires might relieve this problem. Moreover, spin wave damping is expected to
be enhanced due to the spin-orbit origin of the DMI. While for the gaps in the band
structure our proposal may still find applications in samples with relatively weak DMI
with consequently small band gaps, another phenomenon may be enhanced: spin wave
driven-domain wall motion due to linear momentum transfer is known to depend linearly
on the damping [69, 121].
Chapter 5
Energy, and linear and angular
momentum
In this chapter we use the symmetry properties of a magnetic Lagrangian that includes
the interface form of the DMI to find the conserved physical quantities in a perpendic-
ularly magnetised film. We use Noether’s theorem [105, 106, 122] to find continuity
equations for energy, linear momentum, and total angular momentum. The effect of
the DMI on these systems is an interesting fundamental problem simply because of the
nature of spin orbit coupling and so the conservation of the total angular momentum
needs to be examined.
While the flux of energy is not affected by the DMI for perpendicular materials, we find
that there is a contribution from the DMI to the energy flux in the direction consistent
with a non-reciprocal spin wave dispersion found in previous studies [34, 41, 42]. We
consider the linear momentum transfer from spin waves to a domain wall and find
that the DMI exerts no extra pressure on the wall in perpendicular materials under
consideration, but for in-plane geometries a non-vanishing DMI term increases the
domain wall velocity in agreement with previous results [91]. Finally, we calculate the
z component of the total angular momentum and find that it consists of an orbital
and a spin part as in reference [90]. The z component of the total angular momentum
is conserved as long as there is not a net flux of it through the system boundaries.
The orbital part is not conserved because of the DMI. We demonstrate that angular
momentum transfer from the orbital part to the spin part described by the magnetic
moments needs to occur for the total angular momentum to be conserved. This angular
momentum transfer leads to domain wall motion.
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5.1 Energy-momentum Tensor
The phenomenological description of a ferromagnet with magnetisation vector m(r, t)
in the long wavelength approximation is given by the Landau-Lifshitz equation,
∂m
∂t
= −γµ0 (m×Heff ) . (5.1)
Here, Heff = −(1/µ0Ms)δH/δm is the effective magnetic field obtained by calculating
the variational derivative of the energy of the system,H =
∫
dV H. In a thin film the
form of the free magnetic energy density of the system is, as before (equation (4.1)),
H = A(∇m)2 +D[mz(∇ ·m)− (m · ∇)mz]−Kom2z. (5.2)
Where the first term describes the isotropic part of the exchange interaction through
the exchange stiffness constant A, the second term is the interface form of the DMI,
and the third term is an effective uniaxial anisotropy along the z axis described by the
constant Ko = Ku−µ0M2s /2 which includes a magneto-crystalline part given by Ku and
demagnetising effects in the local approximation. We can write the Lagrangian density of
the system in terms of the projection Msmz/γ of the angular momentum density vector
Msm/γ onto the z axis and the corresponding azimuthal angle φ = arctan(my/mx) as
(see equation (3.4) in Chapter 4),
L = Ms
γ
mzφ˙−H, (5.3)
where again we define a kinetic term Ms
γ
mzφ˙. The independent variables are φ, and mz.
Equation (5.1) results from calculating the Euler-Lagrange equations as in equation
(3.9).
We now explore the symmetry properties of the Lagrangian to find the conserved
quantities of the system. A transformation that changes the Lagrangian density only
by a total derivative is symmetric. The absence of an explicit dependence on the
coordinates t and xi means that the Lagrangian is invariant under a transformation
of those coordinates. In particular, invariance under time displacements leads to
the conservation of energy, while spatial translational (rotational) symmetry implies
conservation of linear (angular) momentum.
Noether’s theorem formally describes the connection between invariance or symmetry
properties and conserved quantities [122] (see e.g. [105, 106] for a more recent derivation).
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It states that a continuous transformation of coordinates under which the action remains
invariant yields the conservation of the corresponding physical quantity in terms of a
continuity equation,
∂ρ
∂t
+∇ · j = 0, (5.4)
where ρ is the conserved quantity and j is the current or flux of the conserved quantity.
A common example is found in electromagnetism where ρ is the electric charge and j is
the electric current [110]. The probability density in quantum mechanics [123] and the
fluid density in fluid dynamics [124] are other examples.
The general form of Noether’s theorem is rather complicated and is commonly given in
tensor notation. It is based on the invariance of the action
S =
∫
dt L(q,
∂q
∂x
, x), (5.5)
with L =
∫
dV L, under transformations of the form x → x + δx, and q → q + δq,
where x represents the spatio-temporal coordinates, (x, y, z, t) and q the generalised
coordinates, (φ,mz). To present it in a clearer way we consider a system that depends
only on time, t, and the space coordinate, x. Generalisation to a system that depends
on more space coordinates is immediate. Noether’s theorem is,
∂
∂t
(
∂L
∂(∂q/∂t)
∂q
∂x
δx+
∂L
∂(∂q/∂t)
∂q
∂t
δt− Lδt− ∂L
∂(∂q/∂t)
δq
)
+
∂
∂x
(
∂L
∂(∂q/∂x)
∂q
∂x
δx+
∂L
∂(∂q/∂x)
∂q
∂t
δt− Lδx− ∂L
∂(∂q/∂x)
δq
)
= 0,
(5.6)
where δx and δt denote the continuous transformation of the space and time coordinate
respectively.
As was mentioned above, invariance of the Lagrangian under a time displacement yields
the conservation of energy, so we consider δx = δq = 0 and δt = δ an arbitrary
infinitesimal translation of the time coordinate. In this case,
∂
∂t
(
∂L
∂(∂q/∂t)
∂q
∂t
− L
)
+
∂
∂x
(
∂L
∂(∂q/∂x)
∂q
∂t
)
= 0, (5.7)
which is in the form of a continuity equation. The first term under the time derivative
is the energy density of the system, while the term under the space derivative is the
energy flux. They are discussed in detail below.
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Invariance of the Lagrangian under a continuous space transformation results in the
conservation of the linear momentum of the system. In this case δt = δq = 0 and
δx = δ,
∂
∂t
(
∂L
∂(∂q/∂t)
∂q
∂x
)
+
∂
∂x
(
∂L
∂(∂q/∂x)
∂q
∂x
− L
)
= 0, (5.8)
and we can repeat the argument to see that linear momentum density is the first term
on the left and the term under the space derivative is the momentum current. These
physical quantities are treated in detail later in this Chapter.
Throughout these calculations there has been no mathematical distinction between
space and time, they are both treated as coordinates. It is possible to compact the
notation with the help of the so called energy-momentum tensor also considering a
dependence on x and y,
Tµν =
∂q
∂xµ
∂L
∂(∂q/∂xν)
− δµνL, (5.9)
where δµν is the Kronecker delta and µ, ν are the spatio-temporal coordinates, t, x
and y. This tensor is the conserved quantity of the system under a spatio-temporal
translational invariance, with the following continuity equations for the energy and
components of the linear momentum,
∂H
∂t
=
∂Ttt
∂t
= −∇ · (Ttx, Tty) ;
∂px
∂t
=
∂Txt
∂t
= −∇ · (Txx, Txy) ;
∂py
∂t
=
∂Tyt
∂t
= −∇ · (Tyx, Tyy) .
(5.10)
The conserved physical quantities are on the left hand side acted by the time derivative
operator, on the right hand side under the space derivative operator are the currents.
We now address the effects of the DMI in these conserved quantities.
5.1.1 Energy
The Ttt component of the tensor is the energy density of the system, H, while the Tti
components are the energy flux in the i direction. They satisfy the continuity equation,
∂H
∂t
=
∂Ttt
∂t
= −∂Tti
∂xi
. (5.11)
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The Tti components,
Ttx = −2A
(
m˙ · ∂m
∂x
)
+D (mxm˙z − m˙xmz) ;
Tty = −2A
(
m˙ · ∂m
∂y
)
+D (mym˙z − m˙ymz) ,
(5.12)
calculated from equation (5.9), have the first term related to the isotropic exchange
and the second to the DMI. Just as in the case where the Poynting vector, quadratic in
the amplitude of the electric and magnetic fields, transports the electromagnetic energy,
in this case the spin waves are responsible for the energy flux. The spin waves are small
fluctuations, circularly polarised in the XY plane described by
m+ = mx + imy = ρk exp[i(k · r− Ωkt)];
m− = mx − imy = ρ∗k exp[−i(k · r− Ωkt)],
(5.13)
where ρk, k, and Ωk are the spin wave amplitude, wave vector, and frequency respectively.
In this case, it can be seen by inspection that the DMI does not affect the energy flux
in the film as m˙z = 0 and the terms m˙imz are not quadratic in the amplitudes, i.e.,
m˙imz ' (m˙+ + m˙−)/2, since mz ' 1. It is instructive to derive the contribution from
the isotropic part of the exchange interaction to the energy flux as the procedure is
used in following calculations. The energy flux along the x direction is given by the Ttx
component of the energy-momentum tensor,
Ttx = −2A
(
∂mx
∂t
∂mx
∂x
+
∂my
∂t
∂my
∂y
)
= −A
(
∂m+
∂t
∂m−
∂x
+
∂m−
∂t
∂m+
∂x
)
, (5.14)
using equation (5.13) and calculating the derivatives we obtain
Ttx = 2A |ρk|2 Ωk kx = ~Ωk
a3
vgx |ρk|2, (5.15)
where vgx = ∂Ωk/∂kx is the spin wave group velocity obtained from the dispersion
relation of a uniformly magnetised film, Ωk = a
3/(~)(Ak2 +Ko) with a ∼ 0.3 nm the
lattice parameter.
The above calculations were performed for spin waves with wave vector,kx. To obtain
the total contribution to the energy flux we need to sum over all the possible wave
vectors. After summation, an interesting corpuscular interpretation can be given. The
squared amplitude is related to the number of magnons per unit volume, nk = |ρk|2/a3,
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with momentum ~kx so that the total energy flux is
Tti =
∑
ki
~Ωk vgi nk (5.16)
which states that the energy flux associated with the spin waves is in fact the magnon
energy flux.
However, it is known that the DMI tilts the magnetisation at the edges of the sample
because the DMI acts like a pinning term in the boundary conditions [103]. Suppose
that the magnetisation is tilted an angle θ0 with respect to the normal of the film in the
plane φ0 = pi/2 in agreement with the boundary conditions, equation (3.10) in Chapter
3. In this case the magnetisation components are described in spherical coordinates as
mx = −δφ sin θ0
my = sin θ0 + δθ cos θ0
mz = cos θ0 − δθ sin θ0,
(5.17)
where the small fluctuations, (δθ(x, y, t), δφ(x, y, t)), or spin waves, are the energy
transporters. We introduce ψ = iδθ + δφ and its complex conjugate ψ∗ = −iδθ + δφ
to calculate the DMI part of the energy flux following the procedure used to obtain
equation (5.14). While in the y direction the DMI produces no energy flux, in the x
direction the flux is
Ttx = D (mxm˙z − m˙xmz) = D sin
2 θ0
2i
(
ψ∗
∂ψ
∂t
− ∂ψ
∗
∂t
ψ
)
, (5.18)
where we have only kept terms that are quadratic in the fluctuations because these are
the terms relevant for the energy flux. It has the form of a current as expected. By
inspection we note that the case θ0 = 0 which corresponds to a uniformly magnetised
film along the z direction agrees with our claim that the DMI does not affect the energy
flux. For θ0 = pi/2 the DMI contribution is maximum. This case corresponds to an
in-plane geometry or to the centre of a domain wall where the magnetisation lies in the
plane.
Considering ψ as a plane wave similar to m± described above we can calculate the time
derivative to obtain
TDtx = −D
∑
kx
Ωk |ρk|2. (5.19)
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It has been shown that for in-plane magnetisation the dispersion relation exhibits a
strong non reciprocity which depends on the DMI [41, 42]. The fact that the DMI
induces an extra energy flux in the x direction but not in the y direction is related
with the non-reciprocal dispersion. To show this we write the total energy flux in the x
direction, including the isotropic exchange
Ttx =
∑
kx
Ωk(2Ak −D)|ρk|2. (5.20)
Relating the term (2Ak −D) with the group velocity as was done in equation (5.15),
∂Ωk/∂k = a
3/(~)(2Ak −D), it is possible to see the non-reciprocal dispersion, after
integration over kx. A term linear in the wave vector appears, Dkx, making the
dispersion asymmetric with respect to kx = 0. This is consistent with previous results
[44, 45, 47], namely that the in-plane field tilts the magnetisation at an angle θ0 from
the z axis and hence allows to measure the non-reciprocity and give an experimental
value of the DMI parameter D.
In summary, we observe that the non-reciprocity dispersion found for certain geometries
and under the influence of the DMI leads to a net energy flux along the direction of the
non-reciprocity.
5.1.2 Linear Momentum
We now turn to the linear momentum part of the energy-momentum tensor. The
components Tit represent the i components of the linear momentum density and are,
pi = Tit =
Ms
γ
mz
∂φ
∂xi
. (5.21)
Note that the units on the right hand side are [A/m·sJ/(Am2)· 1/m]=[Kg·m/s·(1/m3)]
and correspond to a linear momentum density. Again we make a connection with a
corpuscular interpretation of linear momentum. To do so we express the z component
of the magnetisation in terms of the amplitudes of the spin waves as mz = 1− |ρk|2/2
[125]. The linear momentum density is then
pi =
Ms
γ
∂φ
∂xi
− Ms
γ
|ρk|2
2
∂φ
∂x
, (5.22)
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where the first term on the right hand side does not depend on the spin waves and can
be considered as the momentum associated with the static magnetic structure. For
a domain wall, the angle φ determines the plane of the wall which is a constant for
the static case. However, when the wall moves, the wall magnetic moments are tilted
from the rotation plane [88, 89]. The second term depends on the number of magnons
through the relation nk = Ms|ρk|2/(2~γ) [125]. Then the linear momentum density can
be written as
pi =
Ms
γ
∂φ
∂xi
− nk~ki (5.23)
where we have calculated ∂φ/∂x using equation (5.13) and following the same procedure
that led to (5.14).
The continuity equation for the linear momentum,
∂pi
∂t
= −
(
∂Tix
∂x
+
∂Tiy
∂y
)
, (5.24)
states that the variation of the linear momentum with time is equal to the space
divergence of a linear momentum current, (Tix, Tiy). The spatial part of the tensor Tij
is the force per unit area in the direction i acting on an element of surface oriented in
the j direction. The diagonal components,
Txx = −
[
2A
(
∂m
∂x
)2
+D
(
mz
∂mx
∂x
−mx∂mz
∂x
)
+ L
]
;
Tyy = −
[
2A
(
∂m
∂y
)2
+D
(
mz
∂my
∂y
−my ∂mz
∂y
)
+ L
]
,
(5.25)
with L given by equation (5.3), correspond to pressures, while the off-diagonal compo-
nents,
Txy = −
[
2A
(
∂m
∂x
· ∂m
∂y
)
+D
(
mz
∂my
∂x
−my ∂mz
∂x
)]
;
Tyx = −
[
2A
(
∂m
∂x
· ∂m
∂y
)
+D
(
mz
∂mx
∂y
−mx∂mz
∂y
)]
,
(5.26)
are shears.
Conservation of linear momentum can give us information about the dynamics of a
domain wall. Consider two domains in the XY plane separated by a 180◦ domain wall,
see figure (3.1). For y < 0 the magnetisation, Ms, points along the z. We calculate the
momentum current in the two domains where the z component of the magnetisation is
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nearly a constant Msmz 'Ms. The considered geometry results in a one-dimensional
problem where only the difference in the pressure, Tyy, from one domain to the other is
relevant,
Tyy(I)− Tyy(II) = 2Ms
γ
mzφ˙+D
(
mz
∂mx
∂x
−mx∂mz
∂x
)
(5.27)
where region I and II are y < 0 and y > 0 respectively. The carriers of linear momentum
are the spin waves of the system, and as for any current it must be quadratic in the
wave amplitude. As mz ' 1, the second term on the right hand side associated with
the DMI does not contribute to the linear momentum transfer. Note, however, that for
an in-plane magnetised material the DMI term does not vanish and enhances the linear
momentum transfer as has been reported in reference [91].
Conservation of linear momentum assures the ∂P/∂t = 0. The system has contributions
from the domain wall, Pdw, and from the magnons Pm, such that
0 =
∂P
∂t
=
∂(Pdw + Pm)
∂t
. (5.28)
Considering only the y direction we integrate equation (5.22) over y to get the total
linear momentum, and take the time derivative to obtain
0 =
∂(P dwy + P
m
y )
∂t
=
2Msφ˙
γ
− Ms
γ
|ρk|2
2
vg ky (5.29)
where φ˙ = (∂φ/∂y)(∂y/∂t) = (∂φ/∂y)vg has been used in the last term on the right
hand side. The above equation explicitly shows that the linear momentum exerted from
the spin waves to the domain wall leads to a rotation of the plane of the wall, φ˙.
Domain wall motion results when Gilbert damping,αm× m˙, is included in the system.
In this case it is known [121] that domain wall motion is given by
Y˙ = αλφ˙ = αλ
|ρk|2
4
vg ky = αλ
~γ
2Ms
nkv
g ky, (5.30)
where Y is the centre of the domain wall. This result is in agreement with previous
studies [71, 86, 91] and relates the wall velocity with the number of magnons with
momentum ~ ky propagating with a velocity vg. The motion of the wall is in the same
direction as the propagating magnons, this is a common signature of linear momentum
transfer-domain wall motion [87, 126].
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Our starting point was spin wave reflection by the domain wall. It is known that, in
special cases, spin waves are not reflected by domain walls [70, 79, 83]. The inclusion of
an explicit dipole interaction in the energy leads to spin wave reflection [90]. We showed
in Chapter 4 that the interface form of the DMI also results in spin wave reflection by a
domain wall. Whatever mechanism is used to produce spin wave reflection, it is the
damping torque that allows domain wall mobility, otherwise there is only a rotation of
the plane of the wall [90].
5.1.3 Orbital angular momentum
Another physical quantity can be readily obtained from the energy-momentum tensor.
The orbital angular momentum density, lz, of the system can be calculated in the usual
way, in particular the z component is given by
lz = x py − y px = xTyt − y Txt. (5.31)
The time rate of change of the z component of total orbital angular momentum,
Lz =
∫
dV lz, is
dLz
dt
=
∫
dV
(
x
∂py
∂t
− y∂px
∂t
)
=
∫
dV
(
x
∂Tyt
∂t
− y∂Txt
∂t
)
, (5.32)
written in terms of the corresponding components of the energy-momentum tensor.
We apply the continuity equation, (5.10), to obtain
dLz
dt
= −
∫
dV
[
x
(
∂Tyx
∂x
+
∂Tyy
∂y
)
− y
(
∂Txx
∂x
+
∂Txy
∂y
)]
, (5.33)
integration by parts converts this expression to
dLz
dt
= −
∫
dV
∂
∂xi
(xTyi − y Txi) +
∫
dV (Txy − Tyx) . (5.34)
The first term on the right hand side is in the form of a total divergence integrated
over the volume, so it can be transformed to an integral over the surface enclosing the
volume. As long as there is no flux of angular momentum flowing through the surface,
the first integral vanishes. This may not be the case for systems under the influence of
the DMI as the spin orbit coupling interaction is provided by the heavy atoms of the
substrate. The second integral on the right hand side depends on the symmetry of the
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energy-momentum tensor. For a symmetric tensor, Txy = Tyx, and L
z is conserved as
the second integral is identically zero. However, the DMI leads to an antisymmetric
tensor,
Txy − Tyx = D
[(
mz
∂mx
∂y
−mx∂mz
∂y
)
−
(
mz
∂my
∂x
−my ∂mz
∂x
)]
, (5.35)
and Lz is not conserved. This result finds an analogy in thick films where magnetostatic
effects play an important role and cannot be treated with a local approximation as is
done in this work. In that case, the dipolar interaction also leads to an antisymmetric
energy-momentum tensor and the orbital angular momentum is not conserved [127, 128].
However, a conserved quantity associated with the total angular momentum must be
found since the system possesses axial symmetry under spatial rotation around the z
axis as long as the DMI is in its interface form. We consider this situation in the next
section.
5.2 Total angular momentum
Noether’s theorem assures us that for every symmetry in a physical system there is a
corresponding conserved quantity. While spatio-temporal translational symmetry results
in the continuity equation for the energy-momentum tensor, a rotational symmetry leads
to the conservation of angular momentum. For a thin film with a uniaxial anisotropy, the
kinetic term, mzφ˙, in the Lagrangian (equation (5.3)) is invariant only under rotations
around the z axis. We introduce the infinitesimal parameters that lead to a rotation
around the z axis as δx = −yδ, δy = xδ, δmx = −myδ, δmy = mxδ, and δmz = 0,
where δ is the infinitesimal rotation parameter and use Noether’s theorem, (equation
(5.6)), to calculate the conserved quantity associated with this symmetry. We obtain the
total angular momentum density by calculating the quantity that is under the action of
the time derivative. Using the infinitesimal parameters defined above with equation
(5.6),
∂
∂t
[
mz
(m2x +m
2
y)
(
y my
∂mx
∂x
− xmy ∂mx
∂y
+ xmx
∂my
∂y
− y mx∂my
∂x
− (m2x +m2y)
)]
.
(5.36)
The quantity under the time derivative operator is the z component of the total angular
momentum density, which we define as jzt . It can be written in a more compact notation
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as
jzt =
Ms
γ
[−mz +mz(r×∇φ)z] . (5.37)
The first term in the right hand side of equation (5.37) corresponds to the spin angular
momentum density, Msmz/γ, and the second to an orbital angular momentum density
since it can be written as (r× p)z with p = Msmz∇φ/γ the linear momentum density
found in equation (5.21).
We calculate the angular momentum current in a similar way as for equation (5.36),
only this time we are interested in the quantities associated with the space derivatives,
∂
∂x
[
−y Txx + xTyx − 2A
(
my
∂mx
∂x
−mx∂my
∂x
)
−D(mzmy)
]
+
∂
∂y
[
−y Txy + xTyy − 2A
(
my
∂mx
∂y
−mx∂my
∂y
)
+D(mzmx)
]
.
(5.38)
The quantities under the space derivatives correspond to the current due to the z
component of the angular momentum density and comprise a vector with components
(jzx, j
z
y).
The continuity equation for the z component of the total angular momentum is
∂jzt
∂t
= −∇ · (jzx, jzy). (5.39)
We now analyse in detail the form of the right hand side of the above equation. The
divergence of the angular momentum current, ∇ · (jzx, jzy), needs to consist of an orbital
contribution and a spin contribution as the angular momentum density, as defined by
equation (5.37). The spin part is given by the torque equation, (5.1), with z component,
Ms
γ
∂mz
∂t
=2A
(
my
∂2mx
∂x2
+my
∂2mx
∂x2
−my ∂
2mx
∂x2
−my ∂
2mx
∂x2
)
+ 2D
(
my
∂mz
∂x
−mx∂mz
∂y
)
,
(5.40)
while the orbital contribution is given by equation (5.34). We write this below in its
explicit form
dlz
dt
=
∂
∂xi
(xTyi − y Txi) +D
[(
mz
∂mx
∂y
−mx∂mz
∂y
)
−
(
mz
∂my
∂x
−my ∂mz
∂x
)]
.
(5.41)
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Combining the spin contribution (equation (5.40)) and the orbital contribution (equation
(5.41)) we can write the continuity condition, (5.39), as,
∂Jz
∂t
= −
∫
dV
∂
∂xi
(xTyi − y Txi) +
∫
dV
[
Ms
γ
∂mz
∂t
− (Txy − Tyx)
]
, (5.42)
where Jz =
∫
dV jzt . The first integral on the right hand side is in the form of a
total divergence integrated over the whole volume and vanishes if there is no angular
momentum flow through the surface as discussed above. The second integral on the
right hand side of equation (5.42) must be zero as the z component of the angular
momentum is conserved inside the volume.
The following condition is then found by writing the explicit form of Txy−Tyx, (equation
(5.35)):∫
dV
∂mz
∂t
=
γ
Ms
∫
dV D
[(
mz
∂mx
∂y
−mx∂mz
∂y
)
−
(
mz
∂my
∂x
−my ∂mz
∂x
)]
(5.43)
This is the central result of the chapter. It relates the dynamic behaviour of the z
component of the magnetisation with a torque-like term that resembles the non-adiabatic
damping term [69]. It depends only on the DMI,
∂mz
∂t
=
Dγ
Ms
[(
m× (ˆi · ∇)m
)
iˆ
+
(
m× (jˆ · ∇)m
)
jˆ
]
. (5.44)
To find the other components of the torque it is necessary to repeat the procedure for
the x and y components of the total angular momentum. However, the Lagrangian,
equation (5.3), is not invariant with respect to rotations about the x or y axis due to
the DMI and the effective uniaxial anisotropy that fixes the z axis as the rotational
axis. Then, Noether’s theorem cannot be applied directly for the symmetry that we
have considered. To calculate the continuity equation for the other components of the
total (orbital and spin), it is necessary to find a different rotational symmetry.
5.3 Application
It is clear that the condition given in equation (5.43) is fulfilled in the case of perpen-
dicularly magnetised film. The left hand side is zero, mz ' 1, while the right hand side
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does not involve quadratic terms in the spin wave amplitude because mz is in every
term.
However, it is interesting to apply the conservation condition to a non-uniform spin
texture. A suitable texture is a Ne´el domain wall as this is the stable configuration
when the interface form of DMI is considered. The domain wall profile is given by
φ0 = pi/2 and θ0 = −2 arctan(exp(ξ)) and we consider small fluctuations (δφ, δθ) around
the equilibrium so that the magnetisation components are, up to first order in the
fluctuations,
mx = δφ− sin θ0 δφ,
my = cos θ0 δθ + sin θ0,
mz = cos θ0 − sin θ0 δθ.
(5.45)
Equation (5.45) is different from equation (5.17) in that the angle θ0 now has a spatial
dependence, the domain wall profile. Moreover, if we assign to ξ a temporal dependence
through the domain wall centre position, Y (t), then ξ = y−Y (t)
λ
, where λ is the domain
wall width. The fluctuations depend on ξ and t. Then, the left hand side becomes∫
dV
∂mz
∂t
=
∫
dξ λ
∂
∂t
[− tanh(ξ) + sech(ξ) δθ(ξ, t)] . (5.46)
The fluctuations (δθ, δφ) are related to the domain wall spin wave eigenmodes, ψk,
through ψk = iδθ + δφ. It is known that there are two kinds of domain wall spin wave
eigenmodes. A localised branch that is related to the deformation of the wall and
travelling states similar to plane waves but deformed in the vicinity of the wall. As we
are interested in the angular momentum transport and because we assume a rigid wall
we are only interested in the travelling family, (see section 3.1.2),
ψk(ξ) = ρk exp [i(kyλξ − Ωkt)] (tanh(ξ)− i ky λ) (5.47)
After the time derivative and space integral are computed the result is
∂tMz = 2Y˙ (t) (5.48)
Note that after the integration the spin wave frequency, Ωk, does not contribute to the
dynamical behaviour of Mz =
∫
dV mz.
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After integration, and retaining only quadratic terms in the amplitude, the right hand
side of equation (5.43) becomes,
γ
Ms
∫
dV D
[(
mz
∂mx
∂y
−mx∂mz
∂y
)
−
(
mz
∂my
∂x
−my ∂mz
∂x
)]
= −2D γ ρ
2
k
Ms
kyλ.
(5.49)
We can identify the term 2γD/Ms as a velocity previously called the Dzyaloshinskii-
Moriya velocity for spin waves [129] which for typical values of D = 1.5 mJ/m2 and
Ms = 1100 kA/m is of around 76 m/s. Equating (5.48) and (5.49) we obtain,
Y˙ (t) = −Dγ|ρk|
2
Ms
kyλ. (5.50)
This equation relates the velocity of the domain wall through the coordinate of the
centre of the wall with the number of magnons through the squared amplitude of the
spin wave with a velocity determined by the DMI parameter, D. The domain wall
velocity is opposite to the spin wave propagation in agreement with previous results in
which angular momentum transfer is the mechanism to move the wall [86, 91, 126].
The total wall velocity consists of two contributions, one due to linear momentum
transfer, equation (5.30), and the one that arises as a result of angular momentum
conservation, equation (5.50). While the first requires spin wave damping, the second
one does not.
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Discussion and Concluding Remarks for Chapter 5
We calculated the energy-momentum of a perpendicularly magnetised film with the
interface form of the DMI. While for the considered geometry the DMI does not affect
the energy flux nor the linear momentum current, in an in-plane geometry the DMI
modifies the energy flux consistent with a non-reciprocal spin wave dispersion usually
found in DMI systems [41, 42, 44]. Using the continuity equation for linear momentum
we calculated the pressure exerted from the magnons to a domain wall. It is found
that the DMI has no explicit effect on the spin wave pressure, unlike the case where
an in plane geometry is considered and conservation of linear momentum requires an
additional DMI pressure term [91].
The DMI, however, has an implicit effect on domain wall motion by linear momentum
transfer in perpendicular materials. The DMI is responsible for the spin wave reflection
which is the underlying physical mechanism of linear momentum transfer. Although
the dipolar interaction also results in strong spin wave reflection, it needs spin wave
propagation oblique to the plane of a sharp wall [90]. DMI-driven reflection has been
found for spin waves propagating only perpendicularly to the wall, thus making it
suitable for narrow nano-wires. Moreover, damping plays a crucial part in the wall
motion process [121]. Without damping, spin wave reflection results in the rotation of
the plane of the wall, and it is only the inclusion of a damping torque that allows the
domain wall to move. In DMI systems the damping is enhanced by the DMI and hence
the domain wall velocity is expected to be larger.
The energy-momentum stress tensor also allows us to calculate the orbital angular
momentum of the system by considering the off-diagonal components of the tensor. It is
found that under the local approximation of the demagnetising energy made in our work,
the antisymmetric nature of the tensor depends entirely on the DMI. Previous results
have shown that for thick films in which the dipolar interaction plays an important role,
tensor antisymmetry results from this interaction [90]. In both cases the consequence is
that the orbital angular momentum is not conserved. However, the symmetry of the
system described in terms of the Lagrangian demands the conservation of an angular
momentum-related physical quantity.
We obtained the total angular momentum continuity equation. The z component of
the total angular momentum density consists of an orbital and a spin part. We found
that because of the not conserved orbital part, an angular momentum transfer must
occur in the system to satisfy the conservation requirement. In particular, we derived
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the form of the angular momentum transfer and applied it to the case of a Ne´el wall.
Domain wall motion can be achieved by spin waves transferring angular momentum to
the wall. Consistent with previous works, the direction of the wall velocity is opposite
to the propagation of the spin waves [87].
Chapter 6
Conclusions and outlook
We have used an analytical approach within the continuum approximation to observe the
effect of the Dzyaloshinskii-Moriya interaction on spin waves in magnetic domain walls
in ultra thin ferromagnetic films. The results have allowed us to propose novel possible
applications in the field of magnonics to manipulate the spin waves. A non-reciprocal
dispersion together with spin wave channelling along the centre of the wall leads to a
magnonic wave guide. Spin wave reflection in a periodic array of domain walls results
in a tunable device with a band structure that resembles a magnonic crystal. Spin wave
driven-domain wall motion is possible due to angular momentum transfer related with
the DMI.
We calculated the spin wave dispersion using a perturbative formalism where the DMI
interaction is taken as the perturbation. We distinguish two main results depending
on the spin wave direction of propagation with respect to the domain wall. We find
that for propagation parallel to the wall plane, x direction, the spin waves exhibit
a non-reciprocal dispersion, i.e., the frequency Ω is different for spin propagating in
opposite directions, Ω(kx) 6= Ω(−kx). The domain wall acts as a confining potential
and spin waves are channelled along the centre of the wall. A magnonic wave guide
is based on this phenomenon which we further explore by considering curved tracks
stabilised by the DMI.
We find that spin waves propagate through curved geometries without any scattering or
loss of coherence. The capacity to propagate spin waves along curved paths is essential
for any form of circuit design and is crucial for wave processing schemes that rely on
spin wave interference. Furthermore, we show that the group velocity of the channelled
spin waves can exceed 1 km/s in the long wavelength limit, useful for information
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technologies. The number, spacing, and shape of domain walls can be modified with
applied, external fields or with spin-polarised currents resulting in reconfigurable wave
guide schemes.
Usual complications related to nanofabrictaion are eased as the spin structure of domain
walls are determined primarily by intrinsic magnetic properties. However, we recognise
that achieving the stable configuration is a difficult task because of magnetostatic effects
that prevent the formation of totally planar domain walls. Increasing the magnitude of
the DMI is an option for an enhanced stabilisation, but control over the DMI strength is
still at its initial stage. Moreover, there exists a critical D value above which a domain
wall is no longer stable.
For propagation perpendicular to the plane of the wall, y direction, spin waves are
reflected by the domain wall. Reflection is induced by the DMI distorting the otherwise
reflectionless potential used to describe the domain wall. We propose a periodic array of
domain walls stabilised by the DMI and calculate the band structure. Frequency gaps,
similar to the ones found in a magnonic crystal, appear on the edges of the Brillouin
zone. The gaps can act as a filter or wave guide, only allowing spin waves of certain
frequency to propagate through the array. An applied, external field can vary the period
of the domain wall array leading to control of the frequency gaps. Additionally, the
external field can modulate the width of the alternating domains, which we expect can
result in the formation of an acoustic and optical branch.
Unlike magnonic crystals, our proposed model does not depend on the nano-fabrication
of meta-materials with alternating magnetic properties. However, for our analytical
calculations we assumed a planar, straight domain wall, while in reality it is known
that the magnetostatic interaction in the centre of the domain wall tend to twist the
wall. Considering a narrow nano-wire can minimise the magnetostatic effect. Although
a different stable configuration requires more analytical detail we expect the reflection
phenomenon to be preserved.
Because of the spin-orbit interaction origin of the DMI we expect a strong damping,
which was neglected throughout the calculations. A compromise must be made between
the magnitude of the gaps and the propagation length of the spin waves. Still, large
damping can result in another phenomenon useful in the magnonics field related to data
storage. Spin wave reflection is usually associated with domain wall motion resulting
from a linear momentum transfer mechanism. A damping torque, together with spin
wave reflection, is necessary to achieve a wall velocity. Physical mechanisms such as
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the dipole interaction lead to spin wave reflection which result in domain wall motion.
In our case the DMI induces the reflection and increases the damping. Micromagnetic
simulations and/or experiments are needed to demonstrate this phenomenon.
Finally, we investigate the conservation of the total angular momentum in a thin
magnetic film under the influence of the DMI. We find that the total angular momentum
has an orbital contribution and a spin contribution. While the DMI prevents the
conservation of each contribution separately, the total angular momentum is conserved
under the condition of angular momentum transfer form the orbital part related with
the DMI to the spin part given, in the continuum approximation, by the magnetic
moments.
The angular momentum transfer is in the form of a torque. We anticipate that for
systems influenced by the interface form of the DMI this torque needs to be included
in the general equation of motion for the magnetic moments. The analytical form of
the torque resembles the non-adiabatic damping contribution (see equation (5.44)) and
further investigation in this sense needs to be conducted. Micromagnetic simulations
and comparison with experiments can provide further physical insight in this matter by
identifying the different contributions to the angular momentum.
We calculate the angular momentum transfer mechanism by considering spin waves
propagating in a domain wall. We show that spin wave driven-domain wall motion is
achievable. We find that the domain wall velocity direction is opposite to the spin wave
propagation. This is the usual signature of angular momentum transfer-domain wall
motion. Magnetostatic effects, as the DMI, result in antisymmetric energy-momentum
tensor. It is important to determine the effect of the dipole interaction and compare
with the effect produced by the DMI. We intend to run micromagnetic simulations
to include magnetostatic effects that have been treated in this work within the local
approximation.
We have discussed important aspects of the influence of the DMI on spin waves. We
have used the results to present possible applications. Still, issues related with the
non-linear regime and thermal dependence of the spin waves remain open questions. In
particular, we showed that, in perpendicularly magnetised materials, the energy flux
and the linear momentum (equations (5.12),(5.25), and (5.26)) involve processes that
are cubic or quartic in the spin wave amplitude. Investigation of these higher order
terms is necessary. While the formalism used in Chapter 4 deals with thermal magnons,
the spin wave driven-domain wall motion phenomenon can be investigated in more
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detail. For example, a temperature gradient can be used to initiate the magnon flow
necessary to move the wall.
Appendix A
Derivation of the domain wall
profile
In this appendix we derive the domain wall profile in the absence of the DMI. We
consider equation (2.15),
sin 2 θ0 − 2λ2B,N
d2θ0
dy2
= 0. (A.1)
To solve this differential equation we multiply by −∂θ/∂y, to obtain
2λ2B,N
∂θ
∂y
d2θ0
dy2
− ∂θ
∂y
sin 2 θ0 = 0. (A.2)
We note that the above equation can be written as a total derivative
0 = λ2B,N
∂
∂y
(
∂θ
∂y
)2
+
1
2
∂
∂y
(cos 2 θ0) =
∂
∂y
(
λ2B,N
(
∂θ
∂y
)2
+
1
2
(cos 2 θ0)
)
, (A.3)
so that the term under the y derivative must be a constant,
λ2B,N
(
∂θ
∂y
)2
+
1
2
(cos 2 θ0) = C. (A.4)
The constant C is determined by the boundary conditions. The magnetisation far from
the wall is aligned along the z direction, i.e. θ = 0. Also, the magnetisation does not
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vary far from the wall, so the boundary conditions,
θ(y = −∞) = 0;
∂θ
∂y
∣∣∣∣
y=−∞
= 0,
(A.5)
result in C = 1/2.
Using the trigonometric relation 1
2
(cos 2θ − 1) = − sin2 θ, we obtain
λ2B,N
(
∂θ
∂y
)2
− sin2 θ = 0, (A.6)
from where the important relation
∂θ
∂y
= ± 1
λB,N
sin θ (A.7)
is found. This equation determines the sense of rotation of the domain wall, in the
absence of the DMI the energy of the domain wall is degenerate with respect to taking
the plus or minus sign, which means that the enegy is degenerate with respect to the
chirality of the wall.
The solution to the differential equation (A.7) is found by integrating∫
dθ
sin θ
=
∫
dy
λ
(A.8)
from where the domain wall profile, equation (2.16) is obtained,
θ0(y) = ±2 arctan
[
exp
(
y − Y0
λB,N
)]
. (A.9)
Appendix B
Perturbation theory
In this appendix we present the correction to the frequency when the DMI and the
dipolar term in the centre of the wall are treated as a perturbation to the magnetic
Hamiltonian. We use as the scattering basis the travelling modes,ξloc, equation (3.19),
and repeat the procedure used to calculate the correction using the localised modes,
(see equations (3.30) and (3.31)). The corrected frequency is
ΩDtr,a =
2γ
Ms
[
±piDkx
2
f(ky)(1 + sech(pikyλ)) + (Ko +K⊥)
√
ωk
(
ωk − κ+ piD
2(Ko +K⊥)λ
f(ky)
)]
ΩDtr,b =
2γ
Ms
[
±piDkx
2
f(ky)(1− sech(pikyλ)) + (Ko +K⊥)
√
ωk (ωk − κ)
]
,
(B.1)
where
f(ky) =
1 + 2k2yλ
2
1 + k2yλ
2
. (B.2)
Unlike the correction to the localised modes, in this case we have four possible frequencies.
This is related to the fact that the DMI lifts the degeneracies for both directions of
propagation. In figure (3.12(a)) we present the dispersion relation as a function of ky
and kx. We observe that in addition to the non-reciprocity found in the kx direction,
there appears two frequency sheets. These sheets correspond to the to the lifting of the
degeneracy in the ky direction. They are symmetric with respect to ky = 0. For the
travelling modes there is a clear distinction of the direction in which the domain wall
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Figure B.1: The eigenfunctions of the Po¨schl Teller potential that describe the
domain wall are shown in the inset of the figure and correspond to the case D = 0.
For a finite value of the DMI, D = 1.8 mJ/m2 a hybridisation of the modes can be
observed. The hybridisation is stronger in the vicinity of the wall
varies. This is a hint that the domain wall reflectionless feature is lost. This effect is
discussed in Chapter (4).
To analyse the last statement in more detail, propagation only along the (y) direction is
considered and perturbation theory is applied to calculate the corrected eigenfunctions.
As the degeneracy in the (x) is not considered, it is necessary to take the two families
of solutions as the unperturbed basis. The only term that remains for this direction of
propagation is (D/λ) sech(y/λ). The corrected eigenfunction is given by,
ξcorr = ξloc +
∑
k
〈ξk|D sech(y/λ)|ξloc〉
ωk
ξk. (B.3)
In figure (B.1), we present the calculation of equation (B.3) for D = 1.8 mJ/m2. When
D = 0 there are two eigenfunctions for the Po¨schl Teller potential that describes the
domain wall, presented in the inset of figure (B.1). However, for a finite DMI the two
families hybridise.
Appendix C
Taylor expansion of the energy
functional
In this appendix we derive the spin wave Hamiltonian , equation (4.3), from the energy
functional, (4.1). We consider small fluctuations (δθ, δφ) and expand the energy in
a functional Taylor series around them using the equilibrium state given by (θ0, φ0).
We assume a one dimensional system depending on x a generalisation to more spatial
dimensions is immediate. The Taylor functional expansion is [130]
E[θ0 + δθ, φ0 + δφ] = E[θ0, φ0]+
+
∫
dy′
δE
δθ(y′)
∣∣∣∣
θ0,φ0
δθ(y′) +
∫
dy′
δE
δφ(y′)
∣∣∣∣
θ0,φ0
δφ(y′)+∫
dy′dy′′
δ2E
δθ(y′)δφ(y′′)
∣∣∣∣
θ0,φ0
δθ(y′)δφ(y′′)+
+
1
2
∫
dy′dy′′
δ2E
δθ(y′)δθ(y′′)
∣∣∣∣
θ0,φ0
δθ(x′)δθ(y′′)+
1
2
∫
dy′dy′′
δ2E
δφ(y′)δφ(y′′)
∣∣∣∣
θ0,φ0
δφ(y′)δφ(y′′)+
+ · · · (C.1)
The first term on the right hand side is the energy due to the equilibrium configuration,
it corresponds to equation (2.17). The second and third terms vanish as these are the
equilibrium conditions that allowed us to find the domain wall profile. They correspond
to the Euler Lagrange equations (2.14). The last three terms on the right hand side
give the second order contribution to the energy, the spin wave contribution.
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We consider the magnetic energy of the system and expand it up to first order in
fluctuations, (δθ, δφ). It is convenient to treat each energy term separately. For clarity
we only analyse the one dimensional case as the generalisation to more spatial dimensions
is immediate.
The isotropic exchange interaction is given in spherical coordinates as
A = A
[(
∂θ
∂y
)2
+ sin2 θ
(
∂φ
∂y
)2]
, (C.2)
The angles (θ, φ) have a stable part (θ0, φ0 and fluctuations (δθ, δφ). After performing
the trigonometrical expansion of the terms, neglecting the terms that are quadratic in
the fluctuations and the terms that only contribute to the static energy
δA = 2A
[
∂θ0
∂y
∂δθ
∂y
+ sin2 θ0
∂φ0
∂y
∂δφ
∂y
+ δθ cos θ0
(
∂φ
∂y
)2]
(C.3)
.
We separate the δθ(y) and δφ(y) terms and take the functional derivative with respect to
δθ(y′) and δφ(y′) to calculate the second order terms in the Taylor expansion, equation
(C.1)
δA
δθ(y′)
= 2A
[
∂θ0
∂y
∂δθ/∂y
δθ(y′)
+
δθ(y)
δθ(y′)
sin 2θ0
2
(
∂φ
∂y
)2]
. (C.4)
We use the following identities [130],
δu(y)
δu(y′)
= δ(y − y′);
∂δu(y)/∂y
δu(y′)
=
∂
∂y
δ(y − y′),
(C.5)
to obtain
δA
δθ(y′)
= 2A
[
∂θ0
∂y
∂
∂y
δ(y − y′) + δ(y − y′)sin 2θ0
2
(
∂φ
∂y
)2]
. (C.6)
We repeat the procedure to get the second order derivative
δ2A
δθ(y′)δθ(y′′)
= 2A
[
∂
∂y
δ(y − y′′) ∂
∂y
δ(y − y′)− δ(y − y′)δ(y − y′′) cos 2θ0
(
∂φ
∂y
)2]
.
(C.7)
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For the δφ part the second order derivative is
δ2A
δφ(y′)δφ(y′′)
= 2A sin2 θ0
∂
∂y
δ(y − y′′) ∂
∂y
δ(y − y′) (C.8)
We insert the second order derivatives calculated, equations (C.7) and (C.8) in the
Taylor expansion, equation (C.1).
1
2
∫
dy′dy′′
δ2EA
δθ(y′)δθ(y′′)
∣∣∣∣
θ0,φ0
δθ(x′)δθ(y′′) +
1
2
∫
dy′dy′′
δ2EA
δφ(y′)δφ(y′′)
∣∣∣∣
θ0,φ0
δφ(y′)δφ(y′′) =
1
2
∫
dy 2A
[(
∂δθ
∂y
)2
− δθ2 cos 2θ0
(
∂φ
∂y
)2
+ sin2 θ0
(
∂φ
∂y
)2]
.
(C.9)
We now insert the stable domain wall profile, equation (4.2).
The same procedure is repeated for the effective anisotropies. We note that the mixed
partials for these energy terms are identically zero. We then calculate the DMI term to
obtain,
δE = (Ko +K⊥)
∫
dy δθ [−λ2∂2y + 1− 2 sech2(y/λ)] δθ
+ δφ
[
−λ2∂2y + 1− 2 sech2(y/λ) +
D
λ(Ko +K⊥)
sech(y/λ)− K⊥
Ko +K⊥
]
δφ, (C.10)
which is the same as equation (4.3) in Chapter 4 when the definition VP (y) = 1 −
2 sech2(y/λ) is considered. It is important to note that with this unidimensional
calculation, only in the direction perpendicular to the plane of the wall the non-
reciprocity cannot be obtained. The mixed derivatives are not zero for the DMI term.
The consideration of the x direction results in a term that contains a derivative with
respect to x from where the non-reciprocity appears.
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