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Abstract-A class of cubic spline estimators of probability density functions over a finite interval are
considered in this paper. Theprecise asymptotic behaviorof the biasandcovariance of suchestimators is
obtained in theinterior of the interval.Theestimators areshown to be asymptotically normally distributed.
The properties of these estimators are compared with those of kernel estimators. The kernel and spline
estimators arecompared insome Monte Carlo simulationsas well as intheanalysis of some dataobtained in
turbulent wind flow.
I. INTRODUCTION
Particular examples of spline functions have been used for years but it was I. J. Shoenbergwho
singled out their particular structurefor special studyand named themin the middle of 1940's [6].
From 1960 on they have attracted wide attention. After more than ten years in the hands of
analysts , the ideaof splines hasbeengeneralized andapplied in many fields suchas interpolation,
approximation and differential equations. In 1970, Boneva, Kendall and Stefanov proposed
"histosplines" in a density estimation [2]. This appears to have been the first time spline-like
techniques have been proposed in density estimation.
Here we propose a rather traditional appraoch to density estimation via splines. We restrict
our attention to the equal-spaced cubic spline for its simplicity. It can be generalized to quintic
splines but the analysis of thesewould require more labor. In Section 2, a statementof the results
on bias,covariance and asymptotic distribution is given. The derivation of these results is given
in Section 3. And in Section 4 we try to compare spline estimation with kernel type estimation
both theoretically and numerically in terms of a number of examples. The results obtained are
new and give detailed information about the fine structure of the spline estimates due to
"binning".
2. STATEMENT OF THE RESULTS ON BIAS, COVARIANCE
AND ASYMPTOTIC DISTRIBUTION
Let f(x) be a continuous density function on[O,I]. Suppose that XI, X2, ••• , Xn are
independent, identically distributed random variables with density /. Consider
where F, (x) is the sample distribution function and h = 1/N is thebinsize. Let s, (x) be thecubic
spline interpolator of F; with knots at the points Xj = j IN, j =0, I, ... , N with/(0) = S ~(O) = Y~,
/(1) = S ~(I) = YN. Notice that s; (x) also depends on N. Thederivative of the spline interpolator
'( ) _ AI (x - xd2 M (x - Xi_I)2 h (M At ) 1 ( )
Sn X --lVll -1 2h + i 2h 6 i- I- I +h Y'-Yi -I
when x E [Xi-I , Xi] where
Mi = S ~(x;}
(2)
(3)
(see[1] p, 10), and S ~(x) is usedas the estimator of /(x ). Atthispointweshallgivestatements of a
number of the results on bias and covariance. The proofs given later are for the boundary
conditions for the spline /(0) = S ~(O), /(0 = S ~(1) cited above. However, simple modifications of
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the proofshowthat the resultsare still valid with anyotherconventional boundary conditions for
cubic splines, for example, if
s ~(O) =0 = s~(l)
or if one has periodic boundary conditions for the cubic spline (see "Asyrnptotics and
representations of cubic splines" an ONR report of Rosenblatt).
The first result concerns bias and is a direct consequence of a result of Rosenblatt [4]. We
introduce the following notation for convenience
0'= V3-2
1
r = Ii (x - Xi-I).
Theorem 1: Let 1 E C3[0, 1] (continuously differentiable up to third order). Then the bias
(4)
bn(X) = Es~(x)- I(x) = t3~\X) {* [(Xi -xt- (Xi-l- xt] - h[(xi - X)2_ (Xi_t-X)2]+O(h 3)} (5)
=t:\X) h3{(l- rt - r4 - (1- r)2+ r2+ 0(1)}
if 0 < X< 1 is fixed andx E [Xi-I, x;] (that is, Xi -I = [Nx]/N where [y] is the greatest integer less
than or equal to y) as N -+ 00. The following result on asymptotic behavior of the variance is
obtained.
Theorem 2. Let 1be continuous on [0, 1] . The variance 01thespline estimator s ~(x) of f(x) is
then given by
f(X)A(r)+O(~) .
nh n
if 0 < x < 1 is fixed and nh -+ 00, h -+0.
Here
3(1-0')( 2 1) 9(1-0')2[( 2 1)2A(r)= 1- 2r -2r+- +- -- 2r -2r+-2+ a 3 4 2+ a 3
[( 2 1) (1 2)]2 1 [( 2 I) I (I 2)J2 0'2 J+ r -3 +0' 3-(1-r) 1-0'2+ r -3 +; 3-(1-r) 1-0'2
(6)
(7)
Notice that A '(0)= A '(1) = O.
In Fig. 1,the function (1- rt - r4 - (1- r)2 + r2that describes the asymptotic behavior of the
biasis given over the rangeO:s r :s 1.Thefunction A (r) that determines the asymptotic behavior
of the variance is represented in Fig. 2.
Fig. I. Bias andthefunction (1 - ,t- ,.- (1- ,)2 + ,2.
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Fig. 2. Variance andthefunction A(r).
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Onecan show that s ~(x), s ~(y) are asymptotically uncorrelated if x, y are fixed and not equal
when nh~ 00, h~O. However, a more detailed resulton the behavior of the covariance isgiven in
the following theorem.
Theorem 3. Consider x, y fixed with 0< x, Y< 1. Let Xi-! = [Nx]/N, Xj -I = [Ny]/Nand
d=i-j. Set rl=h- ' (X-Xi-I), r2=h~' (y-Xj_I)'
Then
cov[s~(X) , s~(y)l = n~ ~f(x) {[(r,2-D(r/-D
(I )(I )] [ 12u1dl+ l ]+ 3" - (l - rl)2 "3 - (l - r2)2 . 61dlu1dl - 1_ u 2
+ (r 12 - DG-0- r2)2) [61 d + IJU1d+ll - 12t~d:l~+IJ
+ (r/-1) G-O- rl) [61d -lluld- II_12t~d~~+IJ}
+f~~)V; [(r/ -D(u1d-ll_ u ldl)+G-0- ri) (u1dl- u1d+11)]
+ 8d.On~ f(x) +o(~)
as nh ~ OO, h -s-O, (8)
Theorem 4.Given a finite number of fixed distinct points 0 < XI, X2 , . . . ,Xm< I, the estimates
s ~(X l)' . .. , S ~(Xm) are jointly asymptotically normal and independent with biasgiven by (4) and
variance given by (8) if nh~ 00 , h~ O.
3. PROOFS OF THE RESULTS ON ASYMPTOTIC BEHAVIOR OF THE ESTIMATES
We shall first give the proof of theorem 2 which describes the asymptotic behavior of the
variance of s ~(x). The computations involved in the proof of Theorem 3 (involving the
covariance) are similar but somewhat more involved.
Proof of Theorem 2: We first note that
(9)
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dj = :2 (Yi+l - 2Yi+Yj-I),j = 1,... , N - 1
(10)
and AZ/ is the (i, j) entry of A-\ with the
2 1
I 2 \'2 '2
I 2 \ 0A= '2 '2
0 I 2 1'2 '2
1 2
(see[l] p. 11). Notationally let
Then
where it is understood that
Y-I = YI - 2hyb
YN+I = YN-l +2hy;",
To further simplify notation let
Then using (12), (13) and (15) we find that if x E [Xi-I, x;J
(3 N 1)var (s ~(x)) = var Ii'-~ ai.i isr; - ilFn.i- l ) +Ii ilFn.i-1
9 [N 2
= h4 k ai,dvar (ilFn,i)+var (ilFn.i- I ) }
\-0
+2 ~ ai,iaik {cov (ilFn,i, ilFn,k) +cov (ilFn,i-1, ilFn,k-I)}]O:Sij~S.N
1 18 [N-I
+Ii'- var (ilFn,i -I) - h 4 ~ ai,iai,i + I var (ilFn,i)
+2 ~ (ai,iai,k+l +ai,i+lai,d cov (ilFn.i, ilFn,k)
O:Sij<ftN-t
(11)
(12)
(13)
(14)
(15)
+ (ai,i-I - ai,i) var (ilFn,i-l)l (16)
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However, only the terms in the ungainly expression above involving variances make a major
contribution asymptotically as one can see from the following remarks on the sample
distribution. Since
cov (Fn(x), Fn(x'» =1. [F(min (x, x'» - F(x)F(x')]
n
we have
and
var (~Fn.i) =*~F(~) +0(:2).
Here it is to be understood that F(x) = It j(u)du and ~F(i/N) = F(i/N) - F((i -I)/N).
Using (16), this implies that
The elements of A -I (see[I], p. 38) are given by
(17)
(19)
(20)
(21)
with a =V3 - 2, A Z/ = A IJ, 0< i,i < N and A Z/ =A "lJ-i,N-J' For all i,i, IA Z/I .s 0·31l-J 1 and for
any given e > 0 and
it follows that A Z/ is to the first order
where
Using (23), for i,i in the range (22)
i j
e < - -<I-eN'N
ai,J -ai,J+I
(22)
(23)
(24)
(25)
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~Fe ~1) = [(x)h +0(h 2)
(26)
Since cr 2k damps out exponentially and f is continuous, by using (24) in the summations in
formula (26) we obtain the final result (6),
Proof of Theorem 3: In looking at the asymptotic covariance of 5 ~(x), 5 ~(y), consider
x E [Xi-I, X;], YE [Xk-I, xd with i - k = d withd fixed as nh~ 00, h ~O, Thisis reasonable, since
we shallsee, 5 ~(X), 5 ~(y) are asymptotically uncorrelated as nh~ 00, h ~ 0, if x, yare fixed with
X -:I y. Using arguments similar to those given in Theorem 2 one has
cov [5 ~(x), 5 ~(y)] = :4~ (ai,j - ai,j+l) (ak,j - ak,j+l) var(~FnJ
1 3+JliCOy (ilFn,i-I, ilFn,k-l) + h 2 {(ai,k-l - ai.d var (ilFn,k-l)
+(ak.i -I - ak,i) var (~Fn,i -In +0(*). (27)
By (25) it is seen that
Let
Then
(28)
(29)
B(d) =L Aj(i, k) =B (-d) = Idlcr1dl (1- a -I) (1- rr)+2cr 1dl(1 - o )2/(1- cr 2) . (30)
j
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We similarly have
~ Aj(i -1, k -1) = ~ Aj(i, k) = B(d)
J J
L Aj(i, k -1) = B(d +1)
j
and
L Aj(i -I, k) = B(d -1).
j
By using the fact that
. _. = h {( 2_!)( Ik-I-il_ Ik-il)+(!_(I_r)2)( Ik-il_ Ik-i+II)}
a"k-I a"k 2(2 + IT) r, 3 IT IT 3 1 IT IT
and previous estimates the conclusion of Theorem 3 follows.
Let us now establish the asymptotic normality of the estimates s ~(x).
Proof of Theorem 4: For convenience let
{
I if U < Xk -s v
Ik(u,v)= otherwise.
Then
'() 1 ( ) ~ 3ai,j [ 2 ]
s n X = Ii Yi - YH +~ fiT Yj+1 - Yj +YH
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(31)
The termsinvolving Y-h YN+I are negligible asymptotically compared to the others andthat will be
made use of in the following discussion,
Let
Then
n
s~(x) =~ z.
k~1
with the Zk's independent and identically distributed. Now
and
since
(see formula (15) and A Z/ as explicitly given in [1] p. 39).
Therefore
(32)
(33)
(34)
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since IZk I is bounded by a constant multiple of l/nh. Hence
and this together with (33), (34) imply
Since a2[s~(x)]= C/nh for some constant C,
n
~1 EIZk- EZkj3
a[s~(x)]3 = 0(1)
and an application of Liapounov's central limit theorem gives us the desired result for s~(x). A
trivial modification of this argument yields the result for asymptotic joint normality and
independence of S~(Xl), ... , S~(Xm).
4. COMPARISON OF KERNEL AND SPLINE ESTIMATES
Let us briefly recall some properties of kernel estimates. Assume that w is a bounded
integrable weight function with integral one and that XI, ... .X; are independent, identically
distributed random variables with common density I(x). A kernel estimate based on w with
bandwidth h(n) is given by
1 n (X - )() J1 (X - U)/n(x) = nh(n)~ w hen) = hen) w hen) dFn(u) (35)
where F; is the sample distribution function. If f is bounded and continuous the variance
(36)
as nh(n) .... oo and h(n) .... O. Further, if I is twice continuously differentiable with bounded
derivatives and f u2Iw(u)1 dn <00 then the bias
bn(X) =Eln(x)- I(x) =h~)2 !"(x) fu2w(u) du +o[h(nn (37)
Also if I(x) > 0, In(X) - I(x) is asymptotically normally distributed withmeanzero and variance
given by (36) (see[5] for details).
Notice that in terms of the order of magnitude of the variance (and covariance) spline and
kernel estimates have the samebehavior as can be seen from formulas (6) and (36). The bias of
the spline (4) appears to be of smaller magnitude than that of the kernel estimate. But we can
thinkof formula (37) beingcharacteristic for non-negative weight functions w. If we allow weight
functions w for which the first three moments are zero (w must then take on some negative
values), we will get an asymptotic behavior of the bias, if I is smooth enough, as least as goodas
that of the spline estimate. Notice that splines may take on negative values occasionally (when
data is sparse).
However, one should carefully notice that the spline estimate hasa detailed fine structure[see
formulas (4), (6) and (8)] even asymptotically. Fromthat pointof view its asymptotic structure is
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more complicated than that of the kernel estimate. Let us be explicit in the simplest case of the
bias of the spline. In formula (4) of Theorem 1, the function
where
for x E [Xi-I, xd appears as the fine structure factor. Clearly, in formulas (6) and (8) of Theorems
2 and 3 the fine structure factors are more complicated.
Oftenone takes the weight function w of a kernel estimate to be bandlimited, say to (- t ~),
and then the estimates In (x), In (y) are asymptotically independent if separated by more than
h(n). However, oneneeds a somewhat broader separation inthe caseof a spline estimate for this
to happen as can be seenfrom formula (8) and Table 1.This, of course, reflects the fact that the
spline estimate smooths the data in a more global manner than does sucha kernel estimate (also
see Boneva, Kendall and Stefanov [2]).
Anumber of Monte Carlo simulations werecarried out using P. Lewis'package for generating
pseudo-random numbers [3]. In each of these simulations 401 random numbers were generated.
We give examples of generation from
1. uniform distribution
2. normal distribution
3. two superimposed triangular distributions.
In eachof these we generate a kernel estimate of the density function basedon Epanechnikov's
weight function
w(u) = {3(l- x 2)j4 if .lxl:51
o otherwise
anda spline estimate of the density function. These aregiven in Figs. 3-6.Notice thatgenerally in
thesegraphs the fluctuations of the kernel estimate and the spline estimate in magnitude are the
same. However, the spline estimate is smoother over a range larger than the bandwidth. Spline
Table I. The covariance function D = j - i. R, = (x - x,)/h, R2 = (y - xj)/h.
D= D R2= 0.1667 R2= 0.3333 R2= 0.5000 R2= 0.6667 R2= 0.8333
R1= 0.1667 1. 039637E 00 1 .124466E 00 1.101175E 00 9.697651E-01 7.302354E-01
R1 = 0.3333 1.124466E 00 1.310470E 00 1.346688E 00 1. 233120E 00 9.697651E-01
R1= 0.5000 1. 101175E 00 1. 346688E 00 1. 428525E 00 1. 346688E 00 1.101175E 00
R1= 0.6667 9.697651E-01 1. 233120E 00 1. 346688E 00 1.310470E 00 1. 124466E 00
R1= 0.8333 7.302354E-01 9.697651 E-01 1.101175E 00 1.124466E 00 1. 039637E 00
0= I R2= 0.1667 R2= 0.3333 R2' 0.5000 R2= 0.6667 R2' 0.8333
R1= 0.1667 3.031611E-02 1.266032E-01 2.563839E-01 4.196582E-01 6.164262E-01
R1= 0.3333 -2.230762E-01 -1.873926E-01 -6.837567E-02 1.339746E-01 4.196582E-01
R1 = 0.5000 -3.775907E-01 -3.853630E-01 -2.822913E-01 -6.837567E-02 2.563839E-Ol
R1 = 0.6667 -4.332275E-01 -4.673079E-01 -3.853630E-01 -1.873926E-01 1. 266032E-01
R1= 0.8333 -3. 899864E-01 -4.332275E-01 -3.775907E-01 -2.230762E-01 3.031611E-02
D= 2 R2= 0.1667 R2= 0.3333 R2= 0.5000 R2= 0.6667 R2= 0.8333
R1= 0.1667 -7.842418E-02 -9.872056E-02 -1.042741 E-01 -9.508468E-02 -7.115242E-02
R1· 0.3333 4.679060E-02 3.824557E-02 1.175135E-02 -3.269207E-02 -9.508468E-02
R1· 0.5000 1.277767E-01 1.277767E-01 8.910162E-02 1.175135E-02 -1.042741 E-01
R1 = 0.6667 1.645343E-01 1.698730E-0l 1.277767E-01 3.824557E-02 -9. 872056E-02
R1 = 0.8333 1.570631 E-01 1.645343E-01 1.277767E-01 4.679060E-02 -7.842418E-02
0= 3 R2= 0.1667 R2- 0.3333 R2= 0.5000 R2- 0.6667 R2' 0.8333
R1= 0.1667 3.985079E-02 4.381449E-02 3.747277E-02 2.082562E-02 -6.12694lE-03
R1= 0.3333 -9.058856E-03 -7.041555E-03 -1.388375E-03 7. 900685E-03 2.082562E-02
R1- 0.5000 -4.136556E-02 -4.080754E-02 -2.748181 E-02 -1.388375E-03 3.747277E-02
R1= 0.6667 -5.706931E-02 -5. 748346E-02 -4.080754E-02 -7.041555E-03 4.381449E-02
R1· 0.8333 -5.617012E-02 -5.706931E-02 -4.136556E-02 -9.058856E-03 3.985079E-02
0= 4 R2= 0.1667 R2= 0.3333 R2= 0.5000 R2= 0.6667 R2= 0.8333
R1- 0.1667 -1.572537E-02 -1. 639230E-02 -1.259505E-02 -4.333645E-03 8.391932E-03
R1= 0.3333 1.495212E-03 1.027650E-03 -9. 968083E-05 -1.886779E-03 -4.333645E-03
R1 = 0.5000 1.299378E-02 1.269474E-02 8.330249E-03 -9.968083E-05 -1.259505E-02
R1 = 0.6667 1.877032E·02 1.860896E-02 1.269474E-02 1.027650E-03 -1.639230E-02
R1= 0.8333 1. 882485E-02 1.877032E-02 1. 299378E-02 1. 495212E-03 -1.572537E-02
0= 5 R2= 0.1667 R2= 0.3333 R2= 0.5000 R2= 0.6667 R2= 0.8333
Rl- 0.1667 5.566044E-03 5.638867E-03 4.059246E-03 8.271808E-04 -4.057328E-03
R1 = 0.3333 -1. 508853E-04 -4.515488E-05 1.530996E-04 4.438782E-04 8.271808E-04
Rl= 0.5000 -3.993431 E-03 -3.873239E-03 -2.491062E-03 1.530996E-04 4.059246E-03
R1= 0.6667 -5.961594E-03 -5.845385E-03 -3.873239E-03 -4.515488E-05 5.63886 7E-03
R1= 0.8333 -6.055373E-03 -5.961594E-03 -3.993431E-03 -1. 508853E-04 5. 566044E-03
C.A.M.W.A.. Vol. I, No.2-F
232 KEH-SHINLn and M. ROSENBLATf
r--r-r--r-r--r-.--r-.--r-+--,--,...--r-,...--r-,...--r-~I-,----,
Fig. 3. Monte Carlo simulation from a uniform distribution. Kernel estimate (a) with bin size 1/10. Spline
estimate (b)with cellsize 115. )' ~. )';,estimatedbytwocellwidth.
a
Fig. 4. Monte Carlo simulation from a standard normal on (-1, 1). Kernel and spline estimate as in Fig. 3
except that y~ andy /.;arespecified.
Fig. 5. Monte Carlo simulation from half the sum of two triangular densities with base length 2 and 0,4,
respectively. Spline S andkernel 0 estimates ofthedensityfunction.
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Fig. 6. Monte Carlo simulation from half the sum of two triangular densities with base length 2 and 0·2
respectively.
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estimates do seem to work very effectively in smoothing data that is already fairly regular.
However, splines seem to have a marked disadvantage relative to a bandlimited kernel in
following rapidly changing data as is indicated in Figs.5 and 6 of the estimatesof a superimposed
triangular. Notice the undershooting lobes in the splineestimateon either side of the peak in the
density function. This might be explained by the character of the covariance function of the
spline (8).
Wehavealsoanalyzedsomedata that was very kindly given to us by Dr. Wyngaard. The data
was alreadyconsidered in an articleof Tennekesand Wyngaard [7]. It consistsof readings of the
derivative of a turbulent wind velocity (in a fixed direction) taken on the Kansas plains and
sampled 3200 times per second for roughly an hour. We estimatedthe probability density of the
wind velocityderivative using kernel and spline estimates and in this way it was different from
that given in[7]. The data was alreadybinned. The graphof estimatesare given for the left tail of
the density of - (au/at) (u the velocity and t the time)in three sections, Figs. 7-9. Notice that
even where the spline is a good estimate there appears to be a series of small oscillations which
may be due to the fine structure. It is curious that here the kernel estimate (based on a
triangular-like weight function) appears to be smoother than the spline. Also, as we get far out
into the tail (and closer to zero) one has the impression that the spline can show much greater
instability than the kernel estimate.
Wegivea more detailed description of the turbulence data. The original data is formed into a
histogram by combining 12 horizontal units into one bin.The left tail containsdata from the -31st
bin to the -337th bin.The horizontal scale has the standard deviation (J' = 114·65193175 units or
(J'/12 bins.The verticalscale is the usualone after takinga logarithmic transformation of the data.
If the observation or the fitted value is less than or equal to zero, we set it equal to 9·1. The
histogram is denoted by +. The kernel type fit is the peicewise linear curve denoted by X. The
weight function used here is
{
Hf Ixl s ~
w(x)= ~ inslxls~
ootherwise
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Fig.9.
Figs. 7-9. Estimation of left tail of theprobability density of turbulentwind velocity derivative. Turbulent
Reynold'snumber .. 8000. Histogram,kernel andtwo spline estimates.
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andthe bandwidth is 3bins. The spline fit with cell-width equal to onebinis the oscillatory curve
without any symbol on it. The boundary condition is of Boneva-Kendall-Stefanov type, that is
yZ = y;' =: O. Thespline fit with cell-width equal to 2 bins is the thick curvedenoted by 5. We also
try to fit thedata with an exponential function f(x) = A e-Blx1c by a leastsquares technique using
the data from - 32nd bin to -192nd bin. The procedure is as follows. Given
log f(x) = log A - B Ixlc
d~ logf(x) = -BClxIC - t
minimize L [ - a log I(x;) +Ix;I (d/dx) (log I(x;)) +I3f and take ex as the estimate of C, 13 as the
estimate of C log A, and B as estimated by
where we approximate (d/dx)(log f(x;)) by [log !(X;+I)-log !(x;-.)]/2. The smooth curvedenoted
by 8 is the fitted curve loglO(A e-B lx IC). The estimated values of A, Band C are A = 0,74,
B = 4·2, C = 0·41.
Kolmogorov and Obukhov suggested that the rate of energy dissipation in high Reynold's
number turbulence would have a log normal distribution and this was later predicted in a
statistical model of Yaglom [8]. The interest in estimating the probability density of the velocity
derivative is in part motivated by a desireto see to whatextent thisprediction is consistent with
experimental data.
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