We investigate solutions to nonlinear operator equations which are difficult to investigate with variational methods and obtain some abstract existence results by topology degree methods. These results apply to ordinary differential systems with impulsive effects satisfying nonlinear boundary value conditions, and we obtain some new results.
Introduction
We are interested in the problem In this paper we also denote N(x) and M(x) by Nx and Mx, respectively, when there is no confusion. We will first investigate (.), and then as applications we investigate ordinary differential systems satisfying nonlinear boundary value conditions including (.)-(.).
In particular, we will investigate differential systems with impulsive effects. Let X be a real infinite-dimensional separable Hilbert space with norm · and inner product (·, ·). We will also use the following assumptions:
there is an >  and some r >  such that
We will give the proof in the next section, and now we return to a discussion of the problem at the beginning of the paper. Let | · | denote the usual norm in R m for positive integer m. We need the following assumptions:
for all (t, x) ∈ [, ] × R n with |x| ≤ r for some r > .
are continuous and bounded.
We will also use the index (ν s ,π (B), i s ,π (B)) concerning the following systems: Proof We only give the proof for the case that there exists >  such that B  ≥ I n , B  ≥ I n . The complete proof will be given in Section  as a special case of a more general re-
for small > ) holds. In fact, for any > , there exists δ ∈ (, ) such that
It follows that The proof of Theorem . will be given in Section  and in Sections - we will investigate its other applications. Especially we will investigate differential systems with impulsive effects [-], which is not easy to investigate by variational methods. In the Appendix we recall some useful results concerning the index theory for linear self-adjoint operator equations in [] which will be used in other sections.
Proof of Theorem 1.1
In this section we will prove Theorem .. We need two lemmas about the Leray-Schauder degree. Suppose X is a Banach space and ⊂ X is a bounded open set. T : → X is compact and x-Tx is not zero for all x ∈ ∂ , so the Leray-Schauder degree deg(Id -T, ) ∈ Z is defined. We have the following well-known lemmas. 
Let be an open bounded subset of X with
Because y j Y = , {y j } is bounded in X. We may assume y j y  in Y and y j → y  in X for some y  ∈ Y by going to subsequences if necessary. Further we claim
Because X is separable, there exists a countably orthonormal basis {e j } ∞ j= . Since {B(x j )e  } is bounded in X, we have B(x j  (i) )e  ξ  in X, where j  (i) is a subsequence of the positive integer sequence. Now {B(x j  (i) )e  } is also bounded, again there exist a subsequence j  (i) of j  (i) and ξ  ∈ X such that B(x j  (i) )e  ξ  . Repeating this process and using the standard diagonal process, there exists a subsequence
for any y ∈ X. Further we assume λ j → λ  . Taking the limit in (.) and considering (.) and (.) yield 
. Hence, (.) has one solution.
Further assume (N  ) and (M) hold. To obtain a nontrivial solution of (.), we claim that the following problem:
We have
where
By Lemma ., in order to prove (.) we need only to show that ker(
In fact, assume ker( 
Similarly,
is odd. Therefore (.) has one solution x with x Y ∈ (r, R]. 
Remark As M(x) = , (.) reduces to the equation

Ax = N(x).
When Y = D(|A|
Applications to first order Hamiltonian systems
Consider the following problem:
where We also make the following assumptions: 
, and 
Multiplying the equation with the integral factor e -Jμ  t and integrating over [, t] , we can get
Considering (.)-(.) yields
where, as  ≤ s ≤ t ≤ ,
and
It is easy to see that
some ρ >  and (M  ) implies (M). Hence Theorem . follows from Theorem ..
As an application of Theorem . we investigate the following second order Hamiltonian systems: 
and if (V  ) holds, then Next we discuss the probleṁ 
where we choose μ  <  such that the operator A  is invertible, the matrix (e Jμ  -P) is also invertible and B  -μ  I n ≥ I n , B  -μ  I n ≥ I n . Then A  is an unbounded self-adjoint and invertible operator in X with
Similar to the proof of Theorem ., if x = x(t) is a solution of (.) and (.), then
Considering the boundary value condition (.) yields
Then the problem (.) and (.) is equivalent to
where 
Applications to second order Hamiltonian systems
We discuss the problem
Multiplying the integral factor e t and integrating over [, t], we can get
Multiplying the integral factor e -t and integrating over [, t] again yields
Considering (.)-(.), we get the following system:
The system is equivalent to 
Applications to first order Hamiltonian system with impulses
We first consider the following first order Hamiltonian system with impulses: 
