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LOCAL AND GLOBAL ROBUSTNESS IN SYSTEMS OF POLYNOMIAL
EQUATIONS
B. PASCUAL-ESCUDERO, E. FELIU
Abstract. In this work we consider systems of polynomial equations and study under what
conditions the semi-algebraic set of positive real solutions is contained in a parallel translate of
a coordinate hyperplane. To this end we make use of algebraic and geometric tools to relate the
local and global structure of the set of positive points. Specifically, we consider the local property
termed zero sensitivity at a coordinate xi, which means that the tangent space is contained in
a hyperplane of the form xi = c, and provide a criterion to identify it. We consider the global
property, namely that the whole positive part of the variety is contained in a hyperplane of the
form xi = c, termed absolute concentration robustness (ACR). We show that zero sensitivity
implies ACR, and identify when the two properties do not agree, via an intermediate property
we term local ACR.
The motivation of this work stems from the study of robustness in biochemical systems
modelling the concentration of species in a reaction network, where the terms ACR and zero
sensitivity are both used to this end. Here we have clarified and formalised the relation between
the two approaches, and, as a consequence, we have obtained a practical criterion to decide
upon (local) ACR under some mild assumptions.
1. Introduction
A crucial property of many biological systems is their capacity to maintain specific features
against environmental or structural perturbations. For instance, the concentration of certain
species in some biochemical systems stabilise to a fixed value upon changes in the concentrations
of the other species (a property commonly known as adaptation [1, 2, 16, 21]).
Formal investigation and characterization of this type of robustness resides in the study of
associated mathematical models at steady state, and on how the set of steady states depends on
the input conditions. In the deterministic setting, models based on differential equations take
the form dxdt = fk(x), where x ∈ Rn>0 is the vector of concentrations and k ∈ Rr>0 a parameter
vector. It is often the case that the dynamics of these systems are confined to invariant linear
subspaces of the form Wx = T for a matrix W ∈ Rd×n and T ∈ Rd, depending on the initial
condition. Then robustness can refer to variations with respect to (some of) the parameters k
of the system, or the parameters T defining the linear subspace. In this work we focus on the
latter.
Robustness is addressed following two different approaches: local or global. The global ap-
proach investigates the property of having identical concentration of a certain species at any
positive steady state for all values of the parameter under consideration. Global robustness with
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respect to T for a certain type of polynomial systems has been introduced in [16] and termed
Absolute Concentration Robustness (ACR). In that work, a sufficient simple criterion to decide
upon ACR for a (small) class of systems is presented. Further works [12, 14] explore ACR in
systems where fk(x) is polynomial, and the difficulty to establish a uniform criterion to deter-
mine whether a system presents ACR, emerges. The main problem resides in the study of the
zero set of fk(x) for x ∈ Rn>0, that is, of the intersection of the algebraic variety defined by fk(x)
with the positive orthant, for unknown k ∈ Rr>0.
The local approach focuses on the effect that a slight perturbation of the parameter has
on the value of the concentration of the species at steady state. When the perturbation is
infinitesimally small, then this corresponds to taking the derivative of the concentration of the
species at steady state with respect to the perturbation (to be formalized in Section 3). In
the context of biological systems, these derivatives are termed sensitivities and are commonly
employed to quantify the degree of robustness, mainly in metabolic analysis [4, 13, 17, 19, 20].
Full local robustness corresponds to the situation where the derivatives are zero, and we say
that the system has zero sensitivity in xi at a given steady state.
Motivated by these questions from the study of biological systems, we study robustness for
generic systems of equations g(x) = 0, x ∈ Rn>0, with g = (g1, . . . , gs) a vector of C1 functions,
intersected with linear subspaces Wx = T as above. We provide a simple criterion to decide
upon zero sensitivity with respect to T for arbitrary g. We analyse then the relation between
ACR and zero sensitivity in a variable xi when g is polynomial. We conclude that under certain
conditions, zero sensitivity is equivalent to a property we term local ACR: the system has local
ACR if and only if it has ACR in each irreducible component of g(x) = 0 that intersects the
positive orthant. Clearly, ACR necessitates local ACR, and therefore zero sensitivity is necessary
for ACR to occur. Furthermore, in many relevant cases, ACR and local ACR coincide.
Formally, let V be the set of positive real solutions to g(x) = 0. The system can only have
ACR with respect to xi if for every c, c˜ ∈ V, the difference ci − c˜i is zero. If c is non-singular
in the complex affine variety defined by g, then V is locally a differential real manifold, and
hence the system can only have ACR if for all non-singular points c, the i-th entry of any vector
tangent to V at c is zero. The latter is precisely the definition of zero sensitivity in xi.
Conversely, if the system has zero sensitivity in xi, the tangent space to the variety at every
point of V is contained in a hyperplane normal to the i-th canonical vector of Rn. Under certain
conditions on non-singularity of V, this happens for all (non-singular) points if and only if the
value of xi is constant in each irreducible component of V, that is, if and only if the system
displays local ACR with respect to xi. This is the intuition behind the following main result
(which is a version of Theorem 5.1):
Theorem. Let g(x) = (g1(x), . . . , gs(x)) be a polynomial function in Rn and W ∈ R(n−s)×n
of maximal rank. Denote by ∂g(x)∂x the Jacobian of g at x. Assume that V is not empty and that
all irreducible components of V contain a point that is non-singular in the complex affine variety
V defined by the equations g(x) = 0 and Wx = T for some T . Let I be the intersection of the
prime ideals defining the irreducible components of V. The following are equivalent:
(1) The system g(x) = 0 has local ACR with respect to xi.
(2) The system g(x) = 0 has zero sensitivity in xi at all non-singular points of V.
(3) The rank of (∂g(x
∗)
∂x )
i is smaller than s for all x∗ ∈ V.
(4) All (s× s)-minors of ∂g(x)∂x not involving column i belong to I.
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Statement (4) in the theorem above gives a criterion to decide upon local ACR and zero sen-
sitivity that can be checked using computational algebra software. However, the computational
cost will easily make the criterion impractical in the application to reaction networks, where g(x)
is typically parametric. In this specific framework, g(x) is of the form gk(x) = N diag(k)x
B,
with N ∈ Rs×n, k ∈ Rr>0 and B ∈ Rn×r. In this case, we obtain a result relating the matrices
N and B to the existence of local ACR for the whole family of systems obtained when varying
k. A simplified version of this result is the following (Theorem 5.3).
Theorem. Consider gk(x) = N diag(k)x
B, and W ∈ R(n−s)×n. Assume the hypotheses of
the theorem above hold for the set Vk of positive solutions to gk(x) = 0 for all k and define Vk
accordingly. The following statements are equivalent:
(1) For every k ∈ Rr>0, the system gk(x) = 0 has local ACR with respect to xi.
(2) For every k ∈ Rr>0, the system gk(x) = 0 has zero sensitivity in xi at all non-singular
points of Vk.
(3) All (s × s)-minors of the matrix Ndiag(v)Bt not involving column i are zero for all
v ∈ ker(N).
Importantly, statement (3) of the theorem gives an easy-to-check necessary condition for ACR,
valid whenever V has “enough” non-singular points (which is typically the case). This allows
to search for ACR automatically in numerous families of systems by simply checking a linear
algebra condition. A systematic exploration of ACR in biochemical systems will be presented
in a subsequent upcoming work.
The paper is organized as follows: In Section 2 we present the notation and the type of systems
we consider, by focusing on the motivation from dynamical systems and reaction networks. In
Section 3 we introduce the concept of zero sensitivity and a criterion to decide upon that
(Theorem 3.8). We proceed in Section 4 to define ACR and local ACR and explore ways to
determine local ACR. To this end, we need some specific results in real algebraic geometry,
which we summarise in Subsection 4.1 for the convenience of the reader. Finally, in Section 5,
the connection between zero sensitivity and local ACR is given (Theorem 5.1), and the specific
situation of systems arising from reaction networks is studied (Theorem 5.3). Examples are
provided throughout to illustrate the concepts and results.
2. Framework
Throughout we denote by ∂f∂x ∈ Rr×n the Jacobian matrix of a differentiable function f : Ω→
Rr, for Ω ⊆ Rn. Given a matrix A ∈ Rs×n and indices i ∈ {1, . . . , n}, j ∈ {1, . . . , s}, we denote
by Aij the matrix obtained by removing the j-th row and i-th column of A. We denote simply
by Ai the matrix obtained by removing the i-th column of A. We let 0s×d denote the s × d
matrix with zero entries and Idd×d the identity matrix of size d.
We use 〈v1, . . . , vs〉 to denote the vector subspace generated by vectors v1, . . . , vs ∈ Rn, or the
ideal generated by polynomials v1, . . . , vs ∈ R[x1, . . . , xn].
2.1. Motivation: steady states and reaction networks. Consider systems of autonomous
ordinary differential equations (ODEs) in Rn of the form
(2.1)
dx
dt
= f(x), x ∈ Ω,
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for Ω ⊆ Rn>0, and such that f is C1 in Ω. Here x = x(t) and reference to t is omitted. Given such
a system, we consider the minimal vector subspace S ⊆ Rn such that f(x) ⊆ S for all x ∈ Ω:
(2.2) S =
〈
f(x) | x ∈ Ω〉.
By construction, the trajectories of (2.1) are confined to the affine linear subspaces x0+S, where
x0 is the initial condition (the cosets of S). Let s = dim(S) and d = n− s.
If s < n, consider a matrix W ∈ Rd×n of full rank such that the rows of W form a basis of
the orthogonal complement S⊥ of S. Clearly
(2.3) Wf(x) = 0, for all x ∈ Ω,
and each row of Wx is a linear first integral for (2.1). Equations of the cosets of S are then
given as
(2.4) Wx = T, T ∈ Rd,
where T = Wx0, if x0 is the initial condition.
Given an ODE system as in (2.1), the steady states are the solutions to the equation
(2.5) f(x) = 0, x ∈ Ω.
By (2.3), d of the equations in (2.5) are redundant. After removal of a choice of d redundant
equations we obtain an equivalent system g(x) = 0 with g(x) = (g1, . . . , gs), and such that the
components of g(x) generate a vector subspace of dimension s when varying x ∈ Ω.
We consider the system of n equations FT = 0 with T ∈ Rd and
FT (x) =
(
g(x)
Wx− T
)
.
Given T , the solutions to FT = 0 in Ω are the steady states in the coset of S with equation
Wx = T .
Example 2.1 (Chemical Reaction Networks). The main scenario in which the setting above
applies is that of chemical reaction network theory [9]. A chemical reaction network on a set
of species {X1, . . . , Xn} is a digraph, whose nodes are linear combinations of the species with
non-negative integer coefficients. Each edge of the graph represents a reaction and is of the form
n∑
i=1
αijXi −→
n∑
i=1
βijXi, j = 1, . . . , r.
The stoichiometric matrix N of the reaction network is defined such that each column encodes
the net production of the different species in a reaction:
N =
 β11 − α11 · · · β1r − α1r... . . . ...
βn1 − αn1 · · · βnr − αnr
 ∈ Rn×r.
We let x(t) = (x1(t), . . . , xn(t)) be the vector of concentrations of the species X1, . . . , Xn at
time t. A kinetics is a continuously differentiable map v : Rn>0 → Rr≥0. Given a kinetics, the
evolution of the concentration of the species over time is described by means of an ODE of the
form:
(2.6)
dx
dt
= Nv(x), x ∈ Rn>0.
Hence, in this setting, we have Ω = Rn>0.
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So-called power-law kinetics arise when v(x) = diag(k)xB for a matrix B ∈ Rn×r and a
vector of reaction rate constants k ∈ Rr>0. Here xB is the vector of monomials with j-th entry
corresponding to the monomial arising from the j-th column of B as(
xB
)
j
=
n∏
i=1
x
bij
i .
For every k ∈ Rr>0, this gives rise to the ODE system with
(2.7) fk(x) = N diag(k)x
B, x ∈ Rn>0,
Among these kinetics, the main choice arises under the mass-action assumption, where B is
defined by the complexes at the left of each reaction (the reactants):
B =
 α11 · · · α1r... . . . ...
αn1 · · · αnr
 ∈ Rn×r.
In the chemical literature, the equations (2.4) define the so-called stoichiometric compatibility
classes. The vector subspace S, called the stoichiometric subspace, is generated by the columns
of the coefficient matrix N under mild assumptions, and is independent of the choice of k [10].
The rows of the matrix W in (2.4) form a basis of the left kernel of N in this case, and are
commonly called conservation laws.
The ultimate goal of this paper is to provide a mean to determinate whether the set of steady
states of reaction networks is contained in a hyperplane of the form xi − C = 0. This reduces
to a general problem of whether the solution to a system g(x) = 0 is contained in such an
hyperplane, and therefore is studied with full generality here, without restricting to this specific
scenario.
2.2. Setting. Our starting point for the rest of the paper will be a C1-function
(2.8) g(x) = (g1(x), . . . , gs(x)), x ∈ Ω ⊆ Rn>0.
It is convenient to remove linear dependencies, such that the vector subspace 〈g(x) | x ∈ Ω〉 has
dimension s. Our goal is to understand the set formed by the solutions to the system g(x) = 0
(2.9) V := {x ∈ Ω | g(x) = 0},
and in particular, under which conditions the value of a variable in V displays some sort of
robustness.
Additionally, we might want to determine the solutions in cosets of a given vector subspace
S ⊆ Rn of dimension s, as indicated in Subsection 2.1. In this case, we let d = n − s, consider
a matrix W ∈ Rd×n whose rows form a basis of S⊥ (that is, S = ker(W )), and consider the
system of equations
(2.10) FT (x) =
(
g(x)
Wx− T
)
, x ∈ Ω,
where T ∈ Rd.
The set of solutions to FT = 0 is the intersection of V with the linear subspace with equation
Wx = T . If this intersection occurs tangentially, then the rank of FT drops. This gives rise to
the following definition.
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Definition 2.2. Given g and S as above, a point x∗ ∈ V is non-degenerate (with respect to S),
if
ker
(
∂g(x∗)
∂x
)
∩ S = {0},
or, equivalently, if ∂FT (x
∗)
∂x has full rank n. Otherwise, we say that x
∗ is degenerate. We denote
by DegS(V) the set of degenerate points of V.
The equivalence in the definition follows from the fact that ∂FT∂x =
(
∂g
∂x
W
)
and S = ker(W ).
When the vector subspace S is clear from the context, we simply say that a point is non-
degenerate and omit explicitly referring to S.
Note that if x∗ ∈ V is non-degenerate, then the matrix ∂g(x∗)∂x ∈ Rs×n has rank s. Moreover,
let S˜(x∗) ⊂ Rn be the vector subspace generated by the rows of ∂g(x∗)∂x (which has dimension
at most s): x∗ is non-degenerate if and only if S˜(x∗) ⊕ S⊥ = Rn. In other words, a point is
degenerate if and only if there exists a vector in S that is tangent to V at x∗.
3. Zero sensitivity
We adopt the notation and setting of Subsection 2.2. The first measure of robustness for the
points of V considers how changes in T affect the points. To be precise, each point x∗ of V
belongs to exactly one of the linear varieties Wx = T for T = Wx∗. If x∗ is non-degenerate with
respect to S, then Wx = T is transversal to V at x∗, and hence small perturbations to T lead to
a new point of V. This gives rise to the notion of sensitivity, which has been studied in different
forms and scenarios in several works in the context of reaction networks [4, 13, 17, 19, 20]. When
the system arises from a reaction network as in Example 2.1, then variations of T correspond
to perturbations of initial concentrations, which might be controllable in experiments. This fact
motivates the study of sensitivities with respect to T .
As a measure of robustness, we consider the case where one of the entries of x∗ remains
constant upon infinitesimally small changes in T , and we refer to this property as zero sensitivity.
3.1. Sensitivities. We follow the formalism from [11] on sensitivities. Consider a C1-function
g(x) = (g1(x), . . . , gs(x)) on Ω ⊆ Rn>0, a vector subspace S ⊆ Rn of dimension s and a matrix
W of maximal rank such that S = ker(W ), as in Subsection 2.2. Given a non-degenerate point
x∗ ∈ V, let T ∗ = Wx∗, and consider a perturbation of T ∗ of the form
γ : (−, ) −→ Rd(3.1)
s 7−→ γ(s)
where γ is C1,  > 0, and γ(0) = T ∗. As x∗ is non-degenerate, ∂FT∗ (x∗)∂x has rank n. By the
Implicit Function Theorem applied to Fγ(s)(x) in the variables (s, x), there exists a continuously
differentiable curve in a neighborhood of 0
c : (−δ, δ) −→ Rn>0(3.2)
0 7−→ x∗,
satisfying Fγ(s)(c(s)) = 0 for every s ∈ (−δ, δ) and c(0) = x∗. Then, the vector c′(0) is called
the sensitivity of x1, . . . , xn with respect to the perturbation γ at x
∗. To keep track of the
perturbation under consideration and the point x∗, we denote this vector by
Sγ(x∗) = (Sγ,1(x∗), . . . ,Sγ,n(x∗)).
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Note that this vector depends on the choice of W .
By differentiating the equation Fγ(s)(c(s)) = 0 with respect to s and evaluating at s = 0, we
obtain that Sγ(x∗) is the solution to the system
(3.3)
∂FT ∗(x
∗)
∂x
Sγ(x∗) +
(
0(n−d)×d
−Idd×d
)
γ′(0) = 0,
where γ′ = ∂γ∂s . See [11] for details.
Remark 3.1. Note that ∂FT∗ (x
∗)
∂x does not depend on T
∗. Although not explicitly stated in the
notation, γ is a perturbation of a fixed T ∗ and γ′(0) might depend on T ∗. For example, this is
the case if γ(s) = (s+ 1)T ∗.
Some perturbations, for example those of the form T ∗  T ∗ + sv for a vector v ∈ Rd, are
such that γ′(0) = v does not depend on T ∗. Then system (3.3) has no explicit dependence on
T ∗. Importantly, the sensitivities of this class of perturbations generate all other sensitivities,
as noted in the following remark. This justifies why we drop reference to T ∗ from the notation
of γ.
Remark 3.2. The sensitivity vector Sγ(x∗) at a non-degenerate point x∗ ∈ V with respect to
any perturbation of T ∗ is the derivative of a curve in V at x∗ , and is thus contained in the
tangent space ker
(
∂g(x∗)
∂x
)
to V at x∗. Moreover, this tangent space has dimension d and is
generated by the sensitivities with respect to the canonical perturbations
γj : (−, ) −→ Rd(3.4)
s 7−→ T ∗ + sej
for j = 1, . . . , d, where ej is the j-th element of the standard basis of Rd. In this case γ′j(0) = ej
and Sγj (x∗) is the solution to the system
(3.5)
∂FT ∗(x
∗)
∂x
Sγj (x∗) =
(
0(n−d)×1
ej
)
.
In particular, for an arbitrary perturbation γ, it holds Sγ(x∗) =
∑d
i=1 γ
′(0)i Sγi(x∗).
3.2. Zero sensitivity. We introduce now the concept of zero sensitivity, meaning that the
derivative c′(0) of any curve arising as in (3.2) vanishes in one of the entries.
Definition 3.3. Let g(x) = (g1(x), . . . , gs(x)) be a C1-function on Ω ⊆ Rn>0, S ⊆ Rn a vector
subspace of dimension s, W ∈ Rd×n a matrix such that S = ker(W ) and V as in (2.9). The
system g(x) = 0 has zero sensitivity in the variable xi (with respect to W ) at a non-degenerate
point x∗ ∈ V if Sγ,i(x∗) = 0 for any perturbation γ of T ∗ = Wx∗.
Remark 3.4. If s = n, then d = 0 and FT = g. All sensitivities are then vacuously zero
with respect to any perturbation, and thus the system has zero sensitivity in all variables at all
non-degenerate points.
In virtue of Remark 3.2, it is enough to consider the canonical perturbations: The system
g(x) = 0 has zero sensitivity at a point x∗ with respect to W if and only if Sγj ,i(x∗) = 0 for
all j = 1, . . . , d. Using (3.5) and Cramer’s rule, it is straightforward to compute Sγj (x) for all
j = 1, . . . , d.
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Lemma 3.5. Let g(x),V and W be as in Definition 3.3, and FT be as in (2.10). Let x∗ ∈ V
non-degenerate (with respect to S) and T ∗ = Wx∗.
The sensitivity of xi with respect to the canonical perturbation γj at x
∗ is:
(3.6) Sγj ,i(x∗) =
(−1)i+n−d+j det
((
∂FT∗ (x∗)
∂x
)i
n−d+j
)
det
(
∂FT∗ (x∗)
∂x
) , j = 1, . . . , d.
Definition 3.3 assumes that the matrix W is fixed. In fact, as noticed in [11], the choice of W
might have consequences in the value of Sγj (x), as two matrices that do not differ in the j-th
row might give rise to different sensitivity vectors for the j-th canonical perturbation. However,
as we show in the next lemma, zero sensitivity does not depend on the choice of W , and depends
only on S. Hence, it makes sense to refer to zero sensitivity with respect to S.
Lemma 3.6. Let g(x) = (g1(x), . . . , gs(x)), S ⊆ Rn, and V as in Definition 3.3. Let x∗ ∈ V
non-degenerate (with respect to S), and W,W ′ ∈ Rd×n such that S = ker(W ) = ker(W ′).
The system g(x) = 0 has zero sensitivity in the variable xi with respect to W if and only if it
has zero sensitivity in the variable xi with respect to W
′.
Proof. Let A ∈ Rd×d be an invertible matrix such that W = AW ′. For T = Wx∗ and T ′ = W ′x∗,
we have
(3.7)
∂FT (x
∗)
∂x
=
(
Id(n−d)×(n−d) 0(n−d)×d
0d×(n−d) A
)
∂FT ′(x
∗)
∂x
.
We let γ1, . . . , γd be the canonical perturbations of T for the matrix W , and γ
′
1, . . . , γ
′
d be the
canonical perturbations of T ′ for the matrix W ′. Then, for j ∈ {1, . . . , d}, the sensitivity vectors
Sγj (x∗), Sγ′j (x∗) are respectively given as
Sγj (x∗) =
(
∂FT (x
∗)
∂x
)−1(
0(n−d)×1
ej
)
and Sγ′j (x∗) =
(
∂FT ′(x
∗)
∂x
)−1(
0(n−d)×1
ej
)
.
Using (3.7), we also have
Sγ′j (x∗) =
(
∂FT (x
∗)
∂x
)−1(
0(n−d)×1
Aej
)
.
As A is invertible, the sets
{(
0(n−d)×1
ej
)}
j=1,...,d
and
{(
0(n−d)×1
Aej
)}
j=1,...,d
are bases of the
same vector subspace V . Let v be the i-th row of
(
∂FT (x
∗)
∂x
)−1
. Then Sγj ,i(x∗) = 0 or Sγ′j ,i(x∗) =
0 for all j = 1, . . . , d are both equivalent to v ∈ V ⊥. 
Remark 3.7. As in [11], we might consider perturbations of T obtained by perturbing the
point x∗. In the motivating setting of reaction networks, this might correspond to the addition
or removal of a small amount of one of the species. Such a perturbation λ : (−, )→ Rn>0 with
λ(0) = x∗ gives rise to a perturbation γ : (−, )→ Rd of T ∗ = Wx∗ defined by γ(s) = W (λ(s)).
Consider the perturbations of x∗ given by λj(s) = x∗+sej , where now ej is the j-th canonical
vector of Rn. Then, g(x) = 0 has zero sensitivity in the variable xi at a non-degenerate point
x∗ ∈ V if and only if Sγ,i(x∗) = 0 for all perturbations γ arising as above from λj , for j = 1, . . . , n.
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3.3. Determining zero sensitivity. The main result of this section is a criterion that allows
us to determine when a system has zero sensitivity in a variable at a non-degenerate point, by
just inspecting the matrix ∂g(x
∗)
∂x . This criterion will be key to the results in Section 5.
Theorem 3.8. Let g(x) = (g1(x), . . . , gs(x)) be a C1-function on Ω ⊆ Rn>0, S ⊆ Rn a vector
subspace of dimension s, V as in (2.9) and x∗ ∈ V non-degenerate with respect to S.
The system g(x) = 0 has zero sensitivity in the variable xi with respect to S at x
∗ if and only
if the rank of the s× (n− 1)-matrix
(
∂g(x∗)
∂x
)i
is strictly smaller than s.
In other words, the system has zero sensitivity in the variable xi with respect to S at x
∗ if and
only if the i-th column of the matrix ∂g(x
∗)
∂x is essential for this matrix to have full rank.
In particular, zero sensitivity does not depend on the s-dimensional vector subspace S, as long
as x∗ is non-degenerate with respect to S, that is, S is transversal to ker
(
∂g(x∗)
∂x
)
.
Proof. Without loss of generality, we assume that i = n. Let W ∈ Rd×n such that S = ker(W )
and FT the associated map as in (2.10).
For ` = 1, . . . , n, let u` stand for the `-th column of the matrix
∂g(x∗)
∂x , and let w` stand for
the `-th column of the matrix W . By Lemma 3.5, Sγj ,n(x∗) = 0 if and only if
(3.8) 0 = (−1)2n−d+jdet
((
∂FT (x
∗)
∂x
)n
n−d+j
)
= det
(
u1 · · · un−1 0
w1 · · · wn−1 ej
)
,
for j = 1, . . . , d. As x∗ is non-degenerate, the rank of ∂FT (x
∗)
∂x is maximal. Hence the column
vectors in the set U =
{(
u`
w`
)}n−1
`=1
are linearly independent. Then (3.8) holds if and only if
all column vectors
(
0
ej
)
for j = 1, . . . , d are linear combinations of U . The statement of the
theorem is thus equivalent to the following statement:
(3.9) rank
((
u1 · · · un−1
))
< n− d⇔ rank
((
u1 · · · un−1 0 . . . 0
w1 · · · wn−1 e1 . . . ed
))
< n.
Now (3.9) follows directly from the fact that the last d rows of the matrix on the right are
linearly independent and independent of the first n− d rows. 
4. Local ACR
We now consider robustness in a more global sense, by requiring that the solution is constant
in a whole “component” of the solution set V. To this end, we restrict to the case where g(x) is
polynomial, and employ the language of algebraic geometry.
We give two definitions: ACR and a local version, that we call local ACR. We will see that
this local property is closely related to zero sensitivity, easier to check than ACR and that it
is a necessary condition for ACR. Moreover, in many cases the two notions turn out to be
equivalent. In order to properly develop the results, we require some preliminaries from real
algebraic geometry, which will be reviewed after ACR is defined.
We now state the definition of ACR, introduced in [16] in the context of reaction networks
with mass-action kinetics. We keep the same name, even though we are concerned with general
systems, not necessarily modeling concentrations.
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Definition 4.1. Let g(x) = (g1(x), . . . , gs(x)) be a function in Ω ⊆ Rn>0 such that the system
g(x) = 0 admits at least one solution in Ω. We say that the system has Absolute Concentration
Robustness (ACR) with respect to xi if the value of xi at any solution is the same.
Example 4.2. In the context of reaction networks presented in Example 2.1, consider the
network
X1 +X2
k1−→ 2X2 X2 k2−→ X1
which gives rise to the mass-action system in Ω = R2>0
dx1
dt
= −k1x1x2 + k2x2, dx2
dt
= k1x1x2 − k2x2.
Consider g(x) defined by the right-hand side of this system. The set of positive steady states is
V = {x1 = k2k1 , x2 > 0},
so the system has ACR with respect to x1.
Example 4.3. Consider the function g(x) defined by
g1(x) = x
2
1x3 − x2x3 − x21 + x2,
g2(x) = −2x21x3 + 2x2x3 + 2x21 − 2x2,
g3(x) = x
4
1 + 2x
2
1x
2
2 − 2x21 + x42 − 2x22 + x23 − 2x3 + 2.
The set of solutions to g(x) = 0 in Ω = R2>0 is
V = {x3 = 1, x21 + x22 = 1 : x1, x2 > 0}.
Therefore, the system has ACR with respect to x3.
The system has ACR with respect to xi if V is contained in a hyperplane of the from xi−C = 0.
The notion of local ACR corresponds to requiring that each component of V (to be defined), is
contained in a hyperplane, but different components could be contained in different hyperplanes.
In order to introduce the proper definitions and connect this properties to the algebraic properties
of the ideal generated by g(x), we need some results from (real) algebraic geometry, which we
review next.
4.1. Some background in (real) algebraic geometry. We now turn into the case where
g(x) is algebraic: each component is a generalized polynomial with rational exponents. We
further assume Ω = Rn>0, that is, the positive orthant. In this case, as the set of solutions to
g(x) = 0 in Rn>0 does not vary if each equation is multiplied by a monomial, we can assume,
without loss of generality, that g(x) is polynomial. By a positive point of Cn, we refer to a real
point where all coordinates are positive.
Consider the associated ideal
I = 〈g1, . . . , gs〉 ⊆ R[x1, . . . , xn].
Let VR(I) and VC(I) be the real and complex algebraic varieties defined by I. Then, as
Ω = Rn>0, we have
V = VR(I) ∩ Rn>0 = VC(I) ∩ Rn>0.
We refer to this set as the positive variety, even though it is not an algebraic variety itself, but
a subset of one, and we consider the induced Zariski topology.
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Example 4.4. The associated ideal for the system in Example 4.2 is
I = 〈x2(k1x1 − k2)〉 = 〈x2〉 ∩ 〈k1x1 − k2〉,
and that for the system in Example 4.3
I = 〈(x21 − x2)(x3 − 1), (x21 + x22 − 1)2 + (x3 − 1)2〉.
Let X = VC(I) and XR = VR(I) and assume that the polynomials gi are linearly independent
as vectors in R[x1, . . . , xn]. We review some results on algebraic varieties: see [5, Sections 4.6,
4.8, 9.6] for more details and proofs.
The variety X is irreducible if it cannot be written as the union of two proper algebraic
subvarieties. This implies that we can write X = VC(P) with P a prime ideal. In general,
there is a unique (up to reordering) minimal decomposition of X into irreducible varieties X =
Y1 ∪ . . . ∪ Ym [5, Section 4.6, Theorem 4].
Let di ≥ n − s be the dimension of Yi for each i = 1, . . . ,m, such that max{d1, . . . , dm} is
the dimension of X . For each x∗ ∈ X , we consider the local dimension of X at x∗ given as
dimx∗(X ) = max{dim(Yj) | x∗ ∈ Yj}. By [5, Section 9.6, Theorem 8] and Krull’s principal ideal
Theorem [7, Chapter 10],
(4.1) n− s ≤ dimx∗(X ) ≤ dim
(
ker(∂g(x
∗)
∂x )
)
for all x∗ ∈ X .
Definition 4.5. We say that a point x∗ ∈ X is non-singular or that X is non-singular at x∗ if
∂g(x∗)
∂x has rank n− dimx∗(X ).
The point x∗ is singular if the rank of ∂g(x
∗)
∂x is smaller than n− dimx∗(X ).
Any non-singular point x∗ ∈ X belongs to a unique irreducible component of X [5, Section
9.6, Theorem 9]. We denote by Sing(X ) the set of singular points of X , which is a subvariety of
X , see [5, Section 9.6, Theorem 8].
The notion of degenerate points extends to the complex setting: given a linear subspace
S ⊂ Rn of dimension s, we consider the extension SC of S as a vector subspace of Cn. Then, we
say that x∗ ∈ X belongs to DegS(X ) (is degenerate with respect S) if ker(∂g(x
∗)
∂x )∩SC = {0}. If
x∗ is real, then we recover Definition 2.2.
Proposition 4.6. Let X = VC(I) be an algebraic variety with I = 〈g1, . . . , gs〉 ⊂ R[x1, . . . , xn],
where the polynomials gi are assumed to be linearly independent, and let S ⊂ Rn be a linear
subspace of dimension s.
The set DegS(X ) ⊂ X is a subvariety of X (possibly empty). Moreover Sing(X ) ⊆ DegS(X )
and in particular, if x∗ ∈ X is non-degenerate with respect to S, then dimx∗(X ) = n− s.
Proof. If W ∈ R(n−s)×n is a matrix whose rows generate S⊥, then
DegS(X ) = VC
(
〈det
(
∂g
∂x
W
)
〉
)
∩ X = VC
(
〈det
(
∂g
∂x
W
)
, g1, . . . , gs〉
)
,
is a subvariety of X .
We show the inclusion Sing(X ) ⊆ DegS(X ). If x∗ is non-degenerate, then ker(∂g(x
∗)
∂x ) has
dimension n− s. Hence, combined with (4.1), we have n− s ≤ dimx∗(X ) ≤ dim(ker(∂g(x
∗)
∂x )) =
n− s, yielding dimx∗(X ) = n− s, from where it follows that x∗ is non-singular. 
12 B. PASCUAL-ESCUDERO, E. FELIU
Note that any point x∗ ∈ X such that dimx∗(X ) > n − s is a degenerate steady state, as a
consequence of Proposition 4.6.
Intuitively, the set of degenerate points (with respect to S) consists of the singular points
of X and the points where the tangent space is not transversal to S. Furthermore, non-
degenerate points correspond to non-singular points of the system g(x) = 0,Wx = T for some
T . Equivalently, the degenerate points are the singular points of the affine variety VC(FT ) =
VC(I)∩VC(〈Wx−T 〉) for some T ∈ Rd, that is, the points where VC(I) intersects VC(〈Wx−T 〉)
tangentially for some T .
Definition 4.7. Let g(x) = (g1(x), . . . , gs(x)) be a polynomial function in Rn, I the associated
ideal, and S ⊆ Rn a vector subspace of dimension s. Given a subset C of irreducible components
of VC(I), we define
VC = V ∩ (∪Y∈CY) .
In particular, we consider the following sets:
• Creg: the set of irreducible components of VC(I) that contain a non-singular positive
point.
• Creg,s: the subset of Creg consisting of the irreducible components of dimension n− s.
• Cndeg: the set of irreducible components of VC(I) that contain a positive point that is
non-degenerate with respect to S.
By the regular positive variety (resp. of dimension n − s), we mean the intersection of the
positive variety with the union of the irreducible components (resp. of dimension n − s) that
contain a non-singular positive point:
Vreg := VCreg = V ∩
(∪Y∈CregY) , resp. Vreg,s := VCreg,s = V ∩ (∪Y∈Creg,sY) .
By the non-degenerate positive variety we mean the intersection of the positive variety with the
union of the irreducible components that contain a positive point that is non-degenerate with
respect to S:
Vndeg := VCndeg = V ∩
(∪Y∈CndegY) .
Note that the sets Creg and Cndeg are finite.
Remark 4.8. It follows from Proposition 4.6 that x∗ ∈ X non-degenerate implies x∗ non-
singular, and that all irreducible components in Cndeg have dimension n− s. As a consequence,
Cndeg ⊆ Creg,s ⊆ Creg and Vndeg ⊆ Vreg,s ⊆ Vreg. In particular, any component Y ∈ Cndeg contains
a non-singular real point of X .
If Vndeg = V, then necessarily all irreducible components of V that meet the positive orthant
have dimension n− s and some non-singular point.
Remark 4.9. If Vndeg 6= Vreg,s, then some irreducible component C defining Vreg,s has the
property that the tangent space at all non-singular points intersects S non-transversally. Choose
any non-singular point x∗ of C ∩Rn>0, and S′ such that S′ is transversal to the tangent space at
C at x∗. Then C contains a positive point that is non-degenerate with respect to S′, and hence
belongs to Cndeg for this choice of vector subspace S′.
As Creg,s is finite, there exists a vector subspace Sreg,s such that Vndeg = Vreg,s when non-
degeneracy is taken with respect to Sreg,s.
It might be the case, that V does not contain any non-degenerate real point, hence the V
only consists of singular points. This occurs in Example 4.3, as VC(I) = X1 ∪ X2 is an affine
variety of dimension 1, where X1 = VC(〈x3 − 1, (x21 + x22 − 1)2〉) is a double real component and
X2 = VC(〈x21−x2, (x21+x22−1)2+(x3−1)2〉) has empty intersection with R3. The Jacobian matrix
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of g1, g2, g3 vanishes at all points of X1, so all real points are singular in VC(I), and hence they
degenerate with respect to any S of dimension s = 2. In this case, Vndeg = Vreg,s = Vreg = ∅ ( V.
Remark 4.10. In algebraic geometric terms, by letting the overline denote the Zariski closure,
we have:
Vreg = (VC(I) \ Sing(VC(I))) ∩ Rn>0 ∩ Rn>0, Vndeg = (VC(I) \DegS(VC(I))) ∩ Rn>0 ∩ Rn>0.
In particular, the set of non-singular points of Vreg, resp. Vreg,s, forms a dense Zariski open
subset of Vreg, resp. Vreg,s. Likewise, the set of non-degenerate points of Vndeg forms a dense
Zariski open set of Vndeg.
As noted above, ACR with respect to xi requires that V ⊂ VR(〈xi−C〉) for a certain C ∈ R>0.
On the algebraic counterpart, the existence of a positive real constant C such that xi−C ∈ I is
sufficient for ACR with respect to xi. However, this is not a necessary condition: for example,
the existence of any univariate polynomial f(xi) ∈ I with a single real positive root is also a
sufficient condition (see [14, Lemma 6.3.1, Lemma 6.5.2]).
This discrepancy disappears when the regular positive variety agrees with the positive variety.
This follows from a key result from Real Algebraic Geometry.
Theorem 4.11. Let P = 〈g1, . . . gs〉 ⊂ R[x1, . . . , xn] be a prime ideal and X = VC(P). If X
has a real non-singular point x∗, then any polynomial q ∈ R[x1, . . . , xn] vanishing at all points
of XR, vanishes also at all points of X (that is, q ∈ P). Moreover, if x∗ ∈ Rn>0 and q vanishes
at all points of XR ∩ Rn>0, it also vanishes at all points of X .
Proof. The first part follows from [3, Prop 3.3.16], see also [18, Thm 5.1]. For the second
statement, note that if X contains a non-singular positive point x∗, then XR ∩ Rn>0 6= ∅. Now
the statement follows from the first part and the fact that XR ∩Rn>0 is Zariski dense in XR. 
In the previous proof we used the fact that the intersection of a Zariski dense subset of an
affine variety X ⊆ Cn and an Euclidean open subset of Cn is an Euclidean open subset and, if
non-empty, Zariski dense in X . We will repeatedly use this fact in what follows.
We obtain the following corollary on ACR, which is a rephrasing of [14, Prop 6.5.3].
Corollary 4.12. With the notation in Definition 4.7, let {P1, . . . ,P`} be the set of prime ideals
defining the irreducible components in Creg, and assume that Vreg = V. Then the system has
ACR with respect to xi if and only if there exists some C ∈ R>0 such that xi−C ∈
⋂
j=1,...,` Pj.
4.2. Local ACR. We are now ready to introduce the local notion of ACR.
Definition 4.13. Let g(x) = (g1(x), . . . , gs(x)) be a polynomial function in Rn and consider
the associated ideal I = 〈g1, . . . , gs〉 ⊆ R[x1, . . . , xn].
Consider a set C of irreducible components of VC(I). We say that the system g(x) = 0
has local Absolute Concentration Robustness (local ACR) with respect to the variable xi over
VC = V ∩ (∪Y∈CY), if VC 6= ∅ and for all Y ∈ C, the variable xi has a fixed value at all points of
Y ∩ V.
When C contains all irreducible components that intersect V, we simply say that the system
g(x) = 0 has local ACR with respect to the variable xi.
Contrary to ACR, in a system with local ACR with respecto to xi, the value of xi can be
different for points in different irreducible components of VC(I).
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Remark 4.14. As VC(I) has a finite number of irreducible components, if a system has local
ACR with respect to xi (over VC), then there is a finite amount of values that xi can attain for
x ∈ V.
We introduce the general definition of local ACR over the sets VC and not only over V, as
algebraic statements a la Corollary 4.12 for ACR require non-singularity, and hence will hold
for Vreg. When connecting local ACR with zero sensitivity in Section 5, we will need to consider
non-degenerate points, and hence Vndeg.
Local ACR with respect to xi implies local ACR with respect to xi over Vreg, which in turn
implies local ACR with respect to xi over Vndeg (Remark 4.8). Moreover, for a given vector
subspace S ⊆ Rn of dimension s, if I is such that all components of VC(I) that intersect V have
non-degenerate points, that is, V = Vndeg, then these three concepts are equivalent. On the
other hand, a system that has local ACR with respect to xi over Vreg or over Vndeg but not over
V, only fails to have local ACR on the irreducible components consisting entirely of singular or
degenerate positive points.
Clearly, ACR implies local ACR. But the converse might not be true in general (see Example
4.18 below). However, they are equivalent under certain conditions.
Proposition 4.15. With the notation as in Definition 4.13, assume V 6= ∅. Then ACR implies
local ACR. Moreover, if V is irreducible or connected, then local ACR is equivalent to ACR.
Proof. If V is irreducible, then both definitions agree. Assume that the system has local ACR
with respect to xi and that V is connected. Let C1, . . . , C` be the possible values of xi for x in
V. As the projection of a connected set is connected, the projection of V in the variable xi must
be connected. The set {C1, . . . , C`} can only be connected if it contains one element. 
Remark 4.16. Systems admitting a parametrization of the positive variety have a unique
irreducible component Y ∈ VC(I) such that Y ∩ V 6= ∅. For any such system containing some
positive point, ACR is equivalent to local ACR. In particular, this is the case for any system
such that I is a binomial ideal such that V 6= ∅ (see [8]). In the context of reaction networks,
see [6] and [15] for such examples.
Proposition 4.17. Let g(x) = (g1(x), . . . , gs(x)) be a polynomial function in Rn and S ⊆ Rn
a vector subspace of dimension s. Let C ⊆ Creg and P1, . . . ,P` be the prime ideals defining the
irreducible components in C. The system g(x) = 0 has local ACR over VC with respect to xi if
and only if for each j ∈ {1, . . . , `} there exists some Cj ∈ R>0 such that xi − Cj ∈ Pj.
Proof. Follows from Theorem 4.11. 
Example 4.18. Consider the following reaction network
(4.2) 3X1 +X2
k1−→ 4X1 2X1 +X2 k2−→ 3X2 X1 +X2 k3−→ 2X1
having two species (n = 2) and 3 reactions. With mass-action kinetics, for each choice of the
reaction rate constants k1, k2, k3 ∈ R>0, the positive steady states are the positive real points of
the variety with ideal
I = 〈x1x2(k1x21 − 2k2x1 + k3)〉 = 〈x1〉 ∩ 〈x2〉 ∩ 〈x1 − 2k2+
√
D(k)
2k1
〉 ∩ 〈x1 − 2k2−
√
D(k)
2k1
〉,
where D(k) = 4(k22 − k1k3) is the discriminant of k1x21 − 2k2x1 + k3. The real variety VR(I)
consists of two lines when D(k) is positive, one double line when D(k) = 0, and is empty when
D(k) is negative (see Figure 1).
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For any choice of k1, k2, k3 ∈ R>0 such that D(k) = 0, any positive steady state satisfies
x1 =
k2
k1
∈ R>0, and the system has ACR with respect to x1. In this case, all positive steady
states are singular and Vreg = ∅.
If D(k) < 0, the system has no positive steady state. If D(k) > 0, then V consists of two
lines: x1 =
k2
k1
−
√
k22−k1k3
k1
and x1 =
k2
k1
+
√
k22−k1k3
k1
, which belong to Vreg. Hence, if D(x) > 0,
the system has local ACR, but not ACR, with respect to x1.
Figure 1. For the parameter values k1 = k2 = k3 = 1, the network has ACR
with respect to x1 and the ACR value is 1. For the parameter values k1 = k3 =
3, k2 = 5, the network has local ACR with respect to x1, with values
1
3 and 3.
Remark 4.19. If the dimension of V is 0, then each irreducible component of VC(I) intersecting
the positive orthant has a single point. Such a system has local ACR in all variables. However,
it may not have ACR in case the cardinality of V is larger than 1.
Proposition 4.20. Let g(x) = (g1(x), . . . , gs(x)) be a polynomial function in Rn, with non-
empty Vreg and let Y ∈ Creg. The system g(x) = 0 has local ACR with respect to xi over Y∩Rn>0
if and only if the rank of
(
∂g(x∗)
∂x
)i
is smaller than n− dim(Y) for all x∗ ∈ Y ∩ Rn>0.
Proof. Write Y = VC(P) with P prime. By hypothesis, Y contains a non-singular positive real
point. The system has local ACR with respect to xi over Y if and only if there is some C ∈ R>0
such that xi − C ∈ P, by Proposition 4.17. The statement follows if we show that there exists
C ∈ R>0 such that xi − C ∈ P if and only if the rank of
(
∂g(x∗)
∂x
)i
is smaller than n − dim(Y)
for all x∗ ∈ Y ∩ Rn>0. As Y ∩ Rn>0 6= ∅, the latter is equivalent to require the condition on the
rank for all x∗ ∈ Y.
Let m = n − dim(Y), write P = 〈f1, . . . , fr〉 and f = (f1, . . . , fr). We consider the forward
implication and assume that xi − C ∈ P for some C ∈ R>0. Then ∂(xi−C)∂x = ei (the canonical
vector in Rn) and
(4.3) ei ∈ rowspan
(
∂f(x∗)
∂x
)
for all x∗ ∈ Y.
Equivalently, the tangent space to Y at any point is perpendicular to ei. If x∗ is not singular
in VC(I), then the tangent space to Y at x∗ agrees with the tangent space to VC(I) at x∗, and
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further the rank of ∂g(x
∗)
∂x is m. Hence ei is in the rowspan of
∂g(x∗)
∂x for a non-singular point of
VC(I) in Y if and only if
(4.4) rank
((
∂g(x∗)
∂x
)i)
< m.
This condition is polynomial, and the set of non-singular points is Zariski dense in Y. Hence
(4.4) holds for all non-singular points of VC(I) in Y if and only if it holds for all points in Y.
We consider now the reverse implication and assume that (4.4), equivalently (4.3), holds for
all non-singular points in Y. This means that ei is orthogonal to any vector tangent to Y at a
non-singular point. Fix a non-singular point x∗ in Y, and let U ⊆ Rn be an open set with the
Euclidian topology, such that Y ∩ U is a connected and consists of non-singular points. Then
Y ∩ U is a real differentiable manifold, and furthermore, is Zariski dens in Y. We show that
there exists a polynomial of the form xi − C that vanishes on Y ∩ U , and this is implies that it
also vanishes on Y as desired.
Given another point y∗ in Y ∩U , let α : [0, 1]→ Y ∩U be a differentiable curve connecting x∗
to y∗. Then for any t, α′(t) is orthogonal to ei by assumption, as it is tangent to a point of Y. It
follows that α′(t)i = 0 for t ∈ [0, 1]. Let pi : U → R be the projection onto the i-th component.
The gradient ∂pi∂x of pi is zero everywhere but 1 in the i-th component. Hence
∂pi(α(t))
∂x · α′(t) = 0
for all t ∈ [0, 1]. By the gradient theorem, we have
0 =
∫ 1
0
∂pi(α(t))
∂x · α′(t) dt = pi(α(1))− pi(α(0)) = y∗i − x∗i .
This shows that xi is constant on Y ∩ U , and concludes the proof of the proposition. 
By restricting to irreducible components of dimension n−s, we obtain the following corollary.
Corollary 4.21. Let g(x) = (g1(x), . . . , gs(x)) be a polynomial function in Rn. Let C ⊆ Creg,s
and assume VC is not empty. The system g(x) = 0 has local ACR with respect to xi over VC if
and only if the rank of
(
∂g(x∗)
∂x
)i
is smaller than s for all x∗ ∈ VC.
5. Local ACR and zero sensitivity
Assume g is polynomial and Ω = Rn>0 as in the previous section. Zero sensitivity refers to
a property around every solution to g(x) = 0, and local ACR to a property of each irreducible
component of the variety defined by g that meets the positive orthant. Comparing Corollary 4.21
with Theorem 3.8, and using Cndeg ⊆ Creg,s, we obtain that local ACR over Vndeg is equivalent
to zero sensitivity at all non-degenerate points.
Theorem 5.1. Let g(x) = (g1(x), . . . , gs(x)) be a polynomial function in Rn and S ⊆ Rn a vector
subspace of dimension s. Assume that the non-degenerate positive variety Vndeg associated with
S is not empty. The following are equivalent:
(1) The system g(x) = 0 has local ACR with respect to xi over Vndeg.
(2) The system g(x) = 0 has zero sensitivity in xi with respect to S at all non-degenerate
points x∗ ∈ V.
(3) The rank of (∂g(x
∗)
∂x )
i is smaller than s for all x∗ ∈ Vndeg.
(4) All (s× s)-minors of ∂g(x)∂x not involving column i are in
⋂
P prime |VC(P)∈Cndeg P.
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Proof. Corollary 4.21 and Theorem 3.8 give the equivalences (1)⇔ (3) and (2)⇔ (3). Statement
(4) is a rephrasing of (3) using Theorem 4.11, as (3) indicates that all (s × s)-minors of ∂g(x)∂x
not involving column i vanish on the positive real part of the variety defined by the ideal⋂
P prime |VC(P)∈Cndeg P. 
Note that Theorem 5.1 cannot be applied to Example 4.3, even though it has local ACR,
because Vndeg = ∅. However, it can be applied to Example 4.2 for almost any choice of k ∈ R2,
as the rest of this section will show.
Theorem 3.8 and Corollary 4.21 reduce to a simple criterion for zero sensitivity and local ACR
when g(x) is of the form (2.7). We consider a family of polynomial maps gk(x), for k ∈ Rr>0,
defined by two matrices N ∈ Rs×n and B ∈ Zn×r≥0 :
(5.1) gk(x) = N diag(k)x
B, x ∈ Rn>0.
We assume N has full rank. Let Vk be the set of solution to gk(x) = 0 in Rn>0 and define
accordingly Vkndeg and Vkreg,s. Given a vector subspace S ⊆ Rn of dimension s and W ∈ Rd×n a
matrix whose rows form a basis of S, we consider
(5.2) Fk,T (x) =
(
gk(x)
Wx− T
)
,
as in (2.10)
Proposition 5.2. Let gk(x) = N diag(k)x
B be as in (5.1) and assume ker(N) ∩ Rr>0 6= {0}.
The following statements are equivalent:
(1) The rank of
(
∂gk(x
∗)
∂x
)i
is smaller than s for all k ∈ Rr>0 and x∗ ∈ Vk.
(2) All (s × s)-minors of the matrix Ndiag(v)Bt not involving column i are zero for all
v ∈ ker(N).
Let S ⊆ Rn be a vector subspace of dimension s and W any matrix of maximal rank such that
S = ker(W ). If (1) holds, then hi divides the polynomial
pv(h) := det
(
Ndiag(v)Btdiag(h)
W
)
∈ R[h1, . . . , hn],
for all v ∈ ker(N).
Proof. By the form of gk, for x
∗ ∈ Rn>0, we have
(5.3)
∂gk(x
∗)
∂x
= N diag(k ◦ (x∗)B)Bt diag( 1x∗ ),
where 1x∗ is taken component-wise, and k ◦ (x∗)B is the component-wise product. As all entries
of 1x∗ are positive, the rank of
(
∂gk(x
∗)
∂x
)i
agrees with the rank of
N diag(k ◦ (x∗)B)(Bi)t,
since multiplication of this matrix by diag( 1x∗ ) only scales the minors by a positive real number.
Now observe that there is an equality of sets
(5.4) {k ◦ (x∗)B | k ∈ Rr>0, x∗ ∈ Vk} = {v ∈ ker(N) ∩ Rr>0}.
The inclusion ⊆ is clear, as 0 = gk(x∗) = N(k ◦ (x∗)B) gives that k ◦ (x∗)B ∈ ker(N)∩Rr>0. For
the reverse inclusion, given v ∈ ker(N) ∩ Rr>0, let k = v and x∗ the vector where all entries are
equal to 1.
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Hence (1) holds if and only if the rank of Ndiag(v)(Bi)t is smaller than s for all v ∈ ker(N)∩
Rr>0. Let G(v) be any minor of size s of Ndiag(v)(Bi)t, and consider it as a polynomial in
v1, . . . , vr. As ker(N) is a linear subspace of Rr and ker(N) ∩ Rr>0 6= {0} is a (Zariski) dense
open subset of it, the polynomial G(v) vanishes on ker(N)∩Rr>0 if and only if it does on ker(N).
This shows that (1) is equivalent to (2) and concludes the proof of the first part.
To show the second part, we introduce the following notation
∆ij = (−1)i+jdet
((
Ndiag(v)Btdiag(h)
W
)i
j
)
.
Let ui denote the i-th column of Ndiag(v)B
tdiag(h) and wi the i-th column of W . By expanding
the determinant along the i-th column, we have
pv(h) = det
(
Ndiag(v)Btdiag(h)
W
)
=
(
∆i1, . . . ,∆
i
n−d
)
ui +
(
∆in−d+1, . . . ,∆
i
n
)
wi.
Note that ui = hiu˜i, where u˜i is the i-th column of Ndiag(v)B
t. Furthermore, observe that
for j = n− d+ 1, . . . , n each minor ∆ij is a linear combination of the minors of Ndiag(v)Bt not
involving column i.
It follows from the equivalence (1)⇒ (2) that all minors of Ndiag(v)Bt not involving column
i vanish, and hence so do ∆in−d+1, . . . ,∆
i
n. Therefore,
pv(h) = hi
(
∆i1, . . . ,∆
i
n−d
)
u˜i,
and hi divides the polynomial in the statement. This concludes the proof of the proposition. 
In order to apply Proposition 5.2 in practice, we parametrize ker(N) by finding a basis of
this vector subspace. Then the relevant minors of Ndiag(v)Bt and pv(h) are polynomials in the
parameters (and h), and the conditions can be readily verified.
Theorem 5.3. Let gk(x) = N diag(k)x
B be as in (5.1) and assume ker(N) ∩ Rr>0 6= {0}. Let
S ⊆ Rn be a vector subspace of dimension s and W any matrix of maximal rank such that
S = ker(W ). Assume that for all k ∈ Rr>0, Vkndeg = Vkreg,s. The following statements are
equivalent:
(1) For every k ∈ Rr>0 such that Vkreg,s is non-empty, the system gk(x) = 0 has local ACR
with respect to xi over Vkreg,s.
(2) For every k ∈ Rr>0, the system gk(x) = 0 has zero sensitivity in xi with respect to S for
any non-degenerate point of Vk.
(3) All (s × s)-minors of the matrix Ndiag(v)Bt not involving column i are zero for all
v ∈ ker(N).
Furthermore
• If Vkndeg 6= Vkreg,s for some k ∈ Rr>0, then (1) and (3) are equivalent, and (3) implies (2).
• If Vkreg,s is replaced by Vreg in (1), then (1) implies (2) and (3).
Proof. By Corollary 4.21 and Theorem 3.8, (1) and (2) hold if and only if the rank of
(
∂gk(x
∗)
∂x
)i
is smaller than s for all k ∈ Rr>0 and point x∗ ∈ Vkreg,s. But this occurs if and only if the rank
of
(
∂gk(x
∗)
∂x
)i
is smaller than s for all k ∈ Rr>0 and point x∗ ∈ Vk, as any singular point satisfies
this. Now the statement follows from Proposition 5.2. 
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The converse of the second part of Proposition 5.2 is not true. Using the notation introduced
in the proof, it could, for instance, be the case that
(
∆in−d+1, . . . ,∆
i
n
)
wi = 0 without the vector(
∆in−d+1, . . . ,∆
i
n
)
being zero. For example, if the i-th column of W is zero, then hi divides
the polynomial pv(h), without necessarily having zero sensitivity. This is illustrated in the next
example.
Example 5.4. Consider the system gk(x) = k1x1x2 − k2 with x ∈ R2>0 with matrices
N =
(
1 −1 ) , B = ( 1 0
1 0
)
Let S = 〈(1, 0)〉, such that W = (0 1). The elements of the kernel of N are parametrized as
(a, a). Then the polynomial pv(h) from Proposition 5.2 becomes
det
(
h1a h1a
0 1
)
= h1a.
This polynomial is a multiple of h1. However, using Theorem 5.3, the minors of the matrix
Ndiag(v)Bt = (a a) not involving column 1 are not identically zero. Hence, the system does
not have zero sensitivity nor local ACR in the variable x1.
In this case we can easily verify that the system does not have zero sensitivity in x1, nor local
ACR, as the positive solutions to gk(x) = 0 are of the form x1 =
k2
k1x2
.
In view of Proposition 5.2, if (1) of Theorem 5.3 holds and Vndeg = Vreg,s, then hi divides the
polynomial
det
(
Ndiag(v)Btdiag(h)
W
)
∈ R[h1, . . . , hn],
for all v ∈ ker(N) and any choice of matrix W ∈ Rd×n. Note that if the rows of W and N are
not linearly independent, then the criterion holds as well, but is not informative. This gives a
necessary condition for local ACR under the hypothesis that all components of Vk admit non-
singular positive points and have dimension n− s. We obtain as well a necessary condition for
ACR under the same hypotheses, as ACR implies local ACR. This necessary condition provides
a strategy to routinely scan parametrized systems of the form (5.1) for the existence of ACR or
local ACR. As this type of systems arises in the context of chemical reaction networks, where the
search for ACR is a relevant and difficult question, we have provided an easy-to-check necessary
condition that easily can rule out ACR.
Example 5.5. Consider Example 4.18 again. It corresponds to the following data:
N =
(
1 −2 1) , B = (3 2 1
1 1 1
)
.
The matrix Ndiag(v)Bt, with v = (−a+ 2b, b, a) parametrizing ker(N), is
(−2a+ 2b 0).
Clearly, removal of the first column causes the rank to drop. Hence, this system has local ACR
in x1 over Vkreg,s whenever k is such that Vkreg,s is not empty, as noticed in Example 4.18.
Example 5.6. Consider a parametrized polynomial of the form gk(x) = k1x
a1
1 x
b1
2 + k2x
a2
1 x
b2
2 .
The matrix Ndiag(v)Bt with v = (−z, z) parametrizing ker(N) is(−k1k2z(a1 − a2) −k1k2z(b1 − b2)) .
20 B. PASCUAL-ESCUDERO, E. FELIU
Hence, if a1 6= a2, the system does not have local ACR (nor ACR) with respect to x2 over Vkreg,s,
and if b1 6= b2, the system does not have local ACR (nor ACR) with respect to x1 over Vkreg,s.
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