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It was shown by Berman in a recent paper that, for any infinitely divisible process X = {X~, t/> 0} 
with symmetric increments, P(sup0,s~ , Xs >i u) ~ P(X, >t u) (u~)  if the right tail of the Lrvy 
measure is regularly varying with index 0 < a < 2. In this note we use a simple argument to show 
that this result is true for a more general class of processes. 
AMS (1985) Subject Classifications: 60J30, 60F10. 
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1. Introduction and result 
Let X={X,,  t~>0} be an infinitely divisible (i.d.) process. In a recent paper, 
Berman [1] showed that if X has symmetric increments and if the right tail of the 
Lrvy measure is regularly varying with index 0 < ~ < 2, then 
.) 
\O~s~t / 
The proof of (1.1) relied heavily on the author's method of sojourn-time analysis, 
see [1, 2]. 
In this paper, we use a simple inequality to show that (1.1) holds for a much 
more general class of i.d. processes. 
To state the result, we need the class ~ of long-tailed istribution functions (d.f.), 
defined as 
~= {F  d.f.I lim 1-F (x -y )  } 
ix-.~ 1 -F (x )  = l ,  VyeR . 
The result reads as follows: 
Theorem. Let X be an i.d. process. The following assertions are equivalent: 
(i) P(X, <~u)c~, 
(ii) P (supo ,~,  X~ ~< u) e ~, 
and each of (i), (ii) implies 
(iii) P(supo,~,,  X~ >- u) ~ P(Xt >- u) (u ~ oo). 
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Remarks. 1. It follows from the theorem that (i) and (ii) are also equivalent if ~f 
is replaced by any subset which is closed under tail equivalence. Some examples 
are ~ and 9° where ~ is the class of d.f. with a regularly varying right tail and O ° 
denotes the class of distributions with a subexponential fight tail; see [3, 6]. Notice 
that ~ c 5¢; see [4, Ch. VIII.8]. 
2. It is possible to give conditions on the Lfvy measure of the process X that 
imply (i): indeed by [5] or [7], it follows that (i) is satisfied if the right tail of the 
Lfvy measure is subexponential. 
2. Proof  of  the Theorem 
We first show the following 
Lemma. Let X be an i.d. process. Then, for any 0 < Uo < u, 
P(oSUp Xs >- u) . P(xo<~s~<,inf X~ ~ -Uo) <- P(X,  >~ U - Uo). (2.1) 
Proof.  Let Tx denote the first entrance time to the (closed) set [x, oo). Then for 
0(  UO( U, 
,(oSU 
Now 
=P(T~t)  
<~ P(X ,  >t u - Uo) + P (  T,, <~ t and X, < u - Uo). (2.2) 
- ( inf (X~-Xru)<-u° )  P(T,,<-t and X,<u Uo)<-P Tu<~t and tro, r,,+,l 
/ \ 
= P(T~ ~< t) .  P{ inf X~ < -Uo} (2•3) / 
where the last equality follows from the strong Markov property. Combining (2.2) 
and (2.3) yields the result• [] 
We now turn to the proof of the theorem: 
(i)--> (ii), (iii). Take Uo large enough, then P(info~<s<~, Xs/>-u0) > 0, and by (2.1), 
lim sup 
U ---~ OO 
P(supo ,~,  X~ I> u) 
lira sup 
P(X, u) 
Using (i) and letting Uo->m gives 
P(supo~s<~, Xs I> u) 
lim sup 
u--,oo P (Xr~u)  
P( X~ >I u - Uo) 1 
P(X,  >I u) P( in fo~,  X~ >I -Uo) 
~<1. (2.4) 
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Since always 
P(o~s~tsup X~>~ u) ~ P(X,>~ u), 
(iii) follows from (2.4). (ii) is an immediate consequence of (i), (iii) and the fact 
that ~ is closed under tail equivalence. 
(ii) ~ (i). Using (2.1), we have for u0 sufficiently large that (u > Uo) 
P(Xt >I u - Uo) 
P(Xt>~u) 
P(supo~,~, X,/> u - Uo) 
P(supo~s~, X, t> u + uo)P(info~s~, X~ I> -Uo" 
Hence 
I(uo) := lim sup 
. oo 
P(  Xt >I u - Uo) 1 
P(info~s~, Xs I> -Uo) 
and 
lim sup I (Uo) <~ 1. 
IgO-.~ O0 
Since always I(uo) >t 1 and since I(uo) is increasing as Uo-  oo, we have that I (uo) = 1 
for every Uo> 0, whence P(X, <~ u) e ~. This proves the theorem. 
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