The goal of this paper is the proposal and evaluation of a ray-casting strategy that takes advantage of the spatial and temporal coherence in image-space as well as in object-space in order to speed up rendering. It is based on a double structure: in image-space, a temporal buffer that stores for each pixel the next instant of time in which the pixel must be recomputed, and in object-space a Temporal Run-Length Encoding of the voxel values through time. The algorithm skips empty and unchanged pixels through three different space-leaping strategies. It can compute the images sequentially in time or generate them simultaneously in batch. In addition, it can handle simultaneously several data modalities. Finally, an on-purpose out-of-core strategy is used to handle large datasets. The tests performed on two medical datasets and various phantom datasets show that the proposed strategy significantly speeds-up rendering.
INTRODUCTION
The fast rendering of time-varying data is today one of the major challenges of Visualization. 1 This work focuses on biomedical applications such as the study of the evolution of bone fractures and the analysis of time-varying functional data such as cerebral activity. Many of these medical studies require the analysis of several modalities, some of them static and other ones time-varying. On one hand, because of the large size of time-varying multimodal datasets, rendering is slow. On the other hand, there is generally a high degree of similarity or temporal coherence in the data at successive moments. Thus, some of the rendering computations made for one frame could be used for the next one.
The idea of taking profit of temporal coherence to speed up rendering of polygon-based time-varying scenes was early introduced by Hubshman and Zucker 2 . Since then, many frame-to-frame techniques have been proposed for polygon-based scenes in the context of visibility culling 3, 4 and global illumination 5, 6 . Temporal coherence has also been exploited for volume datasets in the extraction of isosurfaces from time-varying volumes 7, 8, 9, 10 , as well as for Direct Volume Rendering (DVR) 11, 12, 13, 14, 15, 16, 17, 8, 18, 19, 20 . We here focus on the latter approach.
Some of these previous works extend to the temporal dimension data structures often used for static volume rendering. For example, Temporal-Space-Partition (TSP) 8 extend octrees, Temporal-Branch-on-Need (T-BON) octrees 13 extend Branch-on-Need octrees and Temporal Hierarchical Index Trees (THIT) 21 extend the span-space. Spatial Run-Length Encoding (RLE) has often been used in static volume rendering, specially for shear-warp 22 , in order to provide a fast access to the non-empty voxels of a model. An incremental version of the shearp-warp algorithm for time-varying data has been proposed 18 that updates the spatial RLE at each frame. However, up to our knowledge, the possibility of run-length encoding the temporal dimension rather than space has not been explored yet in the bibliography. In this paper, we propose a direct volume rendering strategy based on a temporal run-length encoding of time-varying data, that allows us to take profit of temporal coherence to speed up rendering.
The main contributions of this paper are: (i) the analysis of the suitability of a Run-Length Encoding (RLE) of the voxels values throughout time (Temporal RLE) instead of in space, (ii) the use of this encoding to predict changes in the voxel values from frame to frame, (iii) the proposal of a frame-to-frame coherent ray casting based on this capacity of prediction that allows to only cast modified rays, and (iv) the proposal and comparation of three different time and space leaping methods along the recomputed rays.
RELATED WORK
We here survey the previous work on direct time-varying volume rendering more closely related to our work. We do not survey surface extraction algorithms 7, 8, 9, 10 , high performance time-varying rendering using parallel supercomputers 23 , rendering strategies based on compressing and decompressing the volume for animation 24, 25 and those that animate volumetric models using a skeleton 26 , because they fall far from our work.
Direct time-varying volume rendering can be subdivided into two main categories: one that treats time-varying data as a special case of an n-D model 14, 15, 16, 17 , and the other, that treats separately the time dimension from the spatial dimensions 11, 12, 8, 18, 24, 27 . In our biomedical applications, the number of frames of the animation is small in comparison to the number of samples of the datasets. Because of this asymmetry, a 4-D representation is not convenient. Therefore, the approach followed in this paper belongs to the DVR methods that separate time from space.
Yagel and Shi 11 propose a frame-to-frame coherent ray-casting that stores in a C-Buffer the coordinates of the first non-transparent voxel encountered by the ray emitted at each pixel. If the light conditions or the transfer function changes in successive frames, the ray sampling can start at this location and skip the previous empty voxels. Moreover, the C-Buffer can be re-used if the model rotates by reprojecting the intersection points. Actually, Wan et al. 19 found that the original point-based reprojection method can create artificial hole pixels, that can be corrected using a cell-reprojection scheme. Both approaches speed up ray casting computations when the camera or the transfer function change. However, when the property varies inside the voxels and the empty voxels change along time, the C-Buffer must be recomputed. The reprojection technique has also been used to track points across frames in order to reduce temporal aliasing 28 .
Shen and Johnson 12 focuses on exploiting ray coherence when the property values inside the voxels change along time and the camera remains static. Given the initial data sets, this method constructs a voxel model for the first frame and a set of incremental models for the successive frames, composed of the coordinates of the modified voxels and their values. The first frame is computed from scratch. The next frames are computed by determining which pixels are affected by the modified voxels of the corresponding incremental file, updating the voxel model and recasting only the modified rays. This strategy produces a significant speed up of the animation if the incremental files are small, i.e., the number of modified voxels is low. However, the incremental files do not keep the spatial ordering of the voxel models. Therefore, the method is not suitable to visualize sub-models or specific features in a model. In a recent paper, Liao et al. 20 propose an improvement of this technique consisting of computing an additional differential file, called SOD (Second Order Differential file) that stores the changed pixels positions. At each frame, the rays are either computed following Shen et al.'s strategy 12 or using the SOD, i.e. accessing directly to the modified pixels, avoiding the cost of projection of the modified voxels.
Reinhard et al. 29 address the I/O bottleneck of time-varying fields in the context of ray-casting isosurfaces. They propose to partition each time step into a number of small files containing a small range of iso-values. They use a multiprocessor architecture such that, during rendering, while one processor reads the next step time, the other ones render the data currently in memory. Their results show that partitioning data is an effective out-of-core solution.
Ma et al. 13 explore the use of a BON (Branch-On-Need) octree 30 for time-varying data. The construction of the tree consists of three steps: quantization of the volume, construction of a BON for every instant of time and merging of the subtrees that are identical in successive BONs. This data structure is rendered with ray-casting by processing the first BON completely, and only the modified subtrees of the following BONs. To do so, an auxiliary octree, called the compositing tree, is constructed, similar to the BON, that stores at each node the partial image corresponding to the subtree. At successive frames, when a subtree changes, its sub-image is recomputed and composited at its parent level in the hierarchy. The TSP Temporal Space Tree 8 is a spatial octree that stores at each node a binary tree that represents the evolution of the subtree through time. The TSP tree can also store partial sub-images to accelerate ray-casting rendering. It has also been used to speed up texture-based rendering 15 . This structure is particularly suitable for datasets in which most of the volume remains almost static and only specific regions vary through time. Otherwise, the tree can be highly subdivided and only few partial images can be re-used. The extension of these octree-based methods to multimodality would require the datasets to be aligned. In addition, the sub-images would hardly be re-usable, since the fusion of different modalities must be done at the sample level and not at sub-images in order to preserve correct depth integration.
The Chronovolumes method 31 is also based on ray-casting. However, it does not compute a sequence of frames but a unique frame representing the evolution of the volume throughout all the time span.
The temporal extension of the shear-warp technique 22 proposed by Anagnostou et al. 18 uses an incremental Run-Length Encoding (RLE) of the volume. Whenever a change is detected over time, the RLE is updated by properly inserting the modified runs in the volume scan-line. In addition, the volume is processed by slabs, recomputing only the modified slabs and compositing them with the unchanged slabs.
Finally, Lum et al's approach 27 is based on hardware assisted texture mapping. The time-varying volume over a given span of time is compressed using the Discrete Cosine Transform (DCT). Every sample within the span is encoded as a single index. The volume is represented as a set of 2D paletted textures. The textures are decoded using a time-varying palette. In order to keep a constant frame rate, the texture slices re-encoding at the end of each time-span is interleaved. A parallel implementation is also described.
The strategy proposed in this paper is based on ray-casting. We have chosen this rendering method because it can be easily adapted to non-aligned multimodal datasets. Our goal is to exploit spatial and temporal coherence in image-space as well as in object-space in order to speed up rendering. Spatial coherence in image-space allows us to skip rays that do not intersect the volume of interest, and in object-space to avoid samples that are not relevant for rendering. Similarly, we use temporal coherence in image-space to skip pixels that haven't changed since the previous frame, and in object-space to skip voxels that have kept the same value.
Our approach shares the idea of Shen and Johnsons 12 and Liao at al 20 of re-casting only modified rays when the camera is static. By opposite to their approach, we use a global representation of the voxel model instead of an incremental model over time. This avoids updating the model at each frame and it allows us to do space leaping along the rays. In addition, we use an image-space buffer that avoids computing the modified pixels given the set of modified voxels. This buffer is somewhat similar to the C-Buffer 11, 19 , but instead of storing the positions of the first non-empty voxels, it stores a fitted sampling interval and the next instant in time at which the pixel should be recomputed. Thus, our approach is valid when the property value changes in the model, and the position of the first empty voxel along a ray varies along time. Nevertheless, our approach still allows changing the viewpoint following the reprojection technique proposed in these papers. In comparison to the 4D octree 13 and the TSP tree 8 , we use an object-space Temporal Run-Length Encoded (TRLE) model. However, our Run-Length Encoding differs from the classical RLE used in static volumes for shear-warp factorization 22 and from the incremental RLE 18 for time-varying data. Instead of encoding voxels in space, our TRLE encodes the voxels through time. For each voxel, it stores a set of codes composed of the value of the voxel and the number of frames in which this value remains constant. Finally, as Reinhart et al. 29 , we partition data in order to reduce the I/O bottleneck. Instead of partitioning for instant of time, though, we subdivide data both in space and time. Our approach emphasizes the use of spatial and temporal coherence and it is suitable for multimodal studies.
OVERVIEW
Volume datasets are composed of empty space and relevant structures. Usually, during data exploration, not all the structures are rendered simultaneously. In multimodal rendering specially, users rarely choose to select all the non-empty voxels of all the modalities, because it is too much visual information to process. On the contrary, they typically prefer to perform various visualizations selecting different combinations of property ranges 32 . In Section 7, we show two examples of this type of selection: the animation of high SPECT values merged with MR brain and the animation of any SPECT value in the left brain hemisphere. Skipping not only empty but also non-selected voxels can drive to substantial computational time savings for static data and moreover for time-varying ones. From now on, we will call selected samples, the ray samples that are inside a selected region.
The goal of this paper is to propose a frame-to-frame coherent strategy such that, if the camera is static during animation and the sampling rate is constant, at each frame, only the rays whose contribution to the image has changed in relation to the previous frame are computed. Moreover, empty and non-selected samples are skipped along these rays. If the camera changes through animation, the reprojection technique proposed by Yagel and Shi 11 and improved by Wan at al. 19 can still be used in order to skip empty space. The basic idea is illustrated in Figure 1 . A ray through a volume dataset is depicted at four instants of time T 1 to T 4 for a static camera. The values of the traversed voxels at each instant of time are written inside them as integer values. For simplicity, in the figure, the ray is axis-aligned and sampled at regular intervals of one sample per voxel, but our algorithm supports any ray orientation and sampling rate. We consider three types of voxels: (i) those, coloured in white in the figure, that belong to an empty region, (ii) those in blue, that are non-empty and non-selected and (iii) those, magenta, that are selected. Let us suppose that for every sample at T 1 we know the next instant of time at which the sample value changes. In the figure, considering for clarity that the property value is constant inside each voxel, the next instant of change of the first sample of the ray is T 3 . It is T 2 for the second sample, T 3 for the third and so on. Then, when casting the ray at T 1 , it is possible to predict how long will the contribution of the ray to the image remain constant. For the ray, the pixel intensity computed at T 1 will remain constant at T 2 , since changes in the selected (magenta) voxels occur after the maximum opacity is reached, at sample 4. Moreover, when the ray is cast at T 3 , ray integration does not need to start at the first voxel, but rather at the first selected voxel. The data values are classified into three sets: empty voxels in white, a non selected region in blue and a selected region in magenta. Changes in the white and blue regions are not taken into account to compute the next instant of time. Changes in the magenta region (selected voxels) between T 1 and T 2 occur after the maximum opacity is reached. Therefore, tnext(T 1 ) is set to T 3 . In contrast, tnext(T 3 ) = T 4 because changes in voxels occur between these two frames before reaching the maximum opacity.
In general, let r be a ray cast through the volume, and let s 1 , s 2 , ..., s k be the samples computed Front-To-Back (FTB) along r until the maximum opacity is reached. Let tcur be the current instant of time. Only a subset of the samples s i is rendered at tcur, those which belong to an non-empty selected region. The sample values change along time, but the only changes that are relevant for rendering are those that affect the selected region, i.e. samples that remain or enter in the selected region or at the contrary, become non-selected. Let tnext(s i ,tcur) be the next instant of relevant changes of sample s i from instant tcur. Let I(r,tcur) be the contribution of ray r to the image intensity at tcur. We define tnext(r,tcur) as the next instant at which the contribution of ray r to the image changes:
tcur) : I(r,t) = I(r,tcur).
It is straightforward that tnext(r,tcur) is the minimum of the tnext(s i ,tcur), i = 1..k. Therefore, at every instant t, the only rays that effectively change are those such that tnext(r,tcur) = t.
In order to implement this idea, we use temporal run-length encoding to represent the time-varying volume. This encoding allows us to quickly compute at any time the next instant of change of any voxel. The algorithm computes the frames incrementally skipping the pixels that don't change and casting the modified rays only. We have developed three different strategies for the computation of the sampling interval along rays in order to skip as much as possible non-relevant voxels. In addition, we have designed an out-of-core strategy to split the datasets into smaller sets that allows us to handle large datasets.
DATA STRUCTURES
The T-Buffer is a buffer of the same size as the rendered image, that stores for every pixel the next frame at which the corresponding color of the image buffer is expected to change. It is computed from scratch at the first frame and updated at successive frames only at the pixels whose value in the T-Buffer coincides with the current frame.
The Temporal Run-Length (TRL) representation of the different modalities stores for every voxel v i a sequence of codes composed of the voxel value and the next frame at which this value changes: codes(v i ) = < value k ,tnext k >, k = 1...ncodes(v i ). For each modality, a different TRL is computed.
The query for the value of a voxel v i at a given frame t requires, with this structure, a search in codes(v i ) of the code whose time span contains frame t. In order to avoid this search and access directly to the searched code, we add to the structure a pointer that is set to the first code at the beginning of the sequence and that is updated to the current code during the traversal. We call this pointer curcode(v). Therefore, assuming that a simple byte is sufficient to store the number of frames of the codes and that curcode(v) is also a byte, the occupancy in bytes of the TRL structure for a modality m occupying nb m bytes per voxel of a voxel model composed of nv m voxels is:
This occupancy can be compared to the occupancy of the regular voxel model along time:
Occup(VoxelModel m ) = nv m * n f m * nb m , being n f m the number of frames of modalitity m.
We call r occ the ratio between the occupancy of the TRL and the regular voxel model:
Occup (VoxelModel) . This ratio has a direct relationship with the temporal coherency of the voxel model, since it depends on the number of voxels that change. As it is obvious, the TRL cannot be constructed on static models, composed of one frame, because it would increase their size. For instance, if the number of bytes per voxel (nb m ) is 1, the TRL would triplicate the occupancy of the static model. In the worst case, for an animated model all the voxels change at every frame. Thus, the number of codes of every voxel is equal to the number of frames. Therefore, the ratio of occupancy is:
nb m * n f m , more than 2 when the bytes per property of modality m is nb m = 1. However, this is less than the worst case of the incremental model proposed by Shen and Johnsons 12 which can be four times more the original one.
Nevertheless, as it will be shown in the tests, if the temporal coherency is high, this ratio can be very small (less than 0.13 in the rabbit dataset). In these cases, the TRL is a compressed representation of the temporal evolution of the model.
The TRL is totally computed in a pre-process. First, the voxel model corresponding to the first frame is loaded and the list of codes is initialized for every voxel. Next, the voxel models at the following frames are loaded one-by-one and traversed. For every voxel, the value of the current code in the TRL is compared to the value of the loaded voxel model. If the two values are equal, the frame of the current code is updated, otherwise a new code is constructed. Variations of the property values of empty voxels are not considered for the creation of new codes. Therefore, if a voxel has a variable value, but empty through all the sequence, it has a unique code. This pre-processing has a cost complexity Cost PP = O(nv m * n f m ).
PROPOSED ALGORITHMS
We have designed two algorithms based on these data structures: the simultaneous algorithm that computes all the images at the same time, and the frame-to-frame one, which computes incrementally one image after the other. Both algorithms use the TRL structure in order to predict changes in the image. They exploit temporal coherence by casting only modified rays. These algorithms use three different Space-Leaping (SL) strategies (SL1, SL2 and SL3) that are next described.
Simultaneous algorithm
The simultaneous algorithm constructs simultaneously all the frames of the sequence. It is not interactive, but it is useful if the sequence can be generated in batch.
The algorithm computes for every pixel of the image-buffer its value at every frame instant. For every pixel, the associated ray is cast at the first frame instant (T 1 ). During this ray-casting, we compute the frame instant at which the pixel value changes (tnext(r, T 1 )). As described in Section 3, tnext(r, T 1 ) is the minimum of the next instants of change of all the samples s i along the ray (tnext(s i , T 1 ) ). The value of (tnext(s i , T 1 )) is provided by the TRL. The pointer to the current code of every sample (curcod(s i )), which is initialized at the first frame instant, is updated during ray sampling. The pixel value computed at the first frame instant is copied into all the following frames until tnext(r, T 1 ). At that frame instant, the ray is recast and the algorithm proceeds iteratively in the same way as for the first frame instant, copying the new pixel value to the next frames until the next change.
Frame-to-frame algorithm
This algorithm proceeds incrementally: it casts rays only through pixels that have changed in relation to the previous frame. More specifically, it starts by initializing the value tnext of all the pixels of the T-Buffer at the first frame instant. This forces to cast all the rays of the first frame. Next, for every frame instant of the sequence, the algorithm traverses the T-Buffer and casts rays only at the pixels whose tnext value in the T-Buffer is equal to the current frame. The other pixels of the buffer remain unchanged. During ray casting the tnext values in the T-Buffer are updated as according the tnext of the ray samples. The pointer to the current code of every voxel (curcod(v)), initialized at the first frame instant, is also updated during ray sampling.
Space leaping
Spatial coherency is exploited with three different space-leaping strategies whose efficiency is tested in Section 7. The three strategies are illustrated in Figure 2 . Figure 2 . Space-leaping: The gray region represents the set of voxels that have a relevant value at some frame of the sequence. The temporal bounding box encloses this region. The intersection of the ray with the temporal bounding box defines the space-leaping interval of SL1 strategy. The intersection of the ray with the gray region defines the sampling interval of SL2. Finally, the sampling interval of SL3 is refined through time: at the first frame it is the same as SL1 (SL3 1 = SL1), at the second frame, it is the same as SL2 and after successive frames it diminishes to SL3 n .
Space-Leaping 1 (SL1): temporal bounding box
We define the temporal bounding box as the bounding box of the voxels that are non-empty at some instant during the temporal sequence During the pre-process of construction of the TRL, the temporal bounding box is also computed. When the rendering starts, the sampling interval of every ray is computed as its intersection with the temporal bounding box (see the dot box in Figure 2 ) . The cost of the pre-processing is still O(nv m ) but increased by a comparison per voxel. However, the bounding box is valid for any camera position. This strategy provides space-leaping over empty voxels, but it does not skip non-selected voxels. Since the temporal bounding box is computed in the pre-process, it cannot take into account user's queries.
For multimodal studies, the temporal bounding boxes are computed separately for each modality. Each ray is intersected with these bounding boxes. Thus, every pixel of the T-Buffer stores instead of one sampling interval, a list of sampling intervals. Each of these intervals corresponds to a combination of modalities. During the integration of an interval, only the TRL of its modalities are consulted.
Space-Leaping 2 (SL2): temporal ray sampling intervals
The second strategy adds a view-dependent preprocessing that computes the sampling interval of each pixel of the T-Buffer as the position of the first and the last samples along the ray that have a relevant value at some frame. This preprocessing consists of a traversal of all the samples codes for every ray. It should be re-done for any change in the viewpoint, but precisely because of that, it can skip not only empty voxels but also non-selected ones. This strategy has a higher pre-processing cost but it provides a more efficient space-leaping for the successive frames. In multimodal datasets, these intervals are computed separately for each modality and processed in the same way as SL1 strategy.
Space-Leaping 3 (SL3): run-time adjustment of ray sampling intervals
The third space-leaping strategy computes ray sampling intervals as in the SL2 strategy, but instead of a per-view pre-process, it does it during the rendering samples traversal. Whenever a non-relevant voxel is sampled along a ray, its next relevant value is searched. If the voxel is never relevant during the sequence, its current code curcode(v) is set to the last frame, independently from its possible variation through time. Then, it is not processed in the successive frames. The ray integration interval is defined by the first and last non-relevant voxels encountered along the ray in the previous casting of that ray. This interval is refined at each frame. By opposite to SL2, this strategy does not require a costly per-ray pre-process. Since the intervals are successively refined, the cost per frame tends to diminish. However, at the first frames, this cost can be greater than in the SL2 strategy. This is illustrated in Figure 2 : the sampling interval SL3 at the first instant (SL3 1 ) is larger than SL2, but it is smaller than SL2 at the n −th instant (SL3 n ). This method adapts to multimodality as the previous two ones.
OUT-OF-CORE RENDERING
When the datasets are larger than the main memory, input/output communication becomes the bottleneck of rendering 33 . In the context of our investigation, this is serious problem since our datasets are multimodal and vary in time. Even though the Run-Length Encoding compresses efficiently the model in time, the size of the models and the number of bytes per voxel even for a one-frame dataset may be larger than the memory. Subdividing the volume can solve this problem. 29 In order to overcome the I/O bottleneck while keeping the benefits of the proposed method, we subdivide the models into blocks both in space and time. First, long sequences are subdivided into smaller time spans. Next, the models are subdivided following the BON (Branch-On-Need) octree strategy 30 . The leaf nodes are the voxel model blocks. The criterion to divide a node of the octree is its memory occupancy. Thus, the more temporal variation of the voxels into a node, the more subdivided it is. The octree hierarchy is used only for the creation. Only leaf nodes (blocks) are stored in disk. The files are labelled according to the position of the blocks into the octree in order to allow us a sorted traversal. Therefore, during rendering, the leaf nodes are processed orderly: read from disk and rendered. The resulting subimages are composed FTB. For the simultaneous algorithm, each block of a time span is stored in one file and read only once. For the frame-to-frame algorithm, the blocks must be read from disk at each frame. Therefore, they are stored into various files, such that only the current codes of the voxels are read from disk at a given frame. Besides the capacity of handling large datasets, this strategy brings the advantage of improving time and space leaping: if the pixels of the subimage of a block in the main buffer have already reached the maximum opacity at a given frame, the block is skipped. Moreover, the block is rendered only if at least one of the pixels of its subimage changes at that frame.
TESTS

Description
We have performed tests on four different datasets:
• two phantom datasets that help us to better understand the behaviour of the algorithms,
• a real multimodal dataset of the brain composed of a dynamic SPECT and a static MR.
• a real dataset corresponding to the temporal evolution of a biomaterial implant in a rabbit femur at two different spatial resolutions (SRabbit and LRabbit).
The first phantom dataset fireball consists of a sphere initially full of variable voxel values that freeze along time from the external layers of the sphere to the internal ones. Once a layer is freezed, it remains constant through time. The second phantom dataset multiball is multimodal. It is composed of the fireball and the model movingball composed of a ball of constant values moving across the volume. Four different frames of this animation are shown in Figure 3 . The SPECT and MR datasets depicted in the header Figure 4 belong to the Whole Brain Atlas of the Harvard medical department. Finally, the rabbit dataset shown in Figure 5 has been captured at the European Sincrotron Radiation Facility (ESRF, Beam Id17). In Table 1 , we show the characteristics of the different datasets: name, size, number of frames (nf), selection ratio (r sel ), temporal coherence ratio (r coh ), occupancy ratio (r occ ). The selection ratio r sel is defined as the total number of selected voxel values divided by the number of voxels multiplied by the number of frames. The temporal coherence ratio r coh is the number of codes of all the voxels, divided by the number of voxels multiplied by the number of frames. Finally, as explained in Section 3 the occupancy ratio r occ is the size of the RLE divided by the size of the original models. In the MR dataset, these two last parameters are not depicted because, being static, it is not represented as a TRL. Tables 2 and 3 show the results of two unimodal and two multimodal tests on the datasets. The results correspond to executions on a Pentium-4 at 3.06 GHz with 1G memory and a Video Card Nvidia FX5600. The proposed method has been implemented with the three different space-leaping strategies and the simultaneous method. They are labeled in the tables as Coh-SL1, Coh-SL2, Coh-SL3 and simul, respectively. In order to provide a better understanding of the results, we have also implemented the brute-force sequential method that simply processes the volume frame after frame without temporal coherence. This method has been implemented with the two first space-leaping strategies (SL1 and SL2). They are labeled in the tables as BF-SL1, BF-SL2. Tests on large datasets have used the out-of-core strategy which is incompatible with the SL2 space leaping method. Specifically, Multiball has been subdivided into 10 spans and 8 blocks, while LRabbit has been subdivided in space only, into 16 blocks. It should be observed that these datasets do no fit into memory because they are huge not only in space but also in time Table 2 shows the results of the tests of the five methods on phantom data Fireball. Times are expressed in seconds, and the gain is computed as the total time of the animation divided by the total time of the animation with the basic method BH-SL1. The higher pre-processing times correspond to SL2 both in the sequential and the coherent methods. However, it is a third of the cost of a frame in BF-SL1. The higher cost in the first frame occurs in Coh-SL3, because it is when most of the space-leaping interval is computed. The lowest average cost of the next frames is in Coh-SL3, because the space-leaping interval is better fitted. The cost per frame diminishes along time in Coh-SL3, while it is almost constant in the other strategies. Space-leaping SL2 provides a considerable saving in the sequential and the coherent strategies. The more efficient method is the simultaneous. Table 3 shows the results of the tests of the five methods on all the datasets. Only the ratio of the method in relation to the sequential one is shown. For the out-of-core processing, the ratio includes both reading from disk and rendering times. All the tests correspond to images of 800x800. The cost of reading from disk is small in relation to the cost of rendering, therefore, the out-of-core results follow the same pattern as the others. 
Results
In all the datasets the occupancy ratio of the TRL in relation to the regular model is low. The relative occupancy of the TRL varies between 12% and 61%, depending on the number of selected voxels that change along time. The cost of construction of the TRL is low, less than the lowest cost of rendering of one frame in the best frame-to-frame coherent strategy.
In all the tests, the four frame-to-frame coherent algorithms reduce considerably the processing time of the animation in comparison to the sequential methods. This is due to the high number of rays that are skipped, because they cross empty or non-relevant regions or because they keep the same value as in the previous frame. Overall, the number of skipped rays ranges between 60% and 88%.
In general, the simultaneous method has the better performance. This is basically due to the fact that it saves the cost of management of the T-Buffer and that the memory access is more efficient than in the other methods. The performance is much better for large model, since the blocks are read only once.
The cost of pre-processing in space-leaping SL2 is not very high in relation to the rendering cost per frame, between one third and one half the cost of rendering of one frame in the sequential method. In fact, the size of the images affects the cost of the pre-process, but globally, it does not have a visible influence on the overall cost. Therefore, in the datasets that have a lot of empty space, SL2 produces considerable time savings even for a low number of frames. This is visible in the gains of the sequential method BF-SL2 in relation to BF-SL1 and Coh-SL2 in relation to Coh-SL1.
In most cases, the best frame-to-frame strategy is Coh-SL3. Although the first frame cost is larger than in the other strategies, it benefits from the adaptive space-leaping and the average cost of the remaining frames is lower than in other methods. In fact, starting from the second frame, the space-leaping interval is at most as large as in SL2. In large datasets where the out-of-core strategy has been applied, the ratios are even better than in the small datasets. This is due to the fact that some blocks are pruned before loading because of ray and temporal coherency.
CONCLUSIONS
The encoding of the volume through time as a Temporal Run-Length provides an important compression of the voxel model while keeping its spatial order. In addition, it allows us to fast predict changes in voxel values along time. In this paper, we have shown that this prediction capability can be conveniently exploited in a time-varying ray casting. The Temporal Run-Length together with a temporal buffer and three different space-leaping strategies provide important savings in the computational cost of the animation. The method can be used on small datasets that fit into the main memory and it can be adapted to large datasets using the out-of-core strategy presented in the paper.
Several new research lines start from this work. First, we believe that the Temporal Run-Length Encoding of the volume could be used in other direct rendering methods such as axis aligned splatting and 3D texture mapping. Next, the out-of-core strategy could be complemented with memory bricking 34, 35 .
