Abstract-We consider the problem of minimizing rank of a matrix under linear and nonlinear matrix inequality constraints. This problem arises in diverse applications such as estimation, control and signal processing and it is known to be computationally NP-hard even when constraints are linear .In this paper, we first formulize the RMP as an optimization problem with linear objective and simple nonlinear semialgebraic constraints. We then proceed to solve the problem with augmented Lagrangian method known in nonlinear optimization. Despite of other heuristic and approximate methods in the subject, this method guarantees to find the global optimum in the sense that it does not depends on the choice of initial point for convergence. Several numerical examples demonstrate the effectiveness of the considered algorithm.
I. INTRODUCTION
G IVEN a real matrix Ae S' which entries are affine function of decision vector x, we are going to minimize the rank of this matrix under linear and nonlinear matrix inequality constraints. We refer to this problem as rank minimization problem and denote it by RMP hereafter. Due to Rank operator, this is a nonlinear nonconvex matrix constrained problem and is known to be computationally NP-hard. Unavoidably, this problem arises in diverse applications in mathematic and engineering so it is of great importance if one can solve this problem exactly or even approximately. In many applications, notions such as order, complexity, or dimension of a model or design can be express as a rank of a certain matrix. One example is reduced order controller design in which one is interested to find a linear time invariant controller of minimum order to stabilize a given LTI system. It is shown that this problem is a RMP in its original form. A more complete list of applications can be found in [1] , [2] . In [1] University of Technology, Tehran, Iran (e-mail: mansoorAee.sharifedu).
Mansoor Isvand Yousefi a LMI feasibility problem under rank constraints which is closely related to RMP. On the other hand, in control, the BMIs have been extensively studied as general framework of many NP-hard problems. Specially, Safanov et all [3] had shown that BMI is a unifying formulation of wide range of system and control problems such as , l km synthesis, decentralize control, robust gain scheduling and simultaneous stabilization. So RMP contain all these problems as a special case.
Recently there has been an increasing attempt to solve this problem efficiently or even costly. In spite of these large amounts of applications, there has not been proposed a suitable algorithm to solve general RMP problem which is mainly due to nonconvex nature of generic RMP and its NPhardness. Instead, most attempts in this direction pursue two reasonable approaches: (1) find special classes of RMP that can be solved efficiently in polynomial-time (2) propose heuristic and approximate solutions often based on relaxation techniques for nonconvex hard problems. One important special class which efficiently can be solved is addressed in [4] . Although the authors showed that a certain problem in control engineering (fixed-order output feedback problem) can be formulated as this special structure, this special case certainly does not meet all the aforementioned applications. Some other special classes (less important) which can be solved efficiently, were reported in [2] .
An example of the second approach was found in [2] where authors provide two heuristic based on convex optimization that approximately solve RMP. Particularly, they show that minimizing the nuclear norm of a matrix yields a global lower bound on the rank, provided that feasible set of the problem is bounded. They also provide another heuristic for general RMP that involves a nonconvex optimization problem which is not generally computationally tractable, unless a very good initial point is provided (for example, using trace heuristic). The accuracy of these approximations heavily depends on a special problem of interest and on the accuracy of initial points. Other heuristic methods include cone complementary method (coordinate descent) [5] and alternative projection [6] , which is basically a convex analysis algorithm to find a common point of two convex set. The authors of [6] then utilized this algorithm to find a common point of a convex and a nonconvex set with the hope that algorithm converges for nonconvex case too. However this is not usually the case, except a very good initial point (which is itself another problem) is provided. All other methods almost exhibit the same drawbacks, i.e. performance extremely depends on initial point and the specific problem to be solved so that the method often fails to converge in practice. This is not a priori known for what problem instances which method performs best and what initial point should be supplied and if the algorithm converges, we do not know that the attained point is indeed the solution of the problem.
In this paper we pursue a completely different approach based on nonlinear optimization techniques, motivated by the above drawbacks. Specially using semialgebraic representation of RMP [7] , we propose a quasi-augmented Lagrangian optimization technique to find the global optimum of general RMP A(x)<o (1) gj(x)= 0 j=, = ,m.
Where xE Rn the vector of decision variables is, X(x) E RPq is a real p x q matrix whose entries are affine function of x components, and A(x) stands for a linear matrix inequality, i.e.
A(x) = Ao + x1Aj + --+ xA (2) In which Ai e Sm, i=0,1, -, n are real symmetric m x m matrices. g(x) corresponds to a nonlinear scalar equality constraints .
The following lemma, known as semidefinite embedding lemma, indicates that one can always correspond to any arbitrary nonsquare matrix, a positive semidefinite matrix whose rank is exactly twice the rank of X . Lemma 1. Let Xe RP q be a given matrix. Then Proof. The proof of this lemma can be found in [2] . In other words, any general RMP can be reduced to a special RMP with (square) positive semidefinite objective matrix at the cost of increasing problem dimension. Using this lemma, without loss of generality, we assume that in problem (1), X is a (square) positive semidefinite matrix. We now show that RMP can be cast as an optimization problem with linear objective and simple nonlinear semialgebraic equality constraints. Lemma2 is a suitable generalization of similar one recently considered in [7] . Lemma 2. LetxeR', A(x)eSSm and X(x) e RPxP > 0 are matrices whose entries are affine function of x components. There are nonnegative scalars vi, i= 1,2, ,n such that the optimum value of
Are equal, in which 0i (X) is the i'th principle minor of X. Proof See [7] . Note that when entries of X are affine functions of x components, vri(X) are polynomials in x, thus the constraint set in (5) defines a semialgebraic set which is well studied in algebraic geometry. Particularly, [7] cited that polynomial optimization problem (5) (without LMI and nonlinear constraints) may be solved utilizing recent results on sum of square polynomial relaxations. However, typically one minor has a large degree and as remarked by [7] , the order of moment matrices greatly grows which significantly increases the size of these relaxations. In the next section, we will show how this formulization can be employed in a nonlinear optimization technique to solve general RMP.
III. AUGMENTED LAGRANGIAN In this section we extend the classical augmented Lagrangian to the case of LMI constraints to solve (5). The augmeneted Lagrangian method was originally proposed by Powell [8] in 1969 and is considered to be an important option in numerical optimization, to deal with nonlinear equality constraints. Our presentation is inspired by the works of [9] , [10] in which authors consider a similar (3) approach to tackle quadratic nonlinear terms in nonlinear optimization and robust control. In augmented Lagrangian method, both equality and inequality constraints are embedded in objective function with a suitable structure [11] , [12] . The main difficulty with AL method is that removing inequality constraints introduces a nondifferentiable term that enforce to use nonsmooth optimization techniques, such as cutting plane or Bundletype methods, which are not very efficient. Fortunately, inequality constraints in problem (5) are linear and this structure can be further exploited to greatly simplify the solution method. Conn [13] remarked the potential advantages of this strategy. He proposed to keep these linear inequalities constraints explicitly outside the augmented Lagrangian, handling them directly in the level of subproblem minimization. This idea was extended in [10] [12] , [9] . We start the procedure with certain ad hoc of p and s and look whether the residuals |g(xj)| indeed reasonably decreased with j, say by a factor of 0.2. Until this the so, we keep fix the penalty parameter, otherwise we increase the penalty by a certain factor, say 10. We have not yet specified in which way the minimization in problem (7) is done. The standard choice, when the optimal point is non-degenerate, is of course the modified Newton method with line search or with trust region strategy. Newtonian methods yield extremely fast local quadratic Q-convergence to a non-degenerate point, provided that initial point is "closed enough" to the optimal solution. A difficulty with Newton-based methods immediately arises when the Hessian V2L is not positive definite, mainly due to initialization. Incorporating line search, one may expect to prove the global convergence of the Newton method with (Armijo) line search only if Newton direction be a descent direction at a non-critical x Vf(x) o > _(VfT)[V -1 (Vf) < 0 (10) This holds for convex functions (or more generally elliptic) with non-singular Hessian and bounded initial sublevel set, but not for our nonlinear nonconvex problem (7). To remove this difficulty, Variable Metric methods was suggested, which take a positive definite approximation, albeit rough during the early stages of the descent process, when xk is far from minimum. This algorithm starts from some positive definite operator wk and works in parallel with the construction of{xk }, accumulates second order information from objective to construct a sequence {Wk} of positive definite operators. Only at the end of the process, need these operators approach the desired w* ,whatever it is. (14) Here f8 is a constant upper bound for which aforementioned conditions (1) and (2) efficiently with a very low cost [15] . Finally, note that one may use a Guass-Newton approximation of Hessian matrix instead of the actual one, provided that already calculated a small number of principle minors using for example, polynomial interpolation techniques. This is especially A T applicable when the current iterate is near the optimal solution where disregarded term is negligible. Summarizing, the resulted algorithm for the proposed method is shown in the table of previous page. Note that according to the Schur complement lemma, the nonconvex quadratic optimization problem in inner iteration is indeed a (convex) semidefinite programming problem [15] and is easily solved via available efficient interior point solvers such as SeDuMi1.02 or YALMIP [16] .
IV. NUMERICAL RESULTS In this section the performance of the proposed method is demonstrated via several numerical examples. The numerical results are obtained using a 2GHZ Pentium 4 Pc, with IG memory. We used SeDuMi semidefinite programming solver [16] V. CONCLUSION A method based on nonlinear nonconvex optimization for matrix rank minimization was proposed. The proposed method is globally convergent in the sense that it is not sensitive to the choice of the initial point. Further research is needed to demonstrate the trade off between performance and computational complexity, both numerically and analytically. Particularly, this paper reveals that recent advances in nonlinear optimization open another promising approach to solve broad class of problems in system and control theory.
