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In current forensic practice, there are few standards for outdoor crime scene 
documentation, despite the need for such documentation to be accurate and precise in 
order to preserve evidence. A potential solution to this is the implementation of image-
based photogrammetry. Applied Structure from Motion (SfM) reconstructs models 
through image point comparisons. A 3D model is produced from a reference photoset 
that captures a 360-degree view of the subject and the software employs triangulation to 
match specific points, datums, across individual photos. The datums are arranged into a 
point-cloud that is then transformed into the final model. Modifying the point-cloud into a 
final product requires algorithms that adjust the points by building a textured mesh from 
them. One of the disadvantages of SfM is that the point-cloud can be “noisy,” meaning 
that the program is unable to distinguish the features of one datum from another due to 
similarities, creating coverage gaps within the meshed images. To compensate for this, 
the software can smooth portions of the model in a best-guess process during meshing. 
As commercial software does not disclose the adjustment algorithms, this documentation 
technique, while very useful in other disciplines that regularly apply SfM such as 
archaeology, would fail to meet the standards of the Daubert and Kumho criteria in a 
forensic setting.  
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A potential solution to this problem is to use open-source software, which 
discloses the adjustment algorithms to the user. It was hypothesized that the output of 
open-sourced software solutions would as accurate as the models produced with 
commercial software and with total station mapping techniques. To evaluate this 
hypothesis, a series of mock outdoor crime scenes were documented using SfM and 
traditional mapping techniques. The scenes included larger surface scatter and small 
surface scatter scenes. The large surface scatter scenes contained a dispersed set of 
plastic human remains, and various objects that might reasonably be associated with a 
crime scene. Ten of these scenes were laid out in 10 x 10 m units in a New England 
forested environment, each grid with a slightly different composition, and then 
documented using an electronic total station, data logger and digital camera. The small 
surface scatter scenes consisted of a pig mandible placed in different environments 
across two days of data collection. The resulting models were built using PhotoScan by 
AgiSoft, the commercial software, and MicMac for Mac OSX as the open-source 
comparison software. Accuracy is only part of the concern however; the full utility of any 
one of the workflows is defined additionally by the overall cost-effectiveness 
(affordability and accessibility) and the visual quality of the final model. Accuracy was 
measured by the amount of variance in fixed-datum measurements that remained 
consistent across scenes, whereas visual quality of the photogrammetric models were 
determined by cloud comparison histograms, which allows for comparison of models 
between software types and across different days of data collection. Histograms were 
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generated using CloudCompare. Not all models that were rendered were useable—90% 
of large surface scatter models and 87.5% of small surface scatter models were useable.  
While there was variance in the metric outputs between the total station and 
photogrammetric models, the average total variance in fixed-datum lengths for individual 
scenes was below 0.635 cm for six of the ten scenes. However, only one of the large 
surface scatter scenes produced measurement that were significantly different between 
the total station measurements and the software measurement. The maximum differences 
in measurement between the total station and software measurements were 0.0917 m 
(PhotoScan) and 0.178 m (MicMac). The minimum difference that was found for either 
software was 0.000 m, indicating exact measurement. The histograms for the large 
scatter scenes were comparable, with the commercial and open-source software-derived 
models having low standard deviations and mean distances between points. For the small 
surface scatter scenes, the histograms between software types varied depending on the 
environment and the lighting conditions on the day of data collection. Conditions such as 
light, ground foliage and topography affect model quality significantly, as well as the 
amount of available computing power. No such issues of losing objects or limitations of 
computing power were encountered when mapping by total station and processing the 
data in AutoCAD. This research shows that SfM has the potential to be a rapid, accurate 
and low-cost resource for forensic investigation. SfM methodology for outdoor crime 
scene documentation can be adapted to fit within evidentiary criteria through the use of 
open-source software and transparent processing, but there are limitations that must be 
taken into consideration. 
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Methodologies to document the spatial distribution of material within surface 
scatter crime scenes and archaeological excavations overlap considerably. Effective 
documentation within forensic archaeology can lead to the identification and study of 
spatial patterns, which in turn, can inform site recovery strategies for the successful 
recovery of human remains and provide contextual answers (Moore et al. 2002). Once a 
scene has been identified and a perimeter established, documentation strategies can 
include establishment of a baseline, primary datum and/or construction of a reference 
grid in order to map evidentiary materials before they are recovered. In the most basic 
methodology mapping can be done by using a tape measure and compass to establish 
scene relationships in reference to a baseline, transects, or a grid. More commonly in 
recent years, scenes are mapped digitally using a total station. Photographs, rough 
sketches, and field notes are important supplementary materials for contextualizing scene 
maps (Jiménez et al. 2009) and the recovery process itself. These documentation 
techniques are subjective in application, and human error influences the precision and 
accuracy of data collected. More objective documentation techniques, such as 3-
dimensional (3D) digitization, offer a potential solution to these problems in a low-cost 
and accessible way. Structure-from-Motion (SfM) photogrammetry is one potential 
technique for 3D reconstruction, but its validity has not yet been established in forensic 
literature or practice. Total station (TS) mapping is considered a forensic industry 
standard when it comes to mapping outdoor crime scenes, and this present research 
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examines the utility of commercial and open-source SfM documentation in comparison to 
TS documentation. In order for SfM to be a competitive option to TS recording methods, 
the resulting SfM models need to be comparatively accurate in physical measurements to 
the data gathered by TS, as well as with respect to the relationships between features of 
the crime scene in the reconstruction (a map or a model).  
 
Recovery and the Forensic Hiatus  
Recovery processes are inherently destructive to any crime scene. As a result, a 
forensic archaeologist’s interpretation of evidentiary relationships during reconstruction 
is dependent on their ability to have documented the scene with objective thoroughness. 
Proper scene documentation thus requires encapsulation of material objects and the 
surrounding landscape in order to adequately reflect the characteristics of objects, their 
positional contexts, and the relationships between them (Leeuwe 2017). Accurate 
documentation is required for the forensic archaeologist or crime scene investigator to 
make meaningful conclusions about the site formation processes. Forensic archaeology, 
which consists of forensic anthropology, taphonomy, and zooarchaeology, requires 
appropriate scene documentation, and recovery strategies. Within this present research, a 
forensic anthropologist or a crime scene investigator will be referred to as a “forensic 
investigator.” Methodology for spatial documentation should be sufficiently general to 
account for the widely varying possible contexts in which a crime scene could occur, but 
also must maintain an established level of recording accuracy (Morgan 2017). The chief 
concern of methodological choice from a forensic perspective is that the resulting site 
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reconstruction must be admissible and defensible within a court of law (Haglund 2001). 
Misconstruing or lacking scene data can have far-reaching consequences within a judicial 
setting.  
Forensic scene reconstruction also suffers from subjective choices of an 
individual during documentation and processing. Any information lost or not recorded 
may limit the eventual interpretation of the evidence and the relationships across the 
landscape of the scene. This degradation of information is termed the “forensic hiatus” by 
Leeuwe (2017). The forensic hiatus is the gap between the presented reconstruction and 
the original state of the scene, which occurs due to the difficulty, subjectivity, and/or 
errors in the recording process. If the map, photographs, rough sketches, and/or field 
notes do not record adequate detail, the reconstructed scene loses interpretive power. 
Again, as recovery processes are destructive, an intact crime scene can only be recorded 
once. This inherent characteristic of recovery limits both the potential research value, in 
the case of archaeology, and the evidentiary value within a forensic context (Callieri et al. 
2011; Howland et al. 2014). The risk of widening the forensic hiatus places additional 
pressure on the forensic investigator to ensure that their choices during documentation are 
appropriate for the scene at hand, both in terms of time and budget constraints. The more 
time taken to recover, interpret, and act upon evidence, the likelihood of catching a 
perpetrator or identifying a set of human remains decreases (Haglund 2001).  
The perception and reconstruction of a scene by a forensic investigator is 
influenced by the documented information. Classification of a scene (e.g., homicide, 
suicide, accident, natural formation) requires keeping the forensic hiatus within 
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reasonable limits. The larger the forensic hiatus, the more difficult any scene becomes to 
interpret, and classification becomes ambiguous (Van den Eeden et al. 2016). Both 
cultural and environmental factors define the architecture of a crime scene (Boyd and 
Boyd 2011). This includes the topography, vegetation, and ground cover, as well as 
buildings, infrastructural modifications, and vehicular developments (Boyd and Boyd 
2011). In conjunction, the physical condition of an area and the material evidence 
preserved together provide contextual information as to what events took place and the 
scene formation processes. For a forensic investigator, an accurate understanding of a 
scene is the best way to determine how an individual arrived within the scene and 
establish their identity (Dirkmaat et al. 2008).  
 
Forensic Archaeology and Best Practice Suggestions  
With the aim of identifying an unknown individual, a forensic anthropologist 
contributes to legal casework in multiple ways, such as through constructing a biological 
profile, documenting trauma, establishing the postmortem interval, documenting the 
scene, and evidence recovery strategies (Haglund 2001). The success of this endeavor 
depends on the forensic anthropologist’s ability to meet the challenges of appropriate 
methodology selection for the environmental conditions of the scene (Haglund 2001). 
There are at least four ways in which this type of integrated framework can help a 
forensic archaeologist to produce an accurate reconstruction. These contributions can be 
summarized as: 
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1. Recording spatial contexts using established archaeological methods that 
inform on site formation processes.  
2. Using contextual information to infer the active roles of human and nonhuman 
influences on the current state of the scene.  
3. Minimization of the forensic hiatus by providing accurate and contextualized 
reconstructions.  
4. Providing meaning to ambiguous scenes through proper interpretation of 
material evidence.  
 
These possible applications of forensic anthropology are comprehensive in theory. 
Widening the scope of practical application, however, requires adopting standardized and 
pragmatic methodologies. Any innovation in scene documentation, for example, should 
also fit within current scene documentation protocols. Otherwise, the proposed changes 
will be too costly in terms of training, physical resources, and access to hardware or 
software. Modification of existing techniques that have an established foundation within 
forensic practice (such as photographic documentation) would enhance the speed of 
adoption, increase practitioner accessibility, and shorten the forensic hiatus through 
improvement upon an already familiar technique.  
Law-enforcement standards for outdoor and surface scatter documentation are 
essentially nonexistent at this time (Dirkmaat 2012). While it is common for law-
enforcement to create long-term evidence retention logs, as is mandatory within most 
states, the depth of contextual information (e.g., maps, photographs, rough sketches, field 
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notes) is extremely variable (Ericksen and Knecht 2012). Using the Boston Police 
Department as an example, evidence and scene documentation fall under Rules 205 
(Section 12:6) and 309 (Section 4:2) (Boston Police Department, Rules and Procedure 
2019). These rules task the investigator-in-charge with recording the condition of the 
scene, photographing the scene, and, prior to recovery, noting the position and location of 
all evidence through diagramming. There are no indicated requirements or best practice 
suggestions for providing scale, method of diagramming, or photographic coverage of a 
scene, other than what the investigator-in-charge deems to be important. A 
supplementary best practice guide for scene processing comes from the Technical 
Working Group on Crime Scene Investigation (2000) (TWGCSI) law-enforcement guide. 
In this best practice guide, there is an emphasis on detail and accuracy within scene 
documentation. Section C addresses protocols for scene processing and makes specific 
recommendations for ensuring accurate measurement and scale in diagramming. The 
forensic value of evidence, including human remains, is diminished considerably through 
the absence of contextual information (i.e., the forensic hiatus), and thus the prosecutorial 
potential is also diminished (Dirkmaat et al. 2008).  
The two most powerful ways in which the forensic hiatus can be reduced is 
through accurate spatial documentation (mapping) and photographic coverage. In order 
for a map to be meaningful, it needs to be based on accurate measurement. Accurate 
measurement of a distance can be achieved through comparison to a measure of certified 
accuracy (Technical Working Group on Crime Scene Investigation 2000). The best 
practice standard for measurement accuracy from the TWGCSI (2000) is ¼ of an inch or 
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6.35 mm. Any new or adapted scene documentation methodology must therefore be 
within or be very close to this limit of comparison. Additionally, a judge relies on the 
Daubert and/or Kumho criteria to determine the admissibility of evidence or a crime 
scene reconstruction. These standards have the requirements that the methodology is 
scientifically testable, has established known error within existing operational standards, 
and is the product of reliable principles (Ruotsala 2016).  
 
Photogrammetry: Structure-From-Motion  
 One proposed method for documenting outdoor and surface scatter scenes is 
multi-image photogrammetry, another name for SfM. SfM is a 2D to 3D modeling 
technique for the digitization of surfaces and objects using photographic datasets 
(photosets). This method is a low-cost and low-time solution to digitization, requiring 
only basic equipment such as a standard computer, digital camera, and the relevant open-
source or commercial processing software (Magnani et al. 2016). The accessibility of the 
technique is extremely important, as it would provide any forensic investigator (not just a 
visualization specialist) with the ability to create photo-realistic, spatially accurate 
records of entire crime scenes (Howland et al. 2014).  Large photosets with significant 
overlap between each individual photograph are taken around the subject from different 
heights and angles (the “motion” in SfM), and are loaded into single-batch software. 
Spatial relationships are calculated between the photographs using trigonometric 
principles from target positions or references points within the images. These calculations 
are then used to create a basic form of the scene, which is called the sparse model or 
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sparse point-cloud (McCarthy et al. 2014). A dense point-cloud extrapolated from the 
sparse model to form a 3D digital model of the approximate form of the subject, in this 
case, a crime scene (McCarthy et al. 2014). Using the reference photoset, a colored mesh 
and a textured layer are generated to create the photo-realistic visualization of the 3D 
model.  
 SfM modeling is based on acquiring a series of overlapping photosets and 
therefore provides a documentation method that is comprehensive without being 
invasive, subjective, or costly. There are already several examples of best practice 
suggestions for the implementation of SfM in cultural heritage documentation (Garstki et 
al. 2018; Sapirstein 2017), in which the practical application of SfM, single-image 
photogrammetry, and other 3D documentation techniques are evaluated. Ensuring at least 
60%-80% overlap of photographs within photosets, SfM can capture 360 degrees of a 
scene (Howland et al. 2014). Depending on the dimensions of the scene, a photoset can 
be taken either to encircle the subject/objects entirely or as a façade in front of the subject 
(Figure 1.1). The intent of these photoset-gathering techniques is that they lead to 
comprehensive scene reconstruction with little to no decision making on the part of the 
photographer, especially concerning the ranked importance of the objects within the 
scene or the spatial relationships between them. Expansive scenes can be captured as 
individual smaller scenes and then the models aligned. The same strategy can be used to 




Figure 1.1. The correct photograph alignment and orientations for collecting SfM 
photosets for a façade (left) and when encircling a scene (right) (AgiSoft 2018).  
 
Model generation, for the purposes of site documentation and reconstruction 
within archaeology and cultural heritage resource management compared to forensic 
purposes have different requirements. A photogrammetric reconstruction of a crime scene 
needs to be admissible in legal proceedings, and at this time SfM as a methodology has 
not been used within an applied forensic case (Ruotsala 2016). Specific photogrammetric 
principles have been deemed admissible within a few individual cases in the United 
States since the early 1990s (Ruotsala 2016). One particularly useful example is that of 
United States vs. Quinn (1994). Photogrammetric principles were used to estimate the 
height of a bank robber from security footage, and this measurement was used to 
implicate a suspect. The height was derived using a photogrammetric formula in which 
any given object dimensions can be calculated from an object with known dimensions in 
the same photograph (Ruotsala 2016).  If the initial dimension is known, then a scaling 
factor can be used to estimate the dimensions of objects in the same scene, even if the 
objects are variable distances from the perspective of the camera. This formula is the 
foundational principle of a scaling step, which is the principle used within SfM software. 
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When the sparse cloud and the dense cloud are initially generated, they have no fixed 
reference. The size of an object and measurements between different objects within the 
model are arbitrary, and only by applying a scale factor can the entire model be 
transformed into real-world coordinates.  
 In United States vs. Quinn (1994), the height estimation was challenged as a 
primary piece of evidence on the basis that the photogrammetric analyst was 
inappropriately manipulating the security footage (Ruotsala 2016). The judge ruled that 
the process used by the analyst was “… nothing more than a series of computer-assisted 
calculations that did not involve any novel or questionable scientific techniques” (United 
States vs. Quinn 1994:1466). The photogrammetric analyst, in the role of an expert 
witness, was then able to explain the technique to the court, and showed that the technical 
calculations on the part of the computer used were nothing more than assistance. There 
was no part of the photogrammetric method that could not be explained. With this in 
mind, one potentially serious issue with submitting a SfM model into a court of law is 
that the legal precedent for photogrammetric evidence has thus far depended on the 
ability of the expert witness to explain the technique with sufficient detail (Ruotsala 
2016). In order to explain the state of a SfM model and the relationships within it 
successfully, there needs to be a representation of the “choices” made by the software 
during the rendering process, and then for clarity in the options surrounding the mesh and 
texture of the model.  
 PhotoScan (now MetaShape) by AgiSoft LLP is a popular commercial software 
used within archaeology and cultural heritage resource management (Sapirstein and 
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Murray 2017). It is referred to as a “black-box” program (Sapirstein and Murray 2017), 
meaning that PhotoScan does not disclose any of the relevant algorithms used to render a 
model. The user interacts with PhotoScan through a guided user interface (GUI) (Figure 
1.2). Based on current evidentiary standards and previous legal admissions of 
photogrammetric principles, a model produced using “black-box” software is not likely to 
be admitted, as there is no explicit understanding of the parameters used to render the 3D 
model. This would make it impossible to define fully and explain technically the applied 
methodology (Ruotsala 2016). We can imagine the scenario of a model produced with 
PhotoScan submitted to the court for consideration, followed by an explanation of the 
model construction by an expert witness. However, the witness would not be able to 
“show” the process of model construction as these steps are hidden in PhotoScan. This is 
unfortunate as PhotoScan is one of the most common and accessible programs for SfM 
photogrammetry within academic archaeology and cultural resource management 
(Discamps et al. 2016; Douglass et al. 2015; Ducke et al. 2011; Georgopoulos 2016; 
Howland et al. 2014; Koenig et al. 2017; Reu et al. 2014; Zaitceva et al. 2016). 
PhotoScan also stores the models in a proprietary format, limiting public access and 
potentially creating long-term storage issues (Green et al. 2014).  Comparatively, open-
source software that discloses both the SfM toolchains and the computer code that 
manipulates the photoset is freely available (Green et al. 2014). Automation of the steps 
in the toolchain, such as in PhotoScan, in the open-source software environment by 
separating individual steps and then re-grouping them in a process known as “bundling” 
12 




Figure 1.2. An example of the PhotoScan GUI.  
 
Through splitting and re-bundling the individual steps in the toolchain together 
using open-source software, the orientation of features can be manually detected, 
parameters for rendering can be customized, and the level of mesh can be selected for a 
realistic model rather than the “best” one (Georgopoulos 2016). Multi-Images 
Correspondences: Méthods Automatiques de Corrélation, (MicMac), was spearheaded as 
a general-purpose image matching tool by Cléry (2005), and developed into a dedicated 
SfM matching tool in 2007. This is one of the more popular options for open-source 
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photogrammetry for both Windows and MacOS users. MicMac is run through a terminal 
as a series of individual toolchains compiled in the same source location (Figure 1.3), and 
is written in C++ programming language. Accessibility to code is not the only challenge  
 
 
Figure 1.3. An example of the MicMac folder containing multiple toolchains. 
 
for forensic photogrammetry; open-source software must be able to meet the same 
accurate standards as the commercial software. In order for SfM photogrammetry to be 
both low-cost and reliable, the open-source software must be able to render high-quality 
models and have the same quantified output as the commercial software, in addition to 
giving the user step-by-step control over the toolchains. Commercial software, purchased 
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under a licensing agreement, is generally assumed trustworthy. Open-source software 
does not often have that same initial trust.  
 The reliability of SfM photogrammetry in this context can be broken into two 
subcategories of photogrammetric principles: metric and interpretive (Wolf et al. 2014). 
Metric interpretation compares the point dispersion and point dispersion lengths within 
the model to real world values. For SfM to be forensically viable, the metric output 
should meet or be comparable to the forensic best practice standard of 6.35 mm. An 
interpretive evaluation of the model would be an examination of the resolution and visual 
quality of what was produced (Wolf et al. 2014). These subcategories of 
photogrammetric principles provide a method of evaluating the quantity and the quality 
of the objects(s) within the model, and whether or not the objects are rendered 
realistically. The available interpretive power of a SfM model for context is similar to 
photo-interpretation within aerial photography and geospatial mapping. Individual 
objects that are identified, such as a discarded cigarette or an eroding riverbank, are only 
single data points of interest. Interpretive understanding comes from the ability to 
identify objects and their conditions within the model and determine their significance 
(Ebert 2015). This is essentially the same goal as understanding the landscape of a crime 
scene and minimizing the forensic informational hiatus.  
 
Research Objectives and Hypothesis  
 As discussed, the present research examines the metric and interpretive potential 
of SfM photogrammetry compared to TS documentation, specifically for outdoor surface 
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scatter scenes within a New England forested environment. The objectives of this 
research are to show that the non-specialist adoption of SfM within a forensic context is 
possible, due to the low-cost and accessibility of open-source software, and that the open-
source software is as trust-worthy as commercial SfM software and TS documentation. 
The visual quality of the models will also be examined to establish how environmental 
factors may influence data collection or introduce error into the digitization process. 
Factors that will be considered include the amount of light, the “noise” within the scene, 
and the surface textures represented. Two types of scenes will be documented: large 
surface scatters within a relatively consistent environment, and small surface scatters 
within variable environments. The goal of examining large surface scatter scenes (LS) is 
to test the documentation capacity of SfM within a forested environment with increasing 
material spatial distribution through 1) metric analysis (measurement comparison) and 2) 
nonmetric analysis (point-cloud distribution assessment).  The goals of the smaller 
surface scatter scenes (SS) are 1) to test commercial and open-source SfM capacity in 
rendering colors and textures within a variety of environments, and 2) to examine SfM 
precision in generating models of the same environments across different photosets and 
temporal conditions through nonmetric analysis.  
It is hypothesized that the physical measurements taken between the TS, the 
commercial and the open source SfM software (based on known fixed points) will be 
within an accepted error rate (under 6.35 mm) and are statistically indistinguishable for 
the large surface scatter scenes. Additionally, it is also hypothesized that the XYZ 
orientation of points within the point-clouds for the commercial and the open-source SfM 
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models fall within a leptokurtic distribution when compared for either scene type rather 
than a normal distribution— a leptokurtic distribution indicates minimal changes in the 




 Structure-from-Motion modelling arose as an offshoot of general 
photogrammetric principles and took place during the transition from traditional aerial 
photogrammetry to digital image photogrammetry in the 1990s (Ebert 2015). 
Photogrammetry itself had become a recognized profession in the 1930s due to the 
systematic coverage of the United States in aerial photographs. Early photogrammetry 
was conducted by various government agencies for the purposes of topographic mapping, 
identification of prime agricultural land, and to help civil engineers plan urban 
developments (Ebert 2015). The production of digital imagery increased demands for 
geospatial technological investment, particularly for the investment in 3D models with 
higher resolution of surface processes and the ability to depict natural surface structures 
(Niederheiser et al. 2016). Large-scale topographic reliefs are exceptionally variable, 
causing discrepancies in applied software to be strongly influenced by image resolution 
and texture/scene terrain (Jaud et al. 2016). Variable image resolution in large datasets, 
and the resulting image matching problems in early “machine intelligence” approaches 
made automatically detecting points of interest across photographs very imprecise 
(Schmid and Mohr 1997).  
By the late 1990s, there were two theoretical approaches attempting to solve this 
recognition problem. These methods relied either on object luminance signature matching 
or geometric feature matching (Schmid and Mohr 1997). Object luminance information is 
conceptually the characteristics of what is seen in an image that composes a specific 
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object, such as color, edges, and shadows. Such categorizations use color histograms and 
gray-value descriptors, and were successful when implemented in facial recognition and 
more isolated object identification (Schmid and Mohr 1997). Object luminance 
information descriptors are based on a global understanding of the images being matched. 
Difficulty in processing occurs when images contain objects that have partial visibility 
and extraneous features (Schmid and Mohr 1997). An alternative recognition method 
uses the geometric properties of an object within the image. Lines, vertices, and ellipses 
are all 3D properties that can be matched, oriented, verified and indexed. Geometric 
feature matching also cuts down the complexity inherent in matching images within large 
databases, and features can be organized into tree-like hierarchies (Schmid and Mohr 
1997). Tree-like hierarchical organization is a fundamental mathematical optimization 
method for indexing images, and the concept of the quadtree and the octree structures are 
a component of early computer graphic theory. Quadtrees and octrees are based on the 
principle of recursive decomposition within 2D image shapes (Samet 1988). A basic 
quadtree for an image is based on the increasing subdivision of that image into four 
quadrants with a binary structure (Figure 2.1). The subdivision of the image continues 
until regions down to the level of single pixels (made entirely of 1s or 0s inclusively) are 




Figure 2.1. A 2D region (a) can be represented by a binary array (b). The block 
decomposition of the region is then shaded (c), and the quadtree representation 
modeled (d) (Samet 1988:53, Figure 1). 
 
Figure 2.2. A 3D region (a) can also be represented as an octree block decomposition 
(b) and then an octree representation modeled (c) (Samet 1988:53, Figure 2).  
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An object is translated into regions of cubical volume (blocks) and is subdivided 
or decomposed into eight nodes (“children”) until all of the blocks are a uniform color. 
This type of rapid indexing is fundamental to open-source SfM and photogrammetry 
related programs, such as CloudCompare (CloudCompare User Manual v.2.6.1, 2018). 
The difficulty within a geometric approach in early processing was that it required the 
identification of line representations, which are difficult to extract during matching 
(Schmid and Mohr 1997). Object recognition within busy, real-world scenes would 
therefore have to overcome two limitations in identifying image features. The program 
would have to be unaffected by partial occlusion and noisy images, but still be able to 
find distinctive enough strategies to extract the form of the object (Lowe 1999). 
 One geometric approach to reliable object recognition is to use corner detection, 
which detects peaks of local image variation to find repeatable locations (Lowe 1999). 
Repeatable locations are viable areas for which measurements of local image properties 
can be taken (Lowe 1999). This strategy is what is known as a Harris corner detector 
(Tomasi and Zhang et al. 1996), which can also identify feature locations within images 
taken from different viewpoints (Lowe 1999). While aligning features in images from 
different perspectives is an important fundamental concept within SfM photogrammetry, 
Harris corner detectors still fall short in one aspect— detection fails when images with 
different scales are within the same database, as the image features are detected in 
varying positions rather than consistently (Lowe 1999). Instead of assigning global 
(dataset-wide) descriptors for the Harris corner detectors, Schmid and Mohr (1997) 
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showed that this limitation had a high chance of being overcome if local (image-specific) 
descriptors were implemented in repeated locations.  
 The next development in object recognition was based on the use of these local 
image descriptors. This was the implementation of a feature generator approach called 
the Scale Invariant Feature Transform (SIFT) (Lowe 1999; Lowe 2004). Almost every 
multi-image photogrammetry software, commercial or open-source, currently available is 
based on the SIFT algorithm (McCarthy 2014). What distinguishes between the software 
are various specializations of the toolchains or implementation of downloadable “plugin” 
applications. SIFT works by transforming an image into a series of local feature vectors, 
which as the name suggests, are invariant to scaling. Local feature vectors are less 
sensitive to changes in geometric distortion and changes in luminance, or variable 
lighting, properties across images (Lowe 1999). Costs in terms of processing power and 
time required to match local factors within large image databases are minimized by a 
cascading filter approach as an initial step to narrow down locations with suitable 
features (Lowe 2004).  
 As photosets grow in size, it is extremely important that the feature matching 
component of the program is as efficient as possible. High-quality models can be 
produced with at minimum 4 GB of RAM using photosets of 30 to 50 photographs, 
whereas similarly quality models of between 300-400 photographs require at minimum 
16 GB of RAM (PhotoScan 2018). Note that even with 16 GB of RAM and optimal GPU 
configuration, having more than 100 photographs within the photoset increases 
processing time dramatically. A smaller photoset, such as that used in the small scenes 
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within this project, containing 34 photographs could create a SfM model from start to 
finish in under 4 hours for either PhotoScan or MicMac toolchains. However, a much 
larger one, such as a 92-image photoset from one of the large scenes, can extend 
rendering time from several hours to a few days of continuous processing. This is a well-
known limitation of SfM software, as the desired high-quality resolution is a function of 
the number of images in the photoset, which also increases the amount of RAM required 
(Jaud et al. 2016). In summary, a SIFT algorithm selects key features, the local image 
descriptors, within images and then relates them across the entire photoset.  
 
SfM Workflow Summary 
The first step in a SfM toolchain is known as alignment. Multiple attempts at re-
aligning as an initial step can help with decreasing processing time. A cascade approach 
means that if any local feature does not pass the initial test then that specific feature is 
abandoned (Lowe 2004). Optimal alignment uses the best local features. Ultimately, it is 
the practitioner’s choice to select which version of SfM software, either commercial or 
open-source, that fits his/her own methodology, technological limitations, and required 
depth (resolution and detail) in the final model. The planned use of the finished model is 
a driving parameter. After rendering is complete, different software is available for 
visualization, editing or cleaning depending on how the model needs to be formatted 
(Cignoni and Scopigno 2008). Models can be manipulated depending on their use in 
education, public outreach, research or as a long-term visual documentation method. 
Sapirstein and Murray (2017), in their best practices for photogrammetry in 
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archaeological fieldwork, support the implementation of SfM documentation as an 
efficient tool for archaeologists to utilize as appropriate. However, Sapirstein and Murray 
(2017) also warn archaeologists against “surrendering” control of their documentation 
techniques, and the resulting interpretations to software without the user fully grasping 
the underlying operations. Different versions of SfM software use slightly different 
terminology and toolchains when rendering models, but the originating concepts for each 
are essentially the same. These underlying operations are the individual computing steps 
of the SIFT algorithm and are summarized below (Lowe 2004).  
1. Scale-space extrema detection: This is the initial computation test, in which 
image features are searched for overall scales and potential image matching 
locations. It is a difference-of-Gaussian function, which detects features that 
are invariant to scale and location.  
2. Key-point localization: At a candidate location, a best-fit model is determined 
and stable points are detected. This is achieved through neighboring pixel 
comparisons so that low contrast points (poorly defined edges) are rejected. 
Key-points are vectors with indications of scale, locations and possibly 
assigned orientation. For this step, key-points form a local 2D coordinate 
system that simply describes the image region.  
3. Orientation assignment: Single or multiple orientations are assigned to each 
individual key-point based on local image gradients. Any further processing at 
this time is done to key-points with assigned orientation, as they are now 
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technically stable. This is based on local image properties and prevents 
rotation distortion.  
4. Key-point descriptor: Each key-point has a region around it from which the local 
image gradients are measured. These are secondarily assigned a descriptor that 
also accounts for levels of shape distortion during calibration and light 
reflection. This is accomplished by rotating the coordinates of the descriptors 
and the local image gradient relative to the vector orientation of the key-point.  
  
Once an object match passes all of the four steps, it is then categorized as a 
confident match, and further processing steps can then be taken. Essentially, applying a 
SIFT key-point algorithm to object recognition is done through key-point matching. This 
uses the same logic as the cascade approach initial step in which the nearest, and second 
nearest, key-point neighbor are used to index individual key-points (Lowe 2004). Full 
mathematical explanations of this process can be found in Lowe (1999; 2004), Brown 
and Lowe (2002), and Fergus et al. (2003). SfM photogrammetric software options have 
another commonality in which single-rectified photographs are the ideal image format. 
This opens image acquisition to any digital camera, without pre-calibration requirements 
and accepts any raw digital format (Gonzalez-Jorgés et al. 2012).  
Objects are further recognized through clusters of key-points (Lowe 2004). These 
clusters can then be subjected to plane-projective transformations. Plane-projective 
transformations are a local transformation which move pixel coordinates into proper 
geometric coordinates (Gonzalez-Jorgés et al. 2012). Proper geometric coordinates would 
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be the local XYZ coordinates within the image in actual scale. These are the fundamental 
principles and developmental history of the SIFT algorithm and SfM photogrammetry. 
 
Photogrammetry in Forensics  
 SfM photogrammetry within archaeology is well established (Sapirstein 2016; 
Sapirstein 2017; Sapirstein and Murray 2017). Some of these applications include 
footwear and tool-mark impressions, skin and bone trauma modeling (bite mark 
impressions), blood spatter, pathology documentation and motor vehicular accident 
reconstruction (Buck et al. 2013; Faulkner 2017; Tahli et al. 2003; Urbanová et al. 2015). 
Motor vehicular accident reconstruction using photogrammetry is particularly specialized 
as this area of focus navigated the “black-box” software issue through development of 
forensic-use only software. This is the development of the iWitnessPro commercial 
software for law enforcement (Fraser et al. 2008). Unlike SfM approaches, which use 
controlled key-points with assigned XYZ known coordinates as explained in the previous 
section, iWitnessPro uses an initial relative orientation approach (initial RO) (Fraser et al. 
2008). Initial RO does not require coordinate data pre-processing (Fraser et al. 2008). 
Overlapping photosets used in an approach with initial RO require a minimum of five 
reference points per image whereas SfM controlled key-point approaches only require 
three reference points (Fraser et al. 2008).  
By having higher convergence requirements, iWitnessPro is a highly automated 
system to compensate for the pre-bundle processing that is required to avoid poor 
network geometry (Fraser et al. 2008). This results in a much more complicated 
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methodology to compensate for the initial RO limitations (see Fraser et al. 2008 for a full 
description), rather than the simple “walk and shoot” methodology of SfM approaches. 
At this time, iWitnessPro has not been implemented outside of traffic incident 
management in an applied way (Fraser et al. 2008). It has been used in conjunction with a 
3D visualization software, Crime Zone, in order to generate a model of a mock indoor 
crime scene for academic study (Ab Aziz et al. 2010). Fixed measurements using 
iWitnessPro (for example, the length of a shoe) were found to be much closer to the 
actual object lengths taken with a tape measurement than those produced with a laser 
scanner (Ab Aziz et al. 2010). Unfortunately, similar measurements were not taken on 
the 3D models produced with Crime Zone, so the translation accuracy of iWitnessPro is 
unknown (Ab Aziz et al. 2010). Another issue is that the quality of the models produced 
with Crime Zone are not photorealistic but are instead stylized. One of the larger 
problems with the use of computer graphics as a visualization tool is the inherent 
requirement of geometric correctness and realism (Quintero et al.1999). Comprehension 
of a scene or 3D representation of an object happens as a result of an individual 
understanding the composition with which they have been presented. Accuracy in visual 
representation is generally evaluated through form, color, texture, lighting, and natural 
context (Quintero et al. 1999). These elements come together to inform on the credibility 
of a model to the human eye as well as the “spirit” and “feeling” of what is being 
represented (Quintero et al. 1999). A photorealistic model of a forensic scene in this 
sense would be much more accurate in comprehension and readability than a stylized 
one—to a jury for example.  
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SfM and Forensic Anthropology 
SfM has been applied in a more relevant manner to forensic anthropology, and 
crime scene documentation specifically, through a few notable examples. Baier and 
Rando (2016) conducted a pilot study in which SfM was used to document a simulated 
mass grave. Models were rendered in PhotoScan, and the distance tool used to measure 
fixed points. These fixed points were also measured with a total station, and this data set 
was processed using a CAD software as a control. Measurements taken from the model, 
and those taken using the total station were compared and the average difference was 8 
mm (Baier and Rando 2016). The highest measured deviation was 11 mm, and this 
inaccuracy was accredited due to the difficulty in picking the correct points to measure on 
the model itself (Baier and Rando 2016). Issues with data management were also raised, 
which included SfM models having not yet been used in a court of law, processing of the 
photosets is done off-site due to processing times, and that the original, raw photoset 
should be preserved long term (Baier and Rando 2016). Ruotsala (2016) also documented 
a simulated mass grave excavation. This was not a technical comparison of accuracy or 
resolution but instead to test the practical limitations of SfM. While ease of gathering the 
photosets was preferred to documentation with a total station, there were again theoretical 
and physical practical concerns. Image quality decreased dramatically with variable 
lighting, and that the view of the grave itself was often blocked by other objects 
(excavators/staff and tools). Model rendering consumed a large amount of computing 
time and memory, and this limited the speed at which models could be produced (Baier 
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and Rando 2016). The suggested solution was to align photos on-site to determine where 
gaps would arise or areas that would need more coverage (Ruotsala 2016).  
 A series of simulated outdoor scenes were documented using SfM in central 
Florida (Gidusko et al. 2018). The scenes included small scatters (3.1 m x 5.5 m), wide 
scatters (3.5 m x 7.0 m), and a mock burial. Ground control points for local XYZ 
coordinate reference were obtained with a total station and the rendered models were 
found to be spatially acceptable. Images were pre-processed using Adobe Camera RAW 
and the models rendered with PhotoScan. The number of images was deemed less 
important than image quality within the sets and the processing settings used within 
PhotoScan. The quality of the surface material and background influenced the final 
outputs as well. The leaf litter provided less contrast and required more computer 
processing than the excavated soil in the mock burial. It was also found natural bone 
specimens rendered better than plastic specimens due to a more matte finish, and less 
reflective qualities (Gidusko et al. 2018). 
 Carlton et al. (2017) implemented SfM methods with PhotoScan to document 
post-depositional events over time, particularly focusing on decomposition and other 
taphonomic processes. Photosets of 100-150 photographs were taken of three human 
cadavers at different stages of decomposition over a three-month period, all of which 
were subjected to hacking trauma from a machete by the researchers. There were 51 
models rendered in total, of which 10% were found to be useable (Carlton et al. 2017). 
Lighting conditions again were one of the main concerns with model rendering, and it 
was found that shadowing over the cadavers reduced model quality. Researchers with no 
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prior photogrammetric experience were purposefully selected and, other than a brief 
introduction to the main concepts, were not trained (Carlton et al. 2017). A virtual 
geodatabase was created using ArcScene to model further the taphonomic movement of 
the cadavers over time. Carlton et al. (2017) suggest that photogrammetry, when 
implemented properly, could become an efficient, simple and affordable documentation 
tool. Methodological suggestions included larger, comprehensive photosets, a wide range 
of field (3-4 m), and that individuals learn to take photographs in variable lighting 
conditions before embarking to document scenes. Indoor and outdoor scenes are subject 
to different conditions and SfM documentation should be flexible enough to account for 
either.  
 Edelman and Aalders (2018) examined the use of photogrammetry with visible, 
infrared, hyper-spectral and thermal imaging of an indoor, simulated crime scene. 
PhotoScan was used, and models were scaled to standard forensic photographic rulers. 
Unlike the outdoor scenes, lighting was not the main issue. Rather, poor accessibility, and 
surface texture were the primary challenges within the photosets. Edelman and Aalders 
(2018) found that the accuracy of the models depended on the image quality and the 
common features detected by PhotoScan. Coded targets were added to the scenes both to 
help with alignment of photographs and to scale the models. The length of the 25 cm 
ruler used for alignment was estimated to be 24.84 cm in the visible model and 24.89 in 
the infrared model. The body length of a volunteer was measured by ruler to be 1.80 m, 
and was estimated in the model to be 1.81 m. The tiled floor of the scene was also 
measured. Hand measurement of the eight square tiles found that there was an average 
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length of 0.1 m, with a standard deviation of 0.002 m when compared to the same 
measurement in the model. The largest discrepancy for any one tile dimension was 4 mm. 
These measurements demonstrate that the accuracy of the models was sufficient for 
general forensic application, for an indoor crime scene. Individuals should be aware of 
subtle deformations and be aware of reflective/featureless textures that will cause gaps in 
model coverage. Untrained individuals also recorded these scenes, which again resulted 
in the suggestion that high-quality models require “practical guidelines, basic awareness 
and rules of thumb.” There are several overarching themes that are present within the 
literature summarized here; the most influential factors that affect the use of SfM 
methodology for forensic documentation include lighting, image quality, individual 
experience, and data storage/accessibility.  
 
Basic Forensic Mapping and Total Station Recording 
 Within each of the case studies discussed in the previous section, the accuracy of 
the SfM model was determined through comparison of model-generated measurements to 
real-world measurements. The physical lengths were either taken by hand using a tape 
measure/ruler or through ground control points (GCPs) taken with a total station. GCPs 
taken with a total station are used as control measurements for 3D modeling, as they are 
considered industry standard techniques within archaeology. As previously mentioned, 
forensic archaeology draws heavily on the assumption that standard archaeological 
documentation methods are accurate. However, like all methodologies, there is a certain 
amount of inherent error present in these control measurements. The hope is that this 
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error is ultimately negligible within the documentation process by being minimal. 
Academic instruction and training in archaeology place an emphasis on the importance of 
accurate mapping being mandatory within fieldwork (Alexandrowicz 1985). While 
knowing that accuracy in mapping is important, the actual implementation of an 
advanced surveying instrument, like a total station, requires expertise (Arias et al. 2011). 
A total station is an electronic and optical instrument created from an electronic 
theodolite, an electronic distance meter (EDM), and a computer or additional data logger 
(Bissaro-Júnior et al. 2017). A total station works by emitting a controlled beam of 
infrared light from the EDM. This beam hits the prism and is reflected back. The time it 
takes for the beam to return allows the EDM to calculate the distance (number of total 
wave cycles * EDM wavelength/2). Moreover, the total station records the horizontal and 
vertical angles at which the beam was emitted, which combined with the measured 
distance and a known total station and prism height, allows the internal computer to 
calculate the coordinate of the XYZ point at the base of the stadia rod on which the prism 
sits (Bissaro-Júnior et al. 2017). As total stations are an electronic instrument, they 
should be calibrated annually (at minimum) (Bissaro-Júnior et al. 2017) in order to 
maintain a level of accuracy. The error of margin for this measurement varies, as it is 
dependent on the placement and steady alignment of the total station and the prism, as 
well as any error in the trigonometric calculations themselves. Error when using a total 
station to map an archaeological site varies depending on two factors: 1) the internal error 
of the machine itself, and 2) the human error in operational use. Without caution, the 
human error in operational use, and errors in what McPherron and Dibble (2002: 33) 
32 
refer to as station initialization, can result in inaccurate data collection. The calculation of 
the XYZ point requires a vertical angle, a horizontal angle, and a distance, and there is 
the potential for error in each of these components (McPherron and Dibble 2002: 43).  
The internal error of the total station is directly related to the cost-tier of the 
model, as the higher the price of the total station increases the precision in which the 
model can record horizontal angles (McPherron and Dibble 2002: 40). Horizontal angles 
are recorded by total stations in degrees, minutes, and seconds, and the lowest cost-tier of 
total station models are precise to 10 seconds. This means that the recorded horizontal 
angle will end in a multiple of 10 (i.e., an angle of 243 43’ 14” would be recorded as 243 
43’ 10”) (McPherron and Dibble 2002: 40). The next level cost-tier of total stations are 
precise to 5-seconds and then 1-second. The internal error is more apparent the greater 
the distance of the measurement—as in at “small distances the error is small; at larger 
distances the error becomes larger” (McPherron and Dibble 2002: 40) (Table 2.1). At 10 
meters, for any cost-tier total station, the internal precision is off by 0.00 cm, but 
increasing the distance can have dramatic affects (i.e., at 5000 meters, a total station with 
10 second precision will have a distance error of 24.10 cm). There is also an inherent 
operational limit in the vertical angles that a total station can record; it is impossible to 
record points below or above the field of vision (McPherron and Dibble 2002: 34). 
Therefore, the primary datum used in total station initialization should be carefully 
chosen to allow the field of vision to encompass the entire scene.  
Additional potential errors in total station data collection come from the accessory 
equipment (the prism and the pole) used, as well as operational error. Prisms reflect the 
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laser from the total station back to the EDM within the unit. There are several problems 
that can occur within this process, with the size of the prism and the strength of the laser 
that determine the precision in the distance recorded (McPherron and Dibble 2002: 45). 
 
Table 2.1. Comparison of measurements taken over increasing distances and the 
varying horizontal angle precision (adapted from McPherron and Dibble 2002: 43, 
Table 2.1). Distance error is in cm.  
 1 Second 2 Seconds 5 Seconds 10 Seconds 
10 Meters 0.00 0.00 0.00 0.00 
50 Meters 0.00 0.00 0.1 0.20 
100 Meters 0.00 0.10 0.20 0.50 
1000 Meters 0.50 1.00 2.40 4.80 
5000 Meters 2.50 4.80 12.2 24.10 
 
The larger the prism, the more energy can be caught and reflected back, but 
increasing the size or arrangement of the mirrors increase the cost of the prism and the 
weight of the prism (McPherron and Dibble 2002: 45). A lower cost-tier total station 
would have a less powerful laser, and therefore would require a more expensive and 
larger prism. Larger prisms require larger mounting brackets, and then prism offset 
correction becomes another potential source of error. As defined by McPherron and 
Dibble (2002: 46), prism offset is the design factor in which the point in the center of the 
prism, which is the farthest point to which the beam travels, maybe either in the physical 
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center of the prism or the center of where the prism is mounted into the bracket. Prism 
mounts are generally marked with this offset distance and may require corrections to be 
made by the total station or the data logger. Most prism offsets are between 25 to 30 mm 
(McPherron and Dibble 2002: 46). Unless the correction is made at the beginning of data 
collection, all measurements take could be incorrect by up to 30 mm as a result. Prisms 
are mounted to poles, which can be obtained either as fixed lengths or can be adjustable.  
During total station initialization, the exact height of the pole must be known for the 
unit to calculate the Z measurement for each point. This means that the height must be 
recorded correctly at the beginning of data collection, and if it is adjusted during data 
collection, the information needs to be communicated promptly and correctly entered in 
to the data logger. If these height values are incorrect, then every point taken will have an 
elevation error (McPherron and Dibble 2002: 47). This means that if the pole is tilted in 
manner of degrees that changes the real height of the prism, then a similar Z elevation 
error occurs. The higher the height of the pole, the error that a tilt induces increases 
(McPherron and Dibble 2002: 49). If the tilt of the pole occurs so that the prism is not 
aligned directly over the feature, in any dimension of XYZ space not just vertically, this 
also induces variable error between collected data points. While the total station is in use, 
another potential source of error is the tripod on which the unit sits. The most popular 
two materials for tripods are wood or aluminum. Aluminum tripods are lighter, and less 
expensive, but the metal will expand and contract depending on the temperature 
(McPherron and Dibble 2002: 52), changing the height of the total station throughout the 
day. Comparatively, wood tripods are heavier and more expensive, but have a stable 
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height. Both tripod types face the additional problem of sinking or shifting into the 
ground over time (McPherron and Dibble 2002: 52).  
With those factors mitigated as much as possible through maintenance, training, and 
experience, this error tends to be very small. In application, total station measurements 
can routinely be accurate up to ±1-2 mm at close range level (Arias et al. 2011; Jiménez 
et al. 2009) and accurate to ±1 cm at a long range (per kilometer) level (Bissaro-Júnior et 
al. 2017; Georgiadis et al. 2000; Jensen and Lemée 1998). Schneider and Panich (2008) 
employed total station documentation within two dramatically different environments (a 
desert in the Baja California region and a forest in the San Francisco Bay) to demonstrate 
the diversity of the equipment for different data collection strategies and for the 
production of digital mapping products. They suggest that, with careful set-up, 
geographic and artifact data can be collected with considerable accuracy, to within 0.1 
cm, over a distance of several hundred meters (Schneider and Panich 2008: 167). Sládek 
et al. (2012), when utilizing a total station for taking in situ osteological measurements, 
found that the intra-observer variation for the total station ranged between 2.0-2.2 mm, 
and the inter-observer variation for the total station was as low as 1.1-1.3 mm. They 
suggest that the two greatest sources of error that can affect total station reliability is the 
correctness of the total station initialization and the orientation of the prism when the data 
point is being collected (Sládek et al. 2012).  
 Total station operation has the potential to become “tedious and time consuming” 
(Alexandrowicz 1985:79), as complex scenes require taking a significant number of 
points, and user fatigue becomes a problem. Other operation disadvantages, as 
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mentioned, can include costs in terms of acquisition, weight, and lifespan. There are a 
variety of total station models for different price points (Bissaro-Júnior et al. 2017) and 
from different providers. Second-hand models and parts are also available through 
internet websites and forums such as E-Bay and private sellers on Amazon. Total station 
setups have a larger weight and volume (the electronic total station, the data logger, 
replacement batteries, prism(s), the rod, and the tripod) (Bissaro-Júnior et al. 2017) than a 
DSLR camera (camera body, lenses, replacement batteries, and memory cards). While 
the cost, weight, and volume of equipment during any sort of fieldwork documentation is 
an important logistical consideration, total stations are also reliant on access to electricity. 
Unlike their predecessor, the transect, which was not computerized, total stations rely on 
either an electrical charging cable or rechargeable batteries (Bissaro-Júnior et al. 2017). 
This could be problematic if the lifespan of the battery fails or documentation takes 
longer than expected, and the total station becomes non-operational. Battery lifespan 
varies with cost, use, and brand.  
A new Nikon BC-65 NiMH battery costs $440 USD, and has a range of operating 
times depending on the mode of use, and model of total station (Allen Precision 2013). 
Taking an angle and distance measurement at a slow pace and using the highest class of 
total station compatible (DTM-362/352/332) could result in ~30 hours of operating time. 
Comparatively, the same battery could provide ~6.5 hours of operating time when 
continuously taking angles and distance measurements on a different model (NPL-
362/352/332) (Georgia Surveyors 2005). A TopCon model, from the SOKKIA iM-100 
series, under the optimal conditions, provides 28 continuous hours of battery life or four 
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days of normal operational use (TopCon 2017). Some models, like the Trimble SPSx20 
total station are programmed to shut down if battery capacity drops below a certain 
threshold (with approximately 20% of battery life remaining) (Trimble SPSx20 Total 
Station User Guide v. 1.0, 2011). The unit requires the battery to be changed within two 
hours to prevent information loss, such as the parameters for instrument height, target 
heights, coordinates, and bearings. If the battery is not charged or changed, then the unit 
resets all of the parameters and functions defaults (Trimble SPSx20 Total Station User 
Guide v. 1.0, 2011). It is an important consideration here that digital cameras also require 
access to electricity, so SfM documentation is also somewhat constrained in this manner. 
Battery operating time for digital cameras are estimated based on the number of captured 
images per lifespan rather than operating time. Higher DSLR models can hold battery 
charges for up to 430 frames (Fujifilm 2019), and are considerably smaller than total 
station batteries. The cost for a high-quality camera battery is comparable to cheaper total 
station batteries—a FujiFilm NP-50 rechargeable battery can be found online for as little 
as $15 USD (BatteryShip 2019) whereas a SOKKIA generic BDC46 battery replacement 
is at minimum $42 USD (BatteryShip 2019). The cost, weight and training that a total 
station requires for use is considerably more than a DSLR camera requires, even with 




 During May 2018 and August 2018, two types of simulated contexts were 
established and then documented with SfM photogrammetric and a control 
documentation methodology (a total station). The contexts, referred to as scenes, were 
established at Boston University’s Holliston Outdoor Research Facility (ORF). The large 
surface scatter scenes (LS) were documented using both TS and SfM methodology, while 
the smaller surface scatter scenes (SS) were only documented with SfM methodology. 
The photosets were gathered with a Nikon D5200 DSLR camera. A consumer-grade 
laptop (MacBook Pro) running Mojave 10.14.2 with 8 GB of RAM and a 3.5 GHz Intel 
Core i7 processor was used to render all 3D models. Camera settings were placed on 
automatic in order to help negate the variable lighting conditions during both in-scene 
and between-scene photography. The weather on all dates (28 May 2018, 3 August 2018 
and 18 August 2018) was variable throughout the day, with periods of cloud and sun. 
There was no limit to the number of photographs taken per any type of scene in order to 
also help to negate the lighting issues by increasing the number of photographs within the 
photosets. Additionally, photosets were aligned onsite to check for gaps in coverage. If 
gaps were discovered, more photographs were taken to fill in these areas.  
Initial photosets were organized into dated folders with an identifying number and 
acquisition date. These photosets were each duplicated into secondary folders from which 
the models were sourced. The duplicated photosets for each scene were visually 
inspected and photographs deemed to be suboptimal were removed (i.e., out of focus, too 
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dark, incorrect focal point, blurry) (Figures 3.1 and 3.2). Suboptimal photographs were 
removed from the secondary folders and therefore not included in the source photosets, 
but were retained within the primary photosets. 
 
 
Figure 3.1. An optimal photograph from the LS 2 photoset, in which the center 
(black star) of the scene is in focus and is the center of the perspective.  
 
Figure 3.2. A suboptimal photograph from the LS 2 photoset, in which the center 
(black star) of the scene is not at the center of perspective and it is not in focus.  
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Orthographs of the generated PhotoScan and MicMac models for each of the 
scene types can be found in Appendix A (Figures A.1-A.23). The AutoCAD generated 
maps that display the total station data are also in Appendix A (Figures A.24- A32). The 
toolchains used to render all models are summarized in Figure 3.3 and explained in more 
detail below.  
 
Figure 3.3. A summary of the PhotoScan (left) and MicMac (right) toolchain 
methodologies (Church et al. 2019).   
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AgiSoft PhotoScan v.1.4.5 Toolchain  
 The PhotoScan toolchain that was used render all commercial models can be 
summarized as follows (Jaud et al. 2016; PhotoScan Manual 2018):  
1. Image quality estimation: PhotoScan automatically evaluates the source photoset 
for image quality. Images with an assigned value of less than 0.5 were excluded 
from the alignment process.  
2. Alignment: PhotoScan estimates camera position and orientation for each 
photograph and creates tie-points between photographs. If initial alignment was 
found to be poor, the photoset was re-aligned after the insertion of physical 
markers by the user. The ends and middle of the photography scale, plus at least 
one tennis ball, were used as consistent points for marker insertion. Successful 
alignment results in a sparse point-cloud.  
3. Dense point-cloud generation: Depth information is calculated from the sparse 
point-cloud based on single camera positions. Dense point-clouds are generated 
under the “high” or “medium” quality setting (depending on the number of 
photographs within the photoset), with a “mild” depth filtering mode.  
4. Mesh generation: A 3D polygonal model from combined sparse and dense point-
cloud information is rendered. Surface type was “arbitrary.” PhotoScan 
automatically established the face count (the maximum number of polygons in the 
mesh). 
5. Texture generation: PhotoScan color-calibrates and texture-maps the mesh in 
reference to the source photoset.  
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6. Scaling: The ends of the photography scale (1.01 m or 0.366 m depending on the 
scene type) are selected as markers and used to generate a reference scale bar.  
7. The model is refreshed to reflect the new dimensions.  
8. Measurements are taken using the Ruler tool.  




 For this project, MicMac was sourced from the MicMac GitHub repository, and 
installed on a laptop running MacOS Mojave 10.14.2. In order for MicMac to be installed 
on a MacOS operating system, the following was done:  
1. An updated version of HomeBrew was installed.  
2. An updated version of XCode and Apple’s current command line developer tools were 
installed. The license agreement was manually accepted via HomeBrew.  
3. Xcode was used to update the OpenGL/GLUT in the MicMac repository from a 
Windows version (#include <GL/gl.h>) to a Mac compatible version (#include 
<GLUT/glut.h>).  
4. Updated MacPorts were installed in order to facilitate the installation of ImageMagick 
(the ImageMagick convert tool is used for image format conversion).  
5. The following tools: exiftool and exiv2 to read/write image meta-data, and proj4 for 
coordinate system conversion were installed. The links to these tools were found in 
MicMac’s README.md file.  
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6. An updated version of CMake (used to generate the MicMac Makefile) was installed. 
7. An updated version of QT creator and QT5 was installed.   
8. MicMac was added to the environmental PATH. The MicMac wiki refers to this as 
adding MicMac to the </etc/bash.bashrc.> PATH. This does not work when using 
Terminal.app as each new terminal window is a new login shell called <.bash_profile> 
rather than a <bashrc>. This was resolved by sourcing <.bashrc >from the 
<.bashprofile> and then PATH/common settings were put into <.bashrc> by altering 
<.bash_profile> using <nano:  if [-f ~/.bashrc ]; then source ~/.bashrc fi>. MicMac was 
then added correctly to the environmental PATH.  
9. MicMac’s detailed manual “MicMac, Apero, Pastis and Other Beverages in a 
NutShell” (Cléry 2018) was used to recommend rendering parameters.   
 
 The basic MicMac toolchain followed in this research to render the open-source 
models has four main steps (Cléry 2018; Jaud et al., 2016): 
1. Photosets were duplicated and then manually sorted for image quality.  
2. Tie point computation: The SIFT-based Tapioca/Pastis tool was used to create 
reference invariant descriptors that identify points of interest and match them 
accordingly.  
3. External orientation and intrinsic calibration: The Apero tool was used to compute 
the orientation, position, and calibration of images directly from the tie-point 
computations.  
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4. Matching: With stable tie points and correctly oriented images, the MicMac tool was 
used to compute the 3D model itself by subsampling images with decreasing 
resolution to predict the next correct match. Output of the model was a .PLY file 
format.  
5. Mesh and texture generation: Created from the point-cloud .PLY information using 
the TiPunch (Poisson Merging) tool and a new .PLY file containing the mesh 
information was then loaded into the Tequila tool to compute texture. The final 
product was another .PLY file with texture coordinates, mesh coordinates, and point-
cloud information.  
6. This .PLY file was then visualized within CloudCompare.  
7. Scaling: The known length of the photography scale (1.01 m) was used as the 
reference length in each of the MicMac models. The scaling factor ratio is the ratio 
between the known measure and the matching arbitrary measure on the model itself. 
The scaling factor ratio was calculated by hand for each model and applied to 
transform scale uniformly.  
8. Measurements: Distances were measured within CloudCompare using the point-
picking tool.  
 
Large Surface Scatter Scenes  
The first group of scenes (large, surface scatter scenes) (LS) were established on 
28 May 2018 in 10 grids, with 10 x 10 m dimensions each (Figure 3.1). The grids had 
previously been established for other projects at the research station. Corners are marked 
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with wooden stakes. A TS and data logger were set up over the primary datum (Figure 
3.1), and initially used to ensure the wooden corner stakes were in the correct position. 
Each of the scenes had a different environmental composition, ranging from moderately 
to heavily vegetated and from being entirely flat to having areas of uneven terrain (note 
the hill crest indicated in Figure 3.4).  
 
 
Figure 3.4. Schematic of the grids used to establish the LS scenes (1-10) at ORF. 
Each smaller square is 1x1 m. Primary datum indicated (star). 
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The scenes decreased in material concentration, with LS 1 having the highest 
density of material and LS 10 being the most diffuse. Each scene included a photography 
scale (1.01 m), a partial set of plastic skeletal remains, and personal items that could be 
reasonably found within a forensic surface scatter scene (i.e., a wallet, transit card, jeans, 
and sneakers). A full list of everything used in each of the scenes is in Appendix B, Table 
B.1. Tennis balls were used to encircle the scenes and delineate scene edges during SfM 
processing. Round, green adhesive markers (2 cm in diameter) were placed on the objects 
as references points for measurements. Only fixed measurements were recorded 
(Appendix B, Table B.2), as the plastic remains and the materials were redistributed 
between scenes. Photosets for each of these scenes were taken following the capturing 
method for encircling a scene as suggested by AgiSoft. A Leica Flexline TS06 was used 
to document the LS scenes, with points being taken on the same adhesive markers from 
which the SfM measurements were taken. Measurements (n=52) were taken from the TS 
data using AutoCAD’s geometric distance tool. The number of SfM measurements taken 
per scene varied as some points were not rendered with sufficient quality to see the 
adhesive markers. The AutoCAD measurements (TS measurements) and the SfM 
measurements for the LS scenes were normalized. This was done by calculating two 
ratios:  
Ratio 1 = (SfM measurement / AutoCAD measurement) 
Ratio 2 = (AutoCAD measurement – SfM measurement) / AutoCAD measurement 
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Confidence intervals (95%) as well as standard deviations and margins of error 
were calculated for each of the nine scenes used in the analysis (Appendix B, Table B.3). 
A paired 2-tailed t-test was applied to the normalized scene data (Ratio 2). Additionally, 
the average absolute differences in the raw measurements were calculated for each of the 
SFM measurement sets and compared the 6.35 mm best standard as a cut-off point for 
acceptable difference. The maximum and minimum differences in measurements taken 
using either of the software types and the total station were found. Point-cloud 
replicability between PhotoScan and MicMac was assessed using CloudCompare’s cloud 
alignment and registration tools. For each scene, the point-cloud .PLY file for each model 
was scaled using the match-box boundary function and then manually aligned. The 
aligned point-clouds were then registered using the fine point-cloud registration (ICP) 
tool, and then the cloud-cloud distances were computed using the cloud-mesh distance 
function. The average XYZ distances between points within the point-cloud and the 
standard deviation between the model pairs were calculated, and a histogram produced. A 
Gaussian distribution was fitted to each model-pair histogram (Appendix C, Figure C.1-
C.9). For LS scenes, LS 6 was excluded from analysis due to low rendering quality. 
 
Small Surface Scatter Scenes 
The second type of scene that was simulated contained a smaller surface scatter, 
in which a skeletonized and weathered pig mandible was placed within eight different 
environmental conditions. Each of the smaller surface scatter scenes (SS) were then 
documented with SfM methodology twice: first on 3 August 2018, and then again on 18 
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August 2018. These also included a photography scale (0.366 m) and tennis balls to 
delineate the edges of the scene. Each of the individual scenes had different colors, 
textures, and amount of exposure of the mandible. Photosets for each of these scenes 
were taken on both dates following the capturing methods for a façade as suggested by 
AgiSoft. The environments used for these scenes include:  
1. Low density trees on the edge of a concrete driveway with a background of pine 
needles. 
2. Moderately dense trees with thick background of pine needles. Additional 
weathered pig bones were present in different stages of decay.  
3. Extremely dense trees and ferns with large branches and large rocks.  
4. A grassy area with large pieces of overlapping and folded chicken wire.  
5. A pile of large, weathered branches and sticks with minimal foliage plus a large 
red bucket in the background.  
6. A wooden fence with minimal foliage, and a background of both concrete and 
pine needles.  
7. A large tire track with water, mud, a boulder, and moderate tree density. 
8. A red concrete wall with a cinderblock, concrete pole covered in moss, and 
moderately dense foliage in the foreground, with a concrete and pine needle 
background.  
 
 Point-cloud replicability was assessed between the date-paired models and the 
software-paired models in the same way as the LS scene CloudCompare analysis. The 
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average distances between points and the standard deviation between the model pairs 
(e.g., 3 August 2018 SS 1 PhotoScan compared to 18 August 2018 SS 1 PhotoScan) were 
calculated (Tables 3.3-3.4) and a Gaussian distribution was fitted for each histogram to 
examine the distribution of the points between the clouds (Appendix C, Figures C.10-
C.23). Similar analysis was conducted for date-pair comparisons for both dates (e.g., 3 
August 2018 SS 1 PhotoScan compared to 3 August 2018 SS 1 MicMac) (Appendix C, 
Figures C.24-C.37). SS 4 was omitted from this analysis as no MicMac alignment was 
















Large Surface Scatter Scenes (LS) 
 At the 0.05 level, the p-values for comparisons of measurements, using the 
normalized ratios, between PhotoScan and MicMac software were not significant. The 
exception to this pattern was LS 2, in which the MicMac differential ratio (ratio 2) was 
significant (0.02) while the PhotoScan differential ratio (ratio 2) was not (0.49) (Table 
4.1). All other p-values were not significant.  
 
Table 4.1. Large Surface Scatter Scene P-Values.  
Grid Number Ratio 2 (PhotoScan) Ratio 2 (MicMac) N 
1 0.54 0.54 52 
2 0.49 0.02 52 
3 0.61 0.61 52 
4 0.91 0.91 52 
5 0.15 0.15 52 
7 0.15 0.15 36 
8 0.71 0.71 39 
9 0.13 0.13 43 
10 0.44 0.44 46 
 
 The average absolute difference in the measurements was calculated for each LS 
scene— comparisons were made between models for each software type and the TS 
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measurements (Figure 4.1). An outlier was identified within the measurement differences 
for LS 8. The TS measurement for points 8.12-8.13 (left humerus) was significantly 
larger (135 cm) than the PhotoScan or MicMac measurement (28.1 cm and 27.6 cm 
respectively). As indicated in Figure 4.1, removing points 8.12-8.13 drops the absolute 
average measurement difference to below 2 mm in LS 8 for both software types, which 
means that the average measurement deviations in scene 8 for the SfM software types 
compared to the TS measurements are significantly below the 6.35 best practice 
suggestion. Out of the 18 LS models generated, four (22%) had the average measurement 
difference between the SfM and TS measurements fall outside of the best practice 
suggestion. The average measurement from scene 2 (MicMac), LS 5 (MicMac) and LS 7 
(PhotoScan and MicMac) exceed the 6.35 mm cut-off. The absolute average 
measurement difference mean for all of the PhotoScan LS models is 5.64 mm (including 
the scene 8 outlier) and 2.89 mm (excluding the scene 8 outlier), which are both below 
the 6.35 mm best practice suggestion. The absolute average measurement difference 
mean for all MicMac LS models is 8.47 mm (including the LS 8 outlier) and 5.68 mm 
(excluding the LS 8 outlier).  
 For the LS scenes, LS 6 was removed from analysis due to overall poor 
rendering quality. Therefore, out of the 20 possible LS scenes, 18 LS scenes were 
rendered and used in analysis for a usable model success rate of 90%. This is a 
comparable rate to what others have found with SfM documentation methods (Carlton et 
al. (2017). Additionally, the number of possible measurements used in analysis varied 
between the LS scenes. All 52 measurements were used in LS scenes 1 through 5. 
52 
However, in LS 7 through LS 10, some objects were not rendered in sufficient detail to 
see the adhesive marker used as fixed measurement reference points. In such cases those 
measurements were excluded from the analysis (Figure 4.2).   
 
 
Figure 4.1 The absolute average measurement differences between the two software 
types and the TS measurements. The 6.35 mm best practice suggestion is indicated 
(blue line) (Church et al. 2019).  
 
LS 7 had the lowest percentage of successful measurements (36/52 or 69.2%), 
followed by LS 8 (39/52 or 75%), LS 9 (43/52 or 82.6%) and LS 10 (46/52 or 88.4%).  
On average, measurements taken from LS 7 were over the 6.35 mm best practice 
suggestion in comparison to the TS measurements (7.5 mm for PhotoScan and 10.7 mm 
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each software types compared to the TS measurements were also found (Table 4.2 and 
4.3). For the LS PhotoScan models, the maximum measurement difference was found in 
LS 1 (0.0917 m). This was a measurement on the pants (1a.71-1a.70), with the TS 
measurement being 0.3027 m and the PhotoScan equivalent measurement being 0.211 m. 
Examining the objects with the maximum difference in measurements, the pants have the 
highest representation of deviation between the TS and the digital measurements (LS 1, 
2, 3, 4, 5, 8, and 10). The minimum measurement difference for the LS PhotoScan 
models is 0.000 m, and can be found in LS 1 and LS 7 (pelvis and the articulated left foot 
respectively). This indicates that the TS and the PhotoScan measurements were exact 
between the two fixed points. The objects with associated fixed points minimums tend to 
be made of harder and more distinctively textured materials than the pants (shoes, wallet, 
skeletal material).  
The maximum measurement difference between the TS and the MicMac 
measurements was found in LS 5 (0.178 m). Like the PhotoScan maximum difference, 
this was also from the pants (5a.68-5a.65). The TS measurement for these fixed points 
was 0.9739 m and the MicMac measurement was 0.796 m. The minimum measurement 
difference for the LS MicMac models is also 0.000 m, and can be found in LS models 5, 
8 and 9 (right shoe, shirt and pants respectively). Again, this indicates exact agreement 
between the TS and MicMac measurements. Much like the PhotoScan maximum 
measurement differences, the highest deviations with the MicMac measurements 
compared to the TS measurements can be found with fixed points associated with the 
pants (LS 1-5, 7 and 8). The minimum measurements can similarly be found with fixed 
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points on objects with contrasting characteristics to the pants (shoes, wallet, skeletal 
material).  
 
Table 4.2. PhotoScan Maximum and Minimum Measurement Differences (m). 
Grid Number Maximum Object Minimum Object  
1 0.0917   Pants 0.000  Pelvis 
2 0.0409   Pants 0.0002  Right femur 
3 0.0842  Pants 0.0007  Wallet  
4 0.0148  Pants 0.0007 Left shoe 
5 0.083  Pants 0.001  Left shoe 
7 0.0079   Pelvis 0.000  Articulated left foot 
8 0.0361  Pants 0.001  Right shoe 
9 0.0159 Left humerus 0.001 Right humerus 
10 0.0331 Pants 0.002  Scapula 
 
Table 4.3. MicMac Maximum and Minimum Measurement Differences (m).  
Grid Number  Maximum Object Minimum Object 
1 0.0907  Pants 0.006  Right shoe 
2 0.0634 Pants 0.009   Radius 
3 0.0812  Pants 0.0003  Pelvis 
4 0.1317  Pants 0.0001  Wallet 
5 0.178  Pants 0.000  Right shoe 
7 0.0377  Pants 0.0001  Right shoe 
8 0.0329  Pants 0.000  Shirt 
9 0.0258 Scapula 0.000 Pants 





LS Cloud Comparisons 
Within the point-cloud comparison analysis, LS 7 had the highest mean distance 
between the PhotoScan and MicMac models (0.09 cm) and the third highest standard 
deviation (0.37 cm) (Table 4.4).  
 
Table 4.4. CloudCompare Standard Deviation and Mean Distances (cm) (absolute 
values).  





2 0.19 0.003 
3 0.45 0.042 
4 0.36 0.064 








9 0.22 0.0065 
10 1.9 0.39 
  
CloudCompare histograms represent the active scalar fields of the two models 
being compared. The y-axis represents the number of points (“count) while the x-axis 
represents the deviation of the same point from each other in the two point-clouds (C2M 
signed distances) in cm. One of the models is arbitrarily selected to be the base point-
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cloud that the other point-cloud is then compared too. The closer in spatial orientation 
that the two models being compared are, the more points there are in green and are 
clustered around zero on the x-axis. The higher the deviation in spatial orientation from 
zero (the point in the base point-cloud) is displayed along a color spectrum stretched from 
blue (most negative) to orange (most positive). For each of the histograms produced, 
Gaussian (normal) distributions have been fitted. Two very similar models will have a 
cluster or peak of values at or near zero and will thus not demonstrate a normal 
distribution but rather a leptokurtic distribution. For example, in Figures 4.2 and 4.3, the 
histograms show a leptokurtic distribution and thus two very similar point-clouds. 
Comparatively, for Figures 4.5 and 4.6, the point-clouds have a wider distribution of 
distances between point pairs, showing a more normal distribution and can be interpreted 
as less similar to one another. The histograms have cm units for all comparisons 
generated in this research.  
The comparison for LS 10 has the highest standard deviations than the other LS 
models and the highest mean distance between the pairs within the point-clouds. 
Comparing the LS 10 histogram to the LS 7 histogram, it can be seen that the spread of 
difference is greater within LS 10 than within LS 7 (Figures 4.2 and 4.3). The histograms 
for LS scenes 1 through 9 (despite the significant difference in physical measurements for 
LS 2) with low standard deviations and low mean distances between points indicate that 
PhotoScan and MicMac are produced very similar models. The highest standard 
deviation was found in LS 10 (1.97 cm) as mentioned, with the highest mean difference 
between point-clouds also found in LS 10 (0.39 cm). The lowest standard deviation and 
57 
the lowest mean difference was found in LS 5 (0.00013 cm and -0.000019 cm 
respectively). Therefore, the most dissimilar point-clouds between PhotoScan and 
MicMac were rendered for LS 10 and then most similar point-clouds were rendered for 
LS 5.  
 
 





Figure 4.3. LS 10 PhotoScan and MicMac Histogram (cm).  
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Small Surface Scatter Scenes (SS) 
The smaller surface scatter scenes contained environments with highly reflective 
surfaces, homogenous features, and noisy, complicated foliage. The models were 
evaluated between software-pairs on the same date, and as date-pairs with different 
software types, in order to test replicability and accuracy. SS 4 was excluded from 
analysis of the small surface scatters because of poor quality models. A single model of 
poor quality was produced with PhotoScan for SS 4 after multiple alignments and on the 
lowest settings possible from the photoset taken on 3 August 2018 (Figure 4.4). 
Rendering of the model was not possible using the 18 August 18 2018 photoset for either 
software type. Alignment could not be achieved with MicMac, and PhotoScan alignment 
for the 3 August 2018 photoset required the placement of manual points to help with tie-
point stabilization. The mesh and texture for these were amorphous and not photorealistic 
compared to the scene itself, likely due to the reflectivity of the chicken wire (Figure 4.4). 
The pig mandible used within the scene blends into the chicken wire and the ground, and 
there are significant gaps in coverage of the wire itself. Therefore, out of the possible 32 
SS models that could be produced from the photosets, 28 were confidently rendered. This 
is a useable model success rate of 87.5%, which is lower than the percentage for the LS 
scenes and below what was found by Carlton et al. (2017). This lower usability rate is not 
unexpected, as the larger surface scatter scenes have a more homogenous environment 




Figure 4.4. PhotoScan model for SS 4, 3 August 3 2018. 
 
 
Figure 4.5. A similarly angled photograph of SS 4, from the 3 August 2018 photoset. 
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Cloud Comparisons: Date-Pairs  
For SS 1 and SS scenes 3 through 8, the PhotoScan model date-pairs between 
performed similarly, with low standard deviations and mean distances (Table 4.5). The 
models rendered show agreement in the point-cloud distributions between the software 
types and were visually realistic.  
 
Table 4.5. Date-Pair Standard Deviation and Mean Distances (PhotoScan) (cm) 
(absolute values).  








3 0.12 0.016 
5 0.34 0.10 
 
6 0.38 0.039 
7 0.22 0.030 
8 0.24 0.061 
 
SS scene 2 has a higher standard deviation and less agreement in the point-cloud 
distribution shown in the histogram but the point distribution does generally still fall 
within the normal curve. The MicMac model date-pairs between 3 August 2018 and 18 
August 2018 for SS scenes 1 through 6 performed well along the same criteria as the 
PhotoScan models (Table 4.6). The variances seen within the SS 2 histograms for both 
61 
the model date pairs (Figures 4.6 and 4.7) are likely the result of the lighting changes 
between the two acquisition dates (Figure 4.9 and 4.10).  
 
 
Figure 4.6. August SS 2 MicMac v. Micmac Histogram (cm). 
 
 
Figure 4.7. August SS 2 PhotoScan v. PhotoScan Histogram (cm). 
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Figure 4.8. 3 August 2018 SS 2 lighting conditions. 
 
 
Figure 4.9. 18 August 2018 Scene 2 lighting conditions. 
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Table 4.6. Date-Pair Standard Deviation and Mean Distances (MicMac) (cm) 
(absolute values).  





2 0.25 0.093 
3 0.39 0.16 
 
5 0.18 0.016 
6 0.34 0.085 
7 0.80 0.20 
8 0.84 0.39 
  
SS 7 and SS 8 show higher levels of point-cloud disagreement between the date-
pair models. For both of these models, the discrepancy was caused by environmental 
changes in the actual physical settings rather than rendering issues. The night of 17 
August 2018, the Holliston area was subjected to rainy conditions (CustomWeather 
Boston 2019), causing the surface area of the water that was present in the scene to 
increase dramatically between 3 August 2018 and 18 August 2018 (Figures 4.10-4.11). 
The variance in point-cloud distribution for SS 8 can also be accounted for 
environmentally as Boston University conducted landscaping at ORF, and removed some 
of the foliage prior to 18 August 2018 (Figures 4.12-4.13). PhotoScan SS models 
accounted for the point-cloud distribution changes with less sensitivity than the MicMac 
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SS models (lower standard deviations and mean differences as seen in Tables 4.5 and 
4.6).  
 





Figure 4.11. SS 7 on 18 August 2018.  
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Figure 4.13. SS 8 on 18 August 2018. 
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Cloud Comparisons: Software-Pairs  
 For the SS model software pairs produced on the same dates, the standard deviations 
and mean distances for all scenes were low (Tables 4.7-4.8). Visually speaking, the 
histograms for the model software pair point-clouds tend to also fall within a normal 
distribution, with the largest discrepancies seen for the SS 5 comparisons on both dates 
(Figures 4.14 and 4.15).  
 
 
Figure 4.14. 3 August 2018 SS 5 PhotoScan v. MicMac Histogram (cm). 
 
Figure 4.15. 18 August 2018 SS 5 PhotoScan v. MicMac Histogram (cm).  
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Table 4.7. 18 August 2018 SS Model Standard Deviation and Mean Distances (cm) 
(absolute values).   





2 0.25 0.044 
 
3 0.23 0.0090 
5 0.30 0.074 
6 0.065 0.0029 
7 0.26 0.0032 
8 0.51 0.12 
  
Table 4.8. 3 August 2018 SS Model Standard Deviation and Mean Distances (cm) 
(absolute values).  
Scene Number Standard Deviation Mean Distance 
1 0.16 0.034 
 
2 0.17 0.032 
 





6 0.074 0.00099 
7 0.022 0.0055 
8 0.071 0.012 
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Summary of Results 
 The SS scenes with higher variability and therefore lower replicability between date-
pairs were SS 2, SS 7 and SS 8. This was due to environmental changes such as light and 
the physical amount of the foliage or water represented changing between the dates on 
which the photosets were captured. When looking at the model-pairs that which use the 
same photosets, the software types handled the scenes similarly with the exceptions being 
extreme light, reflectivity and vegetation changes. Therefore, the goals of the smaller 
surface scatter scenes were met, which was to evaluate the replicability of SfM software 
types across different environments, and environmental conditions. The capacity of the 
commercial and the open-source software types were tested for how they handle repeat 
documentation of the same scene, and the results indicate that a primary limitation of the 
SfM documentation method originates from variable environmental conditions. This 
especially was prevalent when attempting to align photosets with reflective surfaces, such 
as the chicken wire. The precision of each software between two separate documentation 
dates has been evaluated, with MicMac displaying more sensitivity (more variability) for 
the environmental differences between photosets. PhotoScan responded with more 
variability when the lighting conditions were more extreme between photosets.   
 The goals of the LS scene documentation have also been met. Metric analysis of 
fixed dimension objects found that only 22% of the rendered models exceed the 6.35 mm 
accuracy best practice suggestion, and only one of the scenes showed statistically 
different measurements for the software types when compared to the total station 
measurements. With regards to the nonmetric analysis, there is a narrow range of 
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standard deviations and mean distances seen within the LS histograms, indicating  that the 




The present research found that the implementation of both commercial and open-
source SfM software produced satisfying results, but also showed that SfM as a 
documentation strategy for crime scenes is not infallible. The goals of the LS scenes were 
to test the capacity of SfM documentation within a forested environment and varying 
densities of material spatial distribution across each scene. This was achieved through 
both metric analysis (object measurement comparison) and nonmetric analysis (point-
cloud distribution assessment).  It was hypothesized that the physical measurements taken 
between the TS and the commercial and the open source SfM software would be within 
an accepted error rate of 6.5mm and that the error in object measurements would 
statistically indistinguishable between SfM and TS datasets. The goals of analyzing the 
SS scenes were to find the limitations in SfM capacity with regards to rendering colors, 
textures and reflective surfaces within a variety of environmental conditions. 
Additionally, it was an attempt to examine SfM precision in generating models of the 
same environments across different photosets on different occasions through nonmetric 
analysis (point-cloud distribution assessment).  
Object measurements from the 18 SfM models of the LS scenes were found to be 
statistically different from the TS measurements in only one scene, and only four of the 
scenes produced measurements that (on average) exceeded the 6.35 mm best practice 
suggestion for accuracy. The histograms point-cloud comparisons between commercial 
and open-source point-clouds of the LS scenes demonstrate that they render very similar 
71 
models. The SS scenes were compared across date-pairs and model-pairs, and again, the 
histograms indicate that the model-pairs were rendered very similarly across both 
software and photoset collection date. However, although still overall low, the date-pairs 
showed the highest level of difference between point-cloud comparisons. This indicates 
that the models rendered are impacted by the lighting conditions and the physical 
characteristics of the scenes that changed between the documentation dates.  
For the LS models, out of the 20 possible scenes, 18 were rendered, with a 
useable model success rate of 90%. Whereas for the SS models, out of 32 possible 
scenes, 28 were rendered, with a useable model success rate of 87.5%. This percentage of 
useable models was enough to address the objectives of this research. However, within a 
forensic perspective, when every crime scene needs to be properly documented to prevent 
prosecutorial information from being lost, this is an extremely high percentage. Failure to 
produce a useable model even 12.5% of the time is still too high of a failure rate. Another 
problem was the low-quality renderings produced within LS 7 through LS 10, in which 
not all of the fixed points could be seen and not all measurements were able to be taken. 
This suggests that SfM documentation, for now, should not be the sole documentation 
technique employed. Additional mapping and recording techniques should be used in 
conjunction with SfM.   
Reducing the rate of unusable models can be achieved through careful 
consideration of photoset quality (Carlton et al. 2017). The main problem with SS 2 was 
the extremely bright/variable lighting, for example. As suggested by Micheletti et al. 
(2015:3), SfM software works best with photosets that have the following characteristics: 
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a static scene, with consistent light, an appropriate ISO to avoid overexposed and 
underexposed images, no blurred images, and an avoidance of reflective or homogenous 
surfaces. As this research was conducted outdoors, having the ISO set to automatic with 
the camera detecting the best possible ISO level was an attempt to navigate variable 
lighting conditions. Setting aside the ability to set up artificial lighting outdoors, which is 
not practical at most crime scenes, increasing the number of photographs taken and with 
more experience in post-processing models, poorer quality models can be refined into 
useable ones (Carlton et al. 2017). As the aim of this research was to examine the 
usability of raw models, with as little post-processing as possible, no lighting conditions 
were corrected prior to model creation. Given the opportunity, the variable lighting 
conditions in the SS 2 photoset could be corrected and a higher quality model could be 
produced. 
Not being able to measure objects from certain LS models, using the point-
picking and measurement tools, is a limitation resulting from mesh and texture resolution 
as opposed to issues within the point-clouds themselves. Mesh and texture are extremely 
sensitive to image quality, aperture, and lighting conditions. This also is likely the reason 
that softer, less distinctive materials such as the pants, have higher maximum differences 
in the physical measurement, resulting in less resolution of the fixed points; whereas 
harder, more distinctive material (e.g., skeletal material, shoes etc.) have the fixed points 
rendered more clearly within the mesh and texture layers. If these conditions are 
suboptimal, the mesh and texture can appear warped or stretched (Carlton et al. 2017) 
and will decrease the accuracy of points on the mesh that are selected for measurement. 
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The scene with the lowest number of points clearly visualized for measurement was LS 7 
(69%).  The lower numbers of points visualized was not because the objects themselves 
are missing from the model. Objects were not always extremely clear, with some items 
like the syringe or rifle shell melting into the leaf litter, despite still being represented and 
identifiable. Issues with metal and reflective surfaces have been well documented with 
photogrammetry and SfM in particular (Carew and Errickson 2019; Peterson et al. 2015). 
This is limitation can be negated somewhat by increasing the number of photographs 
within the possible photoset. In order to compensate for more variable lighting conditions 
in that occurred in the afternoon of 28 May 28 2018, using scene LS 9 for an example, 
there were 180 quality photographs selected from a raw photoset of 212. Of these 180 
photographs, PhotoScan was able to align 162 of them. Under high-quality settings, a 
dense cloud of 65,032,231 points was rendered, the highest attempted during this 
research. When trying to decimate a higher quality mesh from this dense cloud (as a 
previous rendering under medium quality was successful), PhotoScan achieved a 94% 
completion of the mesh before the MacBook Pro ran out of memory space (Figure 5.1). It 
had taken 19 hours to render the depth maps and 1 day and 3 hours to generate the depth 
cloud, whereas 94% of the mesh took 3 days and 3 hours to produce with an estimated 10 
hours left. A similar issue occurred for MicMac when active memory space was entirely 
consumed, but rather than a warning, the Terminal would crash without indication. One 
of the issues with compensating for variable lighting conditions by increasing the number 
of photographs within the photosets is that eventually the user becomes limited by 
computing power. 
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 For these LS scenes, the standard deviations between the clouds themselves are 
very low, indicating that the differences come from the mesh and texture that is then 
applied. If photosets are retained in their original state, such as is suggested by Baier and 
Rando (2016), then this limitation for mesh and texture generation could be solved with 
the eventual acquisition of more memory or a larger desktop for rendering models at a 
later date. 
   
 
Figure 5.1 PhotoScan GUI for LS 9, after the Finder warning was dismissed. 
 
Open-Source Software and Distribution 
The present research also suggests that the non-specialist adoption of SfM 
methodology in forensic scene documentation is viable due to low cost and accessibility 
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through open-source software, yet it still requires more discussion as to how this actually 
happens. Edelman and Aalders (2018:14) suggest that in order to produce a high-quality 
forensic SfM model, all that is needed are “practical guidelines, basic awareness and 
rules of thumb.” Unfortunately, the Daubert criteria and Federal Rule 702 have 
marginally stricter requirements for accepting forensic evidence and reconstructions than 
this. In the most general terms possible, criteria for evidence to be deemed acceptable by 
a judge (acting as a gate-keeper using the Daubert Standard), can be summarized with 
four main points (Ruotsala 2016):  
1. Whether the theory or technique in question can be and has been tested.  
2. Whether this theory or technique has been subjective to peer review and 
publication. 
3. If the theory or technique has a known or known potential error rate, and the 
existence and maintenance of standards controlling its operation.  
4. Whether the theory or technique has attracted widespread acceptance within a 
relevant scientific community.  
 
Noticeably, for the forensic documentation examples discussed within Chapter 3 
(Baier and Rando 2016; Carlton et al. 2017; Edelman and Aalders 2018; Gidusko et al. 
2018; Ruotsala 2016), all research examples mentioned involved the implementation of 
AgiSoft PhotoScan. The transition of PhotoScan from having a primary use within 
archaeology and cultural resource management to forensic academia is the beginning of 
the establishment of peer reviewed and published literature that SfM methodology needs 
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in order to become a viable documentation strategy. Early in the formation of the 
archaeological toolkit, academics realized the need to ask questions that are similar to the 
Daubert criteria in order to foster standards and impress upon archaeologists the 
necessity of scientific validation for their results (Bagi 2018). These questions, posed by 
Addison (2001:353-354) (in Bagi 2018), ask archaeologists to consider which method is 
the best to use for the site, what the best way to employ that method was, and then how to 
present those results in the best way possible for the objectives of the site. While 
PhotoScan is extremely user friendly, low-cost in terms of equipment and monetary 
resources, and supports flexible product outcomes (such as .PLY files), these aspects do 
not necessarily mean it is the best option for the future of forensic SfM documentation. 
Forensics stresses the ability for reconstructions and practitioner methods to be highly 
transparent and that they must follow evidentiary criteria in order to be admissible into a 
court of law. PhotoScan is a commercial or “black-box” software which does not clearly 
define and disclose the underlying parameters of the software that it applies for 3D 
reconstruction (Ruotsala 2016:45). Given the option to use open-source software, a 
forensic practitioner should do so. Niche software is another option, like the iWitness Pro 
from Fraser et al. (2008; 2014), but there are limitations to the actual implementation of 
niche forensic software due to distribution and training logistics. Another example of 
niche forensic software that is both SfM and open-source, is DigTrace. There are two 
possible versions, one for the study of vertebrate tracks and another for forensic footwear 
impression documentation (Budka et al. 2016). DigTrace is a freeware example of how 
MicMac could be developed for site-wide documentation, however, it does limit the user 
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to a maximum photoset size of 20-30 photographs. Budka et al. (2016: 22) designed 
DigTrace to operate under five essential principles for 3D model construction within a 
forensic context:  
1. A third party should be able to reproduce all stages of an analysis independently 
from the raw data.  
2. A detailed file history with processing notes should be available. 
3. In creating and processing a three-dimensional model, digital files should be 
saved at all significant steps, allowing a third party to evaluate the impact of each 
step. 
4. There should be complete transparency at all times in terms of data limitations 
and risks to accuracy.  
5. All data files should be collated and made available if required including the raw 
data.  
 
These forensic principles, when combined with the Daubert standard, make open-
source SfM as the more viable option over commercial software. MicMac was 
conceptualized as a photogrammetric program with a high degree of versatility and, as 
part of the emphasis on accessibility, has an extremely active online community. Another 
point of interest is the current licensing options for each of the programs. MicMac has a 
Cecill-B license, a French and internationally recognized licensing option. Cecill-B was 
the more appropriate choice for distribution rather than the more commonly used GNU 
GPL, licence BSD, Apache, or W3C for open-source software because of the obligation 
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of citation, which is part of the Cecill-B design. This type of license guarantees access to 
the source code of the program with “the freedom to use it for all purposes, to modify it 
and to redistribute all modifications” (CeCILL 2019: FAQ). What the CeCILL guarantees 
is that the distributor, under any condition, must make the source code available to the 
interested party (CeCILL 2019). This obligation of citation makes the Cecill-B a 
“contaminating program” (CeCILL 2019) in that when a software with a Cecill-B license 
is integrated with a software under another licence, the integration is also distributed 
under CeCILL, ensuring that access to the source code is maintained. This would mean 
that MicMac, and open-source applications which are compatible with it, are a viable 
long-term program for forensic use because MicMac and future iterations of MicMac are 
protected. It is also important that associated applications, such as CloudCompare and 
MeshLab, are also compatible with the goals and criteria for site reconstruction and 
documentation. Establishing a workflow and toolchain for SfM documentation is 
important, so is the awareness that with increasingly complex models, specialization in 
3D post-production also becomes required (Valente 2019). This emphasis on post-
production would ensure the readability of scenes documented in suboptimal conditions. 
For instance, variable lighting conditions could be dealt with through CloudCompare’s 
mesh editing abilities and still maintain forensically viable workflows.  
Comparatively, AgiSoft distributes PhotoScan under multiple licenses. There are 
professional and standard editions, which provide users with different levels of access to 
the functions of the program. A standard edition only provides five basic options for 
modeling: alignment, dense point-cloud generation, mesh and texture generation, 
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spherical panorama stitching, and fisheye camera support (AgiSoft 2019). The 
professional edition provides crucial options such as ground control points, coded and 
non-coded target detection, and supports the addition of scale bars (AgiSoft 2019). 
Without scale bars or ground control points, the model cannot be spatially adjusted to 
reflect reality and would be useless in a forensic context. When models are processed in 
either software option, they are abstract. The individual points in the cloud exist in 
relation to each other but this does not reflect the dimensions of the cloud as a whole. 
Scaling roots the model physically, and the accuracy of the scaling influences 
quantitative evaluation. Commercial software like PhotoScan allows the user to establish 
scaling by manually setting a scale bar within the model. In an open-source software like 
MicMac, the scale can be set using a related function or it can be visualized within 
another program (CloudCompare or MeshLab) and a scaling factor computed manually. 
If the scaling factor or scale bar length is not exact in either case, the measurements will 
not reflect true distance regardless if the points themselves are correct. Scaling can also 
be established by taking GPS coordinates within the recorded scene. These can be used to 
georeferenced the model into a real-world coordinate system in either PhotoScan or 
MicMac, but requires access to a GPS unit of sufficient accuracy, as the the accuracy of 
scale in the model becomes dependent on the accuracy of the GPS itself in this scenario.  
A professional edition can be purchased from AgiSoft either as a floating license or a 
node-locked license (an educational licence is also node-locked). A floating license can 
be installed on as many computers as needed with a single machine designated at the 
license server (AgiSoft 2019). Costs for a floating license range from $26,000 USD for a 
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pack of five to approximately $7,000 for a single license (Motion Media 2019). 
Alternatively, a node-locked or a stand-alone license is a re-hostable, single machine 
license. When activated, it becomes tied to the OSX or the main operating system 
(AgiSoft 2019). It must be deactivated in order to change machines or perform a major 
software update. When purchased directly from AgiSoft, a single professional, node-
locked edition is $3499 USD. Educational licenses are available for accredited 
institutions, research staff, employees, and students. Legally, the education license is 
designed to prohibit commercial use of the software (AgiSoft 2019), but is technically 
identical to the professional node-locked license. The cost of the education license drops 
dramatically to $549 USD and is therefore considerably more affordable. As mentioned 
in Chapter 3, total station pricing depends on the cost-tier of the model in question. This 
can range from $4000 USD to as high as $50,000 USD (Allen Precision 2019) and 
requires additional training, a data logger, and associated software. Accessory kits, which 
provide different types of tripods, prisms, carrying containers, and tribrach plates, are an 
additional cost and vary depending on the intended use of the total station. 
Comparatively, the initial investment for the lowest level total station (10 second 
precision) is the same initial investment as the highest-level software that AgiSoft 
provides for professional use.  
Another problem with PhotoScan use is that the original model is saved as a “.PSX” 
which can only be opened in PhotoScan unless the model is exported as a .PLY or other 
file option. This could potentially be problematic if a model .PLY file is corrupted, lost or 
edited in a way that is irreversible. The file path to the .PSX file must also be maintained 
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(i.e., photosets cannot be moved to a new location, and the model files that are generated 
with the .PSX file cannot be moved either). This could also potentially be a long- or 
short-term storage problem, as the models and the photosets would be retained as 
evidence. A potential solution to this, and to the problem of digital manipulation, would 
be a digital chain-of-editing solution (Baier and Rando 2016). A write-protect master 
copy would be created, and documentation about processing and editing would have to be 
obligatory (Baier and Rando 2016:24). Long-term storage would have to be considered, 
as for example, the floppy disc is no longer a popular or useful data storage option and a 
similar issue could happen with external hard drive or flash drives in the future. Cloud 
storage additionally presents security and manageability issues, as cloud data are 
susceptible to hacking (Baier and Rando 2016) or could be lost entirely among vast 
amounts of data if not labelled and organized properly. The storage strategy for this 
present research involved multiple options and backups to avoid data loss. Initial 
photosets were duplicated and kept organized by date and scene number, and were stored 
on an external hard drive. The duplicate photosets were both downloaded onto a desktop 
and kept within iCloud storage. Files associated with the model production were 
duplicated and stored on the same external hard drive. Multiple redundancies ensure 
preservation of data in case the desktop or iCloud storage failed. If the models (.PSX or 
.PLY) or PhotoScan itself became inaccessible at any point during the project, at 
minimum the original, raw photosets would be available and could be used to regenerate 
any data outputs. This strategy could work for the chain-of-editing method proposed by 
Baier and Rando (2016) in which multiple post-production models could be stored in a 
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single place as traceable iterations. These could be visually cataloged with the folder 
metadata and registered by an associated text document (Budka et al. 2016).  
The reliability and visual quality of SfM reconstructions depend on the extent of 
image overlap, image quality (coverage and focus), and the selection of parameters in the 
four-step basic toolchain (Georgopoulos 2016). Light conditions, surrounding “noise”, 
and inclusion of reflective surfaces are all factors that influence the image quality, and 
thus the quality of a rendered model. Parameter selection differs considerably between 
commercial and open-source software. For example, PhotoScan offers depth filtering 
which removes outliers in the point-cloud automatically. The user has four filtering 
options when rendering a model in PhotoScan, which are mild, aggressive, moderate, or 
to disable the function entirely. A model produced with mild depth filtering (with the 
intention of trying to preserve small details, like a roof tile) will look significantly 
different than a model produced with aggressive depth filtering (large details are 
preserved, the roof itself) (AgiSoft 2018). MicMac allows the user to compensate for 
outliers in the point-cloud by adjusting points repeatedly to find pixel reprojection error 
and then applying a weighting function (L1Secured) (Cléry 2005). An outlier is identified 
if the pixel reprojection error of that point exceeds a specific threshold value (EcartMax) 
(Cléry 2005). Figure 5.2 shows the GUI display for the depth filtering parameter options 
in PhotoScan, while for comparison, Figure 5.3 shows the code provided for the 
L1Secured function within <Mode Ponderation>. The users also have the option of 
omitting the L1Secured function if they are satisfied with the visualization quality of the 
model. MicMac is user-intensive, but it is quite clear how the model is rendered. 
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PhotoScan is comparatively easy to use, but rendering is veiled by a GUI. This constrains 
the user to preset options, and while this would be ideal within archaeology, it is not the 
case within forensic applications. While the ability to take the photosets and getting open-
source software to work is possible, to produce high-quality models with a program like 
MicMac requires considerable time investment.  
 
 
Figure 5.2. The depth filtering option menu within PhotoScan. Options include 
“disabled, mild, moderate and aggressive.”  
 
 





Forensic practice stresses the ability for reconstructions and practitioner methods 
to be made highly transparent and follow evidentiary criteria in order to be admissible 
into a court of law. This research indicates that SfM documentation for surface scatter 
crime scenes in heavily forested environment is a viable forensic documentation method 
under these considerations. Examination of measurement deviations from a control 
methodology (total station data collection) combined with histograms of point-cloud 
comparisons, demonstrate that SfM models rendered by PhotoScan and MicMac are 
similar in output and align with more traditional documentation techniques. Within the 
ten scenes evaluated there does not appear to be a significant difference in the 
measurements taken from either commercial or open-source tool-chains, although 
degrading mesh and texture quality clearly influences the ability to take those 
measurements. Increasing the surface scatter area in combination with an increasingly 
noisy background requires increasing the amount of computer power for model 
rendering, because more photographs are required for more detail in the model (Budka et 
al. 2016). 
These findings align with previous studies involving forensic SfM. With respect 
to software type, this research supports Jaud et al. (2016:1) who say, “PhotoScan is more 
straightforward to use but its source code is not open; MicMac is recommended for 
experienced users as it is more flexible.” The implication being that MicMac is more 
adaptable but much less intuitive. This is mostly due to the lack of a GUI for other than a 
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few pieces of the toolchain (Ruptoivk et al. 2017), the development of which is being 
rapidly encouraged by the online community (Ruptoivk et al. 2017). This interface could 
be used alone as a GUI that is a genuine application similar to PhotoScan or it would be a 
GUI integration with other open-source tools (something which is entirely viable under 
the Cecill-B license) (Ruptoivk et al. 2017) such as CloudCompare or MeshLab. The 
InterfaceCEREMA was the result of that encouragement and is still under development 
(micmacIGN 2019). This is written exclusively in Python, and at the time of the present 
research the documentation exists only in French (micmacIGN 2019) and it appears to be 
mostly untested. There are multiple resources in addition to Cléry (2018) or Jaud et al. 
(2016), which support MicMac access, development and troubleshooting. See:  
1. https://github.com/micmacIGN/ (source code and other files/support) 
2. http://forummicmac.forumprod.com/ (technical support and commentary from 
other members of the community) 
3. http://micmac.ensg.eu (MicMac wiki) 
 
There is also a budding subreddit (/r/MicMac), although with a small subscriber count 
at this time. In order for MicMac to be a viable documentation strategy, a requirement for 
the practitioners is that they must be willing to troubleshoot and explore these support 
options for the command lines until a working GUI is available for general distribution. 
Practitioner curiosity that drives investigation into newer and more technologically based 
techniques are trends seen both in archaeological and forensics research (Bagi 2018; 
Carew and Errickson 2019) but can have costly learning curves. To quote Addison 
86 
(2001:353-354), “which method to use?” “how to employ it,” and “how to present it?” 
(Bagi 2018) are all important considerations for what documentation strategy or 3D 
imaging technique should be used.  
Additionally, when picking appropriate methodology, there is dire need for guidelines 
and the necessity for scientific validation of results (Bagi 2018). This holds for both 
archaeological and forensic practice. By choosing to use open-source software in research 
and academia, a body of literature and peer-reviewed publications can be created. The 
point of forensic crime scene documentation is to create a reconstruction and long-term 
repository of information that is properly contextualized and can be adequately presented 
in a court of law. The forensic hiatus, the gap of information between the recorded 
information, and the original state of the scene is subject to human error. While SfM and 
3D imaging in general are presented as being considerably more objective than total 
station mapping, field notes, and sketches, it is not a solution that can be used without 
recognition of its own limitations. Models do not stand in isolation. Meta-data and 
contextual information are essential for interpretation and assessment (Ulguim 2018), 
especially considering that not all models are guaranteed to be rendered successfully with 
a raw photosets. Without the addition of field notes and the ability to link different 
aspects of the data to a 3D reconstruction, the inferred site formation processes are 
significantly less powerful. This would include for example, descriptions of bone density 
or structural integrity as the result of taphonomic processes. For example, SfM could be 
used to identify visually stages of weathering following Behrensmeyer (1978), but it 
would be unable to distinguish how deep the weathering penetrates or how fragile the 
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bone fibers are. These are not aspects of a crime scene that SfM can answer. A software 
package with an annotated notetaking function could be a way to incorporate this type of 
information into the model, but it still requires that site formation and other taphonomic 
data are recorded in the first place. While documentation of a site with a total station also 
requires supplement data, the assumption with a 3D model is that it can record all 
necessary information. Even if the 3D model is assumed to be more accurate and less 
subjective than traditional methods, like a total station, the models still depend on the 
skill, experience, and therefore subjectivity of the practitioner (Ulguim 2018) in order to 
be used appropriately and effectively. Non-specialist use of SfM is possible but there are 
decisions made during the photoset acquisition and rendering stages regardless of training 
level.  SfM works best with scenes that have multiple colors, textures, and object variety 
(Lech et al. 2018)—something that is validated in the present research, but SfM does 
struggle with reflectivity and variable lighting conditions. The advantages of SfM can be 
best summarized as a reflective, noninvasive, lightweight, and low-cost method for crime 
scene documentation (Carew and Errickson 2019; Lech et al. 2018). Where SfM 
struggles, regardless of the program used, are uniform textures, mono-colored surfaces or 
reflective surfaces (Lech et al. 2018), something which is also seen within this research. 
However, proper photoset capturing techniques such as using coded or noncoded targets, 
ensuring right amount of overlap between photographs, or placing markers for manual 
alignment within the software increase the odds of a useable model. Another 
disadvantage is that the model can only represent what is visible. Objects, evidentiary or 
not, that are buried or hidden behind foliage are not represented. This would include 
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overlapping remains as well. Multiple photosets could be taken during the search period, 
site processing, and site excavation and then linked together in order to reveal objects 
under, for example, leaf litter. This approach would be similar to “daisy-chaining” 
multiple alignments or chunks together that is already possible within the software 
(AgiSoft 2018).  
Acquisition methods and the type of 3D modeling chosen for site documentation are 
also not entirely objective decisions. Ideally, for forensic documentation, the choice of 
3D imaging would be a recording process that does not involve contact or destruction. 
From that point, it can be reflective or transmissive, passive or active (Carew and 
Errickson 2019) and still accomplish the intended goal. The overarching point of forensic 
documentation is to provide an evidentiary platform from which an individual can be 
identified, the manner of death can be established, and the taphonomic events prior to 
deposition and subsequent recovery can be established (Dirkmaat 2002). Following 
Carew and Errickson (2019) there are a number of noninvasive 3D imaging techniques 
that can be utilized to document a crime scene and the practitioner should find the one 
that best fits their budget, time, processing power, and legal requirements. The most 
popular options for forensic imaging include are currently laser triangulation, structured 
light scanning, photogrammetry, SfM-based photogrammetry, time-of-flight, computer 
tomography, and magnetic resonance imaging (Carew and Errickson 2019). From these 
options, SfM is advantageous due to the simplicity of the technique as a non-contact 
optical recording process. Unlike laser triangulation, which is also a non-contact optical 
recording process that performs independent of the ambient light present, SfM is light 
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dependent (Carew and Errickson 2019). Similarly, computed tomography is expensive 
and complex, although it can provide models with extremely high definition of skeletal 
elements. SfM can suffer in this regard if there are coverage gaps within the photoset 
(Carew and Errickson 2019). 
Adoption of new technology and methodological innovations such as SfM and other 
photogrammetric techniques in general can be a viable way of increasing the scope of 
information represented, although it will never be entirely objective. Ensuring good 
practice within forensic SfM application means recognizing the need for open-source 
software adoption, which is required to meet basic transparency and legal requirements. 
Being aware of what applications and software outcomes are appropriate to use and 
reviewing the applied licensing parameters of software models are another two 
considerations for forensic SfM documentation (Ulguim 2018). The present research 
demonstrates that forensic SfM is a viable alternative to total station mapping across a 
variety of outdoor mock surface scatter scenes. Open-source and commercial SfM 
software packages are also replicable across environmental conditions. The 
encouragement of open-source adoption from an early point in forensic SfM is ideal, and 
with the amount of development happening online and an active academic community, 
the state of accessibility to software itself and accessibility to education about that 






Large Surface Scatter Scenes (LS): 28 May 2018.   
 
 
Figure A.1.  LS 1 models, PhotoScan (left) and MicMac (right).  
 
 
Figure A.2. LS 2 models, PhotoScan (left) and MicMac (right).  
 
 
Figure A.3. LS 3 models, PhotoScan (left) and MicMac (right).  
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Figure A.4. LS 4 models, PhotoScan (left) and MicMac (right).  
 
 
Figure A.5. LS 5 models, PhotoScan (left) and MicMac (right).  
 
 




Figure A.7. LS 8 models, PhotoScan (left) and MicMac (right). 
 
 
Figure A.8. LS 9 models, PhotoScan (left) and MicMac (right).  
 
 






Small Surface Scatter Scenes (SS): 3 August 2018  
 
Figure A.10. SS 1 models, PhotoScan (left) and MicMac (right). 
 
 
Figure A.11. SS 2 models, PhotoScan (left) and MicMac (right). 
 
 




Figure A.13. SS 5 models, PhotoScan (left) and MicMac (right). 
 
 
Figure A.14. SS 6 models, PhotoScan (left) and MicMac (right). 
 
 





Figure A.16. SS 8 models, PhotoScan (left) and MicMac (right). 
 
 
Small Surface Scatter Scenes (SS): 18 August 2018 
 
Figure A.17. SS 1 models, PhotoScan (left) and MicMac (right). 
 
 
Figure A.18. SS 2 models, PhotoScan (left) and MicMac (right). 
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Figure A.19. SS 3 models, PhotoScan (left) and MicMac (right). 
 
 
Figure A.20. SS 5 models, PhotoScan (left) and MicMac (right). 
 
 




Figure A.22. SS 7 models, PhotoScan (left) and MicMac (right). 
 
 












Large Surface Scatter Scenes (LS): 28 May 2018, AutoCAD Maps 
 
Figure A.24. LS 1. 
 
 
Figure A.25. LS 2. 
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Figure A.26. LS 3. 
 
Figure A.27. LS 4. 
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Figure A.28. LS 5. 
 
Figure A.29. LS 7. 
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Figure A.30. LS 8. 
 
Figure A.31. LS 9. 
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Figure A.32. LS 10. 
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APPENDIX B 
Table B.1. Materials Used in LS Scenes.  
Item Classification Number of Total Station 
Data Points Taken (per 
scene) 
Articulated left foot Plastic skeletal material 3  
Right shoe Clothing 4 
Ulna Plastic skeletal material 2 
Radius Plastic skeletal material 2 
Left humerus Plastic skeletal material 2 
Right humerus Plastic skeletal material  2 
Scapula Plastic skeletal material 3 
Syringe Personal item 1 
Pedal phalanx (4x) Plastic skeletal material 4 
Calcaneus Plastic skeletal material 1 
Left shoe Clothing 4 
Cranium Plastic skeletal material 3 
Mandible Plastic skeletal material 3 
Clavicle Plastic skeletal material 2 
Sweatshirt  Clothing 5 
Wallet Personal item 4 
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Item Classification Number of Total Station 
Data Points Taken (per 
scene) 
Lumbar vertebra (5x) Plastic skeletal material 5 
Rib (3x) Plastic skeletal material 6 
Metro card Personal item 1 
Plastic shotgun shell Personal item 1 
Sacrum Plastic skeletal material 3 
Left innominate  Plastic skeletal material 3 
Jeans  Clothing 7 
Right femur Plastic skeletal material 2 
Left femur Plastic skeletal material 2 
Left tibia Plastic skeletal material  2 










Table B2. Measurement Points taken per Object per LS Scene (AutoCAD, 
PhotoScan and MicMac).  
Grid Fixed Measurements Object 
1 1a.1-1a.2 Articulated left foot 
1 1a.2-1a.3 Articulated left foot 
1 1a.1-1a.3 Articulated left foot 
1 1a.4-1a.5 Right shoe 
1 1a.5-1a.7 Right shoe 
1 1a.7-1a.6 Right shoe 
1 1a.6-1a.4 Right shoe 
1 1a.8-1a.9 Ulna 
1 1a.10-1a.11 Radius 
1 1a.12-1a.13 Left humerus 
1 1a.14-1a.15 Right humerus 
1 1a.16-1a.17 Scapula 
1 1a.17-1a.18 Scapula 
1 1a.18-1a.16 Scapula 
1 1a.25-1a.26 Left shoe 
1 1a.26-1a.28 Left shoe 
1 1a.28-1a.27 Left shoe 
1 1a.27-1a.25 Left shoe 
1 1a.32-1a.33 Mandible 
1 1a.33-1a.34 Mandible 
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Grid Fixed Measurements Object 
1 1a.34-1a.32 Mandible 
1 1a.35-1a.36 Clavicle 
1 1a.37-1a.38 Shirt 
1 1a.38-1a.39 Shirt 
1 1a.39-1a.40 Shirt 
1 1a.40-1a.41 Shirt 
1 1a.41-1a.37 Shirt 
1 1a.42-1a.43 Wallet 
1 1a.43-1a.45 Wallet 
1 1a.45-1a.44 Wallet 
1 1a.44-1a.42 Wallet 
1 1a.51-1a.52 Rib 1 
1 1a.53-1a.54 Rib 2 
1 1a.55-1a.56 Rib 3 
1 1a.59-1a.60 Sacrum 
1 1a.60-1a.61 Sacrum 
1 1a.61-1a.59 Sacrum 
1 1a.62-1a.63 Pelvis 
1 1a.63-1a.64 Pelvis 
1 1a.64-1a.62 Pelvis 
1 1a.65-1a.66 Pants 
1 1a.66-1a.67 Pants 
1 1a.67-1a.71 Pants 
1 1a.71-1a.70 Pants 
1 1a.70-1a.66 Pants 
1 1a.66-1a.69 Pants 
1 1a.69-1a.68 Pants 
1 1a.68-1a.65 Pants 
1 1a.72-1a.73 Right femur 
1 1a.74-1a.75 Left femur 
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Grid Fixed Measurements Object 
1 1a.76-1a.77 Left tibia 
1 1a.78-1a.79 Meterstick-Scale 
2 2a.1-2a.2 Articulated left foot 
2 2a.2-2a.3 Articulated left foot 
2 2a.1-2a.3 Articulated left foot 
2 2a.4-2a.5 Right shoe 
2 2a.5-2a.7 Right shoe 
2 2a.7-2a.6 Right shoe 
2 2a.6-2a.4 Right shoe 
2 2a.8-2a.9 Ulna 
2 2a.10-2a.11 Radius 
2 2a.12-2a.13 Left humerus 
2 2a.14-2a.15 Right humerus 
2 2a.16-2a.17 Scapula 
2 2a.17-2a.18 Scapula 
2 2a.18-2a.16 Scapula 
2 2a.25-2a.26 Left shoe 
2 2a.26-2a.28 Left shoe 
2 2a.28-2a.27 Left shoe 
2 2a.27-2a.25 Left shoe 
2 2a.32-2a.33 Mandible 
2 2a.33-2a.34 Mandible 
2 2a.34-2a.32 Mandible 
2 2a.35-2a.36 Clavicle 
2 2a.37-2a.38 Shirt 
2 2a.38-2a.39 Shirt 
2 2a.39-2a.40 Shirt 
2 2a.40-2a.41 Shirt 
2 2a.41-2a.37 Shirt 
2 2a.42-2a.43 Wallet 
2 2a.43-2a.45 Wallet 
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Grid Fixed Measurements Object 
2 2a.45-2a.44 Wallet 
2 2a.44-2a.42 Wallet 
2 2a.51-2a.52 Rib 1 
2 2a.53-2a.54 Rib 2 
2 2a.55-2a.56 Rib 3 
2 2a.59-2a.60 Sacrum 
2 2a.60-2a.61 Sacrum 
2 2a.61-2a.59 Sacrum 
2 2a.62-2a.63 Pelvis 
2 2a.63-2a.64 Pelvis 
2 2a.64-2a.62 Pelvis 
2 2a.65-2a.66 Pants 
2 2a.66-2a.67 Pants 
2 2a.67-2a.68 Pants 
2 2a.68-2a.69 Pants 
2 2a.69-2a.66 Pants 
2 2a.66-2a.70 Pants 
2 2a.70-2a.71 Pants 
2 2a.71-2a.65 Pants 
2 2a.72-2a.73 Right femur 
2 2a.74-2a.75 Left femur 
2 2a.76-2a.77 Left tibia 
2 2a.78-2a.79 Meterstick-Scale 
3 3a.1-3a.2 Articulated left foot 
3 3a.2-3a.3 Articulated left foot 
3 3a.1-3a.3 Articulated left foot 
3 3a.4-3a.5 Right shoe 
3 3a.5-3a.7 Right shoe 
3 3a.7-3a.6 Right shoe 
3 3a.6-3a.4 Right shoe 
3 3a.8-3a.9 Ulna 
3 3a.10-3a.11 Radius 
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Grid Fixed Measurements Object 
3 3a.12-3a.13 Left humerus 
3 3a.14-3a.15 Right humerus 
3 3a.16-3a.17 Scapula 
3 3a.17-3a.18 Scapula 
3 3a.18-3a.16 Scapula 
3 3a.25-3a.26 Left shoe 
3 3a.26-3a.28 Left shoe 
3 3a.28-3a.27 Left shoe 
3 3a.27-3a.25 Left shoe 
3 3a.32-3a.33 Mandible 
3 3a.33-3a.34 Mandible 
3 3a.34-3a.32 Mandible 
3 3a.35-3a.36 Clavicle 
3 3a.37-3a.38 Shirt 
3 3a.38-3a.39 Shirt 
3 3a.39-3a.40 Shirt 
3 3a.40-3a.41 Shirt 
3 3a.41-3a.37 Shirt 
3 3a.42-3a.43 Wallet 
3 3a.43-3a.45 Wallet 
3 3a.45-3a.44 Wallet 
3 3a.44-3a.42 Wallet 
3 3a.51-3a.52 Rib 1 
3 3a.53-3a.54 Rib 2 
3 3a.55-3a.56 Rib 3 
3 3a.59-3a.60 Sacrum 
3 3a.60-3a.61 Sacrum 
3 3a.61-3a.59 Sacrum 
3 3a.62-3a.63 Pelvis 
3 3a.63-3a.64 Pelvis 
3 3a.64-3a.62 Pelvis 
3 3a.65-3a.66 Pants 
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Grid Fixed Measurements Object 
3 3a.66-3a.67 Pants 
3 3a.67-3a.71 Pants 
3 3a.71-3a.70 Pants 
3 3a.70-3a.66 Pants 
3 3a.66-3a.69 Pants 
3 3a.69-3a.68 Pants 
3 3a.68-3a.65 Pants 
3 3a.72-3a.73 Right femur 
3 3a.74-3a.75 Left femur 
3 3a.76-3a.77 Left tibia 
3 3a.78-3a.79 Meterstick-Scale 
4 4a.1-4a.2 Articulated left foot 
4 4a.2-4a.3 Articulated left foot 
4 4a.1-4a.3 Articulated left foot 
4 4a.4-4a.5 Right shoe 
4 4a.5-4a.7 Right shoe 
4 4a.7-4a.6 Right shoe 
4 4a.6-4a.4 Right shoe 
4 4a.8-4a.9 Ulna 
4 4a.10-4a.11 Radius 
4 4a.12-4a.13 Left humerus 
4 4a.14-4a.15 Right humerus 
4 4a.16-4a.17 Scapula 
4 4a.17-4a.18 Scapula 
4 4a.18-4a.16 Scapula 
4 4a.25-4a.26 Left shoe 
4 4a.26-4a.28 Left shoe 
4 4a.28-4a.27 Left shoe 
4 4a.27-4a.25 Left shoe 
4 4a.32-4a.33 Mandible 
4 4a.33-4a.34 Mandible 
4 4a.34-4a.32 Mandible 
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Grid Fixed Measurements Object 
4 4a.35-4a.36 Clavicle 
4 4a.37-4a.38 Shirt 
4 4a.38-4a.39 Shirt 
4 4a.39-4a.40 Shirt 
4 4a.40-4a.41 Shirt 
4 4a.41-4a.37 Shirt 
4 4a.42-4a.43 Wallet 
4 4a.43-4a.45 Wallet 
4 4a.45-4a.44 Wallet 
4 4a.44-4a.42 Wallet 
4 4a.51-4a.52 Rib 1 
4 4a.53-4a.54 Rib 2 
4 4a.55-4a.56 Rib 3 
4 4a.59-4a.60 Sacrum 
4 4a.60-4a.61 Sacrum 
4 4a.61-4a.59 Sacrum 
4 4a.62-4a.63 Pelvis 
4 4a.63-4a.64 Pelvis 
4 4a.64-4a.62 Pelvis 
4 4a.65-4a.66 Pants 
4 4a.66-4a.67 Pants 
4 4a.67-4a.71 Pants 
4 4a.71-4a.70 Pants 
4 4a.70-4a.66 Pants 
4 4a.66-4a.69 Pants 
4 4a.69-4a.68 Pants 
4 4a.68-4a.65 Pants 
4 4a.72-4a.73 Right femur 
4 4a.74-4a.75 Left femur 
4 4a.76-4a.77 Left tibia 
4 4a.78-4a.79 Meterstick-Scale 
5 5a.1-5a.2 Articulated left foot 
112 
Grid Fixed Measurements Object 
5 5a.2-5a.3 Articulated left foot 
5 5a.1-5a.3 Articulated left foot 
5 5a.4-5a.5 Right shoe 
5 5a.5-5a.7 Right shoe 
5 5a.7-5a.6 Right shoe 
5 5a.6-5a.4 Right shoe 
5 5a.8-5a.9 Ulna 
5 5a.10-5a.11 Radius 
5 5a.12-5a.13 Left humerus 
5 5a.14-5a.15 Right humerus 
5 5a.16-5a.17 Scapula 
5 5a.17-5a.18 Scapula 
5 5a.18-5a.16 Scapula 
5 5a.25-5a.26 Left shoe 
5 5a.26-5a.28 Left shoe 
5 5a.28-5a.27 Left shoe 
5 5a.27-5a.25 Left shoe 
5 5a.32-5a.33 Mandible 
5 5a.33-5a.34 Mandible 
5 5a.34-5a.32 Mandible 
5 5a.35-5a.36 Clavicle 
5 5a.37-5a.38 Shirt 
5 5a.38-5a.39 Shirt 
5 5a.39-5a.40 Shirt 
5 5a.40-5a.41 Shirt 
5 5a.41-5a.37 Shirt 
5 5a.42-5a.43 Wallet 
5 5a.43-5a.45 Wallet 
5 5a.45-5a.44 Wallet 
5 5a.44-5a.42 Wallet 
5 5a.51-5a.52 Rib 1 
5 5a.53-5a.54 Rib 2 
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Grid Fixed Measurements Object 
5 5a.55-5a.56 Rib 3 
5 5a.59-5a.60 Sacrum 
5 5a.60-5a.61 Sacrum 
5 5a.61-5a.59 Sacrum 
5 5a.62-5a.63 Pelvis 
5 5a.63-5a.64 Pelvis 
5 5a.64-5a.62 Pelvis 
5 5a.65-5a.66 Pants 
5 5a.66-5a.67 Pants 
5 5a.67-5a.71 Pants 
5 5a.71-5a.70 Pants 
5 5a.70-5a.66 Pants 
5 5a.66-5a.69 Pants 
5 5a.69-5a.68 Pants 
5 5a.68-5a.65 Pants 
5 5a.72-5a.73 Right femur 
5 5a.74-5a.75 Left femur 
5 5a.76-5a.77 Left tibia 
5 5a.78-5a.79 Meterstick-Scale 
7 7a.1-7a.2 Articulated left foot 
7 7a.2-7a.3 Articulated left foot 
7 7a.1-7a.3 Articulated left foot 
7 7a.4-7a.5 Right shoe 
7 7a.5-7a.7 Right shoe 
7 7a.7-7a.6 Right shoe 
7 7a.6-7a.4 Right shoe 
7 7a.8-7a.9 Ulna 
7 7a.10-7a.11 Radius 
7 7a.12-7a.13 Left humerus 
7 7a.14-7a.15 Right humerus 
7 7a.16-7a.17 Scapula 
7 7a.17-7a.18 Scapula 
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Grid Fixed Measurements Object 
7 7a.18-7a.16 Scapula 
7 7a.35-7a.36 Clavicle 
7 7a.37-7a.38 Shirt 
7 7a.38-7a.39 Shirt 
7 7a.39-7a.40 Shirt 
7 7a.40-7a.41 Shirt 
7 7a.41-7a.37 Shirt 
7 7a.59-7a.60 Sacrum 
7 7a.60-7a.61 Sacrum 
7 7a.61-7a.59 Sacrum 
7 7a.62-7a.63 Pelvis 
7 7a.63-7a.64 Pelvis 
7 7a.64-7a.62 Pelvis 
7 7a.65-7a.66 Pants 
7 7a.66-7a.67 Pants 
7 7a.67-7a.71 Pants 
7 7a.71-7a.70 Pants 
7 7a.70-7a.66 Pants 
7 7a.66-7a.69 Pants 
7 7a.69-7a.68 Pants 
7 7a.68-7a.65 Pants 
7 7a.76-7a.77 Left tibia 
7 7a.78-7a.79 Meterstick-Scale 
8 8a.4-8a.5 Right shoe 
8 8a.5-8a.7 Right shoe 
8 8a.7-8a.6 Right shoe 
8 8a.6-8a.4 Right shoe 
8 8a.12-8a.13 Left humerus 
8 8a.14-8a.15 Right humerus 
8 8a.25-8a.26 Left shoe 
8 8a.26-8a.28 Left shoe 
8 8a.28-8a.27 Left shoe 
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Grid Fixed Measurements Object 
8 8a.27-8a.25 Left shoe 
8 8a.37-8a.38 Shirt 
8 8a.38-8a.39 Shirt 
8 8a.39-8a.40 Shirt 
8 8a.40-8a.41 Shirt 
8 8a.41-8a.37 Shirt 
8 8a.42-8a.43 Wallet 
8 8a.43-8a.45 Wallet 
8 8a.45-8a.44 Wallet 
8 8a.44-8a.42 Wallet 
8 8a.51-8a.52 Rib 1 
8 8a.53-8a.54 Rib 2 
8 8a.55-8a.56 Rib 3 
8 8a.59-8a.60 Sacrum 
8 8a.60-8a.61 Sacrum 
8 8a.61-8a.59 Sacrum 
8 8a.62-8a.63 Pelvis 
8 8a.63-8a.64 Pelvis 
8 8a.64-8a.62 Pelvis 
8 8a.65-8a.66 Pants 
8 8a.66-8a.67 Pants 
8 8a.67-8a.71 Pants 
8 8a.71-8a.70 Pants 
8 8a.70-8a.66 Pants 
8 8a.66-8a.69 Pants 
8 8a.69-8a.68 Pants 
8 8a.68-8a.65 Pants 
8 8a.72-8a.73 Right femur 
8 8a.74-8a.75 Left femur 
8 8a.78-8a.79 Meterstick-Scale 
9 9a.1-9a.2 Articulated left foot 
9 9a.2-9a.3 Articulated left foot 
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Grid Fixed Measurements Object 
9 9a.1-9a.3 Articulated left foot 
9 9a.4-9a.5 Right shoe 
9 9a.5-9a.7 Right shoe 
9 9a.7-9a.6 Right shoe 
9 9a.6-9a.4 Right shoe 
9 9a.8-9a.9 Ulna 
9 9a.10-9a.11 Radius 
9 9a.12-9a.13 Left humerus 
9 9a.14-9a.15 Right humerus 
9 9a.16-9a.17 Scapula 
9 9a.17-9a.18 Scapula 
9 9a.18-9a.16 Scapula 
9 9a.25-9a.26 Left shoe 
9 9a.26-9a.28 Left shoe 
9 9a.28-9a.27 Left shoe 
9 9a.27-9a.25 Left shoe 
9 9a.35-9a.36 Clavicle 
9 9a.37-9a.38 Shirt 
9 9a.38-9a.39 Shirt 
9 9a.39-9a.40 Shirt 
9 9a.40-9a.41 Shirt 
9 9a.41-9a.37 Shirt 
9 9a.42-9a.43 Wallet 
9 9a.43-9a.45 Wallet 
9 9a.45-9a.44 Wallet 
9 9a.44-9a.42 Wallet 
9 9a.51-9a.52 Rib 1 
9 9a.53-9a.54 Rib 2 
9 9a.55-9a.56 Rib 3 
9 9a.65-9a.66 Pants 
9 9a.66-9a.67 Pants 
9 9a.67-9a.71 Pants 
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Grid Fixed Measurements Object 
9 9a.71-9a.70 Pants 
9 9a.70-9a.66 Pants 
9 9a.66-9a.69 Pants 
9 9a.69-9a.68 Pants 
9 9a.68-9a.65 Pants 
9 9a.72-9a.73 Right femur 
9 9a.74-9a.75 Left femur 
9 9a.76-9a.77 Left tibia 
9 9a.78-9a.79 Meterstick-Scale 
10 10a.1-10a.2 Articulated left foot 
10 10a.2-10a.3 Articulated left foot 
10 10a.1-10a.3 Articulated left foot 
10 10a.4-10a.5 Right shoe 
10 10a.5-10a.7 Right shoe 
10 10a.7-10a.6 Right shoe 
10 10a.6-10a.4 Right shoe 
10 10a.10-10a.11 Radius 
10 10a.12-10a.13 Left humerus 
10 10a.14-10a.15 Right humerus 
10 10a.16-10a.17 Scapula 
10 10a.17-10a.18 Scapula 
10 10a.18-10a.16 Scapula 
10 10a.25-10a.26 Left shoe 
10 10a.26-10a.28 Left shoe 
10 10a.28-10a.27 Left shoe 
10 10a.27-10a.25 Left shoe 
10 10a.35-10a.36 Clavicle 
10 10a.37-10a.38 Shirt 
10 10a.38-10a.39 Shirt 
10 10a.39-10a.40 Shirt 
10 10a.40-10a.41 Shirt 
10 10a.42-10a.43 Wallet 
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Grid Fixed Measurements Object 
10 10a.43-10a.45 Wallet 
10 10a.45-10a.44 Wallet 
10 10a.44-10a.42 Wallet 
10 10a.51-10a.52 Rib 1 
10 10a.53-10a.54 Rib 2 
10 10a.59-10a.60 Sacrum 
10 10a.60-10a.61 Sacrum 
10 10a.61-10a.59 Sacrum 
10 10a.62-10a.63 Pelvis 
10 10a.63-10a.64 Pelvis 
10 10a.64-10a.62 Pelvis 
10 10a.65-10a.66 Pants 
10 10a.66-10a.67 Pants 
10 10a.67-10a.71 Pants 
10 10a.71-10a.70 Pants 
10 10a.70-10a.66 Pants 
10 10a.66-10a.69 Pants 
10 10a.69-10a.68 Pants 
10 10a.68-10a.65 Pants 
10 10a.72-10a.73 Right femur 
10 10a.74-10a.75 Left femur 
10 10a.76-10a.77 Left tibia 
















Ratio 2 Ratio 1  
1 Confidence 
    
 
Sig. level 0.05 0.05 0.05 0.05  
Standard 
Dev. 
0.107 0.107 0.11 0.11 
 
Sample 52 52 52 52  
Margin of 
Error 
0.029 0.029 0.031 0.031 
 
CI Upper 1.05 0.0071 1.05 0.0048  
CI Lower 0.99 -0.051 0.99 -0.0574 
2 Confidence 
    
 
Sig. level 0.05 0.05 0.05 0.05  
Standard 
Dev. 
0.11 0.091 0.096 0.096 
 
Sample Size 52 52 52 52  
Margin of 
Error 
0.032 0.024 0.026 0.026 
 
CI Upper 1.06 0.020 1.06 -0.0106  
CI Lower 0.99 -0.029 1.0 -0.063 
3 Confidence 
    
 
Sig. level 0.05 0.05 0.05 0.05  
Standard 
Dev. 
0.099 0.099 0.11 0.11 
 
Sample Size 52 52 52 52  
Margin of 
Error 
0.027 0.027 0.030 0.030 
 
CI Upper 1.04 0.0044 1.05 0.0037  
CI Lower 0.99 -0.04 0.99 -0.058 
4 Confidence 
    
 
Sig. level 0.05 0.05 0.05 0.05  
Standard 
Dev. 
0.10 0.10 0.11 0.11 
 
Sample Size 52 52 52 52  
Margin of 
Error 
0.027 0.027 0.031 0.031 
 
CI Upper 1.04 0.0072 1.05 0.010 
120 





Ratio 2  
CI Lower 0.99 -0.047 0.98 -0.053 
5 Confidence 
    
 
Sig. level 0.05 0.05 0.05 0.05  
Standard 
Dev. 
0.11 0.11 1.5 1.5 
 
Sample Size 52 52 52 52  
Margin of 
Error 
0.030 0.030 0.42 0.42 
 
CI Upper 1.0 0.027 1.7 0.11  
CI Lower 0.97 -0.033 0.88 -0.73 
7 Confidence 
    
 
Sig. level 0.05 0.05 0.05 0.05  
Standard 
Dev. 
0.061 0.061 0.14 0.14 
 
Sample Size 36 36 36 36  
Margin of 
Error 
0.020 0.020 0.047 0.047 
 
CI Upper 1.06 -0.020 1.05 0.043  
CI Lower 1.02 -0.060 0.95 -0.051 
8 Confidence 
    
 
Sig. level 0.05 0.05 0.05 0.05  
Standard 
Dev. 
0.17 0.17 0.17 0.17 
 
Sample Size 39 39 39 39  
Margin of 
Error 
0.056 0.056 0.054 0.054 
 
CI Upper 1.073 0.039 1.06 0.041  
CI Lower 0.96 -0.072 0.959 -0.066 
9 Confidence 
    
 
Sig. level 0.05 0.05 0.05 0.05  
Standard 
Dev. 
0.056 0.056 0.061 0.061 
 
Sample Size 43 43 43 43  
Margin of 
Error 
0.016 0.016 0.018 0.018 
 
CI Upper 1.02 0.0098 1.03 0.0018  
CI Lower 0.99 -0.024 0.99 -0.034 
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Sig. level 0.05 0.05 0.05 0.05  
Standard 0.093 0.093 0.18 0.18 
Dev.  
Sample Size 46 46 46 46  
Margin of 
Error 
0.026 0.0267 0.052 0.052 
 
CI Upper 1.04 0.0078 1.05 0.0521  















Large Surface Scatter Scenes (LS): 28 May 2018, Histograms (cm).  
 
 
Figure C.1. LS 1 PhotoScan v. MicMac Histogram.  
 
Figure C.2. LS 2 PhotoScan v. MicMac Histogram. 
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Figure C.3. LS 3 PhotoScan v. MicMac Histogram.  
 
 
Figure C.4. LS 4 PhotoScan v. MicMac Histogram.  
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Figure C.5. LS 5 PhotoScan v. MicMac Histogram. 
 
 
Figure C.6. LS 7 PhotoScan v. MicMac Histogram.  
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Figure C.7. LS 8 PhotoScan v. MicMac Histogram.  
 
Figure C.8. LS 9 PhotoScan v. MicMac Histogram. 
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Small Surface Scatter Scenes (SS): Model-Paired Histograms (3 August 2018 and 18 
August 2018) (MicMac) (cm). 
 
Figure C.10. SS 1 MicMac Model-Pair Histogram.  
 
 




Figure C.12. SS 3 MicMac Model-Pair Histogram.  
 
 




Figure C.14. SS 6 MicMac Model-Pair Histogram.  
 
 




Figure C.16. SS 8 MicMac Model-Pair Histogram.  
 
Small Surface Scatter Scenes (SS): Model-Paired Histograms (3 August 2018 and 18 
August 2018) (PhotoScan) (cm). 
 




Figure C.18. SS 2 PhotoScan Model-Pair Histogram.  
 
 




Figure C.20. SS 5 PhotoScan Model-Pair Histogram.  
 
 




Figure C.22. SS 7 PhotoScan Model-Pair Histogram.  
 
 




Small Surface Scatter Scenes (SS): Date-pair Histograms, 18 August 2018 
(PhotoScan v. MicMac) (cm). 
 
Figure C.24. SS 1 Date-Pair Histogram.  
 
 




Figure C.26. SS 3 Date-Pair Histogram.  
 
 




Figure C.28. SS 6 Date-Pair Histogram.  
 
 




Figure C.30. SS 8 Date-Pair Histogram.  
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