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During even the most quiescent behavioral periods, the cortex and thalamus express
rich spontaneous activity in the form of slow (<1 Hz), synchronous network state
transitions. Throughout this so-called slow oscillation, cortical and thalamic neurons
fluctuate between periods of intense synaptic activity (Up states) and almost complete
silence (Down states). The two decades since the original characterization of the
slow oscillation in the cortex and thalamus have seen considerable advances in
deciphering the cellular and network mechanisms associated with this pervasive
phenomenon. There are, nevertheless, many questions regarding the slow oscillation
that await more thorough illumination, particularly the mechanisms by which Up
states initiate and terminate, the functional role of the rhythmic activity cycles in
unconscious or minimally conscious states, and the precise relation between Up
states and the activated states associated with waking behavior. Given the substantial
advances in multineuronal recording and imaging methods in both in vivo and in vitro
preparations, the time is ripe to take stock of our current understanding of the
slow oscillation and pave the way for future investigations of its mechanisms and
functions. My aim in this Review is to provide a comprehensive account of the
mechanisms and functions of the slow oscillation, and to suggest avenues for further
exploration.
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INTRODUCTION
The mammalian neocortex is a massively interconnected synaptic network. The vast majority of
excitatory synapses onto cortical excitatory neurons come from other cortical excitatory neurons
(Braitenburg and Shüz, 1998; Binzegger et al., 2004; Douglas and Martin, 2004). One consequence
of the vast recurrent connectivity of the neocortex is the ability to initiate and sustain patterned
network activity, even in the virtual absence of sensory stimulation, such as during quiescent sleep
and anesthesia. During these quiescent periods, the entire neocortex undergoes slow, synchronized
transitions between vigorous synaptic activity (Up states) and relative silence (Down states). This
cycling (<∼1 Hz) between Up and Down states constitutes the slow oscillation.
The occurrence of the slow oscillation has been well-documented from intracellular and
extracellular recording and imaging in various experimental preparations, including anesthetized,
naturally sleeping, and quiescent waking animals. Great strides have been made in uncovering the
cellular and network mechanisms involved in this widespread phenomenon. Several mechanistic
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features of the slow oscillation, however, remain to be explored,
especially the initiation and termination of Up states and the
roles of subcortical structures in sustaining and pacing the slow
oscillation in the cortex. Furthermore, very little is known about
the functional roles of the slow oscillation and the exact relation
between Up states and activated states of the awake cortex.
In this Review, I provide a comprehensive account of
the mechanisms and functions of the slow oscillation in the
cortex and thalamus and also indicate areas requiring further
investigation. I first consider the phenomenology of the slow
oscillation in the cortex and thalamus. I then discuss the cellular
and network mechanisms thought to be involved in the initiation,
persistence, and termination of Up states. I then consider the
involvement of subcortical structures in either modulating or
mediating the slow oscillation in cortex. In the latter half of
the Review, I discuss the putative functional roles of the slow
oscillation, concluding with a consideration of how Up states
may be a manifestation of dynamic routing of information flow
in cortical networks.
THE DISCOVERY OF THE SLOW
OSCILLATION AND ITS
CHARACTERIZATION
While first described in the striatum of anesthetized rats
(Wilson and Groves, 1981), in a series of three articles
published in the Journal of Neuroscience in 1993, Steriade
et al. (1993a,b,c) provided the first characterization of the
slow oscillation in cortical and thalamic networks using
intracellular and EEG recordings in anesthetized cats.
During the slow oscillation, most neurons showed periods
of suprathreshold depolarization, interspersed with periods
of relative inactivity (‘‘Up’’ and ‘‘Down’’ states in the later
literature, respectively; Figure 1A). The depolarizing periods
were associated with barrages of synaptic inputs, while the
silent periods showed a marked withdrawal of these inputs.
Importantly, the cortical slow oscillation persisted after thalamic
and callosal lesions (Steriade et al., 1993b), suggesting that
the cortical network itself is sufficient for the generation
of the oscillation (but see ‘‘Contribution of the thalamus’’
Section). Later work demonstrated that the slow oscillation
could also be expressed in deafferented cortical slabs of a
certain size (Timofeev et al., 2000), as well as in cortical slice
preparations in vitro under certain conditions (Sanchez-Vives
and McCormick, 2000; see ‘‘The slow oscillation in vitro’’
Section).
The slow oscillation is a global and synchronized network
phenomenon, engaging neurons throughout the cortex
(Figure 1B), and also involving neurons in several subcortical
areas, including the thalamus (see ‘‘Contribution of the
thalamus’’ Section), striatum (see above), and the cerebellum
(Ros et al., 2009). Within the local cortical network (within
a few tens of millimeters), cortical neurons synchronously
depolarize and hyperpolarize during the slow oscillation,
with phase delays less than an order of magnitude of the
oscillation period (<100 ms; Amzica and Steriade, 1995a;
FIGURE 1 | Early recordings of the cortical slow oscillation in
anesthetized cats. (A) Intracellular recording from a putative pyramidal cell in
cat suprasylvian area five engaged in the slow oscillation under urethane
anesthesia. (B) Dual intracellular recordings of putative pyramidal cells during
slow oscillation in left (top) and right (bottom) hemispheres of motor cortex in
ketamine-xylazine-anesthetized cat. Surface and depth EEG are also recorded
in each hemisphere. Cells in both hemispheres are coherent with the
population oscillation. (A) adapted by permission from the Society for
Neuroscience: Journal of Neuroscience (Steriade et al., 1993a), © 1993.
(B) adapted by permission from the Society for Neuroscience: Journal of
Neuroscience (Contreras and Steriade, 1995), © 1995.
Volgushev et al., 2006). The long-range coherency of the slow
oscillation likely depends upon horizontal axon collaterals
of cortical pyramidal cells (Amzica and Steriade, 1995b),
though diffusely projecting thalamocortical neurons from
higher-order and intralaminar thalamic nuclei may also play
a role in synchronizing the cortical population (Sheroziya
and Timofeev, 2014; see also ‘‘Contribution of the thalamus’’
Section).
The spatiotemporal evolution of the slow oscillation often
exhibits greater complexity than a simultaneous activation of all
neurons in the local cortical network. Recordings from high-
density EEG (Massimini et al., 2004) and extracellular arrays
(Luczak et al., 2007) indicate that the slow oscillation in vivo
propagates as a traveling wave, often in the anteroposterior
direction. The slow oscillation also activates neurons in
particular, stereotyped sequences (Luczak et al., 2007). The
complex spatiotemporal architecture of the slow oscillation may
provide a mechanism for essential computations during slow-
wave sleep, such as those related to memory consolidation (see
also ‘‘Synaptic plasticity and the slow oscillation’’ Section).
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THE SLOW OSCILLATION IN VITRO
The genesis of the slow oscillation seems largely endemic to
cortex, since, as discussed in the previous section, the oscillation
can persist in the absence of thalamic input. The extent of the
ability of the local cortical network to generate slow oscillations is
perhaps most exemplified by the fact the cortical slice preparation
in vitro can also exhibit this activity.
In the process of determining why short-term synaptic
depression is often higher in vitro compared to in vivo (Sanchez-
Vives, 2007), Sanchez-Vives and McCormick (2000) discovered
that by slightly modifying the ionic composition of the artificial
cerebrospinal fluid (ACSF) bathing slices of ferret visual
and prefrontal cortex, rhythmic spontaneous network activity
occurring at ∼0.3 Hz could be recorded both intracellularly
and in the multi-unit activity. Specifically, by reducing the
concentrations of Mg2+ and Ca2+ from (in mM) 2 and 2–1
and 1.2, respectively, and increasing the concentration of K+
from 2.5–3.5, slow oscillatory activity arose in the slice that
was largely indistinguishable from the slow oscillation in vivo,
albeit with a lower frequency (Figure 2). Notably, the reduced
Mg2+ and Ca2+ concentrations are actually closer to those
measured in situ (Somjen, 2004). The effect of these changes
in ionic concentrations is to increase the overall excitability
of neurons, either through direct depolarization of the resting
membrane potential or through shifts in the activation curves
of various voltage-dependent conductances. The increased K+
concentration presumably depolarizes the resting membrane
potential via a less negative K+ Nernst potential; the resting
neuronal membrane is primarily permeable to K+. The reduced
concentration of Mg2+ and Ca2+ may enhance excitability
through reduced charge screening of the neuronal membrane,
resulting in a negative shift in the activation curves for voltage-
dependent conductances (Frankenhaeuser and Hodgkin, 1957;
McLaughlin et al., 1971). These ionic concentrations afford a
critical level of excitability in the in vitro recurrent cortical
network such that reverberant activity can be sustained in
rhythmic cycles.
The ability of relatively small cortical circuits to exhibit
the slow oscillation seems to be a generalizable feature across
cortical areas and species. After the slow oscillation was first
demonstrated in ferret visual and prefrontal cortex in vitro,
various groups showed that similar behavior could be expressed
in slices from other cortical areas and species, including: ferret
piriform cortex (Sanchez-Vives et al., 2008), mouse barrel cortex
(MacLean et al., 2005; Rigas and Castro-Alamancos, 2007;
Watson et al., 2008; Rigas and Castro-Alamancos, 2009; Fanselow
and Connors, 2010; Yassin et al., 2010; Favero et al., 2012;
Favero and Castro-Alamancos, 2013; Sippy and Yuste, 2013;
Neske et al., 2015), rat barrel cortex (Wester and Contreras,
2012, 2013), mouse entorhinal cortex (Tahvildari et al., 2012;
Craig et al., 2013; Neske et al., 2015; Salkoff et al., 2015), rat
entorhinal cortex (Cunningham et al., 2006; Mann et al., 2009;
Mayne et al., 2013), and rat prefrontal cortex (Wang et al.,
2010).
Acute cortical slice preparations provide numerous
experimental benefits, such as control of the composition
FIGURE 2 | Original demonstration of the slow oscillation in cortical
slices. (A) Intracellular recording of cortical neuron in cat primary visual cortex
during the slow oscillation under halothane anesthesia. Rhythmicity is
quantified by the autocorrelogram of the intracellular record (bottom).
(B) Intracellular recording of cortical neuron of ferret visual cortex in vitro in
“modified ACSF.” The slow oscillation in vitro is also rhythmic (bottom), though
with a longer oscillation period than the in vivo slow oscillation. (A,B) adapted
by permission from Macmillan Publishers Ltd: Nature Neuroscience
(Sanchez-Vives and McCormick, 2000), © 2000.
of the extracellular environment and ease of recording
and imaging from particular neuron types throughout
all layers of cortex. These benefits have been harnessed
to study the slow oscillation in exquisite detail, revealing
the synaptic and intrinsic currents involved in the
spatiotemporal evolution of network activity. Intracellular
and extracellular recording, as well as calcium and voltage-
sensitive dye imaging of cortical slices exhibiting the
slow oscillation have provided important details about
the cellular and network mechanisms involved, especially
when combined with pharmacological isolation of particular
conductances.
CELLULAR AND NETWORK MECHANISMS
OF THE SLOW OSCILLATION
The entire cortical network is engaged by the slow oscillation.
While it seems almost inevitable that such a highly
interconnected system as the cortex would generate such
activity, there are many aspects of the slow oscillation that
deserve attention. How does it initiate? How does it persist? What
terminates it? Why is it rhythmic? Such questions concerning
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the cellular and network mechanisms of the slow oscillation
arose even from the very first observation of its presence in the
cortex by Steriade and colleagues (see ‘‘The discovery of the
slow oscillation and its characterization’’ Section). Since that
time, considerable progress has been made toward a detailed
understanding of the slow oscillation.
Up State Initiation
How does synchronous network activation arise from a relatively
silent network? Current thought about the initiation of cortex-
wide activity during the slow oscillation is largely divided
between two mechanisms: initiation by persistently active,
pacemaker-like cortical neurons and stochastic initiation by
temporal summation of spontaneous synaptic activity. In both
cases, pyramidal cells in cortical layer 5 are considered to be the
key players.
There is substantial evidence that cortical layer 5 is
instrumental in the initiation of Up states. Early current-
source-density analysis in vivo revealed that the polarity of
the extracellular potential recorded during the slow oscillation
reversed from source to sink toward the middle cortical layers
(Steriade and Amzica, 1996). The first in vitro recordings of
the slow oscillation (see ‘‘The slow oscillation in vitro’’ Section)
showed that multi-unit activity was strongest and earliest in
layer 5 (Sanchez-Vives and McCormick, 2000). Furthermore,
when synaptic connections between the upper and lower
layers of cortex were severed via a horizontal cut through
layer 4, the lower cortical layers could still generate the slow
oscillation, while the upper cortical layers could generate this
activity either infrequently or not at all. The importance of
the layer 5 cortical network in generating Up states has
also been demonstrated in later in vitro work (Wester and
Contreras, 2012) and through optogenetic manipulation of
layer 5 and layer 2/3 pyramidal cells in vivo (Beltramo et al.,
2013).
There are several possible reasons why layer 5 is critical for
the initiation of the slow oscillation. Many layer 5 pyramidal cells
exhibit intrinsic rhythmicity, with resonant firing frequencies
<15 Hz following short depolarizing or hyperpolarizing current
pulses (Agmon and Connors, 1989; Silva et al., 1991). Such
resonance at low frequencies could facilitate the emergence
of the slow oscillation in the entire cortical network. Within
layer 5, there is also a subtype of pyramidal cell that displays
bursts of action potentials upon depolarizing current injection
(Connors et al., 1982). This subtype of pyramidal cell was
originally suggested to play the dominant role in the initiation
of epileptiform activity in the cortex (Connors, 1984; Chagnac-
Amitai and Connors, 1989). In addition to signaling through
bursts of action potentials, these pyramidal cells have other
features that are conducive to initiating network activity,
such as wide axonal arborization within layer 5 (Chagnac-
Amitai et al., 1990) and high spine density on their dendrites
(DeFelipe and Fariñas, 1992), implying an especially high
degree of divergence and convergence from and onto these
cells. As a consequence of this synaptic architecture, horizontal
propagation of epileptiform discharges occurs preferentially via
pathways in layer 5 (Telfeian and Connors, 1998; Connors
et al., 2001; Pinto et al., 2005). Comparably to their putative
role in the initiation of seizure-like activity, intrinsic bursting
pyramidal cells in layer 5 may also play a role in the initiation
of Up states (Lörincz et al., 2015). Indeed, it could be argued
that the paroxysmal activity associated with certain epileptic
seizures are actually dysregulated Up states (Žiburkus et al.,
2013). Consistent with this proposed role for intrinsic-bursting
pyramidal cells in Up state initiation are intracellular recordings
during the slow oscillation in anesthetized and sleeping cats,
showing that these cells often fire before all other recorded
neuron types preceding Up state onset (Chauvette et al.,
2010).
The intrinsic and synaptic properties of pyramidal cells in
layer 5 establish these cells as well-primed to initiate the Up states
of the slow oscillation, but how does activity emerge in these cells
in the first place during the quiescent Down state? There are at
least two plausible scenarios for the intracortical origination of
the Up state.
In one scenario, spontaneous, action potential-independent
excitatory synaptic potentials (i.e., miniature EPSPs; Fatt and
Katz, 1952) temporally summate in a critical number of
layer 5 pyramidal neurons, driving these neurons to spike.
These neurons then tip the entire cortical network into the
Up state. Evidence for this hypothesis of Up state generation
comes from both computational models (Timofeev et al., 2000;
Bazhenov et al., 2002) and intracellular recordings during the
slow oscillation in sleeping and anesthetized cats (Chauvette
et al., 2010). In the latter study, cells that were active earliest
in the Down to Up state transition exhibited a slow ramp of
depolarization crowned by putative EPSPs, whereas cells active
later in the transition depolarized more rapidly, without the
presence of visibly discrete EPSPs.
In another scenario for Up state generation, layer 5 pyramidal
cells that fire persistently during the Down state initiate the
Up state after the cellular and network refractory mechanisms
associated with the previous Up state have subsided (see ‘‘Up
state termination’’ Section). The observation of persistently firing
layer 5 pyramidal cells during the Down state is variable in
the literature. Neither intracellular nor extracellular recordings
in most of the studies of the slow oscillation in anesthetized
and sleeping cats have shown the presence of spiking activity
during the Down state in any layer of cortex. During slow
oscillations in vitro, however, pyramidal cells in layer 5 often
exhibit spontaneous firing during the Down state (Sanchez-
Vives and McCormick, 2000), many of which might be of
the intrinsic-bursting subtype (Neske et al., 2015). As expected
due to its occurrence during the Down state, the spontaneous
firing of these layer 5 pyramidal cells seems to be independent
of synaptic activity, since it persists under blockade of fast
excitatory and inhibitory synaptic transmission (Le Bon-Jego
and Yuste, 2007). The spontaneous firing of certain layer 5
pyramidal neurons during the Down state, or at least the
presence of a signal in the multi-unit activity, has also
been reported during the slow oscillation in rodents in vivo
(Hasenstaub et al., 2007; Sakata and Harris, 2009; Crunelli et al.,
2012).
Frontiers in Neural Circuits | www.frontiersin.org 4 January 2016 | Volume 9 | Article 88
Neske Slow Oscillations Mechanisms and Functions
The oscillation period of the slow oscillation depends upon
the interplay between Up state initiation mechanisms and the
refractory mechanisms associated with the Down state (see ‘‘Up
state termination’’ Section), with a possible contribution from the
intrinsic rhythmicity of certain layer 5 pyramidal cells (Lörincz
et al., 2015). After an Up state terminates, a sufficient amount
of synaptic activity, either due to action-potential-independent
synaptic release or persistently firing pyramidal cells, must
accumulate in the network to ignite the next Up state. The
potential for synaptic activity during the Down state to trigger
another Up state depends first and foremost on when this
activity occurs during the network refractory period, which is
most likely set by the level of activation and inactivation of
activity-dependent K+ conductances that were opened during
the Up state (see ‘‘Up state termination’’ Section). Akin to the
absolute and relative refractory periods associated with single
action potentials, as well as epileptiform discharges (Gutnick
et al., 1982), there appears to be a time period following an
Up state during which another Up state cannot be elicited
(Sanchez-Vives and McCormick, 2000). This ‘‘absolute’’ network
refractory period sets a lower bound on the oscillation period
of the slow oscillation. While ‘‘absolute’’ in the sense that
an Up state cannot be elicited even with a high degree of
synaptic activity (e.g., via electrical stimulation or glutamate
puff), this refractory period is likely regulable to the extent
that activity-dependent K+ conductances are regulable (e.g., via
neuromodulatory tone). The next factor that determines the
slow oscillation period is the level of synaptic activity during
the Down state. If the amount of synaptic activity exceeds
some critical threshold after enough K+ conductances have
inactivated, another Up state will initiate. As discussed above,
the origin of this synaptic activity may be either the persistent
firing of certain layer 5 pyramidal cells, miniature EPSPs, or
both. At the most basic level, the amount of synaptic activity
contributed by either of these sources will depend upon the
size of the network; with more synapses impinging on a given
post-synaptic cell, the higher the probability of EPSPs (miniature
or evoked) temporally summating to a critical level to initiate
an Up state. This is presumably the major reason why the
slow oscillation often has a lower frequency in vitro than
in vivo, in which in the former case, the number of synapses is
significantly truncated. The amount of synaptic activity during
the Down state likely has multiple points of regulation, and
consequently multiple mechanisms by which the period of the
slow oscillation can be adjusted. If Down-state synaptic activity
depends significantly on the persistent firing of certain layer 5
pyramidal cells, this property may be subject to multiple types
of neuromodulatory control (Dembrow and Johnston, 2014; see
also ‘‘Contribution of the basal forebrain and brainstem nuclei’’
Section). If the temporal summation of miniature EPSPs is the
driver of Up state initiation, there are multiple mechanisms
for the regulation of this process as well, many of which affect
either miniature EPSP size or frequency independently of action-
potential-dependent synaptic release (Ramirez and Kavalali,
2011).
Another issue regarding Up state initiation is the fine-scale
specificity of the neuronal sub-networks that first engage the
rest of the network: can an Up state in principle initiate in
any sub-network or does the same sub-network initiate the
Up state every time in a given cortex, whether slice, slab, or
intact brain? Evidence from calcium imaging in cortical slices
(Mao et al., 2001; Cossart et al., 2003; Ikegaya et al., 2004;
MacLean et al., 2005) and laminar extracellular probes in vivo
(Luczak et al., 2007) suggest that Up states initiate in the same
groups of neurons and engage the rest of the cortical network
in the same sequence on each cycle. Occasionally, however, Up
states can initiate in different sequences of cells or travel in
different directions either spontaneously or due to stimulation of
a region distinct from the ‘‘default’’ region of Up state initiation
(Sanchez-Vives and McCormick, 2000; Luczak et al., 2007).
Thus, while Up state initiation appears to depend upon the
stereotypical activation of specific sub-networks, this is likely not
an immutable property.
Up State Persistence
Up states of the slow oscillation are persistent network events,
sustained for hundreds of milliseconds to a few seconds.
Persistent action potential output in neurons in the absence of a
stimulus or following the termination of a stimulus is a prevalent
phenomenon in most central nervous system (CNS) structures.
One important mechanistic issue concerning persistent neuronal
activity is the relative contribution of synaptic vs. intrinsic
membrane properties in sustaining such activity (Marder et al.,
1996; Major and Tank, 2004). Purely intrinsic mechanisms for
bi- or multistability of neuronal activity have been documented
for certain cells under certain conditions in the mammalian
CNS. Motor neurons of the spinal cord in vitro exhibit
intrinsic persistent activity in the form of plateau potentials
mediated by L-type Ca2+ channels (Alaburda et al., 2002).
Plateau potentials are also a prominent feature of cerebellar
Purkinje cells in vitro (Llinás and Sugimori, 1980) and in vivo
(Loewenstein et al., 2005). Persistent neuronal activity due to
intrinsic membrane mechanisms has been demonstrated to a
lesser degree in cerebral cortex, though there are some notable
examples. Pyramidal cells of the entorhinal cortex in vitro in the
presence of carbachol exhibit graded persistent activity, in which
depolarizing intracellular current stimuli lead to progressively
more intense persistent firing outlasting the stimulus (Egorov
et al., 2002; Fransén et al., 2006). This phenomenon may depend
upon Ca2+-dependent nonspecific cation currents (ICAN).
Does activity during the Up state persist primarily as
a consequence of cell-intrinsic mechanisms or synaptic
mechanisms? While a certain role for intrinsic mechanisms
cannot be entirely ruled out (particularly in the layer 5 pyramidal
cells discussed earlier), most evidence suggests that persistent
activity during the Up state crucially depends on recurrent
excitatory synaptic activity, balanced by synaptic inhibition.
Several features of the Up state from intracellular recordings
suggest a predominately synaptic basis for persistent activity.
First, injection of current to either depolarize or hyperpolarize
the membrane potential of recorded cells does not affect the
duration of the Up state or its rhythmicity (Steriade et al.,
1993a; Contreras et al., 1996b; Sanchez-Vives and McCormick,
2000; McCormick et al., 2003; Shu et al., 2003a), contrary
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to the expectation if voltage-dependent conductances were
involved. Second, both membrane potential variance and
irregularity of interspike intervals are high in cortical neurons
during Up states, consistent with a role of excitatory and
inhibitory synaptic barrages sustaining persistent activity. Third,
Up states are completely abolished in cortical slices during
application of antagonists of fast glutamatergic transmission
(i.e., α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid,
AMPA or N-Methyl-D-aspartate, NMDA receptor antagonists;
Sanchez-Vives and McCormick, 2000; McCormick et al., 2003;
Shu et al., 2003a). Regarding the last point, while both AMPA
and NMDA receptor activation appear to be necessary for the
natural persistence of the Up state, NMDA receptors may play
a paramount role (Major et al., 2013). Blockade of NMDA
receptors by supplemental doses of ketamine to pre-existing
urethane anesthesia greatly reduced Up state duration (by
more than half) in the original in vivo characterization of the
cortical slow oscillation (Steriade et al., 1993a). Additionally,
bath-application of NMDA receptor antagonists in slices
exhibiting the slow oscillation virtually abolishes this activity
(Sanchez-Vives and McCormick, 2000; Favero and Castro-
Alamancos, 2013; Castro-Alamancos and Favero, 2015), while
bath-application of AMPA receptor antagonists can unmask
Up states that are entirely dependent on NMDA receptors for
fast glutamatergic signaling (Favero and Castro-Alamancos,
2013). The role of NMDA receptors in the persistence of the Up
state is evocative of its purported role in the persistent activity
underlying working memory in prefrontal cortex (Lisman et al.,
1998; Wang et al., 2013). Activation of NMDA receptors also
sustains certain paroxysmal oscillations originating in layer 5
(Silva et al., 1991; Flint and Connors, 1996). Interestingly, in
rat entorhinal cortex in vitro, only selective blockade of kainate
receptors abolished the slow oscillation (Cunningham et al.,
2006).
Synaptic inhibition also plays a critical role in the sustenance
of Up state activity by maintaining the membrane potential
at a level near spike threshold where synaptic noise can
transiently cause firing. Neurons secure this stable region of
membrane potential dynamics as a consequence of a precise
balance between synaptic excitation and inhibition. During Up
states in ferret cortex in vitro (Shu et al., 2003b) and in vivo
(Haider et al., 2006), excitatory and inhibitory conductances
change proportionally, often with an approximately unity ratio,
at least as measured from the soma (Figure 3A). The result
of this balance is that, even as the total synaptic conductance
changes during the Up state, the synaptic reversal potential
remains essentially fixed, supporting a steady level of the
membrane potential near spike threshold ('37 mV). During Up
states in other cortical areas and other species, while excitatory
and inhibitory conductances vary mostly concomitantly, there
is divergence in both the reported ratios of these conductances
and their precise time-courses. As mentioned above, estimated
excitatory and inhibitory conductances in the deep layers
of ferret prefrontal and visual cortex in vitro (Shu et al.,
2003b) and the deep layers of prefrontal cortex in ketamine-
xylazine-anesthetized ferrets (Haider et al., 2006) were markedly
similar in magnitude throughout the duration of the Up state,
FIGURE 3 | Dynamics of synaptic and intrinsic conductances during
Up states. (A) Excitatory and inhibitory synaptic conductances (GE and GI,
respectively) (Gsyn = GE + GI) decrease proportionally throughout the Up state,
maintaining a relatively constant synaptic reversal potential (Esyn).
Conductance estimates are from voltage-clamp recordings in cortical neurons
of ferret visual or prefrontal cortex in vitro. (B) Two activity-dependent K+
conductances (GKCa and GKNa) are activated during Up states in a model
recurrent cortical network. (A) adapted by permission from Macmillan
Publishers Ltd: Nature (Shu et al., 2003b), © 2003. (B) adapted by permission
from the American Physiological Society: Journal of Neurophysiology (Compte
et al., 2003), © 2003.
with the exception of the very beginning and end of the
Up state, where excitation dominated. In the deep layers of
parietal association cortex of naturally sleeping cats, however,
the estimated inhibitory conductance strongly dominated the
excitatory conductance, by ∼10:1, throughout the majority of
the Up state (Rudolph et al., 2007). While not as pronounced
as the latter study, inhibition also dominated excitation, by
∼2:1, in the estimated synaptic conductance during Up states
in both the deep and superficial layers of mouse barrel cortex
in vitro, though primarily during the first half of the Up state
(Neske et al., 2015). In one study of the superficial layers
of barrel cortex of urethane-anesthetized rats, Up states were
overwhelmingly dominated by excitation, with an estimated
excitatory-to-inhibitory conductance ratio of∼10:1 (Waters and
Helmchen, 2006).
Up State Termination
The central contention regarding the termination of Up states
is its dependance on synaptic vs. intrinsic cellular mechanisms,
notably a similar debate with regard to the termination of seizure
activity (McCormick and Contreras, 2001). More specifically,
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Up state termination may result either from enhanced activity
of inhibitory interneurons near the end of the Up state (or
synaptic depression of excitatory synapses) or from the activation
of activity-dependent hyperpolarizing conductances. Of course,
intrinsic and synaptic mechanisms of Up state termination
are likely not mutually exclusive. In principle, any of these
mechanisms would lead to disfacilitation (i.e., removal of
synaptic inputs) in excitatory cells and an eventual failure of the
network’s ability to sustain the Up state.
In the original characterization of the cortical slow oscillation
(Steriade et al., 1993a), the authors considered Ca2+-dependent
K+ (KCa) conductances as candidates for the termination of
Up states based upon the long-lasting afterhyperpolarizations
(AHPs) they effect in pyramidal cells (Schwindt et al.,
1992). Shortly after the initial characterization of the cortical
slow oscillation, Steriade et al. (1993d) showed that Up-
Down transitions were abolished by stimulation of brainstem
nuclei originating cholinergic projections to cortex. This effect
was dependent on muscarinic, but not nicotinic signaling.
These results suggested that activity-dependent K+ channels,
such as KCa, might be crucial for the termination of Up
states, since such channels are blocked by acetylcholine via
muscarinic receptors (McCormick and Williamson, 1989).
Both experimental (Sanchez-Vives and McCormick, 2000)
and computational modeling studies (Compte et al., 2003)
have suggested that activation of Na+-dependent K+ (KNa)
conductances may also play a role in the termination of Up states
since these conductances also cause an activity-dependent slow
AHP in cortical neurons, which is also blocked by acetylcholine
(Schwindt et al., 1989; Sanchez-Vives et al., 2000). Additional
K+ conductances that may play a role in Up state termination
include those activated by extracellular adenosine (Phillis et al.,
1975) or intracellular ATP (Ashford et al., 1988), whose
concentrations increase with enhanced spiking activity due to
the increased metabolic load of synchronous network activity.
The role of increased extracellular adenosine in terminating
Up states through blockade of a K+ conductance has been
hypothesized (Steriade et al., 1994; Amzica and Steriade, 1995a;
Contreras and Steriade, 1995; Contreras et al., 1996b), while
the role of K+ conductances activated by increased intracellular
ATP in Up state termination was suggested by the increased
duration of cortical Up states in vitro under non-specific
pharmacological blockade of these conductances (Cunningham
et al., 2006).
Activation of activity-dependent K+ conductances during
Up states would decrease the excitability of neurons in which
these conductances are expressed (i.e., predominately cortical
pyramidal cells), decreasing their firing rates, thus leading
to a generalized disfacilitation in cortical networks and Up
state termination (Figure 3B). Disfacilitation can also result
from short-term synaptic depression, a feature of intracortical
excitatory synapses (Thomson and Deuchars, 1994). The
relative importance of synaptic depression vs. the activation
of K+ conductances for disfacilitation during the Up state is
unresolved. Measurements of input resistance of neurons during
the slow oscillation show a minimum at the beginning of the
Up state, which steadily increases toward a maximum at the
point of Up state termination (Contreras et al., 1996b). This
temporal profile of input resistance is consistent with a role
for synaptic depression in terminating the Up state, since a
role for the activation of K+ conductances might predict a
decrease in input resistance as the Up state progresses. Changes
in input resistance, however, would be due to both the closing
of synaptic conductances and the opening of K+ conductances.
If the synaptic conductance decrease is greater than the K+
conductance increase, then the overall effect would be an increase
in input resistance, though the K+ conductance increase might
still be contributing via hyperpolarization. Indeed, it might be
this hyperpolarizing effect that contributes to decreased firing
in excitatory cells, leading to decreased synaptic conductance.
Thus, it is difficult to determine from input resistance changes
alone whether synaptic depression or K+ conductance increase
is the primary cause of Up state termination. Nevertheless,
if activity-dependent K+ conductances contribute to Up state
termination, a prediction might be that a slight decrease in
input resistance occurs after the synaptic conductance decays
completely at the end of the Up state but while the K+
conductance is still active. Input resistance measurements during
the Down state in Sanchez-Vives and McCormick (2000) are
consistent with this notion, as is the temporal profile of input
resistance in a cortical network model of the slow oscillation
(Compte et al., 2003), though this particular model did not
include synaptic depression. One model including both activity-
dependent K+ conductances and synaptic depression concluded
that both are important for Up state termination, but did not
manipulate either variable alone to examine their differential
effects (Bazhenov et al., 2002), while another model, with either
variable changed in isolation, showed that the absence of activity-
dependent K+ conductances virtually abolished transitions to
the Down state, while absence of synaptic depression only
diminished the synchrony of these transitions, suggesting
a paramount role for K+ conductances (Hill and Tononi,
2005).
Proposed mechanisms for Up state termination must explain
the high level of synchrony of this event across cortical
neurons. The transition to the Down state may be the most
synchronous event during the slow oscillation (Volgushev et al.,
2006; Mochol et al., 2015). It might seem that a terminating
mechanism such as the activation of intrinsic hyperpolarizing
currents or the depression of synaptic inputs is incompatible
with such a high level of synchrony; intrinsic currents and
synaptic depression vary in expression and magnitude from cell
to cell and from synapse to synapse. However, given that Up
states also initiate with a high level of synchrony due to the
preferential activation of a certain number of highly excitable
or well connected cells (see ‘‘Up state initiation’’ Section), it
is also conceivable that Up states can terminate synchronously
due to decreased excitability in these same cells; the failure of
activity in the rest of the network would rapidly follow the
decreased excitability of this critical sub-network. The prediction
of this account of Up state termination synchrony is that not
only the initiation of the Up state but also the termination of
the Up state should be a spatiotemporally stereotypical event.
That is, activation of a given sub-network should lead to the
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rapid recruitment of the rest of the network into an Up state,
while decreased excitability in this same sub-network should
lead to the rapid failure of wider network activity, leading to
the Down state. In contrast to Up state onset, however, there
is little evidence that Down state onset exhibits a stereotypical
neuronal sequence (Volgushev et al., 2006; Luczak et al., 2007).
Thus, it is unclear if the termination of the Up state is due to
the decreased excitability of the same sub-network responsible
for initiating the Up state. Furthermore, such a mechanism for
Up state termination does not account for the higher degree of
synchrony compared to initiation, unless activity in the critical
sub-network is somehow halted more synchronously than it
began. Such a scenario is conceivable if, for instance, all of the
neurons in this sub-network express an activity-dependent K+
conductance to a similar degree, thereby extinguishing activity
with smaller temporal lags than are associated with the various
synaptic delays within the sub-network. It is important to
note that, while the transition to the Down state is a highly
synchronous event, the degree of synchrony likely varies greatly
with neuromodulatory tone during natural slow-wave sleep and
with anesthesia in experimental preparations (Chauvette et al.,
2011). Indeed, in the limit, highly local Down states emerging
from the ‘‘activated’’ cortical network during wakefulness have
been reported (Vyazovskiy et al., 2011). These local Down states,
which can be selective enough to involve particular groups of
cells within a cortical area, increase in frequency, duration, and
spatial extent with time awake. While the mechanisms of these
local Down states are unknown, their locality is likely due to the
high neuromodulatory tone associated with waking.
Early investigations of the cellular basis of the slow oscillation
suggested that the transition to the Down state was likely not
precipitated by synaptic inhibition because hardly any cells
discharged preferentially in relation to this transition, including
putative GABAergic aspiny cells (Contreras and Steriade, 1995),
and input resistance monotonically increased during the Up
state, suggesting a withdrawal of both excitatory and inhibitory
inputs (Contreras et al., 1996b). Estimates of excitatory and
inhibitory conductances and their temporal profile during Up
states in vivo (Haider et al., 2006; Rudolph et al., 2007) and
in vitro (Shu et al., 2003b; Neske et al., 2015) also support
the view that both types of synaptic inputs decrease during
the Up state. Thus, the lack of an observed increase in
inhibitory cell firing relative to Up state termination and the
fact that inhibitory conductances decrease as the Up state
progresses has suggested that synaptic inhibition is not an
important factor for Up state termination. In fact, progressive
pharmacological blockade of fast, GABAA-mediated inhibition
actually results in a continuous decrease in Up state duration
in vitro (Mann et al., 2009; Sanchez-Vives et al., 2010), perhaps
attributable to the enhanced activation of activity-dependent
K+ conductances due to increased pyramidal cell firing in
the disinhibited network (Sanchez-Vives et al., 2010; Igelström,
2013). At the same time, however, slow GABAB-mediated
inhibition appears to play some role in terminating Up states,
since progressive pharmacological blockade of this inhibition
results in a continuous increase in Up state duration in vitro
(Mann et al., 2009), an effect that depends on presynaptic
GABAB receptors (Craig et al., 2013). Thus, while the firing of
inhibitory cells does not seem to occur preferentially in relation
to Up state termination, a slower, non-phasic inhibition, due to
both the slower kinetics of GABAB receptors and perhaps also
the more prolonged GABAergic signaling associated with the
extrasynaptic localization of these receptors (Kulik et al., 2003),
may play a role. This slow GABAergic process may supplement
the similarly slow intrinsic inhibitory process associated with
activity-dependent K+ conductances.
While, at the population level, inhibitory cells do not increase
their firing rate as the Up state progresses and inhibitory synaptic
conductance accordingly does not increase, it is still possible
that some fraction of inhibitory cells discharge preferentially
toward the end of Up states. Consequently, a small, but perhaps
significant fraction of excitatory cells would experience an
increase in inhibitory synaptic input in the latter portions of
an Up state. If this fraction of ‘‘late-firing’’ inhibitory cells has
a sufficient degree of axonal spread, then it is possible that
synaptic inhibition, while not necessarily apparent at the level of
population data, contributes significantly to Up state termination
and its characteristic synchrony. One possible candidate for
such a ‘‘late-firing’’ inhibitory cell is the somatostatin (SOM)-
positive, Martinotti cell, which receives strongly facilitating
excitatory synaptic input (Reyes et al., 1998; Gibson et al.,
1999; Beierlein et al., 2003; Silberberg and Markram, 2007). In
paired recordings of connected SOM-positive inhibitory cells
and pyramidal cells during Up states in vitro, the spike-triggered
average membrane potential of the SOM-positive inhibitory cell
was greatest during the last third of the Up state (Fanselow and
Connors, 2010), suggesting that this particular inhibitory cell
may be most excited near the point of Up state termination. Two
cortical network models incorporating facilitating excitatory
synapses onto SOM-positive inhibitory cells have suggested that
the late firing of these cells during simulated slow oscillations
is decisive in terminating Up states (Melamed et al., 2008;
Krishnamurthy et al., 2012). The relatively low firing rates
(<20 Hz) of individual pyramidal cells during Up states,
however, are unlikely to permit effective excitatory facilitation
onto postsynaptic SOM-positive inhibitory cells. Indeed, when
the temporal profile of firing of these cells during Up states
has been characterized, the result has been either a decrease
in firing with progression of the Up state (Neske et al., 2015)
or a relatively constant level of firing (Fanselow and Connors,
2010). One study has reported a class of fast-spiking inhibitory
cells in rat prefrontal cortex that discharges preferentially near
the termination of the Up state (Puig et al., 2008), though the
source (cortical vs. subcortical) and synaptic basis (excitation
vs. disinhibition) for the increased firing of this particular cell
during the late portions of the Up state is unclear, as is the
generalizability of this firing pattern across cortical areas and
species.
Recent evidence from intracellular recordings in anesthetized
and sleeping cats combined with computational network models
suggest that, while not necessarily apparent in the population
firing rate of particular inhibitory cells or the population
inhibitory conductance of excitatory cells, synchronized
inhibition in a small number of excitatory cells may occur
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prior to Up state termination. Impelled by their observation
that Up state termination is often more synchronized among
cortical neurons than initiation (Volgushev et al., 2006), Igor
Timofeev and colleagues have reconsidered the possibility that
synaptic inhibition increases in certain cortical neurons at the
end of Up states. In a computational model of the cortico-
thalamocortical network, they showed that either enhancing
the intrinsic excitability of cortical inhibitory cells or increasing
the strength of excitatory-to-inhibitory cell synapses improved
the synchrony of Up state terminations and shortened Up state
durations (Chen et al., 2012). Conversely, when the strength
of excitatory-to-inhibitory cell synapses was decreased, the
duration of Up states increased until reaching a point at which
inhibition was so meager that intense excitatory cell firing
activated activity-dependent K+ conductances, which abruptly
terminated network activity. These simulations suggested that
synaptic inhibition is critical for the synchronous termination of
Up states, while activity-dependent K+ conductances might play
a more important role in a disinhibited network.
Contrary to the modeling results in Chen et al. (2012),
progressive pharmacological blockade of fast synaptic inhibition
during Up states in vitro progressively decreased Up state
duration (Mann et al., 2009; Sanchez-Vives et al., 2010;
see also above). While the reasons for these discrepancies are
unclear, they might be attributed to the differential degree
of afferentation of the systems queried in these studies. In
Chen et al. (2012), the model includes both the local cortical
circuit as well as cortico-thalamocortical loops encompassing
both core and matrix thalamic nuclei. In the in vitro studies of
Mann et al. (2009) and Sanchez-Vives et al. (2010), these loops
are not present. It is possible that thalamocortical projections
in the model from Chen et al. (2012) have a synchronizing
influence on cortical inhibitory cells beyond what the local
cortical circuit is capable of achieving (see also ‘‘Contribution
of the thalamus’’ Section). It would be interesting to dissect
the precise contribution of the cortico-thalamocortical loop to
the synchronizing effect of synaptic inhibition on Up state
termination by systematically removing components of this loop
and examining possible changes in the relative contributions of
synaptic inhibition vs. activity-dependent K+ conductances in
termination.
Most recently, Timofeev and colleagues have studied the
possible contribution of synaptic inhibition to Up state
termination with intracellular recordings in anesthetized or
sleeping cats. Specifically, by performing dual recordings of
nearby (<500 µm) neurons, with one pipette filled with
potassium acetate (KAc) and the other filled with KCl, the
authors quantified the contribution of synaptic inhibition to the
membrane potential during different periods of the Up state
(Lemieux et al., 2015). GABAA-mediated responses in the cell
recorded with KCl would be depolarizing, whereas these same
responses would be hyperpolarizing or shunting in the cell
recorded with KAc. Since cells separated by <500 µm receive
many common synaptic inputs, subtracting the membrane
potential excursions in a cell recorded with KAc from those of
a nearby cell simultaneously recorded with KCl will primarily
reflect GABAA-mediated responses. Lemieux et al. (2015) found
that when the differences in membrane potential excursions
between KAc- and KCl-recorded cells exceeded a particular
threshold, they mostly did so during the last few hundred
milliseconds prior to Up state termination (Figure 4). These
periods of ‘‘long-duration inhibition’’ prior to Up state
termination occurred above chance level in 35% of paired
recordings and during 10–19% of Up state terminations in
these recordings. Thus, at the population level, this implies that
synaptic inhibition dominates 4–7% of cortical neurons prior to
Up state termination. Whether this elevated synaptic inhibition
in a small proportion of cells is decisive in terminating Up
states is still unclear. Furthermore, it is still unknown whether
this inhibition reflects the synchronized firing of a particular
group of inhibitory cells near the end of the Up state, as in Puig
et al. (2008). If so, this implies that a very small and selective
proportion of inhibitory cells increases their firing rate during
the Up state, with the cellular or network mechanisms for such
an increase to be determined.
Taking the various in vivo, in vitro, and in silico results
discussed above into account, the principal mechanism by which
the cortical network transitions from activity to silence during
the slow oscillation is likely the activation of activity-dependent
K+ conductances. A modulatory influence on Up state duration
may also be provided by the activation of GABAB receptors due
to the extrasynaptic accumulation of GABA resulting from the
high activity of inhibitory cells during the Up state. While fast,
GABAA-mediated inhibitory signaling does not appear to occur
FIGURE 4 | Increased inhibition during Up state terminations. (Top)
Synaptic inputs are assumed to be predominately shared between nearby
(<500 µm) cortical neurons. In recordings with a KAc pipette, inhibition should
be hyperpolarizing or shunting, while in recordings with a KCl pipette, inhibition
should be depolarizing. Thus, differences between the membrane potential
excursions in KAc-KCl dual recordings should predominately reflect inhibition.
(Bottom) Dual KAc-KCl recording in sleeping cat cortex. Periods of inhibition
(shaded regions) occur above a pre-determined threshold primarily before Up
state termination. Adapted by permission from the American Physiological
Society: Journal of Neurophysiology (Lemieux et al., 2015), © 2015.
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preferentially near the end of the Up state at the population level,
a role for this type of inhibition in a small group of neurons
cannot be discounted. Whether fast synaptic inhibition in a
small population of neurons is critical for the termination of the
Up state and its characteristic synchronization, or is ancillary
to slower inhibitory mechanisms, remains to be determined.
Unequivocal evidence for such a prime role for fast synaptic
inhibition in a small population of cells would require the
identification of these cells, or more desirably the population
of presynaptic inhibitory cells whose firing rate presumably
increase toward the end of the Up state, and the experimental
manipulation of their activity. This is a challenging task, but
may be possible at least in in vitro preparations with some of
the newest techniques for cell-specific optical control of neuronal
activity (Packer et al., 2013).
CONTRIBUTION OF THE THALAMUS
Since its discovery, the slow oscillation has generally been
considered a predominantly cortical phenomenon. The
sufficiency of the cortex for the generation of the slow oscillation
was suggested based on its survival following thalamic lesions
(Steriade et al., 1993b). While expressed at a lower frequency, the
slow oscillation can also be recorded from cortical slabs in vivo
(Timofeev et al., 2000) and cortical slices maintained in vitro
(Sanchez-Vives and McCormick, 2000; see also ‘‘The slow
oscillation in vitro Section). Thus, the tendency to oscillate at
<1 Hz appears to be a fundamental feature of even quite local
cortical circuits. It is possible, however, that these observations
have led to an underestimation of the role of subcortical
structures in shaping the slow oscillation, in particular the
thalamus and brainstem neuromodulatory nuclei. Earlier work
on the slow oscillation had suggested at least a modulatory
role for these subcortical structures, and recent evidence has
suggested an even more active role.
The role of the thalamus in regulating the properties of
the slow oscillation has been increasingly acknowledged in the
ensuing two decades since the original work of Steriade and
colleagues. To understand the role of the thalamus during the
slow oscillation, it is first important to consider the firing
properties of excitatory thalamic relay cells and inhibitory cells of
the thalamic reticular nucleus (TRN) during this activity. Steriade
and colleagues provided intracellular recordings from these cells
in their initial studies, primarily from the ventral lateral nucleus
of the thalamus (VL) and the reciprocally connected rostral
lateral sector of the TRN (Steriade et al., 1993c; Contreras
and Steriade, 1995; Timofeev and Steriade, 1996). Following
the Down state, thalamocortical neurons fire a post-inhibitory
rebound spike-burst, which is followed by an Up state in the
cortex. Corticothalamic input depolarizes TRN cells, causing
them to discharge in bursts or tonically at high frequencies. Due
to the high level of spiking activity in the TRN, thalamocortical
neurons, after their initial spike burst, are quickly overcome by
massive synaptic inhibition from the TRN, mostly preventing
spiking output. Thus, if thalamocortical projections play a role
in the slow oscillation, it would seem that this role is primarily
the initiation of Up states and consequently, the determination
of the oscillation period. The phasic burst-firing behavior of
thalamocortical neurons at the onset of the Up state, which
often preceded the firing of cortical neurons by a few tens
of milliseconds, indeed prompted Steriade and colleagues to
propose that the activity of thalamocortical neurons might
provide the trigger for Up states on each cycle of the slow
oscillation (Contreras and Steriade, 1995) and contribute to
their synchronization across the cortex (Amzica and Steriade,
1995a).
The potential for thalamocortical cells to initiate Up states
rhythmically during the slow oscillation can be appreciated
when considering the powerful effect of sensory stimulation or
direct thalamic stimulation in evoking Up states. In anesthetized
animals, both temporally prolonged sensory stimuli, such as
drifting gratings (Anderson et al., 2000; Jia et al., 2010) and
punctate stimuli, such as brief whisker deflections in rodents
(Petersen et al., 2003; Hasenstaub et al., 2007) are effective
initiators of Up states in the respective sensory cortices. In
slice preparations that preserve axons of thalamocortical neurons
(Agmon and Connors, 1991; Cruikshank et al., 2002), electrical
or optogenetic stimulation of the thalamus is also capable
of triggering Up states (Metherate and Cruikshank, 1999;
MacLean et al., 2005; Rigas and Castro-Alamancos, 2007; Watson
et al., 2008; Wester and Contreras, 2012; Favero and Castro-
Alamancos, 2013; Wester and Contreras, 2013). A thalamic
mechanism for Up state initiation could also be manifested
during the slow oscillation.
The burst-firing of thalamocortical neurons prior to the
discharge of cortical neurons during the slow oscillation is
suggestive of a thalamic contribution to Up state initiation, yet
this possibility has to a large extent been ignored due to the
endurance of the oscillation following thalamic lesions, as well
as its presence in cortical slabs and in vitro slice preparations.
Recent work, however, has revealed a fundamental role for
the thalamus in the full expression of the slow oscillation. In
mouse barrel cortex in vitro, severing thalamocortical axons
significantly decreased the frequency of the slow oscillation,
indicating that spontaneous thalamic activity in this preparation
contributes to the initiation of spontaneous Up states (Rigas
and Castro-Alamancos, 2007). Recent in vivo studies have also
demonstrated an important contribution of thalamic activity
to the pacing of the slow oscillation. Acute pharmacological
blockade of action potentials in thalamic neurons in anesthetized
and naturally sleeping rats decreased the frequency of the
slow oscillation (David et al., 2013). Interestingly, selective
blockade of T-type Ca2+ channels also significantly reduced
slow oscillation frequency (David et al., 2013), consistent
with the idea that the post-inhibitory rebound spike burst
in thalamocortical neurons is an initiation signal for Up
states.
In a seemingly marked deviation from the original work of
Steriade and colleagues, Timofeev and colleagues, using the same
in vivo preparation (i.e., the anesthetized cat), recently showed
that thalamic inactivation reduced both the slow oscillation
frequency and the occurrence of fast oscillations during Up
states (see ‘‘Beta/gamma oscillations’’ Section), and furthermore
diminished the synchronization of Up states in simultaneously
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recorded cortical neurons (Lemieux et al., 2014). In some
recordings, slow oscillations were virtually abolished following
thalamic lesions. This is in striking contrast to the results of
Steriade et al. (1993b) who reported that thalamectomy does
not affect the properties of the slow oscillation. The difference
between the results of this study and those of the earlier work
by Steriade and colleagues is likely attributable to the time
after thalamic inactivation that slow oscillations were recorded.
In Steriade et al. (1993b), recordings of the slow oscillation
were performed 2 days following experimental lesions of the
thalamus, whereas in Lemieux et al. (2014), recordings were
performed continuously before and after thalamic inactivation.
These continuous recordings revealed that while the slow
oscillation frequency remained significantly lower up to 12 h
following thalamic inactivation, the cortex attained a slow
oscillation frequency comparable to its afferented state within
30 h (Figure 5A). This recovery was also evident in a cortical slab
preparation. The authors attributed the recovery of the normal
slow oscillation frequency to compensatory changes in excitatory
synaptic connections, based on the increase of spontaneous
EPSPs recorded during the Down state and the recovery of
a normal slow oscillation in a ‘‘deafferented’’ thalamocortical
network model following the up-scaling of excitatory synaptic
connections. Thus, the results from Lemieux et al. (2014) not
only demonstrate a major contribution of the thalamus to the
full expression of the slow oscillation, but also suggest that
this oscillation is of particular importance to cortical networks,
since active modifications of local recurrent circuitry appear to
compensate for the absence of a thalamic signal for Up state
initiation (see also ‘‘Functions of the slow oscillation’’ Section).
Recordings from various thalamic nuclei reveal a possible
role for thalamocortical neurons beyond that of a cue for the
beginning of each slow oscillation cycle. In particular, whereas
inhibition strongly dominates the Up state in relay cells from
sensory thalamic nuclei [e.g., ventral posterior medial nucleus
(VPM) and lateral geniculate nucleus (LGN)], thus largely
preventing spiking at all times expect the very onset of the
Up state, excitation dominates in non-sensory thalamic nuclei
[e.g., posterior nucleus (PO) and intralaminar nuclei] allowing
constituent neurons to spike throughout the duration of the
Up state (Sheroziya and Timofeev, 2014; Figure 5B). The basis
for this dichotomy in firing pattern probably lies in the intense
inhibition of sensory thalamic nuclei by the TRN and the
lack of this inhibition in non-sensory thalamic nuclei, which
receive the majority of their inhibitory input not from the
TRN, but from the zona incerta (Barthó et al., 2002). Notably,
while TRN neurons with projections to sensory thalamic nuclei
are highly active during the slow oscillation, TRN neurons
with projections to limbic thalamic nuclei exhibit low levels
of activity (Halassa et al., 2014). Given the preponderance
of excitation in non-sensory thalamic nuclei, thalamocortical
neurons in these regions are in a position to play an active role
not only in Up state initiation, but also in its persistence and
perhaps termination. Moreover, a feature of the projections of
thalamocortical neurons from many non-sensory thalamic nuclei
is a diffuse targeting of multiple cortical territories, in contrast to
sensory thalamic nuclei, whose projections are more focal. These
FIGURE 5 | Active thalamic contribution to the cortical slow oscillation.
(A) Pharmacological inactivation of thalamic nucleus LP in anesthetized cats
resulted in deafferentation of certain regions of suprasylvian gyrus (red), but
not others (black). Effects of deafferentation on the slow oscillation were
quantified by differences in LFP power. Boxed regions indicate statistically
significant (p <0.05) frequency bins. The slow oscillation and faster oscillatory
activities during Up states were significantly affected within ∼12 h after
thalamic inactivation, but many aspects of the slow oscillation recovered after
1 day, perhaps due to up-regulation of intracortical synaptic connections.
(B) Distinct activities of core (VPM) and matrix (POm and PF) thalamic nuclei
during the slow oscillation in anesthetized mouse. VPM cells are strongly
inhibited during the slow oscillation, while POm and PF cells are depolarized in
phase with the slow oscillation. Thalamic neurons in matrix nuclei may play an
active role in the cortical slow oscillation. (A) adapted by permission from the
Society for Neuroscience: Journal of Neuroscience (Lemieux et al., 2014), ©
2014. (B) adapted by permission from the Society for Neuroscience: Journal
of Neuroscience (Sheroziya and Timofeev, 2014), © 2014.
distinct projection patterns are often denoted as ‘‘matrix’’ or
‘‘core,’’ respectively (Jones, 1998). Taking into account both the
prolonged excitation of thalamocortical neurons of non-sensory
thalamic nuclei during Up states and their diffuse projections
to cortex, these neurons might not only play an active role
during multiple phases of the slow oscillation, but might also
be key to the synchronization of the slow oscillation across
the cortex. This might explain why in Lemieux et al. (2014)
not only did thalamic inactivation impair the slow oscillation,
but also the higher-frequency oscillations occurring during Up
states; the absence of thalamocortical synaptic activity might
also have impaired the synchronization of local cortical network
activity.
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Thalamic neurons are also endowed with intrinsic ionic
currents whose interactions can give rise to slow (<1 Hz),
rhythmic oscillations, perhaps serving as at least a partial
pacemaker for the cortical slow oscillation. While thalamic
neurons in vitro generally do not exhibit any spontaneous
rhythmic membrane potential fluctuations or spiking, activation
of metabotropic glutamate receptors (mGluRs; e.g., through
bath-application of appropriate agonists or stimulation of
corticothalamic axons) causes a rhythmic slow oscillation in
these neurons that is insensitive to blockade of synaptic
transmission and spiking activity (Hughes et al., 2002). The
mechanism for this cell-intrinsic slow oscillation in thalamic
neurons is an mGluR-mediated reduction in the outward current
associated with the leak conductance (gLeak; McCormick and von
Krosigk, 1992), which leads to membrane potential bistability
due to the interaction of this current with the inward current
associated with the non-inactivating portion of T-type Ca2+
channel conductance (i.e., TWindow). That is, when gLeak is low,
there are two stable membrane potentials where the outward
current mediated by gLeak is balanced by the inward current
mediated by TWindow, one hyperpolarized and one depolarized
(Williams et al., 1997; Hughes et al., 1999). If these were the only
conductances activated in these voltage ranges, the membrane
potential of thalamic neurons would not oscillate, but rather
remain at either of the stable levels until external stimulation
toggled between them. This is not the case, however, because the
hyperpolarization-activated current (h-current) is also expressed
in these neurons, which depolarizes them to the level at which
they generate a low-threshold Ca2+ spike (mediated by T-type
Ca2+ channels) and subsequently, due to the stable interaction
between the leak current and the current mediated by TWindow,
the membrane potential remains depolarized. The Ca2+-
dependent nonspecific cation current (ICAN) also plays a role
in maintaining the depolarized membrane potential of thalamic
neurons (Hughes et al., 2002). This depolarized membrane
potential is not sustained indefinitely, however, because the h-
current inactivates and ICAN decreases, repolarizing the cell to
the other (hyperpolarized) stable membrane potential, before the
cycle recommences. The same intrinsic slow oscillation is also
expressed in TRN neurons (Blethyn et al., 2006). The importance
of the h-current for exhibiting this slow oscillation is apparent
when it is blocked pharmacologically; short current pulses can
then switch thalamic neurons between two stable membrane
potential values, where they remain until the another current
pulse is applied (Williams et al., 1997; Hughes et al., 1999).
The recent in vivo studies demonstrating a dramatic effect
of thalamic inactivation on the rhythmicity and synchrony of
the cortical slow oscillation, in addition to the observation of
an autonomous slow oscillation in thalamic and TRN neurons
in vitro, has challenged the cortico-centric view of its generation.
A complete understanding of the mechanisms of the slow
oscillation requires a consideration of the synaptic interactions
among all of these components (Crunelli and Hughes, 2010;
Crunelli et al., 2015). The potential to be enforced by multiple
sites entails the robustness of the slow oscillation, since any
deficiencies (e.g., deviations from rhythmicity or synchrony) are
likely to be quickly amended due to the redundant expression of
the oscillation. This redundancy might be an indication of the
importance of the slow oscillation for normal brain function.
CONTRIBUTION OF THE BASAL
FOREBRAIN AND BRAINSTEM NUCLEI
Other subcortical structures that may actively contribute to
the slow oscillation include various brainstem nuclei sending
cholinergic, noradrenergic, or serotonergic axons to cortex and
thalamus. Cortically projecting cholinergic neurons in the basal
forebrain are also in a position to modulate the slow oscillation.
While the slow-wave sleep state in which the slow oscillation
occurs is associated with generally low neuromodulatory tone,
neurons in these subcortical nuclei are not completely silent.
Neurons firing with distinct preference for either the Up or
Down state have been found in the basal forebrain (Détári et al.,
1997; Manns et al., 2000), pedunculopontine tegmentum (PPT;
Mena-Segovia et al., 2008), locus coeruleus (LC; Eschenko et al.,
2012), and dorsal raphe nucleus (DRN; Schweimer et al., 2011).
Whether the phasic or tonic firing properties of neurons in these
various subcortical areas are a signature of an active role in
shaping the slow oscillation or merely a transfer of activity from
presynaptic cortical neurons that project to these areas still must
be resolved.
The causal role of brainstem nuclei as ‘‘activating systems’’
(i.e., extinguishers of slow-wave EEG patterns) has been
well-documented since the pioneering work of Moruzzi and
Magoun (1949). A causal role for brainstem nuclei in the
control of slow waves themselves, however, has been less studied,
likely due to the assumption that the contribution of these
nuclei to cortical or thalamic activity is negligible except in
states of cortical activation. Additionally, in slice preparations,
application of agonists for neuromodulator receptors often
abolishes spontaneous and evoked Up states (Hsieh et al., 2000;
Favero et al., 2012; Wester and Contreras, 2013), likely due to
the suppression of release probability in intracortical synapses
(Gil et al., 1997). Nevertheless, a functional, while small, level
of neuromodulatory tone may exist in cortical and thalamic
networks during the slow oscillation. One of the first indications
that neuromodulatory signals arising from subcortical structures
could be important for the slow oscillation came from Steriade
and colleagues shortly after their initial characterization of the
oscillation. They determined that while electrical stimulation
of the PPT and LC caused ‘‘activation’’ of the cortical EEG
(i.e., abolition of slow waves; see ‘‘Up state termination’’ Section),
blockade of muscarinic cholinergic signaling during the baseline,
slow-wave state reduced the duration of Up and Down states
(i.e., shorter Up states occurring at higher frequency; Steriade
et al., 1993d). A recent in vitro study of mouse sensory and frontal
cortex has proposed a role for cholinergic afferents specifically in
maintaining the rhythmicity of the slow oscillation (Lörincz et al.,
2015). An in vivo component of this study also replicated the
result of Steriade et al. (1993d) that the slow oscillation depends
on intact cholinergic tone. Similar to other neuromodulators, the
cellular and synaptic effects of acetylcholine are quite complex,
being dependent on receptor subtype, pre- vs. postsynaptic
expression of receptor, neurotransmitter concentration, and
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differential expression of receptors in different excitatory and
inhibitory neuron subtypes (McCormick, 1992; Muñoz and
Rudy, 2014). Thus, it will be challenging to decipher the
precise mechanisms of cholinergic modulation of the slow
oscillation.
Serotonergic signaling has a long and controversial history
in relation to the slow oscillation and sleep. In the 1960’s,
studies employing lesions of the DRN and chemical inhibition of
serotonin synthesis resulted in strong and long-lasting insomnia
in cats, leading to the hypothesis that serotonin was a crucial,
if not the sufficient neuromodulator for initiating slow-wave
sleep (Jouvet, 1972, 1999). Subsequent recordings from the DRN
during the sleep-wake cycle, however, showed that neurons
substantially decreased their firing from behavioral arousal to
slow-wave sleep (McGinty and Harper, 1976; Trulson and
Jacobs, 1979), a conspicuous inconsistency with the serotonergic
hypothesis of sleep. While probably not the nexus of sleep
promotion it was once proposed to be, the serotonergic
system of the DRN may play a role in the slow oscillation
in several ways. First, while DRN neurons as a population
considerably decrease their firing from waking to sleep, a
heterogeneity of firing patterns exists among different types of
DRN neurons, with 12% of cat DRN neurons actually exhibiting
an increase in firing rate during slow-wave sleep compared to
waking (Sakai and Crochet, 2001). In anesthetized rats, most
serotonergic DRN neurons fired phasically with the cortical
slow oscillation, though interestingly with a preference for the
Down state (Schweimer et al., 2011). Thus, at least a fraction
of DRN neurons can influence their synaptic targets during
the slow oscillation. Second, serotonin differentially modulates
the excitability of thalamocortical and TRN neurons, in the same
direction as these cells are affected during the slow oscillation.
That is, while serotonin depolarizes TRN neurons (McCormick
and Wang, 1991), it hyperpolarizes thalamocortical neurons
(Monckton and McCormick, 2002). Although the pronounced
excitation in TRN neurons and pronounced inhibition in
thalamocortical neurons during the slow oscillation is no doubt
predominately due to the stronger unitary excitation of TRN
neurons than of thalamocortical neurons by corticothalamic
afferents (Golshani et al., 2001), serotonergic tone in the
thalamus may augment the divergent excitability of TRN and
thalamocortical neurons during the slow oscillation. Lastly, the
high activity of DRN neurons during waking may indirectly
affect the properties of the slow oscillation through a homeostatic
up-regulation of sleep-promoting neurotransmitters. According
to the homeostatic hypothesis of sleep regulation, the length
of time spent in the waking period is proportional to the
length of subsequent slow-wave sleep due to the exponential,
but saturating increase in some homeostatic process during
waking that decreases exponentially during sleep (Borbély,
1980). There is evidence that the serotonergic system engaged
during waking plays a role in such a homeostatic process. For
instance, chemical inhibition of serotonin synthesis throughout,
but not at the end of sleep deprivation, abolishes slow-
wave sleep, suggesting that the onset of sleep requires the
serotonin-dependent accumulation of hypnogenic factors during
waking (Sallanon et al., 1983). Thus, while mostly inactive
during the slow oscillation, DRN neurons may contribute to
the properties of the oscillation by virtue of the biochemical
changes they bring about through high levels of activity during
waking.
FUNCTIONS OF THE SLOW OSCILLATION
On first consideration, it is curious that the slow oscillation,
a recurrence of robust and synchronized activity, is associated
with deep sleep, a condition in which the cortex is largely
disconnected from the sensory environment. Why is a behavioral
state bereft of cognitive or sensory processing associated with
such rich spontaneous activity? Indeed, the neuronal activity
during the slow oscillation that has been detailed in cortical and
thalamic networks over the past two decades would undoubtedly
have surprised early psychologists and neurophysiologists who
viewed sleep as a manifestation of behavioral inhibition (Pavlov,
1923) or ‘‘abject mental annihilation’’ (Eccles, 1961). While the
network-wide cycling between activity and quiescence during
the slow oscillation is highly suggestive of a functional role, it
could be argued that the salience of this phenomenon alone
is not sufficient to afford it functionality. It could be that
Up and Down states are simply default activity patterns that
unavoidably follow from the recurrent network architecture of
the cortex. As much is suggested by the fact that this activity
occurs even in cortical slices in vitro under conditions of
slightly enhanced excitability. Nevertheless, even if the slow
oscillation primarily owes itself to the basic architecture of
the cortex, a functional role for the slow oscillation may still
exist.
When slow-wave sleep is viewed not as a mere idling
of the brain, but as an active period in its own right,
associated with the functional reorganization of neuronal
networks across wide cortical territories, the possible functions of
the slow oscillation become more clear. These possible functions
include the synchronization of higher-frequency oscillations, the
consolidation of memory traces acquired during waking, and
basic biochemical maintenance in neurons during Down states.
Grouping of Higher-Frequency Oscillations
by the Slow Oscillation
The cerebral cortex generates a panoply of oscillations
distinguished by their different frequency bands (Buzsáki, 2006).
Except in artificial circumstances, cortical oscillations of one
frequency band are rarely expressed alone. Rather, oscillations of
different frequencies interact in various ways through relations
between their amplitudes and phases. For instance, one of the
earliest demonstrations of the interactions between two different
oscillations was the modulation of the amplitude of gamma
(30–80 Hz)-band activity by the phase of slower theta (4–10 Hz)-
band activity in the rat hippocampus (Buzsáki et al., 1983).
Such phase-amplitude coupling could provide a mechanism for
integrating the results of neural computation across multiple
spatial and temporal scales (Canolty and Knight, 2010) and
allow for information to be processed in a hierarchical manner
(Buzsáki, 2010). During slow-wave sleep, the slow oscillation
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serves as a ‘‘base frequency’’ that groups the two other major
oscillations associated with slow-wave sleep, spindle and delta
oscillations. The Up states of the slow oscillation are furthermore
often associated with an increase in beta/gamma-band activity,
frequencies that are often considered hallmarks of the waking,
information-processing state.
Spindle Oscillations
Spindle oscillations (7–14 Hz) are one of the distinctive features
of slow-wave sleep. Rhythmogenesis of spindles is due to the
discharge of spike-bursts by GABAergic neurons of the TRN,
which impart rhythmic IPSPs onto thalamocortical neurons. At
sufficiently hyperpolarized potentials, as is the case during slow-
wave sleep, thalamocortical neurons can fire rebound spike-
bursts after each IPSP, imparting spindle-frequency excitatory
input to cortex. In many respects, the TRN is a pacemaker for
spindles, as evidenced by, for instance, the persistence of spindles
when the TRN is separated from the thalamus (Steriade et al.,
1987) and the sufficiency of optogenetic excitation of TRN cells
to generate spindles (Halassa et al., 2011).
While the TRN may be sufficient for the rhythmicity of
spindles, it is not sufficient for their characteristic synchrony
across the thalamus and cortex. The synchronous occurrence
of spindles requires active corticothalamic input impinging on
TRN cells, since the removal of cortex results in a temporal
disorganization of spindles across thalamic recording sites
(Contreras et al., 1996a). Furthermore, spindles occurring in vitro
do not occur synchronously, but propagate as a traveling wave
(Kim et al., 1995), likely due to the absence of the synchronizing
action of corticothalamic inputs. The origin of the synchronizing
corticothalamic activity is the spiking of cortical cells during the
Up state. Thus, when they occur synchronously (to the extent
that they can be recorded with EEG), spindles quickly follow the
initial depolarization of the Up state in cortical neurons (Steriade
et al., 1993c), a sequence known as a ‘‘K-complex’’ in the clinical
EEG literature (Amzica and Steriade, 1997). Thus, there is a
consistent phase relationship between Up states and spindles.
Delta Oscillations
Delta oscillations (1–4 Hz) are most common during the deepest
stages of slow-wave sleep. There appear to be at least two
rhythmogenic mechanisms for the delta oscillation, one relying
solely on the intrinsic properties of thalamocortical neurons, and
the other likely relying on the intrinsic properties of layer 5
pyramidal neurons. The ionic currents underlying the delta
oscillation arising from thalamocortical neurons have been well-
characterized. At membrane potentials more hyperpolarized
than those associated with spindles, interactions between the h-
current and the T-current (see ‘‘Contribution of the thalamus’’
Section) produce delta rhythmicity: the h-current is activated
and the T-current is de-inactivated, which leads to the activation
of the T-current and the emergence of a low-threshold calcium
spike (often crowned by sodium spikes), which deactivates the h-
current and inactivates the T-current, repolarizing the cell such
that the h-current can begin the cycle again (McCormick and
Pape, 1990). The requisite hyperpolarization of thalamocortical
cells for the interaction of the h-current and T-current to give
rise to delta oscillations is caused by the even further decrease in
firing of brainstem cholinergic neurons during deep slow-wave
sleep (Steriade et al., 1991b).
The existence of a separate cortical generator of the delta
oscillation was suggested after its persistence following removal
of the thalamus (Steriade et al., 1993b). The ionic basis for
the cortically generated delta oscillation is not known at the
same level of detail as the thalamically generated one, but
it may incorporate many of the same mechanisms involved
in the alternation of Up and Down states during the slow
oscillation (i.e., the activation of intrinsic bursting pyramidal
neurons in layer 5 and the subsequent activation of long-
lasting K+ conductances; see ‘‘Up state initiation’’ and ‘‘Up
state termination’’ Section). Indeed, recent observations in
quiet-waking rodents call into question the notion that delta
oscillations, at least the cortically generated variety, are only
associated with slow-wave sleep. Petersen et al. (2003) first
reported∼2 Hz oscillations in the membrane potential of cortical
neurons in quiet-waking mice and rats. Carl Petersen’s group has
subsequently recorded these synchronized membrane potential
oscillations in waking mice in several reports (e.g., Crochet
and Petersen, 2006; Poulet and Petersen, 2008). Delta-frequency
oscillations during waking cannot originate from thalamus
because thalamocortical neurons are too depolarized to activate
the h-current and de-inactivate the T-current. Instead, these
oscillations occurring at traditional delta frequencies during
the waking state are probably mechanistically indistinguishable
from cortical Up and Down states. Such a high-frequency ‘‘slow
oscillation’’ might be attributable to a level of K+ conductance
as high as that during slow-wave sleep, yet perhaps in concert
with cortical activity levels or synaptic transmission properties
comparable to those associated with waking. Indeed, cholinergic
signaling in cortex increases from quiet wakefulness to active
behavior (Eggermann et al., 2014), which would be associated
with the closing of K+ conductances that perhaps promote delta-
frequency membrane potential oscillations.
During deep slow-wave sleep, cortical Up states synchronize
thalamically generated delta oscillations in a manner similar
to their synchronization of spindles during lighter slow-
wave sleep. While thalamocortical neurons can generate delta
oscillations autonomously, there is no intrathalamic mechanism
to synchronize the oscillation among thalamocortical neurons
since these cells primarily lack any recurrent collaterals. The
synchronization of the thalamic delta oscillation is attributable
to monosynaptic excitatory input from corticothalamic cells
that are depolarized during the Up state, as well as disynaptic
inhibition from TRN cells (Steriade et al., 1991b). The
cortical enforcement of delta-band synchrony among bursting
thalamocortical neurons has the same functional consequence
as in spindles: a massive postsynaptic effect in the dendrites
of cortical neurons, perhaps promoting signaling cascades
associated with plasticity (see ‘‘Synaptic plasticity and the slow
oscillation’’ Section).
Beta/Gamma Oscillations
During states of cortical activation, which include REM sleep
and the waking state, slow and globally synchronized oscillations
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are replaced with faster and more locally synchronized
oscillations, such as in the beta (15–30 Hz) and gamma
(30–80 Hz) range. While usually associated with sensory
processing and higher-level mental activity, synchronized fast
oscillations also occur during the Up states of the slow
oscillation (Steriade and Amzica, 1996; Steriade et al., 1996a,b).
This observation led Steriade and colleagues to suggest that
synchronized fast oscillations are not a special quality of the
waking, information-processing state, but a general characteristic
of depolarization in cortical and thalamic neurons. This
notion was based on the ability of cortical and thalamic
neurons to exhibit sub- and suprathreshold fast oscillations
under appropriate depolarizing current injection (Llinás et al.,
1991; Steriade et al., 1991a; Nuñez et al., 1992; Gray and
McCormick, 1996). Fast oscillations in cortical networks are also
critically dependent on the synchronized firing of fast-spiking
inhibitory interneurons, which is a phenomenon associated
with Up states of the slow oscillation (Hasenstaub et al.,
2005). The suggested functional roles of synchronized fast
oscillations in cortical processing during waking are myriad
(Fries, 2009; Bosman et al., 2014; Pritchett et al., 2015),
though their roles in slow-wave sleep, if any, are uncertain.
The fast oscillations associated with REM sleep have been
proposed to be a correlate of dreaming mentation (Llinás and
Ribary, 1993). While dreams have primarily been considered
the province of REM sleep, they also occur during slow-
wave sleep, though with different content (Hobson et al.,
2000; McNamara et al., 2010). Fast oscillations during Up
states of the slow oscillation during slow-wave sleep may
provide the framework for dreaming mentation during this
stage of sleep.
Synaptic Plasticity and the Slow Oscillation
The globally synchronized nature of the slow oscillation
promotes the synchronization of faster sleep oscillations,
particularly those generated in the thalamus, as discussed above.
Thus, a major role of the slow oscillation is to modulate other
oscillations. Yet, this explanation essentially displaces to another
level the original question: is the slow oscillation functional or is it
a byproduct of the basic architecture of the cortex? Are thalamic
spindle and delta oscillations, potentiated by the cortical slow
oscillation, also simply epiphenomena that arise when the brain
is disconnected from the sensory environment?
One of the most prominent hypotheses regarding the function
of slow-wave sleep, during which the slow oscillation is the
cardinal form of neural activity, is that this state allows for the
consolidation of memories. While the association of increased
synaptic plasticity with sleep was first articulated by Moruzzi
(1966) and Steriade and Timofeev (2003), behavioral and
physiological experiments testing the dependance of learning
and memory on sleep did not begin in earnest until the early
1990’s. At that time, increasing research on a link between
sleep and memory consolidation was largely catalyzed by two
articles (see comment in Barinaga, 1994): one demonstrating
a positive relationship between REM sleep and performance
on a learned visual discrimination task in humans (Karni
et al., 1994), and another reporting the replay of waking
patterns of hippocampal place cell activity during slow-wave
sleep in rats (Wilson and McNaughton, 1994). Since the
publication of these two articles, there has been a wealth
of studies examining relations between sleep and memory in
various model organisms and at levels of analysis spanning
the molecular to the behavioral (reviewed in Walker and
Stickgold, 2004; Waters and Helmchen, 2006; Stickgold, 2005;
Massimini et al., 2009; Diekelmann and Born, 2010; Tononi
and Cirelli, 2014). Nevertheless, the interpretation of the
results of these various studies as conclusive demonstrations
of the dependance of learning and memory processes on sleep
remains controversial (Vertes, 2004; Frank and Benington,
2006).
As alluded to in ‘‘Grouping of higher-frequency oscillations
by the slow oscillation’’ Section, the synchronous burst-firing
of thalamocortical neurons during slow-wave sleep, suggests a
recruitment of signaling cascades involved in synaptic plasticity
in cortical neurons.
Thalamocortical neurons firing synchronous bursts would
strongly depolarize the dendrites of postsynaptic pyramidal
cells, leading to a massive dendritic Ca2+ influx (Yuste and
Tank, 1996). Ca2+, acting as a second messenger (Ghosh and
Greenberg, 1995), can subsequently set into motion signaling
cascades associated with increased synaptic plasticity, such as
those involving Ca2+/calmodulin-dependent kinase II (CaMKII)
(Soderling and Derkach, 2000).
A role for the cortical slow oscillation in memory
consolidation is also suggested based on its coordination with
hippocampal activity during slow-wave sleep. The promotion
of synaptic plasticity in the cortex via Ca2+-dependent
processes coupled with the entrainment of hippocampal
activity by cortical Up states may permit the transfer of
memory traces from their more labile form in hippocampal
networks to their consolidated form in the neocortex. The
initial discovery of hippocampal replay of waking patterns of
activity during slow-wave sleep (Wilson and McNaughton,
1994) suggested a possible dialogue between hippocampus
and neocortex during this period. Since then, there have
been many demonstrations of temporal coordination in firing
between cortical and hippocampal rhythms during slow
wave sleep, with a particular emphasis on the occurrence
of sharp-wave ripples (∼200 Hz) in hippocampus shortly
after the initiation of cortical Up states (Siapas and Wilson,
1998; Sirota et al., 2003; Isomura et al., 2006). Furthermore,
hippocampal replay of a sensory experience is coordinated
with replay in the associated sensory cortex during slow-
wave sleep, with the onset of replay in the cortex apparently
driving that in the hippocampus (Ji and Wilson, 2007).
Thus, a current working hypothesis for slow-wave-dependent
memory consolidation is that cortical Up states, traversing the
entorhinal cortex, bias the occurrence of sharp-wave ripples
in the hippocampus, which repeatedly transfer hippocampal
activity patterns, acquired during learning, to the cortical
network in the midst of an Up state, during which the
disposition for cortical plasticity is high (Sirota and Buzsáki,
2005).
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The Slow Oscillation as a Period of Cellular
Restoration
Down states, periods of synchronously enforced neuronal
quiescence, are arguably the most conspicuous feature of the
slow oscillation, since network-wide hyperpolarizing periods
are rare during waking. While the hypothesis that slow-wave
sleep promotes synaptic plasticity and memory consolidation
primarily emphasizes the occurrence of Up states, another
leading hypothesis of the function of slow-wave sleep focuses
on the occurrence of Down states: during these slow-wave-
defining periods of network silence, neurons can engage in
various restorative and cellular maintenance functions. The
notion that slow-wave sleep serves functions besides memory
consolidation is conveyed by the various cognitive impairments
associated with sleep deprivation (Goel et al., 2009; Killgore,
2010; McCoy and Strecker, 2011; Van Dongen et al., 2011).
Indeed, in the most extreme case of sleep deprivation, fatal
familial insomnia (Cortelli et al., 1999), slow-wave sleep is
impossible, inevitably leading to death. Thus, slow-wave sleep
seems to be a period associated with basic repair after the high
metabolic demand of the waking state, and perhaps prophylactic
measures that counteract further cellular attrition accompanying
sustained neuronal activity. Such basic restorative roles during
the slow oscillation are likely to be associated with the Down state
(Vyazovskiy and Harris, 2013).
THE RELATION BETWEEN UP STATES
AND ACTIVATED STATES
During the Up states of the slow oscillation, cortical neurons
exhibit membrane potential dynamics and spiking activity nearly
indistinguishable from those properties during the ‘‘cortical
activation’’ of REM sleep and waking. In addition, the fast
oscillations that typify the activated cortex are also present during
Up states (see ‘‘Beta/gamma oscillations’’ Section). Thus, in
many respects, Up states resemble abbreviated periods of cortical
activation. It can consequently be argued that Up states trigger
network operations that are very similar to the essence of waking
cortical behavior. From this standpoint, the Up state can be
considered a model of the cortex in the active, information-
processing state (see ‘‘Up states as a model of cortical gain
control’’ Section).
The similarities between the Up states of the slow oscillation
during natural sleep or anesthesia and cortical activation
during waking span multiple spatiotemporal scales, often as
measured in the same preparation. For instance, waking activity
and slow-oscillation Up states are characterized by similar
relations between multiunit discharges and LFP and by similar
spatiotemporal coherence of fast oscillatory activity (Destexhe
et al., 1999). The similarity between Up states during slow-wave
sleep and waking cortical activity also extends to the relative
contribution of excitatory and inhibitory synaptic conductances
that drive membrane potential fluctuations: during both waking
activity and Up states, the magnitude and variance of inhibitory
conductance dominates that of excitatory conductance (Rudolph
et al., 2007). One difference between Up states of the slow
oscillation and waking activity is the input resistance of cortical
neurons. While both types of activity are high-conductance
states, in which synaptic activity decreases input resistance
by several times the value associated with quiescent periods
(i.e., during Down states or in vitro; Paré et al., 1998; though,
see Waters and Helmchen, 2006), input resistances are higher
during waking activity than during Up states (Steriade et al.,
2001), perhaps due to the blockade of K+ conductances by
muscarinic acetylcholine receptors during waking (see ‘‘Up state
termination’’ Section).
While the cortex is largely disconnected from the sensory
environment when the slow oscillation occurs, the presence
of waking-like segments of network activity during this
period suggests the cortex is processing internally generated
signals, perhaps related to memory consolidation (see ‘‘Synaptic
plasticity and the slow oscillation’’ Section) or dreaming
mentation (see ‘‘Beta/gamma oscillations’’ Section). Of course,
the fragments of cortical activation during Up states do not
lead to conscious awareness, so there must be distinguishing
factors of veritable waking activity in the cortex that are not
reflected during Up states. These factors may include: dynamic
variables that cannot be detected with the current spatiotemporal
resolution of current electrophysiological or imaging methods,
the brevity of cortical activation during Up states (conscious
awareness may require longer periods of activation), or
diminished long-range effective cortical connectivity during the
slow oscillation (Massimini et al., 2005; Destexhe et al., 2007).
CORTICAL RESPONSIVENESS DURING UP
AND DOWN STATES
Compared with the Down state, characterized by the almost
complete absence of action-potential-dependent synaptic activity
in the cortex, the Up state is characterized by vigorous synaptic
activity in many cortical neurons. Synaptic activity can have
diverse effects on the ability of cortical neurons to respond to
afferent inputs. The diversity of the effects of synaptic activity
on neuronal responsiveness stems from the various cellular and
network properties altered by this activity. The combination of
these changes can have complex effects on the ability of cortical
neurons to respond to incoming signals. The effects of Up states
on neuronal responsiveness have been studied in both in vitro
and in vivo preparations, using various intracellular, sensory, or
afferent-pathway stimulation protocols.
Up States Affect Intrinsic Responsiveness
At the single-neuron level, synaptic activity associated with the
Up state causes three primary changes: membrane potential
depolarization, increased membrane conductance, and increased
membrane potential variance. Each of these changes modulates
the neuronal input-output function differently. The neuronal
input-output function is defined as the relation between stimulus
strength and action potential output. Combining the in vitro slow
oscillation with the application of dynamic clamp, McCormick
et al. (2003) and Shu et al. (2003a) dissected the contribution
to the neuronal input-output function of each of the three
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primary changes associated with Up states. Up states themselves
enhance the sensitivity of neurons to synaptic inputs, shifting
the input-output function to the left, and selectively enhance the
responsiveness to small inputs that are normally subthreshold
during the Down state, which is associated with a decreased
slope of the input-output function. The leftward shift in the
input-output function is primarily due to membrane potential
depolarization, which overcomes the rightward shift due to
increased membrane conductance. The selective enhancement of
responsiveness to small inputs is caused by increased membrane
potential noise. An additional effect of the Up state is an
overall enhancement of the fidelity of signal transmission:
compared to Down states, Up states decrease the latency between
the arrival of a synaptic input and the firing of an action
potential, enhance spike-timing precision, and improve the
cross-correlation between action potential output and complex
stimulus waveforms.
Up States Affect Synaptic Properties of
Thalamocortical and Corticothalamic
Afferents
The intrinsic membrane properties of cortical neurons constitute
one dimension of responsiveness that Up states can modulate.
The release properties and synaptic targets of different afferents
onto the cortical network are other variables potentially
modulable by Up state activity, sometimes in the opposite
direction from changes in intrinsic excitability. The effects
of Up states on the responsiveness of cortical neurons to
stimulation of either thalamocortical or corticocortical afferents
has primarily been studied in the somatosensory thalamocortical
slice preparation in vitro (Agmon and Connors, 1991).
Combining calcium imaging and intracellular recording in
thalamocortical slices, MacLean et al. (2005) and Watson et al.
(2008) determined that not only did thalamic stimulation elicit
Up states that were spatiotemporally indistinguishable from
those occurring spontaneously, but also that this stimulation
did not perturb spontaneous Up states. These in vitro results
were consistent with earlier reports in either anesthetized
or quiet-waking rodent barrel cortex, in which whisker-
stimulation-evoked cortical responses were suppressed by Up
states, compared to Down states (Petersen et al., 2003;
Sachdev et al., 2004; see also ‘‘Up states affect sensory-evoked
responses’’ Section). There are several reasons why Up states
might suppress thalamocortical responses: decreased driving
force for thalamocortical excitation and increased driving
force for thalamocortical feedforward/intracortical inhibition,
shunting of thalamocortical PSPs by increased membrane
conductance, increased spike threshold, and lower release
probability at thalamocortical synapses. Thus, while neurons may
be intrinsically more excitable during Up states, the effect of
Up states on the response to synaptic input can be suppressive
if, for instance, afferent synapses are tonically depressed due
to ongoing activity (Reig et al., 2006) or the reversal potential
of the thalamocortical synaptic response is close to the level
of membrane potential depolarization during the Up state.
Another in vitro study, however, showed that Up states enhanced
cortical responses to thalamic stimulation, but suppressed
cortical responses to local cortical stimulation (Rigas and Castro-
Alamancos, 2009). The authors of this study attributed the
enhanced thalamocortical response primarily to depolarization
during the Up state and the suppressed intracortical response
to reduced release probability resulting from ongoing activity
in the cortex, which is mostly lacking in the thalamus
in slice.
Up States Affect Sensory-Evoked
Responses
The results reviewed so far suggest that the interaction between
Up states and afferent synaptic input is not straightforward.
While depolarization and increased membrane potential
variance generally enhance cellular excitability, especially when
inputs are small, the ongoing dynamics of the presynaptic
afferents that are stimulated and the precise mixture of excitation
and inhibition that make up the synaptic response will also
determine the direction in which the occurrence of an Up state
affects the probability of spiking upon afferent stimulation. If the
afferents are already tonically depressed from ongoing activity
and if the mixture of excitation and inhibition composing the
synaptic response causes the reversal potential of this response
to lie near the mean value of Up state depolarization, Up states
will suppress neuronal responsiveness compared to Down states.
Additionally, while the enhancing effect of depolarization during
the Up state has been shown to overcome the accompanying
suppressing effect of increased membrane conductance (Shu
et al., 2003a), it is conceivable that this relationship might not
hold for every Up state or for the entire time course of any given
Up state. Diverse effects of Up states on cortical responses to
sensory stimuli have been reported in vivo, as discussed below.
Early studies investigating the dependance of evoked cortical
responses on spontaneous network activity demonstrated a linear
relationship between the spontaneous level of the membrane
potential in cortical neurons and the magnitude of their
evoked response. Such a linear relationship between spontaneous
membrane potential and evoked response was described in
anesthetized cat motor cortex while stimulating pre-thalamic
afferents onto VL (Timofeev et al., 1996) and in anesthetized
cat visual cortex while presenting drifting gratings (Arieli et al.,
1996; Azouz and Gray, 1999). Later work in anesthetized cat
visual cortex also showed a linear relationship between Up-
state membrane potential and visually evoked spiking output,
with a further demonstration that Up-state depolarization
multiplicatively scales the contrast-response function (Haider
et al., 2007).
Results from rodent somatosensory (barrel) cortex, however,
have generally contradicted those in the visual system. VSD
imaging of cortical responses to whisker deflection have revealed
lower-amplitude and more spatially confined responses during
Up states compared with Down states (Petersen et al., 2003;
Civillico and Contreras, 2012). A quenching effect of Up
states on whisker-evoked responses in barrel cortex is also
evident from the reduced spiking output of single cortical
neurons compared to the Down state (Sachdev et al., 2004;
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Hasenstaub et al., 2007; Figure 6). Discrepancies between visual
and somatosensory cortex regarding the influence of Up states
in sensory responsiveness could have a number of explanations.
As suggested above, the relation between the reversal potential of
the sensory-evoked synaptic response and the average membrane
potential during the Up state is one factor that could determine
the direction in which the Up state affects responsiveness. If
the sensory-evoked synaptic reversal potential is comparable to
the membrane potential during the Up state, there will hardly
be any driving force for the sensory response during the Up
state. The relative combinations of excitatory and inhibitory
conductances recruited by sensory stimulation determine the
sensory-evoked synaptic reversal potential. It could be that the
precise combination of these conductances leads to a more
hyperpolarized reversal potential in barrel cortex compared to
visual cortex. In support of the notion that low driving force
during the Up state accounts for the reduced effectiveness of
sensory stimulation compared to the Down state, sensory-evoked
PSPs in barrel cortex neurons were significantly larger during
Down states compared to Up states (Sachdev et al., 2004); in
visual cortex, no significant difference was found between PSPs
evoked in the Up vs. the Down state (Haider et al., 2007). In
contrast, injection of depolarizing current during the Down state
in barrel-cortical neurons to maintain the membrane potential at
the level encountered during Up states enhanced spiking output
to whisker stimulation (Hasenstaub et al., 2007; Figure 6), which
is inconsistent with the notion that a reduction of driving force
alone accounts for reduced sensory-evoked responses during the
Up state. Additionally, consistent with in vitro work (Shu et al.,
2003a; see ‘‘Up states affect intrinsic responsiveness’’ Section),
injection of artificial PSPs into barrel-cortical neurons more
readily elicited spiking during Up states than during Down states
(Hasenstaub et al., 2007).
Thus, the diminished response in barrel cortex to whisker
deflection during Up states does not seem attributable to
properties intrinsic to neurons, such as their depolarization, spike
threshold, or membrane conductance, but rather to network
effects. Network-level mechanisms for decreased responsiveness
to whisker stimulation during Up states in barrel cortex
likely involve an overall decreased stimulus-evoked synaptic
conductance compared to the Down state, most likely due
to depression of thalamo- and corticocortical synapses during
network activity, and a relative increase of the contribution
of inhibition over excitation to the stimulus-evoked synaptic
conductance during the Up state compared to the Down state.
Both of these possibilities were suggested via estimates of
stimulus-evoked synaptic conductance and the contributions
of excitation and inhibition to this conductance in Up vs.
Down states in barrel cortex (Hasenstaub et al., 2007). One
would therefore predict that in visual cortex, where Up states
enhance responses to sensory stimuli, stimulus-evoked synaptic
conductances are not significantly smaller in the Up state
compared to the Down state, or that evoked inhibition is not
comparatively larger in the Up state compared to the Down
state. Whether there is a difference between barrel cortex and
visual cortex in these regards is not known. Interestingly, whereas
the response to brief whisker deflections is diminished by the
FIGURE 6 | Up states differentially affect sensory-evoked responses of
cortical neurons in barrel and visual cortex. (Left) In rat barrel cortex,
whisker stimulation evokes a proportionally larger spiking output during the
Down state compared to the Up state. Decreased driving force due to
depolarization during the Up state is unlikely to explain this effect since it is not
seen with depolarizing current injection during the Down state. Network
effects (e.g., thalamocortical synaptic depression or increased intracortical
synaptic inhibition) are more likely to account for reduced responsiveness in
barrel cortex neurons during the Up state compared to the Down state. (Right)
Conversely, in cat visual cortex, drifting-grating stimuli evoke larger spiking
output during Up states compared to Down states. Left adapted by
permission from the Society for Neuroscience: Journal of Neuroscience
(Hasenstaub et al., 2007), © 2007. Right adapted by permission from the
American Physiological Society: Journal of Neurophysiology (Haider et al.,
2007), © 2007.
occurrence of Up states, responses to temporally prolonged
whisker stimulation are enhanced (Hasenstaub et al., 2007).
Thus, the effect of Up states on sensory-evoked responses in
cortex can also depend on the dynamics of the stimulus.
Intensity of the sensory stimulus is another possible factor
that determines the direction in which Up states modulate
sensory responses in cortex. This issue was recently addressed
in rat auditory cortex, in which a range of sound stimulus
intensities was used, and whose effects on cortical responses
were compared between Up and Down states (Reig et al., 2015).
In this study, the direction in which Up states modulated
neuronal responsiveness during sensory stimulation depended
on stimulus strength: responses to weak stimuli were potentiated
and responses to strong stimuli were diminished by Up
states. The authors attributed the stimulus-intensity-dependent
effect of Up states on cortical responses to the competition
between thalamocortical network excitability and neuronal
membrane conductance, both of which increase during Up
states. In essence, high network excitability, associated with
Up states, favors low-intensity stimuli, whereas low membrane
conductance, associated with Down states, favors high-intensity
stimuli. Another possible mechanism for the stimulus-intensity-
dependent effect of Up states on neuronal responsiveness
(i.e., potentiation at low intensities and suppression at high
intensities) was suggested by Shu et al. (2003a), who described
an identical effect using artificial EPSPs as stimuli during both
natural Up states and simulated Up states via the injection
of conductance noise. In this case, noise facilitates spiking
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probability to small synaptic inputs (those that would cause
spiking <50% of the time during the Down state) due to a
floor effect (only the depolarizing components of the noise can
affect spiking probability), yet diminishes spiking probability to
large synaptic inputs (those that would cause spiking >50% of
the time during the Down state) due to a ceiling effect (only
the hyperpolarizing components of the noise can affect spiking
probability). Thus, stimulus-intensity-dependent effects of Up
states on neuronal responsiveness could be due solely to the
effects of membrane potential variance on individual cortical
neurons.
UP STATES AS A MODEL OF CORTICAL
GAIN CONTROL
Since the onset and termination of Up states is quite rapid
(a few tens of milliseconds), such periods of enhanced cortical
network activity could provide a substrate for the moment-to-
moment changes in the routing of information by the cortex,
such as is required for processing the context of sensory
stimuli, maintaining objects in working memory, or attention.
While veritable ‘‘Up states,’’ as distinguished from intervening
hyperpolarized periods, have only been unequivocally observed
during slow-wave sleep, under certain types of anesthesia,
and to some degree to during quiet wakefulness, the rapid
increases in synaptic barrages in the cortical network that
characterize Up states might also characterize the rapid
changes in excitability that would be required for the flexible
processing of information (McCormick et al., 2004; McCormick
and Yuste, 2006; Haider and McCormick, 2009). In essence,
the same neuronal machinery that is spontaneously engaged
during sleep may also be adapted by the waking cortex to
adaptively route signals on a fast time-scale according to
behavioral demands. Consequently, investigation of the cellular
and network characteristics of Up states not only provides an
understanding of the nature of cortical activity during sleep,
but may also provide insight into the mechanisms associated
with rapid changes in functional connectivity during waking
behavior.
A fundamental operation in neuronal networks is gain
modulation, defined as multiplicative or divisive transformations
of the neuronal input-output function. Changes in gain
amplify or reduce neuronal responsiveness with minimal
effects on stimulus selectivity or receptive field structure
(Sclar and Freeman, 1982; Carandini and Heeger, 1994).
Such a transformation facilitates the interaction among
multiple variables in the spiking output of a single neuron.
One of the earliest demonstrations of the computational
role of gain modulation was the multiplicative increase in
visual responses in posterior parietal cortex by eye position
(Andersen and Mountcastle, 1983). In addition to implementing
sensorimotor transformations, gain modulation has also
been shown to play a role in the enhancement of sensory-
evoked responses by spatial or feature-based attention
(Connor et al., 1996, 1997; McAdams and Maunsell, 1999;
Treue and Martinez-Trujillo, 1999; Williford and Maunsell,
2006).
Changes in membrane potential depolarization, membrane
potential variance, and membrane conductance, all features
of cortical Up states, are ideal candidate mechanisms for
rapid gain modulation. Yet, since many basic changes of
the neuronal membrane, such as depolarization and shunting,
in either model neurons or neurons in vitro only effect
additive or subtractive shifts in the neuronal input-output
function (Holt and Koch, 1997), pure or nearly pure changes
in neuronal gain based on fast synaptic signaling (i.e., via
ionotropic glutamate and GABAA receptors) have historically
been rejected. Many models of gain modulation have relied
on more complex mechanisms (Srinivasan and Bernard, 1976;
Salinas and Abbott, 1996; Hahnloser et al., 2000). When neurons
are embedded in a recurrently active network, however, the
presence of synaptic noise fundamentally alters the ability
of membrane potential, membrane potential variance, and
membrane conductance to modulate gain (Hô and Destexhe,
2000; Chance et al., 2002; Fellous et al., 2003; Mitchell
and Silver, 2003; Murphy and Miller, 2003; Shu et al.,
2003a; Kuhn et al., 2004). In the presence of synaptic noise,
the relation between membrane potential and firing rate is
not a linear function with a threshold, as is the case in
quiescent networks, but a power law, in which firing rate
relates to membrane potential by raising the latter by an
exponent (Miller and Troyer, 2002). When the relation between
membrane potential and firing rate obeys a power-law function,
simple manipulations of the neuronal membrane, such as
depolarization and hyperpolarization, can change neuronal
gain (Murphy and Miller, 2003). Indeed, such multiplicative
modulations due to depolarization alone have been described
during Up states in visual cortex in vivo (Haider et al.,
2007). Thus, enhanced barrages of synaptic inputs, which
occur on a rapid time-scale in local cortical networks, could
produce immediate changes in neuronal gain in the subset
of neurons responsible for momentary behavioral demands.
In another model of gain modulation by synaptic inputs,
neuronal gain is increased by the removal of these inputs
(Chance et al., 2002). In this model, EPSPs and IPSPs
must be removed in precise proportion to keep membrane
potential constant while decreasing membrane conductance.
Which model of synaptic-input-dependent gain control is
employed by the cortex during active behavior is unclear, but
each provides testable predictions: in one model, behaviorally
relevant gain control is associated with depolarization, while
in the other model, gain control is associated with a
decrease in membrane conductance and a constant membrane
potential.
CONCLUSIONS
The slow oscillation is a fundamental feature of the
corticothalamic system; during behavioral periods associated
with effective disconnection from the sensory environment,
it is essentially the default activity pattern of the entire
cortical mantle. Through the use of various recording and
imaging techniques in in vivo and in vitro preparations,
considerable progress has been made in elucidating the cellular
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and network mechanisms involved in the synchronous cycling
of Up and Down states in both local and disparate cortical
networks.
There are many further avenues for investigation of the
mechanisms and functions of the slow oscillation. Among the
most crucial are the causal roles of thalamic activity in the
initiation, persistence, and termination of Up states, the causal
roles of inhibitory interneurons vs. intrinsic hyperpolarizing
conductances in Up state termination, the functions of slow
rhythmic activity in quiescent behavioral states, and the
precise relation between network activity during the Up
state and network activity associated with active sensory and
cognitive processing. While these are all quite ambitious
questions, the necessary technologies for addressing them at the
single-neuron, microcircuit, and large-scale network levels are
emerging.
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