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1. INTRODUCTION 
The aim of this paper is to study the behaviour of the solutions of the 
Cauchy problem 
when k approaches + co. 
The functions aij(r) will be assumed to be periodic and to verify the weak 
hyperbolicity condition 
Problems like (1) arise in the theory of homogenization on the coefficients, 
more specifically in homogenization with respect to the t variable (cf. [ I] or 
[4], where the case of homogenization with respect to the x variables is 
studied). 
* The authors are members of CNR-GNAFA. 
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Homogenization in t can be illustrated by the meaningful example 
(considered in [4]) of the sequence of problems 
zf,, - [ 1 - 3 sin(2kt) - &( 1 - cos(2kt))‘J t(,. = 0, 
u(x, 0) = 0, u,(x, 0) = v(x). 
If we take v(x) equal to the analytic function Chm,l eFah sin(hx), with 
6 > 0, then we can easily prove that the solutions of the previous problems 
form a sequence (uk} which is unbounded in the space of distributions for 
t > cd. 
If, moreover, we take v(x) equal to the C” function C eP fi sin(hx), then 
the sequence {uk} is unbounded for any t > 0. 
This example makes it clear that the homogenization in t does not work as 
well as the homogenization in x. 
The purpose of the present paper is to prove that the previous example is 
not an isolated phenomenon. In particular, we prove (Theorem 3 and 
Remark 3) that 
For all nonconstant L&,-periodic [aij(t)] there exist two initial data 4 and 
v/ analytic (resp. Cm) on R” in such a way that the sequence {uk(., t)} of 
solutions lo (1) becomes unbounded in the space of distributions on RN, as 
soon as t > f($, IJI) (resp. as t > 0). 
The functions aij are taken to be merely locally integrable because even if 
they were more regular, then the coefficients a,(kt) of the problems (I& 
would have nonuniform regularity with respect to k. 
Now, in order to solve the Cauchy problem for a second order hyperbolic 
equation with coefficients in L&,, it is necessary that the initial data be 
analytic on IRN. 
Indeed the following result was proved. 
THEOREM 0 (see [3]). The problem 
1 ,N 
Uff - x aij(t) U,,,,. = 0, 
i >j  
GG 0) = $qx>, u1(x, 0) = v(x), 
(2) 
with coeflcients aij belonging to L&, and verzyying JJ aij(t) &rj > 0 for any 
real c ,,..., lN, has a unique C’ solution u(x, t), analytic in x, whenever the 
initial data 1+4 and v/ are analytic on RN. 
mapping from (L :,,)“’ to C’. 
Moreover [aij] I-+ u is a continuous 
Conversely, it is possible to construct an example of a problem of type (2) 
with initial data Cm only, which has no solution in the space of distributions. 
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Before concluding the Introduction, we give an outline of the method that 
we shall use to derive the principal result of the present paper (namely, 
Theorem 3). 
The main tool will be the Fourier expansion combined with the following 
result concerning ODES (Theorem 2). 
Given the differential equation 
w” + A’s(t) w = 0, (3) 
where a(t) is a periodic nonnegative and nonconstant a.e. function, it is 
possible to find some real A for which (3) is unstable. 
It was Borg [2] who obtained the first result of this type for a second 
order ODE with periodic coefftcients. More precisely, the theorem of Borg 
concerned the differential equation 
w” + (n + P(t)) w = 0, (4) 
proving the existence of some nontrivial value of instability for the 
parameter 1. 
Subsequently, Ungar [6] gave a much simpler proof of the same result. 
Observe that Eqs. (3) and (4) can be transformed into each other by 
means of an appropriate change of variables, the Louville transform (see 
[5]). Unfortunately this transform makes sense only if the coefficients a(t) 
and P(t) are sufficiently regular, say C’, whereas our Theorem 2 is valid for 
any equation of type (3) whenever a(t) is L:,,,. Thus our result cannot be 
deduced by the theorem of Borg-Ungar. 
However, in order to prove Theorem 2, we shall make use of the 
techniques conceived by Ungar in [6], namely, the study of Hill’s 
discriminant as a holomorphic function. 
Besides this, to get the conclusion of Theorem 2 it will be crucial to have a 
sharp estimate of the growth for IAl + co of the solutions to (3) (see Step 3 
of the proof of Theorem 2). 
2. HILL'S EQUATION 
In this section we consider the ordinary differential equation 
w”+P(t)w=O, (5) 
where P(t) is a L:,,,, z-periodic function with complex values. Equations of 
type (5) are often called Hill’s equations. 
NONSTABILITY OF HYPERBOLIC FUNCTIONS 27 
For our purposes we shall need the following classical result, for which we 
exhibit a proof for the sake of completeness. 
THEOREM 1 (Floquet [5, Sect. 1.21). Let wl(t) and w?(t) be the 
fundamental solutions of (5) ( i.e., the solutions verifving w,(O) = 1, w;(O) = 0 
and w,(O) = 0, w;(O) = 1, respectively) and let 
A = w,(n) + w;(n) 
be the discriminant of Hill of (5). 
(a) Assume that A2 > 4. Then there exist a real number y > 0 and two 
continuous functions p,(t), p2(t) which are z-periodic or Ir-semiperiodic as 
A > 2 or A < -2, in such a way that the solutions of (5) are 
w(t) = cl PI(t) eYt + c2 p*(t) eCY’, (6) 
where c,, c2 are in 6. 
(b) Assume now that A2 = 4. Then Eq. (5) admits at least one 2n- 
periodic solution; more precisely, it has a z-periodic solution when A = 2 and 
a n-semiperiodic solution when A = -2. 
Proof (a) Let us consider the fundamental matrix 
Y(t) = 
[ 
w,(t) w2(t) 
w;(t) 1 w?(t) * 
By the n-periodicity of the coefftcient P(t) we derive 
Y(t + 7t) = Y(t) Y(n). 
Thus, if p is an eigenvalue of Y(n) and c a corresponding eigenvector, the 
vector solution’ y(t) = Y(t) c verifies 
YG + n) =PYWv 
or, equivalently, 
with y”‘(t) 7c-periodic.2 
I If w(t) is a solution of (5), the vector valued function (,“‘,‘,‘j,) is called a uector solution of 
(5). 
‘The eigenvalues of Y(n) cannot be zero since det Y(f) = 1 for any t. Thus, we set 
logp=bIpl+iArgp with --n < Arg p < 71. 
28 COLOMBINI AND SPAGNOLO 
Actually every eigenvalue p of Y(z) is a root of the algebraic equation 
p*-Ap+ 1 =o, (7) 
and we are assuming that 4* > 4. Hence the eigenvalues are two real and 
distinct numbers p, and p2 such that pi . p2 = 1. 
Then we conclude that (5) admits two linearly independent vector 
solutions like 
yj(t) = yj")(t) . ef(logpj)ln (j= L2), 
with yj”(t) n-periodic and log pi = - log p2. 
Now if d > 2, pi and p2 are positive, thus log p, and log p2 are real. 
When d < -2, p1 and p2 are negative, so that log pj = log lpj 1 + i7c, and we 
can write 
yj(t) = y(O)(t) . &f . e~(loglpil)lna 
This time yj”‘(t) . eit is rc-semiperiodic. In both cases we see that every 
solution w(t) of (5) can be put in the form (6) with 
Y= Ilog max(lp,I~ IP~I>I/~. 
(b) If A = 2, Eq. (7) uniquely has the root p = 1. Thus, denoting by co 
a corresponding eigenvector of Y(n), we see that Y(t) co is a z-periodic 
vector solution of (5). The case A = -2 is quite analogous. I 
When the solutions w(t) are all of type (6), Eq. (5) is said to be unstable. 
Now we consider the family of equations 
w” + A’s(t) w = 0, (8) 
where 1 is a complex parameter and a(t) an arbitrary L,‘,,, z-periodic 
function such that 
a(t) > 0, vt. (9) 
It could be proved easily that (8) is always unstable whenever II is not 
real. However, we are looking for some real value of A which makes (8) 
unstable. The following result gives an answer to such a problem. 
THEOREM 2. Assume that a(t) is not a.e. constant. Then there exists an 
open interval A E IO, +a~ [ such that, VA E A, every solution w of (8) can be 
put under the form (6), where y is a positive number andp(t), q(t) are two 7t- 
periodic or rc-semiperiodic functions which depend only on A. 
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ProoJ Let 
be the fundamental matrix of (8). Thus Y(A, t) is the solution of the matrix 
problem’ 
Y’ +A(I,t) Y=O, Y(A, 0) = I, (10) 
where 
A(& t) = 
[ 
0 -1 
n*c+> 1 0 * 
The proof of the theorem will result as a consequence of the study of the 
discriminant of Hill, i.e., of the function 
A: A ++ trace Y(A, 7r), II E c, 
and it will be divided into four successive steps. 
Step 1. A(L) is an entire function such that A(0) = 2 and 
(#A)(O) = -271 f-” a(s) ds. 
‘0 
Moreover, the function A’(1) - 4 has uniquely real zeros. 
It is easily seen by (10) that Y& t) is holomorphic in A and that 8, Y is 
the solution of 
(a, Y)’ + A (A, t) a, Y = -(a,A)(& t) . Y, 
(a, Y)@, 0) = 0. 
But we have a,A = 2k(t) K, where 
so that 
(a, Y)@, f) = -2A f a(s) Y(A, t) Y(A, s) - ’ KY@, s) ds. 
0 
’ We put Z’ = aZ/at and a,% Z = aZ/a,L 
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From this equality it follows that 
trace@, Y)(& t) = -211’ a(s) trace( Y@, t) K) ds, 
0 
whence, taking t = 71 and calculating the trace of Y(1, Z) K, 
(aAd) = -21w,(& n) 1: a(s) ds. (12) 
Now, for J = 0 we have w,(O, t) = 1 and w,(O, t) = t, so that d(0) = 2. 
Moreover (12) gives (aid)(O) = -2w,(O, X) j; a(s) ds, i.e., (11). 
It only remains to prove that the zeros of A*(1) - 4 are all real. Assume 
that A*@,) = 4; by Theorem l(b), there exists a solution w,(t) of the 
equation w{ + nia(t) w. = 0, which is n-periodic or n-semiperiodic. In both 
cases we get, by multiplying for w,(t) and integrating, 
- joz I w;(s)l” ds + 1:I a(s) 1 wo(s)12 ds = 0. 
Thus Lo must be real. 
Step 2. The entire function A@) has exponential growth with type not 
greater than J”; &(s) ds. 
Let us consider a decomposition of a(t) like 
a(f) = a,(t) + (a - a,)@>, E > 0, (13) 
where a, is a Lipschitz-continuous strictly positive function and a - a, 
converges to zero as E + 0 +, in a sense which will be defined later (see (15)). 
According to such a decomposition we define the e-energy of a solution w 
of (8) for A fixed, as the function 
E,(t) = IAl* a&> IwWl* + lw’(t>l*. 
By differentiating in t, we get 
EL = IAl* ai I w/* + 2 IAl* a, Re(W’w) + 2 Re(G’w”), 
and hence, by (8) and (13), 
I4 E: < 7 E, + 2a, Re[(li11* - 1’) @‘WI - 2(a - a,) Re(A*G’w). 
E 
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But ))1)2 -A*] < 2 )A) )ImA), so that the previous inequality gives 
E’<E El E i 
/+2\/;;c(Im1(+2 
a, 
whence 
for any t E [0, rc] and some constant C,. 
Now we choose the Lipschitz-continuous strictly positive function ore(t) in 
such a way that 
(15) 
in L’([O, 7c]), as e + Of. For instance, the functions 
a,(t) = (a * P,>(t) + V,, 
with p,(t) mollifying function and II, positive constant, verify (15) provided 
that 7, + 0 in such a way that 
Let us now denote by mE and M,, respectively, the minimum and the 
maximum value of a,(t) on the interval ]O, rc] so that 0 < m, < M,. Then 
from (14) and (15) we get 
Vt E [0, rc], for any positive 6, E such that 
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Inequality (16) holds for any solution w of (8). If we take w equal to the 
fundamental solutions w, and w2, we get, V’6 > 0, 
(17) 
which was our goal. 
Step 3. If A’(d) < 4 for any real A, then there exists a complex number 
B such that 
A(L) = 2 cos(BA). (18) 
The function 4 -A’(l) does not vanish for A 65 R (Step 1) and by 
assumption it is nonnegative on the real axis. Hence its zeros are all of even 
multiplicity and dm is an entire function. Moreover, A(l) has 
exponential growth (Step 2), thus also d4q has exponential growth. 
Finally, A(0) = 2 (Step 1). 
Henceforth (18) can be obtained by using the following theorem of 
complex analysis withf(A) = d/1 - A2@)/4 and g(A) = A@)/2. 
Let f and g be two entire functions with exponential growth such that 
f2(z)+g2(z)= 1 and g(0) = 1. 
Therefore we have, for some complex B, 
f(z) = sin(Bz), g(z) = cos(Bz). 
In order to prove this result it is sufficient to observe that f + ig and f - ig 
are entire functions with exponential growth. Moreover, (f + ig)(f - ig) = 1, 
thus f + ig and f - ig do not vanish anywhere on 6. By consequence, f + ig 
and f - ig are pure exponentials, i.e., f + ig = exp(A + Bz) and f - ig = 
exp(-A - Bz). But g(0) = 1, thus A = 0. 
Step 4 (Conclusion). We shall argue by contradiction. If the conclusion 
of the theorem is false, then by Theorem 1, A’(L) < 4 on some dense subset 
of [0, +a[. But A@) is even and continuous, so that A’(L) - 4 < 0 on R. 
This implies (Step 3) that A(k) = 2 cos(B1) for some B E C. Moreover, by 
(11) we get 
B2=n “a(s)ds. 1 (19) 0 
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On the other hand we proved (Step 2) that A(I) has an exponential type 
less or equal to it fi (s) ds (cf. (17)). Hence, 
From (19) and (20) we derive, using the Schwarz-Holder inequality, the 
equality 71 (E a ds = ((t fi ds), which is impossible unless a(t) is constant 
a.e. I 
3. THE MAIN RESULT 
Let aij(t) (i,j = l,..., N) be locally integrable and periodic functions such 
that 
(21) 
and let us consider the Cauchy problems 
Uff - $ ai.j(kt) %ix, = 03 
(22) 
where x E RN, t > 0, and k = 1, 2, 3 ,.... 
THEOREM 3. Assume that the periodic functions aij are not all constant 
a.e.. Then there exist for any 6 > 0 two initial data 4(x) and v(x) analytic on 
R” such that 
uk(., t) is unbounded in @‘(RN) (23) 
for any t > 6, where GS’(RN) denotes the space of distributions on RN and uk 
the solution of (22,). 
Proof. Fix the instant 6 at which we want the sequence (u~(., t)) to 
“blow-up” (in the sense of (23)), and take the initial data 
$(x> = 0, y(x) = x e-cwlei(h.x), (24) 
where h runs in ZN and c is a positive constant to be chosen later (see (33)). 
The constant c will depend only on the a,.i)s. 
Since 4 and v are analytic on RN, we know by Theorem 0 that problem 
(22,) has one and only one C’ solution uk(x, t), analytic in x. Moreover, 4 
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and I,U are 2z-periodic with respect to the variables x,,..., xN; thus, by the 
uniqueness of the solutions of (22,) also u,Jx, t) is 2rc-periodic in xi ,..., x,,,. 
Therefore, uk admits the Fourier expansion 
uk(x, t) = )J u~,~(C) ei(h’x). (25) 
Now, setting 
we see by (22) and (25) that w,Jz) is the solution of the ordinary 
differential Cauchy problem 
F aij(‘)hihj) w=o, 
i..i (26) 
w(0) = 0, w’(O) = k-’ . e-c81hl, 
Since, by assumption, the aiis are periodic and not all constant a.e., we 
can find a multi-index 6~ (hi ,..., h,) in such a way that the function 
- - 
c?(t) = x aij(5) hi hj 
is periodic and not a.e. constant. 
It is not restrictive to assume that the period of E(t) is rc. Thus the 
function a(r) verifies the assumptions of Theorem 2, and hence, we can find 
an open interval A c IO, +oo [ such that, for A E A, the solutions w(t) of 
w” + Ai w = 0 (27) 
are all of type (6). 
In particular, for the second fundamental solution of (27) (i.e., the solution 
w@, t) such that w&O) = 0 and w#, 0) = l)), we can write 
w,(A, 5) = p(A, r) ey(A)r + q(A) z) ep y(A)r (28) 
for any II E A, where r(A) > 0 and p, q are 2x-periodic continuous functions 
in r. 
For a reason which will be clear later, we look for a number 1 E A such 
that 
si is rational, p(X, 0) # 0. (29) 
In order to see that such a 1 exists, it will be sufficient to prove that the 
roots A of p(A, 0) = 0 are isolated. Now, if p(&, , 0) = 0 for some A, E A, then 
also q(& , 0) = 0 as w*(L, 0) E 0 VA. But p(&, r) and q(A,, , r) are 2rc-periodic, 
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thus p(AO, 27r) = q(&,, 2~) = 0, whence by (28) w,(&, 271) = 0. In conclusion, 
every zero of p(A, 0) is also a zero of w,(& 2~). On the other hand, w,(& 2n) 
is analytic and not identically zero, since ~~(0, t) G t, thus the zeros of 
p(& 0) are isolated. 
Let us then fix 1 E/i verifying (29), say 
I= p/v, with,D and ir integers > 1. 
According to this choice, we consider the subsequence {u~(~),~(~)} of the 
sequence {u~,~} appearing in (25), where k(n) and h(n) are defined as 
k(n) = nv, h(n) = npi (n E N). 
Then u k(n),h(nj(t) = ~~~~~~~~~~~~~~~~~~ where w~(~),~(,&) is the_ solution of 
(26) with k = k(n) and h = h(n), and hence of (27) with I = 1. Moreover, 
w~(,,),~(~) verifies the initial conditions 
w(0) = 0 and 
1 
w’(O)=-e -c8lb(n)l 
0) ’ 
In conclusion we get, by (28) 
(30) 
where 7~ y(I) > 0. 
Now our object is to prove that (23) holds for t > 6. To this end we shall 
use the well-known fact that {u,(., t)) is bounded in G’(RN) if and only if 
the Fourier coefficients u k,h(t) of the expansion (25) verify 
l%dlW GMlhl”, Vk, k for some M and s. (31) 
More precisely, we shall prove that an estimate like (31) cannot hold when 
t > 6. 
Indeed, let us multiply the terms of (30) by the expression 
n exp(c&,D 161) . exp(-@) and let us replace r by k(n) t G n&. We then 
obtain 
Now, as it can be shown easily, for any periodic continuous function p(r), 
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holds. Therefore, lim sup,,, Ip(x, nVf)t>l I&, O)l. But we have chosen 2 in 
such a way that / p&O)/ is greater than zero (cf. (29)); hence, (32) implies 
that any estimate like (31) is false as soon as 
t > 6c “‘h’ yv’ 
Therefore (23) holds for t as above; if we want (23) to hold for any t > 6 
it will be sufficient to take, for the constant c appearing in (24), 
(33) 
4. REMARKS 
Remark 1. Let us consider a sequence of problems of type (2), say 
uff - X ai,j,k(t) uxix, = 0, 
(34) 
4x3 0) = Q(x), %(X3 0) = v(x), 
where k = 1, 2,..., and assume that the initial data Q and w are analytic on 
RN. 
Let us denote by u,Q, w) and ~(4, w), respectively, the solution of (34) 
and (2). Then we know (Theorem 0) that, for any 4, w, 
provided that 
(a,,,) -9 aij in LA. (36) 
On the other hand, Theorem 3 shows that, when aij,k -+ aij only in the L2- 
weak topology, then the conclusion (35) is, in general, false, even if we 
replace it by the mere boundedness of (u,($, ye)} in ‘Z8 ‘. 
Hence there is some reason to think that the inference {(36) G- (35)) is 
optimal in the sense that if (35) holds for any analytic $, IJI, then by force 
(36) is true. 
Unfortunately, we are not able to prove this result in its generality. 
However, Theorem 3 gives a proof in the particular case of the 
homogenization. 
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Remark 2. By Theorem 3, the sequence {u,(+, t)}of the solutions of (22,) 
may become unbounded in 9;’ as soon as t > @, w) > 0. 
Let us observe that, by Ovciannikov theorem, if the initial data 4 and v 
are analytic on some complex strip, say on the strip (] Im zjl < S,j = l,..., N), 
then the solutions u,J., t) remain equibounded as analytic functions on P’ 
for t < C6 (C constant depending only on the uii). 
In particular, when 4, li/ are entire functions, (uk(., t)} is bounded for any 
t > 0. From this we obtain, by an argument of duality, that {u,(., t)) is 
bounded in the space of analytic finctionals on 6” whenever the initial data 
are analytic functionals, for instance if they are distributions with compact 
support. 
Of course, in this context the hyperbolicity assumption (21) is quite super- 
fluous. 
Remark 3. We go back to Theorem 3, taking now for the initial data of 
(22) the functions 
instead of the functions defined by (24). 
This time v is not analytic (it is C?), so that, if we do not know anything 
more about the functions ajj, we are not able to find a solution of problem 
P&J 
However, we can prove by slightly modifying the proof of Theorem 3, that 
assuming that (22,) has a solution uk for t E [0, r], then {u,(., t)) becomes 
immediately (i.e., as soon as t > 0) unbounded in G’. 
Two cases in which we are sure that (22,) has a solution for any C”’ 
initial data (and for any t > 0), are the following: 
(i) the aij’s are analytic functions on m, 
(i) the czij’s have bounded variations and (21) is strengthened by the 
strict hyperbolicity condition C czi,j(t) rirj > 1, ]<]*, with A,, > 0. 
Remark 4. The results stated in Theorem 3 and in Remark 3, can be 
improved in the sense that it is not necessary to look for two special initial 
data 4, v in order to get the unboundedness of the solutions to problems 
(2% >. 
For instance, the following result can be proved (by using the 
Laplace-Fourier transform and refining the proof of Theorem 3): 
Let us consider problem (22,), where the aiis are as in Theorem 3 while 
the initial data $, li/ belong to L2 (resp. belong to L f,, and are periodic), and 
assume that there exists a solution uk(+, t) in L2 (resp. in LF,,,)for t E [0, T]. 
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Then the sequence uk(., t) is necessarily unbounded in 23’ for t > 0, however 
# and v/ have been taken, unless they are analytic on some complex strip 
((Imzj( < S}, in which case {~,(a, t)} must be unboundedfor t > C. 6. 
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