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Summary
Dewetting of solid thin films is a spontaneous physical phenomenon similar to
wetting/dewetting of liquid films, describing the rupture of large continuous thin
films and the formation of small agglomerates. It is a process which occurs well below
the melting temperature of the metallic film and is driven by the total interfacial
energy reduction. Therefore, solid-state dewetting is usually modeled as a surface-
tracking problem driven by surface diffusion, combined with moving contact lines
where the film, vapor, substrate phases meet.
The aim of this thesis is to propose mathematical models and numerical meth-
ods for simulating solid-state dewetting problems in two dimensions. The models
and the corresponding boundary conditions are derived rigorously via a thermody-
namic variational approach. We implement the models by either a “marker particle”
method based on an explicit finite difference scheme or a semi-implicit parametric
finite element method. Extensive numerical results are presented in this work. Al-
though simulations are performed in two dimensions, they capture many of the
complexities associated with real solid-state dewetting experiments.
This thesis mainly discusses modeling and simulations for solid-state dewetting
problems progressively in the following three parts.
The first part focuses on the dewetting problems with weakly anisotropic surface
v
Summary vi
energies on a flat substrate. In this part, we first present the rigorous derivation of
the sharp interface model based on an energy variational approach, considering a
small perturbation of the film/vapor interface, as well as proofs of the mass conser-
vation and energy dissipation. In the model, the movement of the contact line can
be explicitly described by a relaxed contact angle boundary condition, which gives
rise to an anisotropic Young equation for determining the static contact angle in
the equilibrium morphology. Then, we introduce two methods for implementing the
proposed model, which are a revised “marker particle” method and a semi-implicit
parametric finite element method. At last, simulations are performed for small and
large thin film islands, semi-infinite films and films with holes.
The second part is to understand the strongly anisotropy effects on morphologies
of thin films on a flat substrate. The model proposed in the first part becomes
ill-posed when the film/vapor interfacial energy density increases to the strongly
anisotropic case. Therefore, we revise the total free energy by adding a Willmore
energy and re-derive the governing equation and boundary conditions analogously.
We note that the equation deduced from the new relaxed contact angle boundary
condition converges to the anisotropic Young equation (in the first part) which may
have multiple roots in the strongly anisotropic case. So, the roots to the anisotropic
Young equation and the effects of strong anisotropy on the equilibrium construction
are discussed later. Simulation results perfectly coincide with our deduction.
The last part is to investigate the dewetting on curved substrates based on the
ideas in the first two parts on a flat substrate. In particular, instead of the unary
anisotropic Young equation, we obtained a binary generalized Young equation for
the static contact angle. According to this equation, asymmetric topography of the
substrate may result in multiple contact angles in the final morphology even in the
weakly anisotropic case. Moreover, our numerical simulations show the migration
of small islands from the convex to concave sites and the formation of ordered
structures by template-assisted dewetting on inverted pyramidal pits, which confirm
the observation in the experiments.
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Chapter1
Introduction
1.1 Solid-state dewetting and applications
Wetting/dewetting of liquid is a ubiquitous phenomenon in our daily life. It
usually occurs on solid substrates, such as the formation of water drops on glass.
Similar to the dewetting of liquid, a solid thin film resting on a foreign solid substrate
will break up and agglomerate to form isolated islands (see Fig. 1.1) when heated
to sufficiently high temperature, which is well below the melting point of the solid
film [125]. This process is called solid-state dewetting since the thin film dewets
when it still remains in the solid state.
Figure 1.1: Schematic illustration of solid-state dewetting. Both the substrate
(green) and the thin film (blue) are in the solid state. The image is reproduced
from Thompson [125].
Many microelectronic and optoelectronic devices use solid thin films as basic
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components [23, 89], the surface-area-to-volume ratios of these thin films are very
large due to the small size of the devices. These solid thin films are especially
unstable, that is, they are easy to dewet when the devices are heated. This kind of
solid-state dewetting limits the reliability of the devices, so that solid-state dewetting
has been a problem plagued makers of integrated circuits and other micro-systems
for a long time. Therefore, many studies [2,35,37,41,64,65,68,69,94,97] have been
carried out to characterize and prevent dewetting, especially for metal silicides and
silicon-on-insulator structures. It has been shown that many approaches, including
using thick films, controlling the residual stress in films and so on, can be used to
suppress the solid-state dewetting.
Figure 1.2: Template-assisted solid-state dewetting of gold films on oxidized silicon
surfaces patterned with arrays of inverted pyramid shaped pits. The left figure is
the substrate, the right one shows the ordered arrays forming via dewetting. The
image is reproduced from Giermann & Thompson [55].
In recent years, it has been found that template-assisted dewetting [55, 56] can
lead to periodic square arrays of particles with very narrow size distributions (an
experimental example is shown in Fig. 1.2). It has also been shown that the single-
crystal films [94, 95] has regular dewetting morphologies (an experimental example
is shown in Fig. 1.3). Due to the recent understanding on solid-state dewetting, it
has been purposely induced in engineering applications: making particle arrays in
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Figure 1.3: Dewetting of single-crystal films with different sizes. The image is
reproduced from Ye & Thompson [137].
sensors [4,88], optical and magnetic devices [4,107], producing catalysts for growth of
carbon nanotubes [31,93,106,141] and semiconductor nanowires [32,34,113], forming
elements in electrical memory devices [30] and complex electrode structures [18].
In addition, in a recent set of experiments, Ye and Thompson [136–139] demon-
strated the geometric complexity and importance of crystalline anisotropy in dewet-
ting (an experimental example is shown in Fig. 1.4). These, and related, recent
experiments have led to renewed interest in understanding solid-state dewetting and
the influence of anisotropy on dewetting phenomena [44,66,75,76,82,99,100,104,144].
In the next several sections of this chapter, we will introduce the physical back-
ground, mathematical modeling and numerical results of solid-state dewetting prob-
lems.
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Figure 1.4: Dewetting of square patches with three different in-plane orientations.
The image is reproduced from Ye & Thompson [137].
1.2 Physical background
1.2.1 Interfacial energy densities and their classifications
Considering a solid thin film lying on a rigid solid substrate in two dimensions
(2D) (as illustrated in Fig. 1.5). γFV , γFS, γV S represent film/vapor, film/substrate
and vapor/substrate interfacial energy densities, respectively. γFS and γV S are always
viewed as constants, and γFV depends on the orientation of the film/vapor interface.
Usually, γFV is defined as a function of the tangent (normal) angle θ of the film/vapor
surface, i.e., γFV := γ(θ). γFV can also be written as a function of the normal
vector N of the film/vapor surface, which is consistent with the expression in three
dimensions (3D). In this thesis, we use the notation γ(θ) as the film/vapor interfacial
energy density unless otherwise specified.
In the real world of crystals, γ(θ) is always not differentiable (almost every-
where) [59]. While in order to make the solid-state dewetting and some related
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Figure 1.5: A schematic illustration of a solid thin film lying on a rigid solid sub-
strate.
problems feasible, the researchers usually simplify γ(θ) to either the “smooth”
case [41,43,48,66,98,118,134] or the finite cusped case [12,14,15,28,41,75,143,144]
in modeling.
By saying “smooth”, we actually mean that γ(θ) ∈ C2([−pi, pi]), and it can be
classified into the following three types:
1. Isotropic case [43,66,117,118,134]. In this case, γ(θ) is a constant function, and
the equilibrium shape of the solid thin film must be a circle arc.
2. Weakly anisotropic case [41,98]. In this case, γ(θ) is a C2 function and it satisfies
γ˜(θ) := γ(θ) + γ ′′(θ) > 0, ∀ θ ∈ [−pi, pi], (1.2.1)
where γ˜(θ) is called the surface stiffness. An example of this kind of γ(θ) can be
found in Fig. 1.9(a).
3. Strongly anisotropic case [48, 98, 122] . In this case, γ(θ) is also a C2 function,
but it does not satisfy Eq. (1.2.1). That is, γ˜(θ) ≤ 0 for θ in some regions. An
example of this kind of γ(θ) can be found in Fig. 1.9(c).
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A widely used smooth γ(θ) is of the following (dimensionless) form (shown in
Fig. 1.9a,c)
γ(θ) = 1 + β cos[m(θ + φ)], θ ∈ [−pi, pi], (1.2.2)
where β is the degree of anisotropy, m is the order of the rotational symmetry and
φ represents a phase shift angle describing a rotation of the crystallographic axes
from a reference orientation (the substrate plane). The isotropic, weakly anisotropic
and strongly anisotropic cases correspond to β = 0, 0 < β < 1
m2−1 and β ≥ 1m2−1 ,
respectively.
The finite cusped γ(θ) means that γ(θ) is piecewise smooth (C2) and not differ-
entiable at finite points. Thus, the polar plot has finite (several) cusps. An example
of this kind of γ(θ) can be found in Fig. 1.8. A commonly used cusped γ(θ) (shown




|sin(θ − αi)|, θ ∈ [−pi, pi], (1.2.3)
where αi ∈ [0, pi], i = 1, ..., n are given constants. In computation, the regularization
may be necessary due to the requirement of the method [12, 14, 15]. Here is a kind





ε+ (1− ε) sin2(θ − αi), θ ∈ [−pi, pi], (1.2.4)





1− (1− ε) cos2(θ − αi)
ã3/2 > 0, ∀ θ ∈ [−pi, pi].
It can be seen that the cusped γ(θ) is regularized to the weakly anisotropic case.
1.2.2 Surface energy and diffusion
Solid thin films are usually at metastable or unstable states as deposited. When
heated to a sufficiently high temperature (below the melting point), the thin film
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will dewet and alter its morphology in an effort to reach the equilibrium. It is
generally suggested that the surface diffusion is the dominant process compared
to other transport processes of matter [57, 66, 90, 91, 134], such as viscous flow,




of the melting point of a crystalline material, at which dewetting is observed [65].
Therefore, unlike dewetting of liquids on substrates, solid-state dewetting problems
are viewed as capillarity-driven surface diffusion-controlled mass transport problems,
where the surface energy reduction is the only driving force for surface motion. The
kinetics of the capillarity-driven surface diffusion can be explained as follows.
The total interfacial energy of the (bounded) system (refer to Fig. 1.5) is the
summation of the film/vapor, film/substrate and vapor/substrate interfacial energies




γFV dΓ + (x
r




γ(θ) dΓ + (xrc − xlc)(γFS − γV S) + (b− a)γV S,
where xlc, x
r
c denote the left and right contact points and [a, b] is an arbitrary
bounded region with a < xlc < x
r
c < b. Since (b − a)γV S in the above identity is a
constant term during the dewetting process, it is always omitted in the energy for




γ(θ) dΓ + (xrc − xlc)(γFS − γV S). (1.2.5)
With the given total interfacial energy, the chemical potential µ of the film/vapor





where Ω0 represents the atomic volume (area in 2D). In 2D, it has been shown
in [41,58] that the chemical potential can be written as
µ = Ω0
Ä
γ(θ) + γ ′′(θ)
ä
κ = Ω0γ˜(θ)κ.
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Here, κ is the curvature of the film/vapor interface (curve). In 3D, the chemical
potential becomes
µ = Ω0Hγ,
where Hγ is the weighted mean curvature [122]. If the surface energy density is
isotropic, i.e., γ(θ) = γ0 is a constant, then Hγ is proportional to the mean curvature
of the surface, i.e., Hγ = γ0H. However, both expressions are only valid for low
curvature (isotropic and weakly anisotropic cases) interfaces without facets. When
it turns to the strongly anisotropic case, it is necessary to add a regularization term
in µ [96, 126].
The gradients of chemical potential along the surface will produce a drift of
surface atoms with an average velocity given by the Nernst-Einstein relation [41,70,
90],
V = − Ds
kBTe
∇sµ,
where Ds is the surface diffusivity, kBTe is the thermal energy, ∇s (∂s in 2D with
s the arc length of the film/vapor interface) is the surface gradient operator. This
gives the flux of the surface atoms
J = − Dsν
kBTe
∇sµ
with ν the number of diffusing atoms per unit area.
Taking the surface divergence of −J , we can obtain the increment of the number
of atoms per unit area per unit time. Then, the normal velocity Vn of the surface is





For example, assuming that the surface energy density is isotropic, where the
chemical potential is proportional to the curvature µ = Ω0γ0H, and considering a
semi-infinite long film with a sharp corner. Then in order to reduce the total energy,
the surface atoms transport from the corner (with high curvature) to the flat region
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Figure 1.6: A schematic illustration of the edge retraction and pinch-off of a semi-
infinite step film (shown as the dash line in ’a’). The image is reproduced from
Thompson [125].
(with low curvature) as illustrate in Fig. 1.6. Finally, this will lead to pinch-off of
the thin film.
Mullins [90] first proposed the governing equation (evolution law) for the motion
by surface diffusion, assuming an isotropic surface energy density. From then on,
this surface diffusion type geometric evolution equations has been extensively studied
for closed surfaces (or curves). Davi and Gurtin [38] provided a derivation based on
some balance laws, where they also included the anisotropy. In [49–51], the authors
provided the existence, uniqueness and stability results. Also, many computational
methods and efficient schemes, such as the crystalline method [3, 28, 111, 123], the
level set method [33, 42, 73, 115, 116, 120], the phase field method [8, 48, 126], the
parametric finite element method [6, 9–15, 46] and the θ − L formulation [62], have
been proposed for closed interfaces.
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1.2.3 Contact line migration
In addition to being a surface diffusion type of surface-tracking problem, solid-
state dewetting has the additional feature of a moving contact line. The moving
contact line problem is also a classical problem in fluid mechanics. In two-phase
immiscible flows, extensive studies have been carried out on the moving contact
line problem [7,29,39,45,54,63,79,80,101–103,108–110,124,129]. However, different
with the moving contact line in fluid mechanics, where the fluid-fluid phases interface
intersects the solid wall, it is the intersection of the solid-vapor interface and the
solid substrate in solid-state dewetting.
We first review the situation of static contact line, the contact line at the
steady/equilibrium state, in solid-state dewetting. Assuming isotropic (film/vapor)
surface energy, i.e., γFV = γ0 is a constant, the configuration of the static contact
line is the same as that in fluid mechanics [39, 140]. As illustrated in Fig. 1.7, by
the force balance in the horizontal direction or minimizing the total surface energy,
one can obtain the well known isotropic Young equation [140]
γV S = γFS + γ0 cos θc, (1.2.8)
where θc is the static contact angle (tangent/normal angle at the contact point in
the equilibrium state). That is, the static contact angle θc should be equal to the
isotropic Young angle
θi = arccos(σ) = arccos
γV S − γFS
γ0
.
Here we introduce a dimensionless coefficient σ to denote the ratio σ := (γV S −
γFS)/γFV .
As to the boundary conditions for the moving contact line in solid-state dewet-
ting, there are several possible treatments.
• A widely used approach is to directly adopt the static contact line condition
(i.e., Eq. (1.2.8)) in isotropic problems [43,118,134]. That is, it is assumed that
the force balance condition is aways attained at the moving contact line. This








Figure 1.7: Schematic illustration of the equilibrium shape of a solid thin film on a
flat substrate.
assumption is reasonable when the thin film approaches its equilibrium state.
However, it is not consistent with the experimental and atomistic simulation
observations during the entire process [35, 108, 109, 127]. In addition, this
condition no longer holds when considering anisotropic film/vapor interface
energy densities [41,133](also shown in Fig. 1.13).
• Dornel et al. [41] proposed a numerical treatment for the movement of the
contact line in a discrete form. However, neither rigorous derivation nor proof
of the energy dissipation is provided for this condition.
• Recently, Klinger et al. [77, 78] demonstrated another numerical treatment
for the movement of the contact line, considering both the film/vapor surface
diffusion and the film/substrate interface diffusion. This is also in a discrete
form, and the equations seem to be quite complicated by introducing the
film/substrate interface diffusion.
Therefore, it remains challenging to propose a proper boundary condition for the
moving contact line in solid-state dewetting.
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1.3 Equilibrium shapes
Many researchers have attempted to study the steady state and dynamics of it
via optimization theories and numerical simulations. In this section, we review the
studies on the steady state (or equilibrium configuration) problem, and the studies
on the dynamics are reviewed in next section.
1.3.1 Minimization problems
As stated in section 1.2, the total surface free energy of the dewetting system is
minimized at its equilibrium, so determining the equilibrium shape of the thin film













s.t. |Ω| = const. (1.3.1)
Here, Ω denotes the region occupied by the thin film, |Ω| is the volume of the film,
ΓFV ,ΓFS,ΓV S are the film/vapor, film/substrate and vapor/substrate interfaces.






γFV dΓFV s.t. |Ω| = const, (1.3.2)
which assumes that the film is of free standing geometries (i.e., without a substrate).
The above two problems are applicable for both 2D and 3D. When restricting





γFV dΓ + (x
r
c − xlc)(γFS − γV S)
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γFV dΓ s.t. |Ω| = const, (1.3.4)
respectively. Here, |Ω| is the area of the film.
Problem (1.3.2) was first solved by Wulff in 1901 [135] without proof. Wulff
states that in a crystal at equilibrium, the distances of the faces from the center of
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the crystal are proportional to their surface energy densities per area. This is known
as the Gibbs-Wulff theorem (or Gibbs-Wulff construction, or Wulff construction).
Later, various proofs of the theorem are given by many researchers, for example,
in [40, 52, 59, 83, 86, 121]. According to the theorem, the equilibrium shape of a free
standing particle (Wulff shape) can be geometrically constructed based on the γ-
plot. In 1970s, Cahn and Hoffman introduced the ξ-vector to describe the Wulff
shape in a mathematical way [26,53,60,61,98,132].
Although Wulff did not give a proof of the theorem at that time, this theorem
is highly significant in that not only does it provide a way for determining the
equilibrium of a free standing particle, but also it is the cornerstone of the studies
on equilibrium configuration with a substrate. It also establishes a comparison
standard for the numerical simulations.
Based on the Wulff construction, Problem (1.3.1) is solved by Kaischew [72],
Bauer [17] and Witterbottom [133], which is known as the Wulff Kaischew theo-
rem or the Winterbottom construction. The Winterbottom construction is a major
milestone in the development of studies on solid-state dewetting problems due to its
powerfulness in the equilibrium configuration. It also has been used as a comparison
standard for the numerical simulations. Numerically, Korzec et al. [81] developed
a discrete minimization formulation for the 2D problems (1.3.3, 1.3.4). Also, some
softwares are developed for the construction of the equilibrium shapes [21, 22, 112,
114,143].
In the next two subsections, we review some details related to the Wulff and
Winterbottom constructions.
1.3.2 Wulff construction
The Wulff construction can be explained visually as follows and a schematic
illustration in 2D can be seen in Fig. 1.8. Assuming that γFV is expressed as a
function of the film/vapor interface unit outer normal vector N . First, plot γFV
radially (shown as the heavy blue curve) as a function N . Then, for each point at
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the interface, we can draw a plane (shown as the black solid lines) perpendicular to
the radius line (shown as the dash lines). The equilibrium shape (Wulff shape) is
given by the inner envelope (red solid line) of the planes (black solid lines).
Wulff point Wulff point
γ−plot Wulff shape
Figure 1.8: The polar plot of γFV (heavy blue solid curve) with the Wulff construction
(red solid line). The black solid lines are perpendicular to the dash lines.
In 2D, assuming a “smooth” γFV = γ(θ), the expression of the Wulff envelope
(ξ-vector) can be explicitly written as
x(θ) = −γ(θ) sin θ − γ ′(θ) cos θ,
y(θ) = γ(θ) cos θ − γ ′(θ) sin θ,
θ ∈ [−pi, pi]. (1.3.5)
Compared to the one written in [24, 48, 98], we here changed the expression a little
so that the θ is exactly the tangent angle of the equilibrium curve or just of the
opposite sign.
It can be verified that the tangent vector of the curve given by Eq. (1.3.5) isÄ
x′(θ), y′(θ)
ä
= −(γ(θ) + γ ′′(θ))(cos θ, sin θ).
Therefore,
• the corresponding Wulff envelope does not contain flat segments, that is, no
faceting;
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• if γ˜(θ) > 0, i.e., the film/vapor surface energy density belongs to the isotropic
or weakly anisotropic cases, the resulting Wulff envelope is convex and it is
exactly the Wulff shape. An example is shown in Fig. 1.9(a, b);
• if γ˜(θ) does not change sign and reaches 0 at some points, the Wulff envelope,
which is the Wulff shape, is convex but with kinks at points where γ˜(θ) = 0;
• when the degree of the anisotropy becomes large enough, i.e., γ˜(θ) changes
sign, unphysical ears appear in the Wulff envelope (as shown in Fig. 1.9(c, d)),
whereas the Wulff shape is given by the inner convex shape (inner envelope)
removing the ears [92].
For the γFV = γ(θ) with cusps, the Wulff shape may contain flat segments or
even be a polygon (fully faceted). Based on the study by Herring [59], it can be
summarized and concluded that:
• If γ(θ) satisfies the following conditions, the Wulff shape is a polygon:
1. γ(θ) contains N cusps with N ≥ 3, the corresponding θ are denoted as
0 ≤ θ1 < ... < θN < 2pi. For simplicity, we additionally define θN+1 =
θ1 + 2pi;
2. θj+1 − θj < pi, j = 1, 2, ..., N ;
3. γ(θ) ≥ γj(θ), for θ ∈ (θj, θj+1), j = 1, 2, ..., N . The γj(θ) is defined as
γj(θ) = d cos
Å







γ2(θj) + γ2(θj+1)− 2γ(θj)γ(θj+1) cos(θj+1 − θj)
sin(θj+1 − θj) .
It’s easy to see that conditions 1 and 2 are necessary for forming a polygon
equilibrium. Assuming that O is the Wulff point, A and B are two adjacent
cusps in the γ-plot with BC ⊥ OB,AC ⊥ OA (as shown in Fig. 1.10(a)).
We can see that the four points O, A, C, B are on a circle with diameter OC.
Condition 3 means that γ(θ) is outside the circumcircle of OACB. According to
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(a) (b) (c) (d)
Figure 1.9: Columns (a) and (c) show polar plots of weakly and strongly anisotropic
γ(θ), respectively. Columns (b) and (d) show the corresponding Wulff envelope
(black solid curve) and Wulff shape (shaded area) for the γ(θ) in Column (a) and
(c), respectively. γ(θ) is of form γ(θ) = 1 + β cos(mθ). The four rows are, in turn,
for m = 2, 3, 4, 6.
the Wulff construction, we draw a line EF which is perpendicular to the radius
line OE (E is an arbitrary point on A¯B) to form the envelope. If OE > OD
where D is the intersection of line OE and the circle OACB, line EF will be
parallel to CD and outside the polygon OABC Since OD ⊥ CD. Therefore,
AC and BC will be segments of the Wulff shape.
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• If γ(θ) satisfies the following condition, the Wulff shape contains flat segments:
There exists a cusp, denoted as γ(θj), such that
A ∩B =
ßÅ




A = {(x, y)| x = γ(θ) cos θ, y = γ(θ) sin θ, θ ∈ [−pi, pi]},
B = {(x, y)| x = γ(θj)
2
Å







sin θ + sin(θj)
ã
, θ ∈ [−pi, pi]}.
The geometric explanation is shown in Fig. 1.10(b). Assuming that C is a
cusped point. If the γ(θ) is outside the circle with diameter OC, the line EF
which is normal to radius vector OE (E is an arbitrary point on γ-plot) will
be parallel to CD where D is the intersection of line OE and the circle with













Lines normal to the radius vectors







Figure 1.10: Geometric explanations for predicting properties of the Wulff shapes.
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For the cusped γ(θ) of form as written in Eq. (1.2.3), Fig. 1.11 shows the polar
plots of γ(θ), the regularized γ(θ) and the corresponding Wulff shapes. It can be
clearly seen that the Wulff shapes are polygons without regularization.
(a) (b) (c) (d)
Figure 1.11: Column (a) shows polar plots of cusped γ(θ) of form as in Eq. (1.2.3),
and column (c) shows the plots of the regularized form as in Eq. (1.2.4) with ε = 0.01.
Columns (b) and (d) show the corresponding Wulff envelope (black solid curve) and
Wulff shape (shaded area) for the γ(θ) in Column (a) and (c), respectively. The
first row is for n = 2, α1,2 = 0, pi/2, the second row is for n = 2, α1,2 = pi/4, 3pi/4,
and the last row is for n = 3, α1,2,3 = 0, pi/3, 2pi/3.
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1.3.3 Winterbottom construction
The idea of Winterbottom construction [133] is using a new generalized surface
energy density γ∗(θ) instead of the original film/vapor surface energy density γ(θ)
(taking 2D as example):
γ∗(θ) =

γ(θ), θ corresponds to the film/vapor interface,
γFS − γV S, otherwise.
With this new γ∗(θ), problems (1.3.3, 1.3.1) can be simplified to problems (1.3.4,
1.3.2). A schematic illustration of the Winterbottom construction is shown in
Fig. 1.12.
Wulff point




Figure 1.12: A schematic illustration of Winterbottom construction.
Therefore, in 2D, combining the Winterbottom construction and Eq. (1.3.5) ,
given an arbitrary weakly anisotropic γ(θ), the equilibrium shape (without scaling)
for an island on a flat, rigid substrate has the following expression:
x(θ) = −γ(θ) sin θ − γ ′(θ) cos θ,
y(θ) = γ(θ) cos θ − γ ′(θ) sin θ + γFS − γV S,
y ≥ 0,
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Similarly, this expression with strongly anisotropic γ(θ) contains unstable or metastable
ears. The shape by clipping off the ears gives the Winterbottom construction.
Based on this construction, Winterbottom classify the possible shape of a par-
ticle in contact with a foreign substrate into four types 1.13: (a) non-wetting, (b)
partial wetting with γFS − γV S > 0, (c) partial wetting with γFS − γV S < 0, (d)
complete wetting. It is important to note from Fig. 1.13 that the isotropic Young
equation (1.2.8) is not true for anisotropic surface energy.
1.4 Models and methods for dynamical evolution
Based on the physical understanding, many models and methods have been
proposed to study the dynamics of solid-state dewetting problems. In this section,
we will review some of these in detail, together with some interesting numerical
results.
1.4.1 Sharp interface models for isotropic case
The sharp interface model is the earliest model for solid-state dewetting prob-
lems. In general, it is a type of front tracking method, and it explicitly describes
the evolution of the moving film front (FV interface).
In 1986, Srolovitz and Safran [118] first proposed the sharp interface model for
solid-state dewetting problems, assuming isotropic surface energy. The model is
based on the physical background that the film/vapor interface has normal velocity
Vn given by Eq. (1.2.7). Assuming that the film is of cylindrical symmetry and
the slope at the contact line is small as illustrated in Fig. 1.14, Eq. (1.2.7) can be
further simplified and the corresponding sharp interface model, a partial differential





















, r > ρ, t > 0, (1.4.1)

























Figure 1.13: γ∗-plot and the corresponding equilibrium shapes. In each figure, the
blue solid line is the γ∗-plot, the black dash line is the Wulff construction, the red
dash line is the substrate and the shadow part is the equilibrium shape. (d) means
that the film wets the whole substrate.
where B = DsνγFV Ω
2
0/(kBTe) is a material constant (notations are the same as those
in section 1.2.2), and ρ is the radius of the hole.
For the governing equation (1.4.1), the authors also proposed the following
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Figure 1.14: A schematic illustration of a cylindrically symmetric thin film on a rigid
substrate, with a hole of radius ρ inside. The image is reproduced from Srolovitz &
Safran [118].
boundary conditions:
h(ρ, t) = −a, (1.4.2a)
∂h
∂r












(ρ, t) = 0, (1.4.2c)
h(r, 0) = 0 as r →∞. (1.4.2d)
Condition (1.4.2a) ensures that the contact point always moves along the substrate,
and condition (1.4.2d) ensures that the film is not disturbed at far field. Eq. (1.4.2b)
is the boundary condition for the moving contact line, which is in fact the static
contact line condition (1.2.8), and θi stands for the isotropic Young angle which
satisfies the Young equation. Eq. (1.4.2c) ensures that there is no transport processes
of matter at the contact point. This model with moving contact line was further
converted to a problem with fixed boundaries to study the hole growth rate during
the dewetting process. Their numerical results suggest that the moving distance
(retraction distance) of the contact line can be scaled by t1/4.
This is the first (mathematical) model and it makes numerical simulations pos-
sible for studying the solid-state dewetting. Although it is a simplified model which
is only valid for the cylindrically symmetric problems in the small slope limit, it can
be easily extended to a 2D or 3D model in Lagrangian representation. It has shed
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X(s, t) = (x(s, t), y(s, t))
Figure 1.15: A schematic view of a semi-infinite film on a rigid substrate.
Based on the above model, a series of studies on solid-state dewetting has been
launched. Wong, et al. [134] proposed a dimensionless sharp interface model in
Lagrangian representation for solid-state dewetting problems with isotropic surface
energy in 2D. The dimensionless model can be written as follows (see a schematic









where X(s, t) =
Ä
x(s, t), y(s, t)
ä
represents the film/vapor interface with arc length
s and time t, Vn stands for the moving velocity of the interface in the direction of its
outward normal, N is the interface outer unit normal direction, and the interface
curvature κ is simplified to κ = ∂ssx ∂sy − ∂ssy ∂sx. The corresponding boundary
conditions are
y(xc, t) = 0, (1.4.4a)
∂y/∂s
∂x/∂s
(xc, t) = tan θi, (1.4.4b)
∂κ
∂s
(xc, t) = 0, (1.4.4c)
∂x
∂s
= 1, y → 1 as s→∞, (1.4.4d)
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where xc represents the moving contact point where the film, substrate and vapor
meet and θi is the isotropic Young angle. The four conditions are similar to that
for Eq. (1.4.1): Conditions (1.4.4a, 1.4.4d) describe the profile of the film at the
contact line and far from the edge, respectively. Condition (1.4.4b) is equivalent to
the isotropic Young equation, and condition (1.4.4c) ensures that the total mass of
the thin film is conserved, implying that there is no mass flux at the contact point.
Wong, et al. [134] also designed a “marker particle” numerical scheme for the
above model to study the dynamics of solid-state dewetting in 2D. The numerical
scheme can be summarized as two steps: i) update the evenly distributed marker
points on the interface, as well as the contact point(s), according to the governing
equation and boundary conditions; ii) evenly redistribute the new marker points.
Their numerical experiments indicated that: i) the retracting film edge forms a
thickened ridge followed by a valley; ii)with increasing time, the ridge grows in
height and the valley sinks, eventually touching the substrate and leading to pinch-
off events; iii) the remaining semi-infinite film restarts this retraction and pinch-off
cycle; iv) the retraction distance x0(t) ∼ t2/5 at late time, which is consistent with
the small-slope late-time analytic solution given by their asymptotic analysis.
After that, the model and scheme were extended to three dimensions in Cartesian
coordinates to study the evolution of a perturbed cylindrical film with the cross-











stands for the film/vapor surface, n is the unit outer
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Figure 1.16: A schematic view of a cylindrical film on a rigid substrate. The image
is reproduced from Du et al. [43].




a = 1 + h2x + h
2
y, a11 = 1 + h
2
x, a22 = 1 + h
2
y, a12 = hxhy. (1.4.8)
The corresponding boundary conditions, which are similar to Eqs. (1.4.2, 1.4.4), at
the contact line x = xc(y) are
z = 0, (1.4.9a)
n · (0, 0, 1) = cosα, (1.4.9b)
m · ∇sH = 0. (1.4.9c)
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at y = 0 and y = L, with F any quantity that cross the symmetry boundaries.
Their numerical results also show a thickened ridge followed by a valley and pinch-
off events.
As revealed by the numerical results, the sharp interface model is able to cap-
ture and predict some experimental results. Also, it is easy to solve by the “marker
particle” scheme in two dimensions. However, its extension to three dimensions is
awkward as obtaining the quantities in the governing equation are tedious and com-
plicated (shown in Eqs. (1.4.6 - 1.4.8)). Another shortcoming is that the constraint
for time step in the “marker particle” scheme is too strong due to its explicitness.
1.4.2 Phase field models
In order to avoid the shortcomings of explicitly tracking the interface, Jiang,
et al. [66] first proposed a phase field model for the solid-state dewetting problems
with isotropic surface energy. They considered the total energy functional of the
dewetting system (as illustrated in Fig. 1.17) using the phase field function φ(x,
where the sets {x : φ(x) = 0}, {x : φ(x) > 0}, {x : φ(x) < 0} represent the
film/vapor interface, film phase and vapor phase, respectively. By minimizing the




= ∇ · (M∇µ),
µ = φ3 − φ− ε2∆φ,
(1.4.10)
where the mobility M is defined as: M = 1− φ2, µ is the chemical potential of the
system, and ε is a small parameter that represents the interface width. To close the
model, the governing equations are subject to the following boundary conditions:













where θi is the isotropic Young angle.
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Figure 1.17: A schematic illustration of dewetting system. The image is reproduced
from Jiang et al. [66].







For solving the equations, they designed a stabilized semi-implicit finite difference
scheme based on discrete cosine transforms.
Their numerical simulations in 2D showed that: i) the retraction distance of the
contact point of a semi-infinite film obeys a power law x0(t) ∼ t2/5, which coincides
with the result of Wong, et al. [134]; ii) a thin film with a hole inside can lead to
hole growth or wetting with different θi; iii) pinch-off event occurs when the film is
long enough. In addition, the simulations for rectangular and square thin films in
3D demonstrate some interesting morphological evolutions, among which some are
similar as that in 2D: a) for a rectangular film, the edges retract followed by valleys,
pinch-off occurs when the valley touches the substrate; b) for a small square thin
film, it agglomerates to form an isolated island and the edges retract faster in the
x, y-direction than that in the diagonal direction; c) for a large square thin film, a
hole forms in the center.
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From the numerical results presented by Jiang et al., we can see that the phase
field model naturally captures the topological evolution during solid-state dewetting,
and it can be easily extended to three dimensions. Moreover, the numerical scheme
is semi- implicit, which leads to an efficient algorithm. However, the small parameter
ε in the model is unphysical, and the computational cost in two dimensions is much
higher than that of the sharp interface model. This is because the phase field
model is based on a two dimensional phase field function. In order to represent the
function, the number of nodes that need to be used is nearly square of that in the
sharp interface model.
The above phase field model is only valid for the isotropic case, the extension
to weakly anisotropic case has recently been proposed by Dziwnik et. al. in [47].
The authors have also derived the corresponding sharp interface limit via matched
asymptotic analysis involving multiple inner layers. The resulting limit is consis-
tent with the pure sharp interface model. However, the extension to the strongly
anisotropic case has not been mentioned yet.
1.4.3 Other models
As the importance of crystalline anisotropy has been noted in the recent exper-
iments [136–139], some other models have been proposed to efficiently simulate the
weakly anisotropic case and the cusped case.
In 2006, Dornel et. al. [41] developed a method, calculating and using the discrete
surface chemical potential, to deal with the large curvature regime for anisotropic
(including isotropic) surface energy densities. The authors studied the influence of
two main parameters in this problem: the film aspect ratio (half-length/height) and
the adhesion energy between the film and substrate (related to the isotropic Young
angle), and quantified the retraction rate, breaking time and the number of islands
formed. Their numerical results suggests that the fragmentation of a thin film with
a given isotropic Young angle can be predicted (See Fig. 1.18(left) for the isotropic
surface energy, and Fig. 1.18(right) for a anisotropic surface energy). As can be seen
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in Fig. 1.18(right), the fragmentation of thin films with a fixed θi requires a larger
aspect ratio in the anisotropic case than that in the isotropic case, which implies
that this kind of anisotropy delays the pinch-off event.
Figure 1.18: Number of agglomerates in the (left) isotropic and (right) anisotropic
cases for different isotropic Young angles (θi in our notation, α in the figure) and
different aspect ratios. Left: The lower straight line is F = 48.3/ sin(α/2) − 4.33,
the upper line is F = 123.4/ sin(α/2)− 24.6. Right: The anisotropic surface energy
density is chosen as γ(θ) = 1 − 0.01332 cos(8θ). The dash lines are from the left
figure. This image is reproduced from Dornel et al. [41].
Later, the kinetic Monte Carlo approach has been used to study the dewetting of
ultra-thin solid films by Pierre-Louis et al. [44, 99,100] since 2009. They also found
a power law of the motion of the dewetting front and the instability is suppressed
along faceted orientations.
More recently, Zucker et al. [75,144] developed a crystalline formulation method,
using the crystalline formulation in which the interfaces are assumed to be com-
pletely faceted and restricted on the facets appeared in the Wulff construction, to
study the morphological evolution during edge retraction. Based on the crystalline
method developed by Roosen et al. [25, 28, 111] dealt with free standing structures
in 2D, they introduced a film/substrate interface according to the Winterbottom
construction and added some restrictions, including mass conservation and no for-
mulation of new facets. Their simulations also predicts that the retraction distance
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can be scaled by t2/5. However, unlike in the isotropic case, valleys do not form
ahead of the retracting ridge.
The work by Dornel et al. is highly commendable for providing the valuable
information (the quantities), which provides guidelines for later studies on solid-
state dewetting problems. The simulation using the crystalline formulation method
provide a valuable tool for forming specific complex patterns with templated solid-
state dewetting. The power law obtained by all these simulations is quantitatively
consistent with the experimental results. However, they all did not provide any
explicit governing equations or boundary conditions for the problem, neither did
they consider strongly anisotropic surface energy densities.
1.5 Purpose and scope of this thesis
As shown in the previous section, several models have been developed to study
the dynamics of solid-state dewetting problems, and the numerical results are able
to capture the topological evolution, quantitatively or qualitatively consistent with
the experiments. However, there are still some limitations:
• There is no rigorous mathematical derivation of the sharp interface models.
Moreover, the studies on the sharp interface model are based upon the assump-
tion that all interface energies were isotropic. Anisotropy of the film/vapor
interface was not included in the modeling.
• The other methods, such as the discrete scheme proposed by Dornel et al.,
the crystalline method and the kinetic Monte Carlo method, did not provide
explicit governing equations or boundary conditions.
• There is no efficient numerical method for the sharp interface model. The
“marker particle” method developed by Wong et al. is an explicit finite differ-
ence method, so the time step has to be very small and the computation cost
is high.
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• Even though the phase field model has been employed to study the solid-state
dewetting problem, it can only provide qualitative description from the present
point of view. This is because its sharp interface limits is unclear. On the other
hand, the small parameter introduced in the phase field model increases the
burden on the computational cost.
• Most of these models assume that the rigid substrate is flat, however, it might
be curved or rough in the experiments, such as the migration of a small metal
particle from the convex to concave sites on a rigid curved substrate [1, 74],
the templated solid-state dewetting [16,55,56,128] (also shown in Fig. 1.2) and
the burrowing of rigid particles into a deformable substrate [142].
Hence, the purposes of this study were to:
• propose sharp interface models for solid-state dewetting problems in a rigorous
mathematical framework, i.e., based on an energy variational approach;
• propose an efficient numerical method for the sharp interface models to simu-
late the dewetting problems;
• take all types of anisotropic surface energies into consideration, including the
weakly and strongly anisotropic cases, and the case that γ(θ) has cusp points.
• extend the sharp interface model to curved substrates.
The anisotropy included model proposed in this study should open up new av-
enues for studies on anisotropic solid-state dewetting with explicit governing equa-
tions. The numerical results presented in the thesis may contribute to a better
understanding of the anisotropy effect in solid-state dewetting.
In this study, we derived the sharp interface models for solid-state dewetting
problems with both flat and curved substrates only in 2D. We believe that our
approach and numerical algorithm can be generalized to 3D cases. But this topic is
beyond the scope of this thesis, and this is our future work.
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The thesis is organized as follows. Chapters 2 will focus on the sharp interface
model for the weakly anisotropic solid-state dewetting with a flat substrate. Chapter
3 and 4 are extensions to the strongly anisotropic case and curved substrate case,
respectively. At last, we will state our conclusion and future work in Chapter 5.
The main works in Chapters 2, 3, 4 are based on the papers [19,20,67,130,131].
Chapter2
A Sharp Interface Model for Weakly
Anisotropic Case
Based on an energy variational approach, we first propose a sharp interface
model for simulating solid-state dewetting of thin films with (weakly) anisotropic
surface energies on a flat rigid substrate. The morphology evolution of thin films
is governed by surface diffusion and contact line migration. For the contact line
migration, we introduce a relaxation kinetics with a finite contact line mobility by
energy gradient flow method. Then, we show the mass conservation and energy
dissipation properties of the proposed mathematical model. Next, we introduce two
methods, which are the revised “marker particle” method (MPM) with cubic spline
interpolation and the parametric finite element method (PFEM), for the proposed
model. At last, following validation of the mathematical and numerical approaches,
we simulate the morphology evolution of small and large islands, the retraction and
pinch-off of semi-infinite films, and the evolution of films with holes.
2.1 The model
Consider the case of a thin solid island on a flat, rigid substrate in two dimensions,
as illustrated in Fig. 2.1. The total free energy of the system for solid-state dewetting
33
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γFS − γV S
ä
(xrc − xlc), (2.1.1)
where Γ := Γ(t) represents the moving film front (film/vapor interface) which inter-
sects with the vapor and substrate phases at the two contact points (xrc and x
l
c), and
γFV , γFS and γV S are, respectively, the surface energy densities of the film/vapor,
film/substrate and vapor/substrate interfaces. Here, we describe the film/vapor
interface energy (density) γFV as a function only of the interface outer normal (tan-













Figure 2.1: A schematic illustration of a discontinuous solid thin film on a flat, rigid
substrate in 2D and an infinitesimal perturbation of the curve Γ along its normal
and tangent direction. As the film morphology evolves, the contact points xlc and
xrc move.
Denote Γ(t) := X(s, t) = (x(s, t), y(s, t)), s ∈ [0, L(t)] with arc length s and time
t, and L(t) represents the length of the moving curve at the time t. Then the outer
unit normal vector N and unit tangent vector T can be expressed as: N = (−ys, xs)
and T = (xs, ys). Assume that xlc and xrc are respectively x-axis coordinates of the
left and right contact points at the time t, i.e. x(0, t) = xlc(t) and x(L, t) = x
r
c(t).
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Consider an infinitesimal deformation of the curve Γ(t) along its normal and
tangent directions, as illustrated in Fig. 2.1:
Γ(t) = Γ(t) + ϕ(s)N + ψ(s)T , (2.1.2)
where  is an infinitesimal number, and ϕ(s), ψ(s) are arbitrary smooth functions
with respect to arc length s. Then the two components of the new curve Γ(t) can
be expressed as follows:
Γ(t) = (x(s, t), y(s, t))
= (x(s, t) + u(s, t), y(s, t) + v(s, t)), (2.1.3)
where the two component increments along the x−aixs and y−axis are defined as
u(s, t) = xs(s, t)ψ(s)− ys(s, t)ϕ(s),
v(s, t) = xs(s, t)ϕ(s) + ys(s, t)ψ(s).
(2.1.4)
Equivalently, the function ϕ(s) and ψ(s) can be expressed by
ϕ(s) = xs(s, t)v(s, t)− ys(s, t)u(s, t),
ψ(s) = xs(s, t)u(s, t) + ys(s, t)v(s, t).
(2.1.5)
As illustrated in Fig. 2.1 that the contact points move along the substrate, so the
increments along the y−axis at the two contact points must be zero, i.e.,
v(0, t) = v(L, t) = 0. (2.1.6)
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2.1 The model 36
where
θ := arctan2


















− pi, xs < 0, ys < 0,
pi
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, xs = 0, y

s < 0,




Then we can calculate the change rate of total free energy about the curve Γ(t)
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where the curvature of the curve is defined as κ = −yssxs + xssys = −θs. Assume
that θld and θ
r
d are the (dynamical) contact angle at the left and right contact points,
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respectively. Then we have the following expressions:
xs(0, t) = cos θ
l
d, ys(0, t) = sin θ
l
d, (2.1.10)
xs(L, t) = cos θ
r
d, ys(L, t) = sin θ
r
d. (2.1.11)
By making use of Eq. (2.1.5) and Eq. (2.1.6), we have:
ψ(0) = u(0, t) cos θld, ϕ(0) = −u(0, t) sin θld,
ψ(L) = u(L, t) cos θrd, ϕ(L) = −u(L, t) sin θrd.
(2.1.12)
Therefore, we can rewrite the expression for the left and right contact points xlc, x
r
c
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d − γ ′(θrd) sin θrd +
Ä
γFS − γV S
äò
u(L, t). (2.1.14)
Combining Eqs. (2.1.9) (2.1.13) and (2.1.14), we can define the first variation of
the total free energy W with respect to the moving curve Γ and the right contact
point xrc and left contact point x
l
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= γ(θrd) cos θ
r
d − γ ′(θrd) sin θrd +
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γFS − γV S
ä
. (2.1.17)






γ(θ) + γ ′′(θ)
ã
κ, (2.1.18)
which is the anisotropic Gibbs-Thomson relation [119]. Note that the term γ˜(θ) =
γ(θ) + γ ′′(θ) in Eq. (2.1.18), called as the surface stiffness, plays an important role
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in capillarity-driven morphology evolution. As pointed out in the references [48,
92], spontaneous faceting can occur when γ˜(θ) becomes negative. According to














Analogous to the isotropic case, the above equation can be called as the anisotropic
surface diffusion, which governs the motions of “the particles” on the interface away
from the contact points.
However, we still need the boundary conditions which govern the movements of
the contact points. These can be obtained by calculating the first variation of the
total energy functional with respect to the contact points, i.e. Eqs. (2.1.16) and
(2.1.17). We assume that the moving process of the contact points can be taken as
the energy gradient flow, which gives the time-dependent Ginzburg-Landau kinetic










, at x = xrc, (2.1.21)
where δW/δxrc and δW/δx
l
c are given by Eqs. (2.1.16) and (2.1.17), respectively, and
the constant η, 0 < η < ∞, represents contact line mobility, which is a reciprocal




go to zero because
the moving velocity of contact points must be finite. In this case, Eqs. (2.1.20) and
(2.1.21) collapse to the equation as follows [87]:
γ(θ) cos θ − γ ′(θ) sin θ + γFS − γV S = 0. (2.1.22)
It can be seen that if the film/vapor interfacial energy is isotropic (i.e. γ is
independent of θ), then Eq. (2.1.22) reduces to the well-known isotropic Young
equation (1.2.8). If the interfacial energy is anisotropic (i.e. γ = γ(θ)), a bend-
ing term γ ′(θ) appears which acts perpendicular to the film surface. We refer to
Eq. (2.1.22) as the anisotropic Young equation, which is also the static boundary
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condition for the contact line. If we adopt Eq. (2.1.22) as the boundary condition
for the moving contact line, similar to the conditions (1.4.2b) and (1.4.4b) in the
isotropic case we reviewed in Chapter 1, this amounts to assume that the contact
angle must keep fixed as a value θa which satisfies Eq. (2.1.22) during the evolution.
However, this approach of fixing the contact angle becomes subtle and unpracti-
cal in the anisotropic case, because when the surface energy anisotropy increases,
Eq. (2.1.22) may have multiple solutions, which will be discussed in next chapter.
Therefore, we think that it is more reasonable that we adopt Eqs. (2.1.16) and
(2.1.17) as the boundary conditions for the moving contact line.
In addition, the introduction of relaxation kinetics for the contact point position,
Eqs. (2.1.20) and (2.1.21), has its origin in the complex atomic structure of the
contact point, where typically atoms are not all exactly on perfect crystal sites.
This variation in the atomic structure in the vicinity of the contact point can be
associated with elastic deformation, slipping between film and substrate, dislocations
at the film/substrate interface, reconstruction of the interfaces, and other forms of
non-elastic deformation. The local distortion of the atomic lattice at the contact
point must be propagated along with the moving contact point and because its
structure is distinct from that of the remaining film or film/substrate interface it
has its own distinct kinetics. Hence, we can think of this contact point as having a
unique mobility Mc = η. A similar concept was introduced to describe the effect of
grain boundary triple junctions (where three grain boundaries meet) on the motion
of grain boundaries [36,127] and contact lines in liquid film wetting of substrates [39,
103,105,108].
Assume that the length and surface energies are scaled by the two constants
R0 and γ0, respectively. By choosing the time scale to be R
4
0/(Bγ0), where B =
DsνγFV Ω
2
0/(kBTe) is a material constant defined the same as in section 1.4, and the
contact line mobility scale to be B/R30, the two-dimensional solid-state dewetting of
a thin film on a solid substrate can be described in the following dimensionless form
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by the sharp-interface model:
∂X
∂t












Note that X, t, Vn, s, µ, γ and η are dimensionless variables, and we still use the same
notations for brevity.
The governing equation (2.1.23) for the solid-state dewetting problem is subject
to the following dimensionless conditions:
(i) Contact point condition (BC1)
y(xlc, t) = 0, y(x
r
c, t) = 0, (2.1.24)
and this condition ensures that the contact points move along the flat sub-
strate.







where η represents the contact line mobility. f(θ) is defined as the dimension-
less expression of the left side of the anisotropic Young equation (2.1.22):
f(θ) := γ(θ) cos θ − γ ′(θ) sin θ − σ, with σ := γV S − γFS
γ0
. (2.1.26)
It can be seen that σ = cos θi for σ ∈ [−1, 1] with θi the isotropic Young
contact angle. In this chapter, we still use the notation θi since the discussions
are all for σ ∈ [−1, 1].
(iii) Zero-mass flux condition (BC3)
∂µ
∂s
(xlc, t) = 0,
∂µ
∂s
(xrc, t) = 0, (2.1.27)
and this condition ensures that the total mass (denoted as A(t)) of the thin
film is conserved, implying that there is no mass flux at the contact points.
(See more details in section 2.2).
2.2 Mass conservation and energy dissipation 41
Under the above equations (2.1.23)-(2.1.27), we can rigorously prove that the
total free energy of the system always decreases during the evolution (please refer
to section 2.2). On the other hand, it should be noted that the (smooth) surface
energy anisotropies have been divided into the following two categories according
to the value of surface stiffness γ˜ in section 1.2.1: the weakly anisotropic case and
the strongly anisotropic case. The governing equation (2.1.23) is mathematically
well-posed for the weakly anisotropic case. However, for the strongly anisotropic
case, some high energy surface orientations do not occur, and such surfaces undergo
spontaneous faceting, and Eq. (2.1.23) becomes an anti-diffusion type equation and
so it is ill-posed. In this chapter, we mainly focus on the weakly anisotropic case,
and Chapter 3 is devoted to the strongly anisotropic case.
2.2 Mass conservation and energy dissipation
In this section, we mainly prove two properties of the proposed model: mass
conservation and energy dissipation. To begin the proof, we first introduce a new
variable p ∈ [0, 1], which is independent of time t, to parameterize the moving
film/vapor interface. Therefore, p = 0 and p = 1 can be used to represent the left
and right contact points, respectively. The arc length s is a function of p and t, i.e.,
s = s(p, t).





Then the change rate of the area can be calculated as





























ä− µsÄ0, tä = 0. (2.2.3)
Note that in step (2.2.2) we have used integration by parts and the condition that
the contact points move along the substrate, i.e. y(p = 0, t) = y(p = 1, t) = 0.
From the above formulations, we can see that the zero-mass flux condition (2.1.27)
or (1.4.4c) ensures that the equation (2.2.3) is valid.
Hence, the total area (or mass) of the thin film is conserved during the evolution.









= (x2p + y
2
p)
1/2 = (Xp ·Xp)1/2.















, θp = −κsp,
θtsp = Xpt · N .
We can calculate the changing rate of the total free energy as follows:
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γ ′(θ)N + γ(θ) T ä dp (2.2.5)
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In the above calculations, we have used integration by parts from step (2.2.5) to
step (2.2.6); step (2.2.7) is obtained by making use of the contact angle boundary
conditions: C = γ0/η > 0, 0 < η < ∞ when choosing the relaxed contact angle
boundary conditions (2.1.25), and C = 0 when applying the anisotropic Young
equation (2.1.22); step (2.2.8) is obtained by integration by parts and the zero-mass
flux condition (2.1.27).
Hence, we have proved that the total free energy of the system is dissipative
during the evolution.
2.3 A marker particle method (MPM) 44
2.3 A marker particle method (MPM)
In this section, we present a revised “marker particle” method(MPM) for sim-
ulating the proposed model, based on the one developed by Wong et. al. [134]. It
rests on two steps:
Step 1. Refer to Fig. 2.2(a). Update the evenly distributed marker points (blue
stars) on the given curve (blue solid line) to the new marker points (red dots)
according to the governing equation (2.1.23), and update the given contact
points (green squares) to the intermediate ones (magenta stars)according to
the boundary conditions (2.1.24, 2.1.25).
Step 2. Refer to Fig. 2.2(b). Fit a curve (red solid line), which is piecewise cubic
polynomial, for the intermediate marker points (red dots) with cubic spline
interpolation and redistribute those marker points (red dots) evenly to be
the new ones (blue stars).
The detailed algorithm at the nth time step is as follows.
Initially, given N + 1 marker points uniformly distributed on the film/vapor
interface (curve) with respect to the arc length at the time step n. We denote the
total arc length of the curve as Ln, the mesh size as hn := Ln/N , the time step as kn,
and the uniformly distributed marker points as (xnj , y
n
j ), j = 0, 1, . . . , N . Evolving
the N + 1 marker points according to Eqs. (2.1.23)-(2.1.27) based on the following
explicit finite difference method, we obtain the positions of the N + 1 marker points
at the time step n + 1, denoted as (x˜n+1j , y˜
n+1
j ), j = 0, 1, . . . , N . In addition, we
denote κnj and µ
n
j to be approximations to the curvature and the chemical potential,
respectively, on the jth marker point at the nth time step. Next, we introduce the














xnj+1 − 2xnj + xnj−1
(hn)2
.
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(a)
(b)
Figure 2.2: A schematic illustration of the “marker particle” method.
Using a central finite difference scheme for discretizing the spatial derivatives and a










































ä− Äδsxnj ä Äδ2synj ä,
j = 1, . . . , N − 1, (2.3.1)
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Based on this numerical scheme, we immediately obtain the positions of the
marker points (x˜n+1j , y˜
n+1
j ), j = 0, 1, . . . , N . Note that these marker points may
not be uniformly distributed along the curve with respect to the arc length. Thus,
we redistribute these marker points via a cubic spine interpolation such that they
are uniformly distributed as follows. First, making use of these new marker points
(x˜n+1j , y˜
n+1
j ), j = 0, 1, . . . , N , we construct a piecewise curve {(Xn+1j (p), Y n+1j (p)), p ∈
[(j − 1)hn, jhn]}j=1,2,...,N by using a cubic spline interpolation. Here, Xn+1j (p) and
Y n+1j (p) are cubic polynomials obtained from a cubic spline interpolation for the
points {(jhn, x˜n+1j ), j = 0, 1, . . . , N} and {(jhn, y˜n+1j ), j = 0, 1, . . . , N}, respectively.
By using these cubic polynomials, we directly compute the arc length of each piece-
wise cubic polynomial curve, denoted as Ln+1j , j = 1, 2, . . . , N . Then, we obtain
the total arc length Ln+1 =
N∑
j=1
Ln+1j and determine the uniform mesh size at the
(n + 1)th time step as hn+1 = Ln+1/N . In order to redistribute the N + 1 points
uniformly according to the arc length for the (n + 1)th time step computation, we














N = 0. For each fixed
j = 1, 2, . . . , N−1, we first locate to which unique piecewise cubic polynomial curve
the new jth point (xn+1j , y
n+1
j ) belongs, i.e. finding a unique 1 ≤ i ≤ N such that
i−1∑
l=1
Ln+1l ≤ jhn+1 <
i∑
l=1

















Ln+1l , 0 ≤ q < hn,
to obtain its unique root q = q∗, and finally the position of the jth uniformly
distributed marker point at the (n+ 1)th time step is obtained as xn+1j = X
n+1
i ((i−
1)hn + q∗) and yn+1j = Y
n+1
i ((i− 1)hn + q∗).
2.4 A parametric finite element method (PFEM)
The proposed MPM made use of cubic spline interpolation which reduces the
computation cost in redistribution, compared to the traditional MPM which uses
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local circle arcs for interpolation. Moreover, due to its explicitness, MPM is easy
to implement. However, the explicitness makes this method suffer from a severe
stability constraint, that is, the time steps should be of O((hk)4) since the equation
is a fourth order equation. This time step is intolerable when the aspect ratio
(length/height) of the film is large (the dewetting process will last for a long time).
Therefore, we propose an efficient method (for implementation we use P 1 elements),
the parametric finite element method (PFEM), based on [9–11,13–15] in this section.
2.4.1 Weak formulation
Before defining the weak formulation, we first introduce some notations. In
addition to the arc length s, we introduce a new parameter p ∈ I = [0, 1]. It also
parameterizes the moving film/vapor interface Γ(t):
Γ(t) = X(p, t) : I × [0, T ]→ R2
where X(0, t) and X(1, t) are the left and right contact points xlc(t), x
r
c(t), respec-






H1a,b = {φ | φ ∈ H1(I,R), φ(0) = a, φ(1) = b}.
When a = b = 0, it collapses to H10 . We also define the following inner product for




u(p) · v(p) ds =
∫
I




us(p) · vs(p) ds =
∫
I
up(p) · vp(p) 1
sp
dp, (2.4.1b)
where “·” stands for scaler multiplication if u, v are scaler valued functions, and it
means inner product if u, v are vectors.
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We can rewrite the governing equation (2.1.23) as
Xt · N = µss, (2.4.2a)
µ = γ˜(θ)κ, (2.4.2b)
κN = −Xss. (2.4.2c)
Eq. (2.1.24) sets boundary values of the y-coordinate to be 0, and Eq. (2.1.25)
can be used to calculate the boundary values of the x-coordinate. Therefore, we
define the weak solution of the problem by the following weak formulation: Given
Γ(0) = X(I, 0), for all t ∈ (0, T ] find Γ(t) = X(I, t) with X(t) ∈ H1l,r ×H10 (l and r
stand for xlc, x
r
c, respectively), µ(t), κ(t) ∈ H1 such that
(Xt · N , ϕ)Γ + aΓ(µ, ϕ) = 0, ∀ϕ ∈ H1, (2.4.3a)
(µ, φ)Γ − (γ˜(θ)κ, φ)Γ = 0, ∀φ ∈ H1, (2.4.3b)
(κN , w)Γ − aΓ(X, w) = 0, ∀w ∈ H10 ×H10 . (2.4.3c)
Note that in order to get Eq. (2.4.3a), Eq. (2.1.27) is used when using integration
by parts.
For the proposed weak formulation (2.4.3a) - (2.4.3c), we have the following two
propositions.
Proposition 2.4.1 (Mass conservation for weak solutions). Assume that Γ(t) =
X(p, t), µ(p, t) and κ(p, t) are the weak solution to the variational formulation (2.4.3a)-
(2.4.3c), then the total mass of the thin film for the weak solution is always conserved
during the evolution.
Proof. By directly calculating the time derivative with respect to A(t), defined in

















(ytxp + yxpt) dp =
∫ 1
0








(xt, yt) · (−yp, xp) dp =
∫
Γ(t)
Xt · N ds.
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Hence, the weak solution to the variational formulation satisfies the mass conserva-
tion during the evolution of solid-state dewetting.
Proposition 2.4.2 (Energy dissipation for weak solutions). Assume that Γ(t) =
X(p, t), µ(p, t) and κ(p, t) are the weak solution to the variational formulation (2.4.3a)-
(2.4.3c), and furthermore, if we assume that the solution of the moving interface has
higher regularity, i.e., X(p, t) ∈ C1ÄC2(I); [0, T ]ä× C1ÄC2(I); [0, T ]ä, then the total
energy of the system for the weak solution is always dissipative during the evolution.
Proof. First, we can calculate energy dissipation rate about the total free energy














































:, I + II + III. (2.4.4)
Therefore, we can divide the above formulation about energy dissipation rate into
the three parts. Before deriving the exact expressions for the three parts, we note
that the following expressions hold:
θs = −X⊥s ·Xss, θt = −
X⊥p ·Xpt










Xss ‖ N , Xs = N⊥,
where the notation “⊥” denotes clockwise rotation by 90 degrees.
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By making use of integration by parts, contact point boundary condition (i.e.,
Eq. (2.1.24)) and the above expressions, we can obtain the following expressions for
























































































































































































By substituting the expressions for the three parts of energy dissipation rate into
Eq. (2.4.4) and making use of the relaxed contact angle boundary condition, i.e.
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Eq. (2.1.25), we can obtain the energy dissipation rate as follows:
d
dt
W (t) = I + II + III
=
Å
































































In the following steps, by making use of Eq. (2.4.5), we will show that the
weak solution to the variational formulation (2.4.3a)-(2.4.3c) satisfies the energy
dissipation property. In order to prove the proposition, we choose the test functions
ϕ, ψ,w in the variational formulation (2.4.3a)-(2.4.3c) as follows:












where in order to ensure the test function w ∈ H10 (I)×H10 (I) in Eq.(2.4.3c), the two
parameters c1 and c2 are defined as: c1 = γ(θ
l
d)+γ




the two vector functions ζ1 and ζ2 belong to the following defined vector function
spaces:
ζ1(p) ∈ {(ζ1(p), 0) : ζ1 ∈ H1(I), ζ1(0) = 1, ζ1(1) = 0}, (2.4.7)
ζ2(p) ∈ {(ζ2(p), 0) : ζ2 ∈ H1(I), ζ2(0) = 0, ζ2(1) = 1}. (2.4.8)
Inserting the expressions of the test functions defined above into the variational
formulation (2.4.3a)-(2.4.3c), and making use of Eq. (2.4.5), we can obtain that
the energy dissipation rate with respect to the weak solution satisfies the following

































ζ2 · (κN + Xss) ds. (2.4.9)
For the above expression, we can clearly see that the first two terms are always
less than zero. For the other two terms defined in Eq. (2.4.9), because the vector
function (κN + Xss) ∈ L2(I) × L2(I), ζ1 and ζ2 are any functions defined in the







then the two integral terms in Eq. (2.4.9) can be shown arbitrary small as we want,
by choosing proper functions ζ1 and ζ2.
Then, d
dt
W (t) ≤ 0. The proof is completed.
2.4.2 Finite element approximation








The temporal domain is decomposed as 0 = t0 < t1 < . . . tM = T . Let Γ
m = Xm
denote a sequence of polygonal curves (approximation to Γ(tm)), m = 0, ...,M . We
define the following two finite element spaces:
V h = {χ | χ ∈ C(I,R), χ is linear in Ij, ∀ j = 1 . . .M},
V ha,b = {χ | χ ∈ V h, χ(0) = a, χ(1) = b}.
V h0 = {χ | χ ∈ V h, χ(0) = 0, χ(1) = 0}.
The normal vector of Γm, which is a step function with discontinuities at point
qj, j = 1 . . .M , can be computed as





2.5 Numerical tests 53
Based on the definition of inner products defined in Eq. (2.4.1), we define the
















us · vs |Xmp | ds =
∫ 1
0
up · vp 1|Xmp |
dp, (2.4.10b)
where u(q+j ) and u(q
−
j ) are the right hand and left hand limits, respectively.
Therefore, the finite element approximation to Eq. (2.4.3) can be written as
follows. For m ≥ 0, given Γm = Xm ∈ V hl,r × V h0 with l = xlc(tm), r = xrc(tm),
µm, κm ∈ V h, find Γm+1 = Xm+1 ∈ V hl,r × V h0 with l = xlc(tm+1), r = xrc(tm+1), and
µm+1, κm+1 ∈ V h such that
(
Xm+1 −Xm
tm+1 − tm · N
m, ϕ)Γm + aΓm(µ
m+1, ϕ) = 0, ∀ϕ ∈ V h, (2.4.11a)
(µm+1, φ)Γm − (γ˜(θm)κm+1, φ)Γm = 0, ∀φ ∈ V h, (2.4.11b)
(κm+1Nm, w)Γm − aΓm(Xm+1, w) = 0, ∀w ∈ V h0 × V h0 . (2.4.11c)
Note that xlc(tm+1) and x
r
c(tm+1) are computed previously by discretizing boundary
condition (2.1.25), which is similar to that in MPM.
2.5 Numerical tests
Based on the mathematical model and numerical methods, we now present the
results from several simulations to determine the effect of the contact line mobility
η. We then simulate solid-state dewetting in several different thin film geometries
with weakly anisotropic surface energy in two dimensions. For simplicity, we set the
initial film thickness to unity and assume a dimensionless anisotropic surface energy
of the form (Eq. (1.2.2)) introduced in Chapter 1:
γ(θ) = 1 + β cos[m(θ + φ)], θ ∈ [−pi, pi]. (2.5.1)
In this thesis, φ is set to 0, except where noted.
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2.5.1 Contact line mobility
The contact line mobility η determines the rate of relaxation of the dynamic
contact angle θd to the equilibrium contact angle θa which satisfies the anisotropic
Young equation (2.1.22). In general, for small η, the relaxation is very slow and the
contact points move very slowly. On the other hand, if η is very large, the relaxation
process occurs very quickly such that the dynamic contact angle θd quickly converges
to θa. In this case, the time steps for numerically integrating Eq. (2.1.25) must
be chosen very small in order to maintain numerical stability. From the point of
view of numerics, the choice of η must represent a balance between these factors.
On the other hand, in any physical system, η is a material parameter and must
be determined either from experiments or microscopic (e.g., molecular dynamics)
simulations.
Figure 2.3a shows the evolution of the dynamic contact angle θd as a function
of time for seven different mobilities (η = 1.25, 2.5, 5, 10, 20, 100, 200) for a case
of an initially short, thin rectangular island (length L = 5, thickness h = 1) with
β = 0 and θi = 3pi/4, compared to the anisotropic Young angle θa = 3pi/4 (note that
θa = θi in the isotropic case). The contact angle, initially grows very quickly from its
initial value of pi/2 to a near steady-state dynamical value (see the inset to Fig. 2.3a).
Then, as the island approaches its equilibrium shape the contact point slows and
θd → θa. The near steady-state dynamical angle, seen in the inset for large η, is
always smaller than the equilibrium value θa and θd increases with increasing contact
line mobility η (see Fig. 2.3b). This is consistent with experimental and atomistic
simulation observations of the effect triple junction drag on dynamic triple junction
angles in grain boundaries [36,127] and in contact lines of fluids on substrates [108,
109].
In order to further clarify the effects of the choice of the mobility η, we performed
a series of numerical simulations of the evolution of an initially rectangular, thin
film island (β = 0, θi = 3pi/4) of three different initial lengths L = 5, 100 and semi-
infinite, for several values of η and different coefficients. When L = 5, the island
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Figure 2.3: (a) The dynamic contact angle θd as a function of time for several
different contact line mobilities and simulation parameters β = 0, θa = θi = 3pi/4
(upper panel). The initial island is rectangular with length L = 5, thickness h = 1
and θd(t = 0) = pi/2. (b) The dynamic angle θd measured at t = 0.1 as a function
of the contact line mobility η. In the both figures, the red solid lines represent
θa = 3pi/4.
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η 200 100 20 10
L = 5 1.34× 101 1.35× 101 1.38× 101 1.4309× 101
L = 100 1.41× 103 1.41× 103 1.41× 103 1.4094× 103
semi-infinite 1.64× 104 1.64× 104 1.64× 104 1.6392× 104
Table 2.1: Equilibration times for rectangular islands of thickness h = 1 and several
initial lengths for different contact line mobilities η (see the text for more details).
evolves to an arc of a circle (equilibrium state) and the simulations are terminated
when the maximum error in the adjacent time level of marker point separation
is smaller than a threshold value. For the L = 100 and semi-infinite cases, the
simulations are terminated when the first pinch-off event (the film thins to zero
thickness creating new contact points) occurs. We compared the results for three
different values of η = 10, 20, 100 and found that η has no discernible effect on the
equilibrium island shapes (not shown). η also has very little effect on the simulation
termination/island equilibration times (see Table 2.1). For the semi-infinite thin film
case, we numerically computed the contact point position as a function of time and
found that it is well described by a power law with the value 0.42, regardless of the
contact line mobility η [75, 125]. Unless otherwise noted, the simulations reported
below were all performed with η = 100.
2.5.2 Convergence test of MPM
We now investigate the convergence of MPM by performing simulations for a
rectangular island of length L = 5 and thickness h = 1. In this case, the equilibrium
island shape can be determined by using the Kaishew approach [71] that is also
often referred to as the Winterbottom construction [133]. We compare the numerical
equilibrium island shape with the theoretical predictions as a function of the number
of markers N employed in the description of the island shape. Figure 2.4 and
Table 2.2 show the numerical convergence results.
As showed in Fig. 2.4, the numerical equilibrium states converge to the theoretical
2.5 Numerical tests 57




































Figure 2.4: Comparison of the long time numerical solution of the dynamic island
shape with the theoretical equilibrium shape (from the Winterbottom construction,
shown in blue) for several values of the number of computational marker points N
for: (a) the isotropic surface energy case with β = 0 and θi = 3pi/4; and (b) the
weakly surface energy case with β = 0.06, θi = 3pi/4 and m = 4.
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Isotropic Anisotropic
N 40 80 160 40 80 160
αerr 7.21E-2 3.54E-2 1.75E-2 2.64E-1 9.37E-2 2.27E-2
derr 6.75E-2 3.31E-2 1.63E-2 2.34E-1 8.32E-2 1.89E-2
Table 2.2: Convergence of the long time simulation island shape with the theoreti-
cal equilibrium shape (Winterbottom construction) as a function of the number of
marker points N . The error measures αerr and derr are defined in the text.
equilibrium states (Winterbottom construction, shown by the black curves) with
increasing number of marker points from N = 40 to N = 160 in both the isotropic
and weakly anisotropic cases; this is a clear demonstration of the convergence of our
numerical scheme. We also computed the relative error αerr of the right contact point
position between the numerical equilibrium state xrc,n and the theoretical equilibrium
state xrc,e, and the maximum distance error derr between the two equilibrium shapes
measured by marker points. We define the relative error as αerr = |(xrc,n−xrc,e)/xrc,e|.
Table 2.2 shows the convergence of the numerical equilibrium shape to the theoretical
equilibrium shape. From Table 2.2, we see that the shapes are determined more
accurately in the isotropic than in the anisotropic case for the same number of
marker points. This can be understood by noting that in the anisotropic surface
energy case, more marker points are required to capture the anisotropic morphology
than in the smoother isotropic case. In addition, we also computed the temporal
evolution of the normalized total free energy W (t) and the normalized island size
(area) A(t) in the weakly anisotropic case shown in Figure 2.5 which demonstrates
that the area occupied by the island is conserved (mass conservation) during the
entire simulation and that the total free energy of the system decays monotonically
during the evolution.
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Figure 2.5: The temporal evolution of the normalized total free energy and the
normalized area occupied by the island for the weakly anisotropic case with N = 80
and β = 0.06 presented in Fig. 2.4b.
2.5.3 Convergence test of PFEM
We now turn to the numerical convergence rate of the proposed parametric FEM
by performing simulations for a closed or open curve evolution under the surface
diffusion flow. The governing equations for a closed curve evolution are given by
Eq. (2.4.2), and the solid-state dewetting problem can be described as an open curve
evolution, which governing equations are the same as those for a closed curve evolu-
tion, but need to couple with the boundary conditions (2.1.24), (2.1.25) and (2.1.27).
In this section, we use essentially uniform time steps in our numerical simulations,
i.e, tm+1 − tm = k, m = 0, 1, . . . ,M − 1. In order to compute the convergence order








Xm−1(qj), j = 0, 1, . . . , N, t ∈ [tm−1, tm],
where h and k denote the uniform spatial grid size and time step, respectively. The
numerical error eh,k(t) in the L
∞ norm can be measured as:
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(qj, t). On the other hand, compared to the traditional explicit finite
difference method (e.g., MPM) for computing the fourth-order geometric evolution
PDEs [43,134], which imposes the extremely strong stability restriction on the time
step, i.e., k ∼ O(h4), the proposed semi-implicit parametric mixed FEM can greatly
alleviate the stability restriction and numerical experiments indicate that the time
step only needs to choose as k ∼ O(h2) to maintain the numerical stability.
As far as we know, there exists rare literature which has reported the numerical
convergence rate about numerical schemes for solving surface diffusion equations. In
the following, we will present convergence order results of the proposed parametric
FEM for simulating surface diffusion flow, including the two different cases: closed
curve evolution and open curve evolution (i.e., solid-state dewetting).
In order to test the convergence order of the proposed numerical scheme, the
computational set-up is prepared as follows: for a closed curve evolution, including
the isotropic (shown in Table 2.3) and anisotropic (shown in Table 2.5) cases, the
initial shape of thin film is chosen as a closed tube, i.e., a rectangle of length 4 and
width 1 adding two semi-circles with radii of 0.5 to its left and right sides, and the
time step and grid size are chosen as h0 = (8 + pi)/120 and k0 = 0.01; for an open
curve evolution, also including the isotropic (shown in Table 2.4) and anisotropic
(shown in Table 2.6) cases, the initial shape of thin film is chosen as a rectangle
island of length 5 and thickness 1, and the time step and grid size are chosen as
h0 = 0.1 and k0 = 0.01.
We compare the convergence results for the above four cases under three different
time levels, i.e. t = 0.5, 2.0 and 5.0. As shown from Table 2.3 to Table 2.6, we can
clearly observe that: for closed curve evolution cases, the convergence rate can
almost perfectly attain the second-order in the L∞ norm sense under the isotropic
surface energy (see Table 2.3), but numerical experiments indicate that the surface
energy anisotropy may diminish the convergence rate of the numerical scheme to
about 1.5 (see Table 2.5); for open curve evolution cases, the convergence rates
of the numerical scheme may further diminish to only first-order for the isotropic
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eh,k(t)









eh,k(t = 0.5) 4.58E-3 1.09E-3 2.63E-4 6.40E-5 1.58E-5
order – 2.07 2.05 2.04 2.02
eh,k(t = 2.0) 3.61E-3 9.43E-4 2.45E-4 6.31E-5 1.61E-5
order – 1.94 1.95 1.96 1.97
eh,k(t = 5.0) 3.63E-3 9.47E-4 2.46E-4 6.33E-5 1.62E-5
order – 1.94 1.95 1.96 1.97
Table 2.3: The numerical convergence orders in the L∞ norm sense for a closed
curve evolution under the isotropic surface diffusion flow.
eh,k(t)









eh,k(t = 0.5) 2.04E-2 2.59E-2 1.32E-2 6.52E-3 3.29E-3
order – -0.34 0.97 1.01 0.99
eh,k(t = 2.0) 3.00E-2 2.39E-2 1.22E-2 6.10E-3 3.07E-3
order – 0.33 0.97 1.00 0.99
eh,k(t = 5.0) 3.33E-2 1.91E-2 9.67E-3 4.84E-3 2.43E-3
order – 0.75 0.98 1.00 0.99
Table 2.4: The numerical convergence orders in the L∞ norm sense for an open
curve evolution under the isotropic surface diffusion flow (solid-state dewetting with
isotropic surface energies), where the computational parameters are chosen as: β =
0, θi = 5pi/6.
and anisotropic cases (see Table 2.4 and 2.6), and this may be explained as that
because of the high nonlinearity of the problem, we use the forward Euler scheme to
discretize the relaxed contact angle boundary condition, i.e. Eq. (2.1.25). But the
subtle understanding may need detailed numerical analysis, and we hope our work
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eh,k(t)









eh,k(t = 0.5) 3.82E-2 1.43E-2 6.05E-3 2.19E-3 6.76E-4
order – 1.41 1.24 1.47 1.69
eh,k(t = 2.0) 1.80E-2 6.48E-3 2.47E-3 7.99E-4 2.24E-4
order – 1.47 1.39 1.63 1.83
eh,k(t = 5.0) 1.74E-2 6.19E-3 2.36E-3 7.60E-4 2.12E-4
order – 1.49 1.39 1.64 1.84
Table 2.5: The numerical convergence orders in the L∞ norm sense for a closed
curve evolution under the anisotropic surface diffusion flow, where the parameters
of the surface energy are chosen as: m = 4, β = 0.06, φ = 0.
eh,k(t)









eh,k(t = 0.5) 2.80E-1 3.91E-2 1.73E-2 7.52E-3 3.40E-3
order – 2.84 1.17 1.20 1.16
eh,k(t = 2.0) 7.87E-2 3.58E-2 1.73E-2 7.71E-3 3.46E-3
order – 1.14 1.05 1.17 1.15
eh,k(t = 5.0) 1.37E-1 2.75E-2 1.39E-2 6.61E-3 3.10E-3
order – 2.31 0.98 1.07 1.09
Table 2.6: The numerical convergence orders in the L∞ norm sense for an open
curve evolution under the anisotropic surface diffusion flow (solid-state dewetting
with anisotropic surface energies), where the computational parameters are chosen
as: k = 4, β = 0.06, φ = 0, θi = 5pi/6.
can motivate researchers’ interest on the topic.
At last, similar to that for MPM, we list the convergence result of PFEM in
Table 2.7, compared to the Winterbottom construction. As can be seen that for
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a fixed N , there is almost no difference in the error between the isotropic and
anisotropic cases, which implies that no refinement of the mesh is needed in the
anisotropic case. Moreover, since the stability constraint is not so severe as that for
MPM, we can employ a fine mesh (N = 320 or more).
Isotropic Anisotropic
N 80 160 320 80 160 320
αerr 3.52E-2 1.80E-2 8.92E-3 3.22E-2 1.72E-2 8.78E-3
derr 3.76E-2 1.92E-2 9.54E-3 4.00E-2 2.06E-2 1.05E-2
Table 2.7: Convergence of the numerical equilibrium island shape with the theoret-
ical equilibrium shape (Winterbottom construction) as a function of the number of
grid points N by using the proposed parametric FEM. The error measures αerr and
derr are defined the same as that for the MPM.
2.6 Island/film evolution simulation results
We now examine dewetting in several geometries using the mathematical model
described above for weakly anisotropic surface energies. First, we examine the evo-
lution of small islands on a flat substrate for “smooth” γ(θ) with different degrees of
anisotropy, m-fold crystal symmetries and rotation angles, as well as the “cusped”
γ(θ). In this chapter, by saying “smooth”, we mean the γ(θ) of form as in Eq. 1.2.2,
and “cusped” γ(θ) is of form as in Eq. (1.2.3). Next, we perform numerical sim-
ulations for the evolution of large islands and semi-infinite films on a substrate,
where pinch-off occurs. Then, we examine the relationship among the number of
agglomerates resulting from the evolution of islands, the initial island size L and the
isotropic Young angle θi. Finally, we examine the evolution of an infinite long thin
film containing holes.
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2.6.1 Small islands
1. Smooth γ(θ):
The evolution of small rectangular islands towards their equilibrium shapes is
shown in Fig. 2.6 for the smooth γ(θ) with m = 4, β = 0.06, θi = 2pi/3. (a1-a4)
shows the evolution for φ = 0, and (b1-b4) is for φ = pi/4. In both cases, i)
the dynamic contact angle θd rapidly converges to the equilibrium contact angle θa
and then remains fixed throughout the remainder of the island shape evolution; ii)
the edges quickly form anisotropic shapes instead of just becoming rounded and
thickened as in the isotropic case [66, 134].
Fig. 2.7 shows the numerical equilibria for several different anisotropy strengths β
and m-fold crystalline symmetries for fixed θi = 3pi/4. As the anisotropy β increases
from 0.02 to 0.06 (Fig. 2.7a–c), the equilibrium island shape changes from smooth
and nearly circular to an increasingly anisotropic shape with increasingly sharp
corners, as expected based upon the anisotropic surface energy. As the rotational
symmetry m (Fig. 2.7d–f) is increased, the number of facets in the equilibrium shape
increases.
Fig. 2.8a shows the equilibrium shapes of small islands (initially rectangular
with L = 5, h = 1) for different values of the isotropic Young angle 0 ≤ θi ≤ pi for
β = 0.06,m = 4. Unlike in the isotropic case (even though θi = 0 or pi), complete
wetting (or dewetting) does not occur with anisotropic surface energies. This can be
understood by noting that the bending term which appears in the anisotropic Young
equation (2.1.22) and is absent in its isotropic analogue, leads to an equilibrium angle
θa that differs from θi, and is not 0 or pi even when θi = 0 or pi (Fig. 2.8b).
We also performed numerical simulations of the evolution of small islands with
finite values of φ in Eq. (1.2.2) for the weakly anisotropic cases for β = 0.06,m = 4
— this corresponds to different rotations of the crystalline axis of the island relative
to the substrate normal. The numerical equilibrium shapes for different θi and
phase shift angles φ are shown in Figs. 2.9a and 2.9b, respectively. The asymmetry
of the equilibrium shapes is clearly seen in the two figures, resulting from breaking









Figure 2.6: Evolution of thin island films with smooth weakly anisotropic surface
energy for different values of φ. (a1-a4) is for φ = 0; (b1-b4) is for φ = pi/4.
m = 4, β = 0.06, θi = 2pi/3 for both cases.
the symmetry of the surface energy anisotropy (see Eq. (1.2.2)) with respect to the
substrate normal. The numerical results confirm that the left and right equilibrium
contact angles are two roots of the anisotropic Young equation (2.1.22). In general,
it is possible for a crystal island with an m-fold rotation symmetry to exhibit 0 to
m− 1 corners upon rotation of the crystal axes with respect to the substrate φ and
the isotropic Young angle θi.






































Figure 2.7: Equilibrium morphologies (blue solid curves) of the initial L = 5 islands
(red dash-dot lines) for different anisotropies β and crystalline rotational symmetry
orders m (θi = 3pi/4 in all cases). Figures (a) - (c) are results for β = 0.02, 0.04, 0.06
(m = 4 are fixed). Figures (d) - (f) are simulation results for (d) m = 2, β = 0.32,
(e) m = 3, β = 0.1, and (f) m = 6, β = 0.022, respectively.
2. Cusped γ(θ):






ε+ (1− ε) sin2(θ − αi).
The morphological evolution is shown in Fig. 2.10 with fixed n = 2, θi = 2pi/3, ε =
10−2 for (a1-a4) α1,2 = pi/4, 3pi/4 and (b1-b4) α1,2 = 0, pi/2. The evolution of both
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Figure 2.8: Equilibrium morphologies resulting from the evolution of several small
L = 5 islands. Figure (a) shows the results for different values of θi (β = 0.06,m =
4). Figure (b) shows the relationship between the anisotropic equilibrium contact
angle θa and θi for different magnitude of anisotropies β.























Figure 2.9: (a) Equilibrium island morphologies for small (L = 5) islands with a
rotation of the crystal relative to the surface normal of φ = pi/3 for different values
of θi. (b) Equilibrium island morphologies for small (L = 5) islands with θi = 5pi/6
for several different crystal rotations φ (phase shifts). In both figures, β = 0.06 and
m = 4.
the dynamical contact angle and the edges is similar to that in the smooth γ(θ)
cases. But the facets are much flatter than that in 2.6.
Fig. 2.11a-c show the numerical equilibria with n = 2, α1,2 = 0, pi/2 for different
ε. As can be seen that the facets become flatter and the corners become shaper as ε
decreases from 10−1 to 10−3. This implies that the parameter ε plays a role similar









Figure 2.10: Evolution of thin island films with cusped weakly anisotropic surface
energy for different values of αi. (a1-a4) is for α1,2 = pi/4, 3pi/4; (b1-b4) is for
α1,2 = 0, pi/2. n = 2, ε = 10
−2, θi = 2pi/3 for both cases.
to β in the smooth case, which controls the flatness of the facets. Fig. 2.11d-f show
the equilibria with ε = 10−2 for different n, αi. It can be seen that i) for the fixed n,
the orientations of the facets change as we change the αi, ii) the number of facets
increases as n increases.





































Figure 2.11: Equilibrium morphologies (blue solid curves) of the initial L = 5 islands
(red dash-dot lines) with (regularized) cusped γ(θ) of form as in Eq. (1.2.4). Figures
(a) - (c) are results for ε = 10−1, 10−2, 10−3(n = 2, α1,2 = 0, pi/2 are fixed). Figures
(d) - (f) are simulation results (ε = 10−2 is fixed) for (d) n = 2, α1,2 = pi/4, 3pi/4,
(e) n = 3, α1,2,3 = 0, pi/3, 2pi/3, and (f) n = 3, α1,2,3 = pi/6, pi/2, 5pi/6, respectively.
θi = 3pi/4 for all cases.
2.6.2 Large islands and pinch-off
As noted in the papers [41,66], when the aspect ratios of islands are larger than
critical values, the islands pinch-off leaving two, three or more islands. Figure 2.12a
shows the temporal evolution of a very large (thin) island (aspect ratio of 60) with
weakly anisotropic surface energy (similar to the experimental result shown in 1.3
in [137]). Figure 2.12a shows that surface diffusion kinetics very quickly leads to
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the formation of ridges at the island edges followed by valleys. As time evolves and
the island contact point retracts, these two features become increasing exaggerated,
then two valleys merge near the island center. Eventually, the valley at the center
of the islands deepens until it touches the substrate, leading to a pinch-off event
that separates the initial island into a pair of islands. The corresponding evolution
of the normalized total free energy and the normalized enclosed area are shown in
Fig. 2.12b. During the dewetting process, the area (mass) is conserved and the
energy decays. The energy undergoes a sharp drop at t = 374 – the moment when
the pinch-off event occurs.
In addition to the aspect ratio, the parameter θi plays an important role in
determining the number of pinch-off events that will occur. We performed a series
of numerical simulations for large islands with different aspect ratios and different
values of θi; the results are shown in Figs. 2.13 for both the isotropic case and the
weakly anisotropic case and compare these with the results of Dornel [41] (shown
in Fig. 1.18). In the numerical results, we observe distinct boundaries between 1, 2
and 3 (or more) islands at late times.
For the isotropic case, our numerical results (i.e., the lines that divide between
different number of islands - shown in Fig. 2.13(a)) are consistent with the numerical
results of Dornel [41] (the left one of Fig. 1.18), by observing that in Fig. 2.13(a)
the solid lines represent Dornel’s numerical results.
For the anisotropic case, our linear curve fittings (shown in Fig. 2.13(b)) identify
that the 1-2 islands and 2-3 islands boundary lines are respectively L = 24.46/ sin(θi/2)+
25.91 and L = 73.59/ sin(θi/2) + 12.74, and these results are different from the nu-
merical results of Dornel (the right one of Fig. 1.18). By comparing our numerical
results in the isotropic and anisotropic cases in Figs. 2.13(a)-(b), we can clearly
see that for the same value of θi an island tends to evolve into a larger number of
islands in the anisotropic case than in the isotropic case, but this conclusion is just
the opposite to the observations of numerical results of Dornel (shown in the right
one of Fig. 1.18).
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Figure 2.12: (a) The evolution of a long, thin island (aspect ratio of 60) with weakly
anisotropic surface energy (β = 0.06,m = 4, θi = 5pi/6). Note the difference in
vertical and horizontal scales. (b) The corresponding temporal evolution of the
normalized total free energy and the normalized area (mass).
This difference of numerical results in the anisotropic case may be caused by the
phase shift angle φ. We used m = 4, φ = 0, which leads to the diamond equilibrium
shown in Fig. 2.6(a4), where θ = 0, pi/2 (in the initial state) are characterized by a
maximum of the surface energy. While they used m = 8, φ = pi/8, where θ = 0, pi/2
are of minimum surface energy. We later performed simulations for φ = pi/4, where
θ = 0, pi/2 are also of minimum surface energy, and we can draw the same conclusion
as Dornel et al. from the phase diagram of the number of agglomerates shown in
Fig. 2.14.
2.6 Island/film evolution simulation results 72



























Figure 2.13: The number of islands formed from the retraction of a high aspect
ratio island as a function of initial length L and θi (h = 1) (a) for the isotropic case
and (b) anisotropic case with β = 0.06,m = 4. In (a), the solid lines are numerical
results of Dornel [41]. In (b), the 1-2 islands and 2-3 islands boundaries (solid lines)
are linear curve fittings to our numerical results — L = 24.46/ sin(θi/2) + 25.91 and
L = 73.59/ sin(θi/2) + 12.74, respectively.
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Figure 2.14: The number of islands formed from the retraction of a high as-
pect ratio island as a function of initial length L and θi (h = 1) for the weakly
anisotropic case with β = 0.06,m = 4, φ = pi/4. The dash line is the 1-2 island
boundary in Fig. 2.13(a). The solid line is the fitting for 1-2 islands boundary:
L = 136.5/ sin(θi/2)− 19.73.
2.6.3 Semi-infinite films
Several earlier studies have shown that a discontinuous film (i.e., a semi-infinite
film) retracts such that the retraction distance scales with time according to a power
law relation l ∼ tn for sufficiently long time. For the isotropic case, analytical
predictions in the small film surface slope limit suggest n = 1/4 by Srolovitz [118]
and n = 2/5 by Wong [134]. On the other hand, numerical simulations using
the sharp interface model [134] and phase field model [66] both suggest that n ≈
0.4 in the isotropic limit. A study of the anisotropic case also found n ≈ 0.4 in
physical experiments on the dewetting of single crystal nickel films [75] and silicon-
on-insulator films [85].
We simulated the evolution of a discontinuous film (semi-infinite flat film with
a step) with the anisotropic surface energy γ(θ) = 1 + β cos(4θ) and observed a



























Figure 2.15: Retraction distance (the moving distance of the contact point) l vs
time t for β = 0.06.
power-law retraction rate. Figure 2.15 shows a typical log-log plot for computing
the exponent n of power law under β = 0.06 with different isotropic Young angles.
Figure 2.16 shows the exponent n as a function of θi for different degrees of anisotropy
β. As shown in Fig. 2.16, the power law exponent n are all in the 0.4-0.5 range,
depending on θi but nearly independent of the strength of the anisotropy.
2.6.4 Infinite films with a hole
At last, we performed numerical simulations for the evolution of an initially
continuous thin film containing a single hole from the free surface to the substrate.
As reported previously [66,118], there exists a critical hole size above which the hole
gets larger (i.e., Case I - dewetting, shown in Fig. 2.17a) or the hole shrinks and
closes (Case II - wetting, shown in Fig. 2.17b).
Interestingly, we find a third case where the two sides of the hole touch and merge,
leaving a covered hole/void/bubble at the continuous film-substrate interface (Case
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Figure 2.16: The exponent n obtained by fitting the simulation data for the retrac-
tion distance of an initially semi-infinite thin film (l ∼ tn) versus the corresponding
isotropic Young contact angles θi for the case of a weakly anisotropic surface energy
with different degrees of anisotropy β.
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III - void, shown in Fig. 2.17c). In this case, if θa < pi, the void is stable and of finite
extent, but if θa = pi the void will grow leaving a continuous film disconnected from
the substrate. We note that the case applies for f(θ) > 0 for all θ (see Eq. (2.1.22)
for definition of f(θ)). The occurrence of these three behaviors depends on θi (or
θa) and the initial size of the hole. Figure 2.18 shows the phase diagram for the
relation among the occurrence of the three cases, the parameters θi and the initial
hole size d for the isotropic and an anisotropic surface energy cases. As revealed by
the figure, it is easier to form a void at the interface (Case III) for thin films with
anisotropic surface energy than when the surface energy is isotropic under the same
conditions.
2.6 Island/film evolution simulation results 77












Figure 2.17: Three different types of morphological evolution of an infinite film
with a hole of diameter d under anisotropic surface energy conditions, γ(θ) = 1 +
0.06 cos(4θ) and θi = pi/2, (a) Case I: dewetting; (b) Case II: wetting; (c) Case III:
void. Note that the vertical and horizontal scales are different.
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Figure 2.18: Diagram showing the conditions (d and θi) for the occurrence of the
three Cases, I-dewetting, II-wetting and III-void for (a) isotropic and (b) anisotropic
surface energies (shown by Fig. 2.17).
Chapter3
Extension to Strongly Anisotropic Case
As mentioned in Chapter 2, the governing equation will become ill-posed in the
strongly anisotropic case, then either the total free energy of the system [27, 126]
or the surface energy density γ(θ) needs to be regularized [48]. In this section, we
first show the detailed derivation of the model for the strongly anisotropic case by
regularizing the total free energy; Then we show the energy dissipation property of
the proposed model; Next, we discuss the multiple equilibria construction; At last,
we introduce the parametric finite element method (PFEM) for the proposed model
and report the simulation results, focusing on the multiple anisotropic Young angles
and equilibria.
3.1 The sharp interface model







where ε is a regularization parameter and κ is the curvature of the curve Γ.
Following with the same approach presented in Chapter 2, the curve Γ(t) is
perturbed to the new curve Γ(t) along its normal and tangent directions. We can
define the curvature κ of the new curve Γ(t) due to the infinitesimal perturbation
79
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defined in Eq. (2.1.2) as:
κ =
−(yss + vss)(xs + us) + (xss + uss)(ys + vs)
[(xs + us)2 + (ys + vs)2]3/2
, (3.1.2)
when  = 0, the curvature κ reduces to the curvature of perturbed curve Γ(s, t),













(xs + us)2 + (ys + vs)2 ds. (3.1.3)
Then we can calculate the energy change rate of the regularization term Ww


































































































































































Note here that ϕs is an arbitrary smooth function and if we want this term to
disappear, the most natural way is to let the curvature κ be zero at the two contact
points. We refer to this as the “Zero-curvature” condition. So the κ terms vanished,
and Eq. (3.1.4) became Eq. (3.1.5).
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d − u(L, t)κs(θrd) sin θrd). (3.1.6)
Therefore, under the strongly anisotropic cases, by combining Eq. (3.1.5) with
Eq. (2.1.9), we can obtain the first variation of the total free energy W + Ww with


















= γ(θrd) cos θ
r
d − γ ′(θrd) sin θrd +
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d − γ ′(θld) sin θld +
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Similar to the weakly anisotropic case, after obtaining the first variation of W +



































Under the same dimensionless scaling as in the weakly anisotropic case, we can
describe the solid-state dewetting of a thin film on a flat, rigid substrate by the
following dimensionless sharp interface model:
∂X
∂t
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Again, note here that X, t, Vn, s, κ, µ, γ are dimensionless variables, ε and η are two
dimensionless parameters, and we still use the same notations for brevity. The above
governing equation (3.1.12) are subject to the following dimensionless conditions:
(i) Contact point condition (BC1)
y(xlc, t) = 0, y(x
r
c, t) = 0, (3.1.13)
this is the same as the one in the weakly anisotropic case.









this condition is similar to the one in the weakly anisotropic case. The differ-
ence is that the function f(θ) in (2.1.25) changes to the function fε which is
defined as:
fε(θ) := γ(θ) cos θ − γ ′(θ) sin θ − σ − ε2∂κ
∂s
(θ) sin θ, (3.1.15)
and the dimensionless material parameter σ is defined as in (2.1.26).
(iii) Zero-mass flux condition (BC3)
∂µ
∂s
(xlc, t) = 0,
∂µ
∂s
(xrc, t) = 0, (3.1.16)
this condition is similar to the weakly anisotropic case with a different µ, it
also ensures that the total mass of the thin film is conserved.
(iv) Zero-curvature condition (BC4)
κ(xlc, t) = 0, κ(x
r
c, t) = 0. (3.1.17)
It should be noted that the dynamical evolution equation for the strongly
anisotropic case becomes to a sixth-order PDE, compared to the fourth-order
PDE in the weakly anisotropic case (2.1.23). To make the system well-posed,
we need one more boundary condition (BC4), which comes from the derivation
of the model (from Eq. (3.1.4) to Eq. (3.1.5)). This condition ensures the total
free energy to be dissipative during the evolution.
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3.2 Mass conservation and energy dissipation
We use the same notations introduced in section 2.2. Since the proof of mass
conservation is almost the same as the weakly anisotropic case, we omit the proof
here, and we focus on proving the energy dissipation for the strongly anisotropic
case.
Proof of energy dissipation. The total free energy of the system for solid-state dewet-



















γ(θ) + γ ′′(θ)
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Note that the following equations hold:
κtsp = −θpt − κspt,
θtsp = Xpt · N , spt = Xpt · T ,
Ns = κT , Ts = −κN
We can calculate the change rate of Ww(t) as follows:











































































































































In the above calculation, we use integration by parts for the term κθpt in (3.2.2) to
get (3.2.3), then we apply integration by parts for (3.2.4) to obtain (3.2.5). (3.2.7)
is obtained by applying the zero-curvature boundary condition (3.1.17).
Therefore, combining Eqs. (3.2.1) and (3.2.7) and making use of the governing
equation (3.1.12) and the corresponding boundary conditions (3.1.13)-(3.1.16), we
have the change rate of the total free energy:









γ(θ) + γ ′′(θ)









γ(θ) cos θ − γ ′(θ) sin θ + γFS − γV S
ã









γ(θ) cos θ − γ ′(θ) sin θ + γFS − γV S
ã



























Hence, the total free energy decreases with the given governing equation and the
corresponding boundary conditions.
3.3 Multiple equilibria
According to the proposed contact angle boundary condition (BC2), the dy-
namical contact angle should converge to a root of fε(θ) = 0. And by comparing
Eq. (3.1.15) and Eq. (2.1.26), we can clearly observe that
fε(θ)→ f(θ) = γ(θ) cos θ − γ ′(θ) sin θ − σ, as ε→ 0.
This implies that the dynamical contact angle in the strongly anisotropic case should
also converge to the anisotropic Young angle θa, which is the root of the following
anisotropic Young equation (same as Eq. (2.1.22)):
f(θ) = γ(θ) cos θ − γ ′(θ) sin θ − σ = 0. (3.3.1)
When we take derivative for f(θ), we have
f ′(θ) = −
Å
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• When 0 ≤ β < 1
(m2−1) , which is the weakly anisotropic (including isotropic)
case, f(θ) is a monotone function.So, Eq. (3.3.1) has at most one root.
• However, unlike in the weakly anisotropic case, when 1
(m2−1) < β < 1, which
belongs to the strongly anisotropic case, Eq. (3.3.1) has multiple roots for some
σ since f(θ) is no longer monotone.
• Since the root determines the static contact angle in the equilibrium state, the
equilibrium in the weakly anisotropic case is unique, but multiple equilibria
may exist in the strongly anisotropic case.
In the following of this section, we study the number of possible static contact
angles, i.e., the number of roots to the anisotropic Young equation, and then discuss
the construction of stable equilibrium shapes in next.
We take the following dimensionless energy density as example (the variables are
defined the same as in Chapter 1 and 2)
γ(θ) = 1 + β cos(mθ), θ ∈ [−pi, pi],
where m is chosen to be 2, 3, 4, 6. And we restrict the discussion to 0 ≤ β < 1, this
is because there is no convex Wulff construction when β ≥ 1 (an example is shown
in Fig. 3.1), which is referred as meaningless.
3.3.1 The number of static contact angles
Since f(θ) is an even function and the θ we introduced varies from −pi to pi, the
following discussion is restricted on θ ∈ [0, pi] and the extension to a wider interval
is similar.
The number of roots to the anisotropic Young equation is related to the compe-
tition of the extreme points/values of f(θ), i.e., zeros of
f ′(θ) = −
Å
1− (m2 − 1)β cos(mθ)
ã
sin θ = 0.















m = 2, β = 1
(b)
Figure 3.1: (a) Wulff envelope (black dash line) for β < 1 with the Wulff shape (the
shaded area); (b) Wulff envelope for β = 1, which has no Wulff shape.




(m2 − 1)β , θj < θj+1, j = 1, ...,m− 1.
• m = 2:
For m = 2, f(θ) reaches its maximum at θ = θ1 and minimum at θ2 (as shown








, θ2 = pi − θ1.
Hence, Eq. (3.3.1) has a unique root for σ ∈ {f(θ1), f(θ2)} ∪ (−1− β, 1 + β),
two roots for σ ∈ [1 + β, f(θ1)) ∪ (f(θ2),−1 − β] and no root for other σ (as
shown in Fig. 3.3).
• m = 3:
For m = 3, when β is small such that f(pi) = −1 + β < f(θ2), f(θ) reaches its
maximum at θ = θ1 and minimum at θ = pi, and it has a local minimum at θ2











− θ1, θ3 = 2pi
3
+ θ1.
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Figure 3.2: Sketch of f(θ) against θ with m = 2, σ = 0.










Figure 3.3: Phase diagram of the number of roots to Eq. (3.3.1) with m = 2 for
different σ and β. The dash line β = 1/3 is the boundary of the weakly and strongly
anisotropic cases.
As β goes larger, f(θ2) becomes to a global minimum shown in Fig. 3.4(b).
Hence, for different σ, Eq. (3.3.1) has at most 3 roots and the phase diagram
is shown in Fig. 3.3.
• m = 4 and m = 6:
For m = 4 and m = 6, we did similar discussion as for m = 3 and obtained
the phase diagram (Fig. 3.6) of the number of roots to the anisotropic Young
equation.
Remark: Instead of analyze the monotone intervals of f(θ), the number of roots
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Figure 3.4: Sketch of f(θ) against θ with m = 3, σ = 0. (a) is for small β, (b) is for
large β.
can be obtained by counting the intersections of the Wulff envelope and the line
y = σ. This is because that the Wulff envelope has the following expression (which
is Eq. (1.3.5).)
x(θ) = −γ(θ) sin θ − γ ′(θ) cos θ,
y(θ) = γ(θ) cos θ − γ ′(θ) sin θ.
It can be seen that y(θ) = σ is the anisotropic Young equation for a fixed σ.
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Figure 3.5: Phase diagram of the number of roots to Eq. (3.3.1) with m = 3 for
different σ and β. The dash line β = 1/8 is the boundary of the weakly and strongly
anisotropic cases.
3.3.2 Generalized Winterbottom construction
We can calculate the second variation of the total interfacial energy (without













(xs + us)2 + (ys + vs)2
+ γ(θ)













(xs + us)2 + (ys + vs)2
. (3.3.4)
We can further calculate
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Figure 3.6: Phase diagram of the number of roots to Eq. (3.3.1) with (a) m = 4,






























(xs + us)2 + (ys + vs)2
− γ(θ)
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ã3/2å ds,
























γ ′′(θ)(xsvs − ysus)2 + γ ′(θ)
Å
− 2(xsvs − ysus)(xsus + ysvs)
ã












γ(θ) + γ ′′(θ)
ã




γ˜(θ)(ϕs − κψ)2 ds. (3.3.5)
According to the above equation (3.3.5) and Eq. (2.1.9), we have the following
theorem, providing the sufficient and necessary condition for a stable equilibrium.




, s ∈ [0, L] is a stable equilibrium shape (without
scaling, film/vapor interface) of the solid-state dewetting problem with film/vapor
interface energy density γ(θ) if and only if the following three conditions are satisfied:
µ(s) = γ˜(θ(s))κ(s) ≡ C, s ∈ [0, L], (3.3.6)
γ˜(θ(s)) ≥ 0, s ∈ [0, L], (3.3.7)
f(θ) = 0, θ = θlc, θ
r
c , (3.3.8)
where C is a constant, θlc, θ
r
c are the left and right (static) contact angles of Γe.
As we know that the Wulff envelope which solves the minimization Problem (1.3.2)
is of equipotential. Therefore, condition (3.3.6) is equivalent to that Γe should be a
continuous segment of the Wulff envelope (shown as black solid curve in Fig. 3.7(a))
given by Eq. (1.3.5).
Condition (3.3.7) requires all the orientations appears in Γe to be of positive
surface stiffness. We refer to these orientations as stable orientations. Therefore,
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(a) (b) (c)
Figure 3.7: Illustration of steps for getting a stable equilibrium shape. Step (a) gives
a γ-plot (blue solid curve) and the corresponding Wulff envelope with “ears” (black
solid curve); Step (c) eliminates the unstable orientations (black dash curves); Step
(b) adds a substrate (red dash line) and results in a unique stable equilibrium (blue
shaded region).
instead of using the Wulff envelope with “ears”, Γe should be constructed by the
Wulff envelope with stable orientations (shown as solid black curves in Fig. 3.7(b)).
Eq. (3.3.8), which is referred to as the anisotropic Young equation, determines the
static contact angles. We observe that the equation can also be viewed as y(θ) = σ
where y(θ) is the y-coordinate of Wulff envelope given by Eq. (1.3.5). That is, the





θa (viewing in clockwise direction), where θa solves Eq. (3.3.8). Therefore, Γe can be
constructed by cutting the Wulff envelope with stable orientations by the substrate
line y(θ) = σ (shown in Fig. 3.7(c)). Finally, Γe is a continuous curve which can be
physically attained, and the corresponding equilibrium is the region enclosed by Γe
and y(θ) = σ (shown in Fig. 3.7(c)).
We refer to this process as the generalized Winterbottom construction. And
we can define the angles which can be attained in the generalized Winterbottom
construction to be stable. Here, we want to highlight the case that the substrate
line intersects with the bottom “ear”. According to the generalized Winterbottom
construction, we obtain a self-intersection curve which is not physically attained.
However, the thin film should still alter its shape in an effort to reach this equilibrium
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since it is of minimum energy (unique minimum). As a result, the two contact points
will meet within a finite period. Therefore, we refer to this case as a complete
dewetting with a stable anisotropic Young angle.
A detailed explanation for m = 2, 3, 4, 6 is as follows.
• m = 2:
For a given β, Fig. 3.8 shows all the equilibrium shapes that we can obtain by
the generalized Winterbottom construction (adding a substrate to the Wulff
envelope) except for the complete wetting case. It can be seen that: i) usually
the equilibrium is the shape between the substrate and the top point of the
Wulff shape (Fig. 3.8(b, c)), ii) when the substrate is above the Wulff shape
(Fig. 3.8(a)), we refer to the shape between the top point of the Wulff shape
and the substrate as the inverted equilibrium shape (shown in Fig. 3.9). It is
noted that this equilibrium is concave. iii) when the substrate is below the
bottom point of Wulff shape(Fig. 3.8(d)), the convex Wulff shape is referred
to as the equilibrium.
According to the generalized Winterbottom construction (Fig. 3.8), we provide
a visual illustration of the stable and unstable roots via the Wulff envelope in
Fig. 3.10(a), and the relation between the roots and σ is shown in Fig. 3.10(b)
by taking β = 0.8. It can be seen that the anisotropic Young equation has
at most one stable root for m = 2. Therefore, for different σ, β, the phase
diagram of the number of stable roots is shown in Fig. 3.11.
• m = 3:
For small β that f(pi) < f(θ2), according to the generalized Winterbottom
construction, all the equilibrium shapes (without complete wetting and dewet-
ting) for m = 3 are shown in Fig. 3.12(a-d). It can be seen that the complete
dewetting occurs only when the substrate does not intersect with the Wulff
envelope, which is different with that in the m = 2 case. In addition, multiple
equilibria become possible, which implies that there are multiple stable roots





























Figure 3.8: Schematic view of the equilibria for different σ with m = 2.
for the anisotropic Young equation.
When β is large enough such that f(θ2) > f(pi), then we can obtain equilibria
shown in Fig. 3.12(e, f) instead of (c, d). As can be seen that complete
dewetting may occur when the substrate and the Wulff envelope intersect.
Similar to the m = 2 case, we show a visual illustration of the stable and unsta-
ble roots in Fig. 3.13(a), the relation between the roots and σ in Fig. 3.13(b),
and the phase diagram of the number of stable roots different σ, β in Fig. 3.14.






























Figure 3.10: (a) A schematic view of the stable roots and unstable roots via Wulff
envelope. (b) The plot of roots to Eq. (3.3.1) against σ for m = 2, β = 0.8. The
blue solid line is the stable root, and the red dash line is the unstable root.
• m = 4, 6:
For m = 4, 6, although the ears may intersect when β becomes large enough,
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Figure 3.11: Phase diagram of the number of stable roots to Eq. (3.3.1) with m = 2
for different σ and β. The number in each region is the number of stable roots.
which is different with the m = 2, 3 cases, the discussion is still similar.
For simplicity, we do not distinguish the ear-intersected cases from the non-
intersected cases. Similarly, we can obtain the equilibria (we only list some of
the equilibria since they are similar to the m = 2, 3 cases.) according to the
generalized Winterbottom construction for m = 4, 6 in Fig. 3.15 and Fig. 3.18,
respectively. Then we provide the schematic view of the stable and unstable
roots via the Wulff envelope in Fig. 3.16 and Fig. 3.19. In addition, the phase
diagrams for the number of stable roots to the anisotropic Young equation are
shown in Fig. 3.17 and Fig. 3.20.
Although our analysis for the multiple roots and the definition for the stability
are focused on the energy density of form γ(θ) = 1 + β cos(m(θ + φ)) with φ = 0,
the extension to non-zero φ and other kinds of energy density is similar.
Based on the above analysis, we find that the classification of the types of wet-
ting/dewetting (reviewed in section 1.3.3, shown in Fig. 1.13) may not be precise.
Therefore, we re-classify the types of dewetting with an schematic illustration (tak-
ing m = 4) shown in Fig. 3.21:
• Case I: Complete Wetting. The substrate line falls above the Wulff envelope
such that f(θ) in (3.3.1) is always less than zero. In this case, for any initial

































Figure 3.12: Schematic view of the equilibria for different σ with m = 3. (a-d) are
for small β, (e-f) are for big β.
island shape, the contact points will move outward and there is no stable
shape; the island tends to cover the substrate.


































Figure 3.13: A schematic view of the stable roots and unstable roots via Wulff
envelope for (a) f(pi) < f(θ2) (c) f(pi) > f(θ2). The plot of roots to Eq. (3.3.1)
against σ for m = 3 (b)β = 0.21, (d) β = 0.3.













Figure 3.14: Phase diagram of the number of stable roots to Eq. (3.3.1) with m = 3
for different σ and β.











































Figure 3.15: Schematic view of the equilibria for different σ with m = 4. (a-e) are
for small β, (f) is for big β.



































Figure 3.16: A schematic view of the stable roots and unstable roots via Wulff
envelope for (a) small β (c) big β. The plot of roots to Eq. (3.3.1) against σ for
m = 4 (b)β = 0.2, (d) β = 0.4.













Figure 3.17: Phase diagram of the number of stable roots to Eq. (3.3.1) with m = 4
for different σ and β.





































Figure 3.18: Schematic view of some of the equilibria for different σ with m = 6.
(a-e) are for small β, (f) is for big β.



































Figure 3.19: A schematic view of the stable roots and unstable roots via Wulff
envelope for (a) small β (c) big β. The plot of roots to Eq. (3.3.1) against σ for
m = 6 (b)β = 0.1, (d) β = 0.18.














Figure 3.20: Phase diagram of the number of stable roots to Eq. (3.3.1) with m = 6
for different σ and β.
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• Case II: Partial Wetting, θa ∈ (0, pi/2). The equilibrium shape is found by
flipping over the part of the Wulff envelope truncated by the substrate line
that lies between L1 and Line L2 in Fig. 3.21, as indicated by the blue shaded
region in Fig. 3.15(a) for the red dashed substrate line. We distinguish this
case from Case III since it can be clearly seen that the equilibrium is not
convex.
• Case III: Partial Wetting, θa ∈ (0, pi/2). The equilibrium shape can be directly
obtained from the section of the Wulff shape delimited by the substrate line
between L2 and Line L3 in Fig. 3.21, as shown by the blue shaded region in
Fig. 3.15(b).
• Case IV (or IV′): Multiple Equilibrium Shapes. In these cases, multiple stable
shapes exist, which can be determined by proper truncation of the Wulff enve-
lope (shown in Fig. 3.15(c)). In this case, there are two “stable” equilibrium
contact angles θa ∈ (0, pi/2) which yield three possible equilibrium shapes.
Referring to Fig. 3.15(c), the stable shapes are (i) the blue shaded region (i.e.,
the equilibrium Winterbottom shape), (ii) the striped region, (iii) the left side
of the island corresponds to the striped and the right side to the blue regions,
and (iv) the right side of the island corresponds to the striped and the left side
to the blue regions (the mirror of case (iii)).
• Case V: Partial Wetting, θa ∈ (pi/2, pi)The equilibrium shape is obtained from
the section of the Wulff shape delimited by the substrate line between Lines
L4 and L5 in Fig. 3.21, as shown by the blue shading in Fig. 3.15(d).
• Case VI: Complete Dewetting. This case corresponds to complete dewetting
(shown in Fig. 3.15(e)).

























Figure 3.21: Classification of the wetting/dewetting into six different cases for a
four-fold crystalline thin film: (a) β is not very large, (b) β is very large (i.e., large
ears). Here, the blue curves represent the Wulff envelope, and the dashed blue curves
correspond to unstable roots of the anisotropic Young equation, Eq. (3.3.1).
3.4 The parametric finite element method (PFEM)
The notations we use in this section are the same as that in Chapter 2. We first
rewrite the governing equation (3.1.12) as
Xt · N = µss, (3.4.1a)







κN = −Xss. (3.4.1c)
It can be seen that only the equation for µ changes, compared to the equations for
the weakly anisotropic case.
The weak solution of the problem is defined by the following weak formulation:
Given Γ(0) = X(I, 0), for all t ∈ (0, T ] find Γ(t) = X(I, t) with X(t) ∈ H1l,r ×H10 (l
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and r stand for xlc, x
r
c, respectively), µ(t) ∈ H1, κ(t) ∈ H10 such that
(Xt · N , ϕ)Γ + aΓ(µ, ϕ) = 0, ∀ϕ ∈ H1, (3.4.2a)
(µ, φ)Γ − (γ˜(θ)κ− ε
2
2
κ3, φ)Γ − ε2aΓ(κ, φ) = 0, ∀φ ∈ H10 , (3.4.2b)
(κN , w)Γ − aΓ(X, w) = 0, ∀w ∈ H10 ×H10 . (3.4.2c)
Note that the space for φ changes from H1 in Eq. (2.4.3b) to H10 in Eq. (3.4.2b).
This is because that we introduced the “zero-curvature” condition for the moving
contact line.
The finite element approximation to Eq. (3.4.2) can be written as follows. For
m ≥ 0, given Γm = Xm ∈ V hl,r × V h0 with l = xlc(tm), r = xrc(tm), µm ∈ V h, κm ∈ V h0 ,
find Γm+1 = Xm+1 ∈ V hl,r × V h0 with l = xlc(tm+1), r = xrc(tm+1), and µm+1 ∈ V h,
κm+1 ∈ V h0 such that
(
Xm+1 −Xm
tm+1 − tm · N
m, ϕ)Γm + aΓm(µ
m+1, ϕ) = 0, ∀ϕ ∈ V h, (3.4.3a)




− ε2aΓm(κm+1, φ) = 0, ∀φ ∈ V h0 , (3.4.3b)
(κm+1Nm, w)Γm − aΓm(Xm+1, w) = 0, ∀w ∈ V h0 × V h0 . (3.4.3c)
xlc(tm+1) and x
r
c(tm+1) are also computed previously by discretizing Eq. (3.1.14).
3.5 Convergence test and numerical results
3.5.1 Convergence test
Since the convergence of PFEM and the contact line mobility are already shown
in Chapter 2, we here only address the issue of convergence of the proposed model
with respect to the regularization parameter ε (with fixed η = 100).
Fig. 3.22 shows by numerically solving the proposed model, the numerical equi-
librium shapes of a strongly anisotropic thin island film for different regularization
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Figure 3.22: Comparison of the numerical equilibrium shapes of thin film with the
theoretical equilibrium shape for several values of the regularization parameters ε,
where the solid black lines represent the theoretical equilibrium shapes and colored
lines represent the numerical equilibrium shapes, and the parameters are chosen as
(a): m = 4, β = 0.2, σ = −0.5; (b): m = 4, β = 0.2, σ = 0.5.
parameters ε under the energy density (1.2.2) with the parameters m = 4, β =
0.2, σ = −0.5 (Fig. 3.22(a)) and m = 4, β = 0.2, σ = 0.5 (Fig. 3.22(b)). Initially, the
shape of thin island film is a rectangle with the length 5 and height 1, and we let
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it evolve into the equilibrium shape. Then, we compare the numerical equilibrium
shapes as a function of different parameters ε with the theoretical equilibrium shape
(generalized Winterbottom construction, shown by the solid black lines in Fig. 3.22).
As clearly shown in Fig. 3.22, the numerical equilibrium shapes converge to the
theoretical equilibrium shapes (especially at the corners) with decreasing the small
parameter ε in the proposed model from ε = 0.2 to ε = 0.05 in the two cases. This
implies that the smaller ε we choose, the better (closer to the non-regularization
case) numerical results will be. We did not compare the convergence at the contact
points since the theoretical equilibrium may not satisfy the zero-curvature condition.
However, we do not suggest to choose too small ε by taking the computational cost
into consideration. This is because that the mesh size has to be chosen proportional
to the small parameter ε due to the stability constraint. Therefore, ε is chosen to
be 0.1 in the following simulations unless stated.
3.5.2 Small islands
Similar to the weakly anisotropic case, we first examine and report the evolution
of small islands under the energy density (1.2.2) with different degrees of anisotropy,
m-fold crystal symmetries and rotation angles.
Figs. 3.23 and 3.24 show the evolutions of small islands with strongly anisotropic
surface energy for φ = 0, pi/4, respectively. It can be seen that the evolution of the
φ = 0 case is quite different with that in the isotropic and weakly anisotropic cases.
Many ridges and valleys are formed after a very short time. This may be because
that when φ = 0, the energy density of θ = 0 orientation (initial orientation of the
facet) is too big so that this orientation becomes unstable or metastable. The ridges
and valleys are formed to avoid the θ = 0 orientation. Besides the flatten of the
facets, the evolution of the φ = pi/4 case is similar to that in the weakly anisotropic
case (Fig. 2.6).
Fig. 3.25 shows the equilibria of thin films with strongly anisotropic surface en-
ergy density for different m and β. In the figure, the equilibria are compared with the




Figure 3.23: Evolution of a thin island film with strongly anisotropic surface energy,
the initial length is 5, the parameters are m = 4, β = 0.2, σ = −0.5, φ = 0. The
time for each subplot is (a) t = 0, (b) t = 0.002, (c) t = 0.1, (d) t = 0.4, (e)t = 1,
(f) t = 20.
Wulff envelope instead of the Winterbottom construction. This is because we find
that it is the generalized Winterbottom construction (Wulff envelope with “ears”)
that matches the equilibrium for m = 3, instead of the Winterbottom construction.
For fixed m = 4, it can be seen that the edges become flatter, the corners become
sharper and the contact points go closer as β increases. When we increase β to 0.5,
the two contact points meet before evolving to the equilibrium (shown in Fig. 3.26).
This implies that the completely dewetting may occur when the isotropic Young
angle θi < pi in the strongly anisotropic case, while it will not occur in the weakly
anisotropic case. Moreover, we verified that the contact angles all converged to one
of the anisotropic Young angles, a root to Eq. (3.3.1). In general, the equilibrium
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(a) (b)
(c) (d)
Figure 3.24: Evolution of a thin island film with strongly anisotropic surface energy,
the initial length is 5, the parameters are m = 4, β = 0.2, σ = −0.5, φ = pi/4. The
time for each subplot is (a) t = 0, (b) t = 0.01, (c) t = 1, (d) t = 11.
shape are all convex and match the Wulff envelope well.
Unlike the convex equilibria shown in Fig. 3.25, when we takem = 4, β = 0.3, σ =
1.3, the numerical equilibrium becomes concave as shown in Fig. 3.27, compared
with the inverted Wulff envelope. As can be seen that it matches the inverted Wulff
envelope well, which is just as our prediction by the generalized Winterbottom
construction, while the Winterbottom construction suggests a complete wetting for
σ of this value. Therefore, the classification (reviewed in section 1.3.3) based on the
Winterbottom construction is indeed not accurate, and our classification based on
the generalized Winterbottom construction seems more precise.
In general, the above equilibrium shapes are all consistent with our predictions
based on the generalized Winterbottom construction in section 3.3. Therefore, the
equilibria of thin films with different θi/σ and φ are not shown here. Instead, we
study something new and interesting for the strongly anisotropic case, which is about
the multiple anisotropic Young angles.
As we mentioned in section 3.3, the anisotropic Young equation may have mul-
tiple roots, which are the anisotropic Young angles, in the strongly anisotropic case.
Among all the anisotropic Young angles, which one can or cannot be obtained during




































Figure 3.25: Equilibria (black solid lines) of thin films with initial length 5, θi = 3pi/4
in all cases. The red dash-dot line shows the initial shape and the blue dash line is
the scaled Wulff envelope. (a) - (c) are equilibria for β = 0.1, 0.2, 0.4 (m = 4 are
fixed). (d) - (f) are simulation results for (d) m = 6, 3, 2 ((m2− 1)β = 2 are fixed).
evolutions is of great concern to many researchers. Therefore, simulations are per-
formed for thin films of different initial shapes to study this problem form = 2, 3, 4, 6.
The initial shape of the thin film is chosen to be a trapezoid with the base angles






Figure 3.26: The terminating state of a dewetting thin film with m = 4, β = 0.5, θi =
3pi/4. Simulation terminates when the two contact points meet.















Figure 3.27: Equilibrium (black solid lines) of thin films with initial length 1, m =
4, β = 0.3, σ = 1.3. The red dash-dot line shows the initial shape and the blue dash
line is the scaled inverted Wulff envelope.
varying from pi/4 to 3pi/4. We first report the simulation results for the φ = 0 case
and then we show several results for some nonzero φ’s.
Combining the phase diagrams (Figs. 3.3, 3.5 and 3.6) of the number of roots to
the anisotropic equation and the visual illustrations (Figs. 3.11, 3.14, 3.17 and 3.20)
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of the stable/unstable roots, we find that the anisotropic Young equation has mul-
tiple roots only when the substrate y = σ intersects with the ears of the Wulff
envelope, that is, when the substrate is either away from (above/below) the Wulff
shape or near the corners of the Wulff shape.
1. The substrate y = σ is above the Wulff shape
Fig. 3.28 shows the numerical equilibria with different initial shapes, compared
with the inverted Wulff envelopes, for m = 2, β = 0.7, σ = 1.75 when the
anisotropic Young equation has two roots and m = 4, β = .2, σ = 1.22 when
the equation has three roots. It can be seen that the dynamic contact angle
always converges to the stable root no matter what the initial shape is.
2. The substrate y = σ is below the Wulff shape
By taking m = 2, β = 0.7, σ = −1.75; m = 3, β = 0.3, σ = −0.8; m = 4, β =
0.4, σ = −√3/2 and m = 6, β = 0.15, σ = −1.05, we show the numerical
equilibria or the terminating states in Figs. 3.29 and 3.30. As can be seen
that the complete dewetting must occur as long as we choose proper initial
state (big initial contact angles). The dynamic contact angle in the complete
dewetting cases converges to the stable root that we defined before terminating.
This demonstrates that although complete dewetting occurs, the root that we
defined as stable is really a stable root.
3. The substrate y = σ is near and above the corners of the Wulff shape
Choosing m = 3, β = 0.3, σ = −0.45; m = 4, β = 0.3, σ = 0.4; m = 6, β =
0.1, σ = 0.6 and −0.4, we can see from Figs. 3.31 and 3.32 that there is only
one equilibrium shape no matter what initial shape we choose, and the contact
angle is the stable one that we defined.
4. The substrate y = σ is near and below the corners of the Wulff shape
Taking m = 3, β = 0.3, σ = −0.65; m = 4, β = 0.3, σ = −0.5; m = 6, β =
0.1, σ = 0.35 and −0.7, Figs. 3.33 and 3.34 show the corresponding numerical
equilibria compared with the scaled Wulff envelope, as well as the initial state.

























Figure 3.28: Equilibria (black solid curve) of dewetting thin films with (a, b)m =
2, β = 0.7, σ = 1.75; (c, d) m = 4, β = 0.4, σ = 0.95. The red dash-dot lines are the
initial states with base angles (a, c) pi/4 and (b, d) 3pi/4, blue dash curves are the
inverted Wulff envelopes.
It can be seen that thin films all evolve to different equilibria only with different
initial shapes. Moreover, these equilibrium shapes are all consistent with the
generalized Winterbottom construction in section 3.3.
Apart from the above symmetric initial shapes, we find that asymmetric initial
shapes may result in asymmetric equilibria which can also be predicted according
to the generalized Winterbottom construction. Here, we only show two examples in
Fig. 3.35.
At last, we report two simulation results with nonzero φ shown in Figs. 3.36,













Figure 3.29: Terminating state (black solid curve) of dewetting thin films with
m = 2, β = 0.7, σ = −1.75.
3.37. Similar to the symmetric cases that by choosing different initial states, we can
find all the possible equilibria predicted by generalized Winterbottom construction.
In summary, these simulations validate the proposed generalized Winterbottom
construction, the stable roots to the anisotropic Young equation and the classifica-
tion of dewetting. Moreover, the consistency of the simulation results and our pre-
diction by the generalized Winterbottom construction implies that the generalized
Winterbottom construction can predict all the possible equilibria for an arbitrary
energy density γ.
3.5.3 Large islands and pinch-off
Similar to the weakly anisotropic case, pinch-off occurs when we enlarge the
length of the thin film. Fig. 3.38 shows the pinch-off process of a thin film of initial
length L = 15. The evolution is the same as that of the small islands before pinch-
off: initially many ridges and valleys are formed, then they merge and the valleys
deepen until the film touches the substrate. After pinch-off, the two agglomerates
evolve to equilibria independently. The two equilibria are of same shape since there
is only one equilibrium shape for m = 4, β = 0.2, σ = −√3/2.








































Figure 3.30: (a, c, e) Equilibria/ (b, d, f) Terminating state (black solid curve) of
dewetting thin films with (a, b)m = 3, β = 0.3, σ = −0.8; (c, d) m = 4, β = 0.4, σ =
−√3/2; (e, f) m = 6, β = 0.15, σ = −1.05.

























Figure 3.31: Equilibria (black solid curve) of dewetting thin films with (a, b) m =
3, β = 0.3, σ = −0.45; (c, d) m = 4, β = 0.3, σ = 0.4.
When we choose the parameters such that multiple equilibria exist, the equilib-
rium states of large islands of different initial states are shown in Figs. 3.39. The
thin film in (a) pinches off to three agglomerates of the same equilibrium shape
(when they are scaled to same size); In (b), the thin film also pinches off to three
agglomerates, but of different equilibrium shapes; The thin film in (c) is asymmet-
ric initially, it only pinches off to two agglomerates of different equilibrium shapes.
Moreover, it is noted that although the large thin films pinch off and may evolve
to different equilibrium shapes, all the central contact angles are the same. This
implies that the initial shape only affect the shape near the edge (contact angle) of
the long film. That is, if the thin film pinches off to many agglomerates, the central






















Figure 3.32: Equilibria (black solid curve) of dewetting thin films with m = 6, β =
0.1, (a, b) σ = 0.6; (c, d) σ = −0.4.
ones should be of same shape.

























Figure 3.33: Equilibria (black solid curve) of dewetting thin films with (a, b) m =
3, β = 0.3, σ = −0.65; (c, d) m = 4, β = 0.3, σ = −0.5.























Figure 3.34: Equilibria (black solid curve) of dewetting thin films with m = 6, β =
0.1, (a, b) σ = 0.35; (c, d) σ = −0.7.

















Figure 3.35: Equilibria (black solid curve) of dewetting thin films with m = 4
(a)β = 0.3, σ = −0.5, (b) β = 0.4, σ = −√3/2.

















Figure 3.36: (a) Schematic view of the Equilibria with a nonzero φ = pi/6 and a
given σ when m = 4. (b, c) Equilibria (black solid curve) of dewetting thin films

















Figure 3.37: (a) Schematic view of the Equilibria with a nonzero φ = pi/4 and a
given σ when m = 6. (b, c) Equilibria (black solid curve) of dewetting thin films
with different initial shapes. The parameters are m = 6, β = 0.1, σ = 0.1.




Figure 3.38: Evolution and pinch-off of a large island with initial length L = 15.
m = 4, β = 0.2, σ = −√3/2.
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Figure 3.39: Equilibrium states of large islands with different initial states. m =
4, β = 0.3, σ = −1/2 and area 40 for all cases.
Chapter4
Extension to Curved Substrates
In this chapter, we consider a thin solid film lying on a rigid curved solid substrate













Figure 4.1: A schematic illustration of a solid thin film on a rigid, curved substrate
in 2D.
The moving film/vapor interface is described by Γ = Γ(t) := X(s, t) =
Ä
x(s, t), y(s, t)
ä
with arc length s ∈ [0, L(t)]. The unit tangent vector and unit outer normal vector
of Γ(t) are T (s, t) := (xs, ys) and N (s, t) := (−ys, xs), respectively. θ(s, t) ∈ (−pi, pi]
is defined to be the tangent (normal) angle of the interface.




with arc length τ ∈ [0, Lsub]. The unit tangent vector and unit outer normal vector
124
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are denoted as Tsub(τ) and Nsub(τ), respectively. θsub(τ) ∈ (−pi, pi] is the tangent
angle of the substrate curve.
The two contact points can be described as the s = 0 and s = L(t) points on
Γ(t), or the τ = τ lc(t) and τ = τ
r
c (t) on Γsub. For simplicity, we denote them as τ
l
c
and τ rc , and we use the following notations












l − θlsub, θrd = θrd(t) := θr − θrsub. (4.0.1)
This is consistent with the definition in the flat substrate case [130] where θlsub =
θrsub = 0.
4.1 The sharp interface models
4.1.1 Isotropic/weakly anisotropic case
The total free energy of the system for solid-state dewetting problems with






γFS − γV S
ä
(τ rc − τ lc), (4.1.1)
where γFS and γV S are, respectively, the surface energy densities of the film/substrate
and vapor/substrate interfaces. Here, we assume that the film/vapor interface en-
ergy (density) γFV is a function only of the interface tangent angle, i.e. γFV = γ(θ).
Consider an infinitesimal perturbation of the curve Γ(t) along its normal and
tangent directions:
Γ(t) = Γ(t) + ϕ(s)N + ψ(s)T ,
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where  is an infinitesimal number, and ϕ(s), ψ(s) are arbitrary smooth functions
with respect to arc length s. Then the two components of the new curve Γ(t) can
be expressed as follows:
Γ(t) = (x(s, t), y(s, t))
= (x(s, t) + u(s, t), y(s, t) + v(s, t)),
where the two component increments along the x−aixs and y−axis are defined as
u(s, t) = −ys(s, t)ϕ(s) + xs(s, t)ψ(s),
v(s, t) = xs(s, t)ϕ(s) + ys(s, t)ψ(s).
(4.1.2)
Assume that the contact points move along the tangent direction of substrate (If
the substrate is not smooth, regularization is needed.), so the increments at the two
contact points must be parallel to the tangent vectors of Γsub, that is,
Ä
u(0, t), v(0, t)
ä
= λl Tsub(τ lc),Ä
u(L, t), v(L, t)
ä
= λr Tsub(τ rc ).
(4.1.3)




u2(0, t) + v2(0, t) = λl|Tsub(τ lc)| = λl,

»
u2(L, t) + v2(L, t) = λr|Tsub(τ rc )| = λr.
Here, λr, λl are arbitrary constants that measures the perturbation of the contact
points.






γFS − γV S
äïÄ
τ rc + λr







Ä ys + vs
xs + us
äã»
(xs + us)2 + (ys + vs)2 ds
+
Ä
γFS − γV S
äïÄ
τ rc + λr
ä− Äτ lc + λläò, (4.1.4)
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where the operator arctan2 is defined in Eq. (2.1.8). Then we can calculate the
change rate of total free energy about the curve Γ(t) because of this infinitesimal



































































where the curvature of the curve is defined as κ = −yssxs + xssys.
Since the two contact points are required to move along the tangent direction of
substrate, we can obtained the following relations between ϕ, ψ and u, v at s = 0, L
by combining Eq. (4.1.2) and Eq. (4.1.3).
ϕ(0) =
Ä
u(0, t), v(0, t)
ä · N (0, t) = −λl sin θld, (4.1.6a)
ψ(0) =
Ä
u(0, t), v(0, t)
ä · T (0, t) = λl cos θld, (4.1.6b)
ϕ(L) =
Ä
u(L, t), v(L, t)
ä · N (L, t) = −λr sin θrd, (4.1.6c)
ψ(L) =
Ä
u(L, t), v(L, t)
ä · T (L, t) = λr cos θrd. (4.1.6d)














γ(θr) cos θrd − γ ′(θr) sin θrd +
Ä





γ(θl) cos θld − γ ′(θl) sin θld +
Ä
γFS − γV S
äã
λl. (4.1.7)
From Eq. (4.1.7) we can define the first variation of the total free energy W with
respect to the moving film/vapor interface Γ and the right contact point τ rc and the
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= γ(θr) cos θrd − γ ′(θr) sin θrd +
Ä







γ(θl) cos θld − γ ′(θl) sin θld +
Ä
γFS − γV S
äã
. (4.1.10)
It can be seen that the first equation is the same as Eq. (2.1.15) in the flat substrate
case, and Eqs. (4.1.9, 4.1.10) collapse to Eqs. (2.1.16, 2.1.17) when the substrate is
flat, that is, θrd = θ
r, θld = θ
l. Therefore, the chemical potential µ and the normal







γ(θ) + γ ′′(θ)
ã














Analogous with the weakly anisotropic case, we can describe the relaxed contact










, at τ = τ rc . (4.1.14)
By choosing the time scale to be R40/(Bγ0) and the contact line mobility scale
to be B/R30, where R0, γ0 are unit scales of the length and the film/vapor energy
density, respectively, and B = DsνγFV Ω
2
0/(kBTe) is defined the same as in the flat
substrate case, the two-dimensional solid-state dewetting of a thin film with weakly
anisotropic surface energies on a rigid curved solid substrate can be described in the
following dimensionless form by the sharp interface model:
∂X
∂t




µ = γ˜(θ)κ =
Å
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Note that X, t, Vn, s, µ, γ˜, γ and η are dimensionless variables, and we still use
the same notations for brevity.
The governing equation (4.1.15) for the solid-state dewetting problem is subject
to the following dimensionless conditions:
(i) Contact point condition (BC1)
X(0, t) = Xsub(τ
l
c), X(L, t) = Xsub(τ
r
c ). (4.1.16)
This condition, which shows two expressions of the contact points by taking
different curve as reference, means that the two moving contact points always
lie on the substrate.






= −ηf(θr, θrd), (4.1.17)
where the two-variable-function f is defined as
f(θ, θd) := γ(θ) cos θd − γ ′(θ) sin θd − σ
with the dimensionless coefficient σ := (γV S − γFS)/γ0 the same as in previous
chapters. The variables θl, θld should satisfy Eq. (4.0.1).
(iii) Zero-mass flux condition (BC3)
∂µ
∂s
(s = 0, t) = 0,
∂µ
∂s
(s = L, t) = 0, (4.1.18)
This condition implies that the area (mass) of the thin film is conserved.
It should be noted that according to the relaxed contact angle condition here,
the movement of the contact line (taking the left contact point as example) depends
on two variables, both θl (or equivalently θlsub) and θ
l
d. That is, for the equilibrium
configuration, a generalized Young equation
f(θ, θd) = γ(θ) cos θd − γ ′(θ) sin θd − σ = 0 (4.1.19)
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should be satisfied, instead of the traditional Young equation. This implies that in
the equilibrium configuration, the contact angle can not be determined unless we
fix the contact line position (or θlsub).
The generalized Young equation can be simplified in the following two cases. One
is the isotropic case, i.e,. γ(θ) = 1, and γ ′(θ) = 0. In this case, Eq. (4.1.19) will
collapse to the well-known isotropic Young equation. It implies that in the isotropic
case, the isotropic Young equation still works for curved substrates. The other
simplified case is that the substrate tangent angle is fixed to be a constant θsub,
then the generalized Young equation (i.e., Eq. (4.1.19)) becomes to the following
equation:
γ(θd + θsub) cos θd − γ ′(θd + θsub) sin θd − σ = 0, (4.1.20)
which can be used for determining the static contact angle in the equilibrium con-
figuration. And when the θsub = 0, this case further collapses to the (traditional)
isotropic/anisotropic Young equation in the flat substrate case. Moreover, it should
be noted that when we choose γ(θ) of the form as in Eq. (1.2.2), the above equation
with a nonzero θsub and φ = 0 is equivalent to the traditional Young equation in the
flat substrate case with φ = θsub.
4.1.2 Strongly anisotropic case
Similar to the flat substrate cases, for strongly anisotropic surface energies, the








where ε is a regularization parameter and κ is the curvature of the curve Γ.
Following with the same perturbation approach presented above, we can calculate
the change rate of the regularization term Ww about the curve Γ(t) due to the
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κs(s = L) cos θ
r
dλr − κs(s = 0) cos θldλl
ã
(4.1.22)
We do not show the calculation steps in detail since it is almost the same as the
flat substrate (strongly anisotropic) case. Note that in the last step of the above
calculation, we make use of Eq. (4.1.6) and we also introduce the zero-curvature
condition κ(s = 0, t) = κ(s = L, t) = 0 as in the flat substrate (strongly anisotropic)
case.
Then, combining Eq. (4.1.7) and Eq. (4.1.22), we can obtain the first variation
of the total free energy W +Ww with respect to the moving film/vapor interface Γ





















γ(θr) cos θrd − γ ′(θr) sin θrd +
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γ(θl) cos θld − γ ′(θl) sin θld +
Ä








Then, by the same dimensionless procedure as in the weakly anisotropic case, the
two-dimensional solid-state dewetting of a thin film with strongly anisotropic surface
energies on a curved solid substrate can be described in the following dimensionless
form by the sharp interface model:
∂X
∂t
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Again, X, t, Vn, s, µ, γ and η are dimensionless variables, and we still use the same
notations for brevity.
The governing equation (4.1.26) for the solid-state dewetting problem is subject
to the following dimensionless conditions:
(i) Contact point condition (BC1)
X(0, t) = Xsub(τ
l
c), X(L, t) = Xsub(τ
r
c ). (4.1.27)







= −ηfε(θr, θrd), (4.1.28)
where the two-variable-function fε is defined as
fε(θ, θd) := γ(θ) cos θd − γ ′(θ) sin θd − σ − ε2∂κ
∂s
(θ) sin θd,
where σ is defined the same as the one in Eq. (4.1.17). Analogously, this
condition is consistent with condition (3.1.14) when the substrate becomes
flat, and the fε(θ, θd) converges to f(θ, θd) in Eq. (4.1.17) as ε approaches 0.
(iii) Zero-mass flux condition (BC3)
∂µ
∂s
(s = 0, t) = 0,
∂µ
∂s
(s = L, t) = 0, (4.1.29)
(iv) Zero curvature condition(BC4)
κ(s = 0, t) = 0, κ(s = L, t) = 0. (4.1.30)
4.2 Mass conservation and energy dissipation
Proof of mass conservation. The following proof is suitable for both the weakly and
strongly anisotropic case.
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(ytxp − ypxt) dp+ yxt
∣∣∣∣p=1
p=0















(xt, yt) · (−yp, xp) dp+ yxt
∣∣∣∣p=1
p=0












ä− µsÄ0, tä = 0
In the above calculation, we make use of that the following two notations (Left side
is the notation at Γ, and right side is the notation for Γsub.) for the contact points
are equivalent.Ä






















Hence, the area(mass) of the thin film is conserved under the condition µs(0, t) =
µs(L, t) = 0.
Proof of energy dissipation for the weakly anisotropic case. The total energy in the






γFS − γV S
ä
(τ rc − τ lc),
Making using of the same identities we used in the flat substrate case, we can
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γ ′(θ)θtsp + γ(θ)spt
ã




































γ ′(θ)N + γ(θ) T äãp=1
p=0













γ(θ) + γ ′′(θ)
ã



















































where C is a positive constant.
Hence, the total free energy of the system decreases in the weakly anisotropic
case when following our proposed model.
Proof of energy dissipation for the strongly anisotropic case. The Willmore regular-
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κ3)Xt · N ds
+ ε2
Ç












κ3)Xt · N ds
− ε2
Å










Again, we do not show the detailed calculation steps since it is the same as the flat
substrate cases. From Eq. (4.2.2) to Eq. (4.2.3), we use that the velocity at the
contact points are parallel to the tangent direction of the substrate. That is,








and the zero-curvature boundary condition.
Combine Eq. (4.2.1) and Eq. (4.2.3) , we can get the change rate of the total free









γ(θ) + γ ′′(θ)













































where C is also a positive constant.
Hence, the total free energy of the system also decreases in the strongly anisotropic
case.
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4.3 The parametric finite element method (PFEM)
We still employ the parametric finite element method for solving the proposed
models. The governing equations in the curved substrate case are the same as that
in the flat substrate case, and only the boundary conditions change. So the weak
formulations and the finite element approximations are the same as that in the flat
substrate case, which are Eqs. (2.4.3, 2.4.11, 3.4.2, 3.4.3).
Here, we do not repeat writing these equations. We only want to point out
that instead of updating xlc, x
r




c by discretizing Eq. (4.1.17) or
Eq. (4.1.28). Then based on the information of the substrate, we can obtain the
coordinates of the two contact points.
In addition, the spaces of the weak solution changes due to the new boundary
conditions. The weak solution should be Γ(t) = X(I, t) with X(t) ∈ H1l,r × H1ll,rr






c ), respectively, instead of the
space H1l,r ×H10 in the flat substrate case.
4.4 Island/film evolution simulation results
In this section, we report some simulation results under different (isotropic,
weakly and strongly anisotropic) film/vapor energy densities for five kinds of sub-
strates as shown in Fig. 4.2: (a) the convex circular substrate with radius R (cur-
vature is a positive constant), (b) the concave circular substrate with radius R
(curvature is a negative constant), (c) the sinusoidal substrate with expression
ysub = A sin(k xsub) (curvature is a continuous function of τ), (d) the sawtoothed
substrate with slopes ±1 and height (pit depth) Hsaw (curvature is always 0 except
for the corner points), (e) the inverted pyramidal substrate with pit depth Hpyr and
mesa width Lmesa, the slopes are also ±1 (curvature is similar to (d)). The numerical
experiments on inverted pyramidal substrates were only performed for large islands
as simulation of the templated solid-state dewetting shown in Fig. 1.2.
Note that the sawtoothed and the inverted pyramidal substates are not C1














Figure 4.2: A schematic illustration of thin films lying on five types of curved sub-
strates.
curves, regularization is needed according to our assumption (the contact points
move along the tangent direction of the substrate). We regularize them by circle
arcs at corners. In our simulations, the height of the film is measured along the
normal direction of the substrate, and the length of the film/substrate interface is
defined as the length of the film (shown in Fig. 4.3).
4.4.1 Small islands
1. Symmetric cases





Figure 4.3: A thin film lying on a curved substrate. The height of the thin film is
length of the straight line CD, and the length of it is the length of the curve AB.
We first examined the evolution of small islands that are placed symmetrically
on different curved substrates. The length and height of the film are chosen to be 5
and 1(if not stated), respectively.
Fig. 4.4 shows the evolution of thin films with different energy densities on a
convex circular substrate. The films are placed symmetrically on the top of the
substrate. As can be seen that the morphology evolution is similar to that (shown
in Fig. 2.7 and Fig. 3.23) in the flat substrate case: there exist only two thickened
ridges and one valley in the isotropic and weakly anisotropic cases, while many
ridges and valleys formed in the strongly anisotropic case; from (a4) to (c4), we
can clearly see that the equilibrium changes from a circle-arc to anisotropic shapes.
Moreover, as labeled in the caption that the isotropic contact angle in (a4) equals
to the isotropic Young angle θi = 3pi/4, which is the same as the flat substrate case;
while the anisotropic contact angles are different with that in the flat substrate case.
These are all consistent with our analysis through the generalized Young equation.
Figs. 4.5, 4.6 and 4.7 show the equilibrium shapes of small island films with σ =
±0.5 on different substrates for the isotropic, weakly and strongly anisotropic cases,
respectively. In the isotropic case, the contact angles of the equilibria all equal to the
corresponding isotropic Young angles (either 2pi/3 or pi/3). Moreover, comparing
the equilibria in each column in Fig. 4.5, it can be seen that the equilibrium shapes













Figure 4.4: Evolution of thin films on a convex circular substrate with R = 20. (a1-
a4) is the isotropic case, (b1-b4) is the weakly anisotropic case with m = 4, β = 0.06,
and (c1-c4) is the strongly anisotropic case with m = 4, β = 0.2. σ = −√2/2 in
all cases. The contact angles of the equilibria are (a) 2.356 ≈ 3pi/4 , (b) 2.369, (c)
2.376.
are different although they are of the same contact angle. In the anisotropic cases,
there seems no obvious regularity of the contact angles for an arbitrary curved
substrate. But for the sawtoothed substrate, i.e., (d1, d2) in Figs 4.6 and 4.7, we have
θsub = ±pi/4. Therefore, according to the relaxed contact angle boundary condition,
the contact angles should satisfy the following generalized Young equation1:
γ(θ ± pi
4
) cos(θ)− γ ′(θ ± pi
4
) sin(θ)− σ = 0. (4.4.1)
It can be verified that the contact angles we obtained are exactly roots to this
equation.
2. Asymmetric cases
1Note that similar to the flat substrate case, we cannot obtain the equation directly in the
strongly anisotropic case, but we can obtain an equation which converges to it as ε→ 0.





Figure 4.5: Equilibria of (isotropic) thin films on different curved substrates. The
red dash-dot curve is the initial state. (a1, a2): the convex circular substrate with
radius R = 20; (b1, b2): the concave circular substrate with radius R = 20; (c1, c2):
the sinusoidal substrate with A = 1, k = 1/2; (d1, d2): the sawtoothed substrate
Hsaw = 4. Left column: σ = −0.5, contact angles are all around 2.094 ≈ 2pi/3;
Right column: σ = 0.5, contact angles are all around 1.047 ≈ pi/3.
When a thin film is symmetrically placed on curved substrates, although it makes
difference in the contact angles or the equilibrium shapes for different substrates,
the geometric evolution is similar to that in the flat substrate case. In addition,
since the thin film always evolves symmetrically, the two static contact angles must





Figure 4.6: Equilibria of (weakly anisotropic with m = 4, β = 0.06) thin films on
different curved substrates. The red dash-dot curve is the initial state. (a1, a2):
the convex circular substrate with radius R = 20; (b1, b2): the concave circular
substrate with radius R = 20; (c1, c2): the sinusoidal substrate with A = 1, k = 1/2;
(d1, d2): the sawtoothed substrate Hsaw = 4. Left column is for σ = −0.5, and
right column is for σ = 0.5. Contact angles are (a1) 2.214, (a2) 0.857, (b1) 2.262,
(b2) 0.958, (c1) 2.238, (c2) 0.904, (d1) 1.869, (d2) 1.273.
be of the same absolute value, and the value is unique in the weakly anisotropic case
according to the generalized Young equation. However, when we place the films





Figure 4.7: Equilibria of (strongly anisotropic with m = 4, β = 0.2) thin films on
different curved substrates. The red dash-dot curve is the initial state. (a1, a2):
the convex circular substrate with radius R = 20; (b1, b2): the concave circular
substrate with radius R = 20; (c1, c2): the sinusoidal substrate with A = 1, k = 1/2;
(d1, d2): the sawtoothed substrate Hsaw = 4. Left column is for σ = −0.5, and
right column is for σ = 0.5. Contact angles are (a1) 2.291, (a2) 0.712, (b1) 2.366,
(b2) 0.896, (c1) 2.170, (c2) 0.495, (d1) 1.694, (d2) 1.437.
asymmetrically, not only the contact angle but also the geometric evolution change
dramatically.
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Fig. 4.8 shows the evolution of thin films with (a1-a4) isotropic and (b1-b4)
weakly anisotropic surface energies on a convex circular substrate. It can be seen
from (a1-a4) that the circular substrate does not affect the symmetric evolution of
the film. This is easy to understand since both the substrate and the equilibrium
are circle arcs which have infinite symmetries. While (b1-b4) shows that the film
asymmetrically evolves to an anisotropic shape that seems to be the Wulff shape
cutting by the substrate. It can be clearly seen that the two contact angles in (b4)
are of different absolute values (also labeled in the caption). This is also reasonable
according to the relaxed contact angle condition (4.1.17), which implies that both
the tangent angle of the curved substrate and that of the film/vapor interface affect
the contact angles.
Different with the evolution on circular substrates, Fig. 4.9 shows that the thin
films migrate from the convex to concave sites, driven by energy reduction, when
placed asymmetrically on the sinusoidal substrates in both the isotropic and weakly
anisotropic cases. This kind of migration is consistent with both the experimental
observations [1, 74] and the numerical simulations [1, 78].
Even different with the above two substrates, when a thin film is placed on a
sawtoothed substate, the evolution of the film additionally depends on the initial
position: When the film is placed away from the pit bottom, it initially moves
towards the heavier side and then stays on the slope (shown in (a1-a4) of both
Fig. 4.10 and Fig. 4.11); When the film is near the pit bottom initially, it will fall
into the pit (shown in (b1-b4) of both Fig. 4.10 and Fig. 4.11).
According to all the above simulation results of small islands, we may draw some
conclusions for the equilibrium configuration on curved substrates:
• on different substrates, the equilibria may be different even though they are
of the same contact angle;
• on a fixed curved substrate, different initial positions of thin films may result
in different equilibrium morphologies. Moreover, the equilibrium can be asym-
metric with a surface energy that results in a symmetric equilibrium in the









Figure 4.8: Evolution of thin films on a circular substrates (R = 20). (a1-a4) is the
isotropic case, (b1-b4) is the weakly anisotropic case with m = 4, β = 0.06. The
initial states (a1, b1) are the same: the distances from left contact point to the
symmetry (red dash line, parallel to the (0, 1) direction) are both 10. σ = −0.5 in
both cases. The contact angles in (b4) are (left) 2.025 and (right) -2.319.
flat substrate case;
• when the surface energy is isotropic, the contact angle is determined by the
isotropic Young equation, that is, it equals to the isotropic Young angle;
• when the substrate has a fixed tangent angle, the contact angle is determined
by a (simplified) generalized Young equation (4.1.20), and it must be unique
inside the interval [0, pi] (left contact angle) or [−pi, 0] (right contact angle)
when the surface energy is weakly anisotropic;









Figure 4.9: Evolution of thin films on sinusoidal substrates (A = 4, k = 1/4) with dif-
ferent initial positions. (a1-a4) is the isotropic case, (b1-b4) is the weakly anisotropic
case with m = 4, β = 0.06. (a1) and (b1) are the same initial states: the distance
from left contact point to the symmetry (red dash line) is 4. σ = 0.5 in both cases.
• when the substrate tangent continuously varies, the contact angle is not easy to
be determined, but as a pair, the contact angle and the tangential angle of the
thin film (or the substrate) at the contact point should satisfy the generalized
Young equation (4.1.19).
4.4.2 Large islands and pinch-off
Similar to the flat substrate case, pinch-off occurs when the thin film is long
enough. Fig. 4.12 and Fig. 4.13 show the pinch-off phenomena of long films with
isotropic and weakly anisotropic surface energy densities, respectively. The evolution









Figure 4.10: Evolution of (isotropic) thin films on sawtoothed substrates (Hsaw = 5)
with different initial positions. (a1) and (b1) are the two different initial states: the
distances from left contact point to the symmetry (red dash line) are 4 in (a1) and
6.8 in (b1). σ = 0.5 in both cases.
of the film is quite similar to that in the flat substrate case: Initially, the edges retract
to center, becoming (either rounded or anisotropic) thickened, followed by valleys;
Then the two valleys merge in the center and the new valley deepens till touching
the substrate; When the valley touches the substrate, pinch-off occurs and the two
agglomerates form equilibria separately.
Apart from the geometric evolution, we found that the critical (initial) length









Figure 4.11: Evolution of (weakly anisotropic, m = 4, β = 0.06) thin films on
sawtoothed substrates (Hsaw = 5) with different initial positions. (a1) and (b1) are
the two different initial states: the distances from left contact point to the symmetry
(red dash line) are 4 in (a1) and 6.8 in (b1). σ = 0.5 in both cases.
causing pinch-off is also similar to that in the flat substrate case. We performed a
series of experiments for the isotropic case. Fig. 4.14 shows the number of agglomer-
ates formed during dewetting on a circular substrate with (a) R = 30 and (b) R = 60
for different θi and L. As shown in the figure, the critical length causing pinch-off
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(a) (b)
(c) (d)
Figure 4.12: Evolution of a large island with isotropic surface energy on a circular
substrate of radius R = 30. Film length L = 82, σ = −√3/2.
(a) (b)
(c) (d)
Figure 4.13: Evolution of a large island with weakly anisotropic surface energy on
a (convex) circular substrate of radius R = 30. Film length L = 60, m = 4, β =
0.06, σ = −√3/2.
becomes larger as θi decreases, and the 1-2 islands boundary seems to be a straight
line. The lines we used to fit the boundaries are (a) L = 79.2/ sin(θi/2) + 0.2 for
R = 30 and (b) L = 85.0/ sin(θi/2) + 0.3 for R = 60, respectively. As clearly shown
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Figure 4.14: The number of islands formed from the retraction of a high aspect ratio
island as a function of initial length L and θi (h = 1) on a circular substrate with (a)
R = 30, (b) R = 60. The linear curve fittings (black solid lines) to the 1-2 islands
boundary are (a) L = 79.24/ sin(θi/2) + 0.23, (b) L = 85/ sin(θi/2) + 0.3. The black
dash line in (b) is the fitting (black solid) line in (a). Isotropic case.
in Fig. 4.14(b), the boundary line for R = 60 moves up compared to the line for
R = 30. This implies that the flatten of the circular substrate delays the pinch-off.
We performed similar simulations for this kind of substrate of other radiuses, and
the critical lengths causing pinch-off for different R and θi are listed in Table. 4.1.
The result for R → ∞, which means the flat substrate case, is obtained by using
the fitting given by Dornel et. al. in [41]. For each radius R, we fitted a function,
similar to the functions for R = 30 and 60, for the critical pinch-off length L as
L = a(R)/ sin(θi/2) + b(R).
And we find that b(R) are around 0 for all the cases and a(R) can be fitted by
a(R) = −320.2/R + 89.9.
Therefore, assuming isotropic surface energy, for given R and θi, we suggest that
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R = 20 R = 30 R = 40 R = 50 R = 60 R→∞








































pi – – – 306.5 319.5 364.6
Table 4.1: Critical length of the first pinch-off for different σ and R(isotropic case)
. “-” means no pinch-off. R →∞ is the flat substrate case according to the fitting
given in [41].




, R ≥ 10. (4.4.2)
Here, the radius is restricted to be larger than 10 since pinch-off will not occur for
small R.
In addition, pinch-off processes of thin films on sinusoidal and sawtoothed sub-
strates are shown in Fig. 4.15 for the isotropic case and in Fig. 4.16 for the weakly
anisotropic case. As shown in the figures, the anisotropy makes little difference in
the morphology evolution, and the evolution of the films on these two kinds of sub-
strates are similar: the edges of the film spread and the center of the film deepens;
the film pinches off to two islands when the center of the film touches the substrate,
and the two islands evolve to equilibria, staying in the bottom of the pits.









Figure 4.15: Evolution of (isotropic) large islands on different curved substrates.
(a1 - a4): sinusoidal substrate with A = 2, k = 1/2; (b1 - b4): sawtoothed substrate
Hsaw = 4. Isotropic case. Film length L = 10, σ =
√
3/2 in both cases.
4.4.3 Simulations for templated dewetting
At last, we performed some (isotropic) simulations for the inverted pyramidal
substrate to capture the four observed categories of dewetting in the experimental
results reported in [55]. The initial length of the initial film is chosen to cover 5 pits
except for the one in Fig. 4.21. It can be seen that
• For the fixed pit depth Hpyr = 4, Fig. 4.17 shows an ordered structure that
there is no extra film on the mesa with one island per pit when Lmesa = 1;
When Lmesa increases to 3, there exist some small islands on the mesas with









Figure 4.16: Evolution of (weakly anisotropic, m = 4, β = 0.06) large islands on
different curved substrates. (a1 - a4): sinusoidal substrate with A = 2, k = 1/2;
(b1 - b4): sawtoothed substrate Hsaw = 4. Weakly anisotropic case. Film length
L = 10, m = 4, β = 0.06, σ =
√
3/2 in both cases.
still one island per pit as shown in Fig. 4.18; These two figures show similar
morphology as the experimental results shown in Fig.2(a) in [55]; When Lmesa
increases to 6, Fig. 4.19 shows that the thin film pinches off to different sizes,
covering the pits or the mesas, which corresponds to Fig. 2(b) in [55].
• For fixed Lmesa = 6, different with the Hpyr = 4 case, Fig. 4.20 shows that
the film will not pinch-off when Hpyr = 2, which implies that the film does
not interact with the substrate topography; This is also observed in Fig.2(d)
in [55].
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• When the pit is deep enough, Fig. 4.21 shows that the film will pinch off to
several pieces even inside one pit. This captures the category shown in Fig.2(c)
in [55].
As can be seen that, although our simulations are only for 2D, the numerical results





Figure 4.17: Evolution of an isotropic large island on an inverted pyramidal
substrate.Hpyr = 4, Lmesa = 1, film length L = 62, σ = 0.5.





Figure 4.18: Evolution of an isotropic large island on an inverted pyramidal





Figure 4.19: Evolution of an isotropic large island on an inverted pyramidal
substrate.Hpyr = 4, Lmesa = 6, film length L = 72, σ = −0.5.





Figure 4.20: Evolution of an isotropic large island on an inverted pyramidal
substrate.Hpyr = 2, Lmesa = 6, film length L = 57, σ = −0.5.
(a1) (a2)
(a3) (a4)
Figure 4.21: Evolution of an isotropic large island on an inverted pyramidal




Conclusion and Future Work
This thesis focuses on the modeling and simulations for solid-state dewetting
problems in 2D. The modeling, which is based on the thermodynamic variational
approach, includes different kinds of surface energy anisotropies (both “smooth” and
cusped cases) and different substrates (flat and curved substrates). For simulation,
we propose a revised “marker particle” method (MPM) (explicit and easy to be
implemented) and a parametric finite element method (PFEM) (semi-implicit and
efficient). The simulation results can both capture the complex geometric evolution
shown in solid-state dewetting experiments and predict some interesting phenomena.
In Chapter 2, we described a sharp interface model for simulating solid-state
dewetting of thin films with weakly anisotropic surface energy, as well as the mass
conservation and energy dissipation properties. The evolution of the films is gov-
erned by surface diffusion and contact line migration. The derivation of the sharp
interface model is based on an energy variational approach. Unlike other sharp in-
terface models, we included a finite contact line mobility during the contact line
migration. This gives rise to dynamic contact angles that may be different from the
equilibrium contact angles from the Young equation. Many observations have been
made of dynamic triple junction angles in grain boundary migration and contact line
angles in liquid wetting of substrates that differ markedly from static equilibrium
contact angles. We proposed two numerical approach for solving the sharp interface
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model. One is based upon an explicit finite difference scheme combined with the
cubic spline interpolation for evolving marker points. The other is a semi-implicit
parametric finite element method. Numerical results for solid-state dewetting in
two dimensions demonstrate the excellent performance of the methods, including
stability, convergence and numerical efficiency, especially for the PFEM.
With the validated mathematical and numerical approaches, we simulated the
evolution of thin film islands, semi-infinite films, and films with holes as a function
of film dimensions, isotropic Young angle θi, anisotropy strength and symmetry, and
film crystal orientation relative to the substrate normal. Like others, we found that
contact point retraction rate can be well described by a power-law, l ∼ tn. Our
results demonstrate that the exponent n is sensitive to the isotropic Young angle θi
(and insensitive to anisotropy). We have also observed that in addition to classical
wetting (where holes in a film heal) and dewetting (where holes in a film grow),
another possibility is where the holes heal leaving a continuous film but with a void
at the FS interface which can of finite or infinite extent. Surface energy anisotropy
was also shown to (i) increase or decrease the instability that leads to island break-
up into multiple islands, (ii) enhance hole healing, and (iii) lead to finite island size
even under some conditions where the isotropic Young angle θi suggests that the film
wets the substrate. The numerical results presented in Chapter 2 capture many of
the complexities associated with solid-state dewetting experiments [75,125,136–139].
In Chapter 3, by adopting a regularization approach [27, 48, 126], the governing
equation in Chapter 2 is revised and becomes well-posed for the strongly anisotropic
surface energy. In order to make the model problem complete, we introduced a “zero-
curvature” condition, which comes from the variation of the total energy functional,
for the moving contact line. A similar dynamical (relaxed) contact angle condi-
tion, giving a equation that converges to the anisotropic Young equation introduced
in Chapter 2, was adopted for the moving contact line. However, different with
the weakly anisotropic case, strong anisotropy may result in multiple roots to the
anisotropic Young equation. By taking m = 2, 3, 4, 6 in the smooth surface energy
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density (Eq. 1.2.2) as example, we have shown the phase diagrams of the number of
(stable) roots to the anisotropic Young equation.
The proposed model is mainly used to investigate the strong anisotropic ef-
fects on thin solid film dewetting including contact line dynamics. We have shown
that multiple equilibrium shapes may appear for sufficiently strong surface energy
anisotropy, among which some can not be described by the widely employed Win-
terbottom construction, i.e., the generalized Wulff construction for an island on a
substrate. Therefore, we proposed a generalized Winterbottom construction, includ-
ing multiple equilibrium shapes, for the equilibrium configuration under anisotropic
surface energy and re-classified the six types of wetting/dewetting. By employing
our evolution model, we demonstrate that all the equilibria predicted by the pro-
posed generalized Winterbottom construction are dynamically accessible.
Chapter 4 is the extension of previous two chapters to curved substrates. The
models and boundary conditions are derived similarly in an energy variational way.
However, different with that in the flat substrate case, the relaxed contact angle
boundary condition depends on two variables (both the dynamic contact angle and
the film or substrate tangential angle at the contact point) instead of only the
dynamic contact angle. Due to this difference in the boundary condition for the
moving contact line, the geometric evolutions of thin films change dramatically when
placed on different substrates or at different initial positions on the same substrate,
which demonstrates that the evolution strongly depends on the initial position, as
well as the substrate topography. In addition, we performed experiments on inverted
pyramidal substrates, which are simulations of the templated solid-state dewetting
shown in Fig. 1.2, the simulation results can capture the four major categories of
dewetting reported in [55].
Some future works:
Our future studies on solid-state dewetting are fruitful and mainly focused on
three dimensional problems. For example,
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• We will extend sharp interface models to three dimensions using the thermo-
dynamic variational method. Before we fight for the real 3D problems, we will
first extend the modeling and numerical methods to a cylindrically symmetric
case, which is in fact a quasi-3D problem and straight forward.
• The computation results in [11] have demonstrated the good performance of
the PFEM for solving the motion by surface diffusion of a closed hypersurface
in R3. Therefore, we will develop a PFEM for solving 3D solid-state dewetting
problems.
• Following validation of the mathematical and numerical approaches, we will
perform numerical simulations to compare with the real experiments, studying
the edge retraction [41,138], fingering instabilities [37,68] and so on.
• In [84], the authors derived the (isotropic) equilibrium shape conditions for a
particle lying on a spherically foreign curved substrate. Besides this, there is
little research on the equilibrium configuration on curved substrates, especially
including anisotropy. Based on the proposed models and the simulation results,
we expect some progress in this area in the future. We will also extend the
models on curved substrates to 3D cases.
• In addition to the sharp interface model, we plan to study the phase field model
for the solid-state dewetting problems, such as including film/vapor interfacial
anisotropy in the model and analyzing its sharp interface limits.
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