The phase diagram of high-pressure hydrogen is of great interest for fundamental research, planetary physics, and energy applications. A first-order phase transition in the fluid phase between a molecular insulating fluid and a monoatomic metallic fluid has been predicted. The existence and precise location of the transition line is relevant for planetary models. Recent experiments reported contrasting results about the location of the transition. Theoretical results based on density functional theory are also very scattered. We report highly accurate coupled electron-ion Monte Carlo calculations of this transition, finding results that lie between the two experimental predictions, close to that measured in diamond anvil cell experiments but at 25-30 GPa higher pressure. The transition along an isotherm is signaled by a discontinuity in the specific volume, a sudden dissociation of the molecules, a jump in electrical conductivity, and loss of electron localization.
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high pressure | phase transitions | quantum Monte Carlo | hydrogen metallization | molecular dissociation H ydrogen is the simplest element of the periodic table and a paradigmatic element in developing general physical theories of condensed matter. Despite the simple electronic structure, its phase diagram is unexpectedly rich, ranging from the normal three-phase equilibria (solid-liquid-gas) of the lowpressure molecular system to the fully dissociated and ionized plasma states at extreme conditions of temperature and pressure. Accurate knowledge of its phase diagram is highly relevant as testified by the continuing intense research activity over the last half century (1) (2) (3) (4) (5) . Its relevance in nature arises because it is the most abundant element in the universe and, together with the next simplest element helium, constitutes 70-90% of the atmosphere of the giant planets, Jupiter and Saturn, and of the many, recently discovered, exoplanets. Also, it is the putative element for nuclear fusion for energy applications.
The longest outstanding issue concerns the metal-insulator transition and its interplay with molecular dissociation. Molecular dissociation can occur either upon increasing temperature in the low-pressure fluid or upon increasing pressure in the low-temperature crystalline phase, or even as a combined action of temperature and pressure in the denser molecular fluid (5) . The first prediction of metallization at zero temperature suggested that the molecular crystal would become atomic and transform to a simple metal above 25 GPa (1) . Later experiments with higher pressures up to at least 360 GPa have found no convincing evidence of the metallic state at least below room temperature. However, they have revealed a rich phase diagram with a sequence of phase transformations in the molecular solid and the possibility of a semimetallic state (3, (6) (7) (8) (9) (10) (11) (12) (13) .
The metallic state has been unequivocally observed in the dense fluid in the range of 100-200 GPa and estimated temperatures of 2,000-3,000 K by dynamical compression experiments (5, (14) (15) (16) . Using the reverberating shock wave method, Weir et al. (15) and Nellis (14) measured a drop of resistivity with pressure down to ∼ 500 ðμΩ cmÞ at 140 GPa for hydrogen. At higher pressures the resistivity was roughly constant, signaling the metallic state. A transition temperature of ∼ 2,600 K was estimated using a model equation of state (EOS). Measuring the compressibility of reverberating shocked deuterium, Fortov et al. (16) measured a 20% increase of the density of the liquid in the regime where previous experiments on hydrogen (15, (17) (18) (19) have detected a sharp increase of conductivity of roughly 5 orders of magnitude, supporting the idea that dissociation and metallization occur simultaneously. However, the data were too sparse to establish the presence of a phase transition. Again, temperature estimated by models located the experimental points between 2,500 and 4,000 K, whereas using the EOS from ab initio calculations provides a temperature between 1,500 and 2,000 K (5).
A liquid-liquid phase transition (LLPT) has been predicted by theory to occur below a critical temperature of ∼ 2,000 K (20) . In the last year important and contrasting experimental and theoretical contributions have appeared concerning the LLPT.
On the experimental side new experiments have been performed, both by static compression methods within a diamond anvil cell (DAC) and laser pulses to heat the sample and reach the liquid state (21-23), and by dynamical compression methods with suitably shaped laser ramps to generate the shock wave suitable to follow the transition line (24). The two sets of experiments reached quite different conclusions. The static experiments using hydrogen detected a signature of a first-order transition and metallization at moderately low pressure (∼150 GPa) by detecting a plateau in the temperature-laser power curve and a change in reflectivity from that characteristic of an insulator to that characteristic of a conductor. The dynamical experiment using deuterium also detected the signature of metallization by observing a sudden increase in Significance Understanding hydrogen metallization under pressure and its interplay with molecular dissociation is still a major challenge in high-pressure and fundamental physics. We report results of quantum Monte Carlo simulations that indicate that the two phenomena occur simultaneously through a first-order phase transition in fluid hydrogen at megabar pressures and temperatures of 1,000 K. The predicted pressures are close to claims of metallization based on static compression experiments but are lower than that of recent dynamic compression measurements. The simulation results represent the most reliable theoretical prediction yet of the liquid-liquid transition in hydrogen and provide constraints for future experiments. reflectivity but at much higher pressure (∼300 GPa) along an almost temperature-independent line. The dissociated character of the fluid was inferred by using ab initio theory.
On the theoretical side, the occurrence of a first-order transition between two liquids of different character was conjectured a long time ago based on various methods (25-27), by ab initio simulations (28, 29) and more recently firmly established within the first-principles molecular dynamics (FPMD) with density functional theory (DFT) (20, 24, (30) (31) (32) . Within this theory the exact location of the transition line depends on the specific approximation adopted for the exchange-correlation (X-C) functional: semilocal functionals like Perdew-Burke-Ernzerhof (PBE) predicting lower transition pressures than the van-derWaals-corrected functionals (vdW-DF and vdW-DF2), with the prediction of the nonlocal hybrid Heyd-Scuseria-Ernzerhof (HSE) functional lying somewhat between the two sets. The location of the transition line ranges from 100 to 400 GPa. Nuclear quantum effects, considered both explicitly by path integral methods (30) and by approximate theories (24), reduce the transition pressure by ∼ 10 − 20% (depending on the temperature) with respect to calculations for classical protons. Results obtained using the coupled electron-ion Monte Carlo (CEIMC) method (20, 33 ) also supported the existence of a first-order phase transition in agreement with FPMD, although the location of the transition line was different. In CEIMC the electronic problem is solved by quantum Monte Carlo (QMC), which is formulated directly in terms of electrons and protons, and thus a more fundamental description of correlation (5, 34) . QMC is more accurate than DFT and because of its variational character the relative accuracy of various approximations can be established. In contrast, establishing the relative accuracy of various approximations within DFT requires predictions from a more fundamental theory or from experiments. Recently, a different QMC-based method (MD-QMC) has been exploited to investigate high-pressure liquid hydrogen (35, 36). This new method predicted the occurrence of two distinct phase transitions, a nonmetal to metal transition at lower pressure (from 150 to 450 GPa depending on temperature) between a purely molecular-insulating phase and a mixed molecular-atomic and metallic phase of liquid hydrogen, and a second dissociation transition at higher pressure (from 400 to 600 GPa depending on temperature). This disagrees both with experiments and previous theories and is not confirmed by our calculations based on more accurate treatment of finite-size effects and better trial wave functions as discussed below.
Here we report results of an extensive study of the LLPT and the properties of the liquid in the transition region by CEIMC. With respect to our previous studies, we have an improved trial wave function using several types of orbitals, a much more extensive set of data (more isotherms and a wider range of densities), and we consider both classical and quantum protons. We carefully investigate and correct for all main sources of bias affecting the results. Our present results, summarized and compared with the recent experiments in Fig. 1 , confirm the picture of a unique LLPT where molecular dissociation and metallization occur simultaneously. The location of the transition line lies between the two experimental results, at only 25 − 30 GPa higher pressure than the DAC experimental data. Also, the shapes of DAC-derived and CEIMC-predicted lines are similar: they both exhibit a change of curvature for increasing pressure, clearly detectable despite the sparse grid of temperatures investigated. The origin of such change of behavior is unclear at present. The transition measured in the dynamical experiments instead is located at higher pressure and it is almost temperature independent. (Note that the DAC experiment used hydrogen and should be compared with our line at lower pressure whereas the dynamical compression experiment used deuterium and should be compared with our line at higher pressure.) At present the origin of the disagreement between the two experiments is unclear, as well as the origin of the shift between our predictions and the experimental lines.
We have studied the systems of both classical and quantum protons along five isotherms: T = 600, 900, 1,200, 1,500, and 3,000 K. We explicitly avoid isotherms close to the predicted critical point (2,000 K) because we expect critical fluctuations and size effects to hamper an accurate location of the transition. Fig. 2 illustrates the results along the T = 600 K isotherm for classical protons. It is illustrative of the results for all isotherms except T = 3,000 K where no transition is observed. In Fig. 2A we report the EOS in terms of r s vs. pressure. The occurrence of a discontinuity with two distinct branches, and two coexisting densities at the transition is evident. We report both the raw data (black diamonds) and the size-corrected data (red circles) and show that size effects, although not negligible, are very limited and push the transition pressure to ∼ 5% higher values (see the SI Appendix for a more extensive discussion). The observed discontinuity is a clear signature of a first-order phase transition with an associated latent heat. In all cases, and in agreement with previous work (20) , we observe a small specific volume jump at the transition and the absence of detectable metastable states along the two branches of the EOS. These features of a weakly first-order transition allow us to accurately locate the transition pressure without the need to compare free energies of the coexisting phases.
The values of the transition pressure along the various isotherms obtained with this method are reported in Fig. 1 for hydrogen treated quantum mechanically; the data for deuterium are obtained by interpolating results from classical and quantum (13) . Blue circles and squares are CEIMC predictions for the liquid-liquid transition line in hydrogen and in deuterium, respectively. DAC experimental results for hydrogen are indicated by green circles (22) and purple circles (23), whereas red squares indicate shock wave experimental data for deuterium (24). We also report an earlier experimental point for the conductivity onset in liquid hydrogen (yellow circle) (15) and two points for deuterium dissociation and metallization (maroon squares) (16) . The error bars on the temperature for the latter two sets of data reported here were inferred from theories (5) . In fact, all dynamical experiments (15, 16, 24 ) used models to determine T. The blue triangle at 3,000 K indicates the CEIMC prediction for a metallization cross-over above the critical point where the conductivity is 2 − 4 × 10 3 ðΩ cmÞ −1 .
protons. From the slope of the two branches of the EOS at the transition (indicated by linear segments in Fig. 2A ) we extracted the isothermal compressibility of the coexisting phases. We find that the lower pressure phase is ∼ 15 − 30% more compressible than the higher pressure phase, the effect being slightly larger for classical nuclei than for quantum protons. Moreover, the critical compressibility is found to increase roughly linearly with temperature along the transition line from ∼ 1.
a.u. in the range T = 600 − 1,500 K. Finally, the critical compressibility of quantum hydrogen is ∼ 20% larger than for classical nuclei because of the lower transition pressure of quantum hydrogen. The direct observation of the transition pressure allows us to extract the latent heat of the transition as the difference of the enthalpy per atom between the coexisting phases at the transition pressure. The estimated latent heat, 630ð150Þ K, is in agreement with previous estimate (20) and is roughly constant in the range 600-1,500 K. See the SI Appendix for more details.
Concerning structural properties, we observe a mostly molecular phase (lower density) in coexistence with a mostly atomic phase (higher density) at the transition pressure. This is signaled by the amplitude of the molecular peak in the proton-proton pair-correlation functions g pp ðr mol Þ, where r mol ' 1.4a 0 as illustrated in Fig. 2B . Note that the two coexisting points have a mixed character but the adjacent pressures are fully characterized as molecular (lower density) and atomic (higher density). This is at variance with recent results from FPMD using vdW-DF2 approximation, where the molecular character persists in the high-pressure phase well beyond the transition pressure (see the supporting information of ref. 24). The structure of the highpressure phase is peculiar because protons can still be found at distance of the molecular bond (∼ 1.4a 0 ), although with a reduced probability with respect to the low-pressure phase. However, analysis of the dynamics reveals that the protons change partners easily, a clear indication that a molecular description is not appropriate for these thermodynamic states.
The electronic properties of the coexisting phases can be characterized in several ways. Here we report the calculation of the electrical conductivity as obtained using the KuboGreenwood formula with well-converged DFT orbitals and nuclear configurations sampled during the CEIMC runs. The results for the dc conductivity, obtained by averaging over 10 statistically independent nuclear configurations, and obtained by Kohn-Sham orbitals from PBE and vdW-DF1 X-C approximations, are reported in Fig. 2C . The quantitative value of the conductivity depends on the DFT approximation but the sudden appearance of the metallic character at the transition pressure is clear: The two coexisting points both show a nonvanishing signal supporting our observation of a mixed character, but the adjacent densities are insulating at lower pressure or metallic at higher pressure.
An alternative way to characterize the electronic state is through the reduced single-electron density matrix ρ ð1Þ ðr, r′Þ = hψ † ðrÞψðr′Þi, where ψ † ðrÞ and ψðr′Þ are, respectively, creation and annihilation operators and h. . .i denotes the integral over the electronic wave function and over nuclear configurations. At the insulator-to-metal transition the envelope of the curve, a measure of the electron localization in real space, should change from an exponential to an algebraic decay. Following ref. 36, we compute the following integral over the simulation cell:
as shown in Fig. 2D . Whereas in the insulating phase Γ ρ weakly increases with pressure, it is constant in the metallic phase, and a clear jump is observed at the transition. This discontinuity reflects a clear change of behavior in the integrand at the transition. Although an 8 × 8 × 8 grid of twist angles is used for these calculations, the size of our systems is too small to saturate the integral even in the insulating phase. This reflects the residual itinerant character of the electrons in the molecular liquid near metallization.
In Fig. 3 we report our data for the transition lines together with predictions from FPMD simulations with different DFT approximations (24) and previous QMC-based results (20, 33, 35, 36) . We report transition lines from four different X-C approximations, namely PBE, HSE, vdW-DF, and vdW-DF2, and for both classical and quantum protons. For each functional (except for HSE), the line at higher pressure corresponds to classical nuclei, whereas the line at lower pressure corresponds to quantum protons. The general trend of the DFT approximations is quite clear. GGA-PBE favors the dissociated-metallic phase followed by HSE, then by vdW-DF, and finally by vdW-DF2. The difference in pressure between GGA-PBE and vdW-DF2 is as much as 250 GPa. The CEIMC data lie between the two extremes and in rough agreement with the vdW-DF and HSE approximations. This was expected on the basis of a detailed analysis of functional performance (37). However, even in these cases the agreement is only qualitative; e.g., the HSE line for classical nuclei describes well the classical CEIMC data at lower temperature but is too low in pressure at higher temperature. On the other hand, vdW-DF for quantum hydrogen agrees with CEIMC at high temperature but overestimates the transition pressure at lower temperature. In general, none of the DFT curves exhibits the change of curvature of the transition line observed for CEIMC and for the static compression data. Fig. 3 also shows CEIMC results of a previous investigation (20, 33) , which however have been found to be biased by nonconverged orbitals (38).
Finally, in Fig. 3 we report recent results from MD-QMC which, as mentioned above, have predicted two different transitions, the first one ascribed to the insulator-metal transition (IMT in the figure) (36), the second one, at higher pressure, associated with the molecular dissociation transition (35). It is important to discuss the reason for such large disagreement because both our present work and the above-mentioned work are based on QMC methods. In the supporting information of ref. 36, a quantitative comparison between the trial wave functions for selected configurations was reported. The present trial wave function (DFT orbitals + two-body and three-body Jastrow + backflow) is shown to have a lower energy with respect to the trial function used in refs. 35, 36. However, we believe that the largest contribution to the disagreement arises from the different treatment of size effects in the two studies. Here we used small systems (54 and 128 protons) with twist-averaged boundary conditions (TABC), while in refs. 35 and 36 larger systems (up to 256 protons) at the Γ-point were considered. As discussed in ref. 20 , size effects in hydrogen, in particular near metallization, are quite large and required systems of 432 atoms or larger at the Γ-point for an accurate location of the transition. Conversely, smaller systems require k-point sampling to exhibit the transition. This picture, seen in both DFT and QMC simulations, is the largest contribution to the finite-size corrections (39) (SI Appendix). The purely electronic origin of the leading finite-size effects is consistent with the residual itinerant character of the electrons found in both phases and reveals a slow decay of the single-electron density matrix with distance. Another source of bias is the use of localized orbitals in refs. 35, 36 which favor the molecular-insulating phase over the atomic-metallic phase, hence separating the two phenomena (metallization and dissociation) and pushing the transition lines to higher pressures.
In conclusion, we have reported what we believe are the most accurate predictions for the location of the liquid-liquid transition line in high-pressure hydrogen. We confirm the existence of a single transition at which metallization and molecular dissociation simultaneously occur. Our prediction is 25-30 GPa higher in pressure than recent experimental results from static compression techniques (22). Note that in those experiments the pressure is measured at ambient temperature only, i.e., in the crystal phase I, and used at higher pressure in the liquid phase. This might be a possible origin of the disagreement with our predictions. On the other hand, recent shock wave experiments located the transition line at a higher pressure and almost independent of temperature (24), in striking disagreement with DAC experiments and with our predictions. The origin of this disagreement remains unclear. Our predictions are far more reliable than DFT-based predictions of the transition line and should be considered a better theoretical reference.
Materials and Methods
Using constant volume simulations we have studied dense hydrogen along five isotherms at 3,000, 1,500, 1,200, 900, and 600 K for a range of densities around the transition. We used the CEIMC method, an ab initio method in which the nuclear configuration space is explored by Metropolis Monte Carlo, and the Born-Oppenheimer potential energy surface is provided by (20, 33) . Transition lines for the crystalline phases are shown by dashed lines (see Fig. 1 legend) .
ground-state QMC for the electronic degrees of freedom. We mostly used systems of 54 nuclei and 54 electrons. The use of twist-averaged boundary conditions (TABC) during the nuclear sampling eliminates the dominating size effects stemming from the (almost) itinerant character of the electrons. Subleading size effects after TABC do not strongly affect nuclear sampling, allowing a postprocessing of the data to extrapolate to the thermodynamic limit (39). As an independent check for possible finite-size bias, we have investigated systems of 128 protons and electrons at selected points (SI Appendix).
Calculations of optical properties were performed for CEIMC-generated nuclear configurations within DFT, using a plane-wave energy cutoff of 1360 eV, an 8 × 8 × 8 Monkhorst-Pack grid of k points, a smearing of 0.086 in the selfconsistent cycle, and a smearing of 0.3 eV to regularize the frequencydependent conductivity. The dc conductivity has been estimated by fitting a Drude curve to the DFT data when appropriate. The number of bands was set to 64 and 120 for systems of 54 and 128 electrons, respectively.
A complete report of technical details of our calculations and a detailed analysis of all biasing effects and corrections is provided in the SI Appendix.
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THERMODYNAMIC PROPERTIES Isothermal compressibility at the transition
Here we report results for the isothermal compressibility, defined as
of the two co-existing phases along the various isotherms. As mentioned in the main text, the compressibility of each phase is obtained by the slope of the corresponding branch of the EOS at the transition point. In Figure 1 we report the compressibility at the transition for the system with classical protons (upper panels) and the system with quantum protons (lower panels). In each panel we compare results for the mainly molecular (back circles) and mainly atomic (red squares) phases. We note that for both classical and quantum systems, the molecular phase is slightly more compressible than the coexisting monoatomic phase, and the compressibility increases roughly linearly with temperature and decreases roughly linearly with pressure, in the ranges investigated. Note how error bars are larger at largest temperature since fluctuations increase when approaching the critical point. 
Latent heat
Since we have a direct determination of the transition pressure (see Figure 2 of the main text), we can estimate the difference of specific enthalpy h at coexistence, hence the latent heat of the transition λ T . From thermodynamics g = h − T s = e + pv − T s, where g is the specific Gibbs free energy, s the specific entropy and e the specific internal energy. At the coexistence between phases I and II, ∆g = g I − g II = 0 so that Figure 2 illustrates the procedure for the system with quantum protons along the T=600K isotherm. Figure 3 reports the extracted values of the latent heat for both classical and quantum protons. Assigning a statistical uncertainty to those data is rather difficult since they come from subtracting fits for the two branches of the EOS. Using the standard rule of error propagation provides much too large error bars (200%) which clearly overestimate the uncertainty. Improving the accuracy of this determination requires a more accurate determination of the transition pressure through a finer density grid. Therefore in the main text we quote the observed data dispersion as an estimate of the error bar which implies that the latent heat is almost temperature independent and also does not depend, within our accuracy, on the quantum character of the protons.
SIMULATION PROTOCOL
In CEIMC, the equilibrium Boltzmann distribution of nuclei, either represented as classical point particles or as quantum path integrals [1] , is sampled by a Metropolis Monte Carlo procedure in which the Born-Oppenheimer energy is obtained by a separate Quantum Monte Carlo calculation for the ground state electrons at fixed nuclear positions. The method has been extensively reviewed in ref. [2] where the various ingredients have been discussed in details. Here we describe the protocol employed in the present work which is similar to the one adopted in a recent study of the deuterium Hugoniot [3] . The nuclear sampling is performed using variational Quantum Monte Carlo electronic energies. This allows an efficient exploration of the nuclear configuration space. Over the past few years we have developed an accurate Slater-Jastrow trial wave function [4] [5] [6] . The Jastrow term is the sum of one-body (electron-proton), two-body (electron-electron) and three-body correlation terms. We employ the analytical expressions from RPA [4] with additional empirical functions that preserve the short and long-range limits but introduce a few more variational parameters. The Slater determinant uses Kohn-Sham (KS) orbitals from DFT. We employ the PW solver from QuantumEspresso suite [7] using several different exchange-correlation (XC) approximations. Most of our calculations are performed with orbitals from the GGA-PBE approximation, however we have investigated the effect of changing the XC approximation as reported later in this Supplemental Material. We always use an energy cut-off of 40Ry within the DFT calculation but we correct the orbitals by using the exact electron-proton cusp as explained in ref. [5] .
A backflow transformation is applied to the electron coordinates in the orbitals of the Slater determinants. The backflow transformation has both short and long range contributions; the analytic expression is complemented by an ad hoc short range function with optimized variational parameters [5, 8] . Adding an extra such term for both the Jastrow and the backflow functions decreases the energy by ∼ 1mH/atom and the variance per electron by ∼ 40% (see below) without impacting the computer time.
In principle, the variational parameters should be optimized for each nuclear configuration but this will cause a large increase in computational time. Instead, at each fixed density, fixed number of particles and given type of KS orbitals, we select a number of statistically independent nuclear configurations (typically 32), generated with an unoptimized trial function. We then optimize the variational parameters for each configuration independently using a correlated sampling procedure. Then we determine the average for each parameter with respect to the nuclear configurations. This procedure takes into account the variation of the parameters with density and number of particles but they are not tailored for the specific configuration. We have checked that using average values of the variational parameters provides a difference of ∼ 0.02mH/atom in the internal energy and of ∼ 0.03GPa in the pressure both for systems in the atomic and molecular phases, well within the statistical errors of our CEIMC averages. In principle, the optimal values of the variational parameters could also depend on the specific twist angle. We have checked that this dependence is also within our accuracy; we use a single twist angle in the optimization procedure.
In figure 4 we report the variance per electron, averaged over nuclear sampling, along the T=600K isotherm across the LLPT for systems of N p = 54 quantum protons. We see that the variance is approximately constant in the two phases, being smaller in the monoatomic-metallic than in the molecular-insulating phase: our trial wave function is slightly more accurate for the atomic liquid. At the transition the variance jumps; this signals the transition. The quality of our present trial wave function can be appreciated by comparing the variance of the present calculation with those in previous CEIMC studies [5, 9] . In ref. [5] we reported variances of ∼ 0.09a.u. for monoatomic BCC hydrogen at r s = 1.4, while in ref. [9] we reported VMC variances of ∼ 0.014a.u. and ∼ 0.011a.u. for molecular and monoatomic liquid hydrogen at T = 600K, respectively. The present improvement is due to algorithmic improvements of our code with the inclusion of the PW solver for the Kohn-Sham orbitals and their representation over a b-spline basis performed by the einspline library [10] .
Nuclear sampling
Improving the variance of the trial wave function is particularly important in CEIMC since smaller variance means more accurate electronic energies and also a smaller noise level resulting in a smaller rejection rate [2] , therefore, a larger efficiency of the sampling. Nuclear sampling in this paper is performed by a two level Metropolis scheme [2] . Nuclear forces from DFT are used in a Smart Monte Carlo step [11] at the first level of the sampling, and differences in the energy between QMC and DFT are used to finally accept or reject the new configuration. This scheme allows one to increase the system size while maintaining a reasonable acceptance rate for global nuclear moves. The computational cost of the method still scales as N 3 e : the cost of computing the Slater determinants during the QMC run. Using DFT forces for prerejection requires one to solve the electronic problem at the DFT level for both the actual and the proposed nuclear configuration. In case of a rejection this is a waste of time with respect to the use of an effective classical nuclear force field but we found this procedure more flexible. In any case the computational load of the DFT part is less than ∼ 10% of the total computational time. In case of quantum nuclei represented by imaginary time Path Integrals, the sampling is still performed in two steps using the nuclear forces from DFT in the first step, but applied in the space of normal modes of the kinetic action [12, 13] . Working in the normal mode space allows one to select independently the amplitudes of the MC steps for the sampling of path's internal degrees of freedom and the sampling of path's centroid for improved efficiency.
Reptation Quantum Monte Carlo corrections
Despite the excellent quality of the trial function, VMC introduces a bias on the energy and the pressure, hence on the location of the transition line, since the accuracy of the trial wave function is not the same for (5) 3.4(3) 0.0027(1) 0.0197(3) 1.7(1) 0.58(1) both phases. Improved accuracy can be obtained by using a Projection QMC method. Within the fixed-node approximation, the energy is variational but it only depends on the location of the nodal surfaces of the trial wave function or phases for complex trial functions. In CEIMC, the projection method of choice is Reptation Quantum Monte Carlo (RQMC) since it is better adapted to the reweighing procedure embedded in CEIMC [2] . However using RQMC energies in sampling the nuclear configuration space is much more demanding in terms of computational resources. It is much more efficient to generate nuclear trajectories using VMC energies and to estimate the VMC bias on selected, statistically independent, configurations.
RQMC results at fixed nuclear configurations are affected by finite electronic time step τ e and the finite projection time β e biases. In order to apply RQMC corrections to CEIMC results obtained at the VMC level, we need to establish how to extrapolate RQMC raw data to the zero time step limit τ e → 0 and to the infinite projection time limit β e → ∞. To this aim we have investigated two configurations, one typical of the atomic liquid (r s = 1.34, T = 1200K) and the other typical of the molecular liquid (r s = 1.44, T = 1200K). We performed calculations for several values of the projection time β e ∈ [0, 3]H −1 and several values of the time step in the range τ e ∈ [0.005, 0.015]H −1 . Our data at given β e are compatible with a linear dependence of the total energy and of the potential energy with τ e . At fixed τ e , while the total energy per atom e is monotonously decreasing with β e , the potential energy per atom e p presents a local maximum at short projection time followed by a monotonous decrease with β e . We globally parametrize our data for total and potential energy as e(β e , τ e ) = e ∞ (0) + α e (r s ) e −γe(rs)βe + a e (r s )τ e (2)
For the potential energy this is a suitable parametrization only at long projection times. The values of the parameters obtained by fitting raw data are reported in table I. Figure 5 shows for the two configurations, the total and potential energy versus the projection time β e . The extrapolated value of the pressure is obtained from the extrapolated values of total and potential energy using
where v is the volume per particle. For the two configurations considered, the pressure corrections ∆p = p ∞ (0) − p vmc are both positive but very small: ∆p(r s = 1.34) = 1.0(3)GPa, ∆p(r s = 1.44) = 1.6(2)GPa. We use eqs. (2) and (3) to extrapolate our data along all isotherms with the values in table I appropriate to the observed phase. To compute how the thermodynamic properties of the system change as we go from an ensemble of nuclear configurations generated by VMC energies to an ensemble generated by RQMC energies, we use a reweighing technique. The average of a generic observable O(R) is
where the sum is over nuclear configurations generated during the CEIMC run with VMC energy. We have used 100 independent nuclear configurations at selected thermodynamic points and for each of them recomputed the electronic properties with RQMC and twist-averaged boundary conditions (TABC). The RQMC calculations are performed at a single value of the electronic project time β e and for a single electronic time step τ e using the same grid of 4x4x4 twist angles. Average values are then extrapolated to τ e → 0 and β e → ∞ with the procedure described above. Note that a constant (over configurations) shift of the energy, as the one provided by extrapolation, does not affect the reweighing procedure. In order to establish the significance of the re-weighted results we monitored the statistical efficiency of the weights:
This was always found to be at least 75 for 100 configurations indicating that the VMC energies are close enough to the RQMC energies to allow an accurate estimation of the VMC bias. In table II we report results for two densities along the T = 1200K and T = 900K isotherms for classical nuclei. At each temperature, the system at the lower density is in the molecular state while the system at the higher density is in the atomic state. In order to check the sensitivity of our trial wave function to the type of DFT orbitals employed (see below for a more extensive discussion), for the same set of configurations at T=900K, we repeated the electronic calculation with HSE orbitals. We did not repeat a full RQMC study for several time step and projection time values, but we limit to run RQMC with a single value of τ e = 0.005 and β e = 0.25 and use the same (1) extrapolation relations employed in the case of PBE orbitals. However, we re-optimized the variational parameters of the trial function when changing orbitals.
In all cases, RQMC corrections on the total and potential energies are at the level of a few mH/atom. The corrected pressure is found always to be higher than the VMC pressure by roughly half of the finite size correction (see below): the RQMC correction changes the pressures by at most 4 GPa; less than 2% of the absolute value. Comparing results for PBE and HSE orbitals we note that at the VMC level, HSE total and potentials energies are slightly higher than the corresponding PBE values. At the RQMC level after the extrapolations, this difference is recovered for the total energy but not quite for the potential energy, and this results in small differences in the total pressure, of the order of 2 GPa. The recovery on the total energy demonstrates again the accuracy and flexibility of our trial wave function. The residual effect on the potential energy and pressure might come from the extrapolation procedure which might be slightly less accurate for the potential energy than for the total energy, in particular since the RQMC runs have only been performed for a short projection time. Since the effect is small we did not performed a complete RQMC study with HSE orbitals.
In the last column of table II we report the final estimate of the pressure after both RQMC and size corrections (SC) have been added. Those corrections are both positive and globally increase VMC data by roughly 7-8 GPa in the atomic phase and 4-7 GPa in the molecular phase.
Orbital bias
In this section we consider another kind of bias which could affect our results: the orbital bias. Indeed in our present protocol the orbitals are obtained from the DFT solver and not re-optimized in presence of the Jastrow and the backflow terms, although the latter contribution effectively changes the orbitals. Therefore it is legitimate to ask how much the results depend on the specific form of the DFT orbitals adopted. In the past we have already found that in a perfect hydrogen crystal (Pbcn structure at 300GPa) the orbital bias is negligible [6] . Here we reconsider the question by computing the electronic properties of two fixed nuclear configurations, one molecular liquid (r s = 1.49, T = 1200K) and the other atomic liquid (r s = 1.34, T = 1200K) with the following type of orbitals: LDA, GGA-PBE, BLYP, vdW-DF and vdW-DF2. These are some of the X-C approximations in DFT recently benchmarked against QMC results [14] . We only use VMC calculations since we have seen above and in ref. [6] that convergence with electronic projection time for different orbitals is very similar: the RQMC results mimic the VMC ones. In figure 6 , for both nuclear configurations, we report total energy and variance for the various orbital types. For all types of orbitals we report values obtained with only the analytical part of the Jastrow and the backflow. In addition for PBE, LDA and vdW-DF2, we report results for the full trial function with the optimized correlation and backflow. As discussed above we see that optimizing the trial function decreases the energy by roughly 1mH/atom and the variance by 40% at both densities. Comparing the cases with the analytic wave function, we observe that for both configurations the trial function with PBE orbitals provides the lowest energy and variance, but the differences with LDA, BLYP and vdW-DF are quite limited (within 0.2mH/atom for the energy and 1mH 2 /atom for the variance). However vdW-DF2 orbitals provide markedly higher energies (by roughly 1mH/atom) and larger variances. We see that this difference is not reduced if the wave functions is optimized. We conclude that our results are largely independent of the orbitals with the noticeable exception of vdW-DF2 orbitals. However, the PBE orbitals provide the best type of orbitals for the conditions of the LLPT. The dependence of the pressure on the orbitals is illustrated in the lower panels of the figure. The orbitals influence the pressure more significanlty with the LDA form providing the lowest pressure, ∼ 5GPa lower, while the vdW-DF2 gives the highest pressure, ∼ 25 − 30 GPa higher than our best estimate of the pressure provided by the PBE orbitals with fully optimized wave functions. To better establish how much different type of orbitals will bias our final estimate of the LLPT transition we have performed full CEIMC calculations with vdW-DF2 orbitals at various densities along the T=1200K isotherm. In figure 7 we compare the EOS along the T=1200K isotherm and across the LLPT from trial functions with vdW-DF2 orbitals and with PBE orbitals. We see that the transition occurs at the same densities but the pressure from vdW-DF2 orbitals is larger than the pressure from PBE by roughly 25GPa. Recall that within DFT theory these approximations provide a pressure shift for the transition of roughly 200 GPa, almost an order of magnitude larger than the sensitivity of pressure within QMC.
Convergence with the number of twists
Our simulations have been performed using a 4x4x4 grid of twists irrespectively of the size of the systems considered. For systems of the smallest size (54 protons) we have checked that this choice provides total electronic energies which differs by less than 0.025 mH/atom from the fully converged value (extrapolated). For the pressure, the deviation from the extrapolated value was smaller than 0.1 GPa.
Convergence of the nuclear path integral
Another possible bias in our calculation is related to the use of a finite number of time slices P in representing the quantum nuclei by imaginary time path integrals. We need to study the dependence of the results on the nuclear time step τ p = β/P since increasing the number of time slices requires more computer resources. As explained in ref [2] , in order to reduce the number of proton slices we introduce a pairwise effective classical potential for which we can compute the pair action [1] and treat the difference between the electronic energy and the effective potential energy with the "primitive approximation". For reasonable effective potentials, obtained for instance from the proton-proton g(r) by the Boltzmann Inversion procedure [19] , this method requires a proton time step of τ p ≤ 66H −1 which allows us to use P = 4 at T=1200K, and P = 8 at T=600K, despite that along a single isotherm the system undergoes a dissociation transition. In order to check that those values are indeed sufficient for accurate predictions we have repeated the calculations along the T=600K isotherm using 4, 8 and 16 slices. The results are shown in fig. 8 . We clearly see that the systems with P = 4 presents a transition pressure significantly higher than in the cases of P = 8 and P = 16. Those are found to be in agreement with each other, indicating that 8 time slices is enough at T=600K within the present statistical error.
Size effects
As mentioned in the main text, we employ twist-averaged boundary conditions (TABC) during the nuclear sampling. This removes the largest size effects in fermionic quantum Monte Carlo [15] . To illustrate how large the effect of TABC on the nuclear sampling is, we compare in figure 9 the proton-proton g pp (r) for the same system of 54 protons at r s = 1.44 and T=600K for a sampling using electronic energy at the Γ point only and a sampling using a 4x4x4 grid of twist angles. The observed liquid structure is markedly different with a much reduced molecular peak when using Γ point energies. The nuclear system is frustrated by the imposed insulating character of the electronic liquid (a 54 electrons system corresponds to a closed shell in the reciprocal space in 3D) and not able to form proper molecules. On the other hand the use of TABC energies removes such constraint and drives the system toward its equilibrium state. Note how similar the observed g pp (r) with Γ point energies is to the one reported in ref [17] (see figure 3 of the Supplemental Material). As concerns thermodynamic properties, the average internal energy is lower by 15mH/atom when using electrons at the Γ point, a usual results for closed shell systems [15] . The change in pressure between the two systems is also dramatic: the system with Γ point electrons has a pressure of P = 116.7(1) GPa while the system with TABC electrons has a pressure of P = 177.3(1) GPa, a pressure jump larger than the one observed in ref. [16] when going from systems of 64 to 256 protons with Γ point electrons. This analysis suggests that the differences between the results of that investigation and our present results might be mainly related to the different treatment of size effects during the sampling of the nuclear configuration space.
Residual size corrections to our predictions for the internal energy and pressure are computed following ref [18] and added to the raw data (see numerical tables in the last section of this Supporting Information).
To check that size effects are not a major issue in our study we have simulated larger systems of N p = N e = 128 at four densities and T=1200K. In figure 10 we compare the proton-proton g(r) for the two system sizes at the four densities. The agreement at the highest (r s = 1.34) and the lowest (r s = 1.44) densities is remarkable, showing that the local structure of the liquid far from the transition point is captured already with N p = 54 protons. Closer to the transition, occurring here between r s = 1.38 and r s = 1.39, the agreement is less good; the larger system appears to exhibit a sharper transition. Indeed we observe that at r s = 1.37 the smaller system still presents some molecular character not seen in the larger system. On the other side of the transition, at r s = 1.40, the molecular character is more pronounced in the larger system. However the effect is quite small and could also be related to the finite sampling since fluctuations are larger near phase boundaries, in particular for the smaller system, and properties converge much slower than away from the transition.
Finally we want to discuss finite size effects on the conductivity and Γ ρ , the integral of the off-diagonal single-electron density matrix. In figure 11 we compare results for systems of 54 and 128 protons for the DC conductivity (upper panel) and for Γ ρ (lower panel). Differences in the conductivity are negligible (here we use the PBE approximation in the optical calculation) while are more evident on Γ ρ . However the deviations on Γ ρ arise from the different upper limit of the integral for the systems with different sizes rather than from a difference in the integrand function. Limiting the two integrals at the same upper cutoff radius we observe a perfect agreement (see red squares in panel b) between the two investigated system sizes, which shows that residual size effects after TABC are negligibly small.
Numerical data
In this last section we report CEIMC data for internal energy and pressure relative to the experiments performed along the five isotherms for both systems with quantum and classical protons. Raw and sizecorrected data are reported except at T=3000K. 
