When a large earthquake occurs, an earthquake early warning system provides the warning several seconds before the impending disastrous ground motions occur, allowing for immediate mitigation actions to be taken. This paper presents the application of Sparse Bayesian Regression Method, which also can be called Relevant Vector Machine (RVM) for the estimation of magnitude, peak ground acceleration (PGA) and peak ground velocity (PGV) of magnitudes more than 5.0 and hypocentral distances less than 301 km. Earthquake PGA, PGA, PGD, pulse rise times, average period and the ratio of pmax max p V A of first 3 to 6 sconds of P-wave have been used as six input variables to train the regression model. This study shows that RVM is a useful tool for the prediction of peak ground shaking at a site.
INTRODUCTION
The Earthquake Early Warning System (EEWS) is considered to be one of the most useful tools for emergency response in reducing seismic hazards, as it requires the seismic data to be recorded and analyzed shortly after an earthquake occurs. As the development of seismic instrumentation, communication technology, computer capability, and data storage facility is enhanced, the "near" realtime seismology for rapid seismic analysis and notification is becoming reality. The EEWS can be divided into two approaches: (a) onsite warning and (b) regional warning. In (a), the observed beginning of P-wave arrivals at a single station are used to predict the ensuing ground motion at the same site. In (b), the observed beginning of P-wave arrivals at a site are used to locate an earthquake, identify the magnitude and estimate the ground motion at other sites.
For the EEWS, determing earthquake magnitude and ground shaking (PGA, PGV) are the most integral parts, as they provide information with a few seconds warning for impending ground motions due to a large earthquake. Many researchers have developed a large number of methods to estimate the real-time magnitude and ground shaking. There are two different approaches to the EEW magnitude estimation, one being the predominant period method (Nakamura 1988 , Allen and Kanamori 2003 , Kanamori 2005 , M.Allen 2005 , and another being the amplitude method (Toshikazu Odaka 2003 , Wu and Kanamori 2005b , Wu 2006 , Zollo 2006 ). The predominant method shows that the predominant period reflects the size of earthquakes and has a linear relationship with magnitude (Kanamori 2005) . Wu and Kanamori (2005b) , and Wu (2006) found a linear relationship among the peak displacement amplitude Pd , the hypocentral distance R and the magnitude. In recent years, some researchers have tried to find a direct relationship between the first three to six seconds of the P-wave PGA and the PGA of the whole time history (Hagiwara 2011 ). This methodology is aimed to give a regional warning in some certain areas.
In order to improve the precision and stability for the prediction of magnitude and ground shaking, we use another method by including various period parameters and amplitude parameters: peak acceleration, peak velocity, peak displacement, predominant period, the ratio of peak velocity and peak acceleration, and effective cumulative ascending pulse width of first width and of first displacement pulse for every second after P-wave arrival. All of the parameters of different frequency bands were synthesized using the sparse Bayesian Regression Model (Tipping and Faul 2003) .
GROUND MOTION DATA
The ground motion records used in training have been obtained from the K-net database. A total of 69 records have been selected using the following criteria:
• The range of depth is 0-86 km; Detailed information regarding these records can be found by NIED (Hsiao, Wu et al. 2011) A baseline correction of all acceleration time histories has been performed by subtracting the mean value of time history. All accelerograms were lowcut filtered by removing the frequencies below 0.1 Hz. A fourth-order Butterworth lowcut filter was used for this filtering operation. For the K-NET, as the natural frequencies of all accelerographs were very high (about 200 Hz), there was no need of the instrument response correction.
PREDICTIVE AND TARGET VARIABLES
In this study, we chose six variables as predictive parameters which will be used as training samples to predict the target variables. The six parameters include three period parameters: P-wave pulse rise times 1 2 τ , average period c τ , the ratio of pmax 
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In the equation (1), all the parameter values were scaled linearly to [-1 1], in order to prevent different problems because of large variations between the ranges of variables.
The output (target) for the th i record for magnitude, PGA and PGV seperately has the following form:
Once the earthquake occurs, the propagation of seismic wave will be received one after another by the different observed front sites, thus making the records continuous. As time goes on, the prediction can be updated by the increase of record data. In this research, the initial 1 to 6 seconds of the P-wave data had been used to obtain the six predictive parameters. 
METHODOLOGY
where is a free width parameter and the model accuracy and complexity is can be controlled by it.
After determining the weights and the noise variance, the predictive mean y * for new input x * can be obtain as:
The final predictive error bars can be found by adding the maximizing value 
RESULTS
In the former part of this paper, we had introduced the sparse Bayesian model which also can be called as relevant vector machine, the width paremeter γ was said to be used to control the regression's accuracy by changing its value. In this research, the γ was assaigned the range of [0 3]. For the purpose of finding the optimal value of γ for each magnitude, PGA and PGV, the 10-fold cross validation method (Andrew R. Webb 2011) was used. In this method, the training data is randomly assigened to 10 groups with consistant size, and nine groups are used to train the model while the remaining group is for assessing the validation error. This process is repeated 10 times until every group is used, and each time the validation group changes, the mean value of validation error for each γ is calculated. Finally, the optimal γ with the smallest validation error is determined by calculating the mean validation error for the whole range of γ .
After obtaining the onset time of the P-wave, the front site of the P-wave arrival is obtained every second until the S-wave arrives. In this research, we use 3 to 6 seconds of the P-wave arrival data to train the regression model and to obtain the peak value of imminent S-wave ground shaking. The standard deviation of regression results, which have been categorized as equation (2) (3) and (4), is tabulated in Table 1 . The comparison between the observed data and regression output with six inputs is shown in Fig. 1-3 . From the results, it is seen that the Sparse Bayesian Regression Model with six inputs has predicted accurate results on magnitude, PGA and PGV along with some inaccurate results. The standard deviation of predicted results has meet earthquake early warning needs.
APPLICATION
On 19:15 August 24, 2005, an earthquake (Mj=6.3) occurred in Miyagi-oki, Japan. The depth of this earthquake was 14 km approximately, and the distance of epicenter was 139 km. This earthquake's data is not included in the training part of regression model. From the results, it is seen that we can use the 3 to 6 seconds of P-wave arrival to predict the later peak ground motion of S-wave as well. The prediction for magnitude and PGA are better than PGV.
CONCLUSIONS
A Sparse Bayesian Regression Model (relevant vector machine) has been adopted to estimate magnitude (JMA), peak ground acceleration and peak ground velocity for the Japanese earthquake records with earthquake magnitudes more than 5.0 and hypocentral distance less than 86 km. The predicted results by this regression model have been found to be accurate to meet with earthquake early warning needs and this regression model can be applied to on-site warning. We believed that with an increased amount of stations receiving new waveform information, the result can be continually revised to become more accurate. The next step for our research is that we will try to use this regression model for the regional warning.
