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Applicazioni
Nella maggior parte dei casi, i problemi illustrati precedentemente non si ritrovano nella
realta` esattamente nella forma descritta (pur con eccezioni), ma compaiono come rilassa-
menti/semplificazioni di problemi piu` complessi
In questa sezione si vedranno esempi di problemi reali per cui sono definibili modelli ILP,
ispirati in buona parte a quelli gia` visti, utili per la loro soluzione
Per molti altri problemi reali ancor piu` complessi, anziche` insistere nel definire modelli ILP
completi che risulterebbero difficili o impossibili da risolvere perche´ “deboli”, si preferisce
definire modelli ILP per opportuni rilassamenti (eliminando o semplificando parte dei vin-
coli) ed utilizzare le informazioni fornite dalla soluzione di questi ILP e/o dai loro rilassa-
menti continui per guidare algoritmi euristici
Turnazione del Personale
I problemi di turnazione del personale sono probabilmente l’applicazione al momento piu`
rilevante dell’Ottimizzazione (e quindi dei modelli ILP)
Da un lato, in svariati casi, i vincoli imposti sui turni sono molto complessi, con l’effetto
che una costruzione dei turni “non accurata” porta facilmente a soluzioni “cattive” rispetto
a quelle ottime
Dall’altro, i costi in gioco sono molto elevati, e quindi la determinazione di soluzioni ottime
(o quasi) consente alle aziende risparmi considerevoli
Generalmente, le soluzioni ottenute “manualmente” senza l’ausilio dell’Ottimizzazione sono
di “buona” qualita`, ma richiedono tempi e costi elevati per la loro definizione (lavoro di
molti turnisti esperti per svariate settimane)
Tramite l’uso di modelli ILP, si ottengono soluzioni di qualita` generalmente migliore di
quelle ottenute “manualmente” in tempi molto ridotti – questo consente di valutare velo-
cemente l’effetto di cambiamenti (aggiunta di nuovi servizi, variazione dei vincoli lavorativi)
sui turni, cosa assolutamente impensabile agendo “manualmente”
Definizione e classificazione
La casistica dei problemi di turnazione del personale e` molto vasta, cosa che rende impos-
sibile una classificazione precisa
Tutti questi problemi richiedono di determinare, per un periodo dato (ad esempio 6 mesi)
ed un insieme di servizi che devono essere svolti in tale periodo, il numero di impiegati
da utilizzare ed il turno di ciascun impiegato, cioe` esattamente cosa l’impiegato fara` nel
periodo dato
A grandi linee, i problemi possono essere suddivisi in:
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1. Problemi in cui l’orario di lavoro giornaliero e` scelto all’interno di un numero “piccolo”
di possibilita` (ad esempio, uno tra 6-14, 14-22, 22-6)
2. Problemi in cui l’orario di lavoro giornaliero puo` essere definito in moltissimi modi,
data la struttura complessa dei servizi da svolgere (come nel caso dei turni del per-
sonale di compagnie di trasporto), a loro volta suddivisi in:
(a) Problemi in cui l’insieme di servizi da svolgere complessivamente di notte e nel
fine settimana e` significativo (come nel caso del trasporto ferroviario)
(b) Problemi in cui l’insieme di servizi da svolgere complessivamente di notte e nel
fine settimana e` trascurabile o nullo (come nel caso del trasporto urbano)
L’appartenenza ad un tipo tra quelli sopra influenza fortemente la complessita` dei problemi
incontrati
Per carico lavorativo giornaliero si intende la definizione degli orari di lavoro (unitamente
ai servizi da svolgere) che dovranno effettuare gli impiegati che lavoreranno in quel giorno,
senza specificare di quali impiegati faranno quale orario o si riposeranno
• Per i problemi del tipo 1, la definizione del carico lavorativo giornaliero e` data o
facilmente definibile, mentre la parte complessa e` la definizione dei turni di lavoro a
partire da questo carico
• Per i problemi del tipo 2b la parte complessa e` la definizione del carico lavorativo
giornaliero, mentre, una volta specificato questo, la definizione dei turni e` molto
semplice
• Per i problemi del tipo 2a entrambe le parti di definizione del carico lavorativo gior-
naliero e di definizione dei turni di lavoro a partire da questo carico sono complesse
Turnazione del Personale in Aziende di Trasporto
Nelle aziende di trasporto i servizi da svolgere corrispondono a corse di un veicolo da un
punto ad un altro, che richiedono un equipaggio di guida (ad esempio due macchinisti) ed
un equipaggio di bordo (ad esempio due controllori)
Per semplicita`, faremo riferimento al caso dell’equipaggio di guida, indicato come guidatore
E` prassi comune suddividere il problema di turnazione in due fasi :
• Fase I in cui, a partire dalle corse si definisce il carico lavorativo giornaliero
• Fase II in cui, a partire dal carico lavorativo giornaliero si definiscono i turni
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I singoli componenti del carico lavorativo giornaliero, ovverosia una sequenza di servizi che
devono essere effettuati da un guidatore in un giorno, sono detti pairing
Fase I
La definizione dei pairing a partire dalle corse, sempre soggetta a vincoli complicati, e`
generalmente affrontata tramite modelli di tipo Set Partitioning/Set Covering
Si assuma per semplicita` che l’insieme delle corse da effettuare non cambi per ogni giorno
in cui si deve lavorare (ad esempio, tutti i giorni ad eccezione della Domenica)
Si assuma di aver specificato:
• {1, . . . ,m} l’insieme delle corse da coprire ogni giorno
• S la collezione di tutti i possibili pairing ottenibili dalle corse date
• per ciascun pairing S ∈ S, il costo cS ed il corrispondente insieme delle corse effettuate
Un modello di tipo Set Partitioning si ottiene definendo le variabili:
xS :=
￿
1, se il pairing S e` selezionato in soluzione
0, altrimenti






xS = 1, i = 1, . . . ,m (82)
xS ∈ {0, 1}, S ∈ S
In molte applicazioni, si utilizza il corrispondente modello di tipo Set Covering, che ha
una soluzione migliore (o uguale) in quanto meno vincolato, consentendo di assegnare piu`
guidatori ad una stessa corsa, facendo guidare uno solo di essi e trasportando gli altri come
passeggeri
Generalmente solo in applicazioni di trasporto aereo, in cui i posti sono limitati e preziosi,
si utilizza il modello di tipo Set Partitioning
Per quanto riguarda la gestione di S:
• In alcuni casi e` possibile introdurre esplicitamente tutti i pairing possibili
• In altri casi viene utilizzata una procedura di generazione di colonne, che spesso e` di
tipo euristico essendo i vincoli imposti sui pairing molto complessi
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• In altri casi ancora, volendo evitare la generazione di colonne ma non potendo intro-
durre tutti i pairing, viene creata inizialmente una sottocollezione di pairing “buoni”
e si risolve il problema con solo questi pairing
Fase II
Come gia` detto, la definizione dei turni a partire dai pairing e` talvolta molto semplice
e talvolta complessa – in questo secondo caso i vincoli imposti sui turni sono piuttosto
complicati ed i metodi di soluzione variano molto da caso a caso, per cui in questo corso
non verranno presentati esempi
Turnazione del Personale in un Call Center
Come caso di studio concreto descritto in dettaglio, viene considerato il problema della
turnazione del personale in un call center
Il problema richiede di determinare i turni per un periodo di n giorni, con il seguente carico
di lavoro:
• Sono dati nq orari, ciascuno corrispondente ad un dato orario di lavoro all’interno
della giornata
• Per ogni orario q e giorno j, e` richiesto che almeno eqj impiegati svolgano l’orario q
nel giorno j
L’obiettivo e` la copertura degli orari con il minimo numero di turni, ciascuno da assegnare
ad un diverso impiegato (per cui i termini turno ed impiegato possono essere usati come
sinonimi ai fini del problema)
La struttura di un turno e` soggetta ai seguenti vincoli:
• I turno si ripete ciclicamente ogni n giorni
• Nel turno si alternano blocchi lavorativi e riposi
• Il turno contiene b blocchi lavorativi, ciascuno corrispondente a k giorni di lavoro
consecutivi con lo stesso orario
• Ci sono nr tipi di riposi differenti
• Per ciascun tipo di riposo r, il turno contiene ar riposi di tipo r, ciascuno corrispon-
dente a dr giorni di riposo consecutivi
Si osservi che i dati sopra sono coerenti solo se b =
￿nr
r=1 ar e bk +
￿nr
r=1 ardr = n
I blocchi lavorativi possono essere spezzati in due parti, una comprendente i primi giorni
del periodo ed una gli ultimi – in questo caso non e` necessario che l’orario di una parte
coincida con quello dell’altra
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Esempio 15 Si consideri il caso n = 14; nq = 4, eqj = 1 per q = 1, 2, 3 e j = 1, . . . , 14,
e4j = 1 per j ￿= 7, 14 ed e4j = 0 per j = 7, 14; b = 3, k = 3, nr = 2, a1 = 2, d1 = 1, a2 = 1,
d2 = 3 (in cui 3 dei 4 orari sono da svolgere tutti i giorni mentre il quarto non deve essere
svolto la Domenica)
Verificare che 6 turni sono sufficienti a patto di assegnare orari diversi a blocchi spezzati
tra inizio e fine periodo
Indicando con fj :=
￿nq
q=1 eqj il minimo numero di turni che devono lavorare il giorno j, il
metodo risolutivo proposto per il problema lo suddivide in due parti:
• Parte I, in cui vengono stabiliti i pattern lavorativi, corrispondenti a turni in cui
l’orario dei blocchi lavorativi non e` assegnato, garantendo che almeno fj turni lavorino
per ogni giorno j e minimizzando il numero di turni
• Parte II, in cui vengono assegnati gli orari ai blocchi lavorativi dei pattern determinati
nella Parte I, garantendo che almeno eqj turni lavorino con l’orario q per ogni giorno
j
La Parte I corrisponde ad un problema di ottimizzazione, mentre nella Parte II ci si limita
a cercare una soluzione ammissibile
Si osservi che, se nella Parte II si trova una soluzione ammissibile, questa e` necessariamente
ottima per il problema complessivo (cioe` si utilizzano il minimo numero di turni)
Dato che e` facile nei casi reali determinare una soluzione nella Parte II, non verra` illustrato
come procedere nel caso in cui questa non si trovi
Parte I
Per questa parte vedremo un modello “descrittivo” con variabili che specificano la struttura
dei pattern, ed un modello di tipo Set Covering con una variabile per ogni possibile pattern
Nel modello “descrittivo”, si assuma di avere m impiegati (pattern) disponibili, dove m e`
una stima sul numero di impiegati – qualora questo valore risulti essere troppo piccolo (e
quindi il modello senza soluzione) occorrera` aumentarlo; d’altra parte la dimensione del
modello e` proporzionale ad m che quindi non deve essere eccessivamente grande
Oltre alle variabili naturali:
yi :=
￿
1, se il pattern i viene utilizzato
0, altrimenti
si sarebbe tentati di utilizzare le variabili:
xij :=
￿
1, se il pattern i lavora nel giorno j
0, altrimenti
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Sfortunatamente, con le variabili x definite come sopra e` estremamente complesso imporre
il vincolo che i blocchi lavorativi ed i riposi sono formati da un certo numero di giorni
consecutivi
Le variabili x che consentono di ottenere un modello relativamente semplice sono invece:
xij :=
￿
1, se il pattern i inizia un blocco lavorativo nel giorno j
0, altrimenti
unitamente alla loro controparte per i riposi:
wrij :=
￿
1, se il pattern i inizia un riposo di tipo r nel giorno j
0, altrimenti
Con queste ultime variabili x e w, assieme alle variabili y, notando che un pattern i lavora
nel giorno j se e solo se
￿j









xih ≥ fj, j = 1, . . . , n (84)
n￿
j=1
xij = byi, i = 1, . . . ,m (85)
n￿
j=1
















wrij, i = 1, . . . ,m, j = 1, . . . , n (89)
yi, xij, w
r
ij ∈ {0, 1}, i = 1, . . . ,m, j = 1, . . . , n, r = 1, . . . , nr(90)
I vincoli (85)-(89) garantiscono che il pattern sia ammissibile – in particolare (87) impon-
gono che ogni giorno il pattern lavori o riposi, (88) che prima di ogni blocco vi sia un
riposo, ed i vincoli (89) che dopo ogni blocco vi sia un riposo
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Il modello visto, che e` fortemente simmetrico, pur consentendo di risolvere casi piccoli, e`
nettamente peggiore del modello che segue (anche se i lower bound dei due rilassamenti
continui generalmente coincidono), che e` necessario utilizzare per risolvere i casi reali
Nel secondo modello, indicando con P la collezione di tutti i pattern ammissibili e notando
che potrebbe essere conveniente utilizzare uno stesso pattern piu` volte nella soluzione (cioe`
avere impiegati che lavorano secondo lo stesso pattern), si utilizzano le variabili:
xP := numero di impiegati che lavorano secondo il pattern P
Indicando con Pj ⊆ P la sottocollezione di pattern che lavorano il giorno j, il modello,






xP ≥ fj, j = 1, . . . , n (92)
xP ≥ 0, intero, P ∈ P (93)
In alcuni casi pratici, il numero di possibili pattern |P| e` sufficientemente contenuto da
consentire la costruzione esplicita di tutti questi pattern e la soluzione diretta del modello
sopra
In altri casi, occorre risolvere il rilassamento continuo del problema ricorrendo alla genera-
zione di colonne, che richiede di considerarne il duale, nel quale si indica con JP l’insieme






yj ≤ 1, P ∈ P (95)
yj ≥ 0, j = 1, . . . , n (96)
Il problema di generazione di colonne richiede, dato y∗ = (y∗j ), di determinare, se esiste,
un pattern P ∈ P tale che: ￿
j∈JP
y∗j > 1
Un tale pattern P esiste se e solo se il valore ottimo dell’ILP che segue e` > 1 (ed in tal
caso e` indicato dalla soluzione dell’ILP)
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Dovendo definire un pattern, la struttura del modello e` simile a quella del modello “de-
scrittivo” visto sopra, con la differenza che scompare l’indice relativo al pattern (si cerca
un solo pattern) e la funzione obiettivo richiede di massimizzare la somma dei “profitti”
y∗j dei giorni in cui il pattern lavora
Si considerino le variabili:
zj :=
￿
1, se il pattern P inizia un blocco lavorativo nel giorno j
0, altrimenti
unitamente alla loro controparte per i riposi:
urj :=
￿
1, se il pattern P inizia un riposo di tipo r nel giorno j
0, altrimenti













zj = b, (98)
n￿
j=1
















urj , j = 1, . . . , n (102)
zj, u
r
j ∈ {0, 1}, j = 1, . . . , n, r = 1, . . . , nr (103)
Tramite il secondo modello ILP per la Parte I, generando le colonne tramite il modello ILP
sopra, si risolvono facilmente casi con centinaia di giorni e di impiegati necessari
Parte II
Come gia` detto, obiettivo della Parte II e` determinare una soluzione ammissibile e, qualora
vi si riesca, la soluzione finale determinata per il problema completo e` certamente ottima
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Qualora in questa parte non si trovi una soluzione occorre ridefinire i pattern nella Parte I
in qualche modo – dato pero` che questo non accade in pratica (come gia` detto) non verra`
discusso questo caso
Un semplice modello ILP per la Parte II si ottiene osservando che, in questa fase, cio` che
importa conoscere e` l’insieme complessivo dei blocchi lavorativi per i pattern determinati
nella Parte I (senza bisogno di sapere a quale pattern appartenga ciascun blocco lavorativo)
Si indichi con nb il numero di blocchi lavorativi complessivi, considerando come due blocchi
lavorativi differenti le due parti di un blocco lavorativo che contiene i giorni 1 e n (in quanto
alle due parti possono essere assegnati orari diversi), e si introducano le variabili:
xbq :=
￿
1, se il blocco lavorativo b lavora secondo l’orario q
0, altrimenti
Indicando con Bj l’insieme dei blocchi lavorativi che lavorano il giorno j, un semplice




xbq = 1, b = 1, . . . , nb (104)￿
b∈Bj
xbq ≥ eqj, q = 1, . . . , nq, j = 1, . . . , n (105)
xbq ∈ {0, 1}, b = 1, . . . , nb, q = 1, . . . , nq (106)
Trasporto Merci
I problemi di trasporto merci sono sempre stati di grande importanza pratica, e tendono
ad esserlo ancora di piu` con la diffusione delle vendite on-line
In questa sede ci limiteremo al caso in cui i trasporto avviene su strada come e` (purtroppo)
nella maggior parte dei casi, e come e` inevitabile che sia su “piccola scala” (da urbana a
regionale)
In un generico problema e` dato un certo insieme di clienti che devono essere serviti da
parte di veicoli che hanno base presso uno o piu` depositi e si muovono in una rete stradale
Si vuole determinare il viaggio che deve effettuare ciascun veicolo in modo da servire i
clienti a costo minimo
La rete stradale e` rappresentata da un grafo orientato in cui i vertici sono i cosiddetti punti
notevoli della rete, vale a dire i clienti, i depositi e gli incroci, e gli archi i collegamenti tra
questi punti, ciascuno con un associato costo di percorrenza, generalmente corrispondente
al tempo di percorrenza
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Ciascun cliente e` caratterizzato da:
• il vertice corrispondente nella rete stradale
• la quantita` ed il tipo di merce che deve essere consegnata al cliente/raccolta presso
il cliente, con eventuali tempi di scarico/carico
• un’eventuale finestra temporale all’interno della quale deve essere servito
• eventuali restrizioni sui veicoli che lo possono servire
• un’eventuale penalita` qualora non sia servito
Ciascun veicolo e` caratterizzato da:
• il deposito di appartenenza ed il corrispondente vertice nella rete stradale
• la capacita` di carico, intesa come quantita` e tipo di merce trasportabile dal veicolo
• eventuali vincoli sull’orario di lavoro dell’autista associato
Gli obiettivi piu` frequenti sono generalmente dati da uno tra:
• la minimizzazione dei costi di viaggio con il vincolo di servire tutti i clienti
• la minimizzazione delle penalita` dei clienti non serviti con il vincolo che il costo di
viaggio complessivo non superi un dato budget
Per rappresentare e risolvere questi problemi, il grafo corrispondente alla rete stradale
viene ridotto ad un grafo completo G = (V,A) in cui i vertici sono i soli clienti e depositi
(eliminando tutti gli incroci) ed il costo di ciascun arco (i, j) e` dato dal minimo costo per
andare da i a j nella rete stradale (cammino minimo)
(Nel grafo ridotto i costi soddisfano la disuguaglianza triangolare (50))
La specificazione esatta delle caratteristiche illustrate sopra porta ad un’ampia varieta` di
problemi di interesse pratico
In questo ambito ci limiteremo ad un problema base, chiamato (Capacitated) Vehicle Rout-
ing, in cui:
• vi e` un unico tipo di merce che deve essere solo consegnata (o solo raccolta)
• vi e` un solo deposito, e corrispondentemente V = {0, 1, . . . , n}, con 0 che rappresenta
il deposito ed 1, . . . , n che rappresentano i clienti
• la domanda di ciascun cliente j e` rappresentata da uno scalare dj
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• sono dati k veicoli uguali, ciascuno con capacita` b
Si vuole determinare, per ogni veicolo, un circuito che parta dal e ritorni al deposito in
modo che:
• ciascun cliente sia servito da un veicolo (ovverosia, tenendo presente la disuguaglianza
triangolare (50), ciascun vertice eccetto 0 sia visitato esattamente da un circuito)
• la somma delle domande dei clienti serviti da ciascun veicolo (ovverosia dei vertici
visitati da ciascun circuito) non ecceda b
• la somma dei costi dei circuiti sia minimizzata
Si osservi che il problema ammette soluzione se e solo se il problema di Bin Packing con n
oggetti con pesi (dj) ha una soluzione che utilizza k bin
Per il Vehicle Routing, verranno illustrati diversi modelli ILP, ciascuno dei quali viene
utilizzato in pratica
Esempio 16 Si consideri il caso n = 6, b = 10, d = (7, 5, 4, 4, 2) e lo si utilizzi come
esempio di riferimento per la comprensione dei modelli visti
Modello 1
Il primo modello, analogo a quello visto per l’ATSP, utilizza variabili che specificano se un




1, se l’arco a appartiene ad uno dei k circuiti
0, altrimenti







xa = 1, i ∈ V \ {0} (108)￿
a∈δ+(i)
xa = 1, i ∈ V \ {0} (109)￿
a∈δ−(0)
xa = k, (110)￿
a∈δ+(0)
xa = k, (111)
xa ∈ {0, 1}, a ∈ A (112)
A questi si devono aggiungere vincoli per:
• eliminare circuiti che non passino per il deposito
• eliminare circuiti che non rispettino il vincolo di capacita`
I due obiettivi sono raggiunti aggiungendo la seguente variante (complicata) dei vincoli
(57)
Per un dato sottoinsieme S ⊆ {1, . . . , n} di clienti, si indichi con σ(S) il valore della
soluzione ottima del problema di bin packing con |S| oggetti con pesi dati dalle domande
dei clienti in S e con capacita` dei bin data dalla capacita` b dei veicoli
I vincoli da aggiungere per completare il modello sono:
￿
a∈δ+(S)
xa ≥ σ(S), S ⊆ V \ {0} (113)
La separazione di questi vincoli e` facile se la soluzione x∗ = (x∗a) e` intera (basta verificare
se la soluzione contiene un circuito che non passa per il deposito oppure un circuito che
non rispetta il vincolo di capacita`), mentre e` estremamente complessa in caso contrario,
ed in pratica ci si limita a considerare algoritmi euristici
Una variante meno “forte” dei vincoli (113) che fornisce comunque un modello ILP valido
e che puo` essere separata tramite un modello ILP analogo a quello illustrato per la sepa-







, S ⊆ V \ {0} (114)
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La separazione dei vincoli (114) richiede, dato x∗ = (x∗a), di determinare, se esiste, un






Definendo le variabili binarie:
yi :=
￿





1, se l’arco a appartiene a δ+(S)
0, altrimenti
esiste un vincolo violato corrispondente all’insieme S se e solo se il valore ottimo del








y0 = 0 (116)
z(i,j) ≤ yi, (i, j) ∈ A (117)
z(i,j) ≤ 1− yj, (i, j) ∈ A (118)
z(i,j) ≥ yi − yj, (i, j) ∈ A (119)
yi, za ∈ {0, 1}, i ∈ V, a ∈ A (120)
Modello 2
Il secondo modello, che a differenza del primo si adatta facilmente al caso in cui i veicoli ab-
biano caratteristiche differenti, utilizza variabili che specificano se un dato arco appartiene
ad un dato circuito:
xha :=
￿
1, se l’arco a appartiene al circuito h
0, altrimenti
Inoltre, vengono utilizzate anche variabili che dicono se un dato vertice in V \{0} e` visitato
da un dato circuito:
yhi :=
￿
1, se il vertice i e` visitato dal circuito h
0, altrimenti
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i , h = 1, . . . , k, i ∈ V \ {0} (123)
k￿
h=1
yhi = 1, i ∈ V \ {0} (124)￿
a∈δ−(0)
xha = 1, h = 1, . . . , k (125)￿
a∈δ+(0)




i ≤ b, h = 1, . . . , k (127)￿
a∈δ+(S)
xha ≥ yhi , h = 1, . . . , k, S ⊆ V \ {0}, i ∈ S (128)
xha, y
h
i ∈ {0, 1}, a ∈ A, i ∈ V \ {0} (129)
(Come mostrato dal modello, ciascuna variabile y e` definita da una somma di variabili
x, e quindi sarebbe facilmente eliminabile – le variabili y sono introdotte per maggiore
leggibilita`)
Mentre i vincoli (127) chiaramente impongono il vincolo di capacita`, i vincoli (128), che
sono una variante dei vincoli (57) per l’ATSP, proibiscono sottocircuiti, imponendo che, se
un vertice di un sottoinsieme S dei clienti e` visitato dal circuito h, allora esiste almeno un
arco uscente da S verso i rimanenti vertici (che includono il deposito)
La separazione dei vincoli (128) e` simile alla separazione dei vincoli (57) per l’ATSP, con
una differenza concettuale sostanziale
Il problema di separazione richiede, dati x = (xha) e y = (y
h
i ), di determinare, se esistono,





Per risolvere questo problema si considerano, uno dopo l’altro, tutti gli indici h = 1, . . . , k,
cercando un vincolo violato associato al circuito h
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Inoltre, fissato h, si considerano, uno dopo l’altro tutti i vertici i ∈ V \ {0}, cercando un
vincolo violato associato al circuito h e al vertice i
Una volta fissati h ed i, si determina S risolvendo il seguente ILP (quindi complessivamente
per la separazione si risolvono kn ILP)
Definendo le variabili binarie:
wj :=
￿





1, se l’arco a appartiene a δ+(S)
0, altrimenti
esiste un vincolo violato corrispondente al circuito h, al vertice i e all’insieme S se e solo





y0 = 0 (131)
yi = 1 (132)
z(i,j) ≤ yi, (i, j) ∈ A (133)
z(i,j) ≤ 1− yj, (i, j) ∈ A (134)
z(i,j) ≥ yi − yj, (i, j) ∈ A (135)
yi, za ∈ {0, 1}, i ∈ V, a ∈ A (136)
Come esempio dell’uso del modello visto, consideriamo il caso in cui, oltre ai vincoli con-
siderati finora, siano anche imposti vincoli di finestre temporali che impongono che ciascun
cliente i sia visitato all’interno dell’intervallo di tempo [ai, bi], assumendo che:
• tutti i veicoli partano dal deposito all’istante 0
• i tempi di viaggio da un vertice all’altro siano pari ai costi (ca)
• il tempo di scarico presso ciascun cliente sia nullo
• nessun veicolo possa rallentare o fermarsi in modo che il tempo di percorrenza del
circuito corrispondente sia superiore al suo costo





istante di visita del vertice i nel circuito h se yhi = 1
0 altrimenti
ed i vincoli:
shi ≥ aiyhi , h = 1, . . . , k, i ∈ V \ {0} (137)
shi ≤ biyhi , h = 1, . . . , k, i ∈ V \ {0} (138)
sh0 = 0, h = 1, . . . , k (139)
xh(i,j) = 1 ⇒ shj = shi + c(i,j), h = 1, . . . , k, i ∈ V, j ∈ V \ {0} (140)
Per imporre i vincoli logici (140) tramite disuguaglianze lineari, e` necessario utilizzare un
valore costante grande M (detto “big” M) per disattivare il vincolo qualora xh(i,j) = 0,
scrivendo:
shj ≥ shi + c(i,j) −M(1− xh(i,j)), h = 1, . . . , k, i ∈ V, j ∈ V \ {0} (141)
shj ≤ shi + c(i,j) +M(1− xh(i,j)), h = 1, . . . , k, i ∈ V, j ∈ V \ {0} (142)
E` facile costruire esempi che mostrano la “debolezza” del rilassamento continuo in presenza
del “big” M , nel senso che basta che la variabile xh(i,j) si discosti poco da un valore intero
per disattivare i due vincoli sopra
In pratica, bisognerebbe evitare per quanto possibile modelli ILP con il “big”M , ma d’altra
parte ci sono casi come quello mostrato (o come molti dei problemi di Scheduling illustrati
nel seguito) in cui non se ne riesce a fare a meno
Se il “big” M non e` evitabile, e` comunque opportuno definire un valore di M differente
per ogni vincolo, pari al minimo valore che rende il vincolo valido, ed essere coscienti del
fatto che si sta lavorando con un modello intrinsecamente “debole”
Modello 3
L’ultimo modello illustrato per il Vehicle Routing e` analogo ai modelli di tipo Set Packing
visti per il Bin Packing ed il Vertex Coloring, e viene prevalentemente utilizzato quando ci
sono vincoli di natura complessa imposti sui circuiti
Definendo con C la collezione di tutti i circuiti ammissibili per un veicolo e con γC il costo
di un circuito C ∈ C (vale a dire la somma dei costi degli archi nel circuito), indicando con
Ci la sottocollezione dei circuiti in C che visitano il cliente i, ed introducendo le variabili:
xC :=
￿
1, se la soluzione contiene il circuito C
0, altrimenti
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xC = k, (144)￿
C∈Ci
xC = 1, i ∈ V \ {0} (145)
xC ∈ {0, 1}, C ∈ C (146)
Si osservi che, valendo la disuguaglianza triangolare, i vincoli (145) potrebbero equivalen-
temente essere scritti nella forma “≥”
Inoltre, dato che il costo γC di un circuito C ∈ C non e` costante ma dipende dal circuito
stesso, a differenza dei problemi del Bin Packing e del Vertex Coloring non e` corretto in
questo caso limitarsi a considerare circuiti che visitino un sottoinsieme di clienti massimale
(rispetto al vincolo di capacita`)
La considerazione sopra vale in generale per i modelli di questo tipo: se i costi delle variabili
non sono tutti uguali non e` corretto limitarsi a considerare variabili associate a sottoinsiemi
massimali nella collezione
Il problema di generazione di colonne per il rilassamento continuo del modello (ottenuto
sostituendo il vincolo che le x siano binarie con quello che siano non-negative) richiede la
definizione del suo problema duale
Si indichi con IC l’insieme dei clienti visitati da un circuito C ∈ C e si introducano le
variabili z associate all’equazione (144) ed yi associate alle equazioni (145) (tutte le variabili
duali possono essere negative)








yi ≤ γC , C ∈ C (148)
Il problema di generazione di colonne richiede, dati z∗ e y∗ = (y∗i ), di determinare, se esiste,












Un tale circuito C esiste se e solo se il valore ottimo dell’ILP che segue e` > −z∗ (ed in tal
caso il circuito e` indicato dalla soluzione dell’ILP)
Si considerino le variabili:
wi :=
￿





1, se l’arco a appartiene al circuito C
0, altrimenti
Il modello ILP per la generazione di colonne, analogo al modello 2 ma in questo caso riferito









ua = wi, i ∈ V \ {0} (150)￿
a∈δ+(i)
ua = wi, i ∈ V \ {0} (151)￿
a∈δ−(0)
ua = 1, (152)￿
a∈δ+(0)
ua = 1, (153)￿
i∈V \{0}
diwi ≤ b (154)￿
a∈δ+(S)
ua ≥ wi, S ⊆ V \ {0}, i ∈ S (155)
ua, wi ∈ {0, 1}, a ∈ A, i ∈ V \ {0} (156)
Taglio e Impaccamento Multidimensionale
Anche se hanno un campo di applicazioni profondamente diverso, i problemi di taglio ed i
problemi di impaccamento hanno gli stessi modelli matematici
I problemi di taglio/impaccamento multidimensionale richiedono di ritagliare/impaccare
un dato insieme di oggetti multidimensionali da/in un dato insieme di basi/contenitori
multidimensionali
Esempi sono dati da:
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• Taglio di indumenti da un rotolo di stoffa
• Taglio di finestre da lastre di vetro
• Taglio di pannelli da lamine
• Impaccamento di pallet in contenitori
Nella maggior parte dei casi, i problemi di taglio sono bidimensionali ed i problemi di
impaccamento tridimensionali, anche se per questi ultimi il numero di dimensioni si riduce
se, lungo una dimensione, tutti gli oggetti sono uguali (ad esempio parallelepipedi con
altezze tutte identiche)
Per semplicita` e concretezza, ci limiteremo a considerare problemi di impaccamento bidi-
mensionali
Generalmente gli obiettivi si suddividono in:
• Minimizzare lo “spazio” utilizzato per impaccare tutti gli oggetti
• Massimizzare il profitto degli oggetti impaccati in uno “spazio” finito
anche se sono ovviamente possibili obiettivi ottenuti combinando i due sopra
I problemi base in questo ambito, a cui si fa riferimento anche per risolvere problemi piu`
complessi, corrispondono al caso in cui:
1. Ogni oggetto i e` un rettangolo di base wi e altezza hi, i = 1, . . . ,m
2. Ogni contenitore e` un rettangolo di base e altezza dati
3. Ogni oggetto impaccato in un contenitore deve avere la base parallela alla base del
contenitore (impaccamento ortogonale senza rotazione)
I modelli che vedremo si adattano facilmente anche ai casi in cui gli oggetti ed i contenitori
hanno forme qualsiasi (anche se la loro rappresentazione diviene in questo caso notevol-
mente piu` complessa) mentre devono essere modificati sostanzialmente nel caso in cui il
vincolo 3 non sia imposto (soprattutto nel caso in cui sia consentita una rotazione di in
angolo qualsiasi anziche` solo di 90◦)
I problemi base sono in questo caso:
• Knapsack Bidimensionale, in cui e` dato un unico contenitore quadrato di base ed
altezza L, ogni oggetto i ha un profitto pi, e si vuole impaccare un sottoinsieme di
oggetti di profitto massimo nel contenitore
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• Bin Packing Bidimensionale, in cui sono dati infiniti contenitori quadrati di base ed
altezza L e si vogliono impaccare tutti gli oggetti nel minimo numero di contenitori
• Strip Packing Bidimensionale, in cui e` dato un contenitore rettangolare di base L
ed altezza infinita e si vogliono impaccare tutti gli oggetti minimizzando l’altezza
utilizzata (corrispondente alla massima altezza toccata da un oggetto nel contenitore)
Si osservi che Kanpsack e Bin Packing Bidimensionali sono generalizzazioni dei corrispon-
denti problemi in una dimensione, mentre il corrispettivo dello Strip Packing Bidimension-
ale in una dimensione e` banale (impaccare segmenti di data lunghezza in una semiretta)
Tutti e tre i problemi sono NP-completi (in particolare, e` NP-completo il problema di
decidere se un dato insieme di retangoli puo` essere impaccato in un quadrato) e difficili in
pratica
Un Modello ILP per il Knapsack Bidimensionale
In questo ambito vedremo un modello matematico per il Knapsack Bidimensionale che si
adatta immediatamente al caso degli altri due problemi (aggiungendo un indice di bin alle
variabili nel caso del Bin Packing Bidimensionale)
Nel modello illustrato le variabili non si limitano a specificare se un oggetto viene impaccato
o meno (come e` sufficiente fare nel caso monodimensionale), ma indicano anche in quale
posizione un oggetto viene impaccato
Si assumera` che le dimensioni degli oggetti e del contenitore siano tutti valori interi, in
modo da potere assumere senza perdita di generalita` che le coordinate dei vertici di tutti
gli oggetti impaccati siano anch’esse intere
Indicando le coordinate avendo come origine (0, 0) l’angolo in basso a sinistra del conteni-
tore, le variabili utilizzate dal modello sono:
xijk :=
￿
1, se l’oggetto i e` impaccato con l’angolo in basso a sinistra nelle coordinate (j, k)
0, altrimenti
Per ogni oggetto i, per garantire che le variabili utilizzate corrispondano ad un impacca-
mento che non esce dal contenitore, vengono introdotte le variabili xijk per j = 0, . . . , L−wi
e k = 0, . . . , L− hi
Inoltre, per maggiore leggibilita`, vengono introdotte anche le seguenti variabili, non neces-
sarie in quanto uguali ad una somma di variabili x:
yi :=
￿
1, se l’oggetto i e` impaccato
0, altrimenti










xijk = yi, i = 1, . . . ,m (158)
xijk + xlqr ≤ 1, xijk, xlqr “incompatibili” (159)
yi, xijk ∈ {0, 1}, i = 1, . . . ,m, j = 0, . . . , L− wi, k = 0, . . . , L− hi (160)
dove due variabili xijk e xlqr sono “incompatibili” se corrispondono al posizionamento dei
due oggetti i e l sovrapposti nel contenitore, formalmente:
((j ≤ q < j + wi) or (q ≤ j < q + wl)) and ((k ≤ r < k + hi) or (r ≤ k < r + hl))
Eliminando le variabili y (cioe` sostituendole con la somma di variabili x corrispondente),
il modello indicato e` chiaramente il modello “debole” (38)-(40) per il problema di Stable
Set associato al grafo in cui i vertici corrispondono alle variabili x (ciascuno con profitto
pari al profitto dell’oggetto associato alla variabile) ed i lati alle incompatibilita` tra coppie
di variabili x
In altre parole, utilizzando variabili che specificano le coordinate degli oggetti impaccati,
il Knapsack Bidimensionale e` formulato come caso particolare dello Stable Set
Per ottenere un modello piu` forte, si puo` ovviamente analizzare la struttura del grafo e
derivare vincoli associati a clique massimali da utilizzare al posto di (159)
In alternativa, non considerando la struttura del grafo ma il problema geometrico che si
sta rappresentando, si possono derivare i seguenti vincoli, da utilizzare al posto di (159)
Si consideri il quadrato di lato unitario e con angolo in basso a sinistra di coordinate (j, k):
nella soluzione al massimo uno degli oggetti impaccati potra` sovrapporsi a tale quadrato
Per un oggetto i, le variabili xiqr corrispondenti alla sovrapposizione dell’oggetto al quadrato
di lato unitario e con angolo in basso a sinistra di coordinate (j, k) sono quelle corrispon-
denti ai valori di q nell’intervallo:
{max{0, j − wi + 1}, . . . ,min{L− wi, j}}
e di r nell’intervallo:
{max{0, k − hi + 1}, . . . ,min{L− hi, k}}
Corrispondentemente, i vincoli che esprimono la condizione che, per ogni quadrato di lato









xiqr ≤ 1, j, k = 0, . . . , L− 1 (161)
e vengono usati al posto di (159)
Esempio 17 Si consideri il caso m = 5, L = 10, w = h = (7, 5, 4, 4, 2) (ovverosia gli
oggetti sono tutti quadrati) e si scriva il vincolo (161) associato a j = 3 e k = 4
Il Caso piu` Frequente in Pratica
Nella maggior parte dei casi pratici il problema da risolvere e` un problema di Bin Packing
Bidimensionale
Anziche` formularlo tramite la variante menzionata del modello sopra, il problema viene
formulato tramite un modello del tipo (37), in cui S rappresenta la collezione dei sottoin-
siemi massimali di oggetti (rettangoli) che possono essere impaccati in un bin (quadrato),
ed il modello illustrato per il Knapsack Bidimensionale risolve il corrispondente problema
di generazione di colonne (con profitti degli oggetti dati dalle variabili duali associate)
Scheduling
I problemi di scheduling si riferiscono all’organizzazione temporale del lavoro che deve
essere svolto in un generico processo produttivo
Data l’ampia gamma di situazioni reali possibili, il numero di problemi di scheduling di
interesse pratico e` molto vasto, e non e` possibile individuare un problema “base” di riferi-
mento
Per consentire l’identificazione dei problemi all’interno di una classe cos`ı vasta, e` stata
introdotta addirittura una sintassi apposita che specifica le caratteristiche fondamentali di
ciascun problema (tale sintassi non verra` illustrata qui)
In linea di massima, in un problema di scheduling sono dati n lavori che devono essere
eseguiti da m macchine, e si deve decidere l’assegnazione dei lavori alle macchine e/o
l’ordine in cui ciascuna macchina esegue i lavori assegnatile
L’istante a partire da cui le macchine possono lavorare e` convenzionalmente fissato a 0, e
ciascuna macchina puo` eseguire un solo lavoro alla volta
Ciascun lavoro j e` caratterizzato da:
• un insieme di operazioni in cui e` suddiviso (eventualmente una sola, nel qual caso il
lavoro e la sua operazione sono la stessa cosa)
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• il tempo di esecuzione (processing time) di ciascuna operazione su ciascuna macchina
(eventualmente infinito se la macchina non puo` eseguire l’operazione)
• un istante rj prima del quale non puo` essere iniziato (release date) (eventualmente
0)
• un istante dj entro il quale dovrebbe essere terminato (due date) (eventualmente∞)
Le macchine possono essere:
• identiche, ovverosia qualunque operazione puo` essere eseguita da ciascuna macchina
nello stesso tempo
• uniformi, ovverosia ciascuna ha una sua velocita` e qualunque operazione puo` essere
eseguita da ciascuna macchina in un tempo inversamente proporzionale alla velocita`
della macchina
• differenti, ovverosia il tempo di esecuzione di una operazione cambia da macchina a
macchina (e spesso l’operazione puo` essere eseguita solo da alcune macchine)
Caratteristiche aggiuntive dei problemi possono essere:
• la possibilita` di interrompere l’esecuzione di un’operazione riprendendola successiva-
mente (eventualmente su una machina diversa), detta preemption
• l’esistenza di vincoli di precedenza tra operazioni di uno stesso lavoro e di lavori
diversi
Gli obiettivi sono generalmente dati dalla minimizzazione della somma di o del massimo
tra:
• istante di completamento Cj del lavoro j
• lateness Lj := Cj − dj del lavoro j (penalizzando il ritardo rispetto alla due date e
premiando l’eventuale anticipo)
• tardiness Lj := max{0, Cj−dj} del lavoro j (penalizzando il ritardo rispetto alla due
date ma non premiando l’eventuale anticipo)
L’obiettivo di gran lunga piu` frequente e` la minimizzazione del massimo istante di com-
pletamento di un lavoro, detto makespan Cmax := maxnj=1Cj – in altre parole si vogliono
terminare tutti i lavori il prima possibile
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Nel seguito verranno illustrati due esempi rilevanti, il secondo dei quali fonira` lo spunto
per discutere il fatto che, per molti problemi di scheduling di interesse pratico, non si
conoscono modelli ILP “forti”
L’effetto del non conoscere modelli ILP “forti” ha come conseguenza che, per molti problemi
di interesse pratico, non solo non si conosce il valore della soluzione ottima, ma non si
conoscono neppure lower bound “buoni” su di essa che possano certificare la qualita` delle
soluzioni euristiche determinate
Macchine Identiche Parallele, o P ||Cmax
Il problema delle Macchine Identiche Parallele, indicato con P ||Cmax secondo la sintassi
menzionata sopra, corrisponde al caso in cui ciascun lavoro j ha una sola operazione pj
con tempo di esecuzione pj su una qualunque macchina (oltre ad avere rj = 0 e dj =∞),
e si vogliono assegnare i lavori alle macchine in modo da minimizzare il makespan
Esempio 18 Si consideri il caso m = 2, n = 4, p = (3, 1, 4, 3) e si determini la soluzione
ottima
Per definire un modello ILP per il problema, si osservi innanzitutto che l’unica decisione da
prendere corrisponde all’assegnazione dei lavori alle macchine e non all’ordine in cui le mac-
chine eseguono i lavori assegnati loro, in quanto il makespan non dipende da quest’ultimo,
essendo dato dalla massima somma dei tempi di esecuzione dei lavori assegnati ad una
macchina
Un’interpretazione possibile del problema visto e` la variante del Bin Packing in cui il
numero m di bin utilizzati e` fissato mentre si puo` variare la capcita` b, per la quale si vuole




1, se il lavoro j e` assegnato alla macchina i
0, altrimenti










xij = 1, j = 1, . . . , n (163)
xij ∈ {0, 1}, i = 1, . . . ,m, j = 1, . . . , n (164)
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Come per molti altri problemi di scheduling (ed anche altri problemi di tipo “min max”)




pjxij ≤ z, i = 1, . . . ,m (166)
Il modello ILP visto ha tutti i difetti del modello ILP “debole” per il Bin Packing
A differenza del Bin Packing non esiste un modello “forte” in questo caso, e la cosa migliore
da fare per risolvere il problema e` determinare il valore ottimo di z provando diversi valori
e verificando che siano ammissibili risolvendo il corrispondente modello di bin packing con
capacita` z tramite il modello “forte” (la sequenza di valori di z e` guidata dalla cosiddetta
ricerca binaria, non illustrata qui)
Flow Shop, o F ||Cmax
Il problema del Flow Shop, indicato con F ||Cmax secondo la sintassi menzionata sopra,
appartiene alla famiglia dei problemi di tipo “Shop” (che include il Job Shop e l’Open
Shop) che, tra i problemi combinatori facili da formulare, sono tra i piu` difficili da risolvere
Nel Flow Shop, ciascun lavoro j e` suddiviso in m operazioni, l’i-esima delle quali deve
essere eseguita sulla macchina i, ha tempo di esecuzione pij, e puo` iniziare solo dopo che
sia stata completata l’i−1-esima (la prima operazione puo´ iniziare all’istante 0, cioe` rj = 0;
inoltre dj =∞)
Si vuole decidere, per ogni macchina, l’ordine di esecuzione delle operazioni dei vari lavori
in modo da minimizzare il makespan
Esempio 19 Si consideri il casom = n = 3, p =
 5 4 28 7 4
3 6 5
 e si determini una soluzione
euristica
Introducendo le variabili continue:
tij := istante di inizio dell’i-esima operazione del lavoro j (sull’i-esima macchina)
il modello piu` naturale per il problema, con vincoli nonlineari, e` dato da:
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min z (167)
tmj + pmj ≤ z, j = 1, . . . , n (168)
t(i−1)j + p(i−1)j ≤ tij, j = 1, . . . , n, i = 2, . . . ,m (169)
tij + pij ≤ tik or tik + pik ≤ tij, j, k = 1, . . . , n, j ￿= k, i = 1, . . . ,m (170)
t1j ≥ 0, j = 1, . . . , n (171)
dove i vincoli (169) impongono l’ordine di esecuzione delle operazioni di un lavoro ed i
vincoli nonlineari (170) impongono che ciascuna macchina i esegua al piu` una operazione
alla volta (l’i-esima operazione del lavoro j viene eseguita prima dell’i-esima operazione
del lavoro k, oppure l’i-esima operazione del lavoro k viene eseguita prima dell’i-esima
operazione del lavoro j)
Per linearizzare i vincoli (170) occorre, come nel caso delle finestre temporali per il pro-
blema del Vehicle Routing, introdurre variabili binarie che esprimano la precedenza tra le
operazioni di una stessa macchina ed un coefficiente “big M”:
xijk :=
￿
1, se l’i-esima operazione del lavoro j precede l’i-esima operazione del lavoro k
0, altrimenti
sostituendo (170) con:
xijk + xikj = 1, j, k = 1, . . . , n, j < k, i = 1, . . . ,m (172)
tij + pij ≤ tik +Mxikj, j, k = 1, . . . , n, j ￿= k, i = 1, . . . ,m (173)
xijk ∈ {0, 1}, j, k = 1, . . . , n, j ￿= k, i = 1, . . . ,m (174)
La presenza del “bigM” rende estremamente “debole” il rilassamento continuo del modello
visto, ma d’altra parte per il problema del Flow Shop (cos`ı come per gli altri problemi di
tipo Shop e per molti altri problemi di Scheduling) non si conoscono modelli ILP “forti”
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