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ABSTRACT
The relationship between second order stochastic processes
and coherent power spectra are explored for developed grain size
frequency distributions of silver halide emulsion/developer
combinations. Although Wiener spectra represent incoherent
power spectra, the coherent case has been unresolved due to the
difficulty of filtering the optical system effect.
The emulsion plates were exposed with a uniform irradiance
distribution from an incoherent tungsten source to create a
series of uniform density samples. Conventional processing
chemistry is utilized with substitution of different developer
types, from predominantly physical development to direct chemi
cal development. The exposed and processed density samples
were liquid gated with refractive index matching fluid and in
serted at the front focal plane of a conventional on-axis
Fourier transform system. The power spectra are ensemble and
frequency domain averaged at the Fourier transform plane with
a special annular ring detector.
iii
The coherent nature of the optical analyzer necessitates
consideration of the interaction or interference of the power
spectra for the optical system, and the spectra of the input
transmittance sample. An algorithm was derived to estimate the
power spectra of just the input grain distributions, which was
applied to all of the measured spectra of the emulsion/developer
combinations.
The calculated spectra demonstrate significant power shifts
from the low spatial frequency region with increasing power
levels as a function of increasing developed grain size. The
bandwidths of the power distributions are inversely proportional
to developed grain size with the larger grains the predominant
factor. The midpoints of the power spectra also shifted toward
increasing spatial frequencies for decreasing values of developed
grain size. The peak power levels for each emulsion/developer
family were proportional to those predicted by the well known
random checkerboard granularity model.
Theoretical power spectra models are demonstrated for both
second order and first order auto-regressive stochastic models.
The second order process reveals a significant shift in the
power distribution away from the low frequency region analogous
to the calculated coherent power spectra. The power functions
for the first order process are centered at zero spatial fre
quency, similar to conventional Wiener spectra. It is shown
that a first order complex transmittance model transforms to the
power spectra proportional to second-order stochastic processes
when the real and imaginary parts are correlated.
Although the filtered and measured coherent spectra are
strongly dependent upon the developed grain size frequency
distributions, the significant departure in shape and location
of the spectra is related to the functional change from first-
order to second-order stochastic process characteristics.
iv
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INTRODUCTION
This study explores the nature of coherent power spectra of
silver halide photographic emulsions developed with conventional
processing techniques. Uniformly exposed and developed emulsion
samples permitted isolation of the coherent noise resulting from
changes in the developed grain size frequency distributions. Inter
action between the complex grain spectra and the optical system
spectra required formulation of a physical noise model. Power
spectra calculations based on the coherent noise model revealed
unique properties of the grain spectra which demonstrated signifi
cant differences from those commonly found with incoherent or
Wiener power spectra for the same emulsion/developer combinations.
Previous studies by Leith (1962), Thiry (1963). Burckhardt
(1967), Brandt (1970), Stark (1969, 1971), Armstrong (1977), and
others explored coherent power spectra of photographic emulsions in
the frequency range of 0-200 cycles/rm. These studies revealed key
attributes, yet left several puzzling questions about the nature of
coherent power spectra. They discussed the importance of liquid
gating in reducing low frequency power and increasing noise levels
for increasing sample density; yet these studies could not
distinguish the interaction of the optical system spectra from the
complex grain sample spectra. Further examinations did not utilize
noise models consistent with the complex amplitude nature of the
input sample to separate the optical system spectra from the grain
spectra. Oily changes in the level of "white noise" were recorded,
without noticing that the power spectra demonstrate bandwidth
dependence and are not constant with respect to spatial frequency.
The difficulty of removing the high magnitude of the "d.c.
spike"
optical system spectra was consistently discussed in the
literature. Yet, mere subtraction of the "d.c. spike" did not
accurately describe the coherent interference between the optical
system spectra and the sample grain spectra. The purpose of this
study is to re-examine the basis for evaluation of coherent power
spectra utilizing a coherent interaction model between the grain
amplitude transmittance distribution and the Fourier transform
optical measurement system.
We have utilized linear stochastic theory to demonstrate major
characteristic differences between coherent and incoherent power
spectra. This approach has not been reported in the literature to
date. Another goal of this study is to provide experimental and
theoretical evidence for the existence of second-order linear power
spectra proportional to second-order autoregressive stochastic
models for coherent power spectra. Incoherent power spectra are
shown to be proportional to first-order autoregressive processes
where the larger grains of the developed grain size frequency
distribution are directly responsible for the cutoff spatial
frequency of the power spectra function. Coherent power spectra
are also related to the developed grain size frequency
distribution, but phase noise interaction changes the relationship
of the bandwidth, cutoff spatial frequency, and the larger
developed grain diameters.
In this study, the silver halide emulsion plates were exposed
with a broadband tungsten point source, which provided a uniform
irradiance distribution across the exposure plane, to create a
series of uniform density patch samples. Two commercially
available emulsion types of widely different grain size distribu
tions were utilized. They are the Kodak Analysis No. 3 plate,
which has predominantly larger grains, and the Kodak Projector
Slide plate, chosen for its much smaller grains.
Conventional silver halide processing chemistry is used with
the substitution of different developer types. Ascorbic Acid
developer is chosen to achieve chemical direct development, which
provides filamentary grain structure. The D-23 developer is
utilized to achieve solution physical type development to produce a
close packing grain structure. The DK-50 developer is chosen to
provide a mixture of chemical direct and solution physical
development.
The exposed and processed density patch samples were liquid
gated with refractive index matching fluid and placed at the input
sample plane of the coherent power spectrum analyzer. A conven
tional on-axis, optical Fourier transform system was utilized with
a collimated wavefront from a HeNe laser at X = 632.8 nm incident
at the uniform transmittance input samples. The modulus squared of
the Fourier transform of the complex amplitude transmittance
distribution is measured over several spatial frequency bands with
a special segmented detector. The optical system parameters result
in a spatial frequency range of 0 to 200 cycles/mm. The annular
rings of the "ROSA" detector, in combination with the signal
processing electronics, allowed both ensemble and spatial frequency
averaging for the power spectrum measurements.
An algorithm is derived to estimate the power spectra of just
the input grain distributions, which is then applied to all of the
measured spectra of the emul si on/ developer combinations. These
calculated spectra demonstrate significant power shifts from the
low spatial frequency region with increasing power levels as a
function of increasing developed grain size. Although strongly
dependent upon the developed grain size frequency distributions,
the calculated coherent power spectra represent second-order
stochastic processes, a significant departure from the first- order
spectra for incoherent or Wiener power spectra.
Chapter One reviews the results of previous studies reported
in the literature that examine the coherent power spectra of
developed film samples. The first series of papers investigate low
frequency power spectra measured with the on- axis Fourier transform
optical geometry. High spatial frequency power spectra studies are
reviewed next with emphasis on "off-
axis"
measurement systems
required to investigate high resolution and holographic silver
halide recording materials.
In Chapter One, we discuss elements common to both measurement
systems including methods for manipulation and interpretation of
the collected scattered flux or power spectra, with subsequent
efforts to remove the "d.c. spike" effect due to mean value of the
input grain sample. The granularity models, effects of emulsion/
developer combinations, and shapes of the resulting power spectra
are also discussed.
Phase degradation due to surface roughness and/or random index
of refraction modulation is also reviewed in the first chapter.
Perhaps the most significant work in this area is that of Lamberts
(1970) which identifies the problem of index matching input grain
samples and the resulting shift in phase noise to higher spectral
frequencies. At the end of the chapter, the major results of
incoherent power spectra, otherwise called Wiener spectra, illus
trate the fundamental differences of coherent power spectra
reported in the present study.
Chapter Two presents the fundamental principles of time series
and the expressions of linear stochastic processes in the forms of
the corresponding autocovariance and power spectra functions. The
tradeoffs of power spectra variance and bias are presented for
estimated functions. The conditions of statistical stationarity
are implemented for optical coherent power spectra with uniformly
exposed and processed input samples with constant mean.
The properties of true autocovariance functions are discussed
with examples of first- and second-order autoregressive stochastic
processes. The principles of estimation are introduced with
"sample"
autocovariance and power spectra functions for both
continuous and discrete stochastic processes.
Linear systems theory is utilized to derive the theoretical
power spectra for first- and second-order autoregressive and mixed
moving average stochastic processes. The stability or stationarity
conditions for second- order autoregressive processes are estab
lished to calculate the model parameters for processes with peak
power regions shifted away from the zero spatial frequency region.
Chapter Two concludes with discussions of techniques for
reducing the variance and bias of estimated power spectrum func
tions. The tradeoffs for variance and bias are derived for the
parameters of bandwidth of the spectral smoothing window, the
sample record length, and the theoretical power spectrum function.
Chapter Three demonstrates the principles presented in Chapter
Two with several examples of first- and second-order univariate
autoregressive models. The equations for bivariate real process
models are compared with univariate complex cases and shown to be
equivalent for conditions exemplified by complex amplitude trans
mittance random processes.
Chapter Four discusses the experimental methodologies and
results of several studies to investigate the physical nature of
coherent power spectra for photographic emulsion samples. The goal
of these studies is to explore the similarities and differences
between modelled incoherent power spectra and experimentally
determined coherent power spectra for equivalent series of uniform
transmittance samples with a range of grain size frequency
distributions.
The first series of studies examines the dependency of the
shape and cutoff frequency of incoherent power spectra for model
emulsions and actual grain size distributions. The random checker
board granularity model is combined with measured grain size
frequency distributions of the emul si on/developer combinations to
calculate the incoherent power spectra. The importance of
filtering the mean transmittance value from the autocorrelation
function is clearly illustrated for the calculated incoherent power
spectra. The inability to perform the equivalent subtraction for
coherent spectra results in the problem of the "d.c. spike."
The measurement studies of coherent power spectra for the real
emulsion/developer combinations illustrate concurrence with
previously reported results in the literature. However, the inter
action of the grain power distribution and the optical Fourier
transform system reveals the need for an appropriate complex
amplitude transmittance model which allows a justifiable approach
for estimation of the isolated grain power spectra.
The coherent grain model allows calculation of the estimated
grain spectra. Characteristics of bandwidth, peak power,
dependencies on grain size distributions, and shifts in cutoff
spatial frequency are evaluated for the experimentally measured
coherent spectra are compared with the results of the simulated
incoherent or Wiener spectra discussed earlier in the chapter.
The results of the calculated coherent spectra indicate a
strong resemblance to second-order autoregressive stochastic
8processes, illustrated in Chapters Two and Three. The incoherent
spectra demonstrate properities similar to first-order autoregres
sive processes. Further substantiation for the utilization of
these stochastic process models is the theoretical analysis of
complex univariate autoregressive models found in Chapter Three.
In Chapter Three, the real and imaginary parts of the the complex
amplitude transmittance are shown to be directly related for
second-order spectra. The assumption of a direct relationship
between real and imaginary Darts makes physical sense when we
realize that gelatin crossl inking, which produces the imaginary
part, is localized about the developed grains. The developed
grains contribute the real part of the complex amplitude transmit
tance distribution. It is common for developer byproducts to cross
link the gelatin molecules in the immediate vicinity of the silver
halide grain crystals. Previous studies by Altman (1966), Smith
(1968), anl Lamberts (1970) further substantiate the "tanning"
effects of developers to produce relief images and subsequent
random phase modulation when the complex grain distributions are
utilized in coherent optical systems. Further study by Lamberts
(1970) indicates the deleterious effect of index matching developed
grain samples in coherent systems.
The results reported in this work provide strong evidence for
the existence of second-order stochastic processes when developed
grain distributions are utilized in coherent optical systems.
Liquid gating techniques for removing low frequency noise due to
surface relief images do not eliminate the phase noise problem, but
rather accentuate the high frequency power. Although the filtered
and measured coherent spectra are strongly dependent upon the
developed grain size frequency distributions, the significant
departure in shape and location of the spectra is related to the
functional change from first-order to second-order stochastic
processes. In sum, the major purpose of this work is to provide
theoretical and experimental evidence that may substantiate these
claims.
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CHAPTER ONE
OPTICAL POWER SPECTRA
1.0 INTRODUCTION
Optical coherent power spectra are measured with two different
geometries for characterizing low and high spatial frequency
information about the input 2-dimensional spatial distribution.
The major applications of coherent optical power spectra consist of
either characterization of a non-stationary distribution into its
frequency components for pattern recognition studies, or the
examination of optical noise sources of a stationary transmittance
distribution such as an evenly exposed and processed silver halide
grain sample.
The results of previous studies reported in the literature
which examine the coherent power spectra of developed film samples
will be discussed from two viewpoints. The first series of papers
investigate low frequency power spectra utilizing the on-axis
Fourier transform optical geometry. In the late 1960's, evaluation
of noise spectra for holographic recording materials was
implemented by an off-axis "scattered
flux"
measurement approach
which examined high spatial frequency spectra, in the ranges of
100 - 2500 cycles/mm.
The optical system concepts for both low frequency, on axis,
and high frequency, off axis are reviewed in section 1.1. Sections
1.1.1 and 1.1.2 review the on-axis and off-axis approaches
respectively as utilized in the literature for measurment of AgX
11
emulsion power spectra with stationary mean transmittance
distributions. In order to compare and contrast the most
significant articles, several underlying topics are analyzed;
namely,
a.) Geometry of the optical system and the spatial frequency
region of concern.
b.) Manipulation of the collected scattered flux which
. represents the true power spectra of the random
fluctuations of the sample.
c.) Interpretation of the data; method for removal of the
mean, d.c. spike effect centered at zero spatial
frequency.
d.) Granularity models utilized to explain resulting power
spectra.
e.) Phase image degradation and effect on power spectra
determination.
f.) Effect of emulsion type/developer combination.
g.) Shape of resulting power spectra and plotting/normali
zation method.
h.) Jegree of coherence for exposing input film samples.
Phase degradation due to surface roughness and/or random index
of refraction modulation of the silver halide emulsion samples is
discussed in section with regard to the subsequent effects on
coherent power spectra. Lastly, the major results of incoherent
power spectra, otherwise called Wiener Spectra, are reviewed in
section 1.3 with consideration of:
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a.) Shape and spatial frequency content
b.) advantages/disadvantages of measurement technique
c.) incoherent dependency of density, grain size, and devel
oper
d.) granularity models
1.1 OPTICAL SYSTEM APPROACH
During the early 1960's, the continuous gas laser became a
reality. With this new technology, coherent optical imaging
systems with long coherence lengths, high degree of spatial
coherence, and high flux throughputs became commercially available.
The most common continuous gas laser became the Herie laser. Due to
the high flux throughput possible, it became practical to create
coherent imaging systems utilizing photographic film as the input
object, with the HeNe laser as the coherent light source.
The examinations of the properties of photographic emulsions,
when used as the object of a coherent imaging system, soon became
important. Properties such as MTF, speed, granularity, and Wiener
Spectra of a photographic emulsion involved in an incoherent system
were well known at this time. However, their counterparts for
coherent imaging had not been investigated. The works by E. O'f.eil
(1956), on spatial filtering in optics, and L. J. Cutrona, et. al .
(1960), on optical data processing systems, formed the basis for
investigations of photographic emulsions incorporated in coherent
imaging systems. Goodman (1967) and later Gaskill (1978) discuss
the basic characteristics of Fourier transform relationships in
13
coherent optical systems.
1.1.1 Conventional On-Axis Systems for Low Spatial Frequency
Analysis
Leith (1962) was one of the first to examine the properties of
photographic emulsions in coherent optical systems. When examining
the coherent noise spectrum of a section of evenly exposed and
processed emulsion, he noted that "The noise level is a function of
the film" density, hence cannot be treated as additive noise...".
He examined the power spectrum (coherent Wiener Spectrum) for
several different films, but did not examine the effects of
different developers. At the time of Leith' s experiments,
continuous gas lasers were not readily available, and therefore the
mercury arc-pi nhole combination had to be used as the coherent
light source. Using this method, additional problems were
encountered.
Leith determined a technique to circumvent the problem of
measuring the power spectrum of the secondary maximum caused by the
necessity for small input sample apertures. The problem could have
also been solved by using a wide input sample aperture. However,
when using a mercury arc-pinhole combination as a coherent light
source, it is very difficult to achieve a high degree of spatial
coherence over a large sample aperture, while still maintaining a
tolerable flux throughput in the imaging system. Figure 1.1. A
depicts the optical system utilized by Leith for grain noise
measurement. Note that the power spectrum plane P2 is scanned by a
. i .j .
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Figure l.l.A. (After Leith, 1962, reference no. 20).
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slit, of width equivalent to a bandwidth of 2.3 cycles/mm, which
substantially smooths the effect of the d.c. spike region at zero
spatial frequency. Lens L3 performs another Fourier transform on
the flux passed by the scanning slit at P2 such that the image of
the grain structure sample at PI is relocated at P3 with flux
measured for discrete frequency bands.
Although this technique avoids the significant bias effect of
the source image (dc - spike), which is several orders of magnitude
greater than the noise flux levels, the resulting noise
distribution of the sample is not readily separated from the
optical system aperture and the mean transmittance attenuation.
Leith does not specify much of the optical system data such as lens
focal lengths, aperture diameters, or light source characteristics,
but does indicate the relationship utilized for representation of
the noise spectrum. Namely,
N(V) = 10 log (2.3 I0/I) 1.1.1
where
;.(V) = noise spectrum for frequency V determined by the
position of the scanning slit.
I0 = irradiance at the detector for a clear aperture system;
i.e., with the input grain sample, and the scanning
spectrum slit removed.
In = irradiance at the detector with the input grain sample
and the scanning slit in place, where the factor of 2.3
normalizes the measurement bandwidth to 1 cycle/mm.
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Leith also noted that liquid gating the film samples reduced
the low frequency noise spectra by about 8 dB for Trl-x. Results
from Leith' s measurements are depicted in Figure 1.1. B for
different film types with equivalent optical densities. Although
Leith stresses the phase distortion due to surface roughness for
exposed sinusoidal gratings, he does not quantify the random
surface modulation effects for uniformly exposed and processed
samples.
,
Shortly after Leith's work was completed, Thiry (1963)
postulated that one could assume that an evenly exposed and
processed emulsion sample consisted of a random array of binary
processes. In other words, the amplitude transmittance of the
sample was equal to 1 or 0, for the perfectly opaque or clear
areas. With this assumption, the amplitude transmittance would be
equal to the intensity transmittance. Hence, the coherent power
spectrum should be equal to the Wiener Spectrum, or incoherent
power spectrum. In general :
W(u,v) = <|F[T(x,y)]|2> = Wiener Spectrum 1.1.2
where, T(x,y) = intensity transmittance
F[] = Fourier Transform
<> = ensemble average
Also:
P(u,v) = <|F[t(x,y)]| > = coherent power spectrum 1.1.3
where, t(x,y) = amplitude transmittance
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The coherent power spectrum described here assumes that the
phase power spectrum has been removed by liquid gating the input
transparency with an index of refraction matching fluid. The phase
spectrum results primarily from surface roughness which are,
effectively, optical thickness variations. It should be noted that
if significant phase variations due to index of refraction
modulation occur in the volume of the sample, liquid gated samples
retain a residual phase spectrum. Figure 1.1. C illustrates
Thiry'
s
result for liquid gating the input grain samples.
The "h spectrum" represents a modified power spectrum function
due to the replacement of the point source with a one dimensional
slit source for the Fourier transform optical system. Figure 1.1.3
relates the differences in the clear aperture spectrum for a
circular sample aperture (conventional Airy disk pattern) with a
line source. The d.c. spike due to the clear aperture spectrum is
simply subtracted from the measured and normalized noise spectrum.
The bandwidth of the measurement was 1.5 cycles/mm.
Thiry normalizes the power spectra data by the d.c. spike
magnitude, and therefore finds a monotonic increase in noise level
as a function of increase in sample optical density as depicted in
Figure l.l.E.
Thiry1
s investigation of the effect of different
developers is revealed by Figure 1.1. F; yet he did not discuss the
probable influences for the dissimilarities.
Burckhardt (1967) utilized a converging, on axis wavefront
from a HeNe laser source to measure the fraction of optical flux
scattered per unit bandwidth. Figures 1.1. G and 1.1 .H display the
18
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Figure 1. I.H. (After Burckhardt, 1967, reference no. 6),
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measurement system and results for Kodak 649F plates of various
densities. Again, the measured spectra were normalized by the d.c.
spike; or non-diffracted portion at zero spatial frequency.
A technique for relating the ratio of specular to diffusely
scattered light was developed by Brandt (1970) for characterizing
the spatial frequency dependent power spectra. The on-axis, conven
tional power spectrum system employed is depicted in Figure 1.1. 1.
Significant changes for different sample densities and the effect
of liquid gating are displayed in Figures 1.1. J and 1.1.K. The
plotted spectra were calculated by a similar relationship reported
by Thiry, Burckhardt and Leith. Namely,
N(f) ( tV" ) = 10 lo910 f44 1.1-4unit b.w. I (o)
where I (f) = power measured per unit
b.w. at frequency f
I (o) = D.C. spike power
Brandt also notes that the decrease in overall noise level of
8-10 dB at low spatial frequencies, for liquid gated samples, is
due to emulsion relief influences of the developed grain image, and
the film base optical thickness variations.
After measuring the specular and diffuse densities of the
input sample, utilizing an integrating sphere incorporated into the
power spectrum device, he related the resulting coherent "Callier
Q" to the power spectra. A distinct difference in the power
spectra was found between films and plates coated with the same
emulsion. By assuming that the shape of the power spectra did not
22
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change for a specific class of films and plate emulsions, Brandt
was able to analytically model the magnitudes of the power spectra
for a given spatial frequency interval, as a function of the
coherent "Callier Q" and the diffuse density of the input sample.
rie also made the observation that "...different developers can
effect the scattering properties of the
material." Low resolution
films, such as Kodak Tri-X and Pan-X, exhibited a flat spectrum
between 25 cycles/mm and 200 cycles/mm. Holographic or very high
resolution emulsions tended to show a decrease in noise level as
the spatial frequency increased, in contrast to low resolution
emulsions. The coherent Callier Q merit factor exhibited a
qualitative approach to light scattering properties for both high
and low resolution emulsions, provided the samples were liquid
gated.
Stark, et. al . (1969) analyzed the design parameters required
to obtain statistically stable, but low bias power spectra of
photographic emulsions. He utilized the concepts initially
developed by Blackman and Tukey (1953), which were later explored
by Jenkins and Watts (1963). Stark, however, converted these
concepts from the time and temporal frequency domains to the space
and spatial frequency domains of coherent optical power spectrum
systems. Once the design of the power spectrum system had been
determined and then implemented, Stark proceeded to make
experimental measurements of real photographic emulsion samples.
riis system measured the power spectra out to 160 cycles/mm and is
illustrated in Figure l.l.L.
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Figure 1.1. L.
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26
In accordance with Jenkins and Watt (16), Stark notes that:
"...a reasonably smooth and unbiased spectral estimate can be
obtained by smoothing over frequency in the Fourier plane. The
smoothing must be a compromise between reliability and stability.
The stability of the estimate generally decreases with a decreasing
smoothing interval, so that from the viewpoint of stability, too
small a smoothing interval is undesirable. If the smoothing
interval. is too large, the spectrum will be stable but we shall not
know if we have smoothed out significant variations in the spectral
estimate."
In addition, Stark realized that the power spectra of the
input sample is distorted by the convolution of the aperture
transfer function with the true power spectra function, namely;
W'(u.v) = .. (u,v) * H (u,v) 1.1.5
and r.'(u,v) > W (u,v) as
H (u,v) > G (u,v) and L, W >
where:
w"(u,v) = Biased power spectra
W (u,v) = Theoretical power spectra
H (u,v) = Optical transfer function due to aperture of
dimensions L, W.
Through consideration of the tradeoffs of minimizing bias
while maximizing stability of measured power spectra, Stark
determined a design equation for choosing the bandwidth of the
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scanning pinhole in the Fourier transform plane. Based on the
granularity process parameters, the optical system constants, and
the smoothing effect of the input sample aperture, Stark's criteria
for measurement bandwidth is:
L Af 2 a max
!1<^J>< 1
W > f 2 8 max
where
L, W = length, width, respectively, of the input sample
aperture with N > 1
h, b = length, width, respectively, of the frequency domain
measurement aperture
f = focal length of the Fourier transform lens
A = wavelength of light of the coherent light source
a max, 8 max = maximum translation lengths for which the auto
covariance functions of the noise sample are
significant
- = Au; - = Av where Au, Av
>f Af
are the best overall frequency bandwidths of the scanning slit in
the spatial frequency domain for estimating power spectra functions
of stationary stochastic processes. The lower bounds for au and av
are determined such that the variance to mean square ratio of the
spectral density estimate is much less than one.
The above equations are regarded as guidelines for choosing
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the frequency domain smoothing intervals. If possible, the power
spectrum plane should be sampled with different frequency
bandwidths as demonstrated in chapter 3, to achieve a low variance,
yet minimum bias spectral estimate. Stark points out that
smoothing intervals for random phase processes generated by film
thickness variation should be much smaller, due to the increased
correlation lengths, than those for granularity noise processes.
The magnitude differences between liquid gated spectra and
non-liquid gated film sample spectra are demonstrated by Figure
1.1.M. The power spectra due to random surface modulation is
clearly a low frequency phenomena.
The estimation of the power spectra function for the film
transmittance fluctuations is biased quite significantly at low
spatial frequencies by the power spectrum of the optical aperture
function. For a clear and circular input aperture, the "d.c.
spike"
of the "sombrero function" centered at zero spatial
frequency is several orders of magnitude greater than the power
distribution due to the granularity random process. The technique
for removing the "d.c.
spike"
effect has been of great concern for
coherent
'
power spectra analysis. Stark normalized the measured
power spectra data by the power level at zero spatial frequency
without the sample in place. This procedure for normalization has
been utilized by several authors. Figures 1.1.N, 1.1.0, and 1.1. P
demonstrate Stark's results for estimation of the power spectra
function from 32 to 160 cycles/mm. He does not attempt to remove
the effect of the optical aperture function, and assumes that the
29
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liquid gated samples do not indicate significant phase noise power.
Granularity models are compared with the data for Kodak emulsions
type 2479 and 2475 combined with Dektol and D-19 developers. The
figures listed above indicate a perceivable change in power levels
as a function of developer composition for identical emulsion types
and equivalent amplitude transmittance". In addition, the spectral
estimates exhibit adequate stability with minimum bias due to the
sampling. aperture size at the Fourier transform plane.
Garcia, Stark, and Barker (1972) formulated a technique for
integration of the collected power distribution at the Fourier
transform plane without the "d.c. spike" bias of the clear aperture
function. Hence, by simply blocking the "d.c.
spike"
with an
absorption disk of width A such that
^ f a as defined earlier; 1.1.7
a max L
the variance of the input random transmittance processes are
determined. The "d.c. blocking" filter presumably creates a zero
mean process which is then modeled for variance magnitudes with the
overlapping circular grain (OCG) and random checkerboard (RC)
granularity models. Figure 1.1. Q indicates that the transform
plane at
*
is Fourier transformed again by L2. Summation of the
smoothed flux at plane 5 by the scanning photo detector provides a
good estimate of the total input sample process variance with
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where < I4 ( & ) > = expected value of the irradiance at the
output plane
9 (0) = covariance for lag a = 0
= total variance of input process
L = width of entrance pupil
The theoretical equations for covariance and variance of the
RG and OCG models are:
0RC'() = pq ( 1 - -LfJ") h2, |a| < l 1.1.9
0, otherwise
0RC (0) = pq h2 where
p,q = probability that a square cell is transparent or opaque
respectively with q = 1-p
h = correction factor for non-ideal samples with t f p
X = length of each square cell
Likewise for the overlapping circular grain model;
0OCG () 3 t2 [ t "F (a/d)_! L ll < d 1-1-10
0, otherwise
where t = average transmittance of the ideal sample (h = 1)
= exp [-tt (d/2)2jrX_ ] with
d = diameter of each grain
-A_ = mean number of grain centers per unit area
and finally,
34
F (o/d) = t cos-1 (a/d) - ^ (l-(a/d)2)l/2] 1.1.11
ir a
for |a| < d
= 0, otherwise
For h M, and t' = ht = h exp [-w (<_/2)2jl ]
0OCG (o) = t (1-t) h2
= 0rg (o)
The equivalence is demonstrated by simulated or modeled grain
samples with the measured results displayed in Figure 1.1.R. The
effects of smoothing aperture sizes in the 5 plane are demon
strated by Figure 1.1. S, where the variance of the input sample
with t = .38 is correctly estimated by curve (c) with a smoothing
diameter of 28 a max. Although only variance estimates are
discussed, the application of coherent optical power spectra for
input random film processes indicate adequate agreement with the
theoretical grain models. Stark and Dimitriadis (1975) later
attempted to design a spectral window transmittance function which
resulted in a minimum bias spectral estimation but concluded that
the filter function was not physically realizable.
Recently, Armstrong and Thompson (1977) have detemined a film
transmittance model for removing the bias effects of the optical
system. The amplitude transmittance model for calculation of the
components of the measured spectrum is quite similar to the
approach utilized in the body of this thesis. Figure 1.1. V
represents typical power spectra results measured with the on-axis
35
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Fourier transform system and the special detector sampling analyzer
depicted in Figures 1.1. T and 1.1. U. Note that the reported data
is plotted log normalized power versus linear spatial frequency
where the measured spectra of the input liquid gated sample is
normalized by the "d.c. spike" power level of the "clear aperture"
function. Results similar to Figure 1.1. V were found in this work,
when equivalent plotting and normalization methods were applied, as
shown in chapter four. After separating the measured spectra into
three major components, Armstrong concluded that the noise power
remained constant as a function of spatial frequency. The
establishment of a strong interaction term between the optical
aperture function and the input noise process in the measured power
spectrum model offered an approach which modeled the interference
effect between randomly diffracted and non diffracted wavefronts.
The major difference between Armstrong's analysis and the present
work involves the normalization procedure, the subsequent plotting
technique, and interpretation of the
"calculated"
power spectra of
the emulsion sample. As discussed in chapter four, it is found
that the normalization by the total variance and plotting linear
power versus log frequency of the calculated spectra reveals
detailed bandwidth distributions for the different emulsion -
developer combinations.
In summary, several inherent problems of coherent optical
power spectrum analysis are now evident. The standard procedure
for removing the effect of the mean value of the random process
during the estimation of the covariance function cannot be
38
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implemented in coherent optical spectrum analysis. The magnitude
difference between the "d.c. spike" and the desired power function
of the input random process impacts the ability to remove the
effect of a non-zero mean process. Any approach used for the
interpretation of the measured power spectra requires several
assumptions about the phase noise process and the relationship
between the mean and fluctuating amplitude transmittance functions.
Hence, the mean of the input process results in a significant bias
of the intended power spectrum function.
1.1.2 High Spatial Frequency Noise Power Spectra
The other major approach for noise analysis of photographic
emulsion samples in coherent optical systems utilizes an off axis
detector which scans the scattered flux spectrum by moving in a
circular motion about the center of the input sample. In this way,
the high spatial frequency noise content related to holographic
recording materials was analyzed by Vilkomerson (1970), Biedermann
(1970), and Smith (1972). Each author collected the scattered flux
with modified optical systems, yet applied similar definitions for
the scattered flux noise spectrum. The spatial frequency is
determined by the well-known diffraction grating equation. Namely,
sin Qi + sin 90 = > V
where
9-j = angle of incidence
90 = angle of collection for scattered flux
v
40
f> = wavelength of measurement system
v = spatial frequency
Vilkomerson (1970) employed a chopped HeNe laser beam, without
expansion or collimation optics, which was incident upon a liquid
gated sample, to determine the scattered flux spectrum of several
silver halide emulsions with high spatial frequency response.
Figure 1.1. X illustrates the use of a goniometer arrangement with
the detector movement in a circular direction to the center of
curvature of the goniometer, which was coincident with the liquid
gated sample. He defined the measured spectral density function as
a ratio between the power incident upon the detector with and
without the sample in place. Namely,
c = r P scattered -j
- 1 -i
P input B. W.
where B. W. = spatial frequency bandwidth of detection
For one dimensional detection,
B. W. = av = (cos 9/>) A9
for 9-j = d, 90 = 9 = angle of detector surface normal relative to
the sample surface normal; and
A9
~ d/D with
d = diameter of detector
D = distance from center of sample plane to detector
surface
Vilkomerson compared the experimental results of the
LASER SMjrTTOI *TTCNUAT0
UOHT
-shield
HUMOR
A|ip.ir:ilii. to mi.i. nrr i-:itl<-ivd light.
Figure l.l'.X. (After Vilkomerson, 1970, reference no. 31),
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Figure l.l.Y. (After Vilkomerson, 1970, reference no. 31).
42
scattering ratio S with the random checkerboard grain model, for
different holographic silver halide recording materials. He fitted
the measured results to the well-known expression for the power
spectrum of the checkerboard model and realized that the
appropriate value of a, which ordinarily corresponded to grain
size, was instead interpreted as the value of the correlation
length parameter. Figure 1.1. Y illustrates the common low
frequency, d.c. spike, resulting from non-removal of the mean value
of the random process. The "d.c. spike" perturbation of the
scattered flux was avoided by scanning the detector along a
circular path which was at a
20
angle with the horizontal plane.
Figures 1.1. Z and 1.1.A. A demonstrate the utilization of the
granularity model for two different emulsion types. Namely,
S = T (1-T) *2 (sinc2 WxA) (sinc2 (540) 2tt -
where ify = 2.rVy =
2 sin 20
= 2,(540 SUSlSl)
632.8 x 10-6mm
v
inn
T = amplitude transmittance of sample
_
r transmitted power of d.c. spike w/sample - 1/2
transmitted power of d.c. spike w/o sample
Wx = spatial frequency of the measured power
2ir sin 9x
= 2ttVx = >
I = correlation length of input sample
The input samples were uniformly exposed with incoherent light
for different levels of amplitude transmittance, with the same
43
developer composition. Examination of Figures 1.1. Z and 1.1.A.A
reveals a greater correlation length value for Agfa 10E70 type
emulsion, which indicates a corresponding lower spatial frequency
response function then Kodak 649F. Note that the noise power
ratio, S, is plotted on a logarithmic scale versus linear spatial
frequency. Lastly, Figure 1.1.B.B indicates the dependence of the
S ratio on amplitude transmittance for Kodak 649F emulsions, which
agrees with the predicted result of the random checkerboard
granularity model .
Biedermann (1970) employed the system shown in Figure 1.1. C.C
to measure the scattered flux for holographic emulsions which were
exposed both to incoherent and coherent light, as well as light
flux of varying degrees of spatial coherence. At high spatial
frequencies, using high resolution emulsions coated on glass
plates, Biedermann quantified the scattered flux spectrum as a
function of amplitude transmittance and the degree of spatial
coherence used to expose the input samples. He concluded that
samples exposed to laser radiation yield higher scattered flux
levels after development due to the formation of "diffusion mottle"
by interference of coherent light within the emulsion layer. The
"normalized scattered flux spectrum" defined by Biedermann is quite
similar to that of Vilkomerson.
Inline (cycle/mm)"2 = fs
_ rFlux at detector with sample-ir 1 -.
Flux incident at sample 2-0 spatial Frequency b.w.
44
i : i 1
k
.-! r i I
e ~
<
*
s
i
{f .
"
Tl* il
- - 5|
? kJ
X
r
J L
i.
s =
J.
e
1 1
{. n
OJ
o
__ c
^~ *
^ o QJ
s> r* U
o^ c
t-. p 01
<D i-
+J > QJ
<4- C M-
t O QJ
C/> L.
t
3C
a
OJ
'Mil r
6
z
-t
Pi
u o
> ~
5 >
3 *:
K
' I L.
1 1 i iii i r S
x
_8
O
t^
cn
ac
r
"C #.
y c
i o
/) 11
A s- n
OJ
E
s o o
c
-__ c
T i- QJ
K
>u i- QJ
0) J-
4-> QJ
h <4- H-
d QJ
^ *-~ 5-
a e
S < fvj
-8
-8 .2 0)
i_
cn
'fi Mlj
. / ""d __g-'2
,30V .
*f anao'/ ins.
S 10 IS 20 28 30 ? 0 to '0
z r
Kk
i i i i i r
T'.S
t .Ta
OT ..S
o-etS-S-s-^
10*
8-x,
x-i-g 3
'lili L
0 ZOO 400 600 *00 1000 1200 1400
FREQUENCY (CVmml
ScnlleritiK
&'
vs spatial frctpieiuiy with tlilTer inf; trattMiiU-
.ion..; Kodak tt-iMI'O
45
Figure l.l.B.B. (After Vilkomerson, 1970, reference no. 31),
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Spatial frequency was calculated with
V = r- with I = diffraction angle
Utilizing the system parameters of Figure 1.1. C.C with the samples
placed in a converging gaussian beam, the scattered flux spectrum
was measured along the radius of a circle centered at the sample
plane. Lens L2 imaged the sample aperture at the photomultiplier
detector, plane, while aperture A2 determined the spatial frequency
bandwidth, aV, to be
AV=A_
d'A
where
/_ = incremental length of A2 on sphere F
d = radius of detection sphere
The two lens collection system separated the "d.c." spike in
the power spectrum related to aperture A from the sample power
spectrum by performing a double Fourier transform on the scattered
flux.
Biedermann measured jj^ for several combinations of amplitude
transmittance^silver halide emulsion type, and coherence properties
of the exposing light source. Figure 1.1.D.D illustrates the
combination of Agfa-Gevaert Varitol N with type 14C70 antihalation
coated film exposed to uniform irradiance levels of HeNe flux. The
increase in l|s for coherent laser exposure samples from those
produced with red tungsten light is substantiated in Figure 1.1. E.E
for three different holograhic silver halide emulsions. Figure
47
Fourier-transform Apparatus. Tlie spectrum of wimple H is scanned on
Rphere Y by aperture At. Double transform by imaging of virtual aperture
Ai'
onto
As eliminate* spectrum of physical boundary- Ai. Drawing not in scale.
Figure l.l.C.C. (After Biedermann, 1970, reference no. 3).
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llJFJi. displays the dependence of Jg on amplitude transmittance
for changing degree of spatial coherence at two different values of
spatial frequency. For equivalent levels of amplitude
transmittance, emulsion type, and developer composition, jj[s clearly
decreases as the degree of spatial coherence decreases.
Biedermann also examined the low spatial frequency region and
found that if J^ and spatial frequency were plotted on a log-log
scale, |s decreased as a linear function of decreasing intensity
transmittance, and spatial frequency. He applied the general
equation,
Is = ^^ = a V"bTi[( cycle/mm)"2]
line
where V = spatial frequency
Ti = intensity transmittance
a, b = constants of the emulsion type developer combina
tion
Shortly after
Biedermann'
s work was published, rl. M. Smith
(1972) reported further experimental data utilizing a simplified
version of
Biedermann'
s apparatus. Smith measured the scattered
flux spectrum for high resolution holographic materials while
varying the grain size, emulsion thickness, silver-to-gelatin
ratio, development time, and transmittance of the input samples,
which were evenly exposed to incoherent narrowband tungsten
radiation.
The optical system utilized by Smith, as viewed in Figure
1.1.G.G. is quite similar to that of Biedermann. Smith employs a
50
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Schematic diagram of the measuring apparatus.
Figure l.l.G.G. (After Smith, 1972, reference no. 26),
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Diagram defining the symbols used in the derivation of
the bandwidth.
Figure 1.1. H.H. (After Smith, 1972, reference no. 26).
51
colli mated wavefront incident upon the emulsion sample instead of a
converging one and a simple collection lens which provides a 1:1
imaging of the input sample at the photo multiplier detector plane.
The spatial frequency bandwidth for the collection lens "optical
arm" is determined by application of the grating equation with a
normal angle of incidence and the lens system parameters. The
"optical arm" is rotated about the center point of the input
emulsion sample. Figure 1.1.H.H indicates the parameters involved
for determining the two-dimensional bandwidth function. With:
A0 = = horizontal direction bandwidth
2f
where A = lens radius, f = focal length of lens
A(j) = -A = vertical direction bandwidthY 2f
AV =
sin A(} w A
_ ^V * 2Af
"
>
AVn = -kvih - V2h3 = 7T-Csin (Q + A9> " sin (9
" a9)]
= -k(sin 9 cos a9 + cos 9 sin a9) -
A
(sin 9 cos A9 - cos 9 sin A9)]
= LL- (C0S g Sin A9) * 4C0S 9 ^b
2 > A 2f
Hence 3 = 2-D (two-dimensional) bandwidth
= ttAVv AVh
=
irA2
COS 9/4
)?fZ
where 9 = diffraction angle = (VA )
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The measured scattering ratio S is defined as:
s - Scattered flux/unit 2-D bandwidth
flux incident at input sample
= units of (cycles/mm)"2
Smith demonstrated that for the Kodak 649F plate material, the
scattering ratio increased in magnitude as the amplitude transmit
tance was incremented to about .60, and then decreased as the
amplitude transmittance was increased further. This outcome agrees
well with the overlapping circular grain model and the random
checkerboard model and is plotted in Figure 1.1. 1. 1. Smith also
quantified the scattering ratios for the base material alone. As
seen in Figure 1.1.J.J, it is quite evident that both the acetate
and estar polyester base materials contribute substantially to the
total scattering ratio value. It should be noted that this effect
might not be as pronounced for low resolution emulsions.
Development time significance is demonstrated by Figure
1.1.K.K for emulsion samples exposed to provide equal amplitude
transmittance levels. A probable explanation for increase of the
scattering ratio is that an increased proportion of larger grains
resulted from the increase in development time, indicative of the
development time interdependence with gamma. Note that all of the
curves in this figure were for input samples with amplitude
transmittance of .60. Figure 1.1.L.L displays the emulsion
scattering properties as a function of grain size, although the
monodisperse emulsions were coated onto an acetate base. This
figure reveals an increase in light scattering as the grain size
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increases, while using 0-19 developer. Smith also concluded that
there is only a slight dependence of scattered flux levels as a
function of emulsion thickness and silver to gelatin ratios.
Finally, the scattering ratio S, as a function of amplitude
transmittance at a constant value for spatial frequency of 1000
cycles/mm, was compared to the predicted result of the overlapping
circular grain model. According to Goodman (1967), this function
is:
SdaJ-C.fkTa^iJ-Ta^dJ
o
where C = constant, Ta = amplitude transmittance and F( ) =
fCco."1* -*(l-*2)1/2_
It is also noted that Smith does not attempt to estimate the
scattering ratio S for spatial frequencies <. 200 cycles/mm, and
thus avoids the problem of removing the significant bias effect of
the optical aperture spectrum at the low spatial frequencies.
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1.2 RANDOM PHASE MODULATION IN COHERENT SYSTEMS
Random phase modulation, due to either change in thickness or
index of refraction of photographic emulsions, has been studied
extensively for coherent optical systems. The direct effects of
random phase modulation on coherent power spectra were cited in
sections 1.1.1 and 1.1.2. In section 1.2, we will review the
investigations by Ingalls, Altman, Smith, and. Lamberts which reveal
the primary and secondary sources for random phase
"noise" due to
optical path variations in photographic emulsion transparencies.
Ingalls (1960) examined the significance of both the emulsion
and the base material with regard to thickness and index of
refraction variations. Fringe contour inteferograms were produced
to indicate the extent of optical path deviations for both
reflected wavefronts from front and back surfaces of the emulsion
sample and the transmitted wavefronts with the emulsion sample both
in and out of an index matching "liquid
gate"
cell. Ingalls
concluded that "most of the optical path variation is due to the
film surface variation and very little is due to variation of film
refractive
index."
He also calculated the tolerances for permissible optical path
variations which were less than >/4 when the film sample is
installed in the proper index matching cell. Figure 1.2. A
indicates the results. The optical thickness variations of the
film base, which was of the flexible support material type, were
the primary cause for unwanted phase modulation.
Altman (1960) examined the interaction between optical density
57
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bidex-motctiing diagram, showing the film thickness voriarion
that is permissible while remaining within the ftayletgfc limit of one*
quarter wavelength of optical path difference, using immersion liquids
of variows refractive indexes.
Figure 1.2.A. (After Ingalls, 1960, reference no. 14),
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Figure I.2.B. (After Altman, 1966, reference no. l/j),
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recorded on silver halide plates and the height of the resultant
relief image. Slit images were exposed, processed and scanned with
a microdensitometer for different emulsion/developer combinations.
The relief image height was determined by examining the reflected
wavefronts from the surface of each sample in a Tyman-Green inter
ferometer combined with a microscope objective.
The fringe contour information revealed the change in height
across each slit image density sample. Figure 1.2.B displays the
linear relationship between the sample density and the height of
the relief image for several developer types combined with Kodak
High Resolution Plate emulsions. Note that the tanning developer
significantly increased the relief height and therefore the phase
change for equivalent values of diffuse optical density.
Distortion effects due to narrow line width and high density images
are illustrated in Figure 1.2.C, which indicate a significant
departure of linearity between density and relief height. Yet the
exact causes for the distortions were not identified.
In a subsequent study, Altman (Hut.) produced pure phase
relief images by a treatment of the developed silver halide line
images with the "R-10" tanning bleach. Figure 1.2.0 demonstrates
the enhanced relief image heights between the unbleached and
bleached density samples with Kodak 649-F type emulsion. Altman
also concluded that "the index differences are neglible compared to
the height differences, and that phase changes produced by the
relief image will depend principally on its
heights."
Smith (1968) examined the relief image height as a function of
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Figure I.2.D. (After Altman, 1966, reference no. IB).
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density modulation and spatial frequency by exposing the emulsion
samples to a series of spatially modulated sinusoidal images of
varying spatial frequency. The peak to peak density variation, AD,
was measured for a series of exposure times, by scanning the
processed silver images with a well calibrated microdensitometer.
The relief heights were measured with a microscope - Tyman-Green
interferometer similar to that employed by Altman.
Typical results are displayed in Figures 1.2.E and I.2.F.
With AD = constant, fringe relief, which indicates relief height in
units of the number of fringes, can be plotted as a function of
spatial frequency. Figure 1.2.G illustrates the dependency of the
relief "transfer functions" as a function of the dry emulsion
thickness parameter.
Smith also suggests the probable causes for relief images by
examining the fringe contours during the drying process of the
exposed and processed samples. The differential drying rates
between the exposed and unexposed regions are related to the
interactions of the developer by-products with the gelatin
crossl inking or
"tanning"
relationships. Relief height experiments
were performed with both "tanning" developers and "tanning"
bleaches which revealed significant increases from those obtained
with conventional developer compositions such as D-19. The results
were in agreement with those of Altman cited earlier. Yet, Figure
1.2.H demonstrates that the spatial frequency for the peak in the
fringe relief "transfer
function" is independent of the image
wet-processing approach.
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Figure 1.2. E. (After Smith, 1968, reference no. 25),
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. Peak-to-peak relief height in fringes at X590 mi vs
spatial frequency of image in lines/mm for emulsions of differing
taicknesMS. The curve for the thickest emulsion peaks at
_
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lowest frequency. The curves for progressively thinner emulsions
peak at progressively higher frequencies. The processed, dry
thicknesses of these emulsions with no exposure are. 2.7, XS, 5.9,
1-7, and 14 it, reading from left to right.
Figure I.2.G. (After Smith, 1968, reference no. 25).
l/mm
Peak-to-peak relief height in fringes at X590 m* for t
peak-to-peak density variation of 1 vs spatial frequency for
tanning development (solid curve), tanning bleach (dashed curve),
and D-19 development (dotted curve).
Figure I.2.H. (After Smith, 1968, reference no. 25).
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Several additional experiments were completed to test the
interaction between drying conditions, average density, the amount
of silver coated, amount of gelatin coated and the ratio of silver
to gelatin. Yet no correlation to the relief image height was
found. Experiments with different emulsion types combined with
different wet processing approaches did reveal a shift in the
spatial frequency value corresponding to the peak relief-image
height.
%
Shifts between emulsion types were attributed only to the
inverse of the emulsion thickness parameter, as illustrated in
Figure 1.2.1 , and not related to grain size frequency
distributions. Smith also noted that the optical density was
approximately linear to the mass of silver in the image areas for
the developer types employed for his studies.
In order to separate the contribution of relief image-height
variations and index of refraction variations, it is necessary to
measure the optical path fluctuations in transmission rather than
reflection. Lamberts (1970) designed and constructed an
interference microscope, analogous to the reflection type
Tyman-Green interference microscope utilized by Altman and Smith,
which functioned in the transmission mode. With the additional
information gained by comparing index variations with thickness
fluctuations, key insights into the study of optical path
variations were possible.
Lamberts employed several sinusoidal exposure frequencies with
different modulation factors to examine the optical path variations
as a function of spatial frequency. The approach was quite similar
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Spatial frequency for maximum relief height () as
a function of inverse emulsion thickness.
Figure 1.2.1. (After Smith, 1968, reference no. 25),
65
to that of Smith. The peak to peak density modulation, AD, for the
input exposures was measured and utilized to ratio the optical path
variation, AS, as determined by the transmission interference
microscope. As indicated by Figure 1.2.J. aS/aD plotted as a
function of spatial frequency did not remain constant when the
average density of the input exposure sample changed from .78 to
1.44. A correlation curve between optical density and mass of
silver per unit area was employed with some success to
"linearize"
optical path variation, AS, with silver mass/unit area variation,
AM. Figure 1.2.K illustrates a much lower degree of interaction of
AD with AS/AM as a function of spatial frequency.
Lamberts employed a simple technique of measuring the optical
path variation, with the transmission interference microscope, for
separating the contributions of thickness and index of refraction
variations. The model, as illustrated in Figure 1.2.L, required
the measurement of AS, the optical path variation, for the
sinusoidal exposure sample both in and out of an index matching
liquid gate. As indicated in Figure 1.2.L,
AS = (njAd + nid) - (n-jAd + n2d)
= (n^ - .ii)Ad + (ni - n?)d
= (n^ - n-j)Ad + (An)d
where ni = index of air or index matching fluid
n^ = average index of processed sample
d = average emulsion thickness
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SMTiau FHCOUENCT Iqeln/Ml
CBrvet for A*/AZ> plotted at a function of spatial fee-
tncy for the avenge density levels indicated on the curves.
Figure 1.2. J. (After Lamberts, 1970, reference no. 18),
20 40 60
JPSTUM. FMCOUCMCricyelM/iiml
Curves forAi/AJ/ plotted as functions of spatial frequency
for the avenge density levels indicated on the curves.
Figure I.2.K. (After Lamberts, 1970, reference no. 18).
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Figure I.2.L.
Base
Sketch of the crass section of the emulsion layer.
(After Lamberts, 1970, reference no. 18).
I.S
\
Refractive nMx of tfrvnersoi metimfn
. Plot of __ as a function of the refractive index of the
Bunerson liquid far a 30-cyde/mm pattern on Panatomic-X film.
Figure I.2.M. (After Lamberts, 1970, reference no. 18).
68
Both An, and Ad can be straightforwardly calculated by determining
AS as a function of n-j. Hence, for each AS, we can now separate
the resultant into two factors, namely;
(Ad)(ni-1) - thickness variation
(An)d = index of refraction variation
Figures 1.2.M and 1.2.N demonstrate the results for Panatomic-X
film with D-76. Lamberts found that An < 0 and therefore x\z > n\
which indicates that the index of refraction is higher in unexposed
regions, or that the exposed region was of lower emulsion
thickness. Figure 1.2.N displays a very important result. Namely,
with An < 0, the optical path variations due to the relief image
are cancelled by the variations due to index of refraction for
spatial frequencies in the region of 80-100 cycles/mm. Hence, if
the above film sample were immersed in an index-matching liquid,
the lower frequency related values of AS would be cancelled yet
additional path variations would be introduced for 80-100
cycles/mm. This curious outcome was tested again for the
Panatomic-X-/D-19 combination with similar characteristics.
1.3 INCOHERENT WIENER POWER SPECTRUM ANALYSIS
Application of the power spectrum evaluation concepts for the
study of diffuse density or
"intensity" transmittance random
processes is termed Wiener Spectrum Analysis. The intensity
transmittance noise process exists in an incoherent optical system,
and therefore object phase variations are not relevant. The
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I
Optical-path variation produced by the relief image
(upper curve) and that produced by the variation of refractive
index (lower curve). The curves represent avenge data for
Panatomic-X film developed for 7 min in D-76.
Figure I.2.N. (After Lamberts, 1970, reference no. 18).
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procedures and application constraints are quite similar, although
"intensity"
transmittance and not complex amplitude transmittance
is the random variable for the stochastic process. Dainty and Shaw
(1974) discuss the major considerations necessary for Wiener
Spectrum Analysis and illustrate well-known results for different
silver halide emulsion types, different density levels and
developer compositions. We will now outline the salient features
of this discussion.
The conventional definitions are applied to stationary noise
samples of uniformly exposed and processed density patches. The
autocorrelation and power spectrum (Wiener Spectrum) functions
require both an ensemble and spatial frequency averaging technique.
The density patch is scanned with a conventional microdensitometer
system of predetermined optical parameters such that sampling the
density variation trace at fixed intervals will provide stable yet
unbiased estimates of both the autocorrelation and power spectrum
distributions. In the strict sense the Wiener spectrum is defined
to be:
W(u.v) -
limit < -i- |
C+X C+yAD(x,y)e"2lTi(ux+v^dxdy |2 >
x,y-> 2x 2y J
_x _y
1.3.1
where AD = zero mean density fluctation process
<> = ensemble average
As before, the autocorrelation (autocovariance) and Wiener spectrum
(power spectrum) are Fourier transform pairs. Namely:
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W(u.v) - jy-C^.-^e-^^+^dfcdl hhl
CD
and
C(* .*) -
ft"
W(u,v)e+2lli(^ + v^dudv ^3,3
where the variance equals the zero lag value of the autocorrelation
function and the volume of the Wiener spectrum.
+
-^A2
" C(0,0) - $$ W(u,v,)dudv 1.3.4
The measured Wiener spectrum is the result of cascading the
theoretical spectrum with the modulus squared of the transfer
function of the optical system of the microdensitometer.
W'(u.v) = W(u,v)|T(u,v)|2 1.3.5
where
T(u,v) = optical transfer function of the microdensitometer,
which in the conventional system is:
T(u,v) = T0(u,v)TA(u,v) 1.3.6
where
T"o(u,v) = optical transfer function of the scanning "pickup"
microscope objective
Ta(u,v) = optical transfer function of the effective scanning
aperture.
In practice, the cutoff frequencies and shapes of the transfer
functions are chosen such that the scanning slit transfer function
72
closely approximates the total optical system transfer function,
i.e.,
T(u,v)& TA(u,v) 1.3.7
The two-dimensional Wiener spectrum is most often treated by
scanning the density sample with an effectively one dimensional
slit. It is demonstrated that
W'(u) =
j"
W(u,v)|T(u,v)|2dv 1.3.8
o
and
T(u,v) = sinc(au) sinc(Lv) for a long narrow slit of length L
and width a. Therefore,
W'(u) = sinc2(au)
5^
W(u,v)sinc2(Lv)dv
2 P 2
= sine (au) W(u,0) J sine (Lv)dv
OD
. sinc2(au) M(u>[)) 1.3.9
where
W(u,0) = section of the actual two-dimensional Wiener spectrum
The most common approach for measurement of Wiener spectra of
photographic emsulsions consists of either digital calculation of
the autocorrelation function and/or digital calculation of the
Wiener spectra directly from the sampled density trace. In both
cases, the average density value is subtracted from the sampled
density trace of the u-D scan. High spatial frequency information,
above the expected limit of the noise process under study, is
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filtered by proper adjustment of the scanning slit width of the
microdensitometer. The discrete autocorrelation function is
calculated from the sampled density values with the equation:
1
^
CJ = n~T Z A0iADi+j(j = 0, 1, ...,n) 1.3.10""J i=l
where
n = number of points calculated for the autocorrelation
function
-
[Ow]"1
&x = sampling interval according to the Nyquist theorem
,
1
= I 1
2Wmax 2 (max freq. of interest)
*y = bandwidth of measurement in cycles/mm
N = n ox = total number of sample points
AD-j = density value sampled from trace with mean subtracted
and high spatial frequency information filtered.
The autocorrelation function is often smoothed with a lag
window by multiplication in the space domain, and convolution in
the spatial frequency domain with the corresponding spectral
window. The Fourier transform relationship between the lag and
spectral windows and the considerations for proper smoothing are
thoroughly discussed in Chapter Two. The discrete Wiener spectrum
is now calculated with:
C
"
-2.rijk
W'k = L*x Z C,e n ; k=0, 1 n/2 1.3.11
j-o
J
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where k (nfrx)W and L scanning slit width
One can also calculate the Wiener spectrum directly from the
measured and filtered density fluctuation values. Namely,
x
H'(w) = Hmit
<k\S+Z
AD'(x)e-2*iwxdx
|2 > 1.3.12
X->CD X
"*
-X
X
o
where W(w) = W(w) |T(w)| = measured spectrum
L = length of scanning slit
T(w) = optical transfer function as in equation 1.3.5
Application of power spectrum theory to the study of optical
density variation, with an optical microdensitometer scan, involves
knowledge of:
1.) The sampling interval t 'x
2.) The total number of data values
3.) The scanning slit dimensions
4.) The influx/efflux numerical aperature ratios for the u-0
microscope objectives
5.) the nature of the density random process
5.1 film or emulsion type
5.2 developer type/time
5.3 average density value
The design criteria for the sample characteristics of item 5. (5.1
- 5.3) determine the appropriate sampling interval, & x; the
measurement bandwidth, &w'; and the approximate value of wmax.
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Arbitrarily choosing the error of estimation, one can calculate the
total sample length:
sF ^
1 1.3.13
"
JxlV
where
SE = standard error for a gaussian distribution
x = total scan length of data
CV = effective bandwidth
Likewise, the Nyquist theorem relates:
x = i 1.3.14
2wmax
To avoid aliasing, i.e., the inclusion of high spatial frequency
information above wmax disguised as low frequency information (<
wmax)> the effective scanning slit width (a) of the microdensito
meter is chosen such that:
3
1/a 1 wrnax. Hence the cutoff frequency due to the
optical transfer function of the scanning aperture is 1.5
wmax- Namely:
Ta(w) =0 for w > 1.5 wmax
The total number of data values required for a given standard error
(SE) of estimation is
N
X
= .Jwmax^
. 1.3.15
= ^X (SE)2fw'
employing equations 1.3.13 and 1.3.14. Choosing
cw'
and wmax is
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not really possible unless the behavior of the density stochastic
process is well-known. The practice of choosing narrow values of
uw'
and allowing the Wiener spectrum distribution to stablize for
the desired spatial frequency range will allow adequate estimation
f wmax Unfortunately, several iterations of Wiener spectrum
calculations are necessary for new stochastic processes where
little a-priori knowledge of Wrnax or the appropriate
w'
will
produce .stable yet minimum biased estimates.
Well established behavior of Wiener spectra for silver halide
and color emulsions is displayed in Figures 1.3. A through I.3.D.
Figure 1.3. A illustrates the optical system of a single beam
microdensitometer. The peak noise power is located at zero spatial
frequency and decreases monotonically with increasing spatial
frequency. The "central" or scale value is critically dependent
upon emulsion type and development conditions. Figure 1.3.B
illustrates the increase in the scale value for increasing
developed grain size at equivalent values of average density for
several emulsion types. Although the cutoff frequencies are
apparently close together, especially with a logarithmic-abcissa
scale, the emulsion/developer combinations demonstrate significant
effects on overall bandwidth of the Wiener spectrum. This concept
is clearly seen by examination of Figure 1.3.C, where two different
emulsion types were processed with roughly similar development
conditions. Increase in average density level will increase the
noise power levels as displayed in Figure I.3.D. The noise power
fall-off at low frequencies for color dye images is illustrated in
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Illuminating
Lamp condenser Filter
holder
Upper mirror
PhototubeQ *L )-A4
Optical system of a typical single beam microdensitometer'
Figure 1.3.A. (After Dainty and Shaw, 1974, reference no. 8).
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eycies/mm
Wiener spectra of some conventional silver halide films at a mean density of 0-8 :
(a) X-ray film; (b) fast film; (c) medium-speed film; (d) slow film.
Figure I.3.B. (After Dainty and Shaw, 1974, reference no. 8).
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i
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uCCtCT_D
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Voi$e-po-ef soeci'o
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Figure 1.3.C (After Ward and Steel, 1964, reference no. 32).
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Figure I.3.E. The overall characteristics of Wiener spectra
(incoherent optical power spectra) are independent of phase
information of the evenly exposed/processed density patch.
Microdensitometer scans of the density random process allow
subtraction of the mean value, which avoids the problem of dc-spike
removal, common to coherent power spectrum analysis. As a final
note, the microdensitometer trace assumes that the degree of
spatial coherence is nonconsequential such that a high degree of
incoherence is achieved in the scanning optical system. This can
be achieved with adjustment of the numerical apertures of the
"illuminating"
and
"pickup"
microscope objectives of Figure 1.3. A
along with the width, W, of the effective field slit, which is the
image of B at plane B2. Namely:
Mc > ! + Bnax 1.3.16
NAn
~
wn
and
W >
NA
^ with w0 =^ 1.3.17-
NAC >
where
NAC = numerical aperture of
"illuminating"
objective
NA0 = numerical aperture of
"pickup"
objective
w0 = cutoff spatial frequency of
"pickup"
objective
wmax = maximum spatial frequency to be measured
} = wavelength of light utilized for optical system
W = width of field slit
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o> i ao
100
w cycles /mm
200
Wiener spectra for several density levels of a medium-speed film
Figure I.3.D. (After Dainty and Shaw, 1974, reference no. 8).
100
ui cycles /mm
2C0
Wiener spectra of the cyan dye
image of two colour films
' fast substantive film;
medium-speed
non-substantive film.
Figure I.3.E. (After Dainty and Shaw, 1974,
reference no. 8).
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CHAPTER 2
TIME SERIES. AUTOCOVARIANCE FUNCTIONS. AND THE POWER SPECTRUM
2.0 INTRODUCTION
The purpose of this chapter is to present the fundamental
concepts of time series, the relationships between time series
models and autocovariance functions, and the expression of
stochastic process information in the form of its corresponding
power spectrum distribution function. The major characteristics of
linear stochastic theory models will be presented such that the
reader can understand the application constraints which are
developed in chapters 3 and 4.
It is the intent of this chapter to discuss the concepts of
power spectrum and
"time"
series analysis with the understanding
that the random variables and power spectrum distributions are
functions in the spatial and spatial frequency domains
respectively. Hence, there should be no fundamental
misunderstanding where the term "time
series" is utilized.
2.1 TIME SERIES ANALYSIS
Let us begin the discussion with a description of the basic
definitions and classification schemes of time series. The
statistical nature of random variables can be described in terms of
either discrete or continuous functions of spatial coordinates.
The major emphasis in the following chapter will be for the
discrete case whereby the time series is a function of a one
dimensional space coordinate. The fluctuating signal which will be
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of concern throughout this thesis will be amplitude transmittance,
which under the proper sample conditions can be treated as a one
dimensional function of space. For the moment, it will be treated
as a one dimensional, real random variable yet we know that it is
the complex variable nature of the amplitude transmittance which
results in distinctive characteristics of the corresponding power
spectrum distribution.
The. actual stochastic process for the amplitude transmittance
random variable is, of course, a continuous one, yet we will
discuss the development of a linear system representative of the
amplitude transmittance rv (random variable) as an ensemble of
discrete series. A discrete series representation may be
accomplished by sampling the continuous case at equal intervals of
space.
One definition for a stochastic process is a function which
demonstrates an ordered set of random variables. Probalistic and
statistical methods are necessary to describe the functional
characteristics of its behavior. Although the "sample space" in
our stochastic process is governed by the actual spatial size of
the film patch, a nearly infinite set of
"traces"
can be imagined
whereby we record an ensemble of realizations for the amplitude
transmittance random variable. It is well known, however, that in
coherent optical systems it is physically impossible to record such
an ensemble due to the complex variable nature of amplitude
transmittance. Although this fact appears to be a shortcoming of
coherent optical spectral analysis, let us continue to deal with
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the amplitude transmittance variable in the space domain as if it
were measurable.
It is operationally important that the stochastic process
under study can be constructed to exhibit the property of
stationarity. That is, the mean, variance, and covariance
properties are not a function of the spatial coordinate. In the
current work the condition of stationarity is upheld by creating
uniforml-y exposed and chemically processed transmittance patches
such that the behavior of the amplitude transmittance random
variable does not depend on spatial location. A stationary
stochastic process exhibits a constant mean and variance. The
autocovariance function is a very important second order
statistical moment of the stochastic process and is defined, for a
stationary process,
Vn(u) = E[(T(X) - u)(T(X + u) - u)] 2J.
= C0V CT(X), T(X + u)]
u = mean = E[T(X)]
where E[ ] = expectation value of
T(X) = amplitude transmittance random variable
Cqv s covariance function
u = the value of displacement of the function, often called
"lag"
Notice that the autocovariance function only depends on the amount
of lag, u, and not on the absolute value of the spatial
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coordinates. The autocorrelation function for a stationary process
is defined by
Pn(u) =
_LttM
2.2
*tt(o)
The simplest example of a stationary stochastic process is
often referred to as "white noise". It has the useful property
that o -rr(u) = 0 for u f 0, and equal to infinity for u = 0. Hence
for "white noise" Y (u) = 4 i$ (\x) where ^(u) is equal to the
familiar Dirac delta function; which corresponds to a stochastic
process of random variables which are mutually independent and
therefore describes a process which is purely random.
The case of a stochastic process which exhibits a non-constant
mean is often referred to as a "trend." A g.v. (garden variety)
photographic image could be described as a two dimensional
stochastic process which exhibits both trends in the mean and
variance of the amplitude transmittance random variable. The above
condition would prohibit a straightforward analysis of the behavior
of variance and covariance as function of a stationary mean and it
was therefore necessary to create a family of uniformly exposed and
processed amplitude transmittance film patches which exhibit a
stationary mean and variance. In this way, the characteristics of
the respective stochastic processes can be easily studied.
2.2 THE AUTOCORRELATION AND AUTOCOVARIANCE FUNCTIONS
For a nonstationary univariate stochastic process the
mathematical definitions of autocovariance and autocorrelation are
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COVCT(x), T(x + u)] = *Yr(x, x + u) 2^3
and
PTT(X x + u) = CnvCT(x). T(x + u)]
VAR[T(x)]VAR[T(x + u)]
*V.(x. x + u) 2.4
<fjU)*T(x + u)
but for a stationary process, T(x),
<^T(x) = ^T(x + u)
and 2^5
0TT(x, x + u) = tfTT(u)
Hence
PXj(x, x + u) = pjt(u) = ^tt(u)
^T2
2.6
We will now state, without proof, the most important
properties of the autocorrelation function, namely,
PTT(o) = 1 ; ptt(u) = PTT(-u)
and 2.7
|pyj(u) | <. 1 for all u.
For a white noise process, the autocorrelation function is
identically equal to zero for a value of lag not equal to zero,
namely,
^ZZ(u) = tfzftu) 2,8
= 0 for u f 0
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where Z(x) indicates a purely random white noise process with
infinite variance, since
^zz(o) - ^z^() " - hi
by definition of the Dirac delta function.
One of the most useful approaches for creating theoretical
models for stationary stochastic processes is to utilize linear
system theory. Namely, one could view most univariate stochastic
processes as being created by a convolution operation of a white
noise source with a linear filter. In this way, it is possible to
determine theoretical models based on the necessary impulse
response and transfer functions to fit the experimentally measured
stochastic process outputs. For a continuous process the
convolution operation can be stated as
T(x) - u = X"h(v)Z(x-v)dv 2.10
o
where h(v) = linear system impulse response function and Z(x) is a
purely random "white
noise"
process. For the discrete case, an
equivalent statement would be
m
Tx - ii = z hkZx _ k 2.11
K=0
where E[Z(x)] = 0 and E[ZX] - 0
By definition, E[T(x)] = u since,
E[T(x) - u)] = X'h(v)E[Z(x - v)]dv
o
= 0 2.12
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We will now state without proof that the autocorrelation
functions for the continuous and discrete random variable cases
are, respectively,
PTT(U) = Z J h(v)h(v + u)dv
o
^Z2T h(v)dv 2.13
and
_ CD
PTT(>0 ^z * hjhj+k 2.14
J=o
^2^.2
j=0
Since most of the theoretical model examples which will be
demonstrated are determined with the aid of a microcomputer, the
predominant class of stochastic processes to be discussed will be
those which are stationary and possess discrete random variables.
The two most widely utilized linear stochastic systems are the
autoregressive and moving average, first and second order
processes. The moving average process is, however, primarily found
in mixed-model approaches. We will discuss only the discrete cases
of autoregressive and mixed-model stochastic processes.
The equation for the general autoregressive discrete process
of order m is
(Tx - u) ax (Tx_i - ji) + a2(Tx_2 - ) + ...
+ m(Tx-m " w) + 2x hll
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where a\t 03, ... 0^ are the autoregressive model parameters*
u = stationary mean of r.v. T(x)
Zx = purely random white noise process
Tx-m = value of amplitude transmittance at a space interval
of (x-m)A where a is the actual space interval between
the discrete process points.
*(For stationarity, the c^ parameters must follow conditions of
2.22)
A first order ar (autoregressive) process would be
(Tx - u) = oidx.j - ji) + Zx 2.16
while a second order ar process model is
(Tx - ji) = oidx.i - ji) + ct2(Tx_2 - ji) + Zx 2.17
The general equation for the moving average discrete process is
(Tx - u) = 602x + BlZx-i + S22x-2 + ... + 3tZx-4 2.18
where l = order of process
Likewise, the mixed-model autoregressive-moving average process is
defined in the discrete case as
(Tx - ji) = oi(Tx-l - w) + + cm(Tx-m - w) + Zx
+ BiZx-1 + + Mx-* 2.19
where 1 is independent of m.
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Several examples of first and second order autoregressive
processes will be demonstrated in Chapter 3, but it is useful to
note here that several stochastic processes in the imaging sciences
are closely approximated by a first order autoregressive process.
Indeed, the Wiener spectrum of photographic emulsions is closely
resembled by a first order ar process. The theoretical
autocorrelation functions for the first and second order discrete
autoregressive processes are, respectively;
PTTOO = <l'k' where K = 0, 1, 2, ... 2.20
(First order)
and
PTT) = R'K' COS (2irfnK-0n) ML
where, R -
(-ct2)1/2 2.21(a)
COS2irf0 = al/2
(-a2)1/2 2'21(b)
1 -
R2
and tan 0O = [ 2] tan 2i.f0 2.21(c)
1 + R
where for stationarity, the process parameters of a\ and a2 must
follow the conditions that:
2.22
For a complete derivation of the above equations the reader can
study chapters 2 and 5 in Jenkins and
Watts (1968).
a\ + ct2 < 1 (a)
a\ - a2
>- 1 (b)
-1 < a2 < 1 (c)
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2.3 ESTIMATION OF AUTOCOVARIANCE FUNCTIONS
Autocovariance function calculations from physically
determined data result in an estimation of the true autocovariance
function. The "sample" autocovariance function for a continuous
stochastic process is defined by
CTT(u) = I rs"lul(T(x) - T)(T(x+|u|) - T)dx 2^1
S 0
for 0 < |u| < S
=0 for 1 u | > S
where S = total interval of space coordinate, x, from which the
estimate is determined
Letting T = E[T(x)] = 0 and
tfn(u) s COVCT(x), T(x + u)] = E[T(x)T(x + u)] 1,24
We can now determine the first order moment, or mean, of the sample
autocovariance function. Namely,
E[CTT(u)] = E[^J,s_IuIt(x)T(x + u)dx]
5
o
_= Irs-MIE[T(x)T(x + u)] dx
sJo
-ii,s-lulyTT(u)dx-lnMJ,s"|u|dx
so s
= (sduL) ^TT(U) = 2rn(u)(l - M) 2^25
for 0 < u < s
= 0 for lul > s, since the sample is only defined
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for 0 <_ u < s.
A very useful measure of "closeness" in the estimation of
autocovariance functions is the mean square error function. The
mse (mean square error) of autocovariance functions is defined as
mse(u) = E[(CTt(u) - Yjj(u))2! (a) 2^
= VAR[CTt(u)] + B2[CTt(u)] (b)
where VAR[CTt(u)] = E[(CTt(u) - E[CTt(u)])2]
= variance of the sample autocovariance function,
and B2[CTT(u)] = (E[CTT(u)] - XTJ(u))2
= square of the bias of the sample autocovariance
function.
The best estimation of the autocovariance function corresponds
to a minimum overall value for the mean square error function. A
very straightforward way to prove the identity of equation 2.26 is
to reduce both equations 2.26(a) and 2.26(b) to an equivalent form.
For simplicity,
A
Let Cyj(u) = 9 = sample estimate
Oyj(u) = 9 = parameter
Then,
EC(CTT(u) - tfTT(u))2] " tt$ ~ 9>2J
=
E[92
- 299 + 92]
= E[2] - 2 9E[3] +
92 2^27
92
Likewise,
VAR[9] + B2[9] =
EL(9 - E[S])2] + (E[0] - 9)2 =
E[92
- 29EC0] + E2[9]] + E2[9] - 29E[0] + 02 =
E[G2] - 2E[9]E[9] + E2[0] + E2[9] - 29E[9] + 92 =
E[92] - 29E[0] + 92 2.28
Notice that equations 2.27 and 2.28 reduce to an equivalent form
and therefore the identity of equation 2.26 has been demonstrated.
It also is useful to point out as the length of the record, t,
approaches infinity, the sample autocovariance estimate will
approach the true autocovariance function. Namely
limE[CTT(u)] = lim tfTT(u)(l - M) 2.29
s->< s-> s
- "tt(u)* Hence, the covariance function demonstrates
the property of ergodicity because the spatial average of one
realization of infinite extent is equivalent to the ensemble
average ( 'xy(u)). Although this property is often stated, it will
be demonstrated to be not true for the sample power spectrum
functions.
The equivalent formula for determining sample autocovariance
functions of discrete processes is:
N-K
CttU) = (I) ^ (tx " t)(tx+K - t) for (k = . l rt"1)
N X=l
where 2.30
- l *
t = I (tx)
N X=l
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For sample points t\t .... tp|
and
rtt(K) = Ctt(K) = Sample autocorrelation function 2.31
Ctt(o)
Equation 2.30 can be restructured for calculation purposes into the
form:
N-K N-K
Ctt(K) =
k'
Z_ txtx+k - t( l (tx + tx + k) + (N-k)t2) 2^32
A- 1 A=l
where, for the special case of t - 0
this becomes:
N-K
Ctt(k) = k Z txtx + k) 2,33
N X=l
It now becomes apparent that subtraction of the sample mean
from the realization data of the "time" series is not only useful,
but necessary for power spectral estimation. Since sample
autovariance functions cannot be calculated for coherent optical
power spectrum measurements, the effect of the sample mean cannot
be removed until the power spectrum is first estimated. This fact
represents a major shortcoming of coherent power spectrum analysis.
2.4 THE POWER SPECTRUM
The relationship between the sample power spectrum estimator
function and the true power spectrum function is significantly
different for stochastic processes from that for deterministic
processes. The expression for the sample spectrum of either a
stochastic or deterministic process are, however, identical. For
continuous processes we have the Fourier transform pair between the
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sample spectrum and the sample autocovariance functions. Namely,
Ctt(0 - SSCtt(u)e'j2,rfudu -<f<- 2.34(a)
s
s
and
ctt(u) =
.f
Ctt(f)ej2irfudf -s < u < s 2.34(b)
CD
Likewise for discrete processes, the Fourier transform pair
becomes :
Ctt(f) - A ctt(k)e-J'2irfkA -1- < f < i- 2.35(a)
K--(N-l) 2A
~
2A L-L
and
c(u) - J1/2ACtt(f)ej2,rfudf -NA < u < NA 2.35(b)
-1/2A
~ ~ ^X
Hence, the sample variance for the continuous and discrete cases
are, respectively, for u = 0,
cu(o) -<*? " y"Ctt(f) df 2^6
and
ctt(o) = J~1/2ACtt(f) df
-1/2A
Again, equations 2.34 through 2.36 hold for either deterministic or
stochastic processes. The major differences for the power spectrum
relationships occur when one applies a limiting operation to the
sample estimation relationships. For deterministic processes, the
common expression found is:
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r (f) = Um Ctt(f)
s->
5*1 1m ctt(u)e-j2irfudu
-ss->
-rn(f) hU.
The problem with this argument, as demonstrated in Jenkins and
Watts, section 6.1, is that for stochastic processes, the sample
spectral estimator does not converge as the record length, s,
approaches infinity. Hence, it is necessary to redefine the
relationship between the sample and true power spectral function by
first determining the expectation of the sample spectrum estimator.
Namely, for the continuous case,
ECCn(f)] f E[CTT(u)]e-j2irfudu
-s
- VTT(u)(l " M)e'J2lffUdu 2^38
-s
s
from equation 2.25. Application of a limiting operation yields:
rTT(f) = 11m E[Cn(f)] - r*TT(u)e-j2nfu du 2.39(a)
s-> -
Likewise,
#TT(u) -
S"
rTT(f )ej2*fudf 2.39(c)
and with u=o:
^TT(o) - jTntf) =Y 2.39(c)
For discrete stochastic processes, we have:
N-l
E
K--(N-l)
ECCn(f)] - A /1 . yTT(k)(l - M)e^2lffkA - ^ < f < ^ 2.40(a)
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and
?7j(f) = H.n E[CTT(f)] = AZ ^TT(k)e-j2,rkfA - 1 < f < 1 2.40(b)
N-> K= 2A 2a
where is commonly called the Nyquist frequency, such that the
discrete spectrum can only be described between frequency values of
" 1 f 1 This interval will, of course, greatly influence the
choice of a, if such a choice is physically realizable. Likewise,
1_
^TTOO = J 2A rTT(f)eJ2nfkAdf 2.40(c)
-1_
2A
with k = 0, 1, 2, ...
and
Ott(o) = /"2a n 2
-1_
' TT(f)df = f 2.40(d)
2a
The proper normalization procedure for the power spectrum
function is not:
M7U)N0RM * "pTT-54 but rather
TT(o)
n r
I TT(f)norm = -jjH ^1
Equation 2.41 is referred to as the spectral density function, and
can also be found by performing the Fourier transform operation on
the true autocorrelation function, namely,
ir^l= j--pTT(f)e-J'2*fudu 2.42(a)
= AZPTT(u)e-j2irfudu 2.42(b)
K=
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where 2.42(a) and 2.42(b) represent the spectral density functions
for continuous and discrete stochastic processes, respectively.
The linear systems approach to the derivation of formula for
stationary stochastic processes can now be discussed. Beginning
again with:
E[T(x)-u] = J"h(v)E[Z(t-v)]dv
o
and
*TT(u) = E[(T(x)-y)(T(x + u) - n)]
=
S"
J^(v)h(v')E[Z(t - v)Z(t + u
O 0
_
j
J""n(v)h(v')^zz(u + v . v')dvdv' 2.43
O 0
where 2zz(u + v - v') equals the autocovariance function for a
stationary white noise source.
Let us now determine an expression for the power spectrum by
performing a Fourier transformation on the theoretical expression
for the autocovariance. Namely:
PTT(f)= r*n(u)e-J2,rfudu
OD
T ,_.. r-r r" r-h(v)h(v')^zz(u + v
-
v' )dvdv']e"jirfudu
Hence, \ TT(f ) =
j"
[ J 5
-OB O 0
Let w = u + v - v' with dw = du (holding v and v' as constants)
Hence,
r-rWf) = f-e-j2irf(w + v' " v)C
r"
J"h(v)h(v')dvdv'] tfzz(w)du
_ o
= /"h(v)e+J'2irfvdv
J""h(v')e-J2fffv'dv' J"-^ZZ(w)e-j2lTfwdw
oo
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H(-f)H(f ) Tzz(f ) = H*(f)H(f) F22(f)
M(f)|2rzz(f) --<f<- 2.44
where H(f) = frequency response function
* transfer function
- Fourier transform of the impulse response h(v) of
the linear system.
For continuous white noise source input,
I Zz(f ) = <i , and likewise
ZZ(f) = A 4% for discrete white noise
Hence, with a white noise (purely random) source as input to a
linear, stationary, stochastic process, the output power spectra
for continuous and discrete cases are, respectively.
rTT(f) = <^Z2|H(f)|2 - - < f < - 2.45(a)
TT.f) -
A<-Z2|H(f)|2
-i-< f <1- 2.45(b)
The general equation for theoretical power spectra of a
discrete mixed model autoregressive-moving average, stochastic
process is:
2.46ii + Bl
J<irT_. + + e?e
JT.T._X
|i - a\e"j2irfA - -
ame"j2itfAm
>2 7
- A<Z|H(f)| , where the general equation for the
stochastic process is:
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Tx - ji oi(Tx-l) + . . . + o^Tx-m - w) + Zx + BiBx-l + . . . +
Hlx-i 2.47
where again Zx- l white noise process at a distance of U)(a) from
xi location
Tx-m = amplitude transmittance stochastic process
displaced a distance of (m)(A) from x, location
The derivation of equation 2.46 can be easily demonstrated by
beginning with equation 2.47. Although the resultant equation for
the transfer function is not dependent on u, it simplifies the
following manipulation by letting y = 0. Let us now represent Tx-m
and Zx- as a continuous process which has been sampled at integer
multiples of A, namely:
Tx-m = T(x-mA)
zx-a = T(x-A)
Therefore, equation 2.47 becomes:
T(x) = oiT(x-A) + ... + c_,T(x-mA) + 2(x) + BiZ(x-a) + ... +
3*Z(x-iA) IM
Upon performing the Fourier transform operation of both sides of
equation 2.48, we have,
"(f) = * ... * ? f> *
? ...
?M(f)e-J2*f" 2,49
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"*
r ->
where T(f) = FT(x)5 = Fourier transform of T(x)
and
FfT(x-(mA))] = T(f)e-J2irf(mA)
= shift theorem of Fourier Transforms (Gaskill. Table 7-2, p.
199)
Upon rearrangement of 2.49 into the form T(f) = [ ] Z(f), we know
from linear system theory that [ ] is just the transfer function
relationship resulting from the original premise that the
stochastic process of T(x) is the result of a convolution of a
linear filter impulse response function h(x) with the white noise
process Z(x). Hence, in common linear system theory terms we have
T(x) = h(x) G Z(x) and .*.
T(f) = H(f)Z(f) utilizing the well known property of Fourier
transforms whereby the Fourier transform of the convolution of two
functions is equivalent to the multiplication of the Fourier
transform of the two respective functions. Hence:
T(f-)[1 - + ... + ame'^f^h
- Z(f)[l +
3ie-J'2irfA + ... He-^f^l
Therefore:
T(f) - rl * 6ie-J2lTf3+ ... + B.e-j2irfUA) Jz(f) 2^0
(1 - 01e-J2fA - ... - ame-JZirflmA))
Thus,
for
l*(f). ..
Ci
-i-<f <^
2A
- ~
2a
[1 + Bie-j2irfA+ ... B.e-j2*f(*A}J I2 2.51
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1
+ Boe
JZfA -
...
- ame-^1,T^m)l
For the special cases of the important first and second order
autoregressive processes, whereby Bi B4 are equal to zero,
we have, respectively:
M(f) I first order = 1
= (
2
. 1_ < f < 1_
1 . aie-J2irfu| 2A
~ "
2A
1 w 1
1 _ oie"J2fu l - aie+j2nfu
1
)
1 + ai2 - 2aiCOs2rrfA
2.52
and |H(f)|2second =
order
1
1 - aie"j2nfA _ a2e-j2Trf2A
1
1 + cq2 + a22 - 2ai(l - a2)cos2irfA - 2a2COs4irfZ_
2.53
with - 1_ < f < 1_
2a 2a
The second order autoregressive process demonstrates some very
useful characteristics as shown in Figure 2.1 below:
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HIGH FREQUENCY SPECTRUM,
- 1 0/\
LOW FREQUENCY SPECTRUM
Figure 2^1_ Stability region and classification of spectra for
discrete second-order autoregressive processes
(After Jenkins and Watts, 1968, reference no. 16)
The peak spectrum portion of the stability triangle indicates a
peak in the power spectra at a frequency displaced from zero. In
other words, the maximum power or variance no longer is necessarily
concentrated at or about the low spatial frequency region. The
maximum or minimum power frequency point follows the equation:
COS2irf0A = - a. (1 - a^)
4a2
2.54
which can be derived utilizing well known methods of calculus. The
stability triangle demonstrates the necessary constraints on ai and
a2 for a stationary process to be:
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a\ + o2 < 1
01 - a2 >- 1 2.55
and -1 < a2 < 1
The peak or trough spectrum condition is
| ai (1 " a2)l < I 4 a2 I while if
ll(l - <*2)| >. I 4 a2 | the spectrum will have no
intermediate peak.
2.5 ESTIMATION OF POWER SPECTRUM FUNCTIONS
It was stated earlier that the variance for a sample power
spectrum estimator of a stochastic process does not converge as the
sample length, s, increases toward infinity. Hence, it is
necessary to determine an alternative approach for estimating the
true power spectrum function of a stochastic process such that the
variance and bias are minimized according to the concept of the
mean square error function. The most common approach for reducing
the variance of the sample spectrum estimator utilizes the lag and
spectral window smoothing procedure. Returning to equation 2.38
for the mean of the continuous spectral estimator;
ECCTT(f)] -
JS tfTT(u>(l - -W")e"j2lTfudu 2,38
-s
It can be seen that with the property of the Fourier transform for
a product that equation 2.38 is equivalent to:
E[CTT(f)3 = i'"si;SinTLsa-|2rTT(1:-9)dg 2.56
wsg
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= Sj-sin-rsf-]2 (D rn(f)
itsf
= w(f) rTT(f)
where W(f) = spectral window
w(u) = 1 - M |u| < s
0
S
|u| > s
= lag window
Hence, lim E[CTj(f)] = V(f) as W(f) approaches a delta
s->
function. Also
E[CTT(f)] - Tn(f) = B(f) = Bias functi on
which equals zero for a white noise process.
The above example demonstrates the Bartlett smoothing lag and
spectral windows. In general, we have for the continuous case,
ECCTT(f)] = CTT(f) = J,w(u)cTT(u)e-j2,rfudu
OD
= J"cTT(u)e"j2llfudu 1,57
OD
where w(u) = lag window; and has the properties
w(o) = 1, w(u) = w(-u) 2J58
w(u) = 0, |u| > s
From equation 2.56 we also noticed the use of the spectral window,
W(f) where
W(f) = ^(uje'^^^du and
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w(u) = j*"w(f)ej2lTfudu 2^9
utilizing well known properties of Fourier transforms. Table 2.1,
below, lists some common lag and spectral window combinations
It can now be demonstrated that tne mean of the smoothed
spectral estimator function, commonly referred to as the mean
smooth spectrum, is utilized to determine the bias function for a
given combination of theoretical stochastic process and
lag/spectral window, namely:
E[Cn(f)3 - EC r"w(g)CTT(f-g)dg]
OD
- X"w(9)ECCTT(f-9)dg] 2J50
OB
~ J"w(g) rTT(f-g)dg = rn(f )
A/
a>
Hence, the general equation for the bias function becomes:
3(f) = E[CTT(f)] - rTT(f)
- rTT(f) - rTT(f)
- EC J~"w(u)cTT(u)e-J'2llfudu] - J"tfn(">e"j2irfudu
_-_*_
OD
- ra,w(u)ECcTT(u)]e-J'27rfudu- /"2(TT(u)e-J2,,fudu
--
but ECcTT(u)] = Vjt(u)(1 " "^") from ecluation 2-25*
Therefore #n(u) for lar9e values of s
and
B(f)fr J"Cw(u)^T(u) - * TT(u)3e-J2irfUdu
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TABLE 2.1 Lag and Spectral Windows
(After Jenkins and Watts. 1968, ref. no. 16)
Description Lag Window Spectral Window
rectangular wr(u) = l M 1 M
0, |u| > M
WR(f) =2M(^f!l),
2fffM
< f <
i, .m ,U| <M WB(f) _. M(.
M irfM
Sin irfM^2
Bartlett wb(u) =
0, | u | > M
< f <
Tukey l/2(l+cos^),
rl
wy(u) =
o,
| u | < M
|u| > M
WT(f) -M jLif^ +2irfM
1 sin2irM(f+M/2)
2 2irM(f+M/2)
+ I sin2wM(f-M/2)
2 2irM(f-M/2)
=_ M(Sin2irfM)
(
2irfM
1
l-(2fM)2
).
< f <
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TABLE 2.1 Lag and Spectral Windows (continued)
Description Lag Window Spectral Window
Parzen 1 - 6(-L^-) +
6(M)\ Hp(f) . fMfiUHMi)4,
M 4 itfM/2
M<? -<f<-
wP(u) = 2(1-M)3,
M
- < lut < M
2 ' ' ~
0, |u| > M
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J"Cw(u) - l]VTT(u)e-J"2,rfudu
SB
Since only the Bartlett window pair was utilized in the body
of this thesis, we will only be concerned with derivation of its
bias function. Therefore, with,
wg(u) =
l-^ M<M
0 | u | > M
BB(f) % J""Cw(_i) - l]lfTT(u)e-j2,rfudu
OD
. jM-MyTT(u)e-i2f"du
-M M
- [- (i) J[u yTT(u)e-J2'f"du]
- " \ J>l ^TT(U)e-j2*fudu
= -iF^iui^ rTT(f)
- - i [2r . J2,fuid rn(fj
"<><'> - fo^i] rTT(f) = at? c7?] rTT(f
From equation 2.61 for the expression of bias for the Bartlett lag
window, it can be seen that bias will readily decrease as M
increases, and is most certainly a function of spatial frequency
(f) and the theoretical power spectrum function 177(f). Due to
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the convolution operation between () and T 77(f), it is also
clear that the greatest bias will occur near the peak power points
and for highly concentrated power spectrum functions. For very
smooth stochastic power spectrum functions, the bias will be very
low due to the consideration that for smooth power spectra within
the bandwidth of the spectral window, we have:
ECCTT(f)] J"a,W(g)rTT(f-g)dg = rTT(f)
^(f ) J" "w(g)dg = PTT(f )
Hence, B(f) = ECCTT(f)] - PTT(f)
Tn(f) - Fn(f) 0 2.62
Examples of bias functions due to the combination of the 3artlett
spectral window and first and second order autoregressive processes
will be demonstrated and discussed in Chapter Three.
The second major consideration when attempting to estimate the
power spectrum function of a stochastic process is the variance of
the smoothed spectral estimator. It is actually the mean square
error function (MSE) of the smoothed spectral estimator which is
most important, namely:
MSE(f) = VARCCn(f)] + B2CCTT(f)] 2.63
Let us now determine a method for calculating VARCCjy(f)] as
well as an expression of the confidence intervals for the spectral
estimator. It can be shown that the covariance and variance of
unsmoothed sample spectral estimators are, respectively,
Ill
COVLCTT(f1), CTT(f2)3 3 0
and 2.64
VARCCTT(f)3 Z T2TT(f)
which demonstrate that the variance is independent of sample size
and length, as well as state that the sample spectral estimator
functions are independent for .differentvalues of fr que cy. We
shall now see how these conditions change dramatically for smoothed
spectral estimators. With the established identity:
Cn(0 - J""cTT(f)w(f-g)dg
<x>
We will now simply state the relationship for covariance
between CjyUi) and C-rr(f2). For details of the validity of this
relationship, the reader is advised to see Jenkins and Watts,
Chapter 6. We have:
covCcTT(f1), Crr(f2)] Z - iN>2n(9)^(fi-9)Cw(f2+g) + w(f2-g)]dg
S -CD
2.65
With the assumption that the true spectral function, lTT(f) is
relatively smooth (constant valued) over the bandwidth of the
spectral window, we can then remove Vjj{f) from the integration
operation. Therefore,
covccTT(fi), cTT(f2)3s J^tt-^- Js"w(fi-g)Cw(f2+g) ?
s
""
w(f2-g)]dg i^i
Hence, with f\ = f2
= -C-TT-^- J"*CW2(fi-g) + W(fi-g)W(f+g)]dg
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covccn(fi). cTT(fi)] s var ccn(f)]
i2
-1
s
let fi-g = h .*. fi+g = h + 2g and dg = -dh;
as g -> - -. h-+
g -> + , h - -
VARCCTT(f)] = TT-^-
J"V(h) + W(h)W(h-2f)dh
s -eD
but J>V(h)dh J*"w(h)W(h-2f)dh
00 CO
and therefore we can safely disregard the significance of the
second term within the integral.
The equation for the variance of smoothed sample spectral
estimators becomes:
VARCCTT(f)]S J-rTT-^- wfV(h)dh 2M
S
-co
s
utilizing Parseval's theorem of Fourier Transforms. Hence, for the
3artlett lag window, the variance function would be:
VARCCtj (f)] -TT^ j"V(")du
s -CD
but wB(u) = 1 -M; |u| < M
0; ]u| > M
Therefore:
1tj1l ;Vw* - tt^/m(i - M)2du
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JL-Tjlflt S*iu - J -fM(-)du ? 1, J "|.|2du_S _m M _^ M* _,v|
r2
i
ILTTifIC2M + -2M + 2M/3]
s
TT-^|m] VARCCTT(f)]
3
2.68
If we let I = JNV(h)dh = J""w2(u)du 2.69a
-OO -CD
then VARCCTT(f)] % TT^-(I).
It is now possible to evaluate the expressions for variance of
smoothed spectral estimators and the ratios of variance of smoothed
spectral estimators to the variance of unsmoothed spectral
estimators. Such a comparison is displayed in Table 2.2.
From equation 2.64 it can be readily seen that:
var[cTt(*)3 r2n(f)
In order to demonstrate the tradeoff between variance and bias for
smoothed spectral estimators, let us reiterate the equations
derived for the Bartlett window pair, namely:
VARBLCTT(f)] --TTlfl A) 2^58
s o
and
88(f) *
a?
(7?> rn(f)
We can now easily see the tradeoff for choosing the best value
VARCTTlfi] ^7x111^ -\ 1^59
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TABLE 2.2 Properties of Spectral Windows
Description Spectral Window
Variance Degrees Standardized
ratio of bandwidth
I/s freedom b^
rectangular 2Msin2irfM
2irfM
2M
s
s.
M
0.5
0.667^
s
3*
M
1.5Bartlett
M(_simrfMN2
irfM
l)
Tukey M(Sin2rrfM x
2irfM
0.75^ 2.667-5- 1.333
s M
l-(2fM)2
)
Parzen
3M,sinUfM/2h4
4 nfM/2
0.539^ 3. 7 1-5- 1.86
s M
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of M, because as the value of M decreases, the variance will also
decrease but the bias will increase and vice versa. The choice of
the appropriate value of M is also strongly dependent on the
theoretical power spectrum function, and, hence, cannot be
determined prior to an experimental investigation of the stochastic
process, unless knowledge of Tn(f) is available. A quick
calculation of the reduction in variance for 3artlett smoothing
will demonstrate its utility.
Let A = .05s, that is, the lag window is 1/20 as wide as the
record length s; therefore from equation 2.69:
1 s IE = 1^1 = L.
s
"
3 s
"
3 20 s
"
30
which means that the variance of the smoothed spectral estimator is
times that of the unsmoothed spectral estimator. Although it
30
appears that from a perusal of Table 2.2. there might be a
significant enhancement of the estimation process by utilizing
different spectral windows depending upon the stochastic process,
it will be demonstrated shortly that the most significant attribute
of the spectral window is its bandwidth.
Jenkins and Watts demonstrate that the random variable,
vCjj(f)/ rjj(f) is approximately a chi-squared statistical
distribution with v degrees of freedom. They also proved that the
unsmoothed sample spectral estimator ratio 2Cjy(f)/ Tntf) was a
chi-squared distribution but with only two degrees of freedom.
From this relationship, one can establish the number of degrees of
freedom and consequently the appropriate confidence interval
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relationship for the smoothed sample spectral estimator. With the
distribution of Cjy(f) for any value of f approximated by C^v ,
where
2
a*\v = chi-squared distribution with v degrees of freedom,
where for the case of Cjj(f ) ,
~ z-^imJ and a , IICTTim 2.7o
VARCCn(f)] ~ v
v
Our previous discussions demonstrated that for a smooth
spectrum relative to the bandwidth of the spectral window:
and
ECCTT(f)] 2 rTT(f) 2^62
VARCCTT(f)] X r2n J"V(u)du 2,67
Utilizing equations 2.62 and 2.67 in equation 2.70, we find that
v A.
2 T2TT(f) _ 2T 2.71
HJlTlIl J~V(u)du J V(u)du
2- from equation 2.69a
and
a Z TTT(f)/v 2^72
which demonstrates that the variance of smoothed spectral
estimators will be reduced as the degrees of freedom increase. If
vtt1II has a statistical distribution equivalent to a"\v
rn(f>
distribution, then it is now possible to formulate an expression
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for the confidence interval for the theoretical power spectrum
function based on the smoothed power spectral estimate. Utilizing
the well-known confidence interval equation for a \2 distribution,
we have:
Prfvf) <-n^<^v(l -*)}- 1 - a 2.73
* L TT(f) 2 >
wnere
Pr I \ = probability
o = degree of confidence factor
v = degrees of freedom
Upon rearrangement such that the confidence interval is for ljj(f)
only, we have:
pr fJpjtjil- < rTT(f ) < fym] , ! . . ^Av(l - ) Av(a/2) '
2
Given the experimentally determined values of Cjy(f) and v as
expressed earlier, one can utilize 2.74 to calculate the desired
confidence interval utilizing either Figure 2.4 or the well known
statistical tables for the chi-squared distribution. Note that
because the confidence interval is a function of frequency, it is
common practice to plot the logarithm of the power function in
order to eliminate this dependence, namely,
* Av(l " a'2j \\i\a/) '
which becomes:
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5 6 7 I . 10 20 2. 30 40 50 tO 70. 100
Degrees of freedom,
V*
Figure 2.4. Plot of \T
*x (/2) X (i-/2)
for (1-*) = .80, .95, and .99.
(After Jenkins and Watts, 1968,
reference no. 16).
Value of
Kr (*/2)
Value of
V
* (l-^2)
vs.
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Pr^v(lV-a/2)] + ,09^(f> * l09 r"(f) < '9tv^)] *
logCnU)) 1 - a 2.76
In this format, the confidence intervals can be readily displayed
with constant
"bars"
regardless of CjT(f)-
One last expression which is important for successful
estimation of power spectrum functions is that of the spectral
window bandwidth. The bandwidth is defined such that the
expression for variance of the smoothed spectral estimator with a
rectangular spectral window of width b is equivalent to the
variance of the smoothed spectral estimator with undetermined
spectral window function. Namely, using equation 2.67 for the
rectangular spectral window, we have:
VAR[CTT(f)] S -L-TTlII = I_TTlll J V(u)du 2^77
Sb S _co
Therefore, b = ^m 7. . . = rB?,,, ,, _L_2__.J""w^(u)du J^"W'(f)df
-CD -0
= in
M
where bi = standardized bandwidth with M = 1.
Finally, utilizing equations 2.67 and 2.71. the degrees of
freedom and, hence, variance associated with the bandwidth of a
spectral window is related by
v = 21 , 2(s)b 2J9
I M
Hence, as the bandwidth of the spectral window increases, the
degrees of freedom will also increase, and therefore result in the
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decrease of variance, but increase in bias. The extent or
magnitude of the increases or decreases are, however, strongly
determined by the nature of the stochastic process being studied.
In summary, Chapter Two attempts to outline the basic
mathematical relationships which are necessarily employed in the
study of the power spectra functions of stochastic processes. We
can now illustrate these basic concepts by application to specific
examples*
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CHAPTER THREE
APPLICATION OF STOCHASTIC THEORY
TO EVALUATION OF OPTICAL POWER SPECTRA
3.0 INTRODUCTION
The structure of Chapter Three consists of three major
sections. All three sections deal with the application of .the
basic properties and definitions of power spectra functions for
linear stochastic processes which are discussed in Chapter Two.
Section 3.1 demonstrates the concepts of bias and variance for
power spectrum estimators for stochastic processes derived from
theoretical models. First and second order discrete autoregressive
models are chosen with different controlling parameters. Smoothing
and subsequent bias effects are illustrated as a function of the
Bartlett window bandwidth and particular model parameters.
Variance of a smoothed sample spectrum estimator for a first order
autoregressive process for two sample sizes is also displayed.
The second major topic of discussion concerns the extension of
the concepts of linear stochastic process power spectrum, from
univariate, single random variable processes to bivariate, two
random variable processes. The basic equations for theoretical
power spectra functions are defined without discussion of the
concerns for estimation procedures of sample bivariate power
spectra, analogous to those discussed in Chapter One for univariate
processes.
The intent of section two, as described above, will become
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apparent and indeed necessary when section three is reviewed.
Section three applies the formulas of several theoretical linear,
and bivariate stochastic models to the problem of decomposing the
univariate complex random variable into its real and imaginary
parts. The real and imaginary parts do, of course, have real
values, and hence can be treated as a real bivariate linear
stochastic process.
The . genuine attempt is made to demonstrate a probable
causation for the existence of the transformation from a stochastic
process which displays concentrated power centered about the zero
spatial frequency region to a second order process which has its
region of peak concentrated power significantly shifted away from
the "dc" spectrum location. The univariate complex random variable
case utilizes a first order autoregressive model which is
subsequently decomposed into its real and imaginary parts. The
resulting power spectra formula, which are derived using this
approach, demonstrate two important ideas. Namely, the resultant
power spectra equation resembles that of a second order mixed model
case (second order ma with second order ar). It is also shown that
the second order mixed model will result directly from the
necessity for the real and imaginary parts of the complex random
variable to be correlated. The complex amplitude transmittance,
which is a stationary stochastic process, is thus equated with the
univariate complex random variable discussed above. One of the
major objectives of this thesis is to demonstrate the plausibility
as well as feasibility of such an approach, for the study of
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photographic "grain" noise in coherent optical systems.
3J. EXAMPLES OF FIRST AND SECOND ORDER AUTOREGRESSIVE STOCHASTIC
PROCESS POWER SPECTRA
The major purpose of Section 3_J, is to demonstrate the
structural nature of stochastic process power spectra which are
generated from first and second order univariate autoregressive
models. Several comoi nations of model parameters are chosen to
illustrate the distributions which are applicable to the case of
film grain noise power spectra functions. Bias functions are
calculated and plotted for combinations of model parameters and
smoothing window bandwidths. Tradeoffs between bias and variance,
as related to window smoothing parameters, are discussed for a
relatively smooth first order process. A comparison is also made
between window bandwidth selection criteria for a smooth power
spectra and one in which the power is concentrated in definite
frequency regions.
Let us begin the discussion of simulated power spectra
examples by listing the related computational formulas necessary
for the discrete cases of univariate stochastic processes. The
discrete formula for a smootned sample spectral estimate is:
CTT(f) = A
LZl
w(k)cTr(k)e-j2irfkA3A
k=-(L-l)
-i-<f
<i-
2A
~ ~
2A
where,
A = interval between discrete data points in the space domain.
124
w(k) = lag window, with u kA
= (1 - -^ ) for 0 < k < L 3.2LA
0 for k > L
Bartlett window case
k = integer number such that
- (N- 1) < k < (N - 1) with i. being the total number of
data points in the one dimensional record for the sample
series.
Na = total length of record sample
LA = M = truncation point of lag window
cttU) = sample autocovariance function estimate
N-k _ _
= ^ Z (Tx - T)(Tx+k - T); - (N - 1) < k < (N - 1) 3^3Nx=l
We can now proceed to simplify both equations 3.1 and 3.3.
Utilizing the even function property of the smoothed sample
spectra, equation 3.1 becomes:
L-l
k=l
Cxj(f) = 2A?cTT(o) + 2 c-rT(k)w(k)cos2.rfkA?
and 0 < f < i-
~~ ~
2a
RTT(f) = 2A &TTM + 2L^CTTi!il w(k) Cos2irfkA?
CcTT(o) k=lcTT(o) J
L-l
= 2a l + 2 rn(k)w(k)cos2irfkA?
C. k=l J
= smoothed spectral density estimate 3^4
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For the specific case of the Bartlett lag window as specified by
equation 3.2, we have:
RTT(f) 2A Si + 2 Z(l-K/L)rTT(k)cos2irfkA? 3^5
^ k=l J
The smoothed sample spectral estimate, Rn(f)> can be utilized
to display the variance and confidence intervals of the power
spectra function estimate. By changing the values of N and L, one
can investigate the change in variance by comparing plots of Rn(f)
alongside the theoretical power spectral density function
MT(f)/^T Of course, in actual practice the theoretical
function is unknown and it is not always obvious which values of N
and L are best for estimating the power spectra function. This
problem will be continually addressed throughout Section 3.1.
The bias due to spectral window smoothing can be calculated
and displayed with the mean smoothed spectral density function,
namely,
^ir(f) L_1
Jy , = 2AC1 + 2 pTT(k)w(k)cos2irfkA] 3J5*td k=l
where pn(k) = theoretical autocorrelation function.
Note that the major difference between the smoothed spectral
density estimate, Rrr(f), equation 3^4 and equation 3_J5_ for the
mean smoothed spectral density function is the replacement of
rT-r(k) with pjjW > i.e.; the sample autocorrelation function, with
the theoretical autocorrelation function. The percent bias of the
spectral density function remains dependent upon frequency and is
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expressed as:
BiasX(f) = [-Ijrta. - LttIII 3/clnIf). ] x 100%
c T ** T * T
- c rTT(f ) - "rTT(f )]/ rn(f ) x io2 ij.
Likewise, the variance of the smoothed spectral density
estimator can be approximated from the equation for variance of the
continuous case for smoothed spectral estimates with a Bartlett
window, namely,
VARCCTT(f)] JT^ (M) 2.61
which for the discrete case becomes,
VARCCTT(k)]3 {J^-fl-A- r2TT(k)(|)(-^) 3,8a
and
vARCRn(k)] Z -^^f ^ Mi
Hence the variance, and therefore confidence interval, will
decrease as either N increases and/or L decreases. In other words
with constant A, the lack of variability or stability of the
smoothed spectral density estimate will increase with increasing
sample record length, NA, and/or increasing spectral window
bandwidth, b = -^-. Note that equations 3.8a and 3.8b remind us
2LA
that the variance is a function of the theoretical spectral density
function, and hence, the values of N and L which are satisfactory
for one region of the power spectral function might not be for
other portions. Confidence intervals for RnU) can be constructed
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in an analogous fashion to those in Chapter Two (equations 2.73
through 2.76). Namely,
^V(l - -) 4T* 7lr(a/2)'
where %> * chi-squared statistical distribution
1 - a = degree of confidence, also probability
v = degrees of freedom
= (2Sbi)/M 2^79
= 2^bi = 2(f)bi 3.9b
LA L
= 2(^)(|) = ^ for Bartlett window 3.9c
As stated earlier, lower variance, and greater stability for
smoothed spectral density estimates will result with increasing
sample size, N, and decreasing lag window truncation point, L.
Equation 3.9C reveals that these conditions will result with an
increasing number of degrees of freedom for the estimate, which
agrees with conventional estimation theory.
We can now begin our examples of first and second order
discrete, and univariate autoregressive stochastic models. The
tradeoffs between bias and variance can now be calculated for the
respective model parameters. The first order discrete
autoregressive process follows the general equation,
Tx - v = oi(Tx-l - y) + Zx 3.10
where Tx = amplitude transmittance at x
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Tx_i = amplitude transmittance displaced by A from x
Zx = white noise process
u theoretical mean of the r. v. Tx.
As shown in Chapter Two, equations 2.45b and 2.52.
TTT(f) - L*_ 3#n
1 + ai2 - 2aicos2TrfA
with - 1- < f < *-
2a ~ ~ 2a
Let us choose 200 cycles/mm as the upper limit for spatial
frequency, since this corresponds to the upper limit utilized in
our coherent power spectra measurements. Thus,
_200
^Mes < f < 2oo exiles
mm mm
.
*
. A = ,
1
x
= ( ) rnm
2(200) 400
Utilizing equation 2.40d we can calculate ^j , from the expression
for the spectral density function of a first order autoregressive
process, namely,
^T2
= ^TT(o) = \ A^TT(f)df 2.40d
.Jf
2a
1_
2* A<T2
1 %2-Z df 3.12
*
2A 1
+ alZ " 2aiCOS2irfA
let g = 2?rAf with dg = 2TrA#and as
1-, . .,
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> T~ > 9 = +ir : with \ tt(^) an even function equation2a
2.40d becomes
<-2
= 2A_^
2
rn l
T o*\ J 77T 5";
" dg 3.13LvL 0 [l + ai^) - 2aicosg
but since we only intend to integrate from f = 0 -> 1/2A or
0 -> 200 cycle/mm, we must multiply
fj2
by .5 since the total
variance- integrates from -1/2a to 1/2A. Hence,
2 w o U + alz) " 2aicosg
.-4_ ! *-. < L_2'
.(1
+ ai)2 -
(-2al)2]>fc
2 [(1 . 2al)2]^
"-^(7^ hii
ThUS" ^ ' [! . 012 Llcos2,f. 3/[i(fZW] ~
*2(1 - 2oi) 0 < f < 200 cyc1es
1 + oi2 - 2aiCOs2irfA run
In order to demonstrate the significance of the bias function
we must now calculate r*n(f)/^T Beginning with equation 3.6,
the equation for the smoothed spectral density function with a
Bartlett window and a first order autoregressive, discrete process
is,
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TTT(f)/^T2 2AC1 + 2A (aik)(l - *)cos2i.fkA]
K-l L
where ptt^ " j w(k)
= (1 - i) 0 < k <. L
=o k > L 3.17
Calculations were performed for combinations of ai
=
.2, .5
and .8 with values of L = 4, 8, 16, 32, 48, and 64 depending upon
the spectrum requirement. The results of these calculations are
illustrated in Figures 3A_ through 3^3, with A = 1/400 mm. After
examination and comparison of these figures, several statements
about the behavior of first order autoregressive processes can be
made. In all cases, percent bias decreased with increasing value
of L. This result makes sense if we recall that increasing L
narrows the spectral window which is convolved with the true
spectrum; and therefore will approach the effect of convolution
with the Dirac delta function. For equal values of L, percent bias
increased with increasing magnitude of ai from .2 to .8. In other
words, the more sharply the power is localized in a specific region
of frequency space, the narrower the spectral window bandwidth is
required in order that the subsequent percent bias function allows
adequate estimation of the true or theoretical power spectra
distribution. 3y examining Figures 3.1a, 3.2a. and 3.3a. it is
apparent that the greatest absolute difference between the
theoretical and mean smoothed spectral density functions occurs in
the peak power frequency regions, yet the percent bias functions
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also reveal significant deviations for high spatial frequencies,
where there is a much lower magnitude of power.
Mean smoothed spectral density estimates and autocorrelation
estimates are compared with the theoretical spectral density and
autocorrelation functions in Figures 3^4 (a and b), and U> b,
and c). Figure 3L4 demonstrates the important result that
smoothing with wide spectral windows, and therefore lower values of
L, causes the mean smoothed spectral density estimate to approach
the form of the theoretical spectral density function. Likewise,
Figure 3.5a demonstrates a converging autocorrelation estimate as N
increases from 50 to 150. Figures 3.5b and 3.5c are plots of the
confidence interval bands as calculated from utilization of
equation 3.9a, where RjT(f) was determined by equation 3^5, and
rjj(k) from equations 2.30 and 2.31.
The sample autocorrelation functions were calculated from
realizations of a first order autoregressive process with oi
=
.20
and u = o, where Zx is a zero mean gaussian white noise process.
Figures 3.5b and 3.5c display quite clearly that as the degrees of
freedom, V, increases, L decreases, in accordance with equation
3.9c. These figures also indicate that the confidence intervals
decrease with increasing V and therefore indicate lower variance
and a better spectral density estimate. It is also important to
note that the confidence interval changes as a function
of spatial
frequency, which implies the need for a
segmented spectral
analysis; i.e., the procedure for filtering and analyzing
the broad
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spectrum into smaller segments which can be evaluated with singular
values of L with equivalent variance. In our current example, with
01 = .2, one can now compare Figures 3.1a and 3.1b with Figures
3.4a and 3.5a and b. Since percent bias decreases with increasing
values of L; while the variance, as expressed by the confidence
intervals, increases with increasing values of L, we clearly have a
tradeoff situation. One could evaluate the mean square error
function,- as indicated by equation 2.63, yet this result is often
misleading due to the frequency dependency.
Perhaps the most straightforward approach for choosing the
best value of L, without exhaustive analysis, is to first choose
which portion of the spectrum is to be examined, and what
information is desired. For our current example, with c_i = .20,
let's examine the peak region where f < 60 cycles/mm. Clearly, L =
8 appears to be a good compromise for minimizing bias and variance
for the spectral density function estimation procedure. It should
be noted that this particular value of L is not adequate for
ai
=
.5 or .8, and hence the procedure noted above must be repeated
for these new cases.
These examples relate a very important concept of stochastic
power spectrum estimation. Namely, there is no a-priori method for
choosing the proper smoothing bandwidth. It is necessary therefore
to examine a series of mean smoothed spectral density functions
along with accompanying confidence interval plots. If the peak
power bandwidth is greater than the smoothing window bandwidth,
while the degrees of freedom, for values of N and L, is
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sufficiently large to maintain a narrow confidence interval, then
an adequate spectral density estimate has been reached.
The next series of examples involve the simulation of a second
order autoregressive process for two different frequency points of
the shifted peak power position, for different combinations of the
model parameter's <i and 02 . Equation 3.6 for the mean smoothed
spectral density function was utilized with the Bartlett window for
a series -of values for L. The theoretical autocorrelation function
for a second order autoregressive process (see Jenkins and Watts)
is,
PTT(k) = R|k|
cos (frf0k - 0O) 3.18
cos 0Q
where R = (-a2)1/2; cos2irf = 1 . lo^ 2(-a2)1/2
2
tan0n = f l
~ R?-?tan2irf a
0 L 1 + %2? 0
fQ = frequency of maximum power
Combinations of a\ and a2 were chosen such that both the stability
conditions of equation 2.55, and the conditions for shifted peak
power, as shown in Figure 2.1 were satisfied. The results of these
computations are plotted in Figures 3.6 (a, b, c) and Figures 3.7
(a, b, c). For f0 = 30 cycles/mm, the power becomes more highly
concentrated as ql\ increases from .206 to .549.
The value of L for the spectral smoothing window which
provides adequate estimation of the magnitude and shape of the
concentrated power region is shown to increase significantly. In
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other words, as the power spectra becomes highly concentrated over
a narrow frequency region, the bandwidth of the smoothing window
must also be comparatively narrow in order for adequate estimation.
Likewise, combinations for a\, a2 and L are shown in Figures 3.7a.
3.7b, and 3.7c for f0 = 140 cycles. For equivalent values of c_2 =
-.50 and L = 64, equivalent magnitudes of power for f0 = 80 and
f0 = 140 cycles/mm are displayed. Mote that as a2 becomes more
negative "from 02 = -.2 to 02 s -.8 the bandwidth of the power
spectrum narrows.
As previously discussed with first order spectra, decreasing
the bandwidth of the smoothing window does not necessarily result
in a better spectral density estimate even though a decrease in
bias is readily exhibited. Figures 3.8a and 3.8b (Jenkins and
Watts) illustrate the tradeoffs between bias and variance for a
second order autoregressive process with a\ = 1.0, 02 = -.5, for
i. = 50 and 400 for various bandwidths of the Parzen window. Note
that the power density has been plotted on a logarithmic scale such
that the confidence interval bars remain constant regardless of
frequency. The choice of the "best
L"
clearly depends on the value
of '., which of course is evident from a simple calculation of the
appropriate value of V, degrees of freedom. With N = 50, no value
of L appears satisfactory, yet when N = 400, L
~
32 provides an
adequate estimation of both the peak and bandwidth of the power
spectral density function.
Lastly, Figures 3^9 and 3.10 are shown to illustrate two
extremely important characteristics of stochastic process power
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spectrum estimation. Figure 3.9 illustrates a sample spectrum with
no smoothing window applied. Clearly, even though N 400, the
sample spectrum is so highly erratic, that no meaningful
information can be conveyed. This results from only two degrees of
freedom for the unsmoothed estimate. Figure 3.10 demonstrates the
importance of equi -bandwidth comparisons between different spectral
window shapes. Namely, as long as the proper bandwidth of the
spectral .window is chosen correctly, the shape of the spectral
window is usually very insignificant in high quality estimates of
power spectral density functions.
3.2 TRANSFORMATION OF COMPLEX UNIVARIATE TO REAL BIVARIATE
PROCESSES
In order to simulate the functional characteristics of a
univariate linear stochastic process for coherent optical systems,
it is necessary to discuss the complex random variable case.
Coherent optical systems are linear with respect
"amplitude"
transmittance, and hence any meaningful linear stochastic process
model must allow the random variable to be complex. It will be
demonstrated that if we begin with a univariate complex rando.n
variaole process, the real and imaginary parts can be separated to
form a bivariate, real, linear stochastic process. In this way.
first order autoregressive models for complex univariate random
variables of amplitude transmittance can be utilized to calculate
theoretical power spectra functions which are proportional to those
of second order autoregressive process of real univariate
random
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variables. Bivariate first order autoregressive cases are
transformed into univariate second order models with resultant
power spectra functions proportional to second-order autoregressive
models.
Before we can begin with actual models for the
univariate/complex case it is necessary to establish the basic
equation for determination of theoretical power spectra
distributions for linear bivariate stochastic processes.
Estimation procedures for the bivariate case are beyond the scope
of this thesis. Likewise, for simplicity, only the essential
equations for determination of theoretical power spectra from
linear bivariate models will be stated here. For a more complete
background and derivation of the following formulas the reader
should review Jenkins and Watts, Chapter 8.
Analogous to the approach discussed in Chapter Two, the
general bivariate stochastic process begins with two uncorrected
white noise processes l\ (x) and __2 (x). The outputs of the linear
system with four impulse response functions is displayed in Figure
3.11. The convolution operations between the input white noise
sources and the impulse response functions result in the two
fundamental equations 'which characterize a bivariate continuous
linear stochastic process. Namely,
Ti(x) = f"hn(V)Zi(x - V)dV + S"h!2(V)Z2(* " v>dv
o o
3.19
T2(x) = J"h2i(V)Zi(x - V)dV + J "h22(v)z2(* - V)dV
156
2,(v)
Zkfrl TaC>)
Figure 3.11, Lattice representation of a bivariate
linear process with input white noise
sources, 1 (x) and Z? (x). (After
Jenkins and Watts, 1968, reference no.
16).
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The resulting autocovariance and cross covariance functions for the
uncorrelated sources Zi(x) + ?2(x) are:
*ll(u) = ^l2 y"hn(V)hn(V + u)dV +
o
^2Z J"hi2(V)hi2(V + u)dV 3.20a
o
^22(u) - ^\ f"h2i(V)h2i(V + u)dV +
Jo
^22 JN"h22(V)h22(V + u)dV 3.20b
o
^2l(") = ^l2 f"h2l(V)hii(V + u)dV +
Jo
^l 5N"h22(V)hi2(V + u)dV 3.20c
o
012(u) = f\ X"hn(V)h2i(V + u)dV +
o
^22 9"hl2(V)h22(V + u)dV 3.20d
-\)
Again, for simplicity, let us only derive equation 3.20a. For
stationary linear stochastic processes, we have by definition,
^ll(u) = E[Ti(x)Ti(x + u)]
with equation 3.19, this becomes,
^ll(u) = EC( J~hn(V)Zi(x - V)dV + J"hi2(V)Z2(x - V)dV) x
o o
( J'hillV^Zitx - V1 + uJdV1+
o
V"hl2(V,)Z2(X- V1 + uJdV1)]
o x
The above equation simplifies to the expectation of two expressions
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because
^"
X"hll(v>h12(V1)ECZi(x - V)Z2(x - V1 + u)]dVdVX = 0 3.21
o o
X"
5""hn(V1)hi2(V)E[Zi(x - V1 + u)?2(x - VJDdVdV1 = 0
0 0
The expectation between the multiplication of two uncorrected
process equals zero. Hence,
*ll(u) = E[ $" j'hilOOhntV^Zifx - V)Z,(x - V1 + uJdVdV1 +
oo
j" JN'hl2(V)hi2(V1)Z2(x - V)Z2(x - V1 + uJdVdV1]
0 0
Let V1 = u + V .'.
^ll(u) X"hll(V)hn( u + V)E[Zi(x - V)Zi(x - V)]dV +
i"hi2(V)hi2(V + u)E[Z2(x - V)Z2(x - V)Z2(x - V)]dV
o
But ECZi2(x - V)] =
<T1Z2
=
<iZ 3.22a
E[Z22(x - V)]
=^22 3.22b
Thus,
^ll(u) - <^l2 r"hll(Ohii(V + u)dV + <^22 JNa>h12(V)hi2(V + u)dV
o o
which agrees with equation 3.20a.
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We can now proceed directly to the calculation of the
theoretical power spectra functions for linear bivariate stochastic
processes, by performing fourier transform operations on the
preceding expressions for auto and cross covariance functions.
Therefore,
^ll(f) = f*11(u$ = ^l2Mn(f)|2 +YMl2(f)|2 1^233
r22(f) = f42(u =; |H21(f)| +^22(f)f Mlb
Fi n 2
* 2 *
12(f)
= r21(-f) -^ Hn (f)H21(f) +<f2 H12 (f)H22(f) 3.23c
where H i j ( f ) = F /(h-jj(u) and
* indicates complex conjugate.
= frequency response function
The frequency response functions, H-jj(f), are determined from the
stochastic model equations, by first performing the Fourier
transform operation on equation 3.19. Namely,
F^T^x)? = Ti(f) = Hn(f)zi(f) + H12(f)i'2(f)
and
ft2(x$ - T2(f) = H2l(f)zl(f) + H22(f)Z/2(f) 3^24
Let us now demonstrate how the frequency response functions
H-jj(f) are determined from linear bivariate stochastic models. The
first order bivariate autoregressive stochastic process for the
discrete case is described by the equations:
t = / T +__/ T _ + . 3.25aTlx ^ll'lx-l +<*12'2x-l *lx
= Q(11T1(x-A) +<X12T2(x-&) + iu
T2x =of21T(x-A) +oC22T2(x"A) + *2x
^5b
F [Tix^ - Ti(f) = anTi(f)e-J'2irfA+ a12T2(f)e-J'2llfA + zj(f) 3^2 1606a
F [t2x3 - T2(f) - a2iT|(f)e-J2ltfA? a22T2(f)e-J2,rfA + lz[f) 3.26b
Combining the above expressions into the form of equation 3.24, we
have
Ti(f) - C(1
~
??e"j2"fA
]zi(f) + (^)(a12e-j2irfA)r2(f) 3,27a
T2(f) - (i)a21e-J2,lfA2i(f) +^(1 - lie-J2irfAjZ2(f) 3^8b
where D = 1 - (a22 +all)e~j2irfA+ (ana22 -ai2a2i)e"j4,rfA3.29
Hence,
Hll(f)=Lj^L22 hm.
Hi2(f) =
(^ai2e"J2irfA l^Ob
iJ
H2l(f) - (7)021e"j2irfA 3^0c
0
H22(f) (^)(1 - dlie"j2lTfA) JUOd
The general equation for the theoretical power spectra
distribution of a complex variable can be derived from the
autocovariance function of the variable decomposed into the real
and imaginary parts.
Let Tx = Trx + jTcx
^Tx(u) = LTrx + jTcxJ "k LTrx + JTcxl*
where * indicates complex conjugate
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n indicates autocovariance
Thus,
*\x(u) - (Trx *Trx) - (Tcx<* Tcx) + j[(Tcx * Trx) -
(Trx* Tcx)3
rx.rx + ex, ex
+ JC cx.rx - rx.cxJ 3.31
If we now label Trx = Tlx = Ti; Tcx = T2x T2, then equation 3.31
becomes ,
^Tx(u) = 0n(u) + V22(u) + JC^2l(") " ^12(u)] 3.32
Upon Fourier transformation of Qj (u),
f ^tx(u)3 - fyf) - ^n(f) + r22(f) + j[P2i(f) - r 12(f)]
It is straight forward to show that
'2l(f) = 'l2("f)_ therefore
^(f) = ^n(f) + r22(f) + JC ri2(-f) - ri2(f)] 1,33
If either I 12(f) is an even function or equal to zero, 1 j(f) is
a real function. However, in the majority of cases the imaginary
term is not zero, and
'
-j-(f) is a complex quantity. This result
indicates a problem for measuring coherent power spectra because
light sensitive detectors are not able to record the phase
information for the imaginary term.
It is therefore appropriate to determine the modulus of \ y(f)
162
for analysis of coherent optical power spectra.
Thus | TT(f)| - CrT(f)[V(f)]1/2
[[( rn(f) + r22(f)j + j( ri2(-f) - ri2(f3 x
ccrii(f) + r22(f) - j(Ti2(-f) - r i2(f) )]]1/2
= C( Tn(f) + r22(f)2 + (Ti2(-f) - ri2(f))2]1/2 3^4
- [Tii2(f) + 2 Tll(f) r22(f) + ^222 + ^i22(-f) -
2 r12(.f) r12(f) + r122(f)]i/2
From only a computational viewpoint, i.e., power spectra
calculated through the use of a digital computer, the convention is
to represent bivariate power spectra in terms of either the cross
amplitude spectrum and phase spectrum or the co-spectrum and
quadrature spectrum. Combination of the cross amplitude spectrum
with the auto-spectra of each of the separate stochastic processes,
into the form of the "squared coherency" spectrum provides a useful
normalization procedure, but does not contain the phase spectrum
which is calculated separately as with the cross amplitude
spectrum. Definitions for the above mentioned bivariate power
spectrum formalisms can be found in Table 3.1. The expression for
the squared coherency spectrum can be calculated from knowledge of
the cross amplitude spectra and the respective auto spectra, namely
^2 (f) = squared coherency spectrum
Theoretical values
Function Symbol Definition
auto
spectrum r('> IW.-J^ynfc,) ,-'."_/
Tictrum T^ Tl%V)--\]myx&U--dM
- A1S(/) - /_(/)
Cr0SS
,. A :.(/)amplitude
spectrum
w(/) - ir.2(/)l
ph3SC
6Af)
spectrum l-w
' -r 12(f) - arctan < - -^2;-
'. -Mil/ JJ
co-spectrum
^^ _W) = J^ Aii(h) ,-,..,.,,
x
i I {y.sO') + yi2(-w)> cos Ivfudu
quadrature ... ,,..,., i . , , ->-, /
spectrum 12W l-w J.B
= V I {y.2.". - y_2(-u)}sin2;r/Wi_
J -
Table 3.1. Summary of cross spectral formula,
(After Jenkins and Watts, 1968,
reference no. 16).
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^2^ 3.35Tll(f) T22(f)
where
2
12 (f) = squared cross amplitude spectrum
|Fl2(f)|2
Utilizing equations 3.23a through 3.23c for \ n(f), 22(f) and
* 12(f) respectively, the expression for the squared coherency
function
.becomes,1^
(f) =
[^l2Hn*(f)H2i(f) ^^22Hl2*(f)H22(f)]^l2Hll(f)H2l*(f) + 422Hi2(f)H22*(f)j
C^l2|Hll(f)|2 +^22|Hl2(f)|230<l2|H2l(f)|2
+^22M22(n|2]
3.3 APPLICATION OF FIRST ORDER AUTOREGRESSIVE BIVARIATE MODELS
The purpose of section 3.3 is to present the results of
various combinations of first order autoregressive bivariate
models. The decomposition of univariate, complex, first
order-autoregressive models into their respective real and
imaginary parts reveals the utility of bivariate analysis. It is
hoped that the following representative cases will provide adequate
groundwork for the simulation of complex amplitude transmittance
stochastic processes in coherent optical systems. Although the
measurement of actual power spectra for complex amplitude
transmittance stochastic processes will be presented in Chapter
Four, it is important to note at this time that the major impetus
for the following model developments resulted from examination of
the measured power spectra for real photographic grain samples.
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Let us begin with the general equation for first order,
univariate, real, autoregressive stochastic processes, and allow
the random variable to become complex. Recalling from Chapter Two,
equation 2.15 could represent the case of a random variable, for a
zero mean process (u=0). Namely,
Tx = alTx - 1 + 2x:(y = 0) 2.16
where
" Tx = complex random variable
- Trx + jTcx
and Zx = Zrx + jZcx
A most significant assumption, and one which will be changed
subsequently, is that the real and imaginary parts of either Tx or
Zx are independent of each other; i.e.,
Tcx i function of Trx plus something else. Our first case model
will make just such an assumption. Hence,
Trx + JTcx = l(Trx-l + JTcx - l) + *rx + J*ex 3.36
This equation can easily be decomposed into its real and imaginary
parts. Thus,
Trx = ^lTrx - 1 + zrx
Tcx = alTcx - 1 + zex 3.37
If we now compare this set of equations with equation 3^258 and
3.25b. while letting Trx = Tix, Tcx = T2x. Zrx
= Zix, and Zcx =
166
Z2x we have:
Case 3.3.1
Tlx - aiTix-l + (0)T2x-l + ZX1
T2x - (0)Tix-i + (l)T2x-l + Z2j 3.38
Thus an = 1 a12 = a21 = a22 = 1- Under these conditions,
one can. easily calculate the respective frequency transfer
functions Hfj(f) and hence, the power spectra distribution.
Utilizing equations 3.30a through 3.30d we find that:
1
Hn(f) -
(1 - j2irfA
Hi2(f) = 0, H2i = 0
1
H22(f) =
(1 - ale~^U)
l likewise,
tU) - <? (1 - j2irfA,
^22^) = ^22
(1 - aie-j2TrfA
I 12(f) = 0 and therefore,
rT(f) - 4zz)\- "ijzJ?A|(1 - aie 3.39
This result resembles the power spectra for first order
univariate real autoregressive processes. We can then conclude
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that a significant change in the power spectra of the complex
amplitude transmittance cannot occur when the real and imaginary
parts are uncorrelated. In other words, the random phase process
must be related in some fashion to the random amplitude process in
order to cause a significant shift in power away from the zero and
low spatial frequency region of the spectrum. Physical reasoning,
based on the recording material process, for the above correlation
will be reviewed in the subsequent chapter. We can now demonstrate
this concept by examining a model with the imaginary part, T2X
dependent upon the real part Tix-i. Hence the phase is now related
to the amplitude. Our model equations become,
Case 3.3.2
Tlx = <lTlx-l + ()T2x-l + *lx
T2x = alTlx-l + lT2x-l + z2x
Thus an = a21 = a22
= <*1_ <*12
=
'
Hu(f) = (1 - ail'1)^. "12(f) " 0
H2l(f)=f2-'1
"22(0 U
" a]f'l)
where Z ~l - e'^U and
D - 1 -
2ai2._1 + = (1 -
Therefore Hu(f)
"
T^T H12(f) = 0
1 - ai^-
H2l(f) - _ol
z-1
(1 - cxiZ"1)
1x2 H22(f) =
(1 - aiZ"1)
and
Vr-^i2
n(f) (1 - aiZ"1)
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V22(f)=<2^l2|(1^i7-l,2l *<7IL*"1)' (1 - ai^"1)!
^12(>) - ^12(1 ')( -2L
1 - iZ+1M(l - a^"1)
U2)
^L
d - + *"1)
*J 2 X-l^ 1 ai**
1 + ai* - 2aiCOs2irfA
Upon substitution into the equation for 1 y(f) (3.33), we find
first that
l - ai - 2aiCOS2irfA
^l22ai(j)2sin2TrfA
2
and
1 + ai - 2aiCOs2irfA
^T(f) ril(f) + ^22(f) + J( Tl2(-f) - r 12(f))
(^2
+ ^22)
1
il - ?
^1212
1,2(1 - a^"1)
^12a12(-l)sin2TrfA
+ ?
1 - ai - 2aiCOs2irfA
169
? <V(1 - g12sin2itfA)
1 - ai - 2aiC0S2TifA
(1 - 2ai +
3ai2
- 4ai(l - ai2)cos2irfA + 2ai2COs4irfA)
3.40
The second term of * y(f) reveals a dependency of the second
harmonic, 4ufA. Hence, the resulting power spectra represents a
mixture in an additive way, of both first order and second order
processes. Let us now examine the general case where the bivariate
process coefficients are unequal, allowing ai2 = 0. Namely,
Case 3.3.3
<11 1 a21 i a22 and 12 =
Therefore
1 - a?? *>
Hn(f) - ;
y
~~^-i . ?-21 - (a22 + + alla22^
1 ~ <*?7
2-1
(1 - a22^"1)(l - an^'1)
=
(1 - cxii*"1)
"22(f) "j n=T H12(f)
=
1 - a22^
5-1
.221-
H2l(f)"(l--22^)(l-.ll^1)
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Thus,
r11(f, . ^Ij-lj.
|1 - otllV1
r22(f) = ^i 221 _1
(1 - a22^_1)(l - ail5_1)
<2|l-a22^1
a212<ri2L (, . ..2
__!-,+!
.-7-lx)
1 + a22^- a22(STi+
2"1)'
(1 ^ll2 - an(Z+1
+ ^1 + -
V 12(f) = ^i2!.." " :)(- ..! n1 - an3.+lM(l - an^Kl - a22Z_1)
j( Tl2(-f) - F12(f)) =
j ^i2C .221.
*+1
(1 - an^-l)(l - an2+1)(l -
.221
1+1
=!-=-* -i
L(l - an^+1)(l - an^^Jd - a22^_1)
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[2i a?isin2TffA]
" '
(1 + a222- a22(^+1+ *T1))(1 +an2 - an(*+1+ 3"1))
with V{f) = Vn(f) + r22(f) + j(Tl2("f) - Tl2(f) **e can see
that the denominator for this surmiation will be:
(1 + a222- a22(2+1+ *~1)){1 + - + 2-1))
[(1 + a222)(l + an2) + 2aia22] +
C-an(l + a222) - 022(1 + aii2)][2cos2itfAj +
2 ana22COS4irfA
We see first and second order harmonic terms in the denominator.
Hence, for Case 3.3.3 where an a2i a22 and a12 = the
equation for the power spectra is proportional to that of a second
order stochastic process. The physical interpretation of this
result implies a relationship between the imaginary and real parts
of the complex amplitude transmittance random variable. In order
to simplify case 3.3.3 we letVn =of22 = oC21 witho(12
= 0.
Hence, ^ff* 3.3.4
r..(f) -^ l(1 -d..*"1)
r22(f) . tti^izca_al.2_all1(j.H+xv
rrJ*z\i * - ? 2"1)
2^i2g?isin2irfA
(1 +ail2 - ll(*+1+5"1))2
and
^(f) - rn(f) + r22(f) + j( p12(.f) . ri2(f)) =
1JJ2
+ 4?% + eg - a! + 3-1) + ^^ + 2sin2iTfA)
(1 +112 - ail(5+1+5."1))2
Therefore, for Case 3.3.4
( ^i2 + ^?2)(l + eg - 2ai icos2TrfA) + 4fC2|L (<21 + 2sin2nfA )
[1 + 4an2 + - 4(an + an3)cos2irfA + 2an2COs4irfA]
The resultant equations for the theoretical power spectra of
either case 3.3.3 or case 3.3.4 resemble those discussed earlier
for the second order mixed model stochastic process. Utilizing the
discussions of Chapter Two, we recall that the equation for the
theoretical power spectra of a second-order univariate mixed model
is:
"3"1 + s2-2
TT(f) A V " lZ^l Z3^2|1 - a\^ - 02***
2
3.42a
y 2 -1 + &i + go * 2S1(1 + goCQs2wfA * 2SoCos4TrfA)
1 + + - 2ai(l - a2)C0S2irfA - 2a2COS4irfA 3.42b
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which appears to behave 1n a quite similar fashion to the results
of case 3.3.3 and case 3.3.4. There will be no further attempt to
make a more exacting match between the theoretical power spectra
models for real bivariate, first order autoregressive processes and
complex, univariate second order mixed moving average and
autoregressive processes.
It has been demonstrated that the similar functional forms for
the real " bivariate first order autoregressive process and the real
univariate second order autoregressive processes reveal the strong
likelihood of correlation between the amplitude and phase of the
complex amplitude transmittance random process. The nature of the
power shift away from the zero and low spatial frequency regions of
the measured coherent power spectra is also strongly related to the
interaction between the real and imaginary parts, i.e., the
"amplitude"
and
"phase"
of the complex amplitude transmittance
stochastic process. In the next chapter we will explore the
experimental results of measured and calculated coherent power
spectra of actual complex transmittance samples. The existence of
the second order nature of the coherent power spectra is clearly
demonstrated.
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CHAPTER FOJR
4.0 INTRODUCTION
The purpose of Chapter Four is to present the methodology and
results utilized to experimentally measure the effects of grain
structure on the coherent power spectra of uniformly exposed and
processed grain samples. Discussions of the major approaches
employed include: modelling experiments of different grain sizes
with measurement of the respective autocorrelation parameters, the
generation of real grain samples, photomicrographs of developed
grains with subsequent grain size frequency distributions,
photomicrographs with subsequent measurement of physical incoherent
autocorrelation functions and the measurement and extraction of
coherent power spectra distributions.
Several additional numerical experiments were performed and
are illustrated throughout the body of this work. The intent of
Chapter Four is to describe the major laboratory experiments and
methods employed to substantiate numerical models based on linear
stochastic theory and well known granularity models illustrated in
Chapter Three. We will also discuss the results found from each of
the experimental studies.
4.1 MODELLING EXPERIMENTS WITH VARYING GRAIN SIZE/AUT0C0R-
RELATION/AND CALCULATED POWER SPECTRA EQUATIONS
The modelling experiments were performed to graphically
measure the autocorrelation functions of simulated isotropic grain
patch samples. Measurements were made to test the dependence of
175
the autocorrelation length on grain size for both model emulsions
with monodisperse and gaussian grain size frequency distributions.
The random checkerboard model approach was used with square
shaped grains of varying sizes. The intensity transmittance for
all samples was set to an equivalent value of .500. Binary grains
were used for all of the modelling experiments: i.e., the grain
intensity transmittance was either 0 or 1.
The procedures for generation of the "uniform" transmittance
samples for the different grain sizes and shapes consisted of the
following.
1. Setup of a 60 x 50 square matrix array on linear graph
paper.
2. Division of the 60 x 60 square matrix into an equivalent
number of rows and columns. The width of each row was
set equal to that of each column. Hence, a two
dimensional array of square cells was formulated. Three
different values for the dimension of the squares were
chosen to be 3x3, 5x5, 10x10, which represented small,
medium and large square grain emulsions.
3. The equivalent number of grains were calculated for each
grain size such that half of the 60 x 50 matrix area was
covered by grains.
4. The placement of each grain in each of the arrays was
determined by a "rolling
dice"
randomized method. After
each 60 x 50 array had been subdivided into the
respective number of rows and columns, the location of
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the grains was determined by first "rolling" for the row
coordinate, and then for the column coordinate. In this
way, a random selection with replacement method for
production of the uniform grain patch areas was
completed.
5. Sets of three 60 x 60 matrix samples were generated for
each of the three square grain emulsion models and the
two gaussian distribution models. Each 60 x 60 matrix
was used for both a "vertical" and "horizontal" scan in
the autocorrelation function evaluation. Hence, the
final autocorrelation function for each grain size
distribution was the result of ensemble averaging the six
scan measurements.
6. The autocorrelation functions were measured by first
producing two duplicates of each grain matrix sample on
semitransparent paper stock material. This task was
accomplished by use of a Xerox copier. The two
duplicates were then placed on a light table with each
matrix cell of one duplicate directly beneath the
identical matrix cell of the second duplicate. The top
matrix duplicate was shifted in discrete steps and the
number of clear area squares were counted for each value
of shift. The first several magnitudes of shift were
equal to a fraction of the respective grain size
dimension. Once the top matrix had been shifted by a
total value greater than the respective grain size, the
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magnitude of shift was increased slightly to facilitate
the measurement process. This was permissible because
the critical information for each autocorrelation
function estimate was contained within a total shift
value corresponding to roughly twice the grain size
diameter.
7. Linear scans were performed in both "horizontal" and
"vertical" directions for each of the three grain matrix
samples representing each size classification of
monodisperse square grain emulsion samples. Hence, the
resulting autocorrelation function estimates were
generated by calculating the ensemble average of six
autocorrelation scan values.
Additional modelling experiments were performed utilizing
techniques similar to those discussed above, for emulsions with
square shape grains but having a gaussian type of grain size
frequency distribution. Samples of each type of grain matrix
formulated can be viewed in Figures 4. l.A through 4. I.E.
Analytical functions were determined for the tabulated
ensemole average autocorrelation functions. Power spectrum
functions were then calculated using these analytical expressions.
The grain modelling experiments were performed to explore the
implications of the random checkerboard model of granularity, and
to verify tne analytical expressions formulated for emulsions with
monodisperse arrays of square grains with no overlap of the
individual grains. Intensity transmittance functions are used
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A B
Figure 4.1 Monodisperse model square grain emulsions with
with t = .500
A. Grain diameter equal to B. Grain diameter equal to
3>im 5/*m
Figure 4.I.C.
C /
Monodisperse model square grain
emulslonswith
t = .500 and grain diameter
equal to 10/im
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throughout these experiments. Hence, there is no phase information
expressed, or results found, due to the lack of phase content in
the grain matrix samples. The dimensions used for the grain models
were scaled to represent grain sizes which are commonly found in
conventional silver halide emulsions.
The calculated ensemble averages for the measured
autocorrelation functions are displayed in Figure 4.1 .F. Each
function decays rapidly to the single triangle function which
represents the clear aperture of the 50 x 60 matrix. It is evident
that the autocorrelation functions are represented as a summation
of triangle functions such that
A(X) = aitriX_ + a2tn'X_ + a3triX_ + . . . antriX_ 4.1.1
bi b2 b3 bn
where
A(X) = Autocorrelation value for lag X
an = weighting coefficient for each grain size
(cndn)/e
cn = number of grains for area size dn
e = total area of aperture
bn = grain diameter of nth grain size class
Since the autocorrelation functions were for samples with
equivalent transmittance, the autocorrelation functions were
normalized at the X = 0 value.
Hence, the power spectrum becomes
fan(x)3 = P,m(v) =
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2 2
a-] bi si n irb] v a2b2sin_ib2v
(wbiv)2 (wb2v)2
+ . . . + anbnlijAb^ 4>1>2(irb2v)^
It can be easily shown that the power spectrum for the model
emulsions with changes in average transmittance are simply
P(v) = t(l - t)PN(v) 4.1.3
where t - average transmittance of sample
Table 4.1.1 lists the values of the normalized weighting
coefficients, an, for the three monodisperse emulsions and the two
emulsions with different gaussian grain size distributions.
The power spectrum functions for the autocorrelation functions
with the aperture function unfiltered are shown in Figure 4.I.G.
The predominate effect of spectrum instability at the low
frequencies is clearly evident. The effect dissipates for
2
frequencies greater than 110 cycles/nm due to damping of the sin
ter.ii for the aperture function at the higher spatial frequencies.
The autocorrelation functions were recalculated by subtracting
the triangle function for the aperture function; and thereby
filtering the respective power spectrum functions. Figures 4. I.H
and 4.1.1 clearly demonstrate the utility of this filtering
operation. The cutoff frequency relationsnip to the grain size
distribution is straight forward for the monodisperse grain size
models I, II and III. The interesting result observed is that the
cutoff frequencies for the two gaussian grain size emulsions are
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TABLE 4.1.1 Normalized an Coefficient
(divide all an by 1800)
UNFILTERED
TYPE ai a2 a3 34 bi b2 b3 b4
I .50 .50 0 0 3x10-3 60x10-3 1 1
II .50 .50 0 0 5x10-3 60x10-3 1 1
III .50 .50 0 0 10x10-3 60x10-3 1 1
IV .0278 .1667 .3056 .50 3x10-3 5x10-3 10xl0"3 60xl0"3
V .0125 .3472 .1389 .50 3xl0"3 5x10-3 10xl0"3 60xl0"3
FILTERED
I .50 0 0 0 3x10-3 1 1 1
II .50 0 0 0 5x10-3 1 1 1
III .50 0 0 0 10x10-3 1 1 1
IV .0273 .1657 .3056 0 3x10-3
5x10-3 10x10-3 1
V .0125 .3472 .1389 0 3x10-3
5x10"3 10x10-3 1
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weighted predominately by the larger grains. The percentages
listed in the figures for the gaussian distributions indicate
number percentage and not size percentage. Type IV emulsion, with
only 24% of the 10 wm size grains closely approximates emulsion
Type III with 100% of 10 iim size grain.
4.2 GENERATION OF FILM SAMPLES
In power spectrum analysis of amplitude transmittance
fluctuations, it is imperative that the input sample be uniformly
exposed and processed. The amplitude transmittance function can be
modelled using a spatially invariant average transmittance value
plus a transmittance function which is dependent upon a spatial
coordinate and the average transmittance value. Since the
undeveloped silver halide grains are randomly distributed within
the emulsion and the samples are uniformly exposed and processed,
the transmittance function is independent of spatial direction and
hence termed "isotropic". It is therefore valid to simplify the
two dimensional spatial dependence to one dimension. In other
words, the transmittance fluctuation function is independent of the
spatial -direction sampled. In order to prepare a film sample with
the above requirements, several experimental variables must be
considered. A highly repeatable process for exposing and
processing the emulsion samples was also desirable, to facilitate
the generation of matched density sets between the different
emulsion/developer combinations.
A uniform and repeatable exposure dictates that the light
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source provide both a spatially invariant illuminance function as
well as providing output which is temporally invariant during the
exposure event. The difference between the calculated and measured
exposure would thus be primarily a function of the shutter
efficiency controlling the exposure time. An incoherent tungsten
light source was utilized for exposing the emulsion samples. The
tungsten source was activated prior to the exposure event to reduce
the significance of the temporal variability of both the power and
wavelength output. A point source apparatus was developed to
provide the above requirements and is illustrated in Figure 4.2.A.
The degree of spatial coherence was calculated with the
Van-Cittert-Zernike relationship for uniform extended sources.
As discussed in Chapter One, 3iedermann (1970) demonstrated
the correlation between the spatial coherence for the exposure
source and the resultant power spectrum. For the exposure system
utilized in this work, the degree of spatial coherence was signifi
cant to permit coherence for small regions of grain patch areas
which contained several individual grains. The calculations for
the degree of spatial coherence were performed to compare the
coherence effects in the resulting power spectrum as demonstrated
by Biedermann with the exposure system indicated by Figure 4.2. A of
this work. It is well known that the degree of spatial coherence
for an extended source is related by
V (Y) = IJllYl 4JL1
Y
where
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Oi2(Y) degree of spatial coherence
Jl(Y) = first order Bessel function of the first kind
Y = 2?rS (Rs/Rd>)
and
S = point separation distance at exposure plane
R$ = radius of extended source
Rq = distance from source to exposure plane
<X average wavelength of light source
For the extended point source shown in Figure 4.2.A:
RS = 12.5 mm, Rq = 1925.5 mm and ">T = mm.
-- Rs = 12.983 mm-1
D>
The degree of spatial coherence as a function of point
separation distance, S, at the exposure plane is plotted in Figure
4.2.B. For comparison, the curves for
Rs/Rj = 18.657 mm-1 and 186.57 mm"!
are also plotted. These latter curves indicate the degree of
spatial coherence utilized by
Biedermann'
s exposure system which
resulted in coherence "mottling" of the exposed samples. Of
course, it is also necessary to consider the temporal coherence
condition of the source/emulsion combination in order to justify
the existence of a significant degree of partial coherence. With
the assumption that the tungsten source is operating at a color
temperature of roughly 2600K to 2800K, and cascading the spectral
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TUNGSTEN INCOHERENT
POINT SOURCE
Tungsten filament lamp (100W,
20V)
Plexiglass>diffuser Filter wheel
sz
\y Uni blitz shutter
j I with 25 mm
aperture
3', 3.5"
lamp vol
tage con
trol
and
filter
wheel
1
field
3 aperture
(11"
x
11")
control
1
1
Voltage stabilizer for,
'tunqs ton lamp
120 fkc\
60 HZ 3', 3 3/4"
opaque mask
shutter
control
I \-f -JI | \r^ exposure plate posi-
AgX emulsion/ /darkroom tabletop tioner
plate black lintless cl<loth material
layer
Figure 4. 2.A. Incoherent tungsten point source utilized for
uniform irradiance exposure of real emulsion
samples.
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emittance function of the source with the spectral sensitivity of
the silver halide emulsion, we were able to approximate the
effective spectral bandwidth of the exposing radiation. Namely,
;T-
490 pm, a\
~
.075 pm such that
2
> /A> "* 3.2 ym for the SA 3 emulsion exposures and
"> = .468 \xm
A> * .035 urn such that
2
> /a> ^ 6.2 um for the Projecter slide emulsion exposures
o
where > /ax. = coherence length of the exposure system.
Hence, the effects of partial coherence during the exposure
process are significant for a point separation of less than 16 yin
in the emulsion plane for 0(Y) > .50 and an optical path
difference less than the coherence length indicated above. The
determination of the "mottling" structure due to the partial
coherence characteristics is analogous to the problem of broadband
speckle phenomenon. Scattering within the emulsion results in the
overlap of several interference patterns. The contrast of the
speckle structures is reduced by the multiple wavelengths within
the A^ bandwidth as calculated above. Analytic evaluation of the
spatial frequency dependency for the
"mottling"
effects is quite
complex and beyond the scope of this work. Comparison of our
exposure conditions with those utilized by Biedermann do indicate,
however, that such a speckle phenomenon does cause an increase in
noise power when the emulsion/developer samples are subjected to
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coherent power spectrum analysis.
Determination of a method to uniformly process the exposed
samples was also a prerequisite to the successful implementation of
the previously discussed grain model. Nitrogen burst agitation was
employed in the developer solution step to enhance the
repeatability of the chemical processing. It is well known,
however, that nitrogen burst agitation often causes non-random
solution flow patterns, which in turn effects processing
uniformity. Techniques for maximizing the utility of nitrogen
burst agitation were carefully applied. A 3.5 gallon tank/batch
process was used, without replenishment or reuse, to minimize the
developer composition variability. All exposed plates for a given
batch process were placed in modified Kodak multiple plate hangers,
which in turn were placed on a Kodak hanger rack, such that
development time variability between plates would not be
significant. A constant temperature was maintained for all three
developer types by immersing the thermally stable, hard rubber
development tanks in a temperature controlled water jacket. The
remainder of solutions used were standard for black and white,
silver halide emulsion processing.
A set of diffuse density levels were chosen to test the
dependence of the noise power level on amplitude transmittance
level, based upon the random checkerboard grain model. The two
major considerations for choosing a representative set of diffuse
density levels were:
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A.) Amplitude transmittance * | T | l^2; where T =
"Intensity" transmittance
B.) Specular intensity transmittance as measured by the
optical geometry of the power spectrum analyzer
The diffuse density levels were chosen such that the resulting
average specular amplitude transmittance values sampled the low,
middle, and high point regions of the noise power versus amplitude
transmittance curve of the checkerboard grain model. Even though
all diffuse density levels were carefully matched for the six
emulsion/developer combinations, it was realized that, because of
the differences in the microstructures, the specular amplitude
transmittance values would not be as closely matched. Yet, it was
still possible to experimentally determine the changes in the power
spectra characteristics as a function of sample grain structure and
amplitude transmittance level. Creating the matched density sets
of samples allowed the comparison of the power spectrum curves for
the six emulsion/developer combinations. In this way, the effects
of developed grain structure upon the coherent power spectra were
experimentally determined.
Production of the matched density sets for the six different
emulsion/developer combinations involved an iterative process. The
J-Log E response curves were experimentally determined for each
combination. No attempt was made to match both the gamma and the
diffuse density values for each of the emulsion/developer combina
tions. Data from the D-Log E curves was used to bracket the
expected exposure value required to achieve a predetermined diffuse
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density level. The repeatability of the exposure/chemical
processing system determined the success of the bracketing
procedure.
Uniformity of the diffuse density values for the samples was
characterized by diffuse density measurements at several locations
over the extent of the sample area. Hence, the uniformity
information was limited by the spatial averaging of the densito
meter aperture. The diameter of the emulsion samples was
approximately twice as large as the intended input sample aperture
of the coherent power spectrum analyzer. Therefore, the density
changes, due to processing, at the boundaries between the exposed
and unexposed regions of the emulsion plate were not a significant
factor in the analysis of the power spectrum measurements.
The developers chosen for this experiment were designed to
sample the complete range of development classifications for silver
halide emulsions. Kodak's D-23 developer (as) was chosen for
solution physical development, Kodak's DK-50 (a.3 ) for combination
of both solution physical and chemical -direct development, and an
ascorbic acid developer for achieving a predominant proportion of
chemical -direct type development. The chemical compositions for
the above developers are displayed in Table 4.2.1. The chemical
theory which deals with the mechanisms by which the resulting
silver grains are produced, as well as the significant grain
structure differences, are thoroughly discussed in the literature,
such as Mees and James
(IS" ). It is beyond the scope of this work
to discuss these mechanisms in detail. However, it is well known
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Table 4.2.1 Chemical Constituents of Developers Utilized for
Emulsion Samples
D-23 DK-50 Ascorbic Acid Dev.
METOL 4.0 g. 2.5 g. 2.5 g.
HYDROQUINONE 2.5 g.
SODIUM SULFITE 72.0 g. 30.0 g.
ASCORBIC ACID 10.0 g.
SODIUM CARBONATE 50.0 g.
POTASSIUM BROMIDE .5 g. 1.0 g.
KODALK 10.0 g.
Quantities designated are for 1.0 liter solutions of
developer.
NOTE: Ingredients listed are not the order in which they will be
dissolved to make the appropriate developer.
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that complete solution-physical development results in compact
grain size structure roughly equal to the original AgX crystal
dimensions, whereas "complete" chemical -direct development results
in dispersed filamentary structures which cover a much greater
effective volume than the unexposed, unprocessed AgX crystal grain.
The two silver halide emulsions chosen are both coated onto a
glass substrate and possess the same approximate spectral response
characteristics; i.e., both are orthochromatic. They differ
greatly, however, in their diffuse RMS granularity values. This
condition was desirable because it indicates that the undeveloped
grain size frequency distributions of the two emulsions is
significantly different. Hence, it would increase the likelihood
of detecting measurable changes in the coherent power spectra for a
given amplitude transmittance level and chemical developer
combination. The emulsions chosen were: the Kodak Spectrum
Analysis No. 3 Plate, and the Kodak Projection Slide, contrast
plate. Their RMS granularity values are listed as 30 and 12,
respectively. The emulsions differ in their grain size frequency
distributions, although quantitative data for the mean and variance
of these distributions was not available. Developed grain size
frequency distributions provided the essential information
required, and therefore were measured experimentally. Technical
data for MTF functions, D-Log E response, and spectral sensitivity
are shown in Figures 4.2. C through 4.2.F. (After Kodak Plates and
Films for Scientific Photography, 1973)
The resultant D-Log E curves for the respective emulsion/
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Kodak Spectrum Analysis Plate, No. 3 Kodak Projector Slide Plates
Tungsten Exposure
to . ao
100 fXFOSumma
Contrast
Figure 4.2.E. D-LogE functions for Kodak Spectrum Analysis
Plate No. 3 and Kodak Projector Slide Plate.
(After Kodak Plates and Films, 1973, reference
no. 9).
Kodak Spectrum Analysis Plate, No. 3
Kodak Spectrum Analysis Rim, No. 3
Kodak Projector Slide Plate, Medium
Kooak Projector Slide Plate, Contrast
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Figure 4.2.F. Modulation transfer functions with Incoherent
exposures for Kodak Spectrum Analysis Plates
and Kodak Projector Slide Plates. (After
Kodak Plates and Films, 1973, reference no. 9).
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developer combinations dre displayed in Figure 4.2.G. Note the
dramatic difference in effective recording speed between the SA No.
3 emulsion processed with either the ascorbic acid or DK-50
developers and the D-23 developer results. We would expect the
resultant grain size frequency distributions and hence the coherent
power spectra to also demonstrate analogous differences. By
comparison, the experimental D-Log E curves for the projector slide
plate/deyeloper combinations indicate much smaller changes,
although consistent with the known developer compositions. Table
4.2.2 lists the emulsion/developer combinations with the respective
diffuse density levels as measured with the MacBeth densitometer.
Also listed are the corresponding specular transmittance values as
measured with the density patches placed in the ROSA coherent
optical spectrum analyzer. The ratio of specular transmittance, as
measured by the ROSA optical system geometry, and the diffuse
transmittance, as measured by the MacBeth densitometer, is plotted
versus diffuse transmittance in Figure 4.2.H. Note that the trans
mittance ratios and hence the scattering solid angles are primarily
a function of the emulsion type, although changes are also
demonstrated as a function of developer type for the larger grain
SA No. 3 emulsion.
In coherent optical imaging systems, phase objects, as well as
amplitude transmittance objects, are important variables. Since
the phase object and therefore the phase variation power spectrum
was not desired for the analysis of this work, it was required to
utilize a liquid gating technique to minimize the phase variation
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TABLE 4.2.2 Emulsion/Developer Combinations: Comparison of
Measured Diffuse Transmittance and the Specular Transmittance levels
as measured by the "ROSA" Optical Spectrum Analyzer
"ROSA"
TS "ROSA"
Tg Specular Calculated
Measured Diffuse "Intensity" "Amplitude"
Emulsion Developer Diffuse Transmit- Transmit- Transmit-
Type Type Density tance tance tance T$/Tq
Projector D-23 .156 .698 .5333 .7303 .764
Slide .373 .424 .2408 .4907 .568
.526 .298 .1339 .3660 .450
.661 .218 .0911 .3013 .418
.880 .132 .0418 .2045 .317
1.323 .0475 .0093 .0966 .196
Projector DK-50 .150 .708 .5574 .7466 .736
Slide .380 .417 .2282 .4777 .547
.521 .301 .1391 .3729 .462
.661 .218 .0889 .2981 .408
.875 .133 .0381 .1951 .285
Projector Ascorbic .160 .591 .5215 .7222 .755
Slide Acid .375 .422 .2393 .4892 .556
.520 .302 .1455 .3814 .482
.663 .217 .0908 .3013
.418
.877 .133
.0408 .2019 .307
1.320 .048 .0080 .0896 .167
TABLE 4.2.2 (CONTINUED)
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"ROSA"
Ts "ROSA"
Trj Specular Calculated
Measured Diffuse "Intensity" "Amplitude"
Emulsion Developer Diffuse Transmit- Transmit- Transmit-
Type Type Density tance tance tance ts/Td
Spectrum D-23 .160 .691 .5141 .7170 .744
Analysis .386 .411 .1805 .4249 .439
No. 3 .526 .298 .1371 .3702 .460
.657 .220 .1442 .3797 .655
.883 .131 .0423 .2056 .323
1.315 .048 .0118 .1085 .246
Spectrum DK-50 .160 .691 .5189 .7204 .751
Analysis .377 .420 .1954 .4420 .465
No. 3 .517 .304 .1196 .3458 .393
.660 .219 .0651 .2552 .297
.880 .132 .0280 .1573
.212
1.320 .048 .0058 .0759 .121
Spectrum Ascorbic .160 .691 .5056 .7111 .732
Analysis Acid .382 .415 .1795 .4236 .433
No. 3 .524 .299 .1115 .3338 .373
.660 .219 .0641
.2532 .293
.879 .132 .0252
.1589 .191
1.319 .048 .0050 .0704 .104
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spectrum due to the average phase information. The portable liquid
gating technique which was used in this experiment 1s described
below.
A few drops of nonvolatile refractive index matching fluid
were placed onto the emulsion side of the developer sample. An
optically flat microscope coverslip was then positioned onto the
index fluid layer. After the air bubbles had been worked out of
the "sandwich", a thin bead of epoxy was applied along the outer
edges of the coverslip. It was found to be extremely cumbersome to
place the coverslip onto the index fluid layer without either
introducing a great number of air bubbles or allowing an excess of
index fluid to traverse beyond the intended boundaries of the
microscope coverslip. A technique which resolved most of the
implementation difficulties consisted of first placing a small
volume of fluid onto the center portion of the sample. After a
coverslip had been thoroughly cleaned with acetone, it was slowly
lowered into contact with the top portion of the index fluid
volume. The lowering of the coverslip continued to completion,
allowing the index fluid to migrate along the air gap between the
sample emulsion surface and the bottom surface of the glass
coverslip. A significant reduction in the number of air bubbles
was accomplished without the necessity for an excessive amount of
index fluid.
The microscope coverslips were tested for optical flatness,
since variations in optical thickness can produce unwanted phase
object fluctuations and hence contribute to the measured power
206
spectrum. The optical flatness of the coverslips was tested with
both Fizeau and Twyman Green Interferometers. The coverslips with
the least number of fringes per area were used for the liquid
gates.
The first optical test for the microscope coverslips examined
the wavefront distortion due to both front and back surfaces in
transmission via the Twyman Green interferometer. The sample to be
tested was positioned, for minimum number of fringes, between the
beam splitter and the field lens L2 as shown in Figure 4.2.1. Of
course, the interferometer mirrors Mi and M2 were first aligned for
the no fringe field condition prior to sample insertion. A series
of straight line fringes were observed and counted across the area
of the sample. Hence, the primary wavefront distortion due to both
front and back surfaces of the microscope coverslips was primarily
a function of optical wedge; i.e., linear change in optical
tnickness between the two parallel planes. The actual optical
wedge was directly calculated by counting the number of fringes
across the diameter of the coverslip.
29 = "x/d and
29X = n> 4.2.2
where
9 = wedge angle in radians
~^"
= mean wavelength of the quasi-monochromatic source
d = fringe spacing
n = number of fringes counted
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X = diameter of the coverslip tested
For 7^ = 546.1 nm, X = 25 mm and n 4
9 < jj-
1??8
- 2.53x10-3 degrees or
2X wradians
9 .1502 minutes of arc
For
n <_ 7 fringes
9
_<.
.413 minutes of arc
The optical wedge in the coverslip introduces a linear phase
shift in the diffracted wavefronts from the incident plane wave in
the coherent optical spectrum analyzer. The linear phase shift
causes a stationary misalignment in the power spectrum at the
Fourier transform plane which can be easily compensated by proper
adjustment of the sample in the optical system to insure that the
d.c. spectrum coincides with the zero spatial frequency position at
the Fourier transform plane.
Surface contours for the coverslips were also examined in a
Fizeau interferometer with an optical reference flat. A slight air
gap wedge was introduced between the optical flat and the surface
to be tested. The resultant straight line fringes indicated
minimal surface curvature. Hence, the optical quality of the
microscope coverslips introduced minimal spatial frequency
distortion of the measured coherent power spectra.
The index matching fluid used throughout the experiments was
Dibutylphalate with n3 = 1.490. This fluid closely matches the
209
refractive index of the hardened gelatin in the developed sample,
which is the primary cause for the "relief images" and hence the
phase object fluctuations. Index of refraction variations within
the volume of the emulsion are not significant, as shown previously
by Altman, Smith and Lamberts for the developer types employed for
this work. Yet during the evaluation of the calculated power
spectra, it was discovered that the high frequency phase
fluctuation structure could not be removed via the liquid gating
approach.
The phase fluctuation resulted in a relatively high
spatial frequency shifting effect in the calculated spectra. The
phenomena reported by Lamberts (lllo) appears to be the probable
cause. As discussed in Section 1.3, the liquid gate introduces an
optical path variation within certain spatial frequency bands which
are dependent upon the relief image and index of refraction
variation functions of the processed sample. Due to the signifi
cance of
Lamberts'
discovery we will re-examine his results. It
was not within the scope of this study to test his technique for
our emulsion/developer combinations. Recall from Section 1_^ the
model for total optical path variations as a function of emulsion
thickness variations and index of refraction variations in the
exposed vs. unexposed areas for changes in spatial frequency.
Lamberts' test results were for Panatomic X film developed in both
D-76 and D-19, which behave similarly to our DK-50 developer
combination with emulsion SA No. 3. Utilizing Figure 4. 2.J, we
again state the model for total optical path variations.
210
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SPATIAL FREQUENCY
AS" OPTICAL PATH VARIATION
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Figure 4. 2. J. Total optical path variation as a function
of physical thickness variation and
refractive index variation (After Lamberts, 1970,
reference no. 18).
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AS = (nj/Ad + n^d) - (n^Ad + n2d) 4,2.3
(ni - n^jAd + (ni - n2)d
If we let n^ = average index of processed emulsion
= 1.54
and d = average emulsion thickness
= 6 11m for Panatomic-X emulsion
AS = (1.54 - n^Ad + (1.54 - n2)(6 pm)
By measuring AS in the transmission interference microscope
constructed by Lamberts, with the emulsion sample exposed to a
series of spatial frequencies, one can calculate Ad and n2 The
unknown variables Ad and n2 are determined by immersing the exposed
single frequency sample in a liquid gate sequentially with two
different values for index of refraction. In other words, one can
utilize the following procedure for separating the total optical
path variation into its component parts for different spatial
frequencies. First, prepare a processed sample set of exposed
sinusoidal fringes with frequencies ranging from 10 cycles/mm to
150 cycles/mm with increments of 10 cycles/mm; i.e., each sample
with a different spatial frequency. Next, measure AS utilizing
Lamberts' transmission interference microscope for each sample
immersed in two different index matching fluids. Hence, for each
each spatial frequency, we can now calculate An = r\\ - n2 and Ad.
Namely,
AS(v) = (1.54 - ni)Ad(v) + [1.54 - n2(v)]6 um
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for Panatomic-X emulsion with d = 6 pm and nj = 1.54. Lamberts
found that An = ni - n2 < 0 which means that n2 > 1.54. Figure
42.U demonstrates Lamberts' results for Panatomic-X processed with
D-76 developer. With the respective samples ungated, ni 1.0 and;
AS = .54(Ad)+ 6 um(An) but with An < 0
AS = .54(Ad) - 6 um | An |.
As demonstrated by Figure 4.2.U. at roughly 80 cycles/mm, AS ii: 0
with the sample ungated. Hence, at this spatial frequency,
.54 Ad = 6 um | An | or | An | = -^ Ad6i_m
If we now liquid gate the sample with Di butyl phtal ate index fluid,
ni = 1.49,
AS = (1.54 - 1.49)Ad + (1.54 - n2)6 ym
= (.05)Ad + ^i Ad 6 vim
6i_m
= (.59)Ad
Therefore, since Ad 1 0, we now realize that AS f 0 in the region
of v = 80 cycles/ram.
We can best summarize this result by quoting
Lamberts'
conclusion (1970, reference no. 18).
"These data bring into question the technique of canceling
effects of relief images by immersing the film in an index-matching
liquid. For the lower spatial frequencies, it would be possible to
do this, but the procedure could introduce additional path
variations for higher
frequencies."
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4^3 MEASUREMENT OF DEVELOPED GRAIN SIZE FREQUENCY DISTRIBUTIONS
AND THE IMPACT ON INCOHERENT POWER SPECTRA
The next major task of this work was to measure the developed
grain size frequency distributions for the respective emulsion/
developer combinations discussed in Section 4.2. We can then
simulate incoherent power spectrum functions by sampling the
respective grain size distributions and inputting grain area
weighting coefficients to a specified form of the random
checkerboard granularity model. In this way, we can accomplish two
major results. First, one can demonstrate the interdependency of
the incoherent power spectrum, or Wiener spectra, on the developed
grain size frequency distributions for the emulsion/developer
combinations. Secondly, we can compare the predicted results of
the incoherent power spectra with the experimentally derived
coherent power spectra. Due to the residual phase modulation
information for the liquid gated samples, as shown in Section 4.2,
we expect both similarities and differences in the distribution of
variance as a function of spatial frequency.
A straightforward approach for estimation of developed grain
size frequency distributions involved fabrication of photomicro
graphs of low density samples of each of the emulsion/developer
combinations. Low density samples were chosen for the generation
of the photomicrographs such that layers of a single grain
thickness could be isolated and recorded. The depth of focus was
an important consideration to minimize the error introduced when
imaging the three-dimensional silver grain structures. Due to the
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usage of visible light in the microscope optics, the fine structure
of the grain filaments could not be resolved. The salient features
of the grain structures were realized as a two dimensional mapping
of the grain boundaries. In this way, the highly irregular grain
boundary created by the chemical -direct developer could be easily
contrasted to the circular type grain boundary which resulted from
the use of a high proportion solution-physical type developer.
Two. different grain patch areas were used to record the
photomicrographs for each emulsion/developer family. Exposure
series were conducted after consideration of the published D-Log E
response curves for the recording film/developer used to create the
35 mm photomicrograph negatives. Kodak high contrast copy film
with stock D-19 developer was used for this purpose. Conventional
35 mm single roll -tank processing procedures were followed.
Careful optical alignment procedures were necessary when
employing the use of Kohler illumination in the photomicroscope.
Recording of tungsten lamp voltage settings, as well as lamp
voltage regulation, were necessary prerequisites of the
photomicrograph exposure process. Proper exposure times were in
the range of 1/15 to 1 second. Longer exposure times were avoided
to reduce the image degradation effect of the microscope assembly
vibrations. The Olympus Research Microscope with the 35 mm camera
attachment was utilized with the recommended 5x eyepiece and an
appropriate 97x oil immersion objective. The resulting magnifi
cation for the objective/eyepiece combination was measured with a
precision stage micrometer to be between 485x and 500x. Since this
215
combination was to be used for recording all of the emulsion/
developer sample families, greater knowledge of this parameter was
not required.
Low density samples in the range of .135 to .165 (diffuse
density) were used for the recording of the photomicrograph 35 mm
negatives (thereby reducing distortion effects due to grain
overlap). Further magnification of the grain patch areas was
accomplished by producing a 4x projection print of the 35 mm
negatives. The total magnification factor was estimated to be
between 1855x and 1912x. It should be mentioned again that the
absolute error in determining the magnification factor was not as
important as assuring that the value of magnification remained
constant for all of the different emulsion/developer combination
samples.
The high contrast copy negative film was used to enhance the
edge boundaries of the individual grains. A high contrast print
paper (Agfagevart Brovira No. 4) with D-72 stock developer solution
was used to produce the projection prints described above. Figures
4. 3.A through 4.3.D are the photomicrographs for the developed
grain structures of the indicated emulsion/developer combination.
There is a marked similarity of grain sizes for the SA No. 3
emulsion developed in either the ascorbic acid developer or DK-50
developer, whereas a marked reduction in grain sizes resulted with
the D-23 developer. Analogous similarities were illustrated by the
D-Log E curves shown in Section 4.2. The filamentary grain
structure co.nmon to chemical -direct type development was not
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resolved as expected. The photomicrographs for the projector slide
plate emulsion/developer combinations indicate much smaller grains,
yet the differences are not easily discerned by viewing these
prints.
The developed grain size frequency distributions were measured
using the projection paper prints. A size counting routine was
formulated by utilizing a transparent two dimensional matrix grid
of squares which were x in dimension. The printed
enlargements of the grain patch samples were placed beneath the
transparency matrix. The size of the individual grains were then
estimated by counting the number of x squares and
fraction of squares which best characterized the two dimensional
grain. Several hundred grain size areas were estimated in this way
for each emulsion/developer combination family.
The number of counted squares per grain were then placed into
statistical size groups. The total number of grains for each size
group was normalized by the total number of grains for each
emulsion/developer class. Histograms were produced which showed
that the developer grain size frequency distributions were Poisson
in nature. The experimentally derived frequency distributions were
then curve fitted to the appropriate Poisson equations. The
Poisson constants were then scaled by the total magnification
factor in order to determine the estimation of the
"real"
grain
size frequency distribution.
Several computational approaches were attempted to fit a
Poisson equation to the measured grain size frequency
219
distributions. Although the Poisson distribution equation did not
yield an exact fit to the data, it did describe the general
behavior, and was therefore retained as a good estimator to the
measured grain size distributions. The best estimation approach
for the Poisson constant X was found by the following technique.
We know the general equation for the Poisson distribution to
be:
-> vX
pxoj-Vt*- iiM
where PxO) = Probability of X given the Poisson constant >
with PX-i(^) =
e
~
(X-l)
_Pxl
PX
Hence,
PX-1
For each grain size class X, PX and PX-i are given by the
measured data. From the measured distributions, the average value
of X , which provided the overall best fit to the entire
distribution, was calculated by:
<A> . J XiEXi /n 4,3,3
1=1 PXi-1
The best estimates for <>> of each emulsion/developer
combination were rescaled by the inverse of the magnification
220
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Figure 4.3.E. Developed grain size frequency distributions
as a function of grain diameter for the expen
mental emulsion/developer
combinations.
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factor. The grains were approximated by square shapes, thus
allowing a plot, of the grain size frequency distributions as a
function of grain diameter rather than total grain area. The
results for the respective Poisson distributions are displayed 1n
Figure 4.3.E. Comparison of these distributions with the photo
micrographs "makes sense" since the curves for the combinations of
SA No. 3/DK-50 and SA No. 3/Ascorbic Developer are closely matched,
with the ascorbic developer yielding slightly larger grain
diameters. The curve for SA No. 3/D-23 is significantly displaced
toward smaller grain sizes as expected when viewing the respective
photomicrograph. Likewise, the distributions for the projector
slide/D-23 and Ascorbic Developer combinations are also closely
matched, as expected when viewing their photomicrograph results.
The next major task was to utilize the estimated grain size
frequency distributions for computation of Wiener spectrum
functions with a specialized form of the random checkerboard
granularity model. These calculations assume that the emulsion
contains no optical phase information, and, hence, can be termed
"incoherent"
power spectrum functions. We sampled the estimated
grain size distributions at five grain diameters and inputted these
values into the specialized form of the random checkerboard model
equation for the incoherent power spectrum, P(v).
5 . 2 K
P(v) = [t(l - t)] E aibi^-^- 4.3.4
i=l (irbivr
where:
v = spatial frequency in cycles/mm
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ai = Weighting factor for particular grain size diameter
t>1
b-j = grain size diameter
t - average transmittance
The weighting factors, a\\ , were calculated to represent the
probability of the particular grain size bi , relative to the total
Poisson distribution for the respective emulsion/developer
combination. Thus:
5
ai = [Mibi2]/[ Z Mibi2] 4.3.5
i=l
where Mi = probability for particular grain size diameter
bi as determined by the Poisson distribution.
Table 4.3.1, below, lists the calculated values of ai for the
chosen values of bi and the indicated emulsion/developer
comDination, where bi is in units of micrometers.
Table 4.3.1 Coefficients for Simulated Wiener Spectra, Com
puted from the Developed Grain Size Distributions
bi/ai b2/a2 b^l^z b4/*4 b5/a5
SA No. 3/D-23 .75/. 028 1.0/. 080 1.50/. 252 2.00/. 335 2.25/.
304
SA No. 3/DK-50 1.25/. 060 1.50/. 118 2.00/. 254 2. 50/. 298
2.75/.270
SA No. 3/
Ascorbic 1.25/.046 1.50/.097 2.00/.243
2.75/.32S 3.00/.288
223
Table 4.3.1 (Continued)
Proj. Slide/
D-23 .375/.025 .500/.060 .750/. 177 1.25/.379 1.50/. 358
One can now realize that the Wiener spectrum functions are
significantly determined by the larger grain sizes, even though the
larger grains are much fewer in number. The weighting factors ai
will cause the incoherent power spectrum to be dominated by the
larger grains.
Plots of the
"simulated" Wiener spectrum for the different
emulsion/developer combinations are shown in Figures 4.3.F through
4.3.1. The cutoff frequencies for the different combinations
change slightly as a function of t, but are predominantly related
to the inverse grain diameter of the larger grains of the indicated
grain size distribution. The cutoff frequency ranges are
suranari zed below in Table 4.3.2. If we now examine the inverse of
the midpoint for the cutoff frequency range, we can easily verify
the dominant effect of the larger grains upon the power spectra.
Table 4.3.2 Cutoff Frequencies for the Simulated Wiener Spectra
Cutoff
Frequency
(cycles/mm)
Emulsion/Developer Range Midpoint
(Midpoint)"1
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Table 4.3.2 (Continued)
SA No. 3/Ascorbic 220-270 245 4.0 wm
SA No. 3/DK-50 240-290 265 3.8 um
SA No. 3/D-23 280-330 305 3.3 um
Projector Slide/D-23 320-390 355 2.8 um
One can also verify that for t = constant the granularity
levels increase for the grain size distributions with the larger
grains, as indicated by the power or variance at v = 0.
4.4 PHYSICAL (INCOHERENT) AUTOCORRELATION EXPERIMENTS
The physical autocorrelation measurements were used to
experimentally determine the autocorrelation length for the
particular emulsion/developer combinations. The implementation of
the physical autocorrelation measurement involved the construction
of several
4"
x
5"
transparency negative prints from 35 mm
photomicrograph negatives of grain patch samples. A lower
magnification than that used for the grain size distribution
studies was desirable to enhance the depth of focus characteristic.
The resulting 35 mm negatives were projection printed onto a high
contrast transparency print material. The
"positive"
transparencies of the grain patch samples were then contact printed
onto the same high contrast transparency material to produce the
final "negative" transparencies. The total magnification for the
"negative"
transparency enlargements was estimated to be
approximately 1154x. Kodak Kodalith Ortho Film type 3,
4x5"
sheets, were processed with D-19 developer for the fabrication of
both the positive projection printed transparencies and the contact
229
printed
"negative"
transparencies.
Two "negative" transparencies were fabricated for both the SA
No. 3 (Spectrum Analysis No. 3) with D-23 family and the SA No. 3
with ascorbic acid developer family of developed grain structures.
Only two families of emulsion/developer combinations were utilized
to experimentally measure the autocorrelation lengths of the grain
patch samples, and thereby deduce the approximate correspondence
between
. the grain size frequency distribution and the
autocorrelation length.
The two negative transparency prints were carefully placed in
close coincidence with each other on a standard light table. One
copy was fixed to a thin glass plate to facilitate translation with
respect to the stationary grain patch transparency. The two
transparency copies were in actual contact during the shifting
process. Figure 4.4. A illustrates the setup for the physical
autocorrelation measurements.
A photometric detector was centered above the two coincident
grain transparencies. A 4"x 5" window mask was placed on top of
the light table to enhance the detectable change in illuminance as
a function of lag between the two identical samples. The
"negative"
transparencies, of low density grain samples, were
employed to enhance the detectable change in the measured
illuminance during the shifting process. Maximum illuminance was
detected when the two samples were placed in the best overlap-match
condition. This orientation corresponded to the
"zero"
shift
location.
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The autocorrelation function was tabulated by the iterative
process of recording the illuminance value for a degree of linear
shift of the "top" negative transparency while the duplicate
"bottom"
transparency remained stationary. In addition, two grain
patch areas were used for each of the emulsion/developer families.
Autocorrelation functions were measured by shifting first in only X
direction. Analogous functions were measured by shifting in the Y
direction only. Hence, the resulting autocorrelation functions
represent the ensemble average of eight independent measurements
for each increment of shift. The linear dimensions of the shifting
parameter were later scaled by the total magnification used to
create the 4"x 5" negative transparencies from the original grain
patch samples of the emulsion/developer families. Thus, the
"actual" dimensions of the autocorrelation length could then be
calculated.
The results for the .neasured autocorrelation functions are
displayed in Figure 4.4.B. In an analogous fashion to the model
emulsion study of Section 4_j_l, it was quickly realized that the
unfiltered functions which contain the bias of the transparency
aperture result in a poor estimate of the cutoff value or
"autocorrelation length." It should also be noted that performing
the Fourier transform calculations for the unfiltered
autocorrelation functions results in a very noisy power spectrum
due to the dominance of the low frequency power caused by the tail
region bias of the autocorrelation functions. It was therefore
necessary to subtract out or
"filter" the bias levels of the
234
measured autocorrelation functions, as shown in Figure 4.4.C.
Linear regression techniques were applied to fit polynomial
functions to the filtered autocorrelation functions. Fourier
transforms for the fitted polynomials were calculated. Due to the
error in the estimation of the autocorrelation functions for linear
displacements from zero to one micron, the cutoff frequencies of
the subsequent power spectra were greatly underestimated. The
scope of this work demanded that we abandon the power spectrum
estimates and reexamine the filtered autocorrelation function
estimates to corroborate our results of the simulated Wiener
spectrum in Section 4.3. Namely, that the autocorrelation function
cutoff is roughly equal to the inverse of the cutoff frequency for
the simulated Wiener spectra function for the same emulsion/
developer combination. Likewise, the measured autocorrelation
lengths for the filtered autocorrelation functions served as an
experimental check on our estimates of the grain size frequency
distributions. Table 4.4.1 compares the estimate for the cutoff
frequency of the Wiener spectra based on the grain size frequency
distributions and the physical autocorrelation measurements.
Table 4.4.1 Comparison of Cutoff Frequency Estimation:
Simulated Wiener Spectra Versus Physical
Autocorrelation Functions
Cutoff Frequency Range Cycles/mm
Grain Size Physical
Emulsion/Developer Distribution Autocorrelation
SA No. 3/Ascorbic 220-270 222-250
SA No. 3/D-23 280-330 263-307
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The correspondence between the two approaches for the
approximation of the cutoff frequency ranges confirms the
significance of the larger grain sizes for the developed emulsion
in determination of the power spectrum functions.
4.5 MEASUREMENT OF COHERENT OPTICAL POWER SPECTRA
The. conventional approach to measuring coherent optical power
spectra was applied for the extent of these experiments. Figure
4. 5.A illustrates the basic optical system utilized. The uniformly
exposed and processed transmittance patch is irradiated by a
coherent plane wave of quasi -monochromatic light. The direction of
the plane wave is normal to the plane of the transmittance sample.
Both the non-diffracted wavefront and most of the diffracted
wavefronts from the sample are collected and focused to a plane
which is parallel to the input transmittance sample plane. This
task is performed by the Fourier transform lens. The longitudinal
distances along the optical axis from the input plane to the
Fourier transform lens, and from the Fourier transform lens to the
back focal plane are equal to the focal length of the Fourier
transform lens (FTL).
From a geometrical optics point of view, we are imaging a
point source of light located at
"minus" infinity to the conjugate
image plane of a positive lens. Yet, due to to the coherent nature
of the collimated wavefront and the location and orientation of the
input transmittance object, several portions of the optical
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wavefront are diffracted away from the geometrical point image
location. The nature of the diffracted or deviated light
"wavelets"
and the manner in which they superimpose at the Fourier
transform plane (FTP) is a function of both the optical system
characteristics and the properties of the input transmittance
sample.
The irradiance distribution at the FTP is proportional to the
modulus squared of the Fourier transform of the complex amplitude
transmittance function of the input sample. This relationship also
corresponds to the spatial frequency distribution of the power
spectrum function. The mathematical derivation for the existence
of this relationship is thoroughly discussed by Gaskill (1978).
Mathematical models representing the complex amplitude transmit
tance function of the input sample are discussed in Section 4.6.
With a uniformly exposed and processed transmittance sample
placed at the input sample plane, the power spectrum of the complex
amplitude transmittance fluctuation function can be calculated from
the irradiance distribution measured at the Fourier transform
plane. Characterization of the input sample is crucial to the
successful interpretaion of the calculated power spectrum function.
Likewise, calculated power spectrum functions can reveal important
information about the behaviour of the input sample in a coherent
optical system. Realization of the physical constraints of the
measurement system are also vitally important to the correct
interpretation of the calculated results.
The coherent optical spectrum apparatus used throughout this
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work was the "ROSA" (Recording Optical Spectrum Analyzer,
Tradename) system hardware located at the Optical Research
Institute of ETL (d.S. Army Engineer Topographic Laboratories) in
Fort Belvoir, Virginia. A detailed discussion of the system
hardware was written by Leighty (ref. no. 19). The more salient
features of the optical system relative to the power spectrum
measurements are reviewed below. The specialized ROSA detector, as
shown in Figure 4.5.B, allows for both the segmentation of the
Fourier transform plane into a discrete number of spatial frequency
bands and the simultaneous measurement and recording of these
spatial frequency bands. In this manner, several measurements of
the power spectrum function were recorded for the entire spatial
frequency range of the system. Ensemble averages were calculated
by computing averages for ten spectrum records for each frequency
band.
Conventional optical alignment procedures were employed. It
is imperative that the center of the irradiance distribution be
coincident with the optical axis of the Fourier transform lens; the
central ring of the ROSA detector, and the plane wave incident upon
the input transmittance sample. Beginning with the unexpanded
output of the 5 mW HeNe laser (Wavelength = .6323 um) , the optical
train consisting of: the four inch diameter collimation lens, the
input sample aperture with sample in place, the Fourier transform
lens, and the special ROSA ring detector, was carefully centered
about the optical axis created by the beam itself. Once the
preliminary centering procedure was completed, a microscope/spatial
239
Figure 4.5.B. ROSA segmented detector.
reference no. 19).
(After Leighty, 1975,
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frequency blocking filter combination was introduced between the
output beam of the HeHe laser and the four inch diameter
collimation lens.
The function of the microscope objective/spatial filter
assembly was twofold. Namely, to expand the diameter of the laser
beam so that a uniform amplitude distribution was incident upon the
input sample aperture, and to remove high spatial frequency noise
from the, beam. The slightly divergent gaussian profile' laser beam
was incident upon the microscope objective, such that the long
conjugate side of the lens was facing toward the output aperture of
the laser. The incident beam was subsequently brought to an abrupt
focus at a distance approximately equal to the focal length of the
objective. Since the incident beam is approximately equal to a
plane wave, Fourier optics theory quickly relates the existence of
a Fourier transform plane at the plane of focus, whereby the
objective functions as a Fourier transform lens.
This result allows for the use of spatial frequency filtering,
which is realized by careful placement of a pinhole which blocks
the high spatial frequency information carried by the laser beam.
The pinhole is positioned at the location of the "minimum beam
waist"
of the focused laser. Hence, high spatial frequency noise
due to either the laser, dust, or imperfections in the microscope
objective can be removed prior to the incidence of the wavefront
upon the collimation lens. The diameter of the pinhole chosen for
this operation is primarily dependent upon the wavelength, tne
input beam characteristics of diameter and radius of curvature, and
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the focal length of the microscope objective. If the dimension of
the pinhole diameter is too small or improperly displaced from the
minimum beam waist location, a significant truncation of the
gaussian beam profile will result in an airy disk type pattern,
which can be viewed exiting the pinhole. The pinhole is adjusted
to maximize the amount of optical flux in the central lobe of the
airy disk pattern. Ideally, the incident converging gaussian beam
is truncated to a minimum degree, so that the exiting beam
possesses a true gaussian profile. It should also be noted that
the optical wavefront at the location of the minimum beam waist is
a true plane wave. As the beam propagates through the pinhole
spatial filter, the curvature of the wavefront changes from that of
a converging spherical wave to a plane wave, and then to a
diverging spherical wave as it exits the pinhole aperture.
A four-inch diameter collimating lens is placed at a distance
equal to its focal length, from the location of the pinhole-
diverging point source. The collimation lens is slowly translated
along the optical axis until the best possible plane wave is
created. Due to the gaussian beam nature of the coherent light, a
truly collimated wavefront, propagating toward plus infinity,
cannot be physically realized. Yet, because the beam is now three
inches in diameter, calculations reveal that the divergent/conver
gent properties of the collimated wavefront are insignificant.
The collimated and expanded beam is routed such that it
irradiates, with uniform amplitude distribution, the sample
aperture and subsequently, the input transmittance sample, which
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was located directly behind the Input aperture. System design
considerations require that the input sample aperture be relatively
small when compared to the optical aperture of the Fourier
transform lens. The limiting aperture of the system is the input
sample aperture. In practice, this approach reduces the vignetting
problem which often degrades the power spectrum measuring system at
the higher spatial frequencies, i.e., larger distances from the
optical axis in the Fourier transform plane. Conversely, as the
input sample aperture becomes smaller, the diameter of the central
lobe of its diffraction pattern will increase. dpon reconsidera
tion of the equations governing the calculation of the film power
spectra from the measured power spectra, the size of input sample
aperture is indeed an important design parameter.
The input transmittance sample is located at the front focal
plane of the Fourier transform lens. The input samples tested were
both with and without liquid gates applied, using the technique
described in Section 4.2. Hence, the additional magnitudes of the
power spectra due to the phase fluctuations, resulting from the
surface structure of the input sample, were measured.
The diffracted and non-diffracted light from the input trans
mittance sample is collected and transferred to the Fourier
transform plane, which is located at the back focal plane of the
Fourier transform lens. The irradiance distribution at the Fourier
transform plane is simply the modulus squared of the Fourier
transform of the complex amplitude transmittance function located
at the input sample plane. Hence, one can measure the power
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spectrum due to the sample aperture alone. This is usually
referred to, of course, as a clear aperture measurement. By
placing an input sample at the approximate location of the sample
aperture, one can now measure the coherent power spectrum function
df the input sample. It can be easily seen that the measured
spectrum of the input sample includes effects due to the optical
system.
The. equations for manipulation of the measured spectrum data
are derived in Section 4^6. It should be emphasized that the
irradiance distribution at the Fourier transform plane is
equivalent to the coherent power spectrum of the complex amplitude
transmittance function at the sample aperture, with or without a
grain patch sample in place. This result allows the coherent
optical approach to be very useful in determining the power
spectrum function of a uniformly exposed and processed silver
halide emulsion sample. It must be recalled, however, that the
power spectrum measurements discussed here relate to properties of
the amplitude transmittance function of the input sample and not
its "intensity" transmittance function.
The next and final major component in the coherent optical
system is the detector itself. Figure 4.5.3 illustrates the
specialized ROSA detector design. The 32 annular rings were used
to measure the discrete spatial frequency bands of the power
spectrum distribution. Since each ring integrates over a large
polar angle of approximately 180 degrees and is radially symmetric
to the optical axis, it is necessary to normalize each detector
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ring output by its respective area. In this way, changes in the
power spectra as a function of spatial frequency are independent of
the integrated flux collected by the rings of varying size. It was
also necessary to remove the dark current effect from the final
detector output, as well as check to make sure that the detector
was operating on a linear portion of its characteristic curve of
output versus input irradiance.
The, plane of the detector surface required a slight tilt to
deflect the strong specular reflection component from the detector
surface to a point just outside the extent of the Fourier transform
lens where it was then absorbed. The tilt of the detector plane in
turn introduced a slight distortion effect with respect to the
radially symmetric nature of the detector array. This distortion
was not significant in the case of the utilized system parameters.
The measured spectrum was centered by translating the detector
assembly in the plane normal to the optical axis. Optimization of
the centering procedure was realized by monitoring the electronic
output of the central ring. This approach is valid since the peak
power point of the Fraunhoffer diffraction pattern is due to the
circular clear aperture of the optical system and is
(theoretically) located on the optical axis. A visual check was
made of the electrically centered spectrum by use of a travelling
microscope. The region of peak power located on the optical axis
is often referred to as the "dc spike". This reference is due to
the fact that the Fourier transform of a clear aperture, which is
properly centered with respect to the optical axis, is simply the
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convolution of a delta function at the center of the transform
plane with the transform of the aperture shape function.
In the case of the commonly employed circular aperture, the
irradiance distribution at the transform plane is simply an airy
disk function with usually a very small diameter centered on the
optical axis. The "dc" nomenclature refers to the constant value
of the amplitude transmittance function at the sample aperture.
Ambient light control was facilitated by isolation of the entire
optical measurement system in a semi-light-tight table enclosure.
The spatial frequency bandwidth of each ring and the range of
spatial frequencies measured is, of course, a function of several
variables. Given the valid existence of the Fourier transform
relationship at the power spectrum plane:
V = X/>F
wnere
X = Wavelength of coherent light source for OPSA (Optical
Power Spectrum Analysis)
V = Spatial frequency
F = Focal Length of Fourier Transform Lens
X = Spatial dimension of particular sampling of radial
distance for the optical axis to the point of concern
in the Fourier Transform Plane.
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Hence, the spatial frequency range of the analyzer and the
bandwidths of the power spectrum functions are dependent upon the
physical dimensions of the detector rings and the spatial extent of
the entire detector array surface. The physical dimensions of the
annular rings are listed in Table 4.5.1 with the corresponding
spatial frequency averages and bandwidths for the "RSI WRD 6400A"
detector and a Fourier transform lens of focal length 126 mm.
4.6 ALGORITHM TO CALCULATE COHERENT POWER SPECTRA
Let us now analyze the assumptions and procedure for
calculation of the coherent optical power spectra from the measured
results. Comparisons between equations employed for real and
complex amplitude transmittance models are contrasted to earlier
techniques of merely subtracting the
"intensity"
or power
distribution for the clear aperture function. A model for
representation of the residual "dc spike" after compensation for
the clear aperture function is presented which demonstrates the
importance of the error in estimation of the average value of the
amplitude transmittance of the emulsion grain sample.
The mathematical definition of coherent optical power spectra
for one dimension is simply:
P(u) = <|FA(X)t(X)^|2> 4.6.1
where
| | = Modulus squared operation
< > = indicates ensemble average
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TABLE 4.5.1 Physical parameters of the ROSA segmented detector
Outer Average Frequency
Ring Radius of Frequency (V) Bandwidth (av)
No. Ring (mm) (cycles/mm) Log V of Ring (cycles/mm)
.6
-
.2218 1.1
2.1 .3222 1.3
3.5 .5441 .9
4.8 .6812 .9
6.0 .7782 1.0
7.3 .8633 1.0
8.7 .9395 1.0
10.1 1.0043 1.1
11.7 1.0682 1.3
13.4 1.1271 1.4
15.3 1.1847 1.6
17.4 1.2405 1.9
19.7 1.2945 2.2
22.3 1.3483 2.5
25.3 1.4031 2.8
28.7 1.4579 3.3
32.5 1.5119 3.7
36.8 1.5659 4.2
41.6 1.6191 4.9
47.1 1.5730 5.5
53.3 1.7267 5.3
1 .0889
2 .2184
3
4 .4166
5 .5182
6 .6248
7 .7365
8 .8560
9 .9855
10 1.1278
11 1.2852
12 1.4605
13 1.6551
14 1.8796
15 2.1311
16 2.4155
17 2.7381
18 3.1013
19 3.5128
20 3.9776
21 4.5009
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TABLE 4.5.1 (Continued)
Outer Average Frequency
Ring Radius of Frequency (v) Bandwidth (av)
No. Ring (mm) (cycles/mm) Loq v of Rinq (cycles/mm)
22 5.0800 60.3 1.7803 7.0
23 5.7379 68.0 1.3325 7.9
24 6.4694 76.7 1.8848 8.8
25 7.2822 86.4 1.9365 9.8
26 8.1839 97.2 1.9877 11.0
27 9.1846 109.0 2.0374 12.1
28 10.2870 122.2 2.0871 13.6
29 11.5011 136.8 2.1361 14.9
30 12.8372 152.8 2.1841 16.4
31 14.3002 170.4 2.2315 18.1
32 15.9004 189.6 2.2778 19.7
Note that ~ constant
v
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?l $ = indicates Fourier Transformation
A(X) = clear aperture function
t(x) = random amplitude transmittance
u, X = spatial frequency and space variables,
respectively. Our model begins with letting:
t(X) = t + t'(X) 4.6.2
where
"t denotes the average value and t'(X) is the random
fluctuation about the mean.
Both "t and t'(X) are complex but A(X) is entirely real. After
the Fourier transform operation, we have
P(u) = <|A(u) [t + t~(u)]|2>
, v
= <|tA(u) + A(u) t'(u)p> 4.6.3
where a/ denotes Fourier transform operation and (s> denotes
convolution.
For the sake of completeness, allow both t and t'(u) to be
complex. Hence ;
t'(u) = tR'(u) + jtC'(u)
t = tr + j tc 4.6.4
where the R and C subscripts denote real and imaginary parts
respectively.
A/ -^
rJ a/
We also assume that A(u) V*) t'(u) ^ t'(u); 4.6.5
A*
and A(u) is totally real. Hence,
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_ ij
P(u) = <|(tR + jtC)A(u) + tR'(u) + jtC'(u)|2>
<C(tRA(u) + tR'(u))2 - (tCA(u) + tc'(u))2]>
A>
<L(tRA(u))2
- (tCA(u))2] + CUR'(u))2 - (tC'(u))2]
+ 2tRA(uH "(u) - 2tCA(u)tC,(u)>
R
- <(A(u)2|tR + jtC|2 + ^'(u) + jtC'(u)|2
+ 2A(u)[tRtR'(u) - tCtC'(u)]> 4.6.6
There are two approaches for simplification of equation 4.6.6
which represents the measured coherent power spectrum. The first
approach allows tc'(u) to be approximately zero; while the second
method lets tc be zero. If we recall from Section 4^2, the results
of
Lamberts'
study for liquid gating an emulsion sample, it is
realized that the approximation of tc = 0 is physically justified.
Namely, the average or low frequency components of the complex
transmittance approach zero when the input emulsion sample is
liquid gated. This result is further substantiated in Section 4.7
which demonstrates the significant reduction in low frequency power
when the transmittance sample is liquid gated. The approximation
f tc'flO = conflicts with the analytical model which adequately
represents the complex nature of the fluctuations for the amplitude
transmittance function.
Lamberts'
experiments also demonstrate the
existance of significant high frequency power due to the liquid
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gating process. Hence, for the sake of simplicity, and
conciseness, we will only list the approach which allows tc to be
approximately zero. Returning to equation 4.6.6 and letting tc =
0, we now have
. v. 2ltn|2 + if,..MN * .?... ,2 x ,r/...rr_^..P(u) Z <(A(u))^|tRr |tR'(u) + jtc'(u) | + 2A(u)CtRtR'(u)]>
But |tR'(u) + jtc'(u)|2 = (tR'(u))2 - (tc'(u))2
If we now assume that tp' (u)tr'(u) such that
l"'(u)|2
= |t^'(u) + jtc'(u)|2^
(^'(u))2
the equation for the measured power spectrum becomes:
?M%
<(A(u))2t2 + (t"(u))2 +
2(A(u)tt'(u))> <[tA(u) + t'(u)]2> 4.6.7
The ROSA spectrum analyzer system permits rapid ensemble
average calculations over each frequency band in the Fourier
transform plane. For this work, the ensemble average was
calculated for the measurement realizations for each ring of the
ROSA detector. With the ensemble average operation denoted by the
subscript <M>, we now have
[P<M>(u)]1/2* tA(u) +"t'(u)
or
'<M>(
"C(P<M>(u))1/2
" tMu)]2^
(V(u))Z 4^8
The functions P<m>,
t2
and
(A(u))2
are all measured
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experimentally.
_2
The value of t is calculated as the specular "intensity"
transmittance of the input sample.
pL
_ z flux over rings 0 through 10 with sample in place
Z flux over rings 0 through 10 without sample in place
The clear aperture spectrum [A(u)] is measured for all rings
without the input transmittance sample, but with the utilized
sample circular aperture of diameter 6.4 mm.
Due to the coherent nature of the optical power spectra
system, there is significant interaction or
"interference" between
the optical system power spectra (|A(u)| ) and the sample
fluctuation power spectra, namely |t'(u)|c. Hence, subtraction of
the clear aperture function from the measured power spectra at the
Fourier plane does not yield the correct estimate for the power
spectra of the random grain process. Namely,
P<M>(u) "
|t|2|A(u)|2 4
|t'(u)|2 4a6ai
Hence, the calculated pov/er spectra for the input transmit
tance sample is determined by equation 4.6.8.
|V(u)|2*
C(P<M>,n(u))1/2
-
tAn(u)]2
where the subscript n denotes the ring number. Upon
experimental
application of the above algorithm we realize two shortcomings. It
assumes that the estimate for
t2 is adequate to remove the
preponderance of noise power centered at the zero spatial frequency
region of the spectrum. It will be shown shortly that
this
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shortcoming is not significant for our experiments. The second
shortcoming is the assumption that:
/v V <v
A(u) G> t'(u) t'(u)
This approximation becomes significant for low noise, small
grain emulsions, since the aperture spectrum does indeed perform a
significant smoothing function in this case. We now return to the
effect of error in the estimation of t2.
Let t = tM + AEt 4.6.10
where
t = true value of average amplitude transmittance
t;v| = measured estimate of amplitude transmittance
A7 = error in the measured estimate
Hence, from equation 4.6.8, we have
CP<M>(u)3 ' tA(u) + t'(u)# (tM + At)A(u) + t'(u)
and
LP<M>(u))1/2
-
tMA(u)]2
= LAEtA(u) +
t'(u)]2
=
(AEtMu))2
+ 2AEtA(u)t/,(u) + (V(u))2 4.6.11
Experimentally, we know that A(u) t'(u) at low frequencies and
A/
A(u) > 0 as u approaches values greater than 30 cycles/mm.
The first two terms on the right hand side of equation 4.6.11
are quite dominant at frequencies less than 30 cycles/mm. We would
therefore expect a significant residual power spike in this region
for the calculated spectra. The results for the calculated spectra
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in Section J_ demonstrate this effect. Iterative procedures for
_2estimation of t can be employed to reduce the residual dc spike
effect. We shall see, however, that this procedure is usually not
required due to the significant shift of the emulsion power
<v 2
spectrum function, |t'(u)r, away from the low frequency region.
It should also be noted that for u < 20 cycles/mm: t'(u) 0 and
A(u) 0, and therefore
2AEtA(u)t^(u) + U'(u))2 ~,0
and hence for u < 20 cycles/mm
C(P<M>(u)1/2
- tMA(u)]2iv (AEtA(u)2 4.6.12
It is experimentally difficult to estimate the error by
utilizing equation 4.6.12 due to the measurement instability at
u < 20 cycles/mm. The spatial frequency bandwidths for the
sampling rings are <. 2.2 cycles/mm is this region of the power
spectrum analysis instrument.
4.7 MEASURED POWER SPECTRA
The first representation for the measured power spectra of
input transmittance samples demonstrates the importance of liquid
gating; level of amplitude transmittance; and overall effects of
changes in the emulsion/developer combination. The measured power
spectra values were normalized by the dc value. This approach
indicates the correspondence in functional shape and dependence on
sample density between the current results of this work and
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previous experimental results as reported in the literature by
Brandt (1970) and Armstrong (1977). The effect of the optical
aperture spectrum is not removed from these results. We have:
P (u) = p<M>n(u)
<MN>n ~7
P<M>.|(0)
where
P (u) = Normalized measured power spectra for ring no. n
<MN>n
P<;/l>n(u) = Measured power for ring no. n
P<M>n=i(0) = dc value of the measured power spectra for ring
no. 1 at u = 0
Due to the dynamic range of the normalized power levels, it
was necessary to plot log normalized power versus linear spatial
frequency. We were also able to clearly demonstrate the lack of
significant optical vignetting at the Fourier transform plane, and
precise alignment of the measured dc spike with the central ring
(ring number 1) .
The log normalized power spectra for the different emulsion/
developer combination families are shown in Figures 4. 7. A through
4.7.D. All amplitude transmittance samples are liquid gated for
these results. The clear aperture function (C.A.) is also shown
for each family. Several important observations can be noted. The
importance of the clear aperture function for the SA No. 3 emulsion
families decreases rapidly for u > 10 cycles/mm whereas for the
Projector Slide emulsion families the clear aperture effect becomes
insignificant for u > 25 cycles/mm. Second, the log normalized
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power levels increase as a function of decreasing amplitude
transmittance or likewise, increasing optical density for all
emulsion/developer families. For roughly equivalent levels of
amplitude transmittance, the noise power increased significantly
for SA No. 3 emulsion. Also, the solution physical developer
(D-23) exhibited significantly lower noise power levels than those
of the chemical -direct developer (Ascorbic) for either emulsion
combination.
The measured log normalized power spectra also clearly
demonstrate the commonly believed phenomena of "white
noise" for
developed silver halide emulsions. The flatness of the power
spectra as a function of spatial frequency is most apparent.
Lastly, optical alignment of the measured power spectrum at zero
spatial frequency with ring number one of the ROSA detector array
is significantly displayed.
The effects of liquid gating the input transmittance samples
are shown in Figures 4.7.E and 4.7.F. Note that the differences in
power levels between the gated and ungated samples are greatest at
the low spatial frequency region, with the level of amplitude trans
mittance kept relatively constant. This result is demonstrated for
both emulsion/developer combinations. The levels of low frequency
phase noise for the ungated samples are greater for the SA No. 3/
Ascorbic developer combination than with the Projector Slide/D-23
developer combination. This effect is corroborated by the
experiments of Smith and Lamberts which dealt with the dependence
of surface relief image structure on the emulsion/developer
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combination. Also note that the phase noise for the ungated
samples diminishes rapidly as a function of increasing spatial
frequency.
The repeatability of the measurement system for coherent power
spectra was also tested for the log normalized data. Figure 4.7.G
displays the 90% confidence intervals based on four replicate data
sets for each indicated transmittance sample. Note that the
variability in the data approaches zero for increasing values of
spatial frequency. The repeatability of these measurements was
enhanced by perfor.ning ensemble averages for each annular ring.
The stability or repeatability also increased as a function of
increasing frequency bandwidth for the higher number rings. This
result agrees well with the stability theory of power spectra as
discussed in Chapter Two.
4.8 CALCULATED FILM GRAIN POWER SPECTRA
We can now apply the results of Sections 4J5 and 4^7 to
calculate the estimates of the film grain power spectra by removing
the effect of the clear aperture spectrum. Recalling equation
4.6.8;
(t^(u))2.
C(P<M>(u))1/2
-
tA(u)]2
:LM
where
(t*(u))2
= actual film grain power spectra
P<M>(u) = measured power spectra at the Fourier transform
plane
t = average amplitude transmittance of the input film
grain sample
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a>
2(A(u)) = clear aperture power spectrum
Since all of the variables on the right hand side of equation 4.5.3
can be experimentally determined, we can calculate the estimates
for the film grain power spectra alone. The values for P<m> and
[A.(u)] were measured for each ring designation.
Hence, the calculations for Ct'(u)]2 were completed by
application of equation 4.5.8 for each ring number of the ROSA
detection system. Figures 4.8. A through 4.8. F are the results of
these calculations. Note that we now plot linear power versus log
spatial frequency. The residual power "spikes" at the low
frequency regions are caused by the error in the measured estimate
of amplitude transmittance. The calculated power below the first
minima is attributed mainly to this error as demonstrated by
equation 4.5.11.
C(P<M>(u))1/2
-
tMA(u)]2
=
(AEtA(u))2 + 2AEt<A(uTt'(u) +
(?(u))2 4.6.11
The first two terms approach zero at the first minima of the
calculated film power spectra as discussed in Section 4.6. If we
filter this effect due to the error At we realize that the
majority of power at frequency values greater than the first
minimum points indicate a dramatic shift in frequency power away
from the optical center of the power spectrum plane.
These
"new"
power spectrum functions are significantly
different from the commonly reported Weiner spectra which represent
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the incoherent power spectra of the film grain samples. Recalling
that the incoherent spectra demonstrate power maximums at zero
spatial frequency, we now realize that the coherent power spectra
indicate a significant shift in power away from the low spatial
frequency regions. Figures 4.8.A through 4.8.F also clearly
demonstrate the lobe type shape of the power spectra in a similar
fashion to the lobe shapes of the incoherent Wiener spectra. We
would expect, therefore, that the lobe bandwidths are related to
the grain size frequency distributions of the respective emulsion/
developer combination. A change in lobe bandwidths should also be
anticipated, however, due to the interaction effect of the grain
amplitude power with the grain phase power exhibited by the liquid
gate approach.
Recalling the results of Section 4^2, which discuss the
findings of Lamberts' study, we again realize that the grain phase
power is due to rapid fluctuations of the refractive index at the
emulsion surface which are exemplified by the liquid gating
process. Further justification for the "second order" power
spectra results was demonstrated in Section 3.3. Namely, the
interaction of the real and imaginary parts of the complex
amplitude transmittance process of the univariate complex random
variable demonstrated the departure from the first order spectra,
which are similar to the incoherent or Wiener spectrum case, to the
second order spectra as shown in Figures 3.6. A through 3.7.C of
Section 3.1. The theoretical foundation for these results are
clearly indicated by review of Sections 3_A through 3.3.
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SA-3W/ ASCORBIC DEV.
for t=
-e &.
.60 LOO 1.40
'
1.80
LOG SPATIAL FREQUENCY CYCLES /MM
Figure 4. 8.A. Calculated Power spectra; SA # 3 emulsion
with ascorbic acid developer for different
levels of amplitude transmittance, t .
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5A -3 W/ CK-5C
rCR t-
.6C I.CO 1.40 UBO
LCG SPATIAL FREQUENCY CYCLES / MM
Figure 4.8.B. Calculated power spectra; SA #3 emulsion with
DK-50 developer for different levels of ampli
tude transmittance, t.
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1 1 ./l/U w v
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Figure 4.8.C. Calculated Power Spectra; SA # 3 emulsion
with D-23 developer for different levels of
amplitude transmittance, t .
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PROJECTOR SLIDE W/ ASCORBIC DEV.
FOR * =
.7222
.20 .60 f.OC 1.40
LOG SPATIAL FREQUENCY
1.80
CYCLES/ MM
L20
Figure 4.8.D. Calculated Power Spectra; Projector Slide
emulsion with ascorbic acid developer for
_
different levels of amplitude transmittance, t
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LOG SPATIAL FREQUENCY CYCLES/MM
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Figure 4.8.E. Calculated power spectra;
Projector Slide
emulsion with DK-50 developer for different
levels of amplitude transmittance,
t.
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Figure 4.8. F. Calculated Power Spectra; Projector Slide
emulsion with D-23 developer. for different
levels of amplitude transmittance, t .
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Comparison of Figures 4.8.A through 4.8.F for the different
emulsion/developer combinations and amplitude transmittance levels,
t, reveals several interesting results. For all combinations, the
maximum power levels, as a function of t, follow roughly the same
shape as indicated by the random checkerboard model. Namely, the
maximum power levels are proportional to 1(1 - t ) , which are
greatest with^t > .50 or t < .50. Total power variance as a
function"
of amplitude transmittance is plotted in Figures 4. 9.A
through Figures 4.9.D, which will De discussed in Section 4.9.
We also note the dramatic increase in magnitude of the power
levels as a function of increasing developed grain size. Power
levels for the SA No. 3/Ascorbic developer combination are greatest
while those of Projector Slide/D-23 combination are the lowest for
equivalent levels of amplitude transmittance. Table 4.8.1
summarizes the maximum power levels as a function of amplitude
transmittance for the different emulsion/developer combinations.
Clearly, the maximum power levels of the coherent power spectra are
related to the developed grain size frequency distribution of the
input sample.
The position of the maximum power regions are also shifted
toward greater spatial frequencies for decreasing developed grain
size. This effect is evident by comparison of the SA No. 3
emulsion/developer curves with those of the Projector Slide/
developer combinations. The spatial frequency values corresponding
to the maximum power locations are listed in Table 4.8.2 below.
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Table 4.8.1 Maximum Power Levels for the Calculated Coherent
\J o
Spectra Ct'(u)] as a Function of Amplitude Transmittance and
Emulsion/Developer Combination
"ROSA" 'ROSA"
" 2
Measured Calculated [t'(u)]
Measured "Intensity" "Amplitude" max
Emulsion Developer Diffuse Transmit Transmit (approx
Type Type Density tance tance imate)
Projector D-23 .156 .5333 .7303 .078
Slide .373 .2408 .4907 .048
.526 .1339 .3660 .077
.661 .0911 .3018 .054
.880 .0418 .2045 .032
1.323 .0093 .0966 .011
Projector DK-50 .150 .5574 .7466 .075
Slide .380 .2282 .4777 .092
.521 .1391
.3729 .074
.661 .0889
.2981 .059
.875 .0381
.1951 .039
Projector Ascorbic .160 .5215 .7222 .082
Slide Acid .375 .2393 .4892 .087
.520
.1455 .3814 .072
.663
.0908 .3013
.063
.877
.0408 .2019 .039
1.320 .0080 .0896 .014
Table 4.8.1 (Continued)
275
Measured
Emulsion Developer Diffuse
Type Type Density
"ROSA" "ROSA"
Measured Calculated [t'(u)]2
"Intensity" "Amplitude"
max
Transmit- Transmit- (approx-
tance tance imate)
Spectrum D-23 .160 .5141 .7170 .147
Analysis .386 .1805 .4249 .180
No. 3 .526 .1371 .3702 .092
.657 .1442 .3797 .100
.883 .0423 .2056 .030
1.315 .0118 .1085 .015
Spectrum DK-50 .160 .5189 .7204 .380
Analysis .377 .1954 .4420 .405
No. 3 .517 .1196 .3458 .300
.660 .0651 .2552 .220
.380 .0280 .1673 .110
1.320 .0058 .0759 .030
Spectrum Ascorbic .160 .5056 .7111 .390
Analysis Acid .382 .1795 .4236 .465
No. 3 .524 .1115 .3338 .370
.660 .0641
.2532 .230
.879 .0252
.1589 .145
1.319 .0050 .0704 .040
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Table 4.8.2 Spatial Frequency versus Maximum Power for the
Different Emulsion/Developer Combinations
Average Average
Maximum Power Linear
Location Spatial
(Log Spatial Frequency) Frequency
cycles/mm cycles/mm
1.87 73.5
1.91 80.6
2.12 130.6
2.16 145.1
2.19 154.3
2.20 157.6
es 4. 8. A through 4.8. F will also re\
Emul si on/Oevel oper
SA No. 3/Ascorbic
SA No. 3/DK-50
SA No. 3/D-23
Projector Slide/Ascorbic
Projector Slide/DK-50
Projector Slide/J-23
a slight shift for each maximum power position as a function of
amplitude transmittance within each family of emulsion/developer
combinations.
Examination of the spatial frequency bandwidth values also
reveal a fundamental difference between incoherent power spectra
and coherent power spectra. Table 4.8.3 compares the full width
half maximum (FWHM) bandwidths for the simulated Wiener
(incoherent) power spectra and the calculated coherent spectra.
Note that the FWHM magnitudes are independent of average transmit
tance for the simulated Wiener spectra within each emulsion/
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Table 4.8.3 Comparison of Spectral 3andwidths for Power Spectra at
Full Width - Half Maximum Power Points (FWHM)
Sample
SA No. 3 w/Ascoroic
t = ."159
.334
.424
.711
SA No. 3 w/DK-50
t = .157
.346
.442
.720
SA No. 3 w/D-23
t = .206
.-370
.425
.717
Project Slide w/D-23
t = .205
.366
.491
.730
Calculated
Simulated Coherent
Wiener Spectra Power Spectra
FWHM (cycles/mm) FWHM (cycles/mm)
343.4 118.66
343.3 110.14
343.4 110.36
343.3 90.84
377.2 139.66
377.3 113.92
377.2 106.10
377.2 98.52
458.3 209.46
458.3 195.86
458.3 160.70
458.4 138.17
689.8 235.68
689.8 226.72
589.5 217.43
689.8 179.16
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developer family whereas there exists a marked increase for
decreasing average transmittance for the analogous coherent power
spectra. This result would suggest a correlation between amplitude
power and phase power in the coherent case which is strongly
related to the sample density. In both sets of data the FWHM
values increase as a function of decreasing developed grain size,
yet the bandwidths are notably lower for the coherent power
spectra.. Although Table 4.8.3 does not directly indicate higher
power levels for the coherent spectra due to smaller bandwidths, we
can clearly see additional evidence for a dramatic difference
between incoherent and coherent power spectra.
As a final note, the
"calculated"
spectrum data was limited by
the fundamental relationship between spatial frequency, focal
length and transform lens and the maximum radius of the ROSA
detector. This value, as indicated in Table 4.5.1 of Section 4^5
is 190 cycles/mm.
Linear regression calculations were completed for all of the
calculated coherent spectra displayed in Figures 4.8. A tnrough
4.8.F. The "best
fit" functions resulted in either fifth, fourth,
or third order polynomials. The respective polynomial functions
were extrapolated to a log spatial frequency value of 2.40 in an
attempt to calculate the cutoff frequency regions. An additional
perturbation on the fitted power spectra was found due to the
convolution of the input sample aperture size at the Fourier
transform plane with the optical system spectrum. The fitted
functions were utilized to estimate the total integrated variance
279
(TIV) of all the input samples. The values for the TIV were in
turn utilized to normalize the "best fit" functions for calculation
of the spectral density distributions.
The cutoff frequency of the measured coherent power spectra is
determined by convolution of the clear aperture function at the
Fourier transform plane with the geometrical image of the input
sample aperture at the Fourier transform plane. The geometrical
image of the input sample aperture was determined by a
trigonometric ray trace. Since both the transform lens and the
input sample aperture are radially symmetric, the convolution
operation can be simplified to one dimension. The geometrical
image size of the input sample aperture was found to be 37.01 mm
whereas the clear aperture spot size was estimated from the
measured power spectra with no sample in place. Table 4.3.4
summarizes these results.
Table 4.8.4 Cutoff Frequency of the Optical Power Spectrum
Measurement System
(1) deometrical
image of
input sample
aperture
Frequency
Linear at the
Dimension Transform Log
Diameter Plane Frequency
37.01 mi) 230.3
cycles/mm
2.35
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Table 4.3.4 (Continued)
(2) Clear Aperture 1.608 10 cycles/mm 1.0
(3) Convolution of 40.226 250.27 2.398
(1) with (2) cycles/mm
These results clearly demonstrate the major cause for the falloff
in the film powar spectra, especially for the spectral density
functions depicted in Figures 4.9.E through 4.9.H.
Tne linear regression computations resulted in "best fit"
polynomials of the functions displayed in Figures 4 .8. A throuyh
4.8.F. The total integrated variance functions were computed by
summation of the power or variance between the 50% power points of
the "best fit" polynomials. Examination of Figures 4 .3 .3 and 4.8.H
for the TIV functions reveal several additional properties for
coherent power spectra.
Recalling equation 4.3.4 for the simulated Wiener spectra:
P(V) - [t(l-t)J I aib1iin^4 4^4
i_i
' i Ub.;)
We know that the theoretical total integrated variance is:
^J = r"p(V)dv = 2J P(V)dv 4.6.12
t - o
with PW) an even function. Substituting equation 4.3.4 into
equation 4.6.12, we have:
t o i=l (mbi v;^
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= 2t(l-t) E \ X<Plin2irbi^v
i=l ir^2 o V2
= 2t(i-t) i i^w^)
t i=l Tt2b.2 2
_ _
5
= t(l-t) Z a. = t(l-t) 4.5.13
1-1 1
since z a. = 1 by definition and utilizing the tabulated values
i=l 1
of ai found in Taole 4.3.1 for any emulsion/developer combination.
Hence, for incoherent power spectra, the total integrated
variance is only a function of transmittance and independent of
grain size distributions. Figures 4.8.Q and 4.3.H for coherent
power spectra demonstrate that the total integrated variance is
very much dependent upon the emulsion/developer combination and the
developed grain size distributions. The TIV values for both
incoherent and coherent spectra are similar with respect to their
maximum values at t = .50, with increasing levels from
.10 < t < .50 and decreasing values for t > .50. However, the
ranuom checkerboard model for incoherent spectra predicts a maximum
value of .250 at t = .50, whereas the coherent spectra demonstrate
maximum TIV values less than or greater than .250 depending upon
the enul si on/developer combination. Scaling techniques which use
the measurement system parameters would not chanye these fundamen
tal differences for the TIV values of coherent spectra.
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Figure 4.8.G. Total Integrated Variance for
SA # 3 emulsion
with ascorbic acid, DK-50 and D-23 developers,
as a function of amplitude transmittance, t .
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Figure 4.8.H. Total Integrated Variance for
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Slide emulsion with ascorbic acid, DK-50
and D-23 develoers, as a function of amplitude
transmittance, t .
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The principles of power spectra estimation, as discussed in
Chapter Twj, indicate that the proper procedure for normalization
of power spectra is to divide the calculated coherent spectra by
the TIV values for the respective emulsion/developer combination
and level of amplitude transmittance. The lack of adequate infor
mation for the high spatial frequency region of the calculated
coherent spectra required integration intervals at the 50% power
points rather than the IX points. The cutoff spatial frequency of
the optical Fourier transform system prevented extrapolation of the
calculated spectra beyond 250 cycles/mm. The estimated coherent
spectra were found to have cut off the frequencies beyond 250
cycles/ii-n.
Power spectral density (PSD) functions for the calculated
coherent spectra were computed utilizing the normalization
proceuure indicated aoove. Figures 4.8.1 through 4.3.K are
representative of the results for the emulsion/developer combi
nations. Although one may expect the power spectral density
functions to be independent of amplitude transmittance, our current
results reveal an increasing magnitude for increasing levels of
amplitude transmittance. PSD for the SA No. 3/Ascorbic Acid, SA
No. 3/J-23 and Projector Slide/T)-23 combinations demonstrate an
increasing magnitude for increasing developed grain size. Further
work is necessary to clarify these results, however, because of the
problem of extrapolation caused by the cutoff frequency of the
measurement system. Changes in the optical parameters of focal
length and/or wavalength for the Fourier transform system would
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Figure 4.8.1, Power spectral density functions for SA-3
emulsion with ascorbic acid developer for
different levels of amplitude transmittance,
t.
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permit wider spatial frequency bandwidths for the coherent spectrum
analyzer. However, a priori knowledge of the spatial frequency
bandwidth and spectra location for the input grain spectra is
required to properly adjust the Fourier transform measurement
parameters.
In summary, Chapter Four demonstrates several results which
indicate fundamental differences between coherent and incoherent
power spectra for developed silver halide grain samples of widely
ranging grain size distributions. The coherent addition of phase
noise power changed the characteristics of the spectra's shape,
location, bandwidth, grain size dependency, and total integrated
variance. Coherent spectra were shown to display functional forms
similar to the theoretical models of second-order stochastic
processes, whereas incoherent or Wiener spectra can be modelled
with first-order stochastic process functions.
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CHAPTER FIVE
CO-.CLJSIO.., APPLICATIJi. AND TOPICS FOR FJTJRE WORK
5.0 CJ^ClJSIOj.
We will now review the major results of the preceding
chapters. Although somewhat repetitive, a brief excursion through
the topics of study will tie together the varied approaches and
discussions on coherent power spectrum analysis, and list the major
findings and conclusions of this work. Each section of Chapter
Five is numbered according to the chapter referenced.
5.1 COMMENTS FROM THE LITERATJRE REVIEW
Chapter One discussed the most significant studies related to
coherent optical spectrum analysis. Several methods and corre
sponding results were compared. Review of the literature revealed
a common problem with coherent power spectrum analysis, which is
relatively minor in Wiener Spectrum Studies.
The conventional procedure in power spectrum analysis in the
0-200 cycles/mm region removes or subtracts the mean value of the
random process during the estimation of the covariance or
correlation function. The covariance function is then Fourier
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transformed to calculate the power spectrum. In coherent optical
spectrum analysis, the large magnitude difference between the "d.c.
spike"
and the desired spectrum of the input random process signifi
cantly impacts the ability to remove the effect of a nonzero mean.
The mean of the input process results in a significant bias of the
desired sample power spectra.
Consequently, an approach utilized for the interpretation of
the measured spectra requires several assumptions about the phase
noise and the relationship between the mean and the fluctuating
amplitude transmittance functions. The interaction or interference
between the optical system spectra and the input sample spectra
creates a difficult proolem in separating the two spectra for
adequate evaluation. It is therefore necessary to assume a noise
model in the space domain, to allow adequate removal of the mean
value effect in the Fourier power spectrum domain.
Several common results were found in the literature.
Normalization of the measured coherent power spectrum by the
magnitude of the "d.c.
spike"
results in a monotonic increase in
noise level as a function of increasing sample density. The
noticeable decrease in power spectra at the low spatial frequencies
when the samples were liquid gated is often cited. Liquid gating
removes much of the low frequency phase noise. Larger grain
emulsions exhibited higher levels of noise power than the
higher
resolution films.
Coherent power spectrum analyzers were also
developed to
measure the high spatial frequency regions required for holographic
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and other high resolution silver halide emulsion plates. In these
studies the low frequency spectra due to the optical "d.c. spike"
could be avoided by only measuring the spectra from about 200 to
2000 cycles/mm and excluding the data from 0-200 cycles/mm. With
exclusion of the "d.c. spike" normalization procedure, Smith (1972)
found the power spectrum noise levels to increase according to the
random checkerboard model. Namely, noise levels increased between
amplitude transmittance values from .24 to .58, then decreased for
values of .82 and .89. Again, this was possible due to the
avoidance of the "d.c. spike" in the measurement and analysis
procedures. Smith (1972) also provided experimental data which
demonstrated higher noise levels for increasing grain size for both
monodisperse and Poisson distributed grain emulsion samples. We
can conclude that the interaction or interference of the
predominently optical system spectra and phase noise spectra are
both low frequency phenomena, which can be excluded from power
spectrum analysis above 200 cycles/mm.
Studies by Altman (1966) and Smith (1968) revealed significant
enhancement effects on the height of relief images as a function of
increasing gelatin crosslinking or
"tanning" development effects.
Also, increasing emulsion thickness resulted in decreasing values
of spatial frequency for the peak relief image height, regardless
of tanning process effects. These phenomena indicate the
interaction between process effects and phase spectra when grain
samples are utilized in a coherent power spectrum analyzer.
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Lamberts (1970) suspected that these optical path variations
could have deleterious effects on liquid gated samples. He
separated the optical path variations into the thickness variations
due to the relief image heights and the index of refraction
variations. Examination of liquid gated and non-liquid gated
samples with an interference transmission microscope revealed that
liquid gating reduces the optical path variations due to surface
relief heights, yet enhances the optical path variations due to
index of refraction variations at the higher spatial frequencies.
This effect is quite dependent upon spatial frequency.
Lamberts'
results provide strong eviaence for bandwidth related dependence of
the coherent power spectrum functions with liquid gated grain
samples.
Review of incoherent or Wiener optical spectrum analysis
demonstrated several useful comparisons. The incoherent power
spectra have peak power regions centered at zero spatial frequency
and resemble first-order stochastic processes. The incoherent
power spectrum distributions can be modeled by the random
checkerboard theory of granularity utilizing only
"intensity"
transmittance values of the input sample, without consideration of
the sample phase variations. Unlike coherent
power spectrum
analysis, one can subtract the mean
level of sample transmittance
prior to evaluation of the power spectrum
function and thus
facilitate straightforward analysis of the fluctuation noise
spectrum of the emulsion/developer combination.
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hi LIiMEAR STOCHASTIC THEORY AND POWER SPECTRA
The essential characteristics of linear stochastic processes
and analysis are presented in Chapter Two. The basic definitions
of autocovariance and power spectra are discussed for the theoreti
cal models, the estimated functions and the mean smoothed estimated
functions. The tradeoffs of power spectra variance and bias are
presented with several examples of first-order autoregressive
processes.
The conditions of stationarity are implemented for optical
coherent power spectra via uniformly exposed and processed input
samples with constant mean. Namely, the mean, variance, and
covariance of the amplitude transmittance random process are not
functions of the spatial coordinate location on the input grain
sample.
We next discussed the properties of the true autocovariance
and autocorrelation functions with examples of first and second
order autoregressive stochastic processes. The principles of
estimation are introduced due to the nature of experimentally
determined data. The "sample" autocovariance and power spectra
functions are reviewed for both continuous and discrete stochastic
processes. The closeness of estimation is demonstrated by the mean
square error function, which is the sum of the square of the bias
and the variance of the sample functions, either for the
autocovariance or power spectra functions.
The subtraction of the sample mean from the realization data
of the "time series"is not only useful but necessary for power
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spectral estimation. Since sample autocovariance functions cannot
be first calculated for coherent optical power spectrum
measurenents, the effect of the sample mean cannot be removed until
the power spectrum is first estimated. Without subtraction, the
sample mean produces a highly significant bias in the low frequency
region and is thus a major shortcoming of coherent optical power
spectrum analysis.
Linear systems theory is utilized to derive the true or
theoretical power spectra for both first- and second-order auto
regressive and mixed moving average stochastic processes. The
stability conditions for second- order autoregressive processes are
established to provide a method for calculating the model
parameters for a stationary process with a peak power region
shifted away from the zero spatial frequency region.
Lastly, Chapter Two discusses techniques for reducing the
variance and bias functions when estimating the power spectra from
sample distributions. The equations for variance and bias trade
offs are derived with the parameters for bandwidth of the spectral
smoothing window, the sample record length, and the theoretical
power spectra function.
5.3 EXAMPLES OF THEORETICAL POWER SPECTRA
Chapter Three demonstrates the principals of stochastic power
spectra analysis with several examples of
first- and second-order
univariate, autoregressive models. The equations for bivariate
real process models are compared with univariate complex cases and
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shown to be equivalent for certain conditions which are exemplified
by complex amplitude transmittance random processes found in
coherent power spectrum analysis.
The tradeoffs of variance and bias are demonstrated for
several first- and second- order autoregressive stochastic models
presented in Chapter Two. Smoothing techniques for maximum
stability and minimum bias are shown to be dependent upon the
characteristics of tne stochastic process.
Optimum selection of the smoothing window bandwidth is
implemented in an iterative fashion if no a- priori information
about the random process is known. Bias is greatest in the peak
power regions, and therefore greater values of L are required to
decrease the smoothing via a narrowing of the spectral window
bandwidth. However, the stability or variance of the estimated
spectra decreases for increasing values of L. Clearly, a tradeoff
situation exists where only an iterative process can determine the
best choice for smoothing bandwidth. Both variance and bias are
functions of spatial frequency, and therefore both are dependent
upon the structure of the true power spectra. Hence, one must
select the desired region of the spectrum in order to determine the
best choice for smoothing bandwidth.
It is necessary, therefore, to examine a series of mean
smoothed spectral density functions along with accompanying
confidence interval plots which indicate the magnitude of variance.
If the peak power bandwidth is greater than the smoothing window
bandwidth, while the degrees of freedom for values of N and L is
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sufficiently large to maintain a narrow confidence interval, then
an adequate spectral estimate has been reached.
Examples of second-order univariate autoregressive processes
were demonstrated with different stochastic parameters. The
transition from first order was clear when 02 was of significant
magnitude relative to the c^ parameter. The second-order process
models illustrated a substantial shift in peak power away from the
low frequency region.
The functional forms of the power spectra equations were
presented for real bivariate and complex univariate stochastic
processes. Coherent optical systems are linear with respect to
complex amplitude transmittance and therefore it becomes necessary
to examine complex univariate models. It was then denonstrated
that a complex univariate process is equivalent to a real bivariate
linear stochastic process by separating the real and imaginary
parts of the complex case. Thus, first-order autoregressive models
of the complex univariate case can be transformed to power spectra
which are proportional to those of second-order autoregressive
models of real univariate random processes. Stated another way,
bivariate real first-order processes of the autoregressive type are
converted from complex univariate first-order models, with the
resulting power spectra proportional to those of univariate, real,
second- order mixed type models under certain conditions.
It was demonstrated in the last section of Chapter Three, that
if the real and imaginary parts of the complex random variable for
amplitude transmittance are independent, then the first-order
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bivariate power spectra simplifies to a form which is proportional
to first-order univariate power spectra. Likewise, if the
imaginary and real parts are related in some way, i.e., partially
correlated, the resultant power spectra is proportional to that of
second-order univariate processes. Several cases were shown to
illustrate the functional proportionality between the first-order
complex univariate, or bivariate real power spectra, and
second-order power spectra for univariate, real autoregrssive
processes. Second-order, univariate, real power spectra were
earlier shown to exhibit a significant shift in power away from the
low frequency region, which was also found in the experimental
studies of coherent optical power spectra for grain emulsion
samples. Thus, there is a strong likelihood for correlation
between the amplitude and phase of the complex transmittance
function resulting in power spectra proportional to second- order
autoregressive processes. Chapter Four provided the experimental
data which further supports this concept.
5.4 EXPERIMENTAL RESJlTS FOR INCOHERENT AND COHERENT POKIER
SPECTRA
Chapter Four discussed the experimental methodologies and
results for several studies which investigated the nature of
coherent power spectra for photographic anulsion samples. Grain
models were developed to examine incoherent power spectra. Grain
size frequency distributions were determined to calculate the depen
dencies on the autocorrelation function and impacts on incoherent
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as well as coherent power spectra. The measured coherent power
spectra were effectively filtered utilizing a justifiable grain
model. The properties of the calculated coherent power spectra
were then canpared with the results of the incoherent power
spectra. We will now summarize the major highlights. Lastly,
Section 5^5 will attempt to draw the sum of these results together
for the purpose of potential applications and topics for further
investigation.
The simulated incoherent power spectra demonstrated several
significant results. Namely, the larger grains of any given
developed grain size frequency distribution are the primary cause
for the bandwidth shape and cutoff spatial frequency of the power
spectra function. The simulated incoherent spectra, i.e., with
only a dependence on the
"intensity"
transmittance function,
demonstrated a close resemblance to the experimental Wiener spectra
and first- order autoregressive stochastic models demonstrated in
Chapter Three.
The importance of filtering the effect of the mean value of
transmittance from the autocorrelation function was shown to be
essential in obtaining stable and low bias estimates of the power
spectra. The inability to perform the direct subtraction of the
mean transmittance from the complex amplitude transmittance
distrioution has been a major disadvantage for evaluation of low
frequency (on axis) coherent power spectra.
The specular transmittance levels, as measured by the ROSA
spectrum analyzer, of the uniformly exposed and processed grain
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samples were compared with the incoherent, diffuse transmittance
levels as measured by a conventional MacBeth densitometer. The
results confirmed the increase in scattering solid angle for the
emulsion/developer combinations with the larger grains, especially
evident when comparing the samples of the SA No. 3 emulsion/
developer families with those of the Projector Slide emulsion
samples.
Computations to evaluate the effect of liquid gating the grain
samples indicated the result of a power peak in the mid-range
frequencies of the coherent power spectra. This effect was later
confirmed when examining the calculated coherent power spectra.
The photomicrographs of the real grain samples indicated
several results which are similar to those documented in the
photographic science literature with regard to expected differences
for changes in the chosen emulsion/developer combinations. A
marked similarity was found for the grain sizes of the SA No. 3
emulsion developed in either the ascorbic acid or the DK-50
solutions, whereas a significant reduction in grain size exists for
the J-23 combination. These differences were also indicated by the
D-Log E curves, where chanye in slope and recording speed were the
parameters. The developed grains for the Projector Slide emulsion/
developer combinations indicate much smaller grains and slower
recording speeds as expected by comparing the published RMS
granularity data for the two emulsion types.
The curve- fitted data for the developed grain size frequency
distribution approximated the Poisson statistical distribution
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quite well. The developed grain sizes range from .5 to 4.5 Mm and
.5 to 3.5 um for the ascorbic acid and D-23 developers with the
SA No. 3 emulsion. The results for the SA No. 3/DK-50 combination
are nearly identical to those of the ascorbic acid developer. The
grain sizes for both the Projector Slide/J-23 and ascorbic acid
developer combinations range from .10 Mm to 2.5 Mm. The Poisson
distributions indicate slightly larger grains with the Projector
Slide/ascorbic acid combination than with the D-23 developer.
Simulations of incoherent Wiener spectra were computed
utilizing the measured grain size frequency distribution. These
spectra revealed the relationship of the cutoff spatial frequency
to be approximated by the inverse of the largest of the grain
diameters, even when the larger grains are much fewer in number.
The major factor was found to be the high percent area coverage of
the larger grains relative to the distribution of grain areas.
The measurement of the incoherent autocorrelation length of
the emulsion/developer combinations demonstrated concurrence with
the simulated Wiener spectra of the real grain size frequency
distributions. The autocorrelation length is defined to be the
value of spatial shift for the autocorrelation function to approach
zero. The cutoff frequencies, as calculated by the inverse of the
autocorrelation lengths, were found to be approximately equal to
those indicated by the grain size distribution studies. This
provides additional confirmation that the larger grains are the
predominant factor in the Wiener spectra's bandwidth and cutoff
frequency.
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The conventional on-axis approach for measuranent of low to
mid- range coherent spectra (0-200 cycles/rim) resulted in an
expectedly significant "d.c. spike" centered at zero cycles/mm.
Input sample alignment corrected any distortion due to the optical
wedge of the liquid gated coverslip. Linearity of the ROSA
detector was confirmed to be adequate for these measurements. Ten
ensemble averages over each frequency band allowed substantial data
stability, while not smoothing the essential information of the
power spectra.
The coherent nature of the optical spectrum analyzer
necessitated consideration of the interaction or interference of
the power spectra for the optical system and that of the input
transmittance sample. An algorithm was derived to estimate the
noise power spectra of just the input grain samples. With a random
complex amplitude transmittance model and approximations based on
physical conditions, equation 5.4.6.1 represents the measured
coherent power spectra.
P<N> (u) % <[tA(u) + (u)J2>
or [t'(u)J* % C(?<m>(u))1/2 " tA(u)J2 5.4.6.1
where :
p<M>(u) = Measured power spectra
rjt'(u)J* = Estimate of film grain power spectra
t = Average amplitude transmittance of input grain sample
[A(u)j2 = Optical system power spectra
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This algorithm was utilized for all of the measured coherent
power spectra of the anul sion/developer combinations. Note that
coherent interaction of the optical system spectra and the grain
sample prohibits a simple subtraction method as depicted by
equation 5.4.5.2.
(u) I2 * .><M>(u) " 1 1 |2A^u) 5.4.6.2
One shortcoming of this algorithm is the difficulty in
estimating t with sufficient accuracy to remove the high level of
power of the optical system spectra which is centered at zero
spatial frequency, often called the "d.c. spike." Hence, poor
estimates result in the 0-20 cycles/mm region of the calculated
power spectra. Fortunately, the frequency region of interest in
this work was well defined from 20-200 cycles/mn.
The initial power spectra were log normalized with respect to
the on-axis power spectrum data and plotted with respect to linear
spatial frequency. The values of Pu<u) demonstrated several key
characteristics for the emulsion/developer combination samples.
The ungated samples exhibited significantly greater phase
noise power in the low frequency region than the gated samples.
The greatest differences were found for grain samples with the
largest grains and filamentary structures. The log normalized
power spectra were found to be quite flat beyond 20 cycles/mm for
the gated samples, where the ungated samples began to show constant
power only beyond 100 cycles/mm, especially for the SA No. 3/
ascorbic acid combination.
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The monotonically increasing levels of log normalized power
were proportional to input optical density of the grain samples.
The chanical direct developers and the larger grain emulsions
exhibited significantly higher noise power levels than those of the
solution physical developers and smaller grain combinations. With
roughly equivalent levels of amplitude transmittance, the noise
power increased for increasing developed grain size. Yet, with the
log normalized representation of the coherent power spectra, the
relationship between the developed grain size distributions and
noise power spectra is not readily apparent.
The film power spectra, as calculated with equation 5.4.5.1.
revealeu several significant results. The plots of linear power
versus log spatial frequency indicate a dramatic shift in noise
power av/ay from the low frequency region. Lamberts' study supports
these results. Namely, the liquid gating of the input grain
samples removes the low frequency components of the phase noise
while enhancing the high frequency information. The interaction of
the high frequency phase noise with the amplitude spectra, caused
by the developed grain distribution, results in a frequency shift
of the power spectra quite analogous to the change from first- order
to second-order autoregressive stochastic processes discussed in
Chapter Three. The amount of shift in spatial frequency increased
with decreasing developed grain size.
The lobe type shapes of the calculated coherent power spectra
are clearly dependent upon the grain size frequency distribution.
Although similar to Wiener spectra in this regard, the interaction
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of the high frequency phase power results in significant differ
ences in the full width half maximum (FWHM) bandwidths. The
simulated Wiener spectra demonstrated that the bandwidth was
independent of sample transmittance. The FWHM for the coherent
spectra decrease for increasing amplitude transmittance. Although
both incoherent and coherent spectra bandwidth functions increase
for decreasing developed grain size the incoherent spectral band-
widths were two to three times as wide for the same emulsion/
developer combination and intensity transmittance level. The
notable decrease in the coherent bandwidths perhaps explains the
increase in the total integrated variance functions.
The total integrated variance (TIV) functions behave similarly
for both incoherent and coherent spectra only with regard to the
peak value position at a .50 value of amplitude transmittance
("intensity" transmittance in the case of the incoherent Wiener
spectra). The peak level of TIV for incoherent spectra remains
constant, whereas for coherent spectra the peak levels of TIV
increase for increasing developed grain size and decreasing FWHM
bandwidths.
The maximum power levels for the calculated coherent spectra
follow roughly the same functional relationship with the level of
amplitude transmittance, t, as that predicted by the random
checkerboard granularity model. Namely, the maximum power levels
are proportional to t(l-t). The calculated spectra also revealed a
dramatic increase in noise power levels for increasing developed
grain size. Lastly, the cutoff frequency for the calculated
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spectra was found to be the result of convolution of the geometri
cal image for the input sample aperture with the impulse response
function of the optical measurement system at the Fourier transform
plane. This last result is added confirmation for the validity of
the calculated coherent power spectra's characteristics which are
cited above and the existence of a second-order stochastic process.
5.5 APPLICATIONS AND TOPIC FOR FUTURE STUDY
One of the key applications of the measured and calculated
coherent power spectra is to estimate the signal /noise in coherent
optical processing systems. Utilizing the techniques and theory
described in this work, we can further determine the effects of
amplitude and phase noise of the recording materials on coherent
processing of information at the Fourier transform plane. Although
commercially availaDle silver halide emulsions and developers were
utilized here, it is quite evident that these results can be
applied toward the study of other input transparency objects.
The next major step in the application of coherent power
spectra is to determine a model between the signal and the noise
wavefront t'(u). Our model should represent the interaction or
interference between a diffuse wavefront which is the noise or
scattered light and the specular signal wavefront. In a recent
work by Shannon and Cheatham (1982), a simplistic model was stated
which treats the signal and noise wavefronts as uncorrelated.
Namely,
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f(x) = c(x) + d(x)
F(u) = C(u) + D(u) and
PS(u) = |C(u)|* + |D(u)|2 5.5.1
where:
c(x), d(x) are the signal and noise wavefronts, respectively,
in the spatial domain
|C(u)|2, |D(u)|2 are the power spectrum functions of the
signal and noise wavefronts, respectively.
Hence, with their model,
PS(u) = total measured spectrum
= |C(u)|2 + |i)(u)|2
= S(u) + N(u) 5.5.2
where:
S(u) = signal spectrum
N(u) = noise spectrum
and S(u) + N(u) are uncorrelated.
Although this model allows the signal/noise spectrum to be
easily calculated, the current work
has shown this approach to be
invalid for low to mid-range power spectra. Allowing the signal
and noise spectrums to be related or partially correlated,
we have:
307
PS(u) = |C(u) + D(u)|2 = (C(u) + D(u))(C*(u) + D*(u))
= |C(u)|2 + C*(u)D(u) + C(u)D*(u) + |D(u)|2 5.5.3
If we represent the signal spectrum as being a totally real
function,
C*(u) = C(u)
and
PS(u) = |C(u)|2 + C(u)[D(u) + D*(u)] + |D(u)|2 5.5.4
Signal /Noise = jML
|D(u)|
Yet from experimental measurements, |C(u)|2 would be very difficult
to extract directly from PS(u). Another consideration is the
effect of the optical system power spectra as discussed in Chapter
Four. Hence,
PS(u) = |Ff a(x)[c(x) + d(x)]] |2
= |A(u)[C(u) + D(u)j|2
= LA(u)()(C(u) + U(u))][A*(C*(u) + U*(u))] 5.5.5
As in Chapter Four, we assumed that the optical spectrum had
minimal smoothing on the noise spectra D(u); therefore,
A(u)0D(u) D(u)
A*(u) = A(u) for entirely real optical system spectra
A(u)D*(u) %, U*(u)
and as stated above, the signal is also entirely real; hence,
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PS(u) [A(u)fi)C(u) + D(u)][A(u)fi)C(u) + D*(u)]
(A(u) >C(u))2 + |0(u)|2 + D(u)A(u)C(u)
+ D*(u)A(u)C(u) 5.5.6
This approach is extremely difficult for the determination of the
S(u)/N(u) ratio. If we recall that our major goal in signal to
noise analysis is to determine whether or not the noise power
spectrum of our input sample object becomes excessive so that the
signal is not detected, a more heuristic approach may be adopted.
First, determine the noise spectrum for a given recording
material and chemical process as detailed in this thesis. Next,
measure a known signal spectrum such as relatively noise-free
diffraction grating. Hence, given an optical spectrum analyzer,
where the input aperture and optics remain constant:
PS(u) = |A(u)<*)C(u)|2 = [A(u)0C(u)J2 5.5.7
since A(u) and C(u) are real functions.
We know |D(u)|2 from the methods of this thesis for a given
average value of amplitude transmittance. It may prove worthwhile
to allow t = .5 for maximum noise levels when calculating |0(u)|2 =
|t'(u)|2 from the measured power spectra of an evenly exposed and
processed input sample. We allow this noise spectrum to be a worse
case distribution for our ultimate calculation; namely, the signal/
noise spectrum for a deterministic input object and corresponding
power spectra.
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Next, determine D(u) and D*(u). Returning to the equation for
the total power spectrum PS(u):
PS(u) = [A(u)C(u)J2 + LA(u)()C(u)][D(u) + D*(u)]
+ |D(u)|2 5.5.8
Experimentally, we can approximate i_D(u) + U*(u)] for a given noise
process by first measuring |D(u)|2; then [A(u)Ci>C(u)j2 for a known
noiseless grating. Now sandwich a section of emulsion which has
been evenly processed and exposed for a resulting level of ampli
tude transmittance of t = .5U with the known noiseless grating.
Hence, we can now readily compute the quantity D(u) + D*(u):
D(u) + U*(u) = PS(u)
- |P(u)|2-CA(u)C(u)32
5>5>g
[A(u)0C(u)j
Thus, we have adequately determined the parameters [D(u) + D*(u)J
and |D(u)|2 which are required to determine LA(u) ^) C(u)J for an
unknown input sample recorded on a material with an estimated noise
spectrum of |D(u)|2. Hence, an unknown signal spectrum can now be
computed from the measured spectrum.
Let lA(u) CD C(u)]2 ~ S(u) = signal spectrum which has been
smoothed by the optical measurement system for coherent power
spectra. Thus:
S(u) + LS(u)]1/2[U(u) + J*(u)J +
|D(u)|2 - PS(u) = 0
and 5.5.10
s(u) _ r^^5/
2a
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where
a = 1
b = LD(u) + D*(u)j
c = |D(u)|2 - PS(u)
We now have a procedure to determine the signal spectrum which
may or may not be distorted by the noise spectrum. The method
assumes a worse case situation for the noise spectrum: |D(u)|2 =
N(u).
Finally, S(u)/N(u) may now be approximated using equation
5.5.10 for S(u) and N(u), the previously analyzed noise spectrum.
Another <v,.r-..vJ-i, although it cannot be directly applied,
allows a physical interpretation of the sij-ial to nuise ratio. The
interference of the noise spectrum with the signal spectrum in
coherent optical systems can be modelled as the fringe visibility
function common to interferometry and holography.
If we let LS(u)/N(u)j!/2 = K(u) and V(u) =
2 * KM where V is
1 + K(u)
the well-known visibility function, which here represents the
significance of the noise spectrum on the detected signal spectrum.
With S(u)/N(u) = 100, at u = ui
which allows adequate signal detection. However, with S(u)/N(u) =
10, V(ui) = .854, which indicates predominance of the noise
spectrum.
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One of the major topics for future study is the determination
of the stochastic second-order process parameters for the experi
mentally determined coherent power spectra. Knowledge of the
stochastic process constants for changes in amplitude transmit
tance, liquid gating index, emulsion and developer types or grain
size frequency distributions would provide an analytical approach
for the physical changes taking place between the phase and ampli
tude noise interactions. Nonlinear regression techniques would be
required to complete this highly iterative task.
Coherent optical system changes and additional measurement
techniques would provide greater elucidation into the input sample
characteristics. Changes in the focal length of the Fourier
transform lens, while maintaining the ROSA segmented detector at
the Fourier transform plane, would allow greater detail of
different regions of spatial frequency. Liquid gating the input
samples with different refractive index fluids could test the
shifting effect of the peak power region with respect to absolute
spatial frequency. This test would further substantiate
Lamberts'
claims as stated earlier, as well as establish key properties of
the ungated emulsion sample. Different signal/noise distributions
could be obtained by changing the liquid gating fluid index. The
effects of surface roughness and volumetric
random index modulation
may also be studied by varying the liquid gating index of refrac
tion and determining the calculated spectra. Direct measurement of
surface roughness characteristics
could be obtained with a
profilometer. The corresponding distribution of scattering angles,
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as indicated by Bennett and Bennett (1931), would then be compared
with the coherent power spectra results.
Further work is necessary to elaborate upon the comparison
between incoherent and coherent power spectra. Granularity studies
utilizing incoherent techniques could be compared directly with
those of this work so that incoherent versus coherent variance may
be determined.
In addition, the determination of the stochastic process
constants for the incoherent and coherent spectra could lead to <_n
indirect measure of the optical system's degree of coherence, where
the importance of phase information has varyi fig levels of
significance.
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