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Abstract
While systematic reviews (SRs) are positioned as an essential element of modern evidence-based medical
practice, the creation of these reviews is resource intensive. To mitigate this problem there has been some
attempts to leverage supervised machine learning to automate the article triage procedure. This approach
has been proved to be helpful for updating existing SRs. However, this technique holds very little promise
for creating new SRs because training data is rarely available when it comes to SR creation. In this
research we propose an active machine learning approach to overcome this labeling bottleneck and
develop a classifier for supporting the creation of systematic reviews. The results indicate that active
learning based sample selection could significantly reduce the human effort and is viable technique for
automating medical systematic review creation with very few training dataset.

Introduction
Evidence Based Medicine (EBM) refers to the application of state-of-the-art medical evidence to improve
the quality and reduce the cost of medical care (Cohen et al. 2010). Although the classical vision of EBM
required physicians to directly search the relevant medical research for evidence applicable to their
patients, the modern conception of EBM heavily relies on synthesis of research findings in the form of
evidence reports commonly referred to as a systematic reviews (SR). According to Higgins and Green
(2011), “A systematic review is a high-level overview of primary research on a particular research
question that tries to identify, select, synthesize and appraise all high quality research evidence relevant
to that question in order to answer it”. Currently, SRs form a key resource for informing medical practice.
With the increasingly rapid pace by which medical knowledge is created, researchers, practitioners and
policy makers are challenged to keep pace with state-of-the-art medical evidence and incorporate such
evidence into practice. SRs respond to this issue by recognizing, appraising, and synthesizing researchbased evidence from multiple sources and presenting it in an accessible format (Mulrow 1994).
While SRs are positioned as an essential element of modern evidence-based medical practice, developing
these reviews is resource intensive. Surprisingly, the current workflow for creating SRs is largely a manual
process. An initial search by querying databases such as Medline, Cochrane and Embase often returns
thousands of articles given a medical topic. To select the articles that should be included in a review or
not, scientists need to review the articles in two steps. The first step is called the abstract triage, where
scientists identify “relevant” articles that can be potentially included in a SR based on the title and
abstract of the articles. This phase of screening articles usually requires a significant amount of time and
effort as it involves a group of scientists evaluating thousands of articles in order to find the relevant
instances returned by the database queries. The second step referred to full-text triage, involves full text
inspections of those relevant ones selected in the title/abstract triage to determine the articles that satisfy
the inclusion criteria and will be included in a systematic review (Shojania et al. 2007). Due to the
manual workflow of selecting articles for SRs, developing SRs requires a significant investment in time
(1,139 expert hours on average) and funds (up to a quarter of a million dollars) from a dedicated and
qualified research team (Allen et al. 1999; McGowan et al. 2005).
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Nowadays, medical knowledge base is growing at an astounding pace. Reports of new clinical trials are
being published at the rate of over 20,000 per year (Shojania et al. 2007). This creates an enormous
challenge for scientists trying to create systematic reviews to keep pace with the developments in the
medical field. Cochrane Collaboration estimates that at least 10,000 new SRs are needed to cover most of
the healthcare problems (Higgins et al. 2011). Unfortunately, fewer than half of this number has been
published even after ten years of focused effort by the EBM community (Higgins et al. 2011).
The unavailability of new medical evidence is hugely attributed to the expert effort needed for creation of
new Systematic Review. To mitigate this problem there has been some attempts to leverage supervised
machine learning to automate the article triage procedure. This approach has been proved to be helpful
for updating existing SRs. Most of existing research assumes readily available training data and focus on
updating reviews by applying supervised learning to new medical evidence. This supervised learning
based approach, however, holds very little promise for creating new SRs. This is because supervised
machine learning needs considerable amount of training data; nevertheless, training data is rarely
available when it comes to SR creation. Also, creating training data with labels indicating when an article
should be included or excluded in a SR is difficult, laborious and time-consuming.
Active learning approach has received considerable attention due to its potential for achieving greater
accuracy with fewer training labels. Active learning attempts to overcome the labeling bottleneck by
identifying the most informative set of unlabeled instances and let them be labeled by an oracle (e.g., a
human annotator). Active learning is an iterative process in which it first train a machine learning
algorithm with few training instances, based on the training results, it selects an optimal set of unlabeled
instances and queries an oracle for manual labeling, and then it re-train the algorithm based on the
incremented training data. In this way, the active learner aims to achieve high accuracy using as few
labeled instances as possible, thereby minimizing the cost of obtaining labeled data.
The overarching goal of our research is to develop an advanced analytics approach to automatically
identify relevant articles that could be used to create SRs, based on the title and abstract of articles. More
specifically, given the fact that when it comes to creating a new SR, labeled training data (i.e., articles that
have been reviewed by human experts to be included in or excluded from a systematic review) is mostly
not readily available and is difficult and time-consuming to obtain, we plan to adopt active learning to
overcome this labeling bottleneck and develop data mining models that classify articles for inclusion or
exclusion, thus helping automate SR creation with only a few labeled instances. To our knowledge, the
proposed research is one of the first that attempts to address the small-sized training dataset problem that
hampers the use of classification algorithms in SR creation.

Related Work
There have been some attempts in literature to leverage analytics to automate SR generation procedure
(Ananiadou et al. 2009; Bekhuis et al. 2012; Cohen et al. (2006) ; Frunza et al. 2010; Shemilt et al. 2013).
One of the most significant research done in this area is one conducted by Cohen et al. (2006b). In this
National Institute of Health (NIH) supported project, Cohen et al, used the perceptron algorithm to
identify journal articles for inclusion in systematic review update, based on the title and abstract of the
articles. While the research is formidable in the automation of SR creation, the techniques used 50% of
data as training set. This is very costly.
There are also studies that focus on comparing different algorithms that can be used to classify articles for
systematic reviews. For instance, Bekhuis & Demner-Fushman (2012), 2012 compared algorithms
including K-nearest neighbor (K-NN), naïve Bayes, complement naïve Bayes (cNB), and evolutionary
SVM (EvoSVM) (implemented in the RapidMiner) and used information gain as their feature selection
method to select features from titles or titles and abstract, and full citation with metadata. The authors
demonstrated that based on text mining techniques, the number of documents that need further manually
screening was reduced by up to 46%, and among the three algorithms, EvoSVM achieved the highest
recall (100% for both datasets) and relatively low precisions (13.11% for the ameloblastoma dataset and
10.69% for the influenza dataset). Adeva et al.’s (Adeva et al. 2014) research is probably the most
comprehensive so far. They conducted experiments that involved multiple classification algorithms
(including naïve Bayes, k-Nearest neighbor, Support vector machines, and Rocchio) combined with
several feature selection methods (including TF, DF, IDF, etc.), and applied to different parts of the given
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articles (including titles alone, abstracts alone and both titles and abstract). SVM has the highest Fmeasure when using both titles and abstracts.
On the other hand, there is existing research, though not in the area of SRs, that demonstrates the
possibility active learning in the case of rare training instances. For example, Tong et al. (2002) used
SVM active learning for text classification. Authors showed that employing active learning method
significantly reduces the need for labeled training instances in both the standard inductive and
transductive settings. Using version space approach they proved that active learning, which access to a
pool of unlabeled instances and request the labels for some number of them, is superior than using a
randomly selected training set. In another study, Kim et al.(2006) incorporated Maximal Marginal
Relevance (MMR) based active learning into a biomedical named-entity recognition system. Their
experimental results indicated that active learning based sample selection could significantly reduce the
human effort.
Overall, extant research focuses on applying supervised learning to article selection for a SR, assuming the
existence of a large number of labeled training examples. Supervised learning is practical for article
selection in SR updates, but less feasible for SR creations that often start with zero or few labeled articles.
Again, existing literature in SRs automation indicated an active learning system that is carefully designed
is possible in principle, and is an interesting area for future research for SR creations (Cohen et al. 2009).
Existing research on active learning also show promise to consider the use of it in text classification with
few labeled examples. We hence propose to apply active learning to systematic review creation.

Research Gap
Our literature review indicates that 1) SRs creation procedure is very resource and time intensive, and 2)
the generation of a training dataset for article classification requires significant human efforts. This leads
us to the following overarching research question:

Methodology
Table 1 shows the proposed process for creating systematic Reviews. We used Systematic Review data
corpus provided by Oregon Health and Science University (2006b) as our data sources. Our analytics
approach to identifying relevant articles for systematic reviews includes two major steps: 1) active
learning for creating a training dataset incrementally, and 2) soft-margin based support vector machine
for creating our final model. We conduct experiments to evaluate the effectiveness of the proposed
approach. We start with 2-10% of labeled articles as seeds or initial training instances. Using the seeds, we
conduct active learning to identify a few training articles that are informative for learning and need to be
reviewed by human experts. The outcome of active learning, the incremented training dataset, is then fed
into the soft-margin SVM algorithm, which produces a classification model. In following sub-sections, we
describe the data source, and each component of our model in detail.

Table 1: Proposed process for creating systematic Reviews
1. Manually create an initial training set X comprised of (2% to 10%)
of the data corpus as a labeled set for seeds.
2. Employ active learning to expand the training data set.
a. Use X as a training set.
b. Use the label-spreading algorithm to classify each unlabeled
article and record statistical confidence, which is a
probability measure, for each classification
c. Identify the top 6 articles (with highest statistical
confidence) classified to be positive (i.e., inclusion in an
SR) and the top 6 articles classified to be negative (i.e.,
exclusion from an SR).
d. Add the top 6 negative articles to the labeled dataset.
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e. Ask human experts to label the top positive articles.
f. Add the human labeled articles to the labeled dataset
g. Repeat steps “2.b. to 2.f.” for 5 iterations.
3. Apply supervised learning (using the developed training set)
a. Apply soft-margin SVM to the training dataset obtained in
step 2
b. Test the proposed classifier (using a test data set)

Data Sets
We used three systematic reviews on drug topics including AtypicalAntipsychotics (AT), NSAID, and
Estrogens (ESTRO) performed by AHRQ’s Evidence-based Practice Center (EPC) at Oregon Health and
Science University as our datasets. These three systematic review datasets were also used in (2006b).
The original datasets downloaded from (Cohen 2014) include the PubMed Unique Identifiers (PMID) of
all the articles, whether included or excluded from the reviews, and the inclusion and exclusion decisions
made by human researchers. Following (2006b), we focus on classifying the articles based on the title and
abstract of the articles. We hence used Medline’s Batch Entrez features to extract the title and abstract of
all the articles based their PMIDs. Table 2 shows an overview of the datasets.
Table 2: Overview of Data Corpus
Dataset
AtypicalAntipsychotics (AT)
NSAID
Estrogens (ESTRO)

Total number
of articles
1120
393
370

Number of
excluded articles
751
305
289

Number of
included articles
361
88
81

Ratio—Included
vs. Excluded
1:2
1:3.5
1:3.6

Data Pre-processing
We represented each article in our datasets using the standard vector space, aka, bag-of-word model
(Lebanon et al. 2007). We created a vector for each article that includes the words in the title, abstract,
Medline publication type, and Medical Subject Heading of the article. To create a vector for an article, we
transformed all upper case words of the article into lower case words. We then split the abstract of the
article into a sequence of tokens using “non-letter” character as the splitting point. We then filtered the
English stop-words from each document. For creating a bag of words we used term frequency-inverse
document frequency (tf-idf) technique (Robertson 2004). Basically, tf-idf is a numerical statistic that
reveals the importance of a word in a document in a data corpus. The tf-idf value increases, as a word
appears more often in a document; however, the tf-idf value is offset by the frequency of the word in the
data corpus. This helps to mitigate for the fact that some words such as, “patient” are generally more
common than other words in medical documents.

Active Learning:
We propose to use active learning to create a training dataset with a few labeled articles. The key idea
behind active learning is that a machine-learning algorithm can achieve greater accuracy with fewer
training labels. An active learner identifies a set of unlabeled data instances that need to be labeled by a
human expert. Active learning is well motivated in many modern machine learning problems, where
unlabeled data may be abundant or easily obtained, but labels are difficult, time-consuming, or expensive
to obtain (Settles 2010). In our research, we have used a modified version of active learning (Chapelle et
al. 2006).
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1.

Input: labeled data

2. Initially, let

l+u

i=l

{( xi , yi )}i=1 , unlabeled data { x j } j=l+1
l+u

l

L = {( xi , yi )}i=1 , U = {( x j )} j=l+1 and L contains same amount of positive samples

and negative samples

3. Repeat:
a. Train classifier f using L.
b. Apply f to the unlabeled instances U .
c. Remove a subset S1 and S2 from U; where, f(x) predicts S1€Negative Class and f(x)
predicts S2€Positive Class
d. Add S1 to L
e. Ask human oracle to annotate S2 resulting in S3
f.

Add S3 to L where

{S

3

∈ S2}

In our research, we conducted multiple experiments to identify the optimum parameters for active
learning. We chose to use 5 iterations of active learning. In each iteration, we added 6 articles predicted by
the algorithm as negative and another 6 articles predicted as positive to the labeled set. As discussed
previously, there are more negative articles (articles that would not be included in an SR) than positive
ones in a typical systematic review dataset; machine learning hence tends to achieving high accuracy on
predicting the negative articles, as evidenced by existing research (Shemilt et al. 2013). Thus, we added
those samples predicted by the algorithm as negative into labeled set without asking human experts to
annotate. Positive articles (i.e., articles that need to be included in a SR), on the other hand, are often rare
and machine learning often identifies them with low precision. It is hence necessary for human experts to
review and label the articles and then add them to the training dataset. In our datasets, all of the articles
are labeled. Thus in our experiments, there is no need for human labeling, but we count reviewing 30
articles (5 iterations, and 6 articles predicted to be positive in each iteration) as the workload for human
experts.

Label Spreading Algorithm
We propose to use the label-spreading algorithm (Zhou et al. 2004) as the algorithm for active learning.
Our analysis with multiple algorithms including S3VM, graph-based, self-learning, and SVM showed that
the label spreading algorithm outperforms other algorithms with small-sized training dataset. We
describe the algorithm in following sub-sections (Zhou et al. 2004).
m
Given a point set X = {x1,...,xl,xl+1,...,xn} ⊂ R and a label set L = {1,...,c}, the first l points xi(i ≤ l) are
labeled as yi ∈ L and the remaining points xu(l+1 ≤ u ≤ n) are unlabeled. The goal is to predict the label of
the unlabeled points.
T
T T
Let F denote the set of n × c matrices with nonnegative entries. A matrix F = [F1 , . . . , Fn ] ∈ F
corresponds to a classification on the dataset X by labeling each point xi as a label yi = arg maxj≤c Fij . We
c
can understand F as a vectorial function F :X →R which assigns a vector Fi to each point xi. Define a n×c
matrix Y ∈F with Yij = 1 if xi is labeled as yi = j and Yij = 0 otherwise. Clearly, Y is consistent with the
initial labels according the decision rule. The algorithm is as follows (Zhou et al. 2004):
1.

2
2
Form the affinity matrix W defined by Wij = exp(−||xi – xj|| /2σ ) if i ̸= j

2. Construct the matrix S = D

and Wii = 0.

−1/2
−1/2
WD
in which D is a diagonal matrix with

its (i, i)-element
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equal to the sum of the i-th row of W.
3. Iterate F(t+1)=αSF(t)+(1−α)Y until convergence, where α is a parameter
∗
4. Let F denote the limit of the sequence {F(t)}. Label each point xi as a label
ij

in (0, 1).
∗
y =argmax F . i j≤c

This algorithm can be understood intuitively in terms of spreading activation networks (Anderson 1983;
Shrager et al. 1987) from experimental psychology.

Supervised Machine Learning Algorithm—Soft Margin SVM:
We propose to use soft-margin linear SVM after active learning creates a sufficient number of labeled
instances. The soft-margin SVM has shown to outperformed other supervised learning algorithm in case
of medical document classification (citation after peer-review). In order to explain our soft-margin SVM,
we describe the SVM algorithm first.
SVM: Existing studies such as (Bekhuis et al. 2012; Joachims 1998; Liu et al. 2002) have proved the
effectiveness of SVM with a linear kernel in text classification in the process of medical systematic
reviews. The optimization problem associated with the SVM is shown below.

where for each data point (xi, yi), yi is either 1 or −1, indicating the class to which the point belongs. The
two hyperplanes w  x – b = 1 and w  x – b = -1 are called support vectors that separate the data. SVM
maximizes the distance (called “margin”) between the support vectors.
Soft-margin linear SVM: We propose to use the soft-margin Support Vector Machine (SVM) with a linear
kernel as a classifier. Soft-margin SVM is an extension of the standard “hard” margin SVM described
above.
The “hard-margin” SVM sometimes does not work well since it does not allow data points in the margin.
However, data is not often perfectly linearly separable, and it is necessary to allow some data points of one
class to appear within the region bounded by the support vectors. Soft-margin SVM provides the
flexibility by introducing a slack variable ϵi≥ 0, and the optimization problem of soft-margin SVM
becomes(Stanford 2014):

where ϵi, the slack variable, represents the degree of error in classification.

Evaluation
We evaluated the classification performance using four measures: precision, recall, F1-score and Work
Saved a measure proposed in(Frunza et al. 2010). These measures are defined based on a confusion
matrix as shown in Table 3. In our research, we treat the articles that were included in a review as positive
samples and those that were excluded as negative samples. TP represents the number of True Positives,
i.e., positive samples that were correctly classified by our SVM classifier. TN is the number of True
Negatives, i.e., negative samples that were correctly classified, FP the number of False Positive, i.e.,
negative samples that were incorrectly classified as positive, and FN the number of False Negatives, i.e.,
positive samples incorrectly classified as negatives.
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Table 3: Confusion Matrix
Actual Negative
Actual Positive

Predicted Negative
True negative (TN)
False negative (FN)

Predicted Positive
False positive (FP)
True positive (TP)

The formulas for computing Recall, Precision, F1 and WSS are shown in Table 4. Recall refers to the rate
of correctly classified positives among all positives and is equal to TP divided by the sum of TP and FN.
Precision refers to the rate of correctly classified positives among all examples classified as positive and is
equal to the ratio of TP to the sum of TP and FP. F1 means the harmonic mean of recall and precision.
WSS defined as percentage of samples that met the initial search criteria that the human reviewers do not
have to read because they have been correctly screened by the classifier.
Table 4: Evaluation metrics
Evaluation Metric
Formula
Recall
TP/ (TP+FN)
Precision
TP/(TP+FP)
F1
(2*(recall*precision)/(recall + precision)
WSS
(TN + FN)/(TN + FN + TP + FP) – 1+ TP/(TP + FN)
WSS=Work Saved over Sampling

Experiments and results
We conducted two experiments to evaluate the effectiveness of the proposed approach. In Experiment I,
we evaluated the effectiveness of active learning for creating a training dataset as compared with random
sampling. We intended to investigate that in order to create a certain number of labeled instances, how
many articles needs to be reviewed by human experts, based on active learning vs. random sampling.
Experiment 1 consisted three sub-experiments, each of which involved a different article set. Each subexperiment included five steps, and in each step, we used different numbers of seeds (i.e., initially labeled
articles). We used 2% positive examples in step 1, 4% positive examples in step 2, 6% in step 3, 8% in step
4, and 10% in step 5. We also randomly selected the same number of negative examples in each step. In
each step, we first performed active learning based on the seeds to increment the number of positive
examples by k, and counted the number of articles that human experts need to review and manually label.
We then conducted random sampling. We selected articles randomly, stopped when we obtain k positive
articles, and counted the number of articles for human labeling. We compared the number of articles for
human labeling using active learning vs that using random sampling to determine the effectiveness of
active learning in creating the training dataset. To confirm the reliability of the results, in each step, we
conducted 20 trials of active learning and random sampling. Then, we averaged the results of 20 trials to
generate the final results for each step. This approach is consistent with an earlier approach used in
literature to comparing the results between active learning and random sample (Zhu et al. 2002). In
Experiment 2, we focused on evaluating the performance of the proposed classifier with regard to the
creation of systematic reviews. Experiment 2 is an continuation of Experiment 1. Given an article set, in
Experiment 1, we selected different numbers of seeds (2%, 4%, 6%, 8% and 10%) and conduct 20 trials of
activeness. Hence, given a certain number of seeds (e.g., 2% positive examples and the same number of
negative ones), active learning returned 20 training datasets in 20 trails. We used these 20 training sets in
Experiment 2 to fit 20 soft-margin SVM models. We obtained 20 precision, recall, F1 and WSS measures
based on cross-validation and then took the average of the measures.

Experiment I: Effectiveness of active learning in creating a data set
Table 5 shows the results of experiment I. We found that active learning approach was able to create
considerable number of new positive examples. The number of new positive examples created via this
approaches varies from 11.95 to 18.25 (average of 20 trials). The lowest number of positive examples
created was in the sub-experiment involving the ESTOR dataset with 2% seeds (11.95 new positive
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samples). The highest number of positive examples created was in the sub-experiment involving the
NSAID dataset with 10% seeds (18.25 new positive samples).
For all datasets, we found that the number of positive examples created by active learning increases as the
number of seeds increases. For example, for the NSAID dataset, with 2% seeds, the active learning
approach was able to produce 13.10 positive examples; whereas with 10% labeled examples the same
approach was able to produce 18.25 positive examples, which is as expected because as the number of
seeds increases machine learning model becomes more accurate.
Experiment I also shows that if random sampling is done to select articles for human labeling,
considerably more number of examples should be scanned as compared with the active learning
approach. For an instance, for the ESTOR datasets with 4% labeled data, active learning approach was
able to identify 13.50 (average of 20 trials) positive samples by scanning 30 articles. To identify same
amount of positive samples (13.50 articles), 54.98 articles should be scanned through the random
sampling approach. Overall, experiment I shows that the active learning approach reduces considerable
amount of work for training dataset creation. For example, our lowest work reduction in training set
creation was 47.43%. That is, even with the 2% labeled sample as seeds; we were able to optimize
workload by about 50% (47.43%). Our result also attests to the findings of extent literature, which
indicate that active learning based sample selection could significantly reduce the human effort(Kim et al.
2006).
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Experiment II: Performance of the proposed classifier
After demonstrating the effectiveness of active learning for creating a training dataset, in this step we
analyzed the effectiveness of our model and examined recall, precision, F1 score and work saved from our
machine learning approach. The samples created in experiment I acts as the training dataset for this
experiment. Here, we also analyzed how the measures varies when we change seed labeled set from 2%,
4%, 6%, 8% and 10%. Table 6 shows the experimental results of our model. Also, Figure 1 shows the line
chart of how work reduction varies when we varies initial seeds (% labeled set) from 2% to 10%. In all
datasets, we found that work reduction increases as we increase the initial seeds. Also, in terms of F1score, as initial labeled set increases, F1-score also increases. For the ESTOR dataset F1 scores are 40.68%
at 2% labeled set, 42.45 at 4% labeled set, 46.57 at 6% labeled set, 47.04 at 8% labeled set and 51.26 at 10
% labeled set. We can see the similar trends for the AT and NSAID datasets.
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Figure 1: Results Progression over Amount of Training Dataset

Conclusion
This research examined an automated method to classify relevant articles for inclusion or exclusion
during the abstract triage stage for creating systematic reviews of medical research. We demonstrated that
a less explored machine learning approach, namely active learning, is a viable technique for the problem
where labeled articles are not available or very costly to obtain during SR creation.
From a theoretical perspective, this research explores the possibility of creating machine learning model
with very few labeled instances. In prior research, supervised-learning has been used as the de-facto
standard method for article classification for SRs, which however leaves the issue of a small-sized training
dataset largely unaddressed. We propose to use active learning, which represent a novel approach that to
our knowledge, has not been used in the area of SR creation. Among various active learning algorithms,
we use label-spreading, which has shown exciting results in selecting articles during SR createion. After
developing a training dataset that includes approximately 15%-20% positive instances, we use soft-margin
SVM to create a classifier for creating systematic reviews. The experiences and lessons learned from this
research are expected to inform the literature regarding the efficacy of the proposed techniques and the
further development and refinement of these techniques.
From a practical and applied research perspective, this research is expected to result in a significant
reduction in labor and other costs in connection with SR creation. Currently, laborious efforts for
selecting articles for SRs preclude us from creating systematic reviews to keep pace with medical research
advances, which subsequently impedes the translation of the latest medical evidence into healthcare
practice. This research can help to automate the systematic review development process by significantly
reducing the number of articles that scientists need to manually review, and has the potential to
contribute to the adoption of evidence-based medicine. In summary, this research provides direct impact
in the availability of best medical evidence and consequently, may contribute to improving the health and
wellbeing of society.
The research can be further extended along a number of dimensions. First, the proposed approach can be
further evaluated using additional datasets beyond the three datasets included in this research. Second,
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future research may investigate means for deploying the proposed approach in a manner that simplifies
and automates (or semi-automates) the creation of systematic review. Other integration and deployment
possibilities include leveraging clinical trials documentation, e.g., from clinicaltrials.gov to further
expedite the translation of medical research into practice.
In conclusion, this research attests to the potential of machine learning, text mining and big data analytics
in supporting evidence-based medicine. It is a step towards closing the gap between research and practice
in the quest toward providing higher quality healthcare outcomes at a reduced cost.
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