Abstract
Introduction
In such areas as system identihcation, time series analysis or controller design by parameter optimization, often a nonlinear search has to be performed over a specific set of linear systems of fixed blcMillan degree. It is therefore important to have knowledge of the structure of such classes of systems. This motivated Brockett [2] to study the topology of the set of single-input single-output linear systems of fixed McMillan degree n. He proved that this set has n + 1 connected components. Clover [9] showed that in the multivariable situation there is however only one connected component.
The same result was established by Hanson [ 121 and independently by Ober [19] for the sub-class of (asymptotically) stable systems of McMillan degree n. Results of this type suggested that there might be a close connection between these two classes of systems. HeImke [15] then showed that these two classes are homeomorphic, and Hanzon [13] used a different approach to show that they are in fact diffeomorphic.
IJsing different types of balanced realizations, Ober [19] , [21] and Ober and McFarlane [20] derived canonical forms for several classes of linear systems of fixed McMillan degree: stable, positive real, bounded reaI, minimum phase and systems without constraints. An interesting aspect of these canonical forms is that they have a remarkably similar structure. This gave further evidence t!lat there should be a strong relationship between these classes of systems. In Ober [20] it was moreover shown that all these sets of systems have identical numbers of connected components.
In this paper we will establish new diffeomorphisms between sets of systems. The diffeomorphism between the set of aII systems of fixed McMillan degree and the subset of stable systems is motivated by a map that was studied in much detail in Fuhrmann-Ober [8] and by some state space formulae in Glover-McFarlane [lo] . The other diffeomorphisms studied in this paper are in fact adaptations of this map. These maps a.lso explain to a great extent why the canonical forms for the different classes of systems in Ober [21] have such a similar structure.
For single-input single-output systems it was shown in Ober [21] that each minimal, or stable, or bounded real or positive real system can be parametrised by a set of stun&& pammeters:
6k,a(~)l,...,~(~)j,...,~(~)~~-l, bk > 0, CI(k)j > 0, 1 5 j 5 r&k -1; d dcR
In particular each system in one of the classes of systems has a unique representation, a canonical form, in terms of following 'standard system'.
The standard system (A, 6, c, d) is then given by For the case of stable systems we have the following canonical form (Ober [18] ). We call a minimal system stable if all its poles are in the open left half plane. (ii) g(s) has a standard n-dimensional nzalization (A, b, c, d) given by a standard set of pammeters such that Moreouer, the map which assigns to each stable minimal system the maiization in (ii) is a canonical fOWl.
The canonical form presented in the previous theorem is in the form of a Lyapunov baIanced reahzation (Moore [ 171) . 2
Minimal systems
The aim of this section is to establish a bijection between the set of minimal systems of dimension n and the set of all stable minimal systems of dimension n. Note that we mean by a stable system a system whose poles are all in the open left half plane. This bijection which we call the Lcharacteristic map is in fact a map that occurred implicitly in the work by Glover and McFarlane [lo] and was analyzed from an operator theoretic point of view in Fuhrmann and Ober [8] . The following relationships are due to Bucy [3] . S' lnce the reference is difficult to find we give a short proof. Using this fact it is easily seen that the L-characteristic of two equivalent systems are equivalent. 0
The main theorem of this section will show that the L-characteristic map is in fact a bijection between the set of n-dimensional minimal systems and the set of stable n-dimensional minimal systems.
We denote by Lt"' the set of all minimal n-dimensional systems, with m-dimensional input and pdimensional output space. 
We can now prove the proposition. We now need to prove that XL is in fact surjective, or that XL -Ixz, is the identity map on Qm. To do this we need the following Lemma. For an analysis of the characteristic map from the point of view of balancing it is more appropriate to slightly change the definition of the characteristic map. This is done by performing a state-space transformation on XL((A, B, C, D)). Define for a system ( The next class of systems that we will consider are bounded real systems. We call a system bounded real, if it is stable and its transfer function satisfies,
for all w c 3? U {ztc~}. We denote by B[*m c Lkrn the subset of bounded real systems. We will proceed as in the previous section and construct a map of the set of bounded real systems into the set of stable systems. Where= in the previous case the map was onto, this is not the case here. In the present case the map will be a bijection between the class of bounded real systems of McMillan degree n and the set of stable minimal system of the same McMillan degree whose Hankel singular values are less than one.
To It is easily seen that the characteristic system is reachable. The observability of the system follows by using the representation of the characteristic in which the A matrix has been written in the form resulting from the Bucy type relations.
That the B-characteristics of two equivalent systems are equivalent is easily verified. cl
In the following Lemma we investigate the solutions of the Lyapunov equations of the Bcharacteristic system.
be a minimal bounded-ml system and let We can now show that the B-characteristic of a bounded real system is minimal and in UC:;;. In order to be able to show that fx~ maps a stable system in ~IC~:~ to a bounded rea.l system we need the following Lemmas. Morwver, Y and 27 aw the stabilizing solutions to these two bounded red Riccati equations. 
is stable, where we have used Lemma 3.5, we have shown that 2, Y are the stabilising solutions to the bounded real Riccati equations.
cl
We can now show that fx~ maps UC:;:
into BE-"'. is bounded real.
We are now in a position to show that x~ : Bt*"' + UC:;: is a bijection.
is a bijection that preserves system equivalence. The inverse map is given by xi* = IXB.
Proofi
That x~ preserves system equivalence was established in Lemma 3.2.We are next going to ' show that x~ is injective, or more precisely that 1x~ -x~ is the identity In Ober [21] the following canonical form for SISO bounded real systems was given. A4oreover, the rcalization given in (ii) is bounded real balanced with bounded real gmmmian X = h7(~lJn,, 021~~~ . . . , okInk).
The map which assigns to each bounded real system the realisation in (ii) is a canonical form.
As in the case of minimal systems we now introduce a slightly modified characteristic map.
Define for a system (A, B, C, D) e B,, plrn the modified characteristic
where T := (I -,ZY~*(I -23') and 2, Y are the stabilizing solutions to the two bounded real Riccati equations.
We have the following corollary. 
Positive real systems
We are now going to consider positive real systems. We call a square minimal system positive real, if it is stable and its transfer function satisfies,
for all w E 8? U {kooj.
We denote by Pp the subset of Lz*"' of positive real systems. We again introduce some notation to simplify the presentation. AS a consequence of, these Bucy type relationships we can rewrite the P-characteristic of a positive real system as follows,
The following Lemma, that is proved in the standard way, states that the P-characteristic of a positive real system is stable and minimal. F Lemma 4.2 The P-chamcteri~tic of a minimal positive-ma1 system is stable and minimal. The P-characteristics of two equivalent systems are equivalent.
We now construct the inverse map to the P-characteristic.
In order to do this we first have to investigate the solutions of the Lyapunov equations of the characteristic system. We can now show that the P-characteristic of a positive rea.l system is minimal and in UCc$?. In order to be able to show that Ixp maps a stable system in UCc$" to a positive real system was need the following Lemma. hforeover, Y and 2 anz the stabilizing solutions to these two positive real Riccati equations.
cl .
Proof:
The proof is completely analogous to the proof of Lemma 3.6.
We now have that Ixp maps UCTp into Pz. 
Proofi
The proof is analogous to the proof of Lemma 3.7 .
We are now in a position to show that xp : Pz -UC:?
is a biject.ion. is a bijection that preserves system equivalence. The inverse map x;' : UCT$" -+ Pr is giuen by ~6' = Ixp.
The proof is a straight.forward verification and analogous to the bounded real case. CI BaIancing for positive reaI systems has been introduced by Desai and Pal [7] (see also [14] , [ll] ). We have the following corollary. 
Antistable systems
The last class of systems that we will consider is the class of antistable functions. We call a system antistable whose eigenvalues are all in the open left half plane. In this section we are going to study a map from the set of antistable systems of fixed McMillan degree to the set of stable systems of McMillan degree n. There are of course a number of obvious such maps. This map here however appears to be different. As a consequence of these Bucy type relationships we can rewrite the characteristic of a system as follows,
The following Lemma shows that the S-characteristic maps antistable systems to stable minimal systems. The proof is by now standard.
Lemma
5.2 The S-chanzcteristic of a minimal anti-stable system is stable and minimal. The S-chamcteristics of two equiualent systems are equiualent.
In the following definition we are going to introduce the candidate map for the inverse of the characteristic map. We denote by ASEem G Lk"' the subset of antistable systems. 
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To show that 1~s maps a stable minimal system to an antistable minimal system we need the following Lemma. We now state the main theorem of this section which shows that the S-characteristic map is a bijection. Theorem 
5.1
The map is a bijection that preserves system equivalence. The inverse map xi1 : Cf/" -+ AS:"" is given by xi1 = I,ys.
Proofi
The proof is analogous & the proof of Theorem 3.1. cl .
Following the examples of the previous sections we now introduce a balancing scheme for antistable systems. 
Diffeomorphisms
In the previous sections we have studied bijections between various sets of linear systems. We are now going to show that these maps are in fact diffeomorphisms. We WiIl need a new notation.
To indicate the subsets of strictly proper systems we append the additional subscript 0, e.g. Cz;r denotes the strictly proper systems in Qrn.
To indicate the subsets with identity fedthrough term we append the subscript I, e.g. UCzirn denotes the subset of UCCbrn with II = I.
These sets can be endowed with a topology by embedding them in a natural way in Euclidean space. If we denote by m the equivalence relation given by system equivalence then we consider the quotient spaces Lt.:/ m, Ct;r/ -, . . ., to be endowed with the quotient topology. The key to our way of proceeding is a result by Delchamps [4] , [5] , [6] that states that stabibzing solutions to Riccati equations are differentiable functions. Similarly, the positive definite solutions to Lyapunov equations are differentiable function of the system matrices. This implies that the bijections that we have constructed are in fact diffeomorphisms.
In the same series of papers Delchamps also showed that Bc:$ and Cz;$' are diffeomorphic.
From this discussion we immediately have the folIowing result.
