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ABSTRACT 
Refined Spectral Asymptotics for the Telegrapher's Equation 
by 
Sharmaine Jennings 
In this research, I derive a refined asymptotic expression for the eigenvalues, 
{An}nEZ, of the operator matrix from the telegrapher's equation to accuracy O(1/n2). 
First, the expression for the "shooting function" is refined to O(1/n2 ) using a "fake 
potential" and a Neumann series. Then, this expression for the "shooting function" 
is used to refine the expressions for the eigenvalues. This refinement of the previously 
published results of accuracy O(l/Inl) enables the inverse spectral problem (recover-
ing unknown resistance) to be solved in numerical experiments, using Fourier series. 
One application of this recovery process would be to find a fault in the insulation of 
a submarine telegraph cable without having to physically inspect every inch of the 
cable. 
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Chapter 1 
Introduction 
In this research, I derive a refined asymptotic expression for the eigenvalues, {An}nEZ, 
of the operator matrix from the telegrapher's equation to accuracy O(1/n2). First, the 
expression for the "shooting function" is refined to O(1/n2 ) using a "fake potential," 
a Volterra integral of the second kind, and a Neumann series. Then, this expression 
for the "shooting function" is used to refine the expressions for the eigenvalues. This 
refinement of the previously published results of accuracy O(l/Inl) by Cox and Knobel 
[4J enables the inverse spectral problem (recovering unknown resistance) to be solved 
in numerical experiments, using Fourier series, similar to the results Cox and Embree 
[3J were able to recover from the damped wave equation. One application of being 
able to recover unknown resistance in the telegrapher's equation would be to find a 
fault in the insulation of a submarine telegraph cable without having to physically 
inspect every inch of the cable, as illustrated in Chapter 6. 
The goal of this research is to find a way to recover unknown resistance functions 
from spectral data in the telegrapher's equation, a hyperbolic partial differential equa-
tion. First, the derivation and a short history of the telegrapher's equation will be 
described. 
2 
1.1 Derivation of the Telegrapher's Equations 
A diagram of a small piece of telegraph wire is seen in Figure 1.1. The model consists 
of two conducting lines, parallel to each other, which together make a transmission 
line. 
i(x,t)-
x x+~x 
v(x, t) 
9 
Figure 1.1 : Model of a transmission line. 
Let x be the distance along a transmission line, t be time, v(x, t) be the potential 
difference, or voltage, between the two conductors in the transmission line, and i(x, t) 
be the current in the "live" conductor. Let r(x) be the resistance per unit length and 
g(x) be the leakage conductance per unit length. The general model also includes 
f(x), the inductance per unit length, and c(x), the capacitance per unit length. 
The voltage change across this length of transmission line is given by 
v(x + ~x, t) - v(x, t) = -r(x)i(x, t)~x - f(x)it(x, t)~x 
because of the resistance, r(x), along the "live" conductor and the inductance coil. 
The amount of current that escapes from the "live" conductor is 
i(x + ~x, t) - i(x, t) = -g(x)v(x, t)~x - c(x)Vt(x, t)~x 
because of the resistance, g(x), and capacitance. Dividing these equations by ~x and 
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taking the limit as ~x goes to zero results in the telegrapher's equation, 
-e(x)it(x, t) = vx(x, t) + r(x)i(x, t) (1.1) 
-c(x)Vt(x, t) = ix(x, t) + g(x)v(x, t). 
For simplicity, assume the line is of unit length. In this research, e(x) and c(x) 
are assumed to be a constant value of one, because only r(x) and g(x) contribute to 
the weakening in v(x, t). Under these assumptions and if 
= (Ul(X,t) ) _ ( i(x,t) ) u(x, t) _ - , 
U2(X, t) v(x, t) 
(1.2) 
then (1.1) can be written as 
-Ut = A(P)u (1.3) 
where 
B =(0101), A(P)u = Boxu + Pu, ( r(x) ° ). and P(x) = 
° g(x) 
This research considers two different pairs of boundary conditions, one with homoge-
neous Dirichlet conditions on v at both ends, 
v(O, t) = v(1, t) = 0, 
which corresponds to the transmission line being grounded at both ends, and the 
other with homogeneous Dirichlet conditions on the left end of v and the right end 
of i, 
v(O, t) = i(1, t) = 0. 
These boundary conditions are chosen because they provide useful spectral data to 
recover unknown rand g. This problem is posed in the Hilbert space L2(0, 1) x 
4 
L2(0,1). A(P) operates in the domains 
where 
Following the notation of Cox and Knobel [4], let Ak(P) denote the operator A(P) 
on domain D k . 
1.2 History of the Telegrapher's Equation 
When the line is assumed to be uniform and rand 9 are also assumed to be constant, 
it is possible to arrive at the "classical telegrapher's equation," 
.eCVtt(X, t) - vxx(x, t) + (rc + .eg)Vt(x, t) + rgv(x, t) = O. (1.4) 
However, the model was not always known to have this form. 
In 1855, Sir William Thompson (Lord Kelvin) published his model to describe 
the electrical properties of a telegraph line submerged in water, with some leakage of 
voltage through the insulation to the water [15, p. 387]. When his model is compared 
to (1.4), it can be seen that he assumes the coefficient of Vtt(x, t) to be zero even though 
Faraday had already published results stating that the kind of cables Lord Kelvin was 
investigating had measurable inductance when used in water, as opposed to air [9, 
p. 258]. In 1857, Kirchhoff first published the telegrapher's equation in the form of 
(1.4) [9, p. 133]. 
Until the 1850s, the work being done with the telegrapher's equation was in per-
fecting the mathematical model to accurately predict and describe the physical behav-
ior observed in the telegraph wires. The next step in the analysis of the telegrapher's 
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equation that is important to this research was finding the eigenvalues and eigenvec-
tors of related problems. 
1.3 Forward and Inverse Problems 
The eigenvalue problem for (1.3) is to find u =I- 0, u E Dk such that 
(1.5) 
The problem of finding the eigenvalues, {An(P)}nEZ, and eigenvectors when r, g, and 
boundary conditions are given is regarded as the forward problem. 
In his book published in 1877, Lord Rayleigh studied the frequencies of vibration 
of strings when the density was not necessarily constant, a type of forward problem, 
and first proposed the idea of determining the density of a string when the frequencies 
of vibration were known, a type of inverse problem [1]. 
Determining if a given set of eigenvalues corresponds to a particular set of coef-
ficients, r, g, c, and f, and boundary conditions, which is an inverse spectral problem 
is the subsequent step in the progression of the analysis of the telegrapher's equation 
[17]. 
A great deal of analysis has been done on the inverse spectral problem for the 
Sturm-Liouville equation 
d2 
- dx2 u(x) + p(x)u(x) = AU(X), (1.6) 
[12, 17]. When boundary conditions are included with (1.6), it is known that p in 
(1.6) can be completely determined by two spectra [17]. Considering the Sturm-
Liouville equation is important because some of the results from the Sturm-Liouville 
equation can be applied to other equations, including the telegrapher's equation [17]. 
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For example, Yamamoto extends two uniqueness theorems for the Sturm-Liouville 
equation to a more general form of (1.5) under certain boundary conditions [17]. 
Less work has been done for problems like (1.5) than for the Sturm-Liouville equa-
tion [17]. Yamamoto, when analyzing his more general form of (1.5), addresses under 
what conditions a spectrum determines unique coefficients and boundary conditions 
and observes that one set of boundary conditions will not be enough to determine 
both coefficients, rand 9 [17]. This fact is important in this thesis in trying to recover 
unknown resistance, rand/or g, in the telegrapher's equation. 
The telegrapher's equation is closely related to the wave equation with viscous 
damping, which can be obtained from (1.3) in the case that r is zero, and both are 
special cases of the equation studied by Yamamoto. Cox and Zuazua analyzed the 
damped wave equation and derived an asymptotic expression for the eigenvalues of 
the operator to accuracy O(l/lnl) [5]. Cox and Embree extended this asymptotic 
expression for the eigenvalues of the operator to accuracy O(1/n2), and this informa-
tion is used to recover the even damping function from a given spectrum in numerical 
experiments [3]. This leads me to believe recovering information about resistance in 
the telegrapher's equation is possible after a similar refinement of the expression for 
the eigenvalues. 
Returning to the telegrapher's equation, Cox and Knobel derived an asymptotic 
expression for the eigenvalues of the operator A(P) to accuracy O(l/lnl) [4]. 
In this thesis, I refine the asymptotic expression for the eigenvalues of the oper-
ator, A(P), to accuracy O(1/n2) from the expression published by Cox and Knobel, 
using a "fake potential" and a Neumann series. These improved estimates are im-
portant because they prove useful in solving inverse spectral problems in numerical 
experiments, using Fourier series. In Chapter 6 of this thesis, several examples of 
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numerical results are presented in which a specific combination of rand 9 can be 
recovered using the refined asymptotic expression. 
1.4 Applications 
One straightforward application of improved asymptotic expressions for the eigenval-
ues of A( P) could apply to a submarine telegraph cable, such as the transatlantic 
cable. If errors were seen in transmissions and it was suspected these errors were 
caused by a problem in the insulation of the cable, it would be extremely costly to 
examine every inch of the cable in an attempt to find the fault. However, with the im-
proved asymptotic expressions, information about the eigenvalues could be measured 
at the end of the damaged cable, which are easily accessible, and the information 
used to solve the inverse problem for r and/or 9 to find the fault in the cable. 
Studying the telegrapher's equation is not only interesting for historical sake or 
because it involves an incremental increase in difficulty over other problems; the 
telegrapher's equation is used to model other physical phenomena besides electricity 
being sent through telegraph wires. In fact, even though in modern communications 
most transmissions are "wireless," if the length of the wire connecting the antenna or 
transmitter is longer than 1/8 of the wave being transmitted, then the telegrapher's 
equation applies [10]. 
With some minor changes, the telegrapher's equation is also used to model the 
circulatory system, and an example is shown in Figure 1.2 [2]. Instead of voltage 
and current, in this application, the telegrapher's equation models pressure and vol-
umentric flow, respectively [7]. In this application, the coefficients r,.e, c, and 9 now 
correspond to "resistance, inertance, arterial compliance, and resistance due to ar-
terial wall viscosity, respectively" [8, p. 46]. Leung et al. published some results 
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using the telegrapher's equation to determine arterial stiffness (which, if determined 
accurately, could aid doctors in being able to diagnose various vascular diseases) in pa-
tients from various measurements taken, none of which require incisions [7]. Mainardi 
et al. published a study estimating the "vascular input impedance" in the brachial 
artery utilizing the telegrapher's equation as a model, also using measurements that 
did not require incisions [11]. Improvements in being able to recover the coefficients 
of the telegrapher's equation could lead to increased applicability of the telegrapher's 
equation to modeling properties of the circulatory system and other fields of study. 
Fig. 1. AIIalogue ItJIIISttIission·line citcuit of clrculatory mocfuI. C is the 
~, L is the induetance. R is the I'<!Sistance, G is the conductance 
(leakage). and S is the dependent source gain. L-V stands for left ventricle 
and }l-A stands fur right atrium. 
Figure 1.2 : Modeling the circulatory system with the telegrapher's equation [2]. 
In Chapter 2 of this thesis, the expressions for the eigenvalues and eigenvectors 
of the operator matrix are derived for constant rand g. These expressions form the 
basis of the refined expression for the eigenvalues. The refinement of the expression 
for the eigenvalues of A1(P) is given in some detail in Chapter 3. The refinement 
of the eigenvalues of A 2 (P) is almost exactly the same and is given, with much less 
detail, in Chapter 4. In Chapter 5, the procedure for using the refined expression 
9 
for the eigenvalues of Al (P) to solve the inverse spectral problem is described. The 
results obtained from invoking this recovery procedure on a variety of rand 9 are 
presented in Chapter 6. The numerical methods used to calculate the eigenvalues of 
Ak(P) in MATLAB which are used in the inverse spectral problem are described in 
Chapter 7. 
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Chapter 2 
Eigenvalues and Eigenvectors for constant rand 9 
Before finding asymptotic expressions for the eigenvalues and eigenvectors of A(P), 
the eigenvalues and eigenvectors of the telegrapher's equation with constant coeffi-
cients will be derived in this chapter. If r(x) = ro and g(x) = go, the eigenvalue 
problem A(Po)u = AU can be written as 
( v'(x) ) = ( (A - ro)i(x) ) . 
i'(x) (A - go)v(x) 
(2.1) 
Taking the derivative with respect to x of the first line of (2.1) gives 
v"(x) = (A - ro)i'(x). (2.2) 
Substituting the second line of (2.1) into (2.2) gives 
v"(x) = (A - ro)(A - go)v(x). (2.3) 
This equation has the general solution 
v(x) = a cosh (Xy'(A - ro)(A - go)) + ,6 sinh (Xy'(A - ro)(A - go)) (2.4) 
for constants a and ,6. 
2.1 AI: Dirichlet Boundary Conditions 
To find the eigenvalues, An, of A 1(PO), first substituting v(O) = 0 into (2.4) gives 
a = O. Then, substituting v(l) = 0 into v(x) = ,6 sinh (Xy'(A - ro)(A - go)) gives 
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sinh ( J(A - TO)(A - 90)) = 0, which is true when 
(2.5) 
Therefore, 
(2.6) 
are the eigenvalues for A 1(PO). 
To aid in the analysis in later chapters, it will be helpful to define a simple matrix 
as a matrix, Po, that has no repeated eigenvalues (TO and 90 are such that (TO - 90)2 i= 
4n27r2 for any n E Z). 
In Figure 2.1, eigenvalues of A1(PO) are plotted for various TO when 90 = 2 to 
illustrate the behavior of the eigenvalues. These eigenvalues were calculated with 
spectral discretization using N = 128 using the method described in Chapter 7. 
One behavior to notice is when TO - 90 is large enough, some complex eigenvalues 
become pure real eigenvalues, which can be seen in the plot when TO = 8.4. It is also 
important to notice that as TO increases (in the plot, from 1 to 8.4), the real part of 
these eigenvalues travels to the right in the complex plane. Similar behavior would 
be seen in graphs if only 90 were increased or if both TO and 90 were increased. So, 
by taking TO = 90 sufficiently large, all eigenvalues can be made to have real part as 
close to infinity as is desired, with only one real eigenvalue. 
The eigenvalue expression in (2.6) can also be written in asymptotic form as 
1 [ . ( (To - 90)2) ( 1 )] A±n = 2" TO + 90 ± Z 2n7r - 4n7r + 0 n3 
=TO+90±.( _(TO-90)2) 0(2-) 
2 Z n7r 8 + 3· n7r n (2.7) 
This form will be used in the next chapter. 
12 
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0 V a • 30 - . . V ro=2 
0 V a • a ro=7 
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0 .. a • 
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a 
0 V 
-5 -
a • 
-I 
I o V- I I 
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real axis 
Figure 2.1 : The eigenvalues of A1(PO) for go = 2 and various values of TO. As TO 
increases, the spectrum moves to the right, and when TO - go is large enough, some 
complex eigenvalues become pure real eigenvalues. 
The eigenfunctions for v corresponding to (2.6) are 
vn(X) = sinh(in7rx) = isin(n7rx). (2.8) 
Referring back to (2.1) to find in(x), v'(x) = (A - To)i(x), so 
in(x) = v~(x) = in7r cos(n7rx) . 
An - TO An - TO 
(2.9) 
Therefore, the eigenvector corresponding to (2.6) is 
i sin( n7rx) ) (2.10) ( in(X) ) ( vn(x) ~cos(n7rx) A n -TO 
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Here, zero is allowed as an eigenvalue because (2.10) would not be the zero vector 
when n = O. 
Figure 2.2 shows the graphs of the first few eigenvectors for A 1(PO) when r(x) = 
8.4 and g(x) = 2. (These eigenvectors were calculated by the same method as de-
scribed for the eigenvalues.) 
When r(x) = 0 and g(x) = 0, the expressions in (2.6) and (2.10) simplify to 
An = in7r, n E Z (2.11) 
and 
2.2 A2 : Mixed Boundary Conditions 
To find the eigenvalues, J.Ln, of A2(PO), again substituting v(O) = 0 into (2.4) gives 
a=O. 
From the first line in (2.1), if i(l) = 0, then v'(l) - O. Combining v(x) -
,Bsinh (xJ(J.L - ro)(J.L - go)) and v'(l) = 0 gives 
v'(l) = ,BJ(J.L - ro)(J.L - go) cosh ( J(J.L - ro)(J.L - go)) = 0, 
which is true when 
Therefore, 
J.L±n = ~ (ro + go ± J(ro - gO)2 - 7r2(2n + 1)2) (2.13) 
are the eigenvalues of A2(PO). This expression can be written in asymptotic form as 
= ro + go ± . ((2n + 1)7r _ (ro - go?) 0 (~) 
J.L±n 2 'I, 2 (8n+4)7r + n3' (2.14) 
current· 1m ). = Oi vo lt age: 1m ). = Oi 
0.3 
0.2 
0.1 
-0.1 
-0.2 :;:E ' , ~ -- ---
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 o 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
voltage: 1m ). = Oi 
~~I:;f : 
I 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
:;;==',------~==('urrent : 1m). = Oi ==-------.1 ;:1 , : : von~' 1m A ~ ~ : 
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Figure 2.2 : The first few eigenvectors of A 1(PO) for go = 2 and ro = 8.4. The blue 
curve is the real part of the eigenfunction, and the red curve is the imaginary part of 
the eigenfunction. The black curves are the positive and negative absolute value of 
the eigenfunction. 
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This form will be used in Chapter 4. 
In Figure 2.3, eigenvalues of A 2 (PO) are plotted for various ro when go = 2. Similar 
behavior is seen, as in the previous section, of complex eigenvalues becoming real as 
ro - go becomes large enough , and as ro increases, the spectrum, again, moves to the 
right. The main differences between the eigenvalues of A I ( Po) and A 2 ( Po) are in the 
imaginary part. 
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Figure 2.3 : The eigenvalues of A 2 (PO) for go = 2 and various values of roo As ro 
increases, the spectrum moves to the right, and when ro - go is large enough, some 
complex eigenvalues become pure real eigenvalues. 
The eigenfunctions for v corresponding to (2.13) are 
() . h(i(2n+1)1rX) _ . ((2n+1)1rX) Vn x = SIn 2 = 'l SIn 2 . (2.15) 
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Referring back to (2.1) to find in(x), v'(x) = (/-l- ro)i(x), so 
in(x) = v~(x) = i(2n + 1)7r cos ((2n + l)7rX) . 
/-In - ro 2(/-ln - ro) 2 (2.16) 
Therefore, the eigenvector corresponding to (2.13) is 
(2.17) 
Figure 2.4 shows the graphs of the first few eigenvectors for A2(PO) when r(x) = 10 
and g(x) = 2. 
If r(x) = 0 and g(x) = 0, the expressions in (2.13) and (2.17) simplify to 
1 ( ) i(2n + 1)7r /-In ="2 0 ± vi 0 - 7r2 (2n + 1) 2 = 2 ' nEZ (2.18) 
and 
( 
. ( )) ( h (i(2n+1)7r )) ( (2n+l)7r)) Zn X cos 2 X cos 2 X 
() - . h (i(2n+l)7r) - .. (2n+l)7r) . Vn X sm 2 x Z sm 2 x (2.19) 
Having derived the expression for the eigenvalues of Ak(PO), for k = 1,2, in the 
next chapter the expression for the eigenvalues of a perturbation of Po will refined to 
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Figure 2.4 : The first few eigenvectors of A 2 (PO) for go = 2 and ro = 10. The blue 
curve is the real part of the eigenfunction, and the red curve is the imaginary part of 
the eigenfunction. The black curves are the positive and negative absolute value of 
the eigenfunction. 
Chapter 3 
Refining the Asymptotic Expression for the 
Eigenvalues of A1(P) 
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The eigenvalue problem for (1.3) with boundary conditions v(O) = v(l) = 0 can be 
written as: find u 1- 0, U E D1 such that 
(3.1) 
Cox and Knobel [4] derive the following expression for the eigenvalues of A 1(P): 
1 t An(P) = :2 Jo tr P(x)dx + imr + O(I/lnj). (3.2) 
They also derive the following expression for the eigenvector, u(x, An(P)), correspond-
ing to An(P), [4] 
u(x, An(P)) = + O(I/lnl). ( cosh (~ J01 tr P(s)ds - ~ J; tr P(s)ds + imrx) ) 
sinh (~ J01 tr P(s)ds - ~ Jox tr P(s)ds + imrx) 
(3.3) 
Also given is the expression for the eigenvector, w(x, An(P)), corresponding to the 
eigenvalue An(P) of the adjoint AHP), 
_ ( cosh (~ J01 tr P(s)ds - ~ J; tr P(s)ds - imrx) 
w(x, An(P)) = 
- sinh (~ J01 tr P(s)ds - ~ J; tr P(s)ds - imrx) 
where Ai(P) - -Box + P [4]. 
) + O(l/Inl), 
(3.4) 
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3.1 Refining the Asymptotic Expression for the "Shooting 
Function" 
The goal of this research is to refine the asymptotic expression in (3.2) to O(I/n2 ). To 
accomplish this goal, first the expression for the "shooting function" must be refined 
to O(I/n2 ). Finding this expression for the "shooting function" requires two solutions 
to an equation very similar to (3.1), involving a "fake potential," be found, arguing 
as in the papers by Cox and Zuazua and Cox and Embree [5,3]. These two solutions 
will be combined using variation of parameters to obtain a Volterra integral equation 
of the second kind. Then, an expression for a solution of (3.1) can be written in 
Neumann series form. This will result in an expression for the "shooting function" 
that will be used in the next section to improve the accuracy of the expression for 
The equation 
A 1(P)y = B8xY + P(x)y = AY, y(O, A) = (1, O)T (3.5) 
cannot be directly solved for y when rand 9 are not constant. To begin working to 
refine the expression for the "shooting function," I will try to find an equation very 
similar to (3.5) that can be (easily) solved. Let 
l1x l1x f(x, A) = AX -"2 0 [r(s) + g(s)] ds = AX -"2 0 tr P(s)ds. (3.6) 
If 
_ ( cosh f(x, A) ) 
z(x, A) = , 
sinh f(x, A) 
(3.7) 
then 
B8x z(x, A) + P(x)z(x, A) + F(x)z(x, A) = AZ(X, A), (3.8) 
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where 
F'(x) = g(x) - r(x) (1 0) 
2 0 -1 . 
(3.9) 
The computation to verify that (3.7) solves (3.8) is included in the appendix. 
Now, (3.8) is almost the same as (3.5), except for the term involving F. This F 
is called the "fake potential." 
To use variation of parameters, a second solution of (3.8), i(x, >.), is needed, where 
z(x, >.) and i(x, >.) are linearly independent. One possibility for i(x, >.) is 
~ ( sinh f(x, >.) ) 
z(x, >.) _ Bz(x, >.) = . 
cosh f(x, >.) 
(3.10) 
The computation to verify that (3.10) is another solution of (3.8) is also included in 
the appendix. 
Let <f? be the 2 x 2 matrix made by the column vectors z(x, >.) and i(x, >.), 
( cosh f(x, >.) sinh f(x, >.) ) <f?(x, >.) = . 
sinh f(x, >.) cosh f(x, >.) 
Since det <f?(x) = cosh2(f(x, >.)) - sinh2(f(x, >.)) = 1, it is verified that z(x, >.) and 
i(x, >.) are linearly independent. With these two linearly independent solutions of 
(3.8), variation of parameters can be used to find a solution of 
B8xY + P(x)y + F(x)y = >.y + F(x)y, (3.11) 
which is equivalent to (3.5). 
The y(x, A) that solves (3.11) also solves 
y(x, A) ~ <I>(x, A) [Ia" <I>-I(S, A)BF(s)y(s, A)ds + ( ~ ) ] 
(X g(x) - r(x) ( cosh f(s, A) - sinh f(s, A) ) ( 1 
= <I>(x, A) in 
o 2 - sinh f(s, A) cosh f(s, A) 0 
+ ( cosh f(x, A) ) 
sinh f(x, A) 
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o ) y(s,A)ds 
-1 
(X g(x) - r(x) ( - sinhf(s, A) 
= z(x, A) + <I>(x, A) in 2 
o cosh f(s, A) 
- cosh f(s, A) ) 
y(s, A)ds, 
sinh f(s, A) 
(3.12) 
which is a Volterra integral equation of the second kind, arrived at by arguing as in 
Redheffer and Port [13, p. 354]. The computation to verify that (3.12) solves (3.11) 
is included in the appendix. 
The y that solves the Volterra integral equation in (3.12) can be written in Neu-
mann series form by 
00 
y(x, A) = z(x, A) + I: Sn(x, A), 
n=l 
where So(x, A) = z(x, A) and 
Sn(x, A) = <I>(x, A) l x <I>-l(S, A)BF(s)Sn_1(S, A)ds 
(Xg(s)-r(s) (-sinhf(S,A) -COShf(S,A)) 
= <I>(x, A) in Sn-1 (s, A)ds, 
o 2 cosh f ( s, A) sinh f ( s, A) 
(3.13) 
(3.14) 
as in [12, 5]. In order to extend the expression for y to 0(1/ A2), only Sl (x, A) must 
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be computed. We have 
Sl(X,'x) = <I>(X,'x) l x <I>-l(S, 'x)BF(s)z(s, 'x)ds 
_ {X r ( s) - 9 ( s) ( sinh f ( s, ,x) cosh f ( s, ,x) ) ( cosh f ( s) ) 
- <I>(x,,X)~ 2 ds 
o - cosh f (s, ,X) - sinh f ( s, 'x) sinh f ( s ) 
1~ r ( s) - 9 ( s) ( cosh f (s, ,X) sinh f ( s, 'x) + cosh f ( s, ,X) sinh f ( s, ,X) ) = <I>(x,'x) 2 ds 
o - cosh2 f(s,,X) - sinh2 f(s,'x) 
{X 1 ( (r(s) - g(s)) sinh(2f(s, ,x)) ) 
= <I>(x,'x) io "2 ds. (3.15) 
o (g(s) - res)) cosh(2f(s, ,x)) 
In order to integrate (3.15) more easily, some preliminary work is helpful. For 
now, b( x) will be a general function of x to stand in the place of linear combinations 
of rex) and g(x), and let 
d(x) = l x [ret) + g(t)]dt. (3.16) 
To start, using integration by parts, 
l X b(t)e±2!(t,>")dt = l x b(t)e±2>..te1"d(t)dt = 
= b(t)e1"d(t) - (b'(t) =F b(t) [r(t) + g(t)])e1"d(t)dt ±e±2>..t I X l x ±e±2>..t 
2,X 0 0 2,X 
= ± b(x) e±2!(x,>..) =F b(D) =F ~ (X (b'(t) =F b(t)[r(t) + g(t)])e±2!(t,>")dt. (3.17) 
2,X 2,X 2,X io 
Therefore, 
l x 11x b(t) cosh(2f(t, >"))dt = - b(t) (e2/ Ct ,A) + e-2/ Ct,A)) dt = 
0 2 0 
and 
= - _e2/ CX ,A) - - - - (b'(t) - b(t)[r(t) + g(t)])e2/ Ct ,A)dt 1 [b(X) b(O) 1 l x 
2 2>" 2>" 2>" 0 
+ b(O) _ b(x) e-2/ CX ,A) + ~ (X (b'(t) + b(t)[r(t) + g(t)])e-2/ Ct ,A)dt] 
2>" 2>" 2>" Jo 
= ~ [b(X) (e2/CX'A) _ e-2/ CX ,A)) _ ~ (X (b'(t) _ b(t)[r(t) + g(t)])e2/Ct,A)dt 
2 2>" 2>" Jo 
+~ (X (b'(t) + b(t)[r(t) + g(t)J)e-2/Ct,A)dt] 
2>" Jo 
= - sinh(2f(x >..)) - - b'(t) (e2/ Ct'A) - e-2/ Ct,A)) dt b(x) 1 l x 
2>" '4>.. 0 
+ - 2b(t)[r(t) + g(t)] (e2/ Ct'A) + e-2/ Ct,A)) dt 1 l x 4>.. 0 
= b~~) sinh(2f(x, >..)) - 2~ l x b'(t) sinh(2(f(t, >"))dt 
1 (X 
+ :\ Jo b(t)[r(t) + g(t)] cosh(2f(t, >"))dt 
b(t) sinh(2f(t, >"))dt = - b(t) (e2/ Ct'A) - e-2/ Ct,A)) dt l x 11x 
o 2 0 
= ~ [b(X) e2/ CX ,A) _ b(O) _ ~ (X (b'(t) _ b(t)[r(t) + g(t)J)e2/Ct,A)dt 
2 2>" 2>" 2>" Jo 
_ b(O) + b(x) e-2/ CX ,A) _ ~ (X (b'(t) + b(t) [r(t) + g(t)J) e-2/ Ct ,A) dt] 
2>" 2>" 2>" Jo 
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(3.18) 
= ~ [b(X) (e2/ CX,A) + e-2/ CX ,A)) _ b(O) _ ~ (X b'(t) (e2/Ct'A) + e-2/Ct,A)) dt 
2 2>" >.. 2>" Jo 
+~ (X b(t)[r(t) + g(t)] (e2/Ct'A) - e-2/ Ct,A)) dt] 
2>" Jo 
= b(x) cosh(2f(x, >..)) _ b(~) _ \ (X b'(t) cosh(2f(t, >"))dt 
2>" 2/\ 2/\ Jo 
+ - b(t)[r(t) + g(t)] sinh(2f(t, >'))dt. 11x 
>.. 0 
(3.19) 
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Therefore, the integral expression in the top line of (3.15) becomes 
l x 1 o '2[r(s) - g(s)] sinh(2f(s, A))ds 
= ~ [r(x) ;g(x) cosh(2f(x,A)) _ r(O) ;g(O) +0(1/A2)] , (3.20) 
and the integral expression in the bottom line of (3.15) becomes 
l x ~[g(s) - r(s)] cosh(2f(s, A))ds = ~ [g(x) ; r(x) sinh(2f(x, A)) + 0(1/ A2)] . 
(3.21) 
Hence, 
{X 1 ( (r(s) - g(s)) sinh(2f(s, A)) ) 
Sl(X, A) = cI>(x, A) io '2 ds 
o (g(s) - r(s)) cosh(2f(s, A)) 
= ~ ( cosh f(x, A) sinh f(x, A) ) ( g(O);:;(O) + r(x);::(x) cosh(2f(x, A)) + 0(1/ A2) ) 
2 sinh f(x, A) cosh f(x, A) g(x);:(x) sinh(2f(x, A)) + 0(1/ A2) 
= ~ ( r(x);,g(x) [cosh(2f(x, A)) coshf(x, A) - sinh(2f(x, A)) sinhf(x, A)] ) 
2 r(x);,g(x) [cosh(2f(x, A)) sinh f(x, A) - sinh(2f(x, A)) cosh f(x, A)] 
+ _ 2A '+ 0(1/A2) 1 ( g(O)-r(O) cosh f(x A) ) 
2 g(O);:;(O) sinh f(x, A) 
= ~ ((g(o)-r(O))COShf(X'A)+[r(x)-g(X)]COShf(X'A)) +0(1/A2) 
4A (g(O) - r(O)) sinh f(x, A) - [r(x) - g(x)] sinh f(x, A) 
= - + O(l/A ). 1 ((g(O) - r(O) + r(x) - g(x)) coshf(x, A) ) 2 (3.22) 
4A (g(O) - r(O) - r(x) + g(x)) sinhf(x, A) 
Now the components of y can be written 
Ul(X, A) = coshf(x, A) + g(O) - r(O) :;,r(x) - g(x) coshf(x, A) + 0(1/A2) (3.23) 
U2(X, A) = sinh f(x, A) + g(O) - r(O) ;Ar(X) + g(x) sinh f(x, A) + 0(1/ A2). (3.24) 
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The eigenvalues of A 1(P) are the >'n(P) such that Y2(1, >'n(P)) - 0 and the 
eigenvectors are u(x, >'n(P)) = y(x, >'n(P)). 
3.2 Refining the Asymptotic Expression for An(P) 
In their paper, Cox and Embree [3] refined the expressions for the eigenvalues and 
eigenvectors of the damped wave operator of O(l/lnl) from Cox and Zuazua [5] and 
arrived at expressions of O(1/n2 ). In this section, the expressions for the eigenvalues 
and eigenvectors of the operator from the telegrapher's equation of O(l/lnl) from 
Cox and Knobel [4] are put through a similar procedure to arrive at expressions of 
O(1/n2 ) • 
Given P(x), let 
Po = 11 P(x)dx = ( TO 0) 
o 90 
and P(x) = P(x) - Po = ( r(x) 0 ). 
o g(x) 
Equation (3.2) can now be written as 
>'n(P) = ~tr Po + imr + O(l/lnl). (3.25) 
This expression was shown by Cox and Knobel to be valid for simple matrices, as 
defined in Chapter 2 [4]. The goal of this research is to specify the O(l/lnl) term 
in the expression for >'n in (3.25). Arguing as in Cox and Embree and Poschel and 
Trubowitz, [3, 12], I will start with the identity 
(3.26) 
which is valid for simple Po and small P. 
Let 
i=po+tP. (3.27) 
26 
Then 
u(x, An(i)) = u(x, An (Po + tP)), 
-~ _ - (1 0) w(x, An(t)) = w(x, An(PO + tP)) = u(x, An(i)), 
o -1 
Al(i)u(x, An(i)) = An(i)u(x, An(i)), 
and 
A~(i)w(x, An(i)) = An(i)w(x, An(i)). (3.28) 
Now the expression in (3.6) becomes 
f(x, An(i)) = An(i)x - ~ fox ( tr Po + t tr P(s)) ds 
[ 1 ] 11x t l x -= 2 tr Po + in7r + O(l/lnl) x - 2 0 tr Pods - 2 0 tr P(s)ds 
x x t l x -
= 2 tr Po + in7rx + O(l/lnl) - 2" tr Po - 2 0 tr P(s)ds 
t (X _ 
= in7rx - 2 Jo tr P(s)ds + O(l/lnl)· 
Let 
~(x) = -- tr P(s)ds. 11X 2 0 (3.29) 
Then 
f(x, An(i)) = t~(x) + in7rx + O(l/lnl). (3.30) 
For simple Po and small P, an expression involving the integrand of (3.26) can be 
obtained after taking the derivative, with respect to t, of 
(3.31) 
as in [3]. Let s = ds/dt; then the derivative with respect to t of (3.31) is 
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The L2(O, 1) X L2(O, 1) inner product is 
(3.33) 
To isolate the desired term, >-n(i) , first take the inner product of each side of 
(3.32) with the associated adjoint eigenvector, w(x, An(i)): 
(Al(i)u(x, An(i)) + Al(i)u(x, An(i)), w(x, An(i))) 
= (>-n(i)u(x, An(i)) + An(i)u(x, An(i)), w(x, An(i))). (3.34) 
Using properties of the inner product and (3.28) (and suppressing the arguments, for 
now), the expression in (3.34) becomes 
Therefore, 
(Alu, w) + (Alu, w) = (>-nU, w) + (AnU, w) 
(Alu, w) + (u, Aiw) = 
(Alu, w) + (u, AnW) = 
(Alu, w) + An(U, w) = >-n(u, w) + An(U, w). 
(Al(i)u(x, An(i)), w(x, An(i))) = >-n{i)(u(x, An(i)), w(x, An(i))). (3.35) 
First focusing on the right side of (3.35), the inner product is 
(3.36) 
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To compute (3.36), more specific details are needed from (3.23) and (3.24). For 
(3.23), 
Ul(X, .An(i)) = UI(X, .An(PO + tP)) 
= 90 + tg(O) - TO - tr(O) + To + tr(x) - 90 - tg(X) h f( \ (tA )) 
(A) cos X, An 4.An t 
+ cosh f (x, .An (i)) + 0 (1 / .A~ ( i) ) 
= (1 + t[g(O) - r(~~~~(X) - g(x))) coshf(x, .An(i)) + O(1/n2). (3.37) 
Then, 
ul(x, An(il) ~ (1 + 1[9(0) - r(~~~~(X) - g(X)]) , cosh' f(x, An(i)) + D(l/n') 
= (t[g(o) - r(O) + ~(x) - g(x)) t2[g(0) - r(O) + ~(x) - g(X))2) cosh2 f(x .A (i)) 
2.An(t) + 16.A~{t) , n 
+ cosh2 f{x, .An (i) ) + O(1/n2) 
= (1 + t[g(O) - r(~~~~{X) - g{x))) cosh2 f(x, .An (i)) + O(1/n2). (3.38) 
For (3.24), 
U2(X, .An{i)) = U2(X, .An(PO + tP)) 
_ 90 + tg(O) - To - tr(O) - To - tr(x) + 90 + tg(x) . h(f( \ (A))) 
- (A) SIn X, An t 4.An t 
+ sinh f (x, .An (i)) + 0 (1 / .A~ ( i) ) 
= (1 + 290 - 2To + t[g(O~~~iO) - r(x) + g(x))) sinh(J(x, .An(i))) + O(1/n2). 
(3.39) 
Then, 
U~(x, .An (i)) = (1 + 290 - 2To + t[g(O~;:~~O) - r(x) + g(x))) 2 sinh2(J(x, .An(i))) 
+ O(1/n2) 
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2( '(~)) _ ( 2go - 2ro + t[g(O) - r(O) - r(x) + g(x)] 
U 2 X, An t - 1 + ~ 2An(t) 
+ (2go - 2rO + t[g(O) - r(~) - r(x) + g(x)])2) sinh2(f(x, A71(i))) + O(1/n2) 
16A~(t) . 
= (1 + 2go - 2rO + t[g(O) - ~(O) - r(x) + g(x)]) sinh2(f(x, An(i))) + O(1/n2). 
2An(t) 
Now the integrand in (3.36) can be simplified as 
ui(x, An(i)) - u~(x, An(i)) = cosh2 f(x, An(i)) - sinh2(f(x, An(i))) 
+ t[g(O) - r(O) + ~(x) - g(x)] cosh2 f(x, An(i)) 
2An(t) 
_ 2go - 2ro + t[g(O) - ~(O) - r(x) + g(x)] sinh2(f(x, An(i))) + O(1/n2) 
2An(t) 
(3.40) 
= 1 + O(l/Inl). (3.41) 
Therefore, the inner product on the right side of (3.35) can be written as 
(u(x, An(i)), w(x, An(i))) = 11 [1 + O(l/lnl)] dx = 1 + O(l/lnl). (3.42) 
Now focusing on the left side of (3.35), since A1(i) = A1(PO+tP) = Box+Po+tP, 
A 1 (i) = P, and the left side of (3.35) becomes 
(Al(i)u(x, An(i)), w(x, An(i))) = (P(x)u(x, An(i)), w(x, An(i))) 
= / ( r(x)ul(X, An(i)) ) ,( U1(X, An(i)) )) 
\ g(X)U2(X, An(i)) -U2(X, An(i)) 
= .i1 [r(x)ui(x, An(i)) - g(x)u~(x, An(i))] dx. (3.43) 
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Using (3.38) and (3.40), the integrand from (3.43) becomes 
r(x)u~(x, An(i)) - g(x)u~(x, An(i)) = 
= r(x) (1 + t[g(O) - r(~~~~(X) - g(X)]) cosh2 f(x, An(i)) 
_ g(x) (1 + 2go - 2ro + t[g(O) - ~(O) - r(x) + g(X)]) sinh2(f(x, An(i))) + O(1/n2) 
2An(t) 
= r(x) cosh2 f(x, An(i)) - g(x) sinh2 f(x, An(i)) 
t[g(O) - r(O) + r(x) - g(x)]_() h2 f( \ (tA )) + ( A) r x cos x, An 2An t 
_ 2go - 2rO + t[g(O) - ~~O) - r(x) + g(x)]g(x) sinh2(f(x, An(i))) + O(1/n2) 
2An t 
Therefore, the inner product on the left side of (3.35) can be written as 
(AI (i)u(x, An(i)), w(x, An(i))) = 11 [r(x)u~(x, An(i)) - g(x)u~(x, An(i))] dx 
= J1(i) - J2(i) + J3 (i) - J4 (i) - J5 (i) - J6 (i), (3.45) 
where 
J1(i) = 11 r(x) cosh2 f(x, An(i))dx 
J2(i) = 11 g(x) sinh2 f(x, An(£))dx 
J3 (£) = \~ t r(x) [g(O) - r(O) + r(x)] cosh2 f(x, An(i))dx 2An t Jo 
J4(i) = t C) t g(x) [g(O) - r(O) + g(x)] sinh2 f(x, An(i))dx 
2An t Jo 
J5 (£) = t C) t r(x)g(x)dx 
2An t Jo 
~ 1 11 - 2 ~ J6(t) = -(~) g(X)[go - rol sinh f(x, An(t))dx. An t 0 
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Since g(x) and r(x) are defined as the deviation of 9 and r, respectively, from 
constant, 
11 g(x)dx = 0 and 11 r(x)dx = o. (3.46) 
Calculating the first piece of (3.45), 
J1(i) = 11 r(x) cosh2 f(x, An(i))dx = 11 r~) [cosh(2f(x, An(i))) + l]dx 
t r(x) t r(x) 
= io -2-dx + io -2- cosh(2f(x, An(i)))dx 
= 0 + 11 r~) [COSh (2te(X) + 2imrx + 0 C~I) ) ] dx 
= 11 r~) [COSh(2te(X) + 2imrx) cosh (0 C~I) ) + 
+ sinh(2te(x) + 2imrx) sinh (0 C~I) ) ] dx 
= 11 r~) cosh(2te(x) + 2imrx)dx + 0 (~2) 
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= 11 r~) [cosh(2te(x)) cosh(2imrx) + sinh(2te(x)) sinh(2imrx)Jdx + 0 (~2) 
= 11 r~) [cosh(2te(x)) cos(2mrx) + i sinh(2te(x)) sin(2mrx)]dx + 0 (~2) " 
Similarly, 
J2 (i) = 11 g(x) sinh2 f(x, An(i))dx = 11 g~) [cosh(2f(x, An(i))) - IJdx 
= r1 g(x) cosh(2f(x, An(i)))dx io 2 
(3.47) 
= 11 g~) [cosh(2te(x)) cos(2mrx) + i sinh(2te(x)) sin(2mrx)]dx + 0 (~2 ) " 
Next, 
J3 (i) = t A r1 [r(x)g(O) - r(x)r(O) + ~(x)] cosh2 f(x, An(i))dx 
2An(t) io 
= tAt [r(x)g(O) - r(x)r(O) + ~(x)][cosh(2f(x, An(i))) + l]dx 
4An(t) io 
(3.48) 
= -'l ~(x)dx + 0 2" " (3.49) "t 11 ( 1 ) 
4mr 0 n 
Also, 
J4 (i) = t C) t [g(x)g(O) - g(x)r(O) + ~(x)] sinh2 f(x, An(i))dx 
2An t Jo 
= t C) r1 [g(X)g(O) - g(X)r(O) + ~(x)][cosh(2f(x, An(i))) - l]dx 
4An t Jo 
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't t ( 1 ) 
= 4:1f Jo ~(x)dx + 0 n2 (3.50) 
and 
J5 (i) = t () t r(x)g(x)dx = 2-it t r(x)g(x)dx + 0 (~) . (3.51) 2An t Jo n1f Jo n 
Finally, 
AliI - 2 A J6 (t) = -(A) g(x)[go - ro] sinh f(x, An(t))dx An t 0 
= 1 C) t g(x) [go - ro][cosh(2f(x, An(i))) - l]dx 
2An t Jo 
= - 1 A t g(X)[go - ro]dx + 1 A) t g(x) [go - ro] cosh(2f(x, An(i)))dx 
2An (t) Jo 2An(t Jo 
= 0 + 0 (~2 ) . (3.52) 
Combining these terms, (3.45) becomes 
(AI (i)u(x, An(i)), w(x, An(i))) = 
= t r(x) [cosh(2t~(x)) cos(2n1fx) + i sinh(2t~(x)) sin(2n1fx)]dx+ 
Jo 2 
_ r1 g(x) [cosh(2t~(x)) cos(2n1fx) + i sinh(2t~(x)) sin(2n1fx)]dx+ 
Jo 2 
't 11 't 11 't 11 ( 1 ) 
- -41, r'2(x)dx - -41, ~(x)dx + -21, r(x)g(x)dx + 0 2" 
n1f 0 n1f 0 n1f 0 n 
(AI (i)u(x, An(i)), w(x, An(i))) = _4it t [r(x) - g(x)]2dx 
n1f Jo 
+ 11 r(x) ; g(x) [cosh(2t~(x)) cos (2n1f x) + i sinh(2t~(x)) sin(2n1fx)]dx + 0 (~2 ) . 
(3.53) 
34 
With the expressions (3.42) and (3.53), for the inner product on the right and left, 
. ~ 1 . -
respectively, of (3.35), An(t) can be written in a form that allows fo An(PO + tP)dt 
to be computed. First rewriting (3.35) and then substituting the expressions from 
(3.42) and (3.53), 
1 1 ~n(Po + tP)dt = 11 ~n(i)dt = 11 (A1(i)u(x, ~n(i)), w(x, ~(i))) dt 
o 0 0 (u(x, An(t)), w(x, An(t))) 
= 11 J1(i) - h(£) + J3 (£) - J4 (£) - J5(i) - J6 (i) dt 
o 1 + O(l/Inl) 
11 { t rex) g(x) = 0 Jo 2 cosh(2t~(x)) cos(2ml"x)dx 
+i 11 rex) ; g(x) sinh(2t~(x)) sin(2ml"x)]dx 
- 4~7r 11 [rex) - g(x)]2dx + 0 (~2 ) } dt. 
Simplifying and evaluating the expression leads to 
11 ~ (Pt P)d = 11 (r(x) - g(x)) sinh(2t~(x)) '(2 )d It =l n 0 + t t 2 21:() cos n7rX x 
o 0 ",x t=O 
'11 (r(x) - g(X)) cosh(2t~(x)) . (2 )d It=l 
+ '" 0 2 2~(x) sm n7rX x t=O 
't2 11 I t=l ( 1 ) 
- -8'" [rex) - g(x)]2dx + 0 2 
n7r 0 t=o n 
= 11 sin~~~~jx)) [rex) - g(x)] cos(2n7rx)dx 
+ i 11 COSh(~:~:?) - 1 [rex) - g(x)] sin(2n7rx)dx 
- 8~7r 11 [rex) - g(x)]2dx + 0 (~2 ). (3.54) 
It is now possible to refine the asymptotic expression for An(P) to O(1/n2). Re-
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turning to (3.26), and using (2.7) and (3.54), 
\ (P)= ro+go tSinh(2~(x))[_( )_-()] (2 )d 
An 2 + Jo 4~(x) r X 9 X cos mrx X 
+ inn - -8 i t [r(x) - g(x)]2dx 
nn Jo 
+ ill cosh~:f:?) - 1 [r(x) - g(x)] sin(2nnx)dx + 0 (~2)' (3.55) 
This is the refined asymptotic expression for An(P) to O(1/n2 ). 
3.3 Verifying the Accuracy of the Expression for An(P) 
To verify the accuracy of this expression, the eigenvalues computed from (3.55) are 
compared to the eigenvalues computed using the spectral discretization. (The spectral 
method used to calculate these eigenvalues, and some other eigenvalues presented in 
this thesis, is described in Chapter 7.) To generate the data in Table 3.1, r(x) = 1+x2 
and g(x) = x2 were used. The second column of the table shows the value for An 
calculated with spectral discretization (using N = 128). For this r, g, and N, we 
believe the eigenvalues from the spectral method are exact to the digits listed. The 
third column of the table shows the values for An calculated with the asymptotic ex-
pression in (3.55). (For asymptotic calculations, symbolic integration and evaluation 
were done with Mathematica.) 
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Table 3.1 : Eigenvalues of A 1(P) when r(x) = 1 + x2 and g(x) = x2 calculated with 
spectral discretization, using N = 128, and with the asymptotic expression in (3.55). 
The underlined digits are exactly the same from spectral and asymptotic results. 
n spectral eigenvalue asymptotic eigenvalue 
1 0.8333333 + ~.1018039i 0.8294455 + ~.0936938i 
2 0.8333333 + 6.2632909i 0.8330371 + 6.2623433i 
3 0.8333333 + 9.4115150i 0.8332727 + 9.4112280i 
4 0.8333333 + 12.5564234i 0.8333138 + 12.556301Oi 
5 0.8333333 + 15.7000055i 0.8333252 + 15.6999425i 
6 0.8333333 + 18.8429244i 0.8333294 + 18.8428879i 
7 0.8333333 + 21.9854644i 0.8333312 + 21.9854414i 
8 0.8333333 + 25.1277676i 0.8333320 + 25.1277521i 
9 0.8333333 + 28.2699129i 0.8333325 + 28.269902Oi 
10 0.8333333 + 31.4119476i 0.8333328 + 31.4119397i 
In the table, the underlined digits are exactly the same from spectral results and 
asymptotic results. As n increases, the spectral results and asymptotic results tend 
to agree to more digits, since the asymptotic expression is most accurate for large 
n. This can be seen in Figure 3.1, for r(x) = 1 + x2 and g(x) = x2 , where the 
magnitude of the difference between the value computed with the spectral code and 
the asymptotic expression is plotted as n increases. The line in Figure 3.1 shows a 
rate of decrease of 1/n2. Since the dots are decreasing faster than this rate, it can be 
concluded that the asymptotic expression is actually more accurate than O(1/n2 ) in 
this example. 
The main results in this chapter is (3.55), the asymptotic expression for the eigen-
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Figure 3.1 : This plot shows the decrease in the magnitude of the difference between 
.An of Al (P) calculated with spectral discretization (using N = 128) and calculated 
with the asymptotic expression in (3.55) as n increases when r(x) = 1 + x2 and 
g(x) = x2 . 
values of AI(P) to O(1/n2). This expression will be used in Chapter 5 to arrive 
at an expression that can be used to recover information about resistance in the 
telegrapher's equation. 
In the next chapter, the aSYlnptotic expression for the eigenvalues of A 2 (P) will 
be refined to O(1/n2). 
Chapter 4 
Refining the Asymptotic Expression for the 
Eigenvalues of A 2(P) 
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Refining the asymptotic expression for the eigenvalues of A2(P) to O(1/n2) is almost 
exactly the same as the process of refining the asymptotic expression for the eigenval-
ues of Al (P) that was shown in Chapter 3. The result will be presented here, noting 
any differences from the process in the previous chapter, omitting the details that are 
exactly the same. 
4.1 Refining the Asymptotic Expression for J-ln (P) 
As in Section 3.1, the eigenvalue problem for (1.3) with boundary conditions v(O) = 
i(1) = 0 can be written as: find 1/ =J. 0,1/ E D2 such that 
(4.1) 
As Cox and Knobel state, deriving the expression for the eigenvalues of A 2(P) to 
O(1/lnl) is done exactly as the derivation of the eigenvalues of AI(P) to O(1/lnl) [4]. 
The expression for f..ln (P) that parallels their result for An (P) is 
1 i(2n + 1)11" 
f..ln(P) = "2tr Po + 2 + O(1/lnl). (4.2) 
Similarly, the eigenvector, 1/( x, f..ln (P) ), corresponding to f..ln (P) is 
(
cosh (c;(x) + i(2n~I)1Tx) ) 
1/(x, f..ln(P)) = ( . ) + O(1/lnl), (4.3) 
sinh c;(x) + ~(2n~I)1Tx 
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and the eigenvector, q(x, Jin(P)), corresponding to Jin(P), the eigenvalue ofthe adjoint 
A2(P) = -B8x + P, is 
( 
cosh (~(x) _ i(2n+I)7rx) ) 
q(x, Jin(P)) = ( 2) + O(l/lnl). (4.4) 
- sinh ~(x) _ i(2n~I)7rX 
The equation in (4.1) cannot be solved in closed form for non-constant rand g, but 
using f(x, Ji), from (3.6), and z(x, Ji), from (3.7), leads to the same "fake potential," 
F(x), in (3.9). Therefore, the analysis for A 2(P) proceeds exactly as the analysis 
for Al (P) because the "shooting function" being used has the same initial condition 
of v(O) = O. Variation of parameters leads to the same Volterra integral equation as 
before, and the solution of that integral equation can be written in the same Neumann 
series as before. 
Therefore, the refined expression for the "shooting function" of A2 (P) is 
y(x, Ji) = Jl. + 0(1/ Ji2). (
cosh f(x, Ji) + g(o)-r(o)t(x)-g(x) cosh f(x, Ji) ) 
sinh f(x, Ji) + g(o)-r(o)~:(x)+g(x) sinh f(x, Ji) 
(4.5) 
The eigenvalues of A2(P) are the Jin(P) such that Yl(l, Jin(P)) = 0 and the eigenvec-
tors are v(x, Jin(P)) = y(x, Jin(P)). 
Using the same idea as in Section 3.2, the starting point to refine the expression 
of Jin(P) is the identity 
which is valid for simple Po and small P. 
Now, from (3.6), 
f(x, Jin(i)) = Jin(i)x - ~ l x ( tr Po + t tr P(s)) ds 
= t~(x) + i(2n ~ l)7rx + O(l/lnl), 
(4.6) 
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with ~ the same as in (3.29). 
For simple Po and small P, 
(4.7) 
Taking the derivative with respect to t, taking the inner product of each side with 
the associated adjoint eigenvector, and simplifying results in 
(A2(i)1I(x, Jln(i», q(x, Jln(i») = fJ,n(i) (lI(x, An(i», q(x, Jln(i»). (4.8) 
By the exact same argument as in the previous chapter, the inner product on the 
right side of (4.8) can be written as 
(lI(x, Jln(i», q(x, Jln(i») = 11 [1 + O(l/lnD] dx = 1 + O(l/lnl). (4.9) 
The inner product on the left side of (4.8), again, after the same computations as 
in the previous chapter, becomes 
(A2(i)1I(x, Jln(i», q(x, Jln(i») = 11 [r(x)lIr(x, Jln(i» - g(X)lI~(X, Jln(i»] dx 
= - (4n ~ 2)7r 11 [r(x) - g(x)]2dx 
+ 11 r(x) ; g(x) [cosh(2t~(x» cos((2n + l)7rx) 
+ i sinh(2t~(x» sin( (2n + l)7rx)]dx + 0 (~2 ). (4.10) 
This leads to 
t fJ,n(PO + tP)dt = t (A2(i)1I(x, ':n(i», q(x, ~(i») dt Jo Jo (lI(x, Jln(t», q(x, Jln(t») 
= 11 sin~k~;jx» [r(x) - g(x)] cos((2n + l)7rx)dx 
. (1 cosh(2~(x» - 1 _ _ . 
+ ~ Jo 4~(x) [r(x) - g(x)] sm((2n + l)7rx)dx 
- (8n! 4)7r 11 [r(x) - g(x)]2dx + 0 (~2)' (4.11) 
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The refinement of the asymptotic expression for J..Ln(P) to O(1/n2 ) is now possible. 
Returning to (4.6), and using (2.14) and (4.11), 
- rId -
J..Ln(P) = J..Ln(PO + P) = J..Ln(PO) + Jo dtJ..Ln(Po + tP)dt 
ro + go t sinh(2~(x)) - -
= 2 + Jo 4~(x) [r(x) - g(x)] cos((2n + l}7rx)dx 
i(2n+1)7r_ i t[()_ ()]2d 
+ 2 (8n + 4)7r Jo r x 9 x x 
t cosh(2~(x)) - 1 _ _ ( 1 ) 
+ i Jo 4~(x) [r(x) - g(x)] sin((2n + l)7rx)dx + 0 n2 • (4.12) 
4.2 Verifying the Accuracy of the Expression for fln(P) 
To verify the accuracy of this expression, as was done for the expression for An (P), the 
eigenvalues computed from (4.12) are compared to the eigenvalues computed using 
the spectral discretization. (The spectral method used to calculate these eigenvalues 
is described in Chapter 7.) The functions r(x) = 1 + x2 and g(x) = x2 were used to 
generate the data in Table 4.1. The second column of the table shows the value for 
J..Ln calculated with spectral discretization (using N = 128). For this r, g, and N, we 
believe the eigenvalues from the spectral method are exact to the digits listed. The 
third column of the table shows the values for J..Ln calculated with the asymptotic ex-
pression in (4.12). (For asymptotic calculations, symbolic integration and evaluation 
were done with Mathematica.) 
In the table, the underlined digits are exactly the same from spectral results and 
asymptotic results. As n increases, the spectral results and asymptotic results tend 
to agree to more digits, since the asymptotic expression is most accurate for large n. 
This can be seen in Figure 4.1, for r(x) = 1 + x2 and g(x) = x2 , where the magnitude 
of the difference between the value computed with spectral discretization and the 
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Table 4.1 : Eigenvalues of A2 (P) when r(x) = 1 + x2 and g(x) = x2 calculated with 
spectral discretization, using N = 128, and with the asymptotic expression in (4.12). 
The underlined digits are exactly the same from spectral and asymptotic results. 
n spectral eigenvalue asymptotic eigenvalue 
0 0.8322372 + 1.55545i 0.8333333 + 1.4912li 
1 0.8342449 + 4.68817i 0.8333333 + 4.68586i 
2 0.8334586 + 7.83857i 0.8333333 + 7.83806i 
3 0.8333667 +1O.98439i 0.8333333 +10.9842Oi 
4 0.8333456 +14.1284li 0.8333333 +14.12832i 
5 0.8333388 +17.27157i 0.8333333 +17.27152i 
6 0.8333361 +20.41426i 0.8333333 +20.41423i 
7 0.8333349 +23.55665i 0.8333333 +23.55663i 
8 0.8333343 +26.69886i 0.8333333 +26.69885i 
9 0.8333339 +29.84095i 0.8333333 +29.84094i 
10 0.8333337 +32.98294i 0.8333333 +32.98293i 
asymptotic expression is plotted as n increases. The line in Figure 4.1 shows a rate 
of decrease of 1/n2. Since the dots are decreasing faster than this rate, it can be 
concluded that the asymptotic expression is actually more accurate than O(1/n2 ) in 
this example. 
Returning to the refined asymptotic expression for the eigenvalues of A 1(P), in 
the next chapter, (3.55) will be used to derive an expression that can be used to 
recover information about resistance in the telegrapher's equation. 
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Figure 4.1 : This plot shows the decrease in the magnitude of the difference between 
J-ln of A1(P) calculated with spectral discret ization (using N = 128) and calculated 
with the asymptotic expression in (4.12) as n increases when r(x) = 1 + x2 and 
g(x) = x2 . 
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Chapter 5 
Inverse Spectral Problem for A 1(P) 
The inverse spectral problem for A1{P), considered in this research, seeks the recovery 
of information about rand g, given information about the eigenvalues. Let 
"'{ ) = [-( ) _ -( )Jsinh{2~{x)) 
'f-' x - r x 9 x 4~(x) (5.1) 
and 
0'.( ) = [-( ) _ -( )Jcosh(2~{x)) - 1 
'f-' X - r x 9 x 4~{x) , (5.2) 
which appear in the integrand of the real part and imaginary part, respectively, of 
the expression found for the eigenvalues, An(P), in (3.55). 
The techniques in this thesis require that the functions to be recovered, rand 
g, are even. In this research, "even" means the function is symmetric about the 
midpoint, x = 1/2. If rand 9 are even, then (r - g)/2, r, g, and 1> are also even. 
However, ~ and 'IjJ are odd. 
Arguing as in Cox and Embree's paper [3J, since 1> is even and 'IjJ is odd, the nth 
Fourier coefficients for 1> and 'IjJ are 
r1 t sinh(2~(x)) Jo 1>(x) cos(2mrx)dx = Jo [r{x) - g(x)J 4~(x) cos(2mrx)dx 
and 
11 'IjJ{x) sin{2mrx)dx = 11 [r{x) - g{x)JcOSh{~:i;?) - 1 sin{2mrx)dx. 
Notice that these are precisely the integrals that arise in the asymptotic expression for 
An(P) in (3.55). So, knowledge of An(P) can give insight into 1> and 'IjJ. In particular, 
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¢ and 'Ij; can be expressed as 
¢(x) = 11 [r(x) - g(x)Jsin~~~~jx)) dx+ 
+ 2 t, [Re( An( P)) - To ; go + 0 (:, ) 1 cos (2mrx ) (5.3) 
and 
'Ij;(x) = 2 t, [Im(An(p)) - mr + 8~7r 11 [r(x) - g(x)J 2dx + 0 (~2 ) ] sin(2n7rx). 
(5.4) 
Given a finite set of eigenvalues, is it possible to recover ¢ and 'Ij; from these 
expressions? The functions ¢> and 'Ij; both clearly involve r - g, while ~ was defined in 
terms of r + g. It is possible to write an expression involving ¢ and 'Ij; that uniquely 
determines ~, so if ¢ and 'Ij; can be recovered with sufficient accuracy, ¢, 'Ij;, and ~ 
could be used to recover rand 9 [3J. 
Unfortunately, similar to the results of Cox and Embree, while ¢ is recovered with 
good accuracy, 'Ij; is not [3J. As Cox and Embree point out, this can be attributed to 
'Ij; being so small (in magnitude) for typical choices of rand 9 [3J. One example of 
this is shown in Figure 5.1 when r(x) = 1 and g(x) = 1 + sin(7rx). 
If ~ is sufficiently small, the following approximations can be made for ¢ and 'Ij;: 
¢ = (r _ g) sinh(2~) 
4~ 
= (T _ g) [2~ + (2~)3~; + O(I~15)] 
= (r - g) [~+ ~ + O(I~14)] (5.5) 
and 
Therefore, 
and 
'I/J = (r - 9) cosh{2~) - 1 
4~ 
= (r - 9) [ 1 + {2~)2 /2 + (2~li24 + O{I~16) - 1] 
= (r - 9) [~+ ~ + O(I~15)] . 
So, for a finite set of m eigenvalues, A1, ... , Am, 
T(X) ; g(x) "" TO; go + 2 t, [Re(A;(P)) - TO; go 1 cos(2j?Tx) 
or 
r{x) - g(X) 2~ [R (' (P)) rO + go] (2' ) 2 ~ e Aj - 2 cos J7rx. 
j=l 
Figure 5.1 shows an example of the recovery of (r - 9)/2 when r(x) = 
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(5.6) 
(5.7) 
1 and 
g(x) = 1 + sin(7rx). Results for a variety of rand 9 are presented in Chapter 6. 
In the top row of graphs in Figure 5.1, rand 9 are plotted in the left graph. The 
middle graph shows~. The right graph on the first row shows the eigenvalues with 
non-negative imaginary part computed using spectral discretization with N = 128. 
For this example and the other results in Chapter 6, in the code to recover the 
functions, the real part of the m-th eigenvalue (the eigenvalue with the largest mag-
nitude used in the recovery) is used to approximate the value of (ro + go)/2. For these 
recovered graphs, m = 10 eigenvalues were used, and only eigenvalues with nonzero 
imaginary part were used in the recovery. 
r nncl 9 
04 0I5 06 07 0.4 0.5 0.6 0.7 M o~ 1 
¢ Ilnd rel'o\'erro ~t Slld rE'('ovt'n'd 
//.··.~:=-l 
, . 
/ """ 
--
-0020 ~ ~-o;- OJ 0.6 0.7 0.8 0-:-9 1 
-<50 
.5 40 
o 
0.9 
eigellvalut.'h 
-:--ti ----u- 13 
Re A 
(f - [;)/2 nnd fl'('o\'erro 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
-O.20~~~ 040.506070.80J:i 1 
47 
Figure 5.1 : The exact and recovered graphs when r(x) = 1 and g(x) = 1 + sinCrrx) 
when N = 128 and m = 10. 
The left graph on the second row shows the exact ¢ and the recovered ¢ using 
(5.3), and the middle graph shows the exact 'lj; and the recovered 'lj; using (5.4). This 
example shows that ¢ is recovered quite accurately, while 'lj; is not. These results are 
typical of the other choices of rand g used in the examples in Chapter 6. The graph 
on the right shows (r - g)/2 exactly and the recovered (r - g)/2 from (5.7), which 
shows (r - g) /2 is recovered quite accurately. 
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Chapter 6 
Results for Al (P) 
In this chapter, I report the results collected from choosing various (even) rand g, 
finding the eigenvalues of the resulting operator A1(P), then recovering (r - 9)/2. 
For the results in this chapter, in the code to recover (r - 9)/2, the real part of the 
m-th eigenvalue (the eigenvalues with the largest magnitude used in the recovery) is 
used to approximate the value of (ro + go)/2. 
6.1 How Many Eigenvalues are Needed to Accurately Re-
cover (r - 9)/2? 
In this section, various rand g are chosen, and the results are compared when various 
numbers of eigenvalues are used in the recovery of (r - 9) /2. 
For the first examples in this section, r or g is chosen to be a constant 1, and 
the other is a continuous, non-constant function, each more complicated than the 
previous. The last example in this section has rand g chosen so that r - g is 
constant. 
6.1.1 r or g is 1 
1. For this first example, the same functions used for Figure 5.1 (in the previous 
chapter) will be used: r(x) = 1 and g(x) = 1 + sinC7rx), a smoothly changing 
function with one maximum at x = 1/2. 
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In Figure 5.1, rand 9 are plotted in the top left graph, and the top right 
graph shows the eigenvalues with non-negative imaginary part calculated using 
spectral discretization. For this and all other examples in this chapter, N = 
128 was used in the spectral discretization, unless otherwise specified. The 
eigenvalues for this example are already almost in a vertical line in the complex 
plane when n is fairly small, approximately n = 5. The bottom left graph in 
Figure 5.1 shows the exact ¢ and the recovered ¢ using (5.3), while the graph 
on the bottom right shows (T - 9)/2 exactly and the recovered (T - 9)/2 from 
(5.7). For all of the recovered graphs in this chapter, m = 10 eigenvalues were 
used in the recovery, unless otherwise specified. 
Included in this chapter are additional graphs for this example. The left graph 
in Figure 6.1 shows (T - 9)/2 and approximations from using various values of 
m. The middle graph is a close up view of the top left corner of the left graph. 
The graph on the right is a plot of the maximum of the absolute value of the 
difference between (r - 9) /2 and the recovered approximation for various values 
of m. (This plot, and most others in this chapter, stops at m = 35 because that 
is how many eigenvalues converged to high precision with N = 128.) 
From this example, and the other examples in this section, it can been seen 
that the recovered (T - 9)/2 matches the exact (T - 9)/2 well when m = 10 
eigenvalues are used in the recovery. 
If g(x) = 1 and r(x) = 1 + sin(7rx), the resulting graphs are not significantly 
different from these shown here. The main difference seen in the plots if g(x) = 1 
and r(x) = 1 +sin(7rx) (compared to the plots shown here) is that the graph of 
the eigenvectors has been reflected across the vertical line the eigenvalues are 
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approaching as n goes to infinity. 
2. In this example, r(x) = 1 and 9 has 3 maxima and the change is very steep, 
g( x) = 1 + ~ t, exp (-256 (x _ ~) ') . 
The graphs for this example are in Figure 6.2, and, corresponding figures will 
show for all the other examples in this chapter, in the left graph rand 9 are 
plotted. The second graph, from left to right, shows the eigenvalues with non-
negative imaginary part calculated using spectral discretization. The eigenval-
ues for this example do not begin approaching a vertical line as quickly as the 
previous example. The third graph from the left shows the exact ¢ and the 
recovered ¢ using (5.3). The graph on the right shows (r - 9)/2 exactly and 
the recovered (r - 9)/2 from (5.7). 
The left graph in Figure 6.3 shows (r - 9)/2 and approximations from using 
various values of m. The graph on the right is a plot of the maximum of the 
absolute value of the difference between (r - 9)/2 and the recovered approx-
imation for various values of m. The error decreases very differently for this 
example than it did for the previous example. 
When rand 9 are switched, the resulting graphs show the same behavior de-
scribed in the previous example. 
3. In this example, g(x) = 1 and r(x) is discontinuous, 
r(x) = { 
2, 
1.5, 1/3 < x < 2/3, 
otherwise. 
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Figure 6.1 : When r(x) = 1 and g(x) 
eigenvalues, for various m. 
1 + sin( 7rx), recovery of (r - g) /2 using m 
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The results in Figure 6.4 were generated using N = 512 in the spectral dis-
cretization. 
In Figure 6.4, the eigenvalues for this example show a great deal of movement. 
Even when n = 28 and Im(A2s) ::::::J 90, the eigenvalues have not settled down 
into a vertical line like the previous two examples did for much smaller values 
of n. The amount of deviation from a vertical line is noticed more when the 
scale of the graph is compared to the previous examples. Also, in this example, 
there is no real eigenvalue. 
In Figure 6.5, the graph on the right shows the maximum of the absolute value 
of the difference between (r - g) / 2 and the recovered function as m increases for 
two different N. This plot shows a trend of increase in the error as m increases 
for N = 128. That is why N = 512 was used to generate the results in Figures 
6.4, 6.5, 6.6, and 6.7. 
It is not surprising that the results do not show the same accuracy when one 
function is discontinuous compared to the previous examples when rand 9 
were both continuous. Other methods, such as spectral element, would work 
better for discontinuous functions, but the accuracy obtained with this method 
is sufficient for the purposes of this research. 
4. In this example, r(x) = 1 and g(x) is discontinuous, 
{ 1.75, 1/4 < x < 3/4, g(x) = 
1, otherwise. 
The results in Figure 6.6 were generated using N = 512 in the spectral dis-
cretization, for the same reasons that were mentioned in the previous example. 
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Figure 6.4 : The exact and recovered graphs when g(x) 
with N = 512 and m = 10. 
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The behavior of the eigenvalues for this example is similar to the previous 
example, when r was discontinuous, except for this example, there is a real 
eigenvalue. 
The left graph in Figure 6.7 shows (r - 9)/2 and approximations from using 
various values of m. The graph on the right shows the rate of decrease of the 
maximum of the absolute value of the difference between (r - 9)/2 and the 
recovered function as m increases. 
For all examples in this subsection, when different constants, such as 1/2 and 2, 
were used in the various examples, the eigenvalues and the recovered graphs only 
changed slightly. 
6.1.2 r - 9 is Constant 
1. For the last example in this section, g(x) = 1 + sin(7rx) and r(x) = 2 + sin(7rx) , 
so that r - 9 is a constant 1. 
In Figure 6.8, except for the real eigenvalue, these eigenvalues are in a vertical 
line. While the recovery of <p and (r - 9) /2 do not appear very accurate with 
this scale, the plot on the right in Figure 6.9 shows the error in this recovery is 
similar to what has been seen in the other examples. 
The left graph in Figure 6.9 shows (r - 9)/2 and approximations from using 
various values of m. Graphs using m > 5 were basically indistinguishable from 
the plot with m = 5, on this scale, so they were not included in this plot. The 
graph on the right shows a plot of the maximum of the absolute value of the 
difference between (r - 9) /2 and the recovered approximation for various values 
of m. This plot shows the best approximation, using this definition of error, 
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Figure 6.6 : The exact and recovered graphs when r (x) 
wit h N = 512 and m = 10. 
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Figure 6.9 : When g(x) = 1 + sin(7fx) and r(x) 
using m eigenvalues, for various m. 
2 + sin( 7fx ), recovery of (r - g) /2 
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is achieved when only one eigenvalue is used in the recovery. If more than one 
eigenvalue is going to be used in the recovery, there is virtually no difference, 
in this measurement of error, when using 2 eigenvalues or 15 eigenvalues. 
6.2 Various Examples 
6.2.1 r or 9 is Constant 
Since the graphs of exact and recovered cP are basically the same as exact and recovered 
Cr - 9)/2, instead of showing both, for the rest of the chapter, only the exact and 
recovered (r - 9)/2 will be shown. 
1. In this example, r(x) = 1 and g(x) = 1 + exp( -256(x - 1/2)2), which has 1 
maximum with a very steep change. 
In Figure 6.10, on the left, again, rand 9 are plotted. The eigenvalues are 
plotted in the second graph, and for this example, they can be seen to fall 
differently than for the previous examples. Now, the third graph shows the 
exact (r - 9)/2 and the recovered (r - 9)/2 from (5.7). The graph on the right 
shows the absolute value of the difference between the exact (r - 9)/2 and the 
recovered (r - 9)/2. 
When the height of the maximum in 9 is decreased to 1/2, the results are 
basically the same, except the horizontal spread of the eigenvalues is decreased. 
2. In this example, r(x) = 1 and 9 has 3 maxima and 2 minima and the change is 
very steep, 
1 3 ( ( j) 2) 1 2 ( ( 2j + 1) 2) 9(X)=1+2~exp -256 x- 4 -2~exp -256 x--S- . 
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Figure 6.11 : The exact and recovered graphs when r(x) 
and 2 minima using N = 128 and m = 10. 
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The eigenvalues for this example exhibit different behavior from the previous 
examples before settling down to approach a vertical line. 
3. In this example, the effect of having more than one pure real eigenvalue will be 
illustrated. 
If r(x) = 6 + sin(7rx) and g(x) = 0.15, there is only one real eigenvalue. 
In Figure 6.12, because rand 9 are so far apart, the recovery of (r - '9)/2 is not 
as accurate as in the previous examples. 
If r stays the same, but g(x) = 0.14, there are three real eigenvalues. Initially 
the code to recover (r - 9) /2 simply ignored the first eigenvalue produced by the 
spectral discretization, assuming it was real (because the eigenvalues had been 
sorted by imaginary part). This caused problems in the recovery of (r - 9)/2 
for choices of rand 9 such as this one, when there are more than one real 
eigenvalue, and for other problems when there are no real eigenvalues produced 
(an example of this was mentioned in the previous section). 
When an eigenvalue was incorrectly excluded or included, the recovered graphs 
did not agree with the exact graphs, similar to what is seen in Figure 6.13. 
Notice the very different scale on the vertical axis of the two right graphs, 
compared to the scales of the graphs in Figure 6.12. 
When all three real eigenvalues are ignored, the recovered (r - 9)/2 is shown 
in Figure 6.14. This recovery is not as accurate as the other examples listed in 
this thesis, but it is closer than what is shown in Figure 6.13. 
6.2.2 Neither r nor 9 is Constant 
1. In this example, g(x) = 1 + sin(7rx) and r(x) = 1 - sin(7rx). 
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For these particular functions, ~(x) = 0, but (r - 9)/2 is still recovered with 
good accuracy, as seen in Figure 6.15. 
When g{x) = 1 + sin{7rx) and r{x) = 2 - sin{7rx), the results are similar. 
6.3 A Problem to Imitate Finding a Fault on a Submarine 
Cable 
6.3.1 One Fault in the Middle of the Cable 
In an effort to apply the technique determined in this thesis to recover unknown 
resistance from the telegrapher's equation to a real-world type problem, imagine a 
situation with an idealized uniform submarine telegraph cable of unit length. The 
capacitance and inductance of the cable are one, known from design and manufac-
turing. The resistance and leakage conductance are known to be r{x) = rund and 
g(x) = gund, respectively, again known from design and manufacturing, if the cable is 
undamaged and installed properly. 
Imagine further that the cable is installed properly through some body of water. 
After some time, the insulation of the cable is damaged in some way (a fisherman uses 
a stick of dynamite to "catch" fish in the body of water, and the dynamite detonates 
close enough to the cable to damage it; the cable gets caught in regular fishing nets 
and is dragged over sharp rocks which damage the insulation of the cable before the 
net stops dragging the cable; a shark, or some other sea creature, bites the cable, or 
damages it in some way; or an iceberg travels over where the line was laid, and the 
insulation of the line is damaged [14]). 
Since the technique in this thesis requires the functions rand g to be even, further 
imagine the damage occurs perfectly centered around the midpoint of the cable for 
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some unknown length, 2d. The resulting damage causes r(x) to change immediately 
by some unknown, but constant, value rdam and g(x) to instantly change by some 
unknown constant gdam for the length 2d centered around x = 1/2. 
If the eigenvalues from this situation can be obtained, how accurately can d, r dam, 
and gdam be determined? 
For a specific instance of this example, after the damage has occurred, let 
and 
{ 
1.75, 
g(x) = gund + (X1/2±d)gdam = 
1, 
1/4 < x < 3/4, 
otherwise, 
{ 1.5, 1/4 < x < 3/4, r(x) = rund + (X1/2±d)rdam = 
2, otherwise. 
The results of my MATLAB code to recover (T - 'i)/2 are shown in Figure 6.16 
using N = 128 and m = 10. (The choice was made to use N = 128 rather than 
N = 512, as in the previous examples when one function was discontinuous, to 
examine how successfully (T - 'i)/2 could be recovered by this method with less than 
ideal eigenvalues. The following calculations were made when N = 512 was used, and 
the final answers differed from these presented by less than one tenth.) 
For this situation, 
Therefore, 
ro = 11 r(x)dx = rund + 2drdam = 7/4 
go = 11 g(x)dx = gund + 2dgdam = 11/8. 
ro + go _ r und + gund + d( + ) 2 - 2 r dam gdam' 
(6.1) 
(6.2) 
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Also, 
r'(x) = r(x) - ro = (Xl/2±d)rdam - 2drdam 
g(x) = g(x) - go = (Xl/2±d)gdam - 2dgdam· (6.3) 
Therefore, 
r(x) - g(x) _ rund - gund go - rO ( )rdam - gdam 
2 - 2 + 2 + Xl/2±d 2 . (6.4) 
Given the eigenvalues, it will be shown how one can use the graph of the recovered 
(T - 9)/2, along with the estimate for (ro + go)/2, to recover the unknown rdam, gdam, 
and d with reasonable accuracy. 
The recovered approximation for (r - 9)/2 using m = 10 eigenvalues is plotted 
with a grid in Figure 6.17. From this graph, an approximate value for d can be 
deduced from the points of discontinuity; cf. (6.4). From this graph, it is reasonable 
to conclude that d is approximately 1/4. It still remains to recover rdam and gdam. 
As before, the real part of the m-th eigenvalue (the eigenvalue with largest mag-
nitude used in the recovery) approximates (ro + go)/2, and so (ro + go)/2 ~ 1.5652. 
The exact value of (ro + go)/2 for this problem is 1.5625, so this approximation is 
quite good. 
To finish recovering r dam and gdam, two data points are needed from the recovered 
graph for (r(x) - g(x))/2, one from a damaged interval and one from an undamaged 
interval. For this example, it would be reasonable to choose one data point near 
x = 1/2 and one data point far enough away from x = 1/2 to be in the undamaged 
portion of the cable. 
Because of the oscillations in the recovered graph, a choice could be made to 
average the maxima and minima to arrive at the data point to be used to find r dam 
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and gOOm. Another possibility could be to simply attempt to approximate, as closely 
as possible, the middle point between the maximum and minimum on the graph. The 
data chosen from the graph in Figure 6.17 is highlighted on the graph and listed in 
Table 6.1 for the two techniques. 
Table 6.1 : Data for the selected values from Figure 6.17. 
x y 
0.0909 0.3419 
0.1212 0.3133 
0.1414 0.2848 
0.4444 -0.2887 
0.4747 -0.3081 
0.5051 -0.3275 
If the second method is chosen (simply trying to find the middle between the 
maximum and the minimum), substituting the data from the graph and the specific 
values for rund and gund for this problem into (6.4) results in 
r(0.1212) ; g(0.1212) = 0.3133 = ~ + go ; ro (6.5) 
and 
r(0.4747) - g(0.4747) = -03081 = ~ go - ro room - gdam. 
2 . 2+ 2 + 2 (6.6) 
Substituting the known values for rund and gund and the approximated values for d 
and (ro + go)/2 into (6.2) results in 
3 1 
1.5652 = "2 + 4 (rdam + gdam). (6.7) 
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From (6.5), (go - ro)/2 = -0.1876, so from (6.6), rdam - gdam = -1.2428. From (6.7), 
rdam + gdam = 0.2608. Therefore, the recovered approximate values for rdam and gdam 
are rdam ~ -0.4910 and gdam ~ 0.7518, which are quite close to the exact values of 
-0.5 and 0.75, respectively. 
6.3.2 More Than One Fault in the Cable 
What if, instead of one damaged interval, there is more than one damaged interval? 
This technique is able recover information about the location and length of the damage 
along with the constants rdam and gdam, if the assumption of rand 9 being even is 
preserved. 
A specific example of this is given here for a line that has been damaged on two 
intervals. In this case, 
g(x) = { 1.75, x E (1/8,3/8) U (5/8,7/8), 
1, otherwise, 
={ gund + gdam, X E (1/2 - d1 , 1/2 - d2 ) U (1/2 + d2 , 1/2 + d1), gund, otherwise, 
and 
rex) = { 1.5, x E (1/8,3/8) U (5/8,7/8), 
2, otherwise, 
={ rund + rdam, x E (1/2 - d1 , 1/2 - d2 ) U (1/2 + d2 , 1/2 + d1), rund, otherwise. 
The values of ro and go are unchanged from the previous example; therefore, the exact 
value of (ro + go)/2 = 1.5625 is also unchanged. However, equation (6.2) becomes 
ro + go _ r und + gund + (d + d ) ( + ) 2 - 2 1 2 r dam gdam' (6.8) 
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Equation (6.4) becomes, for this specific example, 
r(x) _ g(x) = { Tund;gund + 90;TO + Tdam;gdam, 
2 Tynd-gund + go-To 
2 2 , 
(6.9) 
otherwise. 
The resulting graphs from the MATLAB code are shown in Figure 6.18, using 
N = 128 and m = 10 as in the previous example. 
Approximating the values of d1 and d2 from the recovered graph of (r - g)/2 
leads to d1 ~ 0.3794 and d2 ~ 0.1332, which are still quite close to the actual 
values of d1 = 0.375 and d2 = 0.125. (The data collected from the graph for these 
approximations is listed in Table 6.2 and is shown in Figure 6.19.) The recovery yields 
an approximation of (TO + 90)/2 ~ 1.6020, which is not too far from the actual value 
of 1.5625. The next step in the process is to choose two values from the recovered 
graph of Ci - g) /2, one from a damaged interval and one from an undamaged interval. 
Substituting the data from the graph and the specific values for Tund and 9und for this 
problem into (6.9) results in 
r(0.4975) - g(0.4975) = 03488 = ~ 90 - TO 
2 . 2 + 2 (6.10) 
and 
r(0.2965) - g(0.2965) = -0279 = ~ 90 - TO Tdam - 9dam 
2 . 2+ 2 + 2 . (6.11) 
Substituting the known values for Tund and 9und and the approximated values for 
d1 , d2 , and (TO + 90)/2 into (6.8) results in 
3 
1.6020 = "2 + 0.5126(Tdam + 9dam). (6.12) 
From (6.10), (90 - To)/2 = -0.1512, so from (6.11), Tdam - 9dam = -1.2556. From 
(6.12), Tdam + 9dam = 0.1990. Therefore, the recovered approximate values for Tdam 
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Table 6.2 : Data for the selected values from Figure 6.19. 
x y 
0.1206 -0.0007 
0.3668 -0.0194 
0.2764 -0.2301 
0.2965 -0.279 
0.3216 -0.3491 
0.4221 0.3889 
0.4673 0.3387 
0.4975 0.3488 
and gdam are r dam ~ -0.5286 and gdam ~ 0.7273, which are not too far from the exact 
values of -0.5 and 0.75, respectively. 
These results could be improved by using N = 512 in the spectral discretization, 
but these results are presented to show the effectiveness of this technique even with 
imperfect information about the eigenvalues. 
In the next chapter, I describe the techniques I used to calculate the eigenvalues 
and eigenvectors presented in this thesis. 
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Chapter 7 
Numerical Methods 
The eigenvalues, and eigenvectors, for the forward problem 
v'{x) + r{x)i{x) = >.i{x) 
i'(x) + g(x)v(x) = >.v(x), 
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(7.1) 
used in Chapter 6 to recover er: - '9)/2, were computed numerically. This chapter 
describes several approaches to this calculation. 
7.1 Finite Differences 
My first approach was a finite difference discretization of (7.1). 
With N being the number of equal subintervals of length h = 1/ N in the dis-
cretization of [0,1] (since the assumption was made that the telegraph line was of 
unit length), an x vector, [0 = xo, Xl, ... , XN = 1], was created, having N + 1 entries. 
Using this X vector, sparse diagonal matrices Rand G were created for r(x) and 
g(x), respectively. To make the matrix K that would approximate the first deriva-
tive, initially the second-order accurate finite difference approximation to the first 
derivative, 
(7.2) 
was used in the interior of the interval, and the first order accurate approximation to 
the first derivative, 
(7.3) 
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was used at the endpoints of the interval. These matrices were combined as 
(7.4) 
This matrix, A, is the starting point for the matrices for which the eigenvalues (and 
eigenvectors) will be calculated for the different boundary conditions. 
To implement the boundary condition v(O) = v(l) = 0: for v(O) = 0 the N + 2 
column and row were deleted from A, and for v(l) = 0 the 2N +2 column and row were 
deleted from A to create AI. To implement the boundary condition v(O) = i(l) = 0: 
for v(O) = 0 the N + 2 column and row were deleted from A, and for i(l) = 0 the 
N + 1 column and row were deleted from A to create A2 . 
The results were not very accurate and each eigenvalue appeared twice. The first 
attempt to improve the accuracy of the results involved changing the approximation 
used at the end-points to a second-order accurate expression. The results produced 
from this code were more accurate (in that they had more digits calculated correctly) 
but the eigenvalues still appeared twice for both sets of boundary conditions, so 
another technique was attempted for the end-point calculation. 
If v(O) = 0 and i'(O) + g(O)v(O) = AV(O), then i'(O) = O. Similarly, if v(l) = 0 
and i'(l) + g(l)v(l) = Av(l), then i'(l) = O. One way to implement these boundary 
conditions with this discretization is by requiring i(O) = i(h) and i(l) = i(l - h). 
This means the x vector only needs to be [h = Xl, X2, ... , XN-I = 1 - h]. The sparse 
matrices Rand G were created as before. Instead of the same K for v and i, Kv (the 
matrix to approximate the derivative of v) is formed using the second-order accurate 
finite difference formula for the first derivative. Since v(O) = v(l) = 0, Kv is an 
(N - 1) x (N - 1) matrix. The matrix to approximate the derivative of i, denoted 
K i , is formed by starting with a copy of Kv. Then, to enforce i'(O) = 0 and i'(l) = 0, 
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the (1,1) and (N - 1, N - 1) entries are changed to be the opposite sign of the (1,2) 
and (N - 1, N - 2) entries, respectively. Then, Al was formed by 
(7.5) 
The eigenvalues MATLAB calculated from Al still listed each eigenvalue twice. 
The graphs of the eigenvectors, corresponding to the eigenvalues with smallest imag-
inary part (in absolute value), were plotted, and the behavior was not what was 
expected from the exact formulas given in Chapter 2 (spurious high-frequency oscil-
lations occurred, not necessarily becoming better behaved as N increased) for both 
instances of the eigenvalue, for typical choices of N, such as 32, 64, 128, etc. 
In another attempt to improve the accuracy of the results, spectral discretization 
was implemented in the place of finite differences. 
1.2 Spectral Discretization 
One way to drastically improve the accuracy of approximating a first derivative is to 
use spectral discretization because the same order of accuracy can be obtained with 
spectral discretization using a much smaller N than finite differences would require. 
In Chebyshev pseudospectral collocation [16], Chebyshev points 
(7.6) 
are used, rather than uniformly spaced points for the x values. 
The MATLAB code used to create the K matrix, which approximates the first 
derivative, and the x vector, is based on Trefethen's cheb.m code and returns the x 
values in descending order (from 1 to 0, instead of 0 to 1 as was programmed for the 
finite difference technique) [16]. 
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The matrices Rand G were formed from the x values as in the finite difference 
method. These matrices were again combined with the K matrix as 
(7.7) 
To implement the boundary condition v(O) = v(1) = 0, again the N + 2 and 
the 2N + 2 columns and rows were deleted from A to create AI. To implement the 
boundary condition v(O) = i(1) = 0, the first and 2N + 2 columns and rows were 
deleted from A to create A2• 
Spectral discretization showed much better results compared to the finite dif-
ference technique. Only for Al was any eigenvalue showing up more than once; 
the "pure" real eigenvalue was showing up twice, even in the simplest case when 
r = 9 = O. When the graphs of the eigenvectors for both of these eigenvalues were 
plotted, for some choices of N, both graphs, again, showed spurious high-frequency 
oscillations, as seen in the left graphs in Figure 7.1. However, when certain values of 
0'2~current:lm'\2=Oi 0'2~curreDt:lm'\2=Oi 
~ ~ 
o 0 
-0.1 -0.1 
-0.20 0.1 0.2 0.3 0.4 0.5 0.6 0.7 O.B 0.9 1 -o.20~--:'0.':-' ----::0.':-2 ----::0.::-3 ----::0.4:---:'0.::-5 ----::0.6::---:'0.7::---;!-0.B::---::c0.9~, 
Figure 7.1 : The real part of the eigenfunction (corresponding to current) with r = 
9 = 0 of the first instance of>. = 0 (top) and the second instance of >. = 0 (bottom) 
using spectral discretization with N = 128 (left) and N = 129 (right). 
75 
N were tried, one of the graphs of the eigenvector was close to what is predicted by 
the exact formulas in Chapter 2, while the other graph of the eigenvector was still 
showing the spurious high-frequency oscillations, as seen in the right graphs in Figure 
7.1. All the other eigenvalues computed, and graphs of corresponding eigenvectors, 
were appropriate even when N = 32. 
In writing MATLAB code to distinguish the valid eigenvalues from the spurious 
eigenvalues, first the eigenvalues and eigenvectors were calculated on a Chebyshev grid 
with N subintervals. The eigenvalues were sorted by their imaginary part, and the 
eigenvectors were sorted correspondingly. To make the following analysis simpler, the 
goal was to consider only the eigenvalues with non-negative imaginary part. In cases 
where the real eigenvalue appears twice, MATLAB may compute the eigenvalue as a 
conjugate pair with small imaginary part. To ensure both copies of this eigenvalue 
are analyzed with the rest of the eigenvalues with positive imaginary part, only the 
eigenvalues, and corresponding eigenvectors, with imaginary part greater than -10-10 
were kept, resulting in vaIN and veCN. Next, the same calculation was done but on 
a grid of size N/2 (rounding up to the next integer, if necessary), resulting in valN/2 
and vecN/2. 
Then, vaIN was again sorted and any entries within a chosen tolerance of the 
first entry of vaIN were grouped together to be analyzed, with their corresponding 
eigenvectors. The corresponding eigenvalues from va1N/2 were also isolated with their 
eigenvectors. 
In order to compare these eigenvectors to each other, it was necessary to interpo-
late the eigenvectors from vecN/2 to have values on a grid of size N. 
Then, an orthonormal basis, Qf, for the subspace spanned by the entries from 
veCN was computed. Also, an orthonormal basis, Qe, for the subspace spanned by 
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the entries from vecN/2 on the grid of size N was computed. 
The goal was to analyze the angle between the subspaces spanned by the entries in 
veCN and vecN/2 for each eigenvalue. If the principle angle between the two subspaces 
was (nearly) zero, then the cosine of the angle would be (nearly) one. So, it was 
necessary to compute the singular value decomposition (SVD) of QrQe, because the 
singular values of the matrix are the cosines of the principle angles between the 
subspaces [6, p. 604]. 
If the singular values are within some chosen tolerance of one, the eigenvalue and 
eigenvector are kept. If the singular value was too far below one, the eigenvalue and 
eigenvector were discarded. This technique takes care of a double eigenvalue when one 
is valid and one is spurious, and also determines when the eigenvalue is not calculated 
to sufficient accuracy to be considered "converged." 
With this technique, even when N = 32, the spurious eigenvalue was successfully 
sifted out, and the resulting eigenvector graphs showed what was expected, as seen 
in Figure 7.2. 
7.3 Comparing Numerical Results to Known Formulas 
After addressing the issue of spurious eigenvalues, the eigenvalues and eigenvectors 
calculated by MATLAB agreed with (2.6) and (2.13), the formulas for the eigenvalues 
for constant r(x) and g(x) for both boundary conditions. 
Also, after sifting out spurious eigenvalues, when r(x) = g(x) the eigenvalues were 
seen to follow 
(7.8) 
where <71(0) is the spectrum of Al when r = 9 = 0, given in (2.11), and <72(0) is the 
spectrum of A2 when r = 9 = 0, given in (2.18). This relationship was proven as 
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Figure 7.2 : The eigenvectors for current (left) and voltage (right ) with r = 9 = 0 of 
Im(A) = 0 (top) and the Im(A) = 7r (bottom) after sifting the results from spectral 
discretization with N = 32. The real part of the eigenfunction is shown in blue, while 
the imaginary part is red. (Notice in the graph of voltage for Im( A) = 0 the two plots 
are indistinguishable.) 
Corollary 1.3 in Cox and Knobel 's paper [4]. 
To illustrate this relationship, let r(x) = g(x) = 1+0.5 sin(0.57rx), then fol r(x)dx = 
1/7r + 1 ~ 1.3183. For AI , 0"1(0) = {in7r} , from (2.11), so (7.8) predicts O"l (P) = 
1 17r + 1 + 0" 1 (0). Shown in Figure 7.3 in the left plot is the comparison of the eigenval-
ues for AI , when r(x) = g(x) = 1 + 0.5 sin(0.57rx), computed in MATLAB using the 
spectral discretization (with N = 128) and from (7.8). The plot on the right shows 
the magnitude of the difference between the predicted and computed eigenvalues, 
which shows the values agree very closely. 
Similarly, for A2, 0"2(0) = {i(2n + 1)7r/2} , from (2.18), so (7.8) predicts 0"2(P) = 
1/7r + 1 + 0"2(0). In Figure 7.4, the left plot shows the comparison of the eigenvalues 
for A 2 , when r(x) = g(x) = 1 + 0.5 sin(0.57rx), computed in MATLAB using the 
spectral discretization (with N = 128) and from (7.8). The plot on the right shows 
the magnitude of the difference between the predicted and computed eigenvalues, 
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Figure 7.3: (left) Comparison of the eigenvalues for AI , when r(x) = g(x) = 
1 + 0.5 sin(0.51fx) , computed in MATLAB using the spectral discretization (with 
N = 128) and from (7.8). (right) Magnitude of the difference between the predicted 
eigenvalues, 0"1 (P), and eigenvalues computed from spectral discretization. 
which shows the values agree very closely, exactly as they did for AI' 
Included in the results reported in Chapter 6 are plots of the eigenvalues of Al (P) 
for various choices of rand g. 
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Figure 7.4: (left) Comparison of the eigenvalues for A 2 , when r(x) = g(x) = 
1 + 0.5 sin(0.57rx), computed in MATLAB using the spectral discretization (with 
N = 128) and from (7.8). (right) Magnitude of the difference between the predicted 
eigenvalues, a2(P) , and eigenvalues computed from spectral discretization. 
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Chapter 8 
Conclusions 
The goal of this research was to refine the asymptotic expression for the eigenvalues 
of the operator matrix from the telegrapher's equation to accuracy O{1/n2 ) and use 
this refinement to recover information about resistance in numerical experiments. 
In order to refine the asymptotic expression for the eigenvalues, first the expression 
for the "shooting function" was refined to O{1/n2 ). This refined expression enabled 
the refinement of the expression for the eigenvalues to O{1/n2). The steps used to 
refine the expression for the eigenvalues of Al (P) are shown in some detail in Chapter 
3. Since the procedure is almost exactly the same for A 2 {P), the steps leading to the 
result for A2 {P) are shown in Chapter 4 in much less detail. 
The procedure to use this refined asymptotic expression for the eigenvalues of 
Al (P) to solve inverse spectral problems, specifically to recover information about 
resistance, is described in Chapter 5. Equation (5.7) leads to the conclusion that one 
of r or 9 can be recovered from a finite set of eigenvalues, if the other is known. 
The results of implementing (5.7) for various choices of rand 9 for AI{P) are 
presented in Chapter 6. When rand 9 are continuous, the recovery of (r - 9)/2 is 
shown to be quite accurate using only m = 10 eigenvalues. To present results that 
correlated with a submarine telegraph cable, results are also provided when rand 9 
are discontinuous. Examples when rand 9 have one and two damaged intervals is 
presented, and the process to recover the information about the damaged intervals is 
described. 
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There are several possible directions for extending this work in the future. One 
possible direction for future analysis is working to understand the discrepancy between 
the exact and recovered '¢ seen from (5.4). If '¢ can be accurately recovered, then ~ 
can be recovered and combined with cr - '9)/2 to recover rand 9 completely. Another 
extension of this analysis could be to allow C and c to vary in x. Also, these results 
could be extended for the model described by Chen et al. which involves an additional 
term in the telegrapher's equation described in this thesis [2]. 
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Appendix A 
Detailed Verification Computations 
A.I Verifying (3.7) Solves (3.8) 
To verify (3.7) solves (3.8), 
and 
Therefore, 
( [A - ~ (r(x) + g(x))] sinh f(x, A) ) zx(x, A) = 
[A - ~ (r ( x) + 9 ( x ) )] cosh f ( x, A) 
( [A - ~ (r (x) + 9 (x) )] cosh f (x, A) ) Bzx(x, A) = . 
[ A - ~ (r ( x) + 9 ( x ) )] sinh f ( x, A) 
Bzx{x, A) + P(x)z(x, A) + F(x)z(x, A) 
= ( [A - ~ (r(x) + g(x))] Zl(X, A) ) 
[A - ~ (r(x) + g(x))] Z2(X, A) 
+ ( r(x)zl(X, A) ) + ( ~ (g(x) - r(x)) Zl(X, A) ) 
g(x )Z2(X, A) ~ (r(x) - g(x)) Z2(X, A) 
_ (Zl(X,A)) 
-A . 
Z2(X, A) 
So, (3.7) solves (3.8). 
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A.2 Verifying (3.10) Solves (3.8) 
To verify that (3.10) also satisfies (3.8), 
( ['x-~(r(x)+g(X))]Sinhf(X''x)) Byx(x,'x) = , 
[,X - ~ (r(x) + g(x))] cosh f(x,,X) 
so, 
( Yl(X,'x) ) Byx(x,,X) + P(x)y(x,,X) + F(x)y(x,,X) = ,X . 
Y2(X, ,X) 
So, (3.10) also satisfies (3.8). 
A.3 Verifying (3.12) Solves (3.11) 
To verify that (3.12) solves (3.11), first note 
u.(x, A) ~ 4>.(x, A) [f 4>-I(S, A)BF(s)u(s, A)ds + ( ~ ) 1 
+ <p(x,,X) [<p-1(x, 'x)BF(x)u(x, ,X)] 
ux(x,'x) = BF(x)u(x,,X) 
+ fx(x,'x) ( sinh f(x,,X) cosh f(x,'x) ) [l x <p-1(s, 'x)BF(s)u(s, 'x)ds + ( 01 ) l. 
cosh f(x,,X) sinh f(x,'x) 
Then, 
Bu.(x, A) ~ f.(x, A)4>(X, A) [f 4>-I(S, A)BF(s)u(s, A)ds + ( ~ ) 1 + F(x)u(x, A). 
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Therefore, on the left side of (3.11), 
Bux(x, A) + P(x)u(x, A) + F(x)u(x, A) 
~ [A - r(x) ; g(x) 1 ip(x, A) [f ip-l(S, A)BF(s)u(s, A)ds + ( ~ ) ] 
+ F(x)u(x, A) + (r(X) 0 ) q,(x, A) [l X q,-1(S, A)BF(s)u(s, A)ds + ( 1 )] 
o g(x) 0 0 
( g(x)-r(x) 0) [ x ( 1 )] + 2 q,(x, A) 1 q,-1(S, A)BF(s)u(s, A)ds + o r(x)-g(x) 0 0 
2 
(
A - r(x)~g(x) + r(x) + g(x);r(x) 0 ) 
= u(x, A) 
o A - r(x)~g(x) + g(x) + r(x);g(x) 
+ F(x)u(x, A) 
= AU(X, A) + F(x)u(x, A), 
which is exactly the right side of (3.11). 
