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Abstract
In this paper, we consider a higher order difference equation of the form
xn+1 = f (xn, xn−k), n = 1,2,3, . . . ,
under some certain assumptions. We obtain that the length of its finite semicycle is less than or equal
to k. Moreover, we concluded that the equation is permanent under some special conditions. And a
sufficient condition for its global asymptotical stability is given. When these results are applied to
the difference equation
xn+1 = α + xn−k
xn
, n = 1,2,3, . . . ,
some sufficient and necessary conditions of global asymptotical stability of the equation are obtained.
We should state out that the main theorem in [J. Math. Anal. Appl. 233 (1999) 790–798] is included
in one of our results.
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Nonlinear difference equations of order greater than one are of paramount importance
in applications where the (n + 1)th generation of the system depends on the previous k
generations. Such equations also appear naturally as discrete analogues and as numeri-
cal solutions of differential and delay differential equations which model various diverse
phenomena in biology, ecology, physiology, physics, engineering and economics.
Some nonlinear difference equations, especially second order nonlinear difference equa-
tions have been considered by many authors, see [2,3,5–7] and references cited therein. In
these articles, the global attractivity, invariant interval, oscillation, permanence and some
other properties of the equations were investigated.
Amleh et al. [6] studied the characteristics of the difference equation of the form
xn+1 = α + xn−1
xn
. (1.1)
They confirmed Conjecture x.y.4 in [1] and obtained that the solutions of Eq. (1.1) with
positive initial conditions are globally asymptotically stable provided that α > 1. In the
present paper, we consider the more general equation
xn+1 = f (xn, xn−k), n = 0,1,2, . . . , (1.2)
where k ∈ {1,2,3, . . .} and f satisfies the following hypotheses:
(H1) f ∈ C[(0,+∞) × (0,+∞), (0,+∞)];
(H2) f (u, v) is decreasing in u and increasing in v;
(H3) Equation (1.2) has a unique positive equilibrium, denoted as x;
(H4) the function f (x¯, v)/v is nonincreasing in v.
One can easily check that under certain conditions, the models investigated in [2–4,6,9]
all satisfy (H1)–(H4). And as a special case of (1.2), we will discuss
xn+1 = α + xn−k
xn
, n = 0,1,2, . . . , (1.3)
where α is a positive constant. We conclude that if k is odd, then the solutions of Eq. (1.3)
is globally asymptotically stable if and only if α > 1. If k is even and α > 1 then it is
also globally asymptotically stable. We conclude that the locally asymptotical stability is
equivalent to the globally asymptotical stability of its equilibrium if α = 1 and k is odd. We
should point out that Eq. (1.1) is a special case of Eq. (1.3) (k = 1), and the main results in
[6] is included in our Theorem 3.1 in Section 3.
First we give some definitions which can be found in [8].
Definition 1.1. (a) A sequence {xn} is said to be oscillate about zero or simply oscillate if
the terms xn are neither eventually all positive nor eventually all negative. Otherwise the
sequence is called nonoscillatory. A sequence {xn} is called strictly oscillatory if for every
n0  0, there exist n1, n2 such that xn1xn2 < 0.
(b) A sequence {xn} is said to be oscillate about x¯ if the sequence {xn − x¯} oscillates.
The sequence is called strictly oscillatory about x¯ if the sequence {xn − x¯} is strictly oscil-
latory.
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. . . , xm}, all greater than or equal to x¯ , with l −k and m∞ and such that
either l = −k or l > −k and xl−1 < x¯,
and
either m = ∞ or m < ∞ and xm+1 < x¯.
A negative semicycle of {xn} consists of a “string” of terms {xl, xl+1, . . . , xm}, all less
than x¯ , with l −k and m∞ and such that
either l = −k or l > −k and xl−1  x¯,
and
either m = ∞ or m < ∞ and xm+1  x¯.
In order to state our main results, first we list some lemmas. We should point out
that if initial condition x−k, x−k+1, . . . , x0 ∈ (0,+∞) is given, then Eq. (1.2) has a
unique solution {xn}∞n=1 satisfying this initial condition. Clearly, for every initial condi-
tion x−k, x−k+1, . . . , x0 ∈ (0,+∞), the solution {xn}∞n=1 of Eq. (1.2) satisfies
xn > 0 for n 0.
Throughout the rest of this paper, we always consider Eq. (1.2) with positive initial
conditions. The following two lemmas are from [9].
Lemma 1.1. Assume that a, b ∈ R and k ∈ {1,2,3, . . .}, then
|a| + |b| < 1 (1.4)
is a sufficient condition for the asymptotic stability of the difference equation
xn+1 − axn + bxn−k = 0, n = 0,1,2, . . . . (1.5)
Suppose in addition that one of the following two hypotheses hold:
(a) k is odd and b < 0;
(b) k is even and ab < 0.
Then (1.4) is also a necessary condition for the asymptotic stability of Eq. (1.5).
Lemma 1.2. Consider the difference equation
yn+1 = f (yn, yn−k), n = 0,1,2, . . . , (1.6)
where k ∈ {1,2,3, . . .}. Let I = [a, b] be some interval of real numbers, assume that
f : [a, b]× [a, b]→ [a, b] is a continuous function satisfying (H2) and the following prop-
erty holds true:
If (m,M) ∈ [a, b] is a solution of the system{
m = f (M,m),
M = f (m,M),
then m = M .
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verges to y¯.
And it is easy to see that
Lemma 1.3. Assume that all of the following subsequences of {xn}∞n=1:
{x1, xk+2, x2k+3, . . .},
{x2, xk+3, x2k+4, . . .},
...
{xk+1, x2k+2, x3k+3, . . .}
converge to the same value A, then
lim
n→∞ xn = A.
The rest of this paper is organized as follows. In the next section, we give the main
theorems and their detailed proofs. As applications, we give several examples to illustrate
our main results in the last section.
2. Main results
Theorem 2.1. Assume that hypotheses (H1)–(H3) hold true and let {xn}∞n=1 be the solution
of Eq. (1.2). Suppose it has finite semicycles, then Eq. (1.2) has no infinite semicycles and
the length of its finite semicycle is less than or equal to k.
The proof of this theorem can be easily obtained by the following two lemmas.
Lemma 2.1. If the solution {xn}∞n=1 which satisfies hypotheses (H1)–(H3) of Eq. (1.2)
contains a finite semicycle, then its length is less than or equal to k.
Proof. Assume that {xi+1, xi+2, . . . , xi+l} is a positive semicycle of the solution {xn}∞n=1.
The case that {xi+1, xi+2, . . . , xi+l} is a negative semicycle of the solution {xn}∞n=1 is sim-
ilar and will be omitted. Note that xi < x¯ and xi+l+1 < x¯, suppose l > k, then xi+k+1  x¯.
However,
xi+k+1 = f (xi+k, xi) < f (x¯, xi) < f (x¯, x¯) = x¯.
This contradiction shows that the conclusion of the lemma is true. 
Lemma 2.2. If the solution {xn}∞n=1 satisfying hypotheses (H1)–(H3) of Eq. (1.2) contains
an infinite semicycle, then it is the first semicycle.
Proof. Without loss of generality, we suppose that the solution {xn}∞n=1 satisfying (H1)–
(H3) of Eq. (1.2) contains a positive infinite semicycle, that is, there exists a smallest
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N > −k. We claim that xN−1  x¯. Otherwise from xN+k−1  x¯ and xN+k  x¯, we have
xN+k = f (xN+k−1, xN−1) < f (x¯, x¯) = x¯. This contradiction along with the fact that N is
the smallest integer implies that N = −k. Thus the proof is complete. 
The following theorem provides a sufficient condition for Eq. (1.2) to converge to its
unique positive equilibrium x¯.
Theorem 2.2. Let hypotheses (H1)–(H4) hold true. The sequence {xn}∞n=1 is the solution
of Eq. (1.2) with positive initial conditions. For the following subsequences:
{x0,x1, xk+1, xk+2, x2k+2, x2k+3, . . .},
{x1, x2, xk+2,xk+3, x2k+3,x2k+4, . . .},
...
if eventually the upper or lower bound of one of them is x¯ , then
lim
n→∞ xn = x¯.
Proof. Suppose {x0, x1, xk+1, xk+2, x2k+2, x2k+3, . . .} has an upper bound x¯. The case
when {x0, x1, xk+1, xk+2, x2k+2, x2k+3, . . .} has a lower bound x¯ is similar and will be
omitted. By (H2), (H4) and
x2k+2  x¯,
we have
x2k+3 = f (x2k+2, xk+2) f (x¯, xk+2) xk+2. (2.1)
This shows that {x1, xk+2, x2k+3, . . .} and {x0, xk+1, x2k+2, . . .} are both convergent. Sup-
pose their limit values are A and B , respectively. Then A = f (B,A). Also in view of (2.1),
we have
A = f (x¯,A),
thus
f (B,A) = f (x¯,A).
From (H2), we have
B = x¯.
In addition, from
x2k+2 = f (x2k+1, xk+1),
we know that {xk, x2k+1, x3k+2, . . .} is also convergent.
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{x1, xk+2, x2k+3, . . .},
{x2, xk+3, x2k+4, . . .},
...
{xk+1, x2k+2, x3k+3, . . .}
are convergent. Also B = x¯ implies that all the above subsequences have the same limit
value, by Lemma 1.3, we reach the conclusion of Theorem 2.2. 
Corollary 2.1. If there exists a positive integer N such that
xn  x¯ for nN
or
xn < x¯ for nN,
then
lim
n→∞ xn = x¯.
Corollary 2.2. If there exists a positive integer N such that
xN < x¯, xN+1  x¯
or
xN  x¯, xN+1 < x¯,
then the solution {xn}∞n=1 satisfying (H1)–(H3) is strictly oscillatory about x¯.
Theorem 2.3. If the hypotheses (H1)–(H4) of Eq. (1.2) hold true, then the following state-
ments are true:
(1) if xn  x¯ and xn−k  x¯, then xn+1 < xn−k;
(2) if xn < x¯ and xn−k  x¯, then xn+1 > xn;
(3) if xn < x¯ and xn−k < x¯, then xn+1 > xn−k;
(4) if xn  x¯ and xn−k < x¯, then xn+1 < xn.
Proof. We need only to prove case (1), the other cases can be proved similarly.
From
xn+1 = f (xn, xn−k) < f (x¯, xn−k)
and
f (x¯, xn−k)  f (x¯, x¯ ) = 1,
xn−k x¯
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xn+1 < xn−k.
And the conclusion follows. 
In view of (H1), for convenience, we denote
β = inf
(u,v)∈(0,+∞)×(0,+∞)f (u, v).
Obviously, β  0. And Eq. (1.2) implies that
xn  β for all n > 0.
In the sequence, we assume that
(H5) f (β, x) has only one fixed point in the interval (β,+∞);
(H6) f (β, x)/x is nonincreasing in x in the interval (β,+∞).
Under the condition (H5), we denote g(β) as the unique root of the equation
f (β, x) = x in the interval (β,+∞).
Theorem 2.4. If (H1)–(H6) hold, then there exists a sufficiently large positive integer N
such that
h(β) xn  g(β) for nN,
where
h(β) = f (g(β),β).
Theorem 2.4 implies that Eq. (1.2) is permanent under assumptions (H1)–(H6). In order
to prove this theorem, we need to construct several lemmas.
Lemma 2.3. If (H1), (H2), (H5) hold and there exists a sufficiently large positive integer
N such that
xN  g(β), xN+1  g(β), . . . , xN+k  g(β),
then
xn  g(β) for all nN.
Proof. From the fact that
xN+k+1 = f (xN+k, xN) f (β, xN) f
(
β,g(β)
)= g(β).
Then step by step, we can get the conclusion. 
Lemma 2.4. If (H1), (H2), (H5) hold and there exists a positive integer N such that
xN  g(β),
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xN+(k+1)l+1  h(β), xN+(k+1)l  g(β), l = 0,1,2, . . . .
Proof. Since
xN+1 = f (xN,xN−k) f
(
g(β),β
)= h(β)
and
xN+k+1 = f (xN+k, xN) f
(
β,g(β)
)= g(β),
by mathematical induction, we obtain
xN+(k+1)l  g(β) for l = 0,1,2, . . . .
Lemma 2.5. If (H1)–(H5) hold, then
h(β) < x¯ < g(β).
Proof. If
g(β) x¯,
then from (H2) and (H4), we have
g(β) = f (β,g(β))> f (x¯, g(β)) g(β).
Which is a contradiction. This implies that
g(β) > x¯.
Also notice that
h(β) = f (g(β),β)< f (x¯, x¯) = x¯.
And the proof is complete. 
Lemma 2.6. If (H1)–(H5) hold, then the equation
f
(
h(β), x
)= x (2.2)
has at least one root in (0,+∞); furthermore, let q(β) be any solution of Eq. (2.2), then
x¯ < q(β) < g(β).
Proof. Firstly, we prove that Eq. (2.2) has at least one root in the interval (x¯, g(β)) ⊂
(0,+∞). Since
h(β) < x¯,
by (H2), we have
f
(
h(β), x¯
)− x¯ > f (x¯, x¯) − x¯ = 0,
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f
(
h(β), g(β)
)− g(β) < f (β,g(β))− g(β) = 0.
From the continuity of f, we can obtain that Eq. (2.2) has at least one root in the interval
(x¯, g(β)).
Secondly, we prove that Eq. (2.2) has no roots in the interval (0, x¯) and (g(β),+∞). If
x ∈ (0, x¯),
then
f
(
h(β), x
)− x > f (x¯, x) − x = x(f (x¯, x)
x
− 1
)
 x
(
f (x¯, x¯)
x¯
− 1
)
= 0.
This implies that Eq. (2.2) has no roots in the interval (0, x¯). On the other hand, by (H5),
we know that
f (β, x)− x = 0 (2.3)
has only one root g(β) in the interval (β,+∞). Thus,
f (β, x)− x = 0 for x ∈ (β,g(β))∪ (g(β),+∞).
Also, (H2) and (H3) imply that
f (β, x¯) − x¯ > f (x¯, x¯) − x¯ = 0.
In addition, by Lemma 2.5, we have
f (β, x)− x > 0 for x ∈ (β,g(β))
and
f (β, x)− x < 0 for x ∈ (g(β),+∞).
Hence if
x ∈ (g(β),+∞),
then
f
(
h(β), x
)− x < f (β,x)− x < 0.
This implies that Eq. (2.2) has no roots in the interval (g(β),+∞).
From the above analysis, we reach the conclusion of Lemma 2.6. 
Lemma 2.7. Under the assumptions (H1)–(H6), the sequence
yn+1 = f
(
h(β), yn
)
, y0  β,
satisfies
lim sup
n→∞
yn < g(β).
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suppose that yn > g(β) for every positive integer n, then by (H2) and (H6), we have
yn+1 = f
(
h(β), yn
)
< f (β,yn) = f (β, yn)
yn
· yn  f (β,g(β))
g(β)
· yn = yn.
This implies that {yn} is strictly decreasing. In addition, yn > g(β). Hence {yn} is diver-
gent, denote its limit value as I , then
I  g(β)
and
I = f (h(β), I). (2.4)
By Lemma 2.6 and (2.4), we have
I < g(β).
This is a contradiction. Hence there must exist a positive integer N such that yN  g(β).
Now we have
yN+1 = f
(
h(β), yN
)
< f
(
β,g(β)
)= g(β).
Then step by step, we know that
yn < g(β) for n > N.
Hence
lim sup
n→∞
yn < g(β). 
Lemma 2.8. Under the assumptions (H1)–(H6), the sequence
yn+1 = f (β, yn), y0  β,
satisfies
lim sup
n→∞
yn  g(β).
This lemma can be proved similarly as Lemma 2.7.
Proof of Theorem 2.4. We divide the proof into three cases.
(I) If there exists a positive integer N such that
xN  g(β), xN+1  g(β), . . . , xN+k  g(β),
then by Lemmas 2.3–2.5, we know that
h(β) xn  g(β) for nN + 1.
(II) If there exists a positive integer N such that
xn > g(β) for n > N,
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lim
n→∞ xn = x¯,
notice that Lemma 2.5 implies
h(β) < x¯ < g(β).
Then there exists a sufficiently large positive integer N1 such that
h(β) xn  g(β) for nN1.
(III) If there exists a positive integer N such that
xN > g(β), xN+1 < g(β),
then by Lemma 2.5, we have
xN+2+(k+1)l  h(β),
thus
xN+3+(k+1)l = f (xN+2+(k+1)l, xN+3+(k+1)(l−1)) f
(
h(β), xN+3+(k+1)(l−1)
)
.
Denote
yl = xN+3+(k+1)l,
then
yl  f
(
h(β), yl−1
)
.
Now we introduce a new sequence {zl} such that
zl = f
(
h(β), zl−1
)
.
By Lemma 2.7, we have
lim sup
m→∞
zl < g(β),
then by standard comparison theorem, we obtain
xN+3+(k+1)l = yl  g(β) for sufficiently large l.
By the same way, we can conclude that for sufficiently large positive integer N2,
xN+2i+1+(k+1)m  g(β) for mN2, i = 0,1,2, . . . ,
[
k
2
]
,
where [k/2] represents the largest integer no more than k/2.
Now we divide the rest proof into two cases according to whether k is even or odd.
If k is even, then k + 1 is odd. Therefore,
xN+2i+1+(k+1)m = xN+2i+1+k+1+(k+1)(m−1)  g(β) for sufficiently large m.
Notice that 2i + 1 + k + 1 is even, then by the same process as above, we have for suffi-
ciently large positive integer N3,
xN+2i+(k+1)m  g(β) for mN3, i = 0,1,2, . . . ,
[
k
]
.2
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xn  g(β) for nN4.
By Lemma 2.4, we know that
xn  h(β) for nN4 + 1.
Hence the conclusion is true when k is even.
Either if k is odd, since
xN+2+(k+1)l = f (xN+1+(k+1)l, xN+2+(k+1)(l−1)) f (β, xN+2+(k+1)(l−1)).
Denote
ul = xN+2+(k+1)l,
then
ul  f (β,ul−1).
Now we introduce a new sequence {vl} such that
vl = f (β, vl−1).
By Lemma 2.8, we have
lim sup
m→∞
vl  g(β),
then by standard comparison theorem, we obtain
xN+2+(k+1)l = ul  g(β) for sufficiently large l.
By the same way, we can conclude that for sufficiently large positive integer N5,
xN+2i+(k+1)m  g(β) for mN5, i = 0,1,2, . . . ,
[
k
2
]
+ 1.
Select N6 = max{N2,N5}, then by Lemma 2.3, we have
xn  g(β) for nN6.
By Lemma 2.4, we know that
xn  h(β) for nN6 + 1.
Hence the conclusion is also true when k is odd.
From (I)–(III), we complete the proof. 
Theorem 2.5. If (H1)–(H6) hold, and the system{
x = f (y, x),
y = f (x, y) (2.5)
has a unique solution (x, y), where x = y = x¯ in [h(β), g(β)] × [h(β), g(β)]. Then every
solution of Eq. (1.2) converges to x¯.
This can be easily proved by Theorem 2.4 and Lemma 1.2.
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In this section, we consider the (k+1)th order difference Eq. (1.3) with initial condition
x−k, x−k+1, . . . , x0, where x−k, x−k+1, . . . , x0 are positive real numbers. It is easy to see
that Eq. (1.3) satisfies (H1)–(H6). For convenience, we denote
f (u, v) = α + v
u
.
The linearized equation of Eq. (1.3) about the equilibrium x¯ = α + 1 is
yn+1 + 1
α + 1yn −
1
α + 1yn−k = 0, n = 0,1,2, . . . . (3.1)
Lemma 3.1. The following statements are true:
(a) The equilibrium point x¯ = α + 1 of Eq. (1.3) is locally asymptotically stable if α > 1.
(b) The equilibrium point x¯ = α + 1 of Eq. (1.3) is unstable if 0 < α < 1 and k is odd.
Proof. From Lemma 1.1 and (3.1), we know x¯ = α + 1 is locally asymptotically stable if
1
α + 1 +
1
α + 1 < 1,
which is equivalent to
α > 1.
Thus (a) is true.
Furthermore, since −1/(α + 1) < 0, and if k is odd, also from Lemma 1.1, we know
α > 1 is also a necessary condition for the local asymptotical stability of x¯. This shows
that (b) is also true. 
Theorem 3.1. If α > 1, then x¯ is a globally asymptotically stable equilibrium point of
Eq. (1.3).
Proof. It is easy to verify that (H1)–(H6) hold for Eq. (1.3). In addition,
β = inf
(u,v)∈(0,+∞)×(0,+∞)f (u, v) = α.
If we set
a = h(β) = α + α − 1
α
and b = g(β) = α
2
α − 1 ,
by Theorem 2.5, we need only to prove that f (u, v) ∈ C([a, b] × [a, b], [a, b]) and (2.5)
has a unique solution in [a, b] × [a, b]. From Theorem 2.4, we know that f (xn, xn−k) ∈
C([a, b] × [a, b], [a, b]) for sufficiently large n. In fact, (2.5) now becomes{
x = α + x
y
,
y = α + y . (3.2)
x
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x¯ = α + 1 provided that α > 1. This completes the proof. 
We should state out that when k = 1, Theorem 3.1 is an extension of Theorem 5.2 in
[6].
Theorem 3.2. If k is odd, then x¯ is a globally asymptotically stable equilibrium point of
Eq. (1.3) if and only if
α > 1.
Proof. From Lemma 3.1, we see that when k is odd, x¯ is a locally asymptotically sta-
ble equilibrium point of Eq. (1.3) if and only if α > 1, also in view of Theorem 3.1, we
complete the proof. 
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