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Recent experiments in adult mammalian tissues have found scaling relations of the voter model in the dy-
namics of the genetically labeled population of stem cells. Yet, the reason for this seemingly robust appearance
of the voter model remains unexplained. Here we show that the voter model kinetics is indeed a generic be-
havior that arises at macroscale in a linearly stable homeostatic tissue undergoing turnover. Starting from the
continuum model of a multicellular system, we show that the dynamics of the labeled cell population converges
to the voter model kinetics at large spatio-temporal scale of observation. We present a method to calculate the
length scale and time scale of coarse-graining that is required in obtaining the effective voter model dynamics,
and apply it to the growth factor competition model and the pairwise mechanical interaction model.
Introduction.— Early models of stochastic interacting par-
ticle systems were introduced to study cell population com-
petitions [1, 2] which led to general findings in nonequilib-
rium statistical physics including scaling relations and univer-
sal probability distributions in growing interfaces [3–6]. Sur-
face coarsening and growth dynamics in colony expansion and
neutral drift dynamics in cultured cells and bacteria have been
compared with statistical physics models [7–11]. In light of
the recent developments in genetic engineering and imaging
technologies, it is expected that more examples of model real-
izations will be discovered in real animal tissues, which will
not only be intriguing from the physics viewpoint but also can
be a useful paradigm for inferring parameters of cell kinetics
to detect malignant conditions in our body.
An interesting experimental system where features of
stochastic interacting particle systems have been observed is
the homeostatic tissue [12]. Adult cycling tissues are main-
tained through the dynamic balance of cell division, differen-
tiation, and loss, as have been proven in mammals [13, 14]
and flies [15]. Stem cells in tissues can be genetically labeled
by drug induced methods and traced over time to measure the
statistical properties of the labeled clone size, which is useful
in inferring the rule of dynamcis in homeostasis [12, 16]. The
seminiferous tubule [17, 18] and the intestinal crypt [19, 20],
two of the most classical examples in mammalian tissues that
undergo rapid turnover [21, 22] have shown the characteris-
tics of the one-dimensional voter model [17–20]. The skin
stem cells have also presented scaling results that are consis-
tent with the two-dimensional voter model [23, 24].
The voter model is a well-studied model of an interact-
ing stochastic process [25–27] which has been considered
to describe the generic coarsening dynamics without surface
tension [28]. The model predicts, for example, that the in-
terface undergoes coarsening with slow logarithmic decay
in a two-dimensional system, shown exactly for the lattice
model [29] and also in simulation studies using the contin-
uum model [30, 31]. The voter model scaling found in the
stem cell population of spermatogenesis [17, 18] is particu-
larly interesting since the cells are motile and sparsely dis-
tributed [32, 33], being far from the on-lattice setup of the
original voter model [25]. Appearance of voter model fea-
tures at large length and time scales have been observed in
numerical models [34, 35]. However, it is still unclear why
and under what conditions the voter model kinetics can ap-
pear in homeostatic tissues.
In this letter, we explain the experimental and numerical
observations by showing that the voter model kinetics is in-
deed a robust property of the genetically labeled population in
a homeostatic tissue. That is, the field of labeled cell popula-
tion denoted by ϕ(x) with the (d + 1)-dimensional space-time
coordinate x := (~x; t), follows:
∂
∂t
ϕ(x) = D˜∇2xϕ(x) +
√
λ˜ϕ(x)[1 − ϕ(x)] · ξ(x), (1)
under a well-defined coarse-graining, with the effective dif-
fusion constant D˜ and turnover rate λ˜, the spatio-temporal
white-Gaussian noise ξ(x) satisfying 〈ξ(x)ξ(x′)〉 = δ(x − x′)
with 〈·〉 representing the statistical average, and δ(x) :=
δd(~x)δ(t). The multiplicative noise adopts the Ito conven-
tion. Equation (1) exhibits key properties of the voter
model [30, 31, 36], and can be thought as the stochas-
tic Fisher-Kolmogorov-Petrovskii-Piskunov equation under
complete balance [37], as well as the compact directed per-
colation universality class at the critical point [38].
First we introduce a generic model of homeostatic cell den-
sity dynamics with a genetically labeled population. We then
show how Eq. (1) can be obtained by coarse-graining the sim-
plest model of linear density feedback, and consider how the
required length and time scale of coarse-graining is deter-
mined in general models of homeostasis. Using dynamical
renormalization group, we show that the voter model kinet-
ics is robust against details of the feedback dynamics such as
length scales of feedback and mechanical interactions. We
analyze two important examples, the growth factor compe-
tition model and the mechanical interaction model, in order
to see how the microscopic parameters of the chemical and
cell kinetics appear or become irrelevant at the macroscopic
level. The results presented in this letter show how a model
of nonequilibrium statistical physics emerges naturally under
the simple assumption of tissue homeostasis.
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2Generic setup.— We start by modeling tissue stem cells as
interacting particles labeled by j = 1, ...,N(t) following the
equations of motions in a d-dimensional space:
d
dt
~x j(t) = − ∂
∂~x j
U({~x}) + √2D~η j(t). (2)
Here, the potential term describes the pairwise mechanical
interactions between cells: U({~x}) := ∑N(t)j=1 ∑k< j u(~x j − ~xk),
where u(~x) describes the two-body interaction, and D is the
diffusion constant for a freely migrating cell. The compo-
nents of the noise term ηµj (t) are mutually independent white
Gaussian with the correlation 〈ηµj (t)ηνk(t′)〉 = δ j,kδµ,νδ(t − t′)
for µ, ν = 1, 2, ..., d. The number of cells N(t) changes over
time due to the stochastic birth-death process corresponding
to cell division and elimination by differentiation or death,
where SC → SC + SC with rate w+ and SC → ∅ with rate
w−. We assume that the birth-death rates depend on the po-
sition of the cell ~x j(t) through spatiotemporal fields ζ(x): the
j-th cell follows the rates w+/−j = w
+/−[ζ(~x j, t)]. The fields
ζ(x) = {ζi(x)} can include growth factor concentrations [33],
physical entities such as stress [39, 40], the density of stem
cells ρ(x) :=
∑N(t)
j=1 δ(~x− ~x j(t)) and the effects from other cells.
We neglect the ζ(x)-dependence of U and D for simplicity.
Starting from Eq. (2), the time evolution of the stem cell
density ρ(x) is obtained as [34, 41, 42]
∂
∂t
ρ(x) = D∇2xρ(x) + F[ζ(x)] + ξρ(x). (3)
The second term, F[ζ(x)] := ∆w[ζ(x)]ρ(x) + ~∇ · [ρ(x)(~∇u ∗
ρ)(x)], where ∆w[ζ(x)] := w+[ζ(x)] − w−[ζ(x)] and ∗ denotes
the convolution, arises from the birth-death kinetics and the
cell-to-cell interactions (FIG. 1). The noise term in Eq. (3)
satisfies 〈ξρ(x)ξρ(x′)〉 =
(
g[ζ(x)] + 2D~∇x · ~∇x′
)
ρ(x)δ(x − x′),
where g[ζ(x)] := w+[ζ(x)]+w−[ζ(x)] describes the fluctuation
of the birth-death process, and the second term corresponds to
the conserved noise coming from diffusion. The multiplica-
tive noises are defined with the Ito convention throughout this
letter. For convenience, we set ζ0(x) = ρ(x). The other com-
ponents ζ j(x) evolve, for example, according to the reaction-
diffusion equation:
∂
∂t
ζ j(x) = σ j∇2ζ j(x) + F j[ζ(x)] + (noise term), (4)
where σ j is the diffusion constant and F j is the reaction term
for the j-th field.
Now, to model a homeostatic tissue, we restrict the whole
dynamics so that there is a linearly stable steady-state solution
{ζ j,ss} = {ρss, ζ1,ss, ...} when neglecting the noise terms. Then,
we introduce a neutral genetic label to the subpopulation of
the stem cells (FIG. 1) by setting s j = 0 or 1, which is inher-
ited to the daughter cells at every cell division. The labeled
cell density ϕ(x) :=
∑N(t)
j=1 s jδ(~x − ~x j(t))/ρss obeys the follow-
ing equation [42]:
∂
∂t
ϕ(x) = D∇2ϕ(x) + Fϕ[ζ(x), ϕ(x)] + ξϕ(x), (5)
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FIG. 1. (Color online) Tissue homeostasis for example in the skin
and seminiferous tubule (spermatogenesis) is maintained while in-
dividual stem cells undergo rapid divisions and eliminations. Ge-
netic labels (green) can be introduced to the cell populations by drug
treatment or optogenetic methods to track the dynamics of their off-
springs. We show that the macroscopic kinetics of the labeled cell
population follows the voter model in the sense of Eq. (1).
where Fϕ[ζ(x), ϕ(x)] := {w+[ζ(x)] − w−[ζ(x)]}ϕ(x) + ~∇ ·
[ϕ(x)(~∇u ∗ ρ)]. Since the genetically labeled population is al-
ways a subset of the total population, ξϕ is correlated with ξµ:
〈ξϕ(x)ξϕ(x′)〉 = 〈ξϕ(x)ξµ(x′)〉
=
(
g[ζ(x)] + 2D~∇x · ~∇x′
)
ϕ(x)δ(x − x′)/ρss.(6)
Assuming that the fluctuation around the steady-state is
small, we can linearize Eq. (3) by introducing (x) = { j(x)} =
{µ(x), 1(x), ...} = {[ρ(x)− ρss]/ρss, [ζ1(x)− ζ1,ss]/ζ1,ss, ...}. The
time evolution of the cell density is now rewritten as
∂
∂t
µ(x) = D∇2xµ(x) + f [(x)] + ξµ(x). (7)
Here, f [(x)] :=
∑
j≥0 δ∆w[ζ]/δζ j|ζ=ζss j(x) + I2(x) with
I2(x) :=
∫
d~y[∇2xu(~x − ~y, t)]µ(~y, t), and the noise term ξµ sat-
isfies 〈ξµ(x)ξµ(x′)〉 = (λ + 2D~∇x · ~∇x′ )δ(x − x′)/ρss where
λ := g[ζss] is the typical rate of the turnover. We assume
that in this regime the dynamics of ζ(x) also reduces to a lin-
ear equation for (x) [42]. The time evolution of ϕ(x) is now
rewritten as
∂
∂t
ϕ(x) = D∇2xϕ(x) + fϕ[(x), ϕ(x)] + ξϕ(x). (8)
with fϕ[(x), ϕ(x)] = f [(x)]ϕ(x) + ~I1(x) · ~∇ϕ(x) and ~I1(x) :=∫
d~y[~∇xu(~x − ~y, t)]µ(~y, t). Let us also define ηϕ(x) :=
fϕ[(x), ϕ(x)] + ξϕ(x).
3Density feedback model.— To see how the voter model dy-
namics [Eq. (1)] arises from Eq. (8), we first study the sim-
plest case by setting u(~x) = 0 and neglecting the effect of
ζ j(x) for j ≥ 1 by setting f [(x)] = −rµ(x) with r > 0. In this
model, the rates of the division and elimination of the cells
are controlled by a linear feedback from the local cell den-
sity, i.e., the division rate is higher (lower) than the elimina-
tion rate when local density is low (high). By solving Eq. (7),
we obtain 〈µ(x)µ(x′)〉 = (λ + 2D~∇x · ~∇x′ )M(x − x′)/ρssr2 and
〈µ(x)ξϕ(x′)〉 = (λ + 2D~∇x · ~∇x′ )ϕ(x′)N(x − x′)/ρssr, where M
and N in Fourier space can be written as Mˆ(~k;ω) = r2/[ω2 +
(Dk2 + r)2] and Nˆ(~k;ω) = r/[−iω+ Dk2 + r] with the conven-
tion ψˆ(~k;ω) = ψˆ(k) =
∫
dd~x
∫
dtψ(x)e−i
(
~k·~x−ωt
)
. We introduce
∆(x) := N(x) + N(−x) − M(x) and its Fourier tranform ∆ˆ(k).
We rewrite Eq. (8) by introducing non-dimensional vari-
ables ~X = ~x/L and s = t/τ, with L and τ being the arbi-
trarily chosen units in length and time, respectively. Using
X := (~X, s), we have
∂
∂s
ϕ(X) = D˜∇2Xϕ(X) + η˜ϕ(X), (9)
with
〈η˜ϕ(X)η˜ϕ(X′)〉 = (λ˜ + 2D˜~∇X · ~∇X′ )ϕ(X)[δ(X − X′)
−ϕ(X′)∆˜L,τ(X − X′)], (10)
where D˜ = Dτ/ρ˜ssL2, λ˜ = λτ/ρ˜ss with ρ˜ss := ρssLd , and
∆˜L,τ(X) is the inverse Fourier transform of ∆ˆ(~kL;ωτ). Figure
2 plots ∆(x) in the case of d = 1, D = r = 1 [42]. Note that
higher order cumulants of η˜ϕ are all zero since they can be
rewritten in terms of the higher order cumulants of the white
Gaussian noise terms.
In the limit of L  LD :=
√
D/λ and τ  1/r, we find that
∆˜L,τ(X) converges to δ(X) [42]. In this limit, it also follows
that D˜/λ˜→ 0. Therefore, we obtain
〈η˜ϕ(X)η˜ϕ(X′)〉 ' λ˜ϕ(X)[1 − ϕ(X)]δ(X − X′). (11)
Combining with Eq. (9), we find that the dynamics of the den-
sity of the labeled fraction effectively follows the voter model
[Eq. (1)] when observing the system at a larger length scale
than LD and a longer time scale than 1/r.
Length and time scale of dynamics.— In the previous den-
sity feedback model, the dynamics of µ(x) had a finite time
scale of 1/r whereas ϕ(x) had no such scale since −r〈µ(x)〉 =
0. Thus, upon coarse-graining, the relatively fast dynamics of
µ(x) effectively turned into a Gaussian white noise that acts on
the slow kinetics of ϕ(x).
Here we see that the basic picture is the same for any lin-
early stable dynamics described by Eqs. (7,8). For simplicity,
we here neglect u(~x) and discuss its effect in the later exam-
ple. First, by solving the linear equations, we generally obtain
µˆ(k) =
∑
j≥0 ξˆ j(k)/Λ j(k), where ξ j is the noise terms affecting
the dynamics of the j-th field. Due to the linear stability con-
dition (i.e., no neutral clustering [34, 43]), the factors Λ j(k)
converge to non-zero constants, a j, in the limit of small k and
ω. We can then introduce the characteristic length scale Lµ
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FIG. 2. (Color online) Space and time dependence of ∆(x) which
represents the contribution of the feedback term in the noise correla-
tion [Eq. (10)], with D = r = 1. The range of correlation is finite,
meaning that ∆(x) ∼ 0 for |x|  √D/r and |t|  1/r, indicating that
∆(x) effectively becomes a delta function in a large enough spatio-
temporal scale.
and time scale τµ so that for all j, Λ j(~k, ω) ' a j is satisfied for
k  1/Lµ and ω  1/τµ.
From Eq. (7), fˆ (~k, ω) = (−iω+Dk2)µˆ(~k, ω)−ξˆµ(~k, ω). Using
Lµ and τµ, we have fˆ (~k, ω) ' −ξˆµ(~k, ω) in the limit of k 
1/Lµ and ω  1/τµ. This means that, when adopting the new
scales ~X = ~x/L and s = t/τ with L  Lµ and τ  τµ, we
obtain
η˜ϕ(X) ' −ϕ(X)ξµ(X) + ξϕ(X). (12)
From Eq. (12) and further assuming L  L0 := max{LD, Lµ},
we can show Eq. (11).
The key property of the voter model kinetics is that the fluc-
tuation is localized at the boundary, and there is no fluctuation
in the bulk. Noticing that ξϕ corresponds to the bulk fluc-
tuation in the genetically labeled population, we find that the
emergence of the voter model kinetics at large spatio-temporal
scale owes to the suppression of the bulk noise by the feedback
effect, which is the first term in Eq. (12).
The voter model kinetics is a robust feature of our generic
model of our interest [Eqs. (7,8)] also in the sense of univer-
sality and renormalization. Firstly, the critical exponents of
the voter model [Eq. (1)] can be calculated using the symme-
try upon transformation ϕ(x) → 1 − ϕ(x) [42, 44]. For ex-
ample, the exponent of the survival probability Psurv ∼ t−δ is
given by δ = d/2 for d ≤ 2 (apart from the logarithmic correc-
tion for d = 2), and δ = 1 for d > 2. This can be explained by
the fact that the nontrivial fixed point in the renormalization
flow, corresponding to the voter model, is infrared stable be-
low the critical dimension dc = 2. The gradient terms and the
finite range correlation terms in Eqs. (9, 10), can be shown to
be irrelevant by employing the one-loop calculation and the -
expansion [45]. Therefore, for d ≤ 2, the flow of renormaliza-
tion takes the system to the voter model fixed point, whereas
for d > 2, the same fixed point becomes unstable and the
model essentially follows the mean-field dynamics described
by the non-interacting critical birth-death kinetics [42].
4Open niche competition model— From the previous analy-
sis, we found not only that the voter model kinetics is a uni-
versal feature of homeostatic tissues, but also that the length
and time scale of coarse-graining required to observe the voter
model kinetics can be vastly different across tissues. Here we
will see how length scales other than LD can be involved in the
feedback process by considering a minimal example where
the external field plays a non-trivial role.
For the homeostasis of the seminiferous tubule, where the
stem cells are motile and sparsely distributed along the surface
of the tubule, it was recently reported that the abundance and
exhaustion of an externally supplied growth factor promotes
division and differentiation of stem cells, respectively [33].
Assuming that the supply of the growth factor is constant and
its decay depends on the uptake by the stem cells, there is
an indirect feedback loop that stabilizes the stem cell density.
In the linearized dynamics [35], the stem cell density follows
Eq. (7) with f = rχ(x), where χ(x) is the linearized and nor-
malized field of the growth factor, and r > 0 is the coefficient
that describes the promotion of stem cell division due to the
growth factor. The growth factor field evolves according to
∂
∂t
χ(x) = −βχ(x) − κµ(x) + σ∇2χ(x), (13)
where β > 0 describes the natural decay, κ > 0 represents the
uptake rate by the stem cells, and σ is the diffusion constant
of this growth factor. Under this condition, the dynamics is
linearly stable, although clustering can still occur within the
small fluctuation of the fields [34, 35].
From Eqs. (7,13), we obtain µˆ(~k, ω) = ξˆµ(~k, ω)/Λµ(~k, ω),
where
Λµ(~k, ω) = α
[
1
1 − iω/β + σk2/β − i
ω
α
+
Dk2
α
]
. (14)
with α := rκ/β. The length scale and time scale in this system
beyond which the voter model scaling should appear, are then
given by
L0 = max
{ √
D/α,
√
σ/β, LD
}
(15)
and τµ = max {1/α, 1/β}.
Equation (15) indicates that L0 can be larger than LD, for
instance, when the diffusion of the growth factor is fast or the
effective feedback time scale 1/α is large. In the case of the
seminiferous tubule [33], it is likely that the growth factor dif-
fusion, represented by σ, is negligible since they are immobi-
lized on the basement membrane. According to the fit in [33],
λ is of the same order or larger than α and β, meaning that
the largest relevant length scale is
√
D/α, which is the typical
length a cell travels within the time scale of the feedback.
Pairwise interaction model.— We consider the case where
the cells are interacting with each other through a pairwise
isotropic potential u(~x) [34, 41]. A typical choice is the repul-
sive potential to describe volume exclusion with a length scale
Lc corresponding to the cell size and τc representing the typi-
cal time it takes for newborn sibling cells to relax to their po-
sitions. Assuming additional density feedback with the time
scale 1/r, the linearized equations are obtained as
∂
∂t
ϕ(x) = D∇2xϕ(x) − rµ(x)ϕ(x)
+~I1(x) · ~∇xϕ(x) + I2(x)ϕ(x) + ξϕ(x). (16)
∂
∂t
µ(x) = D∇2xµ(x) − rµ(x) + I2(x) + ξµ(x) (17)
where the non-local effects due to cell-to-cell interactions are
contained in ~I1(x) and I2(x).
The only difference from the previous examples is that
there is an additional term that depends on ~∇xϕ in Eq. (16).
First, from Eq. (17), we obtain Λµ(k) = r[1 − iω/r +
Dk2/r − uˆ2(k)/r], where uˆ2(k) is the Fourier transform of
∇2xu(~x). Now, the Fourier transform of ~I1(x) can be writ-
ten as ~I1(k) = ~ˆu1(k)ξˆµ(k)/Λµ(k), with ~u1(k) being the
Fourier transform of ~∇xu(~x). We can then define Lµ :=
max{ √D/r, Lc/rτc, Lc/√rτc} and τµ = 1/r so that Λµ(~k, ω) '
r and ~I1(k) ' 0 for k  1/Lµ and ω  1/τµ. There-
fore, the characteristic length scale in the whole dynamics is
L0 = max{
√
D/r, Lc/rτp, Lc/
√
rτc, LD}.
We note that the scales of the mechanical interactions, Lc
and τc, do not directly determine the scale of the fluctuation
of µ. In fact, for L0 to be finite, r cannot be zero, which is the
condition of linear stability. For a simple critical birth-death
process (r = 0), largely interspaced cell clusters will grow at
t → ∞, even if pairwise repulsive interactions between the
cells are working against the clustering. As we saw in the
open niche competition model, it is likely that the mechanism
of stability is encoded directly or indirectly in the dynamics of
the cell density in real tissues, effectively creating some time
scale of feedback.
Discussion and conclusion.— Here we have shown that the
genetically labeled population in a linearly stable cell den-
sity dynamics generally undergoes voter model kinetics in
the coarse-grained spatio-temporal scale. The suppression of
the bulk fluctuation, which is the main character of the voter
model, is achieved as a consequence of the feedback dynam-
ics that stabilizes the homeostatic tissue, explaining how the
voter model features appeared in the spermatogenic stem cell
experiments [17, 18].
We saw how the length and time scale of coarse-graining re-
quired to observe the voter model depend on the nature of the
feedback in the tissue. This means that a multi-scale measure-
ment of the genetically labeled population can be used to infer
the relevant feedback scales. Indeed, in the analysis of the live
images of epidermal stem cells [46], the fluctuation of the net
cell imbalance was measured at various length and time scales
in order to find that the feedback governing skin homeostasis
is extremely short-ranged [24]. For fixed tissue experiments,
it is also possible to measure the multi-scale statistical prop-
erties of genetically labeled populations, as have been demon-
strated in the clonal labeling experiments [17, 19, 20, 23].
Our method bridges the gap between the statistical measure-
ments provided in these examples to the microscopic parame-
ters such as the mobility of the cells, the rate of growth factor
5uptake by the cells, and the mechanical properties.
Observing the coarsening of interfaces in real tissues will
require larger scales both in space and time, which may be
possible for example by analyzing somatic mutations in tis-
sues [47, 48]. The method we used to derive the effective ki-
netics of the labeled cell population can be extended to cases
where there is heterogeneity in the population, for instance to
model the initiation of cancer. It is left for future work to ana-
lytically study the cases of wound healing and the taking over
of malignant cells to find the general theory of cell population
competitions in a multicellular system.
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DERIVATION OF CONTINUUM EQUATIONS
We here derive the continuum evolution equation for the cell density [Eqs. (3,5,6) in the main text] from a general microscopic
model combining the equations of motion [Eq. (2)] and the stochastic cell division/differentiation kinetics
SC→SC + SC with rate w+, (S1)
SC→ ∅ with rate w−. (S2)
Following the method presented by Dean [S1], the density of the j-th particle ρ j(~x, t) := δd[~x j(t) − ~x] follows the equation of
motion with (d + 1)-dimensional space-time coordinate x = (~x, t):
∂
∂t
ρ j(x) = D∇2ρ j(x) + ~∇ ·
[
ρ j(x)
(
~∇u ∗ ρ
)]
− ~∇ ·
√
2Dρ j(x) · ~η j(t) + B j[{ρ j}, ζ], (S3)
where the multiplicative noise is defined with the Ito convention, and the convolution term is defined as
(~∇u ∗ ρ)(x) :=
∫
d~yρ(~y, t)∇xu(~x − ~y). (S4)
From the birth/death kinetics, we have the additional terms
B j[{ρ j}, ζ] := {w+[ζ(x)] − w−[ζ(x)]} ρ j(x) + √{w+[ζ(x)] + w−[ζ(x)]} ρ j(x) · b j(x), (S5)
where the noise term b j(x) is also white Gaussian with the correlation 〈b j(x)bk(x′)〉 = δ j,kδ(x − x′), and ζ(x) = {ζi(x)} are the
fields which evolve according Eq. (4), for example. Defining the total density ρ(x) :=
∑N(t)
j=1 ρ j(x), we obtain
∂
∂t
ρ(x) = D∇2ρ(x) + F[ζ(x)] + ξρ(x), (S6)
where the feedback term is defined as
F[ζ(x)] =
{
w+[ζ(x)] − w−[ζ(x)]} ρ(x) + ~∇ · [ρ(x) (~∇u ∗ ρ) (x)] . (S7)
The noise term is given by
ξρ(x) :=
N(t)∑
j=1
[√
g[ζ(x)]ρ j(x) · b j(~x; t) − ~∇ ·
√
2Dρ j(x) · ~η j(t)
]
, (S8)
which has the correlation
〈ξρ(x)ξρ(x′)〉 =
N(t)∑
j,k=1
{
g[ζ(x)]ρ j(x)δ j,kδ(x − x′) + 2D~∇x · ~∇x′ρ j(x)δ j,kδ(x − x′)
}
=
{
g[ζ(x)] + 2D~∇x · ~∇x′
}
ρ(x)δ(x − x′), (S9)
where g[ζ] := w+[ζ] + w−[ζ].
We next introduce a genetic label to each cell, s j = 0 or 1, which is inherited to the daughter cells at every cell division. We
assume that the kinetics of the cells does not depend on s j. The labeled cell density ϕ(x) :=
∑N(t)
j=1 s jρ j(x)/ρss obeys the following
equation of motion:
∂
∂t
ϕ(x) = D∇2ϕ(x) + {w+[ζ(x)] − w−[ζ(x)]}ϕ(x) + ~∇ · [ϕ(x) (~∇u ∗ ρ)] + ξϕ(x). (S10)
We defined the noise term as
ξϕ(x) :=
1
ρss
N(t)∑
j=1
s j
[√
{w+[ζ(x)] + w−[ζ(x)]} ρ j(x)b j(~x; t) − ~∇ ·
√
2Dρ j(x)~η j(t)
]
, (S11)
2with the correlations
〈ξϕ(x)ξϕ(x′)〉 = 1
ρ2ss
N(t)∑
j,k=1
s jsk
{
g[ζ(x)]ρ j(x)δ j,kδ(x − x′) + 2D~∇x · ~∇x′ρ j(x)δ j,kδ(x − x′)
}
=
1
ρss
{
g[ζ(x)] + 2D~∇x · ~∇x′
}
ϕ(x)δ(x − x′), (S12)
〈ξρ(x)ξϕ(x′)〉 = 1
ρ2ss
N(t)∑
j,k=1
s j
{
g[ζ(x)]ρ j(x)δ j,kδ(x − x′) + 2D~∇x · ~∇x′ρ j(x)δ j,kδ(x − x′)
}
=
{
g[ζ(x)] + 2D~∇x · ~∇x′
}
ϕ(x)δ(x − x′). (S13)
Note that the cross-correlation does not vanish, since the labeled population is always a subset of the total population.
LINEARIZATION
We are interested in the homeostatic tissue, meaning that Eqs. (4, S6), without the noise terms, should have a stable steady-
state solution, ζ j(x) = ζ j,ss. To see the condition for stability, we derive the linearized equations by introducing 0(x) = µ(x) =
(ρ(x) − ρss)/ρss and  j(x) = (ζ j(x) − ζ j,ss)/ζ j,ss ( j = 1, 2, ...):
∂
∂t
 j(x) = σ j∇2 j(x) +
∑
k
f jll(x) + ξ j(t), (S14)
where f jl = ∂F j[ζ(x)]/∂ζl|ζ=ζss with F0[ζ(x)] = F[ζ(x)] and σ0 = D. Note that∑
j
f0 j j(x) =
∑
j
δ
δζ j
{
w+[ζ(x)] − w−[ζ(x)]}∣∣∣∣∣∣
ζ=ζss
 j(x) + (∇2xu ∗ µ)(x). (S15)
Neglecting the noise terms in Eq. (S14) and considering the Fourier transform (~x → ~k), the linear stability condition is that the
Jacobi matrix defined by J jl(~k) := −k2σiδ jl + f jl(~k) is a stable matrix, i.e., the real parts of its eigenvalues are all negative. The ~k
dependence in f jl(~k) is due to the pairwise mechanical interactions.
With the noise terms, the linearized equations are solved in the Fourier space [x→ k := (~k, ω)] as
ˆ j(k) =
∑
l
R jl(k)ξˆl(k), (S16)
where the response functions are given by
R−1jl (k) := (−iω + σ jk2)δi j − f jl(~k). (S17)
Using this solution, we obtain
fˆ j(k) :=
∑
l
f jl(~k)ˆl(k) =
∑
lm
f jl(~k)Rlm(k)ξˆm(k) =
∑
m
R fjm(k)ξˆm(k). (S18)
Here, the length and time scales can be discussed using R fjm(k) :=
∑
l f jl(~k)Rlm(k) as follows:[
R f
]−1
jl
=
∑
m
[
(−iω + σ jk2)δ jm − f jm(~k)
]
f −1ml (~k) = (−iω + σ jk2) f −1jl (~k) − δ jl ' −δ jl. (S19)
That is, for sufficiently small k, we can make ω| f −1jl (~k)|  1, and k
√
σ j| f −1jl (~k)|  1. In particular, since we are interested in the
dynamics of stem cell density ( j = 0), we obtain
fˆ0(k) =
∑
m
R f0m(k)ξˆm(k) ' −ξˆ0(k). (S20)
3DERIVATION OF NOISE CORRELATION FOR THE LINEAR DENSITY FEEDBACKMODEL
In order to show the voter model dynamics in the long length and time scale, we here consider the simplest case of the linear
density feedback model by setting F[ζ(x)] = r[ρss − ρ(x)]ρ(x) with r > 0, and omit the two-body potential term and the effect of
ζ j(x) for j ≥ 1. The linearized equations are given by
∂
∂t
µ(x) = D∇2µ(x) − rµ(x) + ξµ(x), (S21)
∂
∂t
ϕ(x) = D∇2ϕ(x) − rµ(x)ϕ(x) + ξϕ(x), (S22)
where the noise term ξµ(x) := ξρ(x)/ρss has the following correlations up to the leading order:
〈ξµ(x)ξµ(x′)〉 = 1
ρss
(λ + 2D~∇x · ~∇x′ )δ(x − x′), (S23)
〈ξµ(x)ξϕ(x′)〉 = 1
ρss
(λ + 2D~∇x · ~∇x′ )ϕ(x)δ(x − x′) (S24)
with λ := g[ρss].
The fluctuation of the total stem cell density will behave like a white Gaussian noise, if we see the equation of motion for the
clonal population density ϕ(x) at a sufficiently long length and time scale. Defining the effective noise η(x) := −rµ(x)ϕ(x)+ξϕ(x),
its correlation is given by
〈η(x)η(x′)〉 = 〈ξϕ(x)ξϕ(x′)〉 + r2ϕ(x)ϕ(x′)〈µ(x)µ(x′)〉 − rϕ(x)〈µ(x)ξϕ(x′)〉 − rϕ(x′)〈ξϕ(x)µ(x′)〉. (S25)
By solving the linearized equation of motion [Eq. (S21)] in the Fourier space, the density fluctuation is given by
µˆ(k) =
1
−iω + Dk2 + r ξˆ(k), (S26)
with the convention µˆ(k) =
∫
dd~x
∫
dtµ(x)e−i(~k·~x−ωt). The noise correlations in the Fourier space are given by
〈ξˆµ(k)ξˆµ(k′)〉 = 1
ρss
(λ + 2Dk2)(2pi)d+1δ(k + k′), (S27)
〈ξˆµ(k)ξˆϕ(k′)〉 = 1
ρss
(λ − 2D~k · ~k′)ϕ(k + k′). (S28)
From Eqs. (S26, S27, S28), we calculate the correlations as follows
〈µ(x)µ(x′)〉 =
∫
k
∫
k′
〈ξµ(k)ξµ(k′)〉
(−iω + Dk2 + r)(−iω′ + Dk′2 + r)e
i(~k·~x−ωt)+i(~k′·~x′−ω′t′)
=
∫
k
(λ + Dk2)/ρss
ω2 + (Dk2 + r)2
ei~k·(~x−~x
′)−iω(t−t′) =
∫
dd~k
(2pi)d
(λ + 2Dk2)/ρss
2(Dk2 + r)
ei~k·~x−(Dk
2+r)|t|
=
1
ρss
(λ + 2D~∇x · ~∇x′ ) 1r2 M(x − x
′), (S29)
〈µ(x)ξϕ(x′)〉 =
∫
k
∫
k′
〈ξµ(k)ξϕ(k′)〉
−iω + Dk2 + r e
i(~k·~x−ωt)+i(~k′·~x′−ω′t′) =
∫
k
∫
k′
(λ − 2D~k · ~k′)/ρss
−iω2 + Dk2 + r ϕˆ(kˆ + kˆ
′)ei(~k·~x−ωt)+i(~k
′·~x′−ω′t′)
=
1
ρss
(λ + 2D~∇x · ~∇x′ )1r N(x − x
′)ϕ(x′), (S30)
with the notation
∫
k := (2pi)
−(d+1) ∫ dd~k ∫ dω. The functions M(x) and N(x) are given by
M(x) =
r
2
e−r|t|
∫
dd~y
(
1
4piD|t|
)d/2
exp
[
− (~x − ~y)
2
4D|t|
]
(2pi)−d/2|~y|− d−22 K d−2
2
( √
r/D|~y|
)
, (S31)
N(x) = Θ(t)re−rt
(
1
4piDt
)d/2
exp
(
− |~x|
2
4Dt
)
. (S32)
where Kν(z) is the ν-th order modified Bessel function of the first kind, and Θ(t) is the step function.
4Taken together, the labeled population density follows
∂
∂t
ϕ(x) = D∇2ϕ(x) + η(x) (S33)
with the noise correlation given by
〈η(x)η(x′)〉 = 1
ρss
(λ + 2D~∇x · ~∇x′ )ϕ(x) [δ(x − x′) − ϕ(x′)∆(x − x′)] . (S34)
where ∆(x− x′) = N(x− x′) + N(x′ − x)−M(x− x′) is a normalized function, ∫ dx∆(x) = 1. If this correlation is approximately
regarded as the delta function in a sufficiently long length and time scale, the dynamics will be governed by the voter model.
In order to see how this works in the current example, we consider the long length and time scale dynamics by adopting the
non-dimensionalization: ~X = x/L, s = t/τ, and X := (~X, s). Then, Eq. (S33) becomes
∂
∂s
ϕ(X) = D˜∇2Xϕ(X) + η˜(X), (S35)
where D˜ := Dτ/ρ˜ssL2 using ρ˜ss := Ldρss, and
〈η˜(X)η˜(X′)〉 = (λ˜ + 2D˜~∇X · ~∇X′ )ϕ(X)
[
δ(X − X′) − ϕ(X′)∆˜(X − X′)
]
(S36)
with λ˜ := λτ/ρ˜ss. To see how ∆(x − x′) is transformed upon non-dimensionalization, we turn to the Fourier space, and obtain
∆ˆ(k) = 2Re[Nˆ(k)] − Mˆ(k) = 1 + 2Dk
2/r
ω2/r2 + (Dk2/r + 1)2
=
1 + 2DrL2 |~K|2
Ω2
(rτ)2 +
(
D
rL2 |~K|2 + 1
)2 = ˆ˜∆(K), (S37)
where K := (~K,Ω) = (~kL, ωτ). By taking the length and time scales as L  √D/r and τ  1/r, we obtain ˆ˜∆(K) ' 1
for K = O(1), meaning that its inverse Fourier transform ∆˜(X − X′) converges to the delta function from the viewpoint of
X − X′ ' O(1). Further noting that the gradient term in Eq. (S36) is negligible since D˜/λ˜ = D/λL2  1 in this scale, Eq. (S36)
becomes
〈η(X)η(X′)〉 = λ˜
ρ˜ss
ϕ(X)[1 − ϕ(x)]δ(X − X′). (S38)
Specifically, for d = 1, we obtain the following expression
∆(x, t) =
1
Lµτµ
 1√4pi|t|/τµ exp
−
(
x/Lµ
)2
4|t|/τµ −
|t|
τµ
 − 18 exp
(
− x
Lµ
) 2 − erfc  x/Lµ − 2|t|/τµ2 √|t|/τµ
 + exp (2xLµ
)
erfc
 x/Lµ + 2|t|/τµ2 √|t|/τµ

 ,
(S39)
where Lµ :=
√
D/r, τµ := 1/r. We can directly check that ∆(x, t) ' 0 at (x, t) satsiflying |x|  Lµ and |t|  τµ, as plotted in
FIG. 2 of the main text.
OPEN NICHE COMPETITION MODEL
We consider the open niche competition model, where the fate decisions of stem cells are controlled by growth factors supplied
from somatic cells in the external niche. Following the model presented in [S2], we assume that the uptake of the molecule into
stem cells promotes self-renewal and prevents differentiation. The molecules are supplied from outside of the system, decay
spontaneously, consumed by stem cells, and can diffuse. Starting from Eqs. (4, 5) in [S2], expansion around the homeostatic
steady state leads to the linearized equations:
∂
∂t
µ(x) = D∇2µ(x) + rχ(x) + ξµ(x), (S40)
∂
∂t
χ(x) = σ∇2χ(x) − βχ(x) − κµ(x), (S41)
where χ(x) and µ(x) are the normalized concentration of fate determinant molecule and cell density, and the noise correlations
are given by 〈
ξµ(x)ξµ(x′)
〉
=
1
ρ∗
(
λ + 2D~∇x · ~∇x′
)
δ(x − x′). (S42)
5By solving Eqs. (S40, S41) in the Fourier space, we obtain the response functions as
R f (k) =
−1
1 + α−1(−iω + Dk2) [1 + β−1(−iω + σk2)]
[
1 κ−1(−iω + σk2)
r−1(−iω + Dk2) 1 + α−1(−iω + Dk2)
]
. (S43)
with α := rκ/β. Therefore, we obtain
fˆ0(k) = rχˆ(k) = R f00(k)ξˆµ(k) =
−1
1 + α−1(−iω + Dk2) [1 + β−1(−iω + σk2)] ξˆµ(k), (S44)
where the noise correlation is given by 〈
ξˆµ(k)ξˆµ(k′)
〉
=
1
ρ∗
(
λ + 2Dk2
)
(2pi)d+1δ(k + k′). (S45)
The labeled clonal population ϕ(x) follows the linearized equation
∂
∂t
ϕ(x) = D∇2ϕ(x) + rχ(x)ϕ(x) + ξϕ(x), (S46)
where
〈ξµ(x)ξϕ(x′)〉 = 〈ξϕ(x)ξϕ(x′)〉 = 1
ρ∗
(λ + 2D~∇x · ~∇x′ )ϕ(x)δ(x − x′). (S47)
Using Eqs. (S44, S45, S47), we can follow the same analysis as above, which yields
Mˆ(k) =
∣∣∣∣∣ rκ(−iω + σk2 + β)(−iω + Dk2) + rκ
∣∣∣∣∣2 , (S48)
Nˆ(k) =
rκ
(−iω + σk2 + β)(−iω + Dk2) + rκ , (S49)
and therefore,
∆ˆ(kˆ) = 2Re[Nˆ(k)] − Mˆ(k) = 1 − 2ω
2/αβ + 2(1 + σk2/β)Dk2/α∣∣∣1 + (1 − iω/β + σk2/β)(−iω/α + Dk2/α)∣∣∣2 . (S50)
Equation (S50) includes two different sets of length and time scales: the scale of the dynamics of the molecules
(
1/β,
√
σ/β
)
,
and cells
(
1/α,
√
D/α
)
. In non-dimensionalized coordinates, K = (~K,Ω) = (~kL, ωτ), by setting L  √D/α, √σ/β and
τ  1/α, 1/β, we obtain ˆ˜∆(K) ' 1 which means that the clonal labeled population effectively follows the voter model dynamics
[Eqs. (S35, S38)].
RENORMALIZATION GROUP ANALYSIS
We here perform the dynamical renormalization group analysis to show that Eqs. (S35, S36) at long length and time scales
describe the universal behavior of the voter model. To this end, we turn to the field-theoretic description of the dynamics,
following the Martin-Siggia-Rose-Janssen-de Dominicis formalism [S4–S7]. First we define the probability density of ϕ(x) as
P[ϕ] :=
∫
Dη˜P[η˜]
∏
x
δ
[
∂
∂t
ϕ(x) − D˜∇2Xϕ(x) − η˜(x)
]
. (S51)
Here we use x = (~x, t) instead of X for simplicity of notation. P[η˜] denotes the path probabity of the noise term which respects
the correlation [Eq. (S36)], and
∫
Dη˜ is the functional integral. By introducing the response field ψ(x), we can further write
P[ϕ] =
∫
D
[
iψ
]
Dη˜P[η˜] exp
{
−
∫
dxψ(x) ·
[
∂
∂t
ϕ(x) − D˜∇2xϕ(x) − η˜(x)
]}
, (S52)
by using the formula for the delta function. The response field ψ is integrated along the imaginary axis, and importantly, we
adopt the Ito calculus for the product in the time integral so that the Jacobian terms become constant [S8, S9]. We can now
integrate over η˜ to obtain
P[ϕ] =
∫
D
[
iψ
]
exp {−S [ϕ, ψ]} , (S53)
6where S is the action functional:
S [ϕ, ψ] :=
∫
k
ψ(−k)G−10 (k)ϕ(k)−
1
2
∫
k1,k2
Γ
(1,2)
0 (k1,,k2)ψ(k1)ψ(k2)ϕ(−k1 − k2)
−1
2
∫
k1,k2,k3
Γ
(2,2)
0 (k1,k2,k3)ψ(k1)ψ(k2)ϕ(k3)ϕ(−k1 − k2 − k3), (S54)
defined with the bare propagator and the bare vertex functions:
G0(k) =
1
−iω + D0k2 , (S55)
Γ
(1,2)
0 (k1,k2) = λ1 − 2D1~k1 · ~k2, (S56)
Γ
(2,2)
0 (k1,k2,k3) = −
(
λ2 − 2D2~k1 · ~k2
) ∆(k1 + k3) + ∆(k2 + k3)
2
. (S57)
Note that our starting point [Eqs. (S35, S36)] has λ1 = λ2 = λ˜, which is important for the Z2 symmetry of the voter model.
However, we here allow λ1 , λ2 to capture the general situations where λ2 becomes irrelevant. We assume the lowest expansion
of ∆ˆ(k):
∆ˆ(kˆ) = 1 + L20k
2 + o(k2). (S58)
We consider the bare parameter scalings upon transformation
k → e−lk,
ω→ e−zlω,
ϕ(~k, ω)→ eχϕlϕ(e−l~k, e−zlω),
ψ(~k, ω)→ eχψlψ(e−l~k, e−zlω), (S59)
with l > 0. Since the action functional must be non-dimensional, we obtain the bare coupling scaling as
D0 → e(z−2)lD0,
λ1 → e(χψ−d)lλ1,
λ2 → e(z−d)lλ2
D1 → e(χψ−d−2)lD1,
D2 → e(z−d−2)lD2
L20 → e−2lL20, (S60)
with χϕ + χψ = d + 2z.
By demanding D0 and λ1 to be invariant upon scaling, we obtain the mean-field exponents
z = 2, χψ = d, (S61)
and find that λ2,D1, D2, and L20 become irrelevant for d > 2 since λ2 → e(2−d)lλ2, D1 → e−2lD1, D2 → e−dlD2, and L20 → e−2lL20.
Here, the mean-field dynamics is where the cells are undergoing non-interacting Brownian motion and the critical birth-death
process (division and elimination). The corresponding time evolution of the labeled cell density is
∂
∂t
ϕ(x) = D∇2ϕ(x) + √λϕ(x) · ξ(x), (S62)
with 〈ξ(x)ξ(x′)〉 = δ(x − x′). In fact, the dynamics of Eq. (S62) is known to display infinite clustering for d ≤ 2 [S3].
Below critical dimension d < dc = 2, the four-point coupling λ2 becomes relevant, and a nontrivial fixed point appears. In
order to reveal this nontrivial fixed point, we perform the one-loop perturbation expansion to obtain the renormalization group
(RG) equations. We introduce the generating functional
Z[Jϕ, Jψ] =
∫
DϕD
[
iψ
]
exp
{
−S [ϕ(x), ψ(x)] +
∫
dx
[
Jϕ(x)ϕ(x) + Jψ(x)ψ(x)
]}
(S63)
and the vertex generating functional which is the Legendre transform of the generating functional [S10]
Γ[Φ,Ψ] = − lnZ[Jϕ, Jψ] +
∫
dx
[
Jϕ(x)Φ(x) + JψΨ(x)
]
, (S64)
7with Φ(x) := δ
δJϕ(x) lnZ[Jϕ, Jψ], Ψ(x) :=
δ
δJψ(x) lnZ[Jϕ, Jψ]. The vertex functions are given by the derivatives
Γ(Nϕ,Nψ)({xm}, {yn}) =
Nϕ∏
m=1
δ
δΦ(xm)
Nψ∏
n=1
δ
δΨ(yn)
Γ(Φ,Ψ)|Jϕ=Jψ=0. (S65)
The one-loop corrections to the propagator and the vertex functions are given by
G−1(k) = G−10 (k) −
∫
q
Γ
(2,2)
0 (k,q,−q)G0(q), (S66)
Γ(1,2)(k1,k2) = Γ(1,2)0 (k1,k2) + 2
∫
q
Γ
(1,2)
0 (q, k¯ − q)Γ(2,2)0 (k1,k2,q)G0(q)G0(k¯ − q) (S67)
Γ(2,2)(k1,k2,k3) = Γ(2,2)0 (k1,k2,k3) + 2
∫
q
Γ
(2,2)
0 (q, k¯ − q,k3)Γ(2,2)0 (k1,k2,q)G0(q)G0(k¯ − q), (S68)
with k¯ := k1 + k2 and q = (~q,Ω). We find that the loop integral in Eq. (S66) yields no constant term since [S10]∫
q
G0(q) =
∫
dd~q
(2pi)d
G0(~q, t = 0) (S69)
is zero due to the Ito convention we adopted for Eq. (S52).
In the following, we first perform the one-loop renormalization for λ2 with D1,D2, L20 = 0, and show that the fixed point
indeed characterizes the voter model. Given the fixed point of the voter model, we then show that the other couplings D1,D2, L20
do not affect the fixed point, in the sense of -expansion [S11].
We first evaluate the integral with vanishing external momentum/frequency: k = 0, ω = 0. The frequency integral is performed
by using the residue theorem. Then, we take the Wilsonian momentum shell approach [S11], to gradually eliminate the short
wavelength degrees of freedom. The momentum integral is evaluated within the momentum shell q ∈ (Λe−l,Λ], where l  1
and Λ is the momentum cutoff. We then obtain the intermediate one-loop corrections as
Γ(1,2)(0, 0) = λ1 − 2
∫
q
(λ1 + 2D1Λ2)λ2
Ω2 + (D0q2)2
(1 + L20Λ
2) = λ1 − l KdΛ
d−2
D0
(λ1 + 2D1Λ2)λ2(1 + L20Λ
2), (S70)
Γ(2,2)(0, 0, 0) = −λ2 + 2
∫
q
(λ2 + 2D2Λ2)λ2
Ω2 + (D0q2)2
(1 + L20Λ
2)2 = −λ2 + l KdΛ
d−2
D0
(λ2 + 2D2Λ2)λ2(1 + L20Λ
2)2, (S71)
where we define Kd := (2pi)−dS d, and S d = 2pid/2/Γ(d/2) is the surface area of the d-dimensional sphere. After rescaling the
momentum cutoff back to the original scale Λe−l → Λ, we obtain the RG equations.
We here obtain the RG equations for λ1, λ2, by first omitting D1,D2, L20:
d
dl
D0 = (z − 2)D0, (S72)
d
dl
λ1 =
(
χψ − d − KdΛ
d−2
D0
λ2
)
λ1, (S73)
d
dl
λ2 =
(
2 − d − KdΛ
d−2
D0
λ2
)
λ2. (S74)
Note that D0 has no correction from the loop integral in Eq. (S66). By introducing the non-dimensionalized coupling γ :=
KdΛd−2λ2/D0, Eq. (S74) can be rewritten as
d
dl
γ = γ(2 − d − γ). (S75)
Apart from the trivial fixed point γ = 0 (mean-field), we find a nontrivial fixed point γ = 2 − d, which becomes positive and
stable for d < 2. In this nontrivial fixed point, z = 2 and χψ = 2. At each fixed point, the critical exponents are given by
−β/ν⊥ = χϕ − d − z, (S76)
−β′/ν⊥ = χψ − d − z, (S77)
from which we can obtain the exponent of the survival probability, which is measurable in tissue experiments:
δ = β′/ν‖ = −(χψ − d − z)/z. (S78)
8Here, ν⊥, ν‖ are the exponents of the correlation length and time near the critical point, respectively, and we used z = ν‖/ν⊥. We
obtain the mean-field exponent δ = 1 for d > 2, and the voter model exponent δ = d/2 for d ≤ 2 apart from the logarithmic
correction for d = 2 as shown in [S12, S13].
Next, we see the effects of the couplings D1,D2 around the voter model fixed point. The one-loop correction to D1,D2 are
generally given by
d
dl
D1 = −dD1 + I1λ1λ2 + I2λ1D2 + I3D1λ2 + I4D1D2, (S79)
d
dl
D2 = −dD2 + I5λ22 + I6λ2D2 + I7D22, (S80)
where I1, ..., I7 can be calculated by loop integrals, which we assume to have no singularity near d = 2. Introducing  := 2 − d
as a small parameter, we find from Eq. (S74) that λ2 = O() at the voter model fixed point. Assuming I1, ..., I7 = O(1), we also
obtain D1 = O() and D2 = O(2) at the fixed point. We then turn to Eq. (S71) in order to take into account D1,D2, and obtain
the RG equation for the effective coupling γ as
d
dl
γ = γ
[
2 − d − γ
(
1 +
2D2Λ2
λ2
)]
. (S81)
Using D2Λ2/λ2 = O(), we obtain γ =  + O(2), meaning that the correction to the fixed point value by D2 is negligible up
to O(). From Eq. (S70), we further obtain χψ = d − γ(1 + 2D1Λ2/λ1) = 2 + O(2), since D1Λ2/λ1 = O(). Therefore, within
one-loop order, the couplings D1,D2 do not affect the voter model fixed point for d < 2. Following the same argument to the
coupling L20, we can show that L
2
0Λ
2 = O(), also cannot affect the voter model fixed point.
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