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Abstract
Resonant controllers are widely used in applications involving reference tracking and disturbance rejection of periodic
signals. The controller design is typically performed by a trial-and-error approach or by means of time and resource-
consuming analytic methods that require an accurate plant model, intricated mathematics and sophisticated tools. In
this paper, we propose an easily implementable, model-free method for tuning a proportional-multi-resonant controller
applicable to general linear time-invariant causal plants. Just like the Ziegler-Nichols methods, the proposed methodology
consist in identifying one specific point of the plant’s frequency response – which is easily obtained in a relay with
adjustable phase experiment – and then designing the controller with simple tuning formulas and tables. The method
is analyzed in detail for three examples, showing its practical appeal and wide applicability.
Keywords: Frequency domain controller design, process control, proportional-multi-resonant (PMR) controller,
periodic tracking and/or rejection, relay with adjustable phase (RAP) experiment, Ziegler-Nichols (ZN) methods.
1. Introduction
On one hand, resonant controllers are widely employed
for applications involving reference tracking and distur-
bance rejection of periodic signals. Some applications of
the resonant controllers involve DC-AC inverters, as in
voltage-sources converters (Teodorescu et al., 2006; Castilla et al.,
2009; Yepes et al., 2011; Pereira et al., 2014; Xin et al.,
2018; Hans et al., 2020) and active power filters (Lascu et al.,
2007; Trinh and Lee, 2013). Other applications include vi-
bration control in flexible structures (Moheimani and Vautier,
2005), high-precision positioning systems (Habibullah et al.,
2017; Tao et al., 2020).
On the other hand, there is still no easily understand-
able, nor easily computable, model-free tuning method
that is applicable to this control structure. The controller
parameters are often designed by trial-and-error approaches
or by means of time and resource-consuming analytic meth-
ods that require an accurate plant model, intricated math-
ematics and sophisticated tools, as can be seen in the ref-
erences cited above.
Model-free tuning methods for proportional-integral-
derivative (PID) controllers, which are appropriate for track-
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ing/rejection of constant signals, were proposed in the
seminal work Ziegler and Nichols (1942). These methods
consist in identifying two parameters of the plant dynam-
ics, which are easily obtained experimentally, and then
designing the controller from these identified parameters
from simple tuning formulas. For this reason, the Ziegler-
Nichols methods have had a huge influence on control sys-
tems design (A˚stro¨m and Ha¨gglund, 1995).
Recently, there have been developments of model-free
tuning methods for resonant controllers. A forced os-
cillation method for a resonant structure applicable to
plants that have an ultimate frequency (that is, whose
Nyquist plot crosses the negative real axis) has been pro-
posed in Pereira and Bazanella (2015). This method can
be implemented through the relay feedback experiment
(A˚stro¨m and Ha¨gglund, 1984) that is generally applied to
PID controllers. Then, the parameters of the resonant
structure can be computed from simple tuning formulas,
similar to the Ziegler-Nichols methods.
This idea has been further extended in our previous
work Lorenzini et al. (2020), where we proposed the Gen-
eralized Forced Oscillation (GFO) method for tuning a
proportional-resonant (PR) controller. The GFO method
can be applied to more general linear time-invariant causal
(LTIC) plants, regardless of the existence of an ultimate
frequency. This methodology consists in performing the
relay with adjustable phase (RAP) experiment, which has
been introduced in Bazanella et al. (2017) and developed
in Lorenzini et al. (2019), to identify the most appropri-
ate point of the frequency response for each class of plants,
and then tuning the PR parameters from this point and
the resonance frequency by simple formulas.
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In this paper, we propose a significant development to
the GFO method for tuning proportional-multi-resonant
(PMR) controllers. The main contribution is the defini-
tion of easily computable tuning formulas and tables for
the PMR controller with up to five resonant modes con-
sidering the obtainment of appropriate stability margins
and closed-loop performance. Moreover, an analysis of the
GFO method with the proposed formulas is performed in
three different plants, which indicates their applicability
to a wide variety of plants with different characteristics.
Hence, we show that the GFO method is a sound and con-
venient way to tune PMR controllers without the need of
a plant model and with little design effort, using only one
simple experiment and previously obtained tuning formu-
las and tables.
2. Preliminaries
2.1. Control problem
We consider LTIC plants in a closed-loop feedback con-
trol system, which can be represented by
Y (s) = G(s)U(s),
E(s) = R(s)− Y (s), U(s) = C(s)E(s),
(1)
where G(s) is the transfer function of a strictly proper
either bounded-input, bounded-output (BIBO)-stable or
type 1 plant1. U(s), Y (s), R(s), and E(s) are respectively
the Laplace transforms of the control input, the plant’s
output – the controlled variable –, the reference, and the
tracking error. C(s) is the controller transfer function.
The main objective is to derive tuning formulas for
the parameters of a given structure of C(s) considering
tracking/rejection of composite periodic signals, without
knowing the plant model, but only one specific point of its
frequency response. Tuning methods that require obtain-
ment of only one point of the plant’s frequency response
are usually based on forced oscillation experiments.
2.2. Tuning methods based on forced oscillation
Controller tuning based on forced oscillation is a well-
known procedure since Ziegler-Nichols’ tuning methods
and formulas for PID controllers were proposed in Ziegler and Nichols
(1942). Essentially, this procedure consists in identify-
ing the plant’s ultimate point, i.e., the point at which its
Nyquist plot crosses the negative real axis – corresponding
to the lowest frequency where its phase is−180◦ – and then
designing the controller parameters to move this point to
a predefined place in the complex plane. The relay feed-
back experiment (A˚stro¨m and Ha¨gglund, 1984) – that un-
der certain conditions yields a sustained oscillation at the
plant’s output – is the most common way to identify the
plant’s ultimate point. We will refer to the combination
1We consider type 1 plants the ones possessing one pole at the
origin.
of the relay feedback experiment with the tuning formu-
las proposed in Ziegler and Nichols (1942) as the Classical
Forced Oscillation (CFO) method. An overview of the
CFO method and some of its extensions are presented in
A˚stro¨m and Ha¨gglund (1995).
However, a large number of plants does not posses
an ultimate point – all minimum-phase stable first and
second-order plants, and most plants with relative degree
smaller than three – and so are not amenable to the appli-
cation of the CFO method. Moreover, these methods were
classically limited to PID tuning. In this case, one can still
design the controller to more generic LTIC plants based
on other relevant frequency response points, which can
be identified through a relay with adjustable phase (RAP)
experiment (Bazanella et al., 2017; Lorenzini et al., 2019);
we thus called it the Generalized Forced Oscillation (GFO)
method. The case of a PID structure using the GFO
method is presented in Lorenzini et al. (2019) and for the
PR structure in Lorenzini et al. (2020).
Based on the theoretical approach of the CFO method,
the GFO method consists in identifying the point of the
plant’s frequency response at which the phase reaches a
previously specified value ν:
G(jων) =Mν∠ν =Mν (cos (ν) + j sin (ν)) , (2)
that is, determine the quantities ων and Mν :
ων = min
ω≥0
ω : ∠G(jω) = ν and Mν = |G(jων)|. (3)
Once these quantities are somehow obtained, then de-
sign the controller parameters such that
C(jων)G(jων) = p =Mρ (cos (ρ) + j sin (ρ)) , (4)
or equivalently,
C(jων) =
Mρ
Mν
(cos(ρ− ν) + j sin(ρ− ν)) , (5)
where p is a previously specified location in the complex
plane.
As we did in our previous works Lorenzini et al. (2019);
Lorenzini et al. (2020), we divide the LTIC plants in three
classe , as follows, according to the identified point.
2.2.1. Classes of plants
For plants with an ultimate point, this is clearly the
point that must be used, so the choice ν = −180o is self-
evident for this class, which for future convenience will be
called Class A. Thus, in Class A, the ultimate point of the
plant’s frequency response is identified, that is,
ν = −180◦, ων = ωu = min
ω≥0
ω : ∠G(jω) = −180◦,
Mν =Mu = |G(jωu)| = 1/Ku.
(6)
Consider now the plants that do not possess an ulti-
mate point. In this case we devise two frequency points
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based on the plant phase response. The first set of plants is
given when ν = −120◦, that is, those that do not possess
an ultimate point but whose frequency response reaches
−120◦ for some frequency. This set will herein be called
Class B. Thus, for plants in Class B we have
ν = −120◦, ων = ω120 = min
ω≥0
ω :∠G(jω) = −120◦,
Mν =M120 = |G(jω120)|.
(7)
Finally, consider those plants whose frequency response
never reaches −120◦, which will be called Class C in this
paper. The Class C plants is such that:
ν = −60◦, ων = ω60 = min
ω≥0
ω :∠G(jω) = −60◦,
Mν =M60 = |G(jω60)|.
(8)
In practical situations where the plant model is un-
known, these specific frequency points can be identified
using the RAP experiment, as in Lorenzini et al. (2019);
Lorenzini et al. (2020), which is briefly described next.
2.2.2. Relay with adjustable phase (RAP) experiment
Consider the experiment setup presented in Fig. 1,
which consists of a relay and where F (s) is a known trans-
fer function with constant phase γ in a defined range of
frequencies, i.e., ∠F (jω) = γ, ∀ω ∈ ωmin < ω < ωmax, as
proposed in Bazanella et al. (2017). To obtain a transfer
function with flat phase frequency response γ that is not
necessarily an entire multiple of −90◦, an approximation
of a fractional order integrator (FOI) (Tepljakov, 2017) is
employed. The FOI has transfer function Fˆ (s) = 1/(sm),
whose phase is given by ∠Fˆ (jω) = −90◦×m. Thus, for a
given m = −γ/90◦, ∠Fˆ (jω) = γ is obtained, as desired.
If the relay phase is chosen such that γ , −180◦−ν and
if the relay gain is adjusted so that the self-oscillation con-
dition is achieved, one obtains the ultimate frequency ων of
the transfer function F (s)G(s), i.e., ων :∠F (jων)G(jων) =
−180◦. Thus, the plant’s magnitude and phase at this fre-
quency can be approximately computed as:
|G(jων)| =
piAν
4d |F (jων)|
, ∠G(jων) = ν = − 180
◦ − γ,
where d ∈ R+ is the relay gain, Aν is the oscillation ampli-
tude at the plant’s output and |F (jων)| is the FOI mag-
nitude at ων (see Lorenzini et al. (2019); Lorenzini et al.
(2020) for details).
To identify the points of the plant’s frequency response
defined in Subsection 2.2.1, the RAP experiment is started
with γ = 0◦, i.e., the traditional relay experiment is per-
formed, so a Class A plant can be identified. If a self-
oscillation condition is not obtained then variable γ must
be decreased from 0◦ to −60◦, allowing identification of
a Class B plant. If still a self-oscillation condition is not
obtained, then decrease γ from −60◦ to −120◦ and a Class
C plant is identified.
R(s) Y (s)F (s) G(s)
+ E(s) U(s)
−
RAP
Fig. 1: Block diagram of the RAP experiment.
Since we have formalized the plants we are dealing
with, their subdivisions in three different classes, the tun-
ing philosophy – the GFO method – and how to obtain
these specific frequency points – the RAP experiment –,
the one thing left to define before the tuning variables and
tables is the controller structure that will be tuned using
these concepts, and this is where the contributions of this
work start.
3. Main contributions
3.1. Controller
Before defining the controller structure used in this
work, let us introduce some reasoning behind it. Following
the internal model principle (Francis and Wonham, 1975),
a stable closed-loop tracks/rejects asymptotically a peri-
odic signal with fundamental frequency ωr if the controller
C(s) has poles at ±jnωr, where n represents the order of
the harmonics that compose the signal of interest, assum-
ing they are not zeros of G(s). This characteristic results
in controllers with multiple resonance peaks with infinite
magnitude at the frequencies nωr, hence the denomination
of resonant controller.
Besides, it is often the case where the periodic signal
of interest is decomposed in an infinite sum of sinusoid
signals with frequencies multiple integer of ωr. Clearly,
practical implementation of such a controller is infeasible,
and usually a finite number of resonant modes are tuned
in the frequencies with larger contribution of the signal
of interest (Pereira et al., 2014; Teodorescu et al., 2006).
Moreover, resonant modes shifted – by means of a damp-
ing factor ξn – to the semicircle of radius nωr in the left-
half plane are often used, yielding finite magnitude at the
frequencies nωr, making the tuning easier and improving
robustness (Castilla et al., 2009; Teodorescu et al., 2006).
On one hand, these two aspects – finite resonant modes
and magnitude – yield non-null steady-state error due to
partially compensated components. On the other hand,
when the finite PMR structure is well-tuned, most of per-
formance requirements are attained in typical applications.
Finally, it has been shown in Lorenzini et al. (2020)
that, using a single PR controller for Class A processes,
when ωr ≈ ωu the controller structure presents very large
gains in a range around the plant’s ultimate frequency and
stability margins are much smaller than when ωr ≪ ωu, so
a small change in the controller contribution to the phase
at this specific frequency significantly changes the stabil-
ity margins and the closed-loop performance. Because of
that, in that work two sets of tuning variables were de-
fined for this specific case, depending on the ratio ωr/ωu.
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To overcome the need to devise two tuning points and pro-
vide better stability margins for this class of plants, here
we consider also a phase-lead block in the controller, that
is to be used for Class A processes.
Thus, in this work we consider the following transfer
function for the PMR controller:
C(s) =
(
ka
s+ za
s+ pa
)
︸ ︷︷ ︸
Cl(s)
∏
n
(
Kpn +
Kr1ns+Kr2n
s2 + 2ξnωrns+ ω2rn
)
︸ ︷︷ ︸
Cprn(s)
,
(9)
where {ka, za, pa} compose a phase-lead block Cl(s) that
will be only adjusted for Class A plants, ωrn = nωr are
the frequencies composing the periodic signal to be tracked
and/or rejected, ξn are the damping coefficients of the res-
onant modes, {Kpn ,Kr1n ,Kr2n} are the parameters to be
tuned for each n in Cprn(s).
Notice that instead of the PMR controller parallel con-
figuration, as in Castilla et al. (2009); Xin et al. (2018), we
have opted for the series configuration in (9), given by the
product of PR structures at multiple-integer frequencies
of ωr. This configuration is advantageous in the develop-
ment of its tuning formulas, since each PR structure can
be designed independently for a given tuning point.
Equating (5) to Cprn(s) in (9), for s = jων , and solving
for the variables Kpn , Kr1n and Kr2n , one can verify a
degree of freedom for the PR controller parameters, since
there are two equations to be solved, one for the real part
and another for the imaginary part. Following the idea
of our previous work Lorenzini et al. (2020), we introduce
a third equation involving a constraint for the controller
zeros of each intermediate PR structure, such that their
product satisfies η2nω
2
r , where 0 < ηn ≤ 1 is a parameter
to be determined next. This constraint yields at least one
zero with module less than ωr – when they are real –, or
a pair of complex conjugate zeros with module ηnωr.
Thus, the parameters of the PR structure regarding
the harmonic of order n are determined by the following
set of generalized tuning formulas:
Kpn =
Mρn(ω
2
ν − n
2ω2r) cos(ρn − ν)
Mν(ω2ν − η
2
nn
2ω2r)
+
2ωνξnnωr sin(ρn − ν)
Mν(ω2ν − η
2
nn
2ω2r)
,
Kr1n =−
Mρn(ω
2
ν − n
2ω2r) sin(ρn − ν)
Mνων
−
Mρn2ξnn
3ω3r(η
2
n − 1) cos(ρn − ν)
Mν(ω2ν − η
2
nn
2ω2r)
−
4ωνξ
2
nn
2ω2r sin(ρn − ν)
Mν(ω2ν − η
2
nn
2ω2r)
,
Kr2n =
Mρn(ω
2
ν − n
2ω2r) cos(ρn − ν)(η
2
n − 1)n
2ω2r
Mν(ω2ν − η
2
nn
2ω2r)
+
Mρn2ωνξnn
3ω3r sin(ρn − ν)(η
2
n − 1)
Mν(ω2ν − η
2
nn
2ω2r)
·
(10)
The set of formulas (10) compose a general formulation
for the PMR structure (9) for any given amount – herein
denoted by N – of resonant modes of order n. Let us
now define the limitations of the analysis and synthesis
of the PMR parameters provided in this work, and some
constraints to be applied in order to ease the formulation.
3.2. Limitations
The synthesis of the tuning formulas for the PMR con-
troller will be developed considering up to five, i.e., N =
5, resonant modes. For most practical applications that
require resonant controllers, this is enough Pereira et al.
(2014); Habibullah et al. (2017); Xin et al. (2018). We will
also consider the following two sets of resonant modes on
the analysis:
(i) resonant modes in ωr, 2ωr, 3ωr, 4ωr, 5ωr;
(ii) resonant modes in ωr, 3ωr, 5ωr, 7ωr, 9ωr.
This is because the Continuous-time Fourier Series repre-
sentation of a periodic signal shows that it can be written
as sum of sinusoid terms in multiple integers of the funda-
mental frequency. The first set appears, for example, when
decomposing a sawtooth wave signal, whereas the second
set appears in decomposition of square and triangle wave
signals, and in disturbances applied to voltage-sources con-
verters.
Moreover, this set of tuning formulas will be devel-
oped for the generic case ξn ≥ 0 and will be restricted to
max(nωr) < ων .
3.3. Constraints
Since the whole PMR structure is a product of inter-
mediate PR ones, the location p in the complex plane for
the tuning equation (4) is decomposed in intermediate lo-
cations. For example, for the PMR controller with 3 reso-
nant modes, one has
(i) p = p1 × p2 × p3, or (ii) p = p1 × p3 × p5. (11)
This decomposition in intermediate locations must ver-
ify the following module and phase conditions:
Mρ =
∏
n
Mn, (12)
ρ =
∑
n
ρn. (13)
When considering also the phase-lead block, its contribu-
tion pl =Mle
jρl should be included in these constraints.
The magnitude adjustment with the PMR controllers
will be made in the first resonant mode – this choice simpli-
fies and facilitates the development of the tuning formulas.
Thus, taking into account the condition (12) in (5) we have
|Cpr1(jων)| =
Mρ1
Mν
, (14)
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whereas for the remaining Cprn(s) and Cl(s), it follows
|Cprn(jων)| = |Cl(jων)| = 1, n > 1;
Mν =Mρn =Ml = 1, n > 1.
Therefore, it remains to specify, for each Cprn(s), the
phase contribution at frequency ων and the relative posi-
tion of its zeros, that is, the parameters ρn and ηn, plus
the value of ρl. Thus, in this paper the development of the
tuning formulas (10) will consider:
• the three different classes of plants - A, B and C
defined in Section II;
• the PMR structure (9) for up to 5 modes;
• the two sets of resonant modes - cases (i) and (ii)
defined above.
3.4. Tuning variables definition
In order to carefully define the variables used for ad-
justing (9), the design of the PMR controller was evaluated
for 18 families of LTIC processes belonging to classes A, B
and C. These processes are the same used in Lorenzini et al.
(2020) and taken from Bazanella et al. (2017); A˚stro¨m and Ha¨gglund
(1995), summing up 123 plants for Class A, and 98 plants
for classes B and C. For each process class, different com-
binations of the variables ρn and ηn were examined for
each control topology with up to five resonant modes in
the two frequency sets.
First, let us start by defining the location p for each
process class, taking into account our previous work on
a single PR structure (Lorenzini et al., 2020), which con-
sidered the batch of experiments described above. For a
Class A process, we started from p = 0.4e−j181
◦
and after
testing different locations and because here we considered
the phase-lead block, we propose the following location:
p = pl × ppmr = e
j46.4◦ × 0.4e−j187
◦
= 0.4e−j140.6
◦
(15)
where pl and ppmr are the tuning points for the Cl(s) and
Cpr(s) controllers, respectively. This location results in
gain margin higher than 2.5 and phase margin of approx-
imately 45◦ for ωr ≈ ωu.
For a Class B process, we have
p = e−j130
◦
. (16)
And finally for a Class C process:
p = e−j90
◦
. (17)
The location p for classes B and C were the same defined
in Lorenzini et al. (2020), which results in phase margin
of respectively 50◦ and 90◦ for each class of processes.
The analysis range of the variable ρn for each PR struc-
ture is limited by the phase contribution at ων , that is,
−pi/2 < ρn < 0.
Table 1: Variables used in (10) for the PR structures
Harmonic order Parameter Class A Class B Class C
ν −180◦ −120◦ −60◦
n = 1 Mν Mu M120 M60
ων ωu ω120 ω60
ν 0◦ 0◦ 0◦
n > 1 Mν 1 1 1
ων ωu ω120 ω60
Table 2: Tuning variables for the PMR controller
Class A Class B Class C
pl
∏
pn = 0.4e
−j140.6◦ ∏ pn = e−j130◦ ∏ pn = e−j90◦
p1 = 0.4e
−j(188−N)◦
η1 =


0.6, N = 1
0.7, 2 ≤ N ≤ 3
0.9, N > 3
p1 = e
−j(131−N)◦
η1 =
{
0.7, N = 1
0.9, N ≥ 2
p1 = e
−j(91−N)◦
η1 = 0.9
pn = e
−j1◦ and ηn = 0.9, n > 1
Moreover, it should verify (13) – including ρl for Class
A process – for the phase of the locations p defined in
(15), (16) and (17) for their respective class. Besides, by
defi ition, ηn is limited by 0 < ηn ≤ 1.
Taking into account the set of generic tuning formulas
in (10), the constraints in Subsection 3.3, the limitations
on ρn and ηn, the three classes of plants and their tuning
locations (15), (16) and (17), the batch of tests in a wide
array of plants, and also maximum overshoot of 15% with
the periodic references defined in Section 4, we now pro-
pose a set of tuning variables for each order n PR controller
that constitutes the PMR structure.
Tables 1 and 2 present the parameters that yielded
better results considering both stability margins and tran-
sient performance. From these variable definitions, it is
clear that two sets of tuning formulas must be derived:
one exclusively for Cpr1(s) as a function of the amount
N of resonant modes and for each class, and one single
set for the multiple resonant modes, i.e., for n > 1. In
the next section, we propose a general tuning equation for
each parameter of the controller (9) and use the sets of
variables presented in tables 1 and 2 to develop two sets
of tuning tables for the PMR controller, considering each
process class.
3.5. Tuning tables
In this section we propose the sets of tuning equations
of the PMR controller (9) using the GFO method, for the
three classes of processes and considering up to 5 resonant
modes. Given the set of generalized tuning formulas (10)
and the variables ν, Mν, ων , pn, ηn defined in tables 1 and
2, we propose two sets of particular tuning equations for
the PMR controller. The first set is with respect to the
controller Cpr1(s) for a given amountN of resonant modes.
The second one is a general set for each resonant controller
Cprn(s) with n > 1. Besides, we restrict the resonant
modes frequencies to the interval 0 < max(nωr) < ων .
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3.5.1. Tuning of controller Cl(s)
First, let us define the phase-lead transfer function that
yields the location ρl in (15), for Class A process only:
Cl(s) = 2.5
s+ 0.4ωu
s+ 2.5ωu
, (18)
whose parameters – the pole and zero locations and also
the gain – were chosen to provide the maximum lead phase
contribution of 46.4◦ with unitary magnitude at ωu.
3.5.2. Tuning of controller Cprn(s)
Consider the following parametrized version of (10):
Kpn =
α1(ω
2
ν − n
2ω2r)
Mν(ω2ν − α3n
2ω2r)
−
α2nωrωνξn
Mν(ω2ν − α3n
2ω2r)
,
Kr1n =
β1(ω
2
ν − n
2ω2r)
Mνων
+
β2n
3ω3rξn + β3n
2ω2rωνξ
2
n
Mν(ω2ν − α3n
2ω2r)
,
Kr2n =
ζ1n
2ω2r(n
2ω2r − ω
2
ν)
Mν(ω2ν − α3n
2ω2r)
+
ζ2n
3ω3rωνξn
Mν(ω2ν − α3n
2ω2r)
·
(19)
Thus, for a given number of resonant modes used in
the design, the parameters α1, α2, α3, β1, β2, β3, ζ1, ζ2
are defined in tables 3 and 4 for n = 1 and n > 1, respec-
tively. In an application, considering a class of plants, the
controller Cpr1(s) is tuned with the parameters for n = 1,
which are presented in columns 3 to 5 of Table 3, for a
given N , whereas the controllers Cprn(s) for n > 1 are
designed using columns 3 to 5 of Table 4.
Recall that the damping coefficient ξn must be chosen
by the designer, considering that a stable closed-loop sys-
tem asymptotically tracks/rejects a given sinusoidal ref-
erence/disturbance with frequency ωrn if the order n PR
controller with ξn = 0 is inserted in the loop.
In the following, the GFO method for tuning PMR
controllers is applied to three different process.
4. Illustrative examples
In this section, we analyze the proposed GFO method
for tuning PMR controllers considering the same three
plants used in Lorenzini et al. (2020), each one from a dif-
ferent class of plants defined in Subsection 2.2.1. They are
represented by the following transfer functions:
Ga(s) =
e−s
(s+ 1)2
, Gb(s) =
1
(s+ 1)2
, Gc(s) =
1
s+ 1
.
The first step in our procedure is to identify a fre-
quency point for each plant, for which we performed the
RAP experiment. This experiment yielded the parameters
summarized in Table 52. From these results and by using
the tuning tables proposed in Subsection 3.5, we designed
2All controller and plant parameters, as well as the performance
measures, are given in the International System of Units.
Table 3: Tuning table for controller Cpr1 (s)
N Param. Class A Class B Class C
1 to 5
Mν Mu M120 M60
ων ωu ω120 ω60
1
α1 0.397 0.985 0.866
α2 0.0975 0.347 1.00
α3 0.360 0.490 0.810
β1 0.0487 0.174 0.500
β2 0.508 1.00 0.329
β3 0.195 0.695 2.00
ζ1 0.254 0.502 0.165
ζ2 0.0624 0.177 0.190
2
α1 0.398 0.988 0.875
α2 0.0836 0.313 0.970
α3 0.490 0.810 0.810
β1 0.0418 0.156 0.485
β2 0.406 0.375 0.332
β3 0.167 0.626 1.94
ζ1 0.203 0.188 0.166
ζ2 0.0426 0.0594 0.184
3
α1 0.398 0.990 0.883
α2 0.0697 0.278 0.939
α3 0.490 0.810 0.810
β1 0.0349 0.139 0.469
β2 0.406 0.376 0.336
β3 0.139 0.557 1.88
ζ1 0.203 0.188 0.168
ζ2 0.0356 0.0529 0.178
4
α1 0.399 0.993 0.891
α2 0.0558 0.244 0.908
α3 0.810 0.810 0.810
β1 0.0279 0.122 0.454
β2 0.152 0.377 0.339
β3 0.112 0.487 1.82
ζ1 0.0758 0.189 0.169
ζ2 0.0106 0.0463 0.173
5
α1 0.399 0.995 0.899
α2 0.0419 0.209 0.877
α3 0.810 0.810 0.810
β1 0.0209 0.105 0.438
β2 0.152 0.378 0.342
β3 0.0837 0.418 1.75
ζ1 0.0759 0.189 0.171
ζ2 0.00796 0.0397 0.167
Table 4: Tuning table for controller Cprn (s) with n > 1
Harmonic
Param. Class A Class B Class C
order
n > 1
Mν 1.00 1.00 1.00
ων ωu ω120 ω60
α1 1.00 1.00 1.00
α2 0.0349 0.0349 0.0349
α3 0.810 0.810 0.810
β1 0.0175 0.0175 0.0175
β2 0.380 0.380 0.380
β3 0.0698 0.0698 0.0698
ζ1 0.190 0.190 0.190
ζ2 0.00663 0.00663 0.00663
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Table 5: Parameters for the RAP experiment
Plant γ ν d Aν |F (jων)| Mν ων
Ga(s) 0
◦
−180◦ 1.3 0.648 1 0.392 1.32
Gb(s) −60
◦
−120◦ 2.4 0.589 0.757 0.255 1.69
Gc(s) −120
◦
−60◦ 1.6 0.532 0.501 0.501 1.68
PMR controllers forN = 1, 3, 5 for the two sets of resonant
frequencies and considering ξn = 0 to achieve asymptotic
reference tracking. Then, we evaluated the closed-loop re-
sponse to a sinusoidal reference (for the particular case
N = 1), and for periodic references formed by the first
N = 3, 5 modes of the sawtooth – case (i) – and square –
case (ii) – wave signals. Thus, in these scenarios, N rep-
resents both the harmonics number of the reference signal
and the resonant modes in the controller under analysis.
To assess the closed-loop response, performance crite-
ria were evaluated in terms of the settling time ts – con-
sidering a 2% error tolerance –, in number of periods of
the reference signal, that is, ns = ωrts/(2pi), and the max-
imum overshoot Mo obtained through
Mo = max
{
ymax − rmax
rmax
, 0
}
× 100%,
where ymax = max |y( t )| and rmax = max |r( t )|.
Next, for each plant, we consider the PMR controllers
in the scenarios: N = 1, 3, 5 for both cases (i) and (ii).
In each of these scenarios, we evaluate the GFO method
for max(nωr) = 0.1ων and max(nωr) = 0.9ων.
4.1. Class A plant
Initially, we consider the Class A plant Ga(s). Based
on the information obtained from the RAP experiment in
Table 5, application of the proposed tuning tables yielded
the sets of controller parameters and performance mea-
sures summarized in Table 6 for the cases (i) and (ii). We
notice that as the number of harmonics in the reference
signal (and thus in the controller) increases, the settling
time also increases. In contrast, the maximum overshoot
is approximately the same for the same ratio ωr/ωu. But
most importantly, we notice that all of these values are less
than the imposed constraint of 15%. A set of closed-loop
responses for each set of controller parameters and set of
frequencies is shown in Fig. 2.
A frequency response analysis helps to evaluate the
proposed tuning. Fig. 3 shows the frequency response of
the plant Ga(jω) and the loop C(jω)Ga(jω) for N = 1, 5
for the two sets of resonant modes and considering the
reference frequencies max(nωr) = 0.1ωu and max(nωr) =
0.9ωu. From these graphs, we can observe that the six con-
trollers resulted in appropriate stability margins, even for
the limit situation where the controllers have a resonance
peak at max(nωr) = 0.9ωu and present very large gains in
the range around the plant’s ultimate frequency.
The Nyquist diagrams of Ga(s) and the loop transfer
function C(s)Ga(s) for N = 1 are presented in Fig. 4,
Table 6: Tuning and performance for Ga(s)
Var.
N
1 3 5
ka 2.50 2.50 2.50 2.50 2.50 2.50
za 0.526 0.526 0.526 0.526 0.526 0.526
pa 3.29 3.29 3.29 3.29 3.29 3.29
ωr
ωu
0.100 0.900 0.0333 0.300 0.0200 0.180
Kp1 1.01 0.272 1.02 0.968 1.02 1.01
Kr11 0.162 0.0311 0.117 0.107 0.0702 0.0680
Kr21 −0.0112−0.244−0.000997−0.0769 −0.000134 −0.0108
Kp2 – – 0.999 0.903 1.00 0.972
Kr12 – – 0.0229 0.0147 0.0230 0.0200
Kr22 – – −0.00146 −0.107 −0.000526 −0.0415
Kp3 – – 0.998 0.552 0.999 0.927
Kr13 – – 0.0228 0.00437 0.0229 0.0163
Kr23 – – −0.00328 −0.147 −0.00118 −0.0890
Kp4 – – – – 0.999 0.830
Kr14 – – – – 0.0229 0.0111
Kr24 – – – – −0.00210 −0.142
Kp5 – – – – 0.998 0.552
Kr15 – – – – 0.0228 0.00437
Kr25 – – – – −0.00328 −0.147
ts 126 115 455 321 1008 1457
ns 2.6 22 3.2 20 4.2 55
Mo 0.5 4.4 0.0 1.3 0.13 2.2
ωr
ωu
0.100 0.900 0.0200 0.180 0.0111 0.100
Kp1 1.01 0.272 1.02 1.00 1.02 1.02
Kr11 0.162 0.0311 0.117 0.113 0.0702 0.0695
Kr21 −0.0112−0.244−0.000359−0.0286−0.0000414−0.00335
Kp3 – – 0.999 0.927 1.00 0.982
Kr13 – – 0.0229 0.0163 0.0230 0.0210
Kr23 – – −0.00118 −0.0890 −0.000365 −0.0291
Kp5 – – 0.998 0.555 0.999 0.940
Kr15 – – 0.0228 0.00437 0.0230 0.0173
Kr25 – – −0.00328 −0.148 −0.00199 −0.136
Kp7 – – – – 0.999 0.846
Kr17 – – – – 0.0229 0.0117
Kr27 – – – – −0.00199 −0.136
Kp9 – – – – 0.998 0.552
Kr19 – – – – 0.0228 0.00437
Kr29 – – – – −0.00328 −0.147
ts 126 115 464 428 957 1566
ns 2.6 22 1.9 16 2.2 33
Mo 0.5 4.4 0.0 5.7 1.3 3.7
where the point of frequency ωu is marked with an “X”.
It should be noted that, in this configuration with ξn = 0,
C(s) has 2 × N poles at the imaginary axis in the fre-
quencies nωr, which implies that the Nyquist diagram of
C(s)Ga(s) has 2×N turns with radius tending to infinity
in the right-half complex plane. Besides, in this figure, it
can be seen that the Nyquist diagram of C(s)Ga(s) do not
encircle the point −1+j0, resulting in a stable closed-loop.
The option for the PMR controller series configura-
tion with a phase-lead block (for the Class A plants),
in addition to the design variables – the location p in
the complex plane and its decomposition in intermedi-
ate ones, and the relative restriction on the controller ze-
ros – guaranteed shifting of the plant ultimate point to
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Fig. 2: Closed-loop response with the PMR controller and Ga(s).
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Fig. 3: Frequency response of Ga(jω) and Ga(jω)C(jω). Black
dashed lines are at ωu = 1.32 and at −180◦.
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Table 7: Tuning and performance for Gb(s)
Var.
N
1 3 5
ωr
ω120
0.100 0.900 0.0333 0.300 0.0200 0.180
Kp1 3.85 1.22 3.89 3.81 3.91 3.88
Kr11 1.14 0.220 0.923 0.841 0.697 0.675
Kr21 −0.0562 −1.44 −0.00235 −0.187 −0.000850 −0.0685
Kp2 – – 0.999 0.903 1.00 0.972
Kr12 – – 0.0295 0.0190 0.0296 0.0258
Kr22 – – −0.00242 −0.177 −0.000871 −0.0686
Kp3 – – 0.998 0.552 0.999 0.927
Kr13 – – 0.0293 0.00563 0.0295 0.0210
Kr23 – – −0.00544 −0.244 −0.00196 −0.147
Kp4 – – – – 0.999 0.830
Kr14 – – – – 0.0294 0.0143
Kr24 – – – – −0.00348 −0.234
Kp5 – – – – 0.998 0.552
Kr15 – – – – 0.0293 0.00563
Kr25 – – – – −0.00544 −0.244
ts 27 27 96 46 150 117
ns 0.74 6.5 0.87 3.7 0.81 5.7
Mo 1.9 1.6 0.070 0 0.39 0.046
ωr
ω120
0.100 0.900 0.0200 0.180 0.0111 0.100
Kp1 3.85 1.22 3.89 3.86 3.91 3.90
Kr11 1.14 0.220 0.923 0.894 0.698 0.691
Kr21 −0.0562 −1.44 −0.000846 −0.0681 −0.000263 −0.0212
Kp3 – – 0.999 0.927 1.00 0.982
Kr13 – – 0.0295 0.0210 0.0296 0.0270
Kr23 – – −0.00196 −0.147 −0.000605 −0.0481
Kp5 – – 0.998 0.552 0.999 0.940
Kr15 – – 0.0293 0.00563 0.0295 0.0222
Kr25 – – −0.00544 −0.244 −0.00329 −0.226
Kp7 – – – – 0.999 0.846
Kr17 – – – – 0.0294 0.0151
Kr27 – – – – −0.00329 −0.226
Kp9 – – – – 0.998 0.552
Kr19 – – – – 0.0293 0.00563
Kr29 – – – – −0.00544 −0.244
ts 27 27 218 50 519 129
ns 0.74 6.5 1.2 2.4 1.6 3.5
Mo 1.9 1.6 3.3 0.022 4.2 0.32
p = 0.4e−j140.6
◦
, as designed in (15). Furthermore, this
control topology and design variables ensured adequate
displacement of the plant ultimate point and its nearby
points away from −1 + j0, which guaranteed adequate
stability margins and yielded suitable closed-loop perfor-
mance with the six PMR controllers.
4.2. Class B plant
Consider now the Class B plant Gb(s) and the infor-
mation obtained from the RAP experiment for this plant
shown in Table 5. Using the proposed tuning tables, we
achieved the sets of controller parameters and performance
measures presented in Table 7 for the cases (i) and (ii). No-
tice the same behavior, as in Class A, for the settling time,
which increases with N , and for the maximum overshoot,
which is less than the aimed value of 15%.
Table 8: Tuning and performance for Gc(s)
Var.
N
1 3 5
ωr
ω60
0.100 0.900 0.0333 0.300 0.0200 0.180
Kp1 1.71 0.332 1.76 1.73 1.80 1.78
Kr11 1.66 0.319 1.57 1.43 1.47 1.42
Kr21 −0.0479 −0.751 −0.00105 −0.0832 −0.000384 −0.0309
Kp2 – – 0.999 0.903 1.00 0.972
Kr12 – – 0.0292 0.0188 0.0293 0.0255
Kr22 – – −0.00237 −0.173 −0.000853 −0.0672
Kp3 – – 0.998 0.552 0.999 0.927
Kr13 – – 0.0290 0.00557 0.0292 0.0208
Kr23 – – −0.00532 −0.239 −0.00192 −0.144
Kp4 – – – – 0.999 0.830
Kr14 – – – – 0.0291 0.0141
Kr24 – – – – −0.00341 −0.230
Kp5 – – – – 0.998 0.552
Kr15 – – – – 0.0290 0.00557
Kr25 – – – – −0.00532 −0.239
ts 94 24 101 49 168 113
ns 2.5 5.8 0.90 4.0 0.9 5.4
Mo 6.3 0 1.2 0.018 1.3 0
ωr
ω60
0.100 0.900 0.0200 0.180 0.0111 0.100
Kp1 1.71 0.332 1.76 1.75 1.80 1.79
Kr11 1.66 0.319 1.57 1.52 1.47 1.45
Kr21 −0.0479 −0.751 −0.000377 −0.0303 −0.000118 −0.00957
Kp3 – – 0.999 0.927 1.00 0.982
Kr13 – – 0.0292 0.0208 0.0293 0.0267
Kr23 – – −0.00192 −0.144 −0.000592 −0.0471
Kp5 – – 0.998 0.552 0.999 0.940
Kr15 – – 0.0290 0.00557 0.0292 0.0220
Kr25 – – −0.00532 −0.239 −0.00322 −0.221
Kp7 – – – – 0.999 0.846
Kr17 – – – – 0.0291 0.0150
Kr27 – – – – −0.00322 −0.221
Kp9 – – – – 0.998 0.552
Kr19 – – – – 0.0290 0.00557
Kr29 – – – – −0.00532 −0.239
ts 94 24 340 55 736 116
ns 2.5 5.8 1.8 2.6 2.2 3.1
Mo 6.3 0 3.0 0.054 2.9 0.014
4.3. Class C plant
Finally, we analyze the GFO method applied to the
Class C plant Gc(s). For this plant, based on the informa-
tion presented in Table 5 and application of the proposed
tuning tables, we obtained the sets of controller param-
eters and performance measures listed in Table 8 for the
cases (i) and (ii). We notice the same behavior as in classes
A and B for the settling time, given the same N and ratio
ωr/ων , and also for the maximum overshoot values, which
are less than 15%, as desired.
5. Conclusions
In this paper we proposed an innovative development
to the GFO method for tuning PMR controllers. This
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method is based on the identification of the most appropri-
ate point of the frequency response for each class of plants
through the RAP experiment. We developed four sets of
tuning formulas to obtain appropriate stability margins
and closed-loop performance for each class of plants: three
sets for tuning the first order harmonic for each class, and
one set for tuning the other higher order harmonics for all
classes. We also introduced a phase-lead block for plants
that possess ultimate point in order to improve the phase
margin. The proposed methodology was validated consid-
ering a wide variety of plants, periodic references with dif-
ferent compositions of multiple integer frequencies below
the plant’s identified frequency and also PMR controllers
with up to five resonant modes tuned at these frequencies.
Good closed-loop performance (in terms of settling time
and maximum overshoot) and robustness (which is ob-
tained through appropriate stability margins) have been
achieved for all such cases. We highlight this is an easily
implementable and easy computable model-free methodol-
ogy for the multifrequency resonant controllers design that
requires only a simple RAP experiment on the process.
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