We deal with a boundary value problem of the form
Introduction and summary of the main results
As is well-known, a typical strategy to get multiplicity results for boundary value problems associated with nonlinear scalar second order ODEs relies on the investigation of the nodal properties of the solutions (see, for instance, the classical survey [16] ). Quite recently, such an issue has been faced in a singular perturbation setting, according to the following typical scheme: parameter dependent equations of the form
are considered, and -for small enough -nodal solutions are provided, modeled on some limit profile for → 0 + and thus exhibiting precise qualitative asymptotic properties (depending of course on the nonlinear function f ).
In this direction, we mention on one hand the papers [6, 10, 11] , studying a onedimensional Schrödinger equation like − 2 u + V (x)u − |u| α−1 u = 0 (with α > 1). This line of research originates from the one dealing with the singularly perturbed PDE Schrödinger equation, which has been the object of an enormous number of investigations in the last decades (see, among many others, [1, 5, 22] ). On the other hand, in [8, 9, 18, 19] an equation of the type − 2 u + a(x)W (u) = 0, with a a positive weight function and W a double-well potential, is taken into account.
Here, we take the work [9] by Felmer, Martinez and Tanaka as our starting point. The results obtained therein, which can be applied to the spatially inhomogeneous balanced Allen-Cahn equation 2 u + a(x)u(1 − u 2 ) = 0, (1.1) and to the equation for a pendulum of variable length 2 u + a(x) sin(πu) = 0, (1.2) can be roughly summarized as follows: the asymptotic behavior, for → 0 + , of solutions to (1.1) and (1.2) (with Neumann boundary conditions) can be characterized in term of a limit energy function and, conversely, highly oscillatory solutions corresponding to any admissible limit profile exist for small enough. More precisely, the admissible limit profiles are determined by an ordinary differential equation solved by the limit energy function and solutions to the boundary value problem are constructed using a variational approach, of broken-geodesic Nehari type (see also [21, 23] ). Notice that this in particular shows that the above equations possess an extremely rich set of (nodal) solutions.
The aim of the present paper is to extend the results in [9] to equations driven by the p-laplacian operator. More precisely, throughout the paper we deal with the Neumann boundary value problem − (φ p ( u )) + a(x)W (u) = 0 u (0) = 0 = u (1), (1.3) where > 0 and φ p : R → R is defined, for p > 1, by φ p (s) = |s| p−2 s, ∀ s ∈ R.
As for the nonlinear term, we assume that a ∈ C 1 ([0 Notice that from (W1) and (W2) it follows that W (±1) = W (±1) = W (0) = 0 and W (u)u < 0, ∀ |u| < 1, u = 0;
hence, W has exactly the three critical points {0, ±1}: ±1 are minima with value 0, and 1 is a maximum with value W (0) = W 0 > 0. Typical examples of potentials W satisfying the above assumptions are for instance W (u) = 1 p 2 (1 − |u| p ) p , leading to the
Of course, equations (1.4) and (1.5) are natural generalizations, to the case p = 2, of the Allen-Cahn equation (1.1) and of the pendulum equation (1.2), respectively.
For the reader's convenience, we collect here an informal summary of the results contained in the rest of the paper.
Summary of the results. For a family {u } of solutions of (1.3), define the energy function (see (3.8) and (1.8))
Then, the following hold true.
(I) Up to subsequences, E converges for → 0 + to a C 1 function E (see Proposition 3.3); moreover (see Theorem 3.5) E satisfies the differential equation
where K is a (non-Lipschitz) function -defined in (2.6) -measuring the averaged kinetic energy of the solutions of the autonomous equation −(φ p (u )) +W (u) = 0.
(II) Information about the asymptotic distribution of the zeros of u can be obtained from E (see Propositions 4.1 and 4.2).
(III) Equation (1.7) has many solutions (see Proposition 3.6) and, for any solution E of it, there is a family {u } of solutions of (1.3) such that its energy E converges to E (see Theorems 5.1 and 5.7).
Let us observe that singularly perturbed equations associated with the p-laplacian operator were considered for instance in [7, 12, 13] . However, all these contributions deal with the PDE case; we are not aware of works studying nodal solutions of ODEs driven by the p-laplacian in a singular perturbation setting.
To prove our results, we follow closely the approach developed in [9] , suitably adapted to deal with the (non-linear) differential operator u → −φ p (u ) . In this direction, apart from the need for quite classical phase-plane analysis tools for p-laplacian equations (see, among others, [4, 14, 15, 24] ), we point out the use of an interpolation inequality of Landau-Kolmogorov type [17, Chapter 1] which we have not found in literature and can have some independent interest (see Lemma 3.2) . Finally (at a more technical level), it can be worth emphasizing that many proofs in [9] take advantage of a change of variable transforming the equation
a(x) u + W (u) = 0, looking (for small, up to an x-rescaling) like a perturbation of an autonomous ODE. Due to the nonlinearity of the p-laplacian operator (when p = 2), such a transformation is not possible for the equation in (1.3) ; however, all the difficulties which arise from working directly on the original equation can be suitably overcome. In this way, we obtain also a slightly more transparent proof of the results in [9] .
Notation. Let us clarify that by a solution of (1.3) we mean a function u ∈ C 1 ([0, 1]), with u (0) = u (1) = 0, such that φ p (u ) ∈ C 1 ([0, 1]) and the differential equation in (1.3) is satisfied for every x ∈ [0, 1]. By elementary regularity considerations, this is the same as u ∈ C 1 ([0, 1]), with u (0) = u (1) = 0, and
As usual, here 
(1.8)
Finally,
The autonomous equation
In this preliminary section we recall some facts about autonomous equations of the form
where a > 0 is a constant. It is well known that the energy function
is preserved along the solutions of (2.1): that is, if v solves (2.1) then H a (v, v ) ≡ const. Moreover:
, or v is an heteroclinic solution joining the rest points −1 and 1 (see the proof of Proposition 2.1).
We first prove that solutions with zero energy are of the form specified above and that their kinetic energy is in L 1 (R). Proposition 2.1. Let us consider a solution v of (2.1) with energy
Proof. Clearly the result is true for the equilibrium solutions v ≡ −1 and v ≡ 1. Hence, we can assume that v is non-constant; without loss of generality, we also suppose that v(0) = 0 and v (0) > 0, and we consider x ≥ 0 (the arguments for the other cases are analogous). We observe that v is continuable in the future as long as v = 1; assume then that lim
where Λ > 0 denotes the right extremum of the maximal interval of existence of v. We prove that indeed Λ = +∞. Let us write the conservation of energy
from assumption (W1) we know that
3)
2) and (2.3) we deduce that
as a consequence, we infer that there exists Λ ∞ > 0 such that
By integrating, we obtain
for some constants L > 0 and K ∈ R. Passing to the limit in (2.4) for x → Λ − , we plainly deduce that Λ = +∞; taking the exponentials, we also obtain
for some K > 0. This proves that v goes exponentially to 1 as x → +∞; this is sufficient to show also that
Indeed, from the conservation of the energy we have
which is integrable since (2.5) holds true.
In what follows, letv a,ξ (·) denote:
• if ξ ∈ (0, W 0 ), the (unique) periodic solution of (2.1) with energy ξ, and such thatv a,ξ (0) = 0,v a,ξ (0) > 0 (of course, any other solutions having energy ξ is a translation ofv a,ξ );
• if ξ = W 0 , the trivial solutionv a,ξ ≡ 0;
• if ξ = 0, the heteroclinic solution withv a,ξ (0) = 0,v a,ξ (0) > 0 (any other nonconstant solution with zero energy is a translation ofv a,ξ (x) or ofv a,ξ (−x)).
For ξ ∈ (0, W 0 ), we also denote by T a (ξ) be the period ofv a,ξ ; as it is well-known, this can be computed via the time-map formula
where h − (ξ) < 0 < h + (ξ) are the unique points such that W (h ± (ξ)) = ξ. Notice that here we have already used the assumptions (W1) and (W2).
Finally, we define the averaged kinetic energy ofv a,ξ , namely
In the particular case a = 1 we use the notation T and K.
Lemma 2.2. For every ξ ∈ (0, W 0 ) we have
Proof. Let us first observe that if v is a solution of (2.1) then the function v * :
is a solution of (2.1) with a = 1; we denote by ξ and ξ the levels of energy of these solutions, respectively. From (2.8) we infer that
we deduce that ξ = ξ ; this completes the proof of the first relation in (2.7).
Finally, a simple computation shows that
proving the second relation in (2.7).
The next propositions collect some properties of the functions T e K which are needed in the rest of the paper. 
Proof. We first observe that (i) can be proved as in the case p = 2 (see for instance [20] ), while the proof of (ii) can be found in [15] ; we give the proof of (iii) only. We write the conservation of energy as
where F (s) = (W 0 − W (s)), for every s ∈ (−1, 1), and v =v 1,ξ . Without loss of generality we can assume that
for every δ ∈ (0, 1) to be chosen. Now, let us observe that ξ → 0 + implies α(ξ) → 1; more precisely, using (W1) it is possible to show that there exists C > 0 such that
Noting also that
for every δ > 0, equation (2.9) can be written as
We now show that
From assumption (W1) we know that
Hence, when α and δ are close to 1, there exist two constants A and B such that
as a consequence, for suitable α and δ, we have
Now, it is possible to show that there are constants M p and N p such that
Therefore, from (2.13) and (2.14) we infer that it is sufficient to study
when α → 1. A first change of variables leads to
with λ = 2/α − 2; with the change of variables s = λr the integral in (2.15) reduces to
Finally, we note that λ → 0 + when α → 1 − ; moreover, we have
from (2.13) and (2.17) we deduce the validity of (2.12). Now, from (2.10) we infer that
From (2.11)-(2.12) and (2.18) we obtain the thesis.
Proposition 2.4. The function K satisfies:
Proof. The proof can be obtained by arguing as in [9, Lemma 3.2], taking into account Proposition 2.1.
We end this section with two more technical results; the second one will be used in the proof of Lemma 5.4. 
Moreover, there exist R ± > 0 and C ± > 0 such that for every M > M 0 we have
Proof. The existence and uniqueness of v ± plainly follow from the monotonicity properties of the time map T ; using the notation of the proof of Proposition 2.3, we have T = 2M and v ± (0) = ±α = ±F −1
We prove the first inequality in (2.19) ; the proof of the second one is analogous. First of all, let us observe that when M → +∞, then ξ → 0 + ; as a consequence, α = v + (0) → 1 − . Moreover, from (2.11)-(2.12) we know that there exist K ± > 0 and C > 0 such that
The result follows by solving these inequalities with respect to 1 − v + (0). 
(2.20)
The limit energy function
In this section, we define an energy function for solutions of the non-autonomous problem (1.3) (compare with (1.6)) and we study its convergence to a limit profile.
We start with a simple lemma. For its proof, we need to observe that, for any v ∈ C 1 (R) such that φ p (v ) ∈ C 1 (R), the following elementary inequality holds true:
Lemma 3.1. Let {u } be a family of solutions of (1.3), fix x 0 ∈ (0, 1) and define
Then, up to subsequences, for → 0 + the family {v } converges in C 1 loc to a function v ∈ C 1 (R) solving the differential equation
Proof. We first claim that v x 0 , is a solution of the differential equation
This is almost obvious, but we give the details. By definition, (3.4) means
since u satisfies the differential equation in (1.3) , we have
Changing variable in the integral, we thus get (3.4).
Since v x 0 , ∞ ≤ 1, the differential equation (3.4) implies (via the inequality (3.1)) that v x 0 , is bounded in the C 1 -norm. Hence Ascoli-Arzela theorem ensures that v x 0 , →v in C loc , for a suitablev ∈ C(R). Now, a standard argument (using again (3.1)) permits to pass to the limit in (3.4) so thatv ∈ C 1 (R) and solves (3.3).
To proceed further, we need to establish a Landau-Kolmogorov inequality for the φ poperator.
5)
be the first point such that φ p (v (x 2 )) = 0 (which of course exists, since φ p (v (1)) = 0) and define the function w : [x 1 , +∞) by setting
and then extending by 2(x 2 − x 1 )-periodicity. Notice that w ∈ W 2,∞ (x 1 , +∞), with
Consider now the function
using (3.6), we easily see that w ≥ 0 a.e.. Hence, for x ≥ x 1 ,
which implies, taking into account the definition of w and (3.7)
Minimizing the above expression on [x 1 , +∞), we obtain
thus concluding the proof.
A priori estimates and convergence results
Let {u } be a family of solutions of (1.3) and define the energy
Proposition 3.3. The energy satisfies the differential equation
Moroever, up to subsequence,
Proof. Recalling the definition of L, for every x ∈ [0, 1] we have
Taking into account that Φ * (φ p (s)) = s and the differential equation,
whence (3.9) follows.
As for the convergence, we first observe that
Using the Landau-Kolmogorov inequality (3.5) with v = u , we deduce that there exists
Recalling (3.8) and (3.9), this proves the uniform boundedness of E in W 1,∞ (0, 1), from which (3.10) follows.
Notice that, combining Lemma 3.1 with Proposition 3.3, we can now state the following result.
Proposition 3.4. Let {v x 0 , } be as in (3.2). Then, up to subsequences, v x 0 , converges in C 1 loc to a functionv such that
where E is the limit profile of the energy, given in (3.10). Hence, E(x 0 ) ∈ [0, W 0 ] and, according to the notation of Section 2:
• if E(x 0 ) = W 0 , then v x 0 , → 0;
• if E(x 0 ) = 0, then either v x 0 , → ±1 or v x 0 , (x) →v a(x 0 ),E(x 0 ) (±x + t(x 0 )) for some t(x 0 ) ∈ R.
The limit equation
In this section we prove that the function E given in (3.10) satisfies a first order differential equation.
Theorem 3.5. The function E satisfies the differential equation 12) where the function K is defined in (2.6).
Proof. Let us write
for every > 0 and for every ψ ∈ C ∞ 0 (]0, 1[). Up to a subsequence, from (3.10) we plainly deduce that
on the other hand, from (3.9) we have
Hence, we have to prove that
for every ψ ∈ C ∞ 0 (]0, 1[). We argue as follows. For every s > 0 let ρ s : R → R be defined as
and let, for every L > 0, ψ ,L = ρ L * ψ, where * denotes the convolution product. Since, by standard properties of convolution, for any fixed L > 0 it holds,
an elementary dominated convergence argument (based on (3.11) too) shows that, for every L > 0,
Hence, we can prove (3.13) by showing that
for every L > 0.
Using standard properties of the convolution, we can write
where
and v x, is defined as in (3.2) , that is, v x, (z) = u (x + z). We thus observe that, from Proposition 3.4 and the Lebesgue's theorem, we have, for every x ∈ [0, 1],
wherev is the limit of v x, given by Proposition 3.4.
Ifv is a constant function (a situation which can occur only if E(x) = 0 or E(x) = W 0 ), we have already concluded. Indeed, in this case the above integral equals zero, and K(E(x)) = 0 as well. Otherwise, we know thatv(z) =v a(x),E(x) (±z + t(x)) for some t(x) ∈ R and we can write
Using Fatou's Lemma, we thus get
Accordingly, the proof can be concluded by showing that,
uniformly in x ∈ [0, 1] and t ∈ R.
To see this, we distinguish two cases. If E(x) = 0, then K(E(x)) = 0 and the left-hand side is zero as well, since
in view of Proposition 2.1. If E(x) > 0, we set for simplicity of notation
Now, the first integral above has limit, for L → +∞, equal to K a(x) (E(x)), while the remainder is easily seen to go to zero. We can thus conclude using Lemma 2.7.
We are now interested in the existence of solutions of (3.12) vanishing somewhere on [0, 1] (notice that this is possible since -from Proposition 2.4 -K is not Lipschitz-continuous at ξ = 0). More precisely, we have the following proposition, which is proved in [9, Proposition 1.3] (notice, indeed, that the properties of K collected in Proposition 2.4 remain the same with respect to the case p = 2). (i) (s, t), where 0 ≤ s < t ≤ 1 satisfy a(s) = a(t) and a(x) > a(s) for x ∈ (s, t), 
On the distribution of zeros
In this section we prove some results about the asymptotic distribution of zeros of u in [0, 1], when → 0 + . Both in Propositions 4.1 and 4.2 below, we suppose that n → 0 + is a sequence such that the energy E n = E n of u n = u n converges to some limit E. 
where the right-hand side of (4.1) has to be considered equal to zero when E(x) ≡ 0.
Proof. Let us consider the function g :
Due to the assumption (W1), g is of class C 1 and the differential equation in (1.3) can be written as
Let us make the change of variables
where C p and S p are, respectively, the p-cosine and the p-sine functions (see [4] ). We recall that such functions satisfy the following properties:
The change of variable in (4.3) is admissible, since it is well-known (see [14, Lemma 2.1]) that nontrivial solutions of (4.2) have only simple zeros (i.e., u(x) 2 + u (x) 2 = 0); moreover, due to (ii), if z denotes the number of (simple) zeros of a nontrivial solution of (4.2), then we have
To get an estimate of the above quantity, we argue as follows. By differentiating the first relation in (4.3), we obtain
that is -using (iii) and the fact that
On the other hand, differentiating the second relation in (4.3) and using the equation (4.2), we infer
We now multiply (4.6) by r 2/p C p (θ)/p and (4.5) by r 2/p * S p (θ)/p * and subtract them, obtaining -in view of (iv) -
which can be rewritten -using the fact that g(u)/r 2/p = C p (θ)/a 1/p -as
We can now pass to prove (4.1). In view of (4.4), we have
Now, for every x ∈ (0, 1) let us consider the function v x,n defined as in (3.2) , that is, v x,n (y) = u n (x + n y), and, according to Proposition 3.4, letv be the limit of v x,n for n → +∞.
Ifv is a constant function, we easily conclude. Indeed, ifv = 0 (hence E(x) = W 0 ), then
and -from Proposition 2.3 -
On the other hand, ifv = ±1 (hence E(x) = 0), then
and -from Proposition 2.3 -lim
Ifv is non-constant, we have to argue similarly as in the proof of Theorem 3.5, using mollifiers and convolution. In particular, ifv is the heteroclinic (hence, E(x) = 0) we can prove that
and we conclude again in view of (4.8). On the other hand, ifv is periodic (hence, 0 < E(x) < W 0 ) with minimal period T a(x) (E(x)), we have
By writing the conservation of energy forv as
and changing variables via u = g(v(y)) in (4.9), we obtain
, where k ± (s) = ± p p(W 0 − s), for every s ∈ (0, W 0 ). Using (2.7) and elementary computations
.
Recalling (4.9), this concludes the proof.
We conclude this section with a result describing the set of accumulations of zeros of u n , in connection with the support of the limit function E and the set of critical points of the weight a.
Proposition 4.2. Let us denote by Z the set of accumulations of zeros of u n , that is,
Then, the following inclusions hold true:
This result follows from the next proposition, which will also be used in the proof of Theorem 5.1.
Proposition 4.3. Let u n be a family of solutions of (1.3) such that
and
Then, for n sufficiently large it holds
A symmetric result holds true in the case [α, β] ⊂ (0, 1].
Proposition 4.3 follows from the variational characterization of solutions developed in Section 2. Since the complete proof is very long, but requires only minor modifications with respect to the case p = 2 treated in [9, Proposition 2.6], we omit it.
Existence of highly oscillatory solutions
In this section we prove the existence of solutions u of (1.3) such that
for a given energy profile E satisfying (3.12) .
To this aim we use a broken-geodesic approach. We thus consider, for > 0 and [s, t] ⊂ [0, 1], the energy functional
assuming that W is extended outside [−1, 1] as
Let us observe that the extended function W satisfies (W 2) in R. The critical levels m − ( ; 0, t) and m − ( ; s, 1) are defined replacing u ≥ 0 with u ≤ 0. We will show (see Lemma 5.2 and Lemma 5.3) that all these minimization problems have a unique minimizer u ± .
We now state a first result on the existence of solutions of (1.3), corresponding to the case in which the the set {x : E(x) > 0} is the union of two disjoint intervals (s 0 , t 0 ) and (s 1 , t 1 ) (see Proposition 3.6) satisfying
and let n i , i = 0, 1, be positive integers such that
Let us also consider
for every > 0 we define
where for every k ∈ N we have
We then have the following result:
Theorem 5.1. For every sufficiently small, the maximization problem
has a maximizer (τ 1 , . . . , τ n 0 +n 1 ) ∈∆ such that the corresponding minimizer u (−) j ( ; τ j , τ j+1 ) of m (−) j ( ; τ j , τ j+1 ) is nontrivial, for every j = 0, . . . , n 0 + n 1 .
Moreover, the function u : [0, 1] → R defined by
is a solution of (1.3) such that
In order to prove Theorem 5.1 we need several preliminary results dealing with the minimization problems (5.1), (5.2), (5.3). We state them in the case of m + and u + , but analogous conclusions hold true for m − and u − .
The next result gives some knowledge on the derivatives of the critical levels m ± in connection with the monotonicity of the weight function a.
Lemma 5.4. Suppose that a (x) > 0 for every x ∈ [α, β]. There exists C 0 > 0 such that, for > 0 small enough,
Proof. We give the proof when 0 < α < β < 1, the other cases being similar. As a preliminary observation, we notice that we have
where E(x) is defined, as in (3.8) , to be the energy of the function u + ( ; s, t).
(i) Let x 0 ∈ (s, t) be the maximum point of u + ( ; s, t); then, E(x 0 ) = W (u p ( ; s, t)(x 0 )) > 0. Using (3.9), and since a (x) > 0 for x ∈ [s, t], we have E(t) > E(x 0 ). Recalling (5.7), this concludes the proof.
(ii) Again from (5.7) and (3.9),
(iii) We give the proof for 
Now, let ϕ ∈ C 1 (R + ) be a decreasing function such that
We have, using (5.7) and (3.9),
Now, observe that from assumption (W 1) it follows that, for a suitable C 3 > 0,
As a consequence, (5.8) implies that |E(s + y)| ≤ C 4 p , so that
On the other hand, recalling Proposition 3.4, we have that, up to subsequences, v converges locally uniformly to a solutionv of
such thatv(0) = 0; hence we deduce that there exists δ = δ(s) > 0 such that
Since a is striclty positive in [0, 1], it is possible to choose δ indipendent on s in (5.9). As a consequence, there exists δ > 0 such that
for every > 0 sufficiently small. This concludes the proof.
Our last results specify when the minimizers u ± are non trivial. As a first step, we show that s 0 − h 0 ≤ τ * 1 < . . . < τ * n 0 ≤ t 0 + h 0 and s 1 − h 0 ≤ τ * n 0 +1 < . . . < τ * n 0 +n 1 ≤ t 1 + h 0 (5.14) and that the corresponding minimizers u (−) j ( ; τ * j , τ * j+1 ) are non-zero for every j = 0, . . . , n 0 + n 1 . To this aim, let > 0 be such that n i + 2 < l (s i − h 0 , t i + h 0 ), i = 0, 1.
This choice of is possible since (5.5) and (5.12) hold and the function T satisfies Proposition 2.3. Moreover, let λ i < 0 be the (n i + 2)-th eigenvalue of (5.11) in [s i − h 0 , t i + h 0 ] and let e i be the corresponding eigenfunction, whose zeros we denote by
It is trivial to see that there exist j ∈ {0, 1, . . . , n 0 + 1} and k ∈ {0, 1, . . . , n 0 } such that
Since the first eigenvalue of (5.11) in [η 0 j , η 0 j+1 ] is λ 0 < 0, we deduce that the first eigenvalue of (5.11) in [τ * k , τ * k+1 ] is also negative; hence, from Lemma 5.5 we obtain that
Hence, u ≡ 0. From this, one can show that (5.14) holds true and that all the minimizers u (−) j ( ; τ * j , τ * j+1 ) are non-trivial just by using the formulas for the derivatives of m (−) j contained in Lemmas 5.2 and 5.3. We omit the details which can be found in [9] .
As a second step, we show that s 0 − h 0 < τ * 1 , τ * n 0 < t 0 + h 0 , s 1 − h 0 < τ * n 0 +1 , τ * n 0 +n 1 < t 1 + h 0 .
For instance we check the validity of the relation
for sufficiently small. Arguing by contradiction, assume that there exists n → 0 + such that s 0 − h 0 = τ * , n 1 .
Hence, u n is a solution in I 0 = [s 0 − h 0 , t 0 + h 0 ]; the corresponding energy E n satisfies E n → F, uniformly in I 0 , for some function F which satisfies (3.12) and
dx.
Using (5.4) and the properties of T we can conclude, as in [9] , that for n large. At this point, Lemma 5.4 (iii) can be applied yielding ∂f ∂τ 1 (τ * ) > 0 and thus contradicting the fact that τ * is a maximizer.
Hence, we have shown that τ * ∈∆ ; using again the formulas for the derivatives of m (−) j contained in Lemmas 5.2 and 5.3 (compare, in particular, with [9, Proposition A8]) this is sufficient to prove that the function u defined in (5.6) is a solution of (1.3) with the required properties.
It is clear that Theorem 5.1 can be extended to the case when the support of E is the union of finitely many intervals (s i , t i ) satisfying the non-degeneracy condition (5.4).
Using an approximation argument developed in [9] , the general case can be treated as well. Summing up, we can finally state the following existence result:
Theorem 5.7. For every solution E of (3.12) there exists a family of solutions u of (1.3) such that E → E, uniformly in [0, 1].
