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64 65 3 1. Introduction 1 Somatosensory evoked potentials (SEPs) have been widely used for minimizing 2 possible risks during spinal surgery (Hu, et al., 2005, MacLennan and Lovely, 1995, 3 Nuwer, 1998). However, SEP signals recorded in the operating room are always 4 contaminated by noises of various sources, electrical and/or biological in nature 5 (Nuwer, 1998) . This results in a low signal-to-noise ratio (SNR) of SEP (Lam, et al., 6 2005) and makes real-time SEP extraction difficult, if not impossible. Filtering may 7 distort the SEP signals since it is overlapped with the noises in the frequency domain 8 (Komaromy, et al., 2002) . The current standard way, ensemble averaging (EA), 9 increases SNR to a level at which the SEP signal is measurable (MacLennan and 10 Lovely, 1995, McKinley and Parker, 1991) . However, depending on the quality of 11 recorded signals, EA method may require a large number of trials to 12 obtain an SEP interpretable waveform to clinicians and surgeons (American 13 Electroencephalographic Society, 1994) . Moreover, for clinic use of SEP monitoring, 14 left and right sensory pathways are monitored respectively and a retesting (Strenge, 15 1989) is required to decrease false negative SEP monitoring. Thus, EA is 16 time-consuming, and consequently deficits may have already occurred before 17 acquiring enough trials (Deletis and Sala, 2008) . In order to minimize the acquisition 18 time during surgery, new signal processing methods which provides a reliable SEP but 19 with fewer samples are needed (Ting, et al., 2006) . 20 Many studies have been conducted for SEP extraction from noisy backgrounds 21 such as parametric modeling, adaptive filter, wavelet transform and blind source 22 separation (BSS). However a large number of records are still required in order to 23   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   4 obtain an acceptable estimate in parametric modeling, whereas the performance of 1 adaptive filtering has been unsatisfactory, especially in a situation when recorded 2 signals are with a poor SNR (Liu, et al., 2007) . Fortunately, improved performance 3 has been reported for BSS, which is a technique that recovers unknown source signals 4 from mixed and observed data sets (Iyer and Zouridakis, 2007) , and BSS technique 5 has been suggested as a promising method for signal extraction from a noisy 6 background. 7 Since SEP responses are generally independent of neurophysiological artifacts and 8 background noises, BSS is able to extract SEP components from noisy measurements 9 (Lemm, et al., 2006) . Furthermore, since BSS requires much fewer data trials than EA 10 (Ting, et al., 2006) , it matches the purpose of fast extraction for SEP. Typical BSS 11 algorithms, including second-order blind identification (SOBI), estimation of signal 12 parameters via rotation invariance technique (ESPRIT), algorithm for multiple 13 unknown signals extraction (AMUSE), joint approximate diagonalization of 14 eigenmatrices (JADE), extended infomx, and fast independent component analysis 15 (fastICA), have been applied to other evoked potential extractions (Iyer and 16 Zouridakis, 2007 , Lee, et al., 1999 , Sutherland and Tang, 2006 , Tang, et al., 2006 , 17 Ting, et al., 2006 and may be applicable to SEP, even though it is weaker than other 18 evoked potentials. There are only a limited number of studies, however, comparing 19 the performances between the different BSS algorithms on the extraction of SEP. 20 Hence the aim of this study is to evaluate the performances of various BSS algorithms 21 on fast SEP extraction and to determine the most appropriate BSS algorithm(s) for 22   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   5   practical applications.   1  1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64 Fz, prior to the commencement of spinal surgery. An additional pair of surface 7 electrodes used as ground was applied to the skin over the cheek area. A total of eight 8 channels were recorded, with the reference to Fz. The stimulation for the recording of 9 SEPs was applied to the posterior tibial nerve, with a duration of 0.3 ms, at a rate of 10 5.1 Hz, and a constant current of 10 -30 mA. The signal was amplified 100,000 times 11 and band-pass filtered at 20-2000 Hz. All SEP signals were acquired and recorded by 12 a computer with 12-bit resolution and 5 kHz sampling rate. For each subject, the first 13 5ms of data was removed before any processing because of stimulation artifact. 14 According to the suggestion of the American Electroencephalographic Society, 15 (1994), the template signals for each subject were obtained by averaging 300 trials. 16 Within the eight channel signals, Cz-Fz was the main channel for SEP monitoring, 17 while the remaining seven channels provided extra information for BSS analysis. 18 Therefore, the BSS performance mainly depends on the evaluation of the signal 19 quality in the Cz-Fz channel, in which the performances of the BSS methods are 20 focused. 21 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   7 In this study, the background EEG and power-line noise were considered as two 1 main sources of noise, and were simulated and added to the SEP template (Chan, et al., 2 1995) . Then a simulated SEP signal was obtained for each subject. Three different 3 co-variations were used: 1) only EEG noise with SNR=-20 dB, 2) only power-line 4 noise with SNR=-20 dB, and 3) mixed (half-half) EEG and power-line noise with 5 SNR=-20 dB. 6 The EEG noise was simulated following an autoregressive model as follows (Qiu, 7 et al., 2006 , Yu, et al., 1994 :
Noise simulation
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(1) 9 where EEG i (t) is the i-th channel of simulated EEG noise at the moment of t and n(t) 10 is a random white Gaussian noise. (Cardoso, 1998 , Lemm, et al., 2006 and those based on 3 second-order statistics (SOS) (Belouchrani, et al., 1997 , Joyce, et al., 2004 , Tang, et 4 al., 2002 , Ting, et al., 2006 can be applied.
5
ICA assumes that the sources are statistically independent and are non-Gaussian 6 (or at most one source signal is Gaussian). For non-trivial cases the sources can 7 theoretically be separated by ICA (Cardoso, 1998) , which employs higher-order 8 statistics of the signals. If the sources are Gaussian, ICA will not work. 9 However, if the temporal structure of the source signals can be exploited, then 10 theoretically the sources can be separated by using second-order statistics (Tang, et al., 11 2002 , Ting, et al., 2006 . Typical SOS-based blind source separation methods include 12 AMUSE, ESPRIT, and SOBI, where the source signals are assumed to be 13 uncorrelated but not necessarily non-Gaussian. The reason is that the resulting 14 algorithms are based on either generalized eigenvalue decomposition (EVD) or joint 15 diagonalization of two or more matrices constructed by second-order statistics of the 16 observed mixture signals. 17 The preprocessing of the data was performed before the application of BSS 18 methods. The first step is centering, i.e., removing the mean (time-average) of ) (t x In the study of this paper, several typical blind source separation methods were 7 employed. It is assumed that they were applied to the centered and pre-whitened 8 signals without notification. That is to say, for ease of presentation, wherever we use 9 ) (t x , we mean the pre-whitened t x( )  defined by equation (3). The fastICA algorithm (Hyvarinen, 1999, Oja and Yuan, 2006) maximizes the 12 non-Gaussianity of estimates and uses nonlinear functions to efficiently estimate 13 (approximate) negentropy, which is a non-negative function of the differential entropy. 
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5 which present additional information for higher order statistics, where x i , x j , x k , and x l 6 are measurement data from arbitrary channels at arbitrary time points, x () is joint 7 probability distribution function, and n=n 1 +n 2 +n 3 +n 4 . The JADE algorithm aims to 8 reduce mutual information contained in the cumulant matrices by looking for a 9 rotation matrix, so that the cumulant matrices are as diagonal as possible. The joint 10 diagonalization is determined by the Jacobi technique. 11
Extended Infomax

12
To extract the source signals from the mixtures by linear transformation, 13 T s t t ( ) W x( ) , the extended infomax algorithm (Lee, et al., 1999) 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 11 AMUSE (Tong et al., 1991) is based on the following representation of the
Algorithm for multiple unknown signals extraction (AMUSE)
3 A can then be determined by the eigenvalue decomposition of
Second-order blind identification (SOBI)
5
The SOBI algorithm (Belouchrani, et al., 1997 , Joyce, et al., 2004 2005) is based on a set of time-lagged covariance matrices:
For independent sources, these matrices must be diagonal. To estimate the sources, a 9 joint diagonalization of the time-lagged covariance matrices is performed, similar to 10 the JADE algorithm. The approach of utilizing a set of τ values is adopted with the 11 intention to avoid an inferior source separation, since there is no theoretically proven 12 choice of τ values. There is a flexibility in choosing the number of time-lagged 13 covariance matrices. In this study, we employed two combinations consistently. One
, and was denoted as SOBI2. The other method 20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   13 Cov ,
3 and variance Var( ) X is determined by SEP signals were extracted from the simulated noisy SEP measurements by the BSS 5 methods described in section 2.2 according to the procedure described in section 2.3. 6 For example, using the data from one patient, the template SEP signal from Cz-Fz 7 determined after averaging 300 trials can be seen in Figure 2 , the simulated SEP 8 signal mixing with EEG and power-line noise with SNR = -20dB can be seen in 9 Figure 3 (Cz-Fz), the extracted SEP signal with SOBI6, similar to SOBI2, can be seen 10 in Figure 4 (Cz-Fz), and the results of AMUSE can be seen in Figure 5 (Cz-Fz).
11
Just by looking at the graphs, it is clear that SOBI performed better than AMUSE.
12
To quantify performance, the index of correlation coefficient described in section 2.3 13 was calculated for each combination of BSS algorithms and noise cases (Table 1) . To 14 compare the statistical differences of the correlation coefficients between these BSS 15 methods, the one-way ANOVA was conducted and the results are shown in 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   15 between each other, but they did show significant superiority to the correlation 1 coefficients in AMUSE, JADE and Extended infomax (p<0.05). When the source of 2 noise was a combination of EEG and power-line, the correlation coefficients were 3 0.77±0.03 in SOBI6, which is significantly higher than that of any other method. The 4 statistical results suggest SOBI6 is the only outstanding method under this noise 5 situation. On the other hand, the fastICA algorithm seldom converged, thus the SEP 6 signal could not be extracted. For JADE and extended infomax, the correlation 7 coefficients were both less than 0.5 under all noise situations. 8 The success ratios, defined as the ratio of the number of cases with | | 0.60 r  to 9 the total number of cases, of the different methods can be seen in Table 3 . When EEG 10 was the only source of noise, the success ratio of SOBI was greater than 50%, when 11 only the power-line noise presented, the success ratio was 100% for ESPRIT and 12 SOBI. When there was a mixture of background EEG and power-line noise, SOBI6 13 was the only method that had a success ratio greater than 90%, the success ratio of all 14 the other methods was less than 10%. JADE and extended infomax showed extremely 15 unsatisfactory performances in terms of success ratios. This data suggests that SOBI6 16 is the most suitable method. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 16 presented in Fig. 6 . In this figure, the single trial SEP is interpretable for SOBI6, 1 SOBI2, and ESPRIT01, while it is not for ESPRIT12, AMUSE, JADE and Infomax. algorithms. Hence, SOBI6 is suggested to be used in SEP extraction. This result is 21 also consistent to that from the simulation study. Table 5 shows the mean value and   22   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 17 standard deviation of correlation coefficient between two averaged 10 single trials 1 (the first one averaged 10 trials out of the first 50 trials, the second one averaged 10 2 trials out of the last 50 trials). In this The experimental results also presented that the single trail extracted SEPs by 16 SOBI are more satisfactory than those by other algorithms. In Table 4 , SOBI showed 17 the highest correlation with the SEP averaged by 300 trials. In superior to that of JADE and this is partly consistent to those of previous reports 2 ((Zavala-Fernandez, et al., 2006) ) which stated JADE was marginally less successful 3 but SOBI and fastICA presented similar performance. In this report, however, the data 4 point was 62500, much longer than the data point of the present study, which was only 5 500, therefore it is sufficient for a reliable estimate of HOS. Moreover, in our  1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 21 nonzero lag. The ESPRIT method uses two correlation matrices both of nonzero lags 1 so as to cope with color noise more efficiently. Different from AMUSE and ESPRIT, 2 the family of SOBI methods use more than two correlation matrices. Though the 3 computation complexity will be increased if we work on more correlation matrices, 4 the additional information brought by additional correlation matrices will improve the 5 anti-noise robustness of the blind source separation. That's why SOBI algorithms are 6 more suitable than AMUSE and ESPRIT for our application of SEP signal processing. 7 However, one may not want to use too many correlation matrices, because not only 8 the increased computation complexity but also the possible decrease of performance 9 on accuracy since correlation matrices at large time lags may be dominated by noise 10 and thus will deteriorate the performance of the algorithm. Therefore, in practice we 11 need to choose an appropriate number of correlation matrices for the SOBI algorithm, 12 and through our experimental study it is found that SOBI2 and SOBI6, which use 2 13 and 6 correlation matrices, respectively, are good choices for SEP signal processing. 14 In fact, practical users of SOBI can use any number of correlation matrices from 2 to 15 6. The choice is just a trade-off between computational complexity and performance. 16 In this study, SOBI, when applied specifically to short-time SEP signals, demonstrated 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   22 importance to evaluate the reliability of the clinical use of SEP. Because it associates 1 with the borders for changes of latency and amplitude for giving relevant warning 2 signals with high sensitivity and specificity to avoid false-negative and -positive 3 warnings (Strahm, et al., 2003) . Luk et al. (2001) Hence, based on both the simulation and experimental results, SOBI6 is the 9 suggested method for SEP fast extraction based on simulation and experimental 10 studies. However, it should be noted that real-time SEP extraction in its true sense is 11 online and automatic. Therefore, it is suggested that there should be a further study 12 which focuses more on the automatic SEP extraction based on SOBI. 13   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63 
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