The distribution of streaming multicast and real time audio/video applications in the Internet has been quickly increased in the Internet. Commonly, these applications rarely use congestion control and do not fairly share provided network capacity with TCP-based applications such as HTTP, FTP and emails. Therefore, Internet communities will be threatened by the increase of non-TCP-based applications that likely cause a significant increase of traffics congestion and starvation. This paper proposes a set of mechanisms, such as providing various data rates, background traffics, and various scenarios, to act friendly with TCP when sending multicast traffics. By using 8 scenarios of simulations, we use 6 layered multicast transmissions with background traffic Pareto with the shape factor 1.5 to evaluate performance metrics such as throughput, delay/latency, jitter, TCP friendliness, packet loss ratio, and convergence time. Our study shows that non TCP traffics behave fairly and respectful of the co-existent TCP-based applications that run on shared link transmissions even with background traffic. Another result shows that the simulation has low values on throughput, vary in jitter (0-10 ms), and packet loss ratio > 3%. It was also difficult to reach convergence time quickly when involving only non TCP traffics.
Introduction

Background
The usage of Internet development has been increased rapidly including on the number of users, infrastructures, and applications. Thus, no wonder if there are so many new trend applications developing in the Internet, especially UDP-based multimedia streaming applications such as video services and broadcasting services. Media streaming has been popular and widely used by Internet communities due to its capability to transfer from one server to many clients, called IP multicast [1] .
The earliest services for video distribution over the Internet combined multi-rate or layered traffic flows with multicast transmission. This mechanism offers the ability to satisfy users with many quality levels [2] . The increase of these services could raise the Internet data traffics that can trigger a congestion which is the most common issue when they converge with a bottleneck link. Congestion and bottleneck may cause packet loss, low throughput, high queuing delay and even cause a network collapse. Those are because of error control mechanisms that retransmit more packets to networks. Another major issue related to real time transmission is the TCP-friendly behavior of the underlying transport protocols [3] .
TCP-based applications use traffic flow control mechanisms that can respond to congestion by increasing or decreasing congestion window size. The mechanisms in [4] - [6] are known as slow-start and additive-increase and multiplicative-decrease (AIMD). Typically, the Internet protocol and architecture have been designed for sending only data packet, not the real time packet. Due to sophistication and rapid development of Internet, it could be used for real time packet such as audio, still images, and videos delivered by multimedia applications [4] , [7] . The use of these applications dramatically may cause flooding in the Internet due to they have no congestion control, fairness mechanisms while occupying the networks, and bandwidth consumers. If this happened, TCP-based applications will lead to congestion collapse and experience a starvation so that users could not surf the websites and send emails.
Motivation
Some of the proposed TCP-friendly congestion controls have been introduced in the Internet both window-based schemes [7] - [9] and rate/equation-based schemes [7] , [8] , [10] , [11] . The main objectives of these schemes are to reduce variations in transmission rate [12] and to control UDP-based multimedia streaming applications that interact well with TCP [6] , [13] . The proposed protocols should maintain their fairness and aggressiveness in the networks across connections to get TCP-fairness ratio (F) close to 1 (F ≈ 1) [7] , [14] .
Fairness is an important aspect of any transport protocol so that traffic is equally shared and distributed between applications in a network [3] , [7] . F 1 means that non TCP-based protocols are very dominant and unfair with Copyright c 2010 The Institute of Electronics, Information and Communication Engineers TCP traffics on the networks, which can lead to collapse, whereas F 1 means that non TCP-based protocols are ineffective to use in the networks. This paper will examine the performance evaluation of the layered traffic control in [15] with given Internet traffics such as HTTP, FTP and constant bit rate (CBR). Our research evaluates the basic concept of TCP fairness by simulating the protocol for unicast and multicast flows competing between TCP and UDP protocol with background traffics and DropTail queue management. We use RLM protocol for delivering multicast and layered encoding transmission and evaluate the performance metrics such as throughput, delay/latency, jitter, TCP friendliness (F), Packet Loss Ratio (PLR), and convergence time (CT) when it competes with background traffics.
Related Works
The study of the layered video transmission [16] - [19] was pioneered by Receiver-driven Layered Multicast (RLM) [15] protocol. Multimedia streaming applications have become a new trend in delivering information such as news, lecture materials, advertisement, songs, and movies. Most of them are UDP-based traffic [12] that could lead to congestion collapse and TCP starvation in the IP-based networks such as Internet. Some of the multimedia streaming flows are uncontrolled traffics and need a smoothness variation in transmission rate.
Jacobson in [4] introduced AIMD protocol for TCP traffic and other proposed protocols for controlling non TCP-based traffics have been also introduced including TCP-friendly schemes classified in [7] . Widmer, Denda, and Mauve in [7] classified by single/multi rate and ratebased/window-based schemes as follows (1) RAP, LDA+, TFRCP, TFRC, LTRC, TRAM, and TEAR are single rate and rate-based schemes; (2) MTCP, NCA, and PGMCC are single rate and window-based schemes; (3) RLC, FLID-DL, TopoSense, LVMR, LTS, TFRP, MLDA, and PLM are multi rate and rate-based schemes; and (4) Raindbow is multi rate and window-based schemes.
Vicisano, et.al and Wang, et.al in [20] , [21] describe a typical approach to multi rate congestion control using layered multicast, which is a sender should divide the data transmission into several layers and transmits them to different multicast groups. Each receiver can individually select to join as many groups as permitted by the bandwidth bottleneck between that receiver and the sender. The previous research explored and improved the properties of RLM, but neither of them exploited fairness value nor performance evaluation with background traffics such as HTTP and Pareto.
Problem Statement
Layered traffic is suitable for a video transmission to improve the video quality and layered multicast. Congestion control is performed indirectly by the group management and routing mechanisms of the underlying multicast protocol. Receiver-driven congestion control is usually used together with layered congestion control approaches that the receivers decide whether to subscribe or to unsubscribe from additional layers, based on the congestion situation of the network.
Contribution
Our research proposed 8 scenarios, as discussed in Sect. 2.1, to act friendly between both TCP applications and multicast applications. Those scenarios use background traffics [22] , [23] and DropTail queue management, which is used by a typical router for managing incoming and outgoing packets in the buffers [24] . In addition, we proposed a set of mechanisms such as a simple class for creating a static wired network topology that can be used in NS2 simulation, providing various data rates with background traffics, a simple class of creating static wired network topology, various scenarios to represent the real internet environment. Finally, we evaluated RLM performance in various conditions and data rates by evaluating some performance metrics such as fairness, throughput, jitter, convergence time and PLR when competing with each other in a network.
Simulation Model
We first describe the topologies used by this research and evaluate some performance metrics. We denote a scenario by S N integer :
and B refer to a set of scenarios, bidirectional links, delay (in ms), and bandwidth (in mbps), respectively. We use subscript N and i,j to refer n-th simulation and a link from i-th node to j-th node, respectively, unless otherwise specified.
Simulation Models and Properties
Simulation model comprises 8 scenarios to evaluate the behaviors and traffic patterns both TCP and non-TCP applications in unicast and multicast data streams. The first three scenarios of the simulation, S 1,2,3 , describe the basic concept of unicast flow traffics and the next five scenarios, S 4, 5, 6, 7, 8 , describe multicast flow traffics. The models illustrated the flows of multimedia data that involved several parameters such as bit rate, layered streams for multicast, queue management, queue length, delay/latency, topology, application protocols, and traffic sources.We use network simulator 2 (NS2) version 2.34 for implementing the scenarios. The RLM protocol is available in NS2 from version 2.1bx to 2.34 and it does not have a module to evaluate the performance, so that we create our own scenarios.
First, Fig. 1 (a) illustrates the simple topology used by the Scenario 1, 2, and 3 when networks received TCP and UDP unicast data streams. These scenarios consist of four senders, one receiver, and one router and denoted by S N model as follows: The S 4 to S 7 will use to evaluate multicast flows without and with, respectively, congestion control by delivering multi rate and background traffic, and The scenario S 8 evaluates multicast flows with congestion control (multi rate) and background traffic Internet such as FTP. The S 4,5 , S 6,7 , S 8 and their properties can be shown as in Fig. 1 (b), 1 (c), 1 (d) , and Table 1 , respectively.
Performance Metrics
The Internet is an interconnection of the various types of heterogeneous networks and supports a wide range of applications. Problems arise when there is a huge gap in capacity between local networks and the Internet, called the bottleneck, that lead to congestion collapse. There are 3 ways to prevent congestion collapse, e.g. monitoring of traffic flow and network capacity, especially a bottleneck router, managing of transmission rate between sender and receiver, and congestion avoidance.
The data flows are said as TCP-friendly if their arrival rates do not exceed the arrival rate of TCP flows in the same circumstances, and we define TCP friendliness value as in Eq. (1).
where F=Fairness ratio, T non−tcp =non-TCP throughput (bps), and T tcp =TCP throughput (bps). Floyd and Fall in [6] estimate a simple TCP throughput and Wang and Schwartz in [21] estimate a more complex TCP throughput, respectively, as shown in Eq. (2) and Eq. (3). where t RT T =round-trip time, s=packet size, p=packet loss rate.
where b=number of ACK packet, W m =congestion window size, t RT O =request time out
We calculate both instant throughputs and system throughputs in this paper. The instant throughput in Eq. (4) is a value that calculated by dividing the bytes of each packet by the time required to send the packet while the system throughput in Eq. (5) is a value that calculated by dividing the total bytes sent up to a given time by the total time in seconds. For calculating instant throughput, we use low pass filter EWMA (Exponentially Weighted Moving Average) in Eq. (6) with smoothness factor (α)=0.9.
T i = PktS ize i t i(received) − t i(sent)
where α = smoothness f actor = n n + 1 (n ≥ 0) Besides the above performance metrics, we also calculated others such as the convergence time (CT), latency, jitter, and packet loss ratio (PLR). Convergence time is time needed by the receiver to achieve a steady state condition when receiving the data streams from a server due to natural behavior of non-deterministic flows. We calculated a convergence time as a constant jitter that leads to 0. CT, jitter (Eq. 7), and PLR are performance metrics needed by multimedia applications.
where: t sent = time when packet is sent from a sender/source (second) t received = time when packet is received by a receiver/client (second) j, i = packet sequence number, i-th and j-th, where j > i
The simulations use FTP, CBR, and Pareto as traffic source distributions and also 6 different transmission rates/layers (formulated by 32 × 2 m kbps, where m=number of layers {0,1,. . . ,6}) when transmitting multicast traffics using layered-based multicast protocol, such as RLM. The protocol works based on congested links and capability on the receivers, known as receiver-driven control.
Our Result
We evaluate the performance of TCP fairness and the RLM when interacts with TCP applications and use 6 layered multicast transmission with background traffic Pareto with α = 1.5.
Experiment
The simulation properties in this paper were run with DropTail queue management, unicast and multicast flows combined with TCP-based and non-TCP based applications, background traffics, and 6 layers in multicast flows as shown in Table 1 . We use 8 scenarios involving both unicast and multicast flows that use the network topologies as shown in Fig. 1 
Throughput
The system throughput is very important to know the power of our transmission in the network systems. This means that how many bytes we are transferring the data by the unit of time in our networks. Simulation 1 to 3 shows the basic characteristics of controlled and uncontrolled unicast flows of TCP and UDP traffics, respectively. Figure 2 (a) shows that TCP flow generated by FTP traffics competes fairly (F ≈ 1, as shown in Fig. 3 (a) ) with other TCP flows and in Fig. 2 (b) and 2 (c) UDP flows generated by CBR traffics competes unfairly (F 1, as shown in Fig. 3 (a) ) with TCP flows. This is due to that TCP has a flow control mechanism to monitor congested link while UDP has not. The CBR traffic is uncontrolled, unidirectional, and user-defined in packet size, packet interval and stream duration. Most multimedia applications such as audio and video streams are based on UDP and thus, they are also unreliable and compete unfairly with FTP streams as shown in Fig. 2 (a), Fig. 2 (b), Fig. 2 (c) , and Fig. 3 (a) . In our experiments, the scenarios have low values on throughput, especially when they compete with background traffics and multicast traffics as shown in Fig. 2 and the summary of network performance conducted by this research is shown in Fig. 3 .
We used 6 layers of transmission rate as shown in Fig. 4 with the lowest rate is 32 kbps and the highest rate is 2,048 kbps. In RLM, a client should have 256 kbps of its link capacity when it subscribes 3rd layer otherwise it only get a lower layer or congestion. Figure 4 shows a member in scenario 8 that it reached the highest layer and then dropped to the 3rd layer due to Pareto traffics flows.
Packet Loss Ratio (PLR)
PLR is important to evaluate the quality of services (QoS) and link efficiency in the network system, especially for multimedia streaming. Boyce and Galianello in [28] evaluate the MPEG video performance that 3% of packet loss could cause 30% of the video frame cannot be used. Figure 3 shows the result of PLR on all scenarios when transmitting TCP and non-TCP data flows. Most of the unicast traffics both TCP flows and UDP flows have PLR range from 0% to 4% as shown in Fig. 3, Scenario 1 to 3 .
A network that comprises RLM mechanisms for managing or controlling flows on each multicast member also has PLR value range between 0.35% to 6.69% as shown in Fig. 3, Scenario 5,7,8 . However, a network that comprises only UDP multicast flows, the PLR is relatively high between 17% to 61% as shown in Fig. 3 , Scenario 4 and 6. This is happened due to a heavy load of uncontrolled multicast traffics on the network. 3 Simulation results of 8-scenarios. BgTraf is a background traffic that has a self-similar traffic pattern based on Pareto distribution with α = 1.5 and β = 500 ms and the *) symbol in Fig. 3 (b) indicates the links have experienced a congestion collapse due to heavy traffics to Node 4 exceeding the link capacity. Figure 3 shows that most scenarios have achieved a convergence time in less than 2 seconds in average except scenario 5 that has more than 20 seconds in average. This means both TCP and RLM could work together and achieved a steady state condition in a short time. Besides convergence time, we also calculated another metric related to convergence time that is a jitter.
Convergence Time and Jitter
Jitter is a delay variation needed by multimedia services as a constraint to improve its quality of service in delivering the data transmission from the provider to subscribers. It also can be used to determine the convergence time of the protocol. UDP flows are quicker than TCP flows to achieve their convergence time because of using constant rate as shown in Fig. 6 and Fig. 7 while TCP flows are hard to achieve a convergence time due to its characteristic to react when another flows occupying in the network. TCP has a variety of jitter values in a range from 0 to 20 milliseconds and UDP has jitter values in a range from 0 to 5 milliseconds as shown in Fig. 5 .
Fairness
Fairness shows whether a protocol dominating other protocols or not on the networks in the same circumstances. As shown in Eq. 1, each application should occupy the networks fairly. These circumstances could not be reach without a flow control and monitoring mechanism. Figure 3 (Scenario 1) and Fig. 2 (a) show that the maximum throughput of TCP is more than 600 kbps and react fairly when other flows occupied in the networks on the same circumstances, the maximum throughput of UDP is approximately 249 kbps, as shown in Fig. 3 (Scenario 2) and 2 (b), when the networks only occupied by UDP flows, and TCP flows dropped more than 100% when competing with UDP flows due to it responds to UDP flows. Figure 3 shows TCP and RLM have fairness values from 1.0 to 2.7 in Scenario 1, 2, 3, and 8. We concern on both TCP-based and non TCP-based applications working together in the Internet because most of data traffics in the Internet are TCP-based. It is almost impossible that the Internet only consists non TCP data traffics except in particular case such as in private networks. This is a reason why we did not examine the fairness values in Scenario 4 to 7 due to all traffics involving in these scenarios are non TCP flows. 
Discussion
This paper proposed some scenarios to act friendly between both TCP applications and multicast applications. We focused on the works how to improve and evaluate QoS and link efficiency for the real time applications. Some of performance evaluations such PLR, fairness, jitter, throughput, and convergence time have been evaluated. They are impor- tant factors to improve QoS on real-time applications.
Our study showed that most scenarios could reach TCP friendliness even they have low throughputs, difficult to reach CT, and PLR more than 3%. We use background traffics Pareto and DropTail queue management, which can be a subject to be discussed in the future to overcome these results by determining the appropriate distribution function for background traffics. RLM also does not support error recovery mechanisms that can be a problem for reliability issue.
Conclusion
TCP-based applications, such as email and http, use a reliable and controlled protocol. A network that contains uncontrolled data packet streams will be more prone to congestion. RLM protocol works well enough to push the packet loss ratio and keep traffic flows from congestion incidents of non-TCP data packets even it takes longer than other proto-cols to reach convergence time (steady state).
In our study of 8-simulation scenarios, RLM that delivers 6 layers of multicast transmission still has a low network utilization when using a channel capacity. This is due to the RLM has a subscription mechanism to a specific layer which can be adapted to network condition. Its mechanism is fair enough to TCP traffics (F ≈ 1) when use a channel in the networks in the same circumstances which means that RLM could control non-TCP traffics on TCP traffics fairly. Other results show the convergence time difficult to reach quickly, vary in jitter (0-10 ms), low values on throughput, efficiency, and PLR (PLR > 3%) in the same circumstances.
RLM has low values on throughput, efficiency, and PLR, but it works well together with TCP applications. RLM can also reduce loss packet, but it does not have an error recovery mechanism. It cannot be used to the applications that need high reliability, such as database replications.
