Sentiment Analysis aims at extracting peoples sentiment, opinion, and appraisal from their comments in social websites. Most research efforts in the area of sentiment analysis have concentrated on English and few works considered the problem of Persian sentiment analysis. Persian is spoken by more than a hundred million speakers around the world and is the official language of Iran, Tajikistan, and Afghanistan. Persian is a challenging language for sentiment analysis and there are few resources and tools available for Persian text processing. Therefore, in the current study we first devise a Persian polarity lexicon which is a list of words associated with their sentiment polarity. Then, we review common challenges of Persian language processing such as misspelling, word spacing, stemming, and use of informal words and propose effective solutions for them. Finally, we assess the performance of the proposed method in classifying the polarity of online cell phone reviews. The results show the superiority of our approach compared to the state-of-the-art supervised machine learning methods. Furthermore, our method is more computationally efficient than existing supervised methods.
INTRODUCTION
Online user comments are typically used by people wanting to be aware of other customers opinion about products or services of interest. These comments are often provided in a free-text format by online commercial or social websites such as Yelp or Amazon. With the aid of this rich source of information people can certainly make better decisions. Nevertheless, finding and reading numerous potential reviews is a time-consuming and tedious task [1] . Therefore, designing tools to automatically extract peoples opinion from their online comments has attracted an increasing attention in recent years [2] .
Sentiment analysis which is a subfield of natural language processing (NLP) and data mining aims to extract opinions, evaluations, and emotions form online documents [3, 4] . Since there are many challenging research problems which had never been studied before, sentiment analysis provides a compelling motivation for academic research. Also, it has attracted significant attention from industry, because knowing how consumers think about products and services may help strategic market decisions [5] . Furthermore, prospective consumers are typically interested in knowing the opinions of existing customers when making a purchase [2, 5] .
Existing approaches for sentiment analysis may be grouped into two main categories: machine learning approaches and lexicon-based methods [6, 7] . Most existing techniques for sentiment analysis use machine learning [2] . Machine learning approaches have some advantages such as the ability to identify non-sentiment terms that carry implied sentiment by expressing a judgment (e.g., "cheap" in the phrase "this camera is cheap") [8] . Another advantage of these approaches is that any existing learning method such as Support Vector Machines (SVM), Naïve Bayes, or Artificial Neural Networks (ANNs) can be applied on. However, these approaches have some drawbacks such as needing a corpus of human-coded texts for training, and domain dependency [7, 9] . For example, in the domain of reviews about cell phones, the words cheap and smart express positive sentiment, whereas in the books domain the words well researched and thriller indicate positive sentiment. Moreover, as pointed out by Thelwall et al. in [8] , algorithms of this category cannot give a clear explanation as to why a sentence has been classified in a certain way, by reference to the predefined list of sentiment terms.
On the other hand, lexicon-based techniques use a list of sentiment-bearing words and phrases that is called sentiment lexicon [2] . This lexicon is derived from the existing sources, such as the General Inquirer lexicon [10] , the ANEW words [11] , SentiWordNet [12] , WordNet Affect [13] , or the LIWC dictionary [14] . In addition to using these standard resources, some researchers have developed new methods to automatically generate and score lexicons [15, 16] .
However, sentiment lexicon is necessary but not sufficient for sentiment analysis [2] . Hence, combined approaches which exploit supplementary information, such as semantic rules for dealing with negation [7] , booster word list [6] , emoticon list [17] , and pre-existing large collection of subjective common sense statement patterns [18] are more useful. Therefore, in the current study we propose a combined approach which works based on a lexicon-based method.
Although earlier studies on sentiment analysis have focused on English texts, some recent works deal with other languages such as Turkish, Arabic, and Urdu [19] [20] [21] . Nevertheless, there are few works for sentiment analysis in Persian [22] [23] [24] . From a computational point of view, several features make Persian a challenging language [23, 25] . For example, most Persian letters have three or four forms of writing and there are a lot of frequent exceptions in words order. Moreover, the use of wide variety of declensional suffixes and some imported sounds from Arabic which may be written or ignored, results in various forms of writing [25] . Therefore, in this paper we investigate these challenges and propose a new framework for sentiment analysis in Persian to dealing with them.
The main contributions of this paper are as follows:
We propose a new unsupervised, lexicon-based approach for sentiment analysis in Persian.
We introduce two resources for Persian sentiment analysis: a Persian Lexicon that associates Persian sentiment words and their polarity, and a manually gathered dataset that is annotated by human coders for polarity detection.
We compare the accuracy of state-of-the-art machine learning methods and the proposed system for polarity detection on two datasets.
The rest of the paper is organized as follows. In the next section, we review background and related work. In Section 3, we illustrate our framework and some definitions and assumptions are given. Section 4 reports experimental results and presents a discussion of examined methods. Finally, we conclude the 2 paper in section V and present some directions for future work.
LITERATURE REVIEW
Sentiment analysis and opinion mining refer to the same field of study [2] . Although, the term opinion mining first used by Dave et al., in [26] and the term sentiment analysis first proposed by Nasukawa and Yi in [27] , one can find their initial roots in the earlier works [28? , 29] . Since then, sentiment analysis has become an active research area and, hence, there is a large body of research literature on this field. However, in this section we will not present a comprehensive review of the field, instead we just review some relevant researches. More comprehensive and detailed surveys can be found in [2, 4, 30] .
Sentiment analysis applications can be mainly investigated at three levels of granularity: documentlevel, sentence-level, and aspect-level [2] . The task at document level is to assign an overall sentiment orientation to the entire document. Sentence-level sentiment analysis, in turn, focuses on predicting the sentiment of sentences in isolation. Aspect-level techniques perform finer-grained analysis with the goal of discovering sentiments on entities and/or their aspects. The focus of this study is on the document-level sentiment prediction. In fact, our work may be considered as a sentiment polarity detection task in which we assign each document a binary (positive/negative) label.
Sentiment analysis has been receiving increasing attention recently from both academia and industry [31] . Some examples of sentiment analysis applications include predicting sales performance [32] , ranking products and merchants [33] , linking Twitter sentiment with public opinion polls [34] , predicting election results [35] , and identifying important product aspects [36] . In addition to these traditional applications, sentiment analysis has presented new research opportunities for social sciences in recent years [37] [38] [39] . For instance, finding how genders differed on emotional axes [40] , predicting the stock market using Twitter moods [41] , characterizing social relations [42] , determining sentiment flow in social networks [43] and showing gender differences in giving and receiving positive sentiments in social network sites (SNSs) are some typical examples of social applications [44] .
However, much of the sentiment analysis research has been done in English and there are few works on other languages [2] . This is due to the fact that lexical resources and data collections for languages other than English are very limited and it is very time and labour-consuming to generate these resources [20] .
Some example works for sentiment analysis on languages other than English are as follows. Kim and Hovy, proposed two strategies for polarity detection on German emails [45] and Denecke proposed a similar approach for German comments [46] . Mihalcea et al., suggest a new method to dealing with subjectivity analysis on Romanian texts [47] . Similar approaches have been proposed for other languages such as Chinese [48, 49] , French [50] , Turkish [19] , Spanish [51] , Urdu [52] , and Arabic [53] . However, we will not review all the literature on the subject; instead we will describe some related works that were proposed for sentiment analysis in Persian language. As pointed out earlier, the research on sentiment analysis in Persian is very limited. In fact, in the literature we found only three studies concerning the problem of Persian sentiment analysis. The first work is that of Shams et al., who introduced PersianClues, a new lexical resource for sentiment analysis in Persian [22] . They employed an automatic translation method to translate the existing English clues to Persian and an iterative refinement approach to correct the erroneous words. In order to detect the polarity of documents, a two-step approach was used in their work. First, an unsupervised LDA-based method is utilized to extract topic-based Persian clues and then, SVM is used to determine the polarity of each document according to those clues. The reported results indicate that their method improves the accuracy compared to a system which only works based on the term frequency of unigrams.
The second work on Persian sentiment analysis was recently proposed by Bagheri et al. [23] . Their method is based on lemmatization for Persian language and employs Naïve Bayes for classification. Moreover, they proposed new feature selection method, modified mutual information (MMI). This method uses the positive and negative factors between features and classes. In fact, their approach is considered as a document-level supervised polarity detection method. They compared their method with two statistical methods and reported that their method is slightly better. A similar approach for sentiment analysis in Persian was proposed by the same authors in [24] . They reviewed and compared different feature selection methods for sentiment classification. Furthermore, they proposed a model for sentiment classification of Persian review documents. Since this work is very similar to their previous work, we will not describe it further.
However, there are three major differences between our approach and the above-mentioned works. Firstly, our framework is unsupervised and domain-independent, whereas existing approaches use supervised machine learning techniques. Secondly, in our framework, we address several problems of Persian text processing which have never been considered in Persian opinion mining. Finally, our approach is robust to the size of feature space and is computationally more efficient than previous works. In the next section we will describe our framework in more details.
PROPOSED METHOD
The motivation behind designing a new framework specific to Persian, rather than using existing methods for English sentiment analysis, is due to certain challenges of Persian language. One of the main challenges in Persian texts is that there are different forms of writing for many words. Another problem relates to the use of space which may appear within a word or between two consecutive words. Moreover, in Persian, short space or pseudo-space may be used as intra-word space to separate words part. Thus, text segmentation and tokenization in Persian is more challenging than other languages [25] .
Using informal words and the transliteration of foreign words that are common in social web texts, is another challenge for sentiment analysis in Persian. However, to our knowledge, no previous published research on sentiment analysis in Persian has investigated these problems.
An overview of the proposed system is depicted in Figure 1 .
The normalization module is used to unify those words that may be written in different alternative forms. Several reasons cause a word to be written in different ways. First, some of the imported letters form Arabic may be utilized in several forms. For example, " ", " " and " " are all conventional ways of writing the word "Masaleh" which means "problem". Second, some letters in Persian have different Unicode (e.g., letters like " " or " " for "i" and "k", respectively). Third, word boundaries are not always indicated by space. For example, the word Rang-ha which means colors may be written as " ", " ", or " ".
The second module in Figure 1 is utilized to correct misspellings. In Persian, in addition to typographical and cognitive mistakes, there is another source of spelling errors which relates to interchangeable letters [25] . Interchangeable letters are borrowed from Arabic and in Persian, in contrast to Arabic, they produce the same sound while have different shapes. For example, the letter "T" may be written as either " " or " " and "Z" may be written using one of " ", " ", " " or " " letters. Therefore, it is quite likely for a word to be written in tens of ways. A typical example would be the word " " for ridicule that have 48 different ways of writing. The reason is that there are two interchangeable letters for " " and " ", three interchangeable letters for " ", and four interchangeable letters for " ".
Moreover, informal Persian web text frequently contains non-standard spelling. The main reason is that many Persian web users tend to write words as they are used in everyday conversations. For example, in informal writing, in many cases the letter " " ("Alef") is replaced by " "("Vav"), since it is pronounced as "ou" instead of " ". Therefore, spell checking in Persian language is more challenging than English.
The stemming module is used to reduce variant word forms to their common roots. There are several methods for stemming. In this study, we used a light stemmer proposed by Dolamic et al., in [54] . This stemmer does not deal with verbal suffixes, although like in other languages they are numerous in the Persian as well. However, this will not affect our lexicon-based sentiment analysis method because most sentiment words in a typical lexicon are nouns and adjectives [28] . Moreover, to reduce the size of document and to improve the accuracy, we removed frequently occurring words (i.e., stop words) that have no significant impact on sentiment detection process. To this aim, we use the existing Persian stop word list suggested previously by Dolamic et al. [55] . There are basically two ways to exploit the textual content of user-generated comments; either to consider any comment as a unit of text or to treat it as a collection of sentences, each with its own sentiment polarity. The main disadvantage of the first viewpoint is that it ignores the sentence-level information of textual content [31, 56] . In this work, we follow the second viewpoint. Therefore, the third module in Figure 1 is used to split multi-sentence reviews into independent sentences based on common sentence separators. The output of this module is a set of sentences which are then passed to the next module.
The last two modules of the proposed system are used to produce a binary decision about the polarity of each review. The polarity detection module identifies the polarity of each sentence using SentiStrength, an existing library that uses a combined method to detect polarity and strength of short informal social texts [57] . SentiStrength uses the following lists: 1) Sentiment strength word list This is a collection of positive and negative terms associated with a value from one to five.
2) Booster word list This list contains words for increasing or decreasing the sentiment strength of subsequent non-neutral words.
3) Idiom list This list is used to identify the sentiment score of some common phrases.
4) Negation word list
This list contains a few negation words for inverting subsequent sentiment words.
5) Emoticon list
This list is utilized to supplement the first list, specifically to deal with common writing styles in short social web texts.
Some example words from these lists are shown in Table 1 . However, this software was designed for dealing with English text and, hence, we manually translate its core list to Persian. After translation, we remove redundant words (i.e., Persian words that correspond to different English sentiment words with different scores).
The last module is used to aggregate the sentence polarities into an overall review polarity. In fact, this step can be seen as a data fusion phase in which sentence polarities are multiple sources of information that should be taken to generate a single decision about the review [31] . Some of the most important existing aggregation methods for sentiment analysis are as follows.
1) SentiStrength
To calculate the overall sentiment polarity of a long text, SentiStrength first computes the overall positive and negative sentiment of each sentence. Then, the maximum of positive and the minimum of negative sentence scores are taken.
2) Maximum of scores
In this method, the maximum of the absolute values of the positive/negative scores is taken as the overall score of a review. However, this is not an appropriate strategy when, for example, a review contains several weak positive sentences and a strong negative sentence [31] .
3) Scaled rate
This strategy uses the number of positive and negative sentences to compute the final review score, ignoring the strength of sentences, as the following Equation depicts [1, 56] :
where P and N are the number of positive and negative sentences in the review, respectively. The major drawback of this method is that it does not consider the strength of sentiment [31] .
4) Sum of maximums
It uses the positive and negative scores of sentences similar to the maximum of scores strategy. However, instead of selecting one with greater absolute value, it simply adds maximum of positive and negative scores.
5) Dempster-Shafer
This strategy is based on Dempster-Shafer theory of evidence [58] and is proposed for sentence-level sentiment aggregation in [59] .
In this work, we follow the Dempster-Shafer strategy because it has been shown that it is not only a simple algorithm, but also is an efficient aggregation mechanism for document-level sentiment analysis [59] .
The first step to apply DS theory to our score aggregation problem is to define evidence based on the output of the polarity detection module of the proposed system (see Figure 1) . As mentioned earlier, we use SentiStrength for sentence-level sentiment detection. In this work, we consider each sentence score as evidence for the overall score of a review. Having defined evidence in our context, the next step is to specify the mass function. To this aim, we used normalized sentence score according to the following equation [31] :
where S is a sentence, senScore is the output of SentiStrength for this sentence, highScore and lowScore are the maximum and the minimum scores of positive and negative sentences, respectively. The final step in using this strategy is to aggregate n evidence into overall evidence. This could be done using the following equation:
However, to avoid the computational complexity of Equation (3), we can iteratively apply Equation (4) .
where m n and m o are measures of confidence from new and old existing evidence, respectively. The old evidence is the mass m from the previous iteration of Dempsters rule of combination.
The overall aggregated value is a real number in range [0,1] and may be rounded to be used as a binary (positive/negative) value.
EXPERIMENTS

Datasets
To evaluate our sentiment analysis framework, we used two datasets of online cell phone reviews written in Persian. The first dataset, BG Data, is used in [23, 24] and contains short reviews about cell phones. The main limitation of this dataset is that it contains very short reviews. Therefore, we extracted the second dataset, BS Data, from a well-known Persian website, mobile.ir, containing user comments about digital equipment. For the experiments, we picked a random sample of positive and negative reviews, each with equal number of documents. Table 2 shows the properties of these datasets.
Evaluation measure
For evaluation, we used two measures; F-score and Mean Absolute Error (MAE). F-score is defined as follows:
where, π and ρ are defined as follows:
and T P and T N are true positive and true negative, while FP and FN are false positive and false negative respectively. The MAE is defined as the mean of the absolute differences between the predicted and the ground truth polarities. It may be used as a proxy for depth or level of details.
Remove rare features Features that occur less than five times.
To filter out features which are not likely to contribute to useful generalizations.
Results
To assess the effectiveness of the proposed framework, we compare it with frequently used machine learning algorithms; decision tree (J48 classification), Naïve Bayes, and Support Vector Machines (Sequential Minimal Optimization, SMO variant) [31, 57] . These algorithms were implemented using TagHelper, a text analysis program written on the top of the Weka machine learning software [60] . A training model was built using common features listed in Table 3 .
The first column of Table 3 shows features used to train the learning models, while the second column describe the features and finally the third column shows the reason why we select the features.
The MAE and F-score values of the proposed method and the above-mentioned approaches are compared in Figure 2 and Figure 3 , respectively.
As can be seen in Figure 2 and Figure 3 , the proposed approach outperforms machine learning methods in terms of both MAE and F-score. Specifically, the MAE of the proposed method is significantly lower than that of other algorithms. This indicates that, overall, our method can better detect review polarities. Moreover, as pointed out in [31, 57] the main advantage of lexicon-based approach is its lower computational complexity compared to machine learning methods.
Another notable result in Figure 2 and Figure 3 is that the F-score of the proposed framework on BG Data, is about 10% higher than the reported result by Bagheri, et al. on the same data [23] . This is an important advantage for our framework, because their approach is a machine learning-based method which uses feature selection, and hence, it is not only computationally more expensive but also, is domain dependent. Moreover as pointed out by Bagheri et al., Persian text mining or specifically Persian sentiment analysis suffers from low quality due to the fact that the size of feature space for training machine learning classifiers is very large [23] . This makes the training process very time consuming and leads to poor performance. Therefore, unsupervised lexicon-based approaches are preferable for sentiment analysis in Persian. 
CONCLUSION
In this paper, we proposed a new framework for Persian opinion mining. Our framework utilized several linguistic modules such as spelling correction and stemming to deal with the problems of Persian sentiment analysis. Moreover, we customized the SentiStrength tool for Persian language and used it to detect the polarity of short sentences. This study presents the first lexicon-based approach to sentiment analysis on Persian language. Furthermore, it is the first study that directly considers the problems of Persian language for sentiment analysis.
Our framework, in contrast to machine learning approaches, is robust to the size of feature space and training data size. Moreover, the proposed framework can be used in cross-domain applications, whereas machine learning-based approaches are usually domain-dependent.
We evaluated the performance of the proposed framework on two cell phone review datasets and compared it with state-of-the-art machine learning algorithms, namely Naïve Bayes, SMO, and J48 decision trees. The results indicate that the proposed approach outperforms machine learning methods in terms of MAE and F-score. A promising direction for future work would be designing customized approaches for other tasks in sentiment analysis on Persian text such as review rating prediction, emotion detection, and aspect-level sentiment analysis. The main limitation of this study is the lack of resources and tools for Persian text processing.
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