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Résumé : Cet article pr ésente une application de
techniques issues du g énie logiciel à la mod élisation
d’environnements virtuels. Ces derniers, dès lors qu’ils
sont complexes, constituent des masses de donn ées
particulièrement volumineuses et, de ce fait, difficiles
à manipuler. De plus, les descriptions exhaustives de
ces environnements, c’est-à-dire explicites, sont peu
évolutives. Pour r ésoudre ces problèmes, il existe des
m éthodes bas ées sur des systèmes de r é écriture per-
mettant de d écrire de façon g én érique les objets de
l’environnement. Chaque objet est ainsi d écrit par un
axiome qui est r é écrit lors de la g én ération de l’environ-
nement. Lors de cette phase, il est fr équent de retrouver
deux s équences de r é écriture aboutissant à un même
objet. Il est alors possible d’utiliser un m écanisme tel que
le cache afin d’am éliorer les performances en profitant
des calculs d éjà effectu és.
Cependant, se contenter de mettre en correspondance les
noms et paramètres des axiomes n’est pas suffisant pour
établir l’ensemble des r é écritures identiques. En effet,
les r é écritures d’un même axiome avec des paramètres
effectifs diff érents peuvent aboutir au même objet. Le
système propos é dans cet article effectue une analyse
dynamique des r é écritures afin d’am éliorer les perfor-
mances du cache en d étectant de tels cas.
La première partie de cet article pr ésente le système de
r é écriture, la seconde l’analyse utilis ée, et la dernière le
m écanisme propos é.
Mots-clés : R éalit é virtuelle - Systèmes de r é écriture -
3D - Cache 3D - Calcul de d épendances - Mod élisation
et informatique fondamentale
1 INTRODUCTION
La gestion d’environnements virtuels 3D de grande
taille comporte des contraintes propres. Elle n écessite le
stockage de la description d’un grand nombre d’ él éments
montrant de fortes similitudes structurelles et appa-
raissant à l’identique ou presque à plusieurs endroits
de la scène (on pourra par exemple penser à une
rang ée de bancs ou de lampadaires). La description
exhaustive d’un environnement urbain dans un lan-
gage 3D (e.g. VRML) fige le modèle 3D dans un
état unique (ou du moins difficilement maintenable) et
n écessite une grande capacit é de stockage. Une solution
consiste à utiliser le m écanisme de r é écriture appel é FL-
system [Marvie, 2003, Marvie, 2005]. Ce système, bas é
sur les L-systems [Lindenmayer, 1968, Smith, 1984] et
les grammaires de Chomsky [Prusinkiewicz, 2001], per-
met de d écrire la structure g én érale des principaux types
d’ él éments rencontr és dans l’environnement urbain tels
que bâtiments et arbres. La r é écriture d’un axiome ini-
tial à l’aide de la grammaire associ ée aux él éments ur-
bains d’un type donn é permet la g én ération automatique
d’une entit é urbaine de ce type. Cela permet une des-
cription compacte et évolutive d’environnements urbains
3D de grande taille. Il est ainsi possible de construire
de nombreuse entit és diff érentes d’un même type d’ob-
jet en ex écutant plusieurs r é écritures de l’axiome initial
avec des paramètres diff érents.
L’inconv énient majeur d’une telle m éthode est le coût,
en temps de calcul, impliqu é par la phase de r é écriture.
Cependant, le surcoût impos é par cette phase peut être
r éduit. Dans le cas de la g én ération d’une ville de
grande taille, il est probable qu’un même bâtiment1 ap-
paraisse deux fois en des lieux diff érents de la scène.
Il est encore plus probable d’avoir de multiples occur-
rences d’une même fenêtre. Il serait donc int éressant
de pouvoir r écup érer le r ésultat de r é écritures d éjà ef-
fectu ées. Il est bien sur possible d’ajuster la grammaire
pour qu’elle r éutilise des él éments 3D. N éanmoins, cette
m éthode pr ésente l’inconv énient de compliquer la tache
du r édacteur des grammaires et de diminuer la g én éricit é
structurelle des règles de r é écriture. Une autre solution
consiste à utiliser un cache. Chaque fois qu’un axiome à
r é écrire correspond à une clef du cache, l’objet 3D cor-
respondant à cette clef est directement r éutilis é.
Dû à la nature param étrique des axiomes du FL-system,
un système simple de reconnaissance des clefs du cache
se r évèle insuffisant. Par exemple, un axiome g én érateur
de bâtiments simples (bat) peut être d éfini à l’aide de 3
paramètres : d pour la distance au point d’observation (va-
lant 1 pour un bâtiment très éloign é), n pour le nombre
d’ étages, et s pour le style du bâtiment. Pour n constant,
il est probable que cet axiome g énère le même bâtiment
quel que soit s lorsque d vaut 1. Ainsi bat(1, 8, s1) et
bat(1, 8, s2) aboutissent au même objet 3D. Seulement,
il n’est pas évident pour un cache naı̈f que bat(1, 8, s1) et
bat(1, 8, s2) doivent être consid ér és comme équivalents.
1Nous consid érons ici deux b âtiments comme identiques si leurs ca-
ract éristiques sont suffisamment proches pour pouvoir utiliser, pour les
deux, un m ême repr ésentant, i.e. un m ême mod èle g éom étrique.
La m éthode que nous proposons utilise des notions et
m écanismes similaires à ceux que l’on rencontre dans
l’analyse de d épendances entre les entr ées et les sor-
ties d’un programme [Pugh, 1989, Abadi, 1996]. Les tra-
vaux sur les d épendances sont très nombreux dans le
domaine de la s écurit é informatique, et de nombreux
autres problèmes du g énie logiciel ont de forts liens
avec l’analyse de d épendance [Abadi, 1999]. Dans notre
cas, ce type d’analyse permet par exemple de d étecter
que lorsque d est égale à 1 le r ésultat final de la
r é écriture de l’axiome bat est d épendant uniquement de
ses deux premiers paramètres. Ainsi, le système de cache
peut d étecter automatiquement qu’il doit consid érer
bat(1, 8, s1) et bat(1, 8, s2) comme équivalents.
Ce document pr ésente tout d’abord une version sim-
plifi ée des FL-systems. En section 3, nous introduisons
un calcul dynamique des d épendances appliqu é aux FL-
systems permettant d’identifier les paramètres interve-
nant dans la r é écriture d’un axiome. La section suivante
pr ésente l’application de ce calcul à la r éalisation d’un
cache intelligent pour la phase de r é écriture des FL-
systems. Enfin, nous concluons en section 5.
2 FL-SYSTEM
Les FL-systems permettent de mod éliser toutes sortes
d’objets g éom étriques et, de pr éf érence, des objets qui
pr ésentent une structure fortement redondante, tels des
plantes ou des bâtiments. En effet, bas és sur une descrip-
tion grammaticale des objets, les FL-systems permettent
d’utiliser à bon escient la redondance de l’environnement
mod élis é. Cette r ép étition nous permet des descriptions
très courtes et g én ériques de classes d’objets. Une classe
d’objets est caract éris ée par un ensemble de paramètres.
Une instance d’objet est alors obtenue par la d éfinition
d’un ensemble de valeurs associ ées à ces paramètres.
N éanmoins, les valeurs donn ées à l’axiome d’un FL-
system n’ont pas n écessairement d’influence sur toutes
les parties de l’objet g én ér é. Il est en effet courant qu’une
même partie d’un objet se retrouve à l’identique dans un
autre objet de la même classe, malgr é des diff érences im-
portantes dans les valeurs de leurs paramètres (on pourra
ici penser aux feuilles de deux arbres de la même espèce).
Dans cette section, nous proposons une grammaire et une
s émantique pour les règles de r é écriture des FL-systems.
2.1 Le paradigme d’instanciation d’objets
géométriques
En informatique graphique, il est courant de vouloir
r éutiliser des objets g éom étriques d éjà d éfinis ailleurs,
d’une part pour r éduire l’espace de stockage, mais aussi
le coût d’affichage de ces modèles lors de la naviga-
tion. Pour ce faire, Hart [Hart, 1992] propose le pa-
radigme d’instanciation d’objets géométriques dans le
cadre de la mod élisation d’objets fractals. Ainsi, à partir
de règles simples, il devient possible de r éutiliser le même
arbre pour d éfinir une forêt en comportant des centaines,
chaque arbre pouvant lui-même utiliser plusieurs fois la
même branche et ainsi de suite. Ce paradigme, aujour-
d’hui int égr é à la plupart des langages de mod élisation
g éom étrique (e.g. VRML[Marrin, 1997]), am éliore très
sensiblement les performances des applications 3D.
Dans le cadre de la mod élisation d’environnements na-
turels, Deussen [Deussen, 1998] propose l’instanciation
approximative comme une extension du paradigme d’ins-
tanciation de Hart. Les objets mod élis és proc éduralement
sont projet és dans l’espace des paramètres de l’axiome et
ensuite regroup és par clusters. Chaque cluster repr ésente
alors une instance approximative de tous les objets qui
en font partie, r éduisant ainsi le nombre d’objets que
contient la scène.
Les FL-systems permettent l’utilisation de nœuds VRML,
et donc l’utilisation du paradigme d’instanciation. Nous
proposons ici un m écanisme d’instanciation automatique,
implicite, et transparent pour l’utilisateur. Ce m écanisme
est bas é sur le calcul dynamique des d épendances dans
les règles de r é écriture (cf. section 3).
2.2 La grammaire utilisée
Comme le montre la figure 1, ces règles sont com-
pos ées d’une partie gauche (Axiome), d’une condi-
tion (Cond), et d’une partie droite (Terme). Nous
consid érerons ici que la strat égie de r é écriture est
d éterministe et r écursive à gauche, contrairement aux
L-systems dont la r é écriture est parallèle. Cette restric-
tion a pour but de rendre d éterministe chaque étape de
la r é écriture d’un axiome. Ceci simplifie la pr ésentation
des travaux d évelopp és dans cet article, en particulier les
th éorèmes pr ésent és en section 3. De plus, pour contrôler
la profondeur de r é écriture, nous utiliserons un paramètre
donn é à l’axiome. Ainsi, à partir d’un axiome donn é,
une r é écriture engendrera un mot compos é de termi-
naux. Les terminaux, dans les FL-systems, sont des fonc-
tions et, plus g én éralement, des appels à des primitives
g éom étriques quelconques (VRML, OpenGL ou autres).
Pour plus de d étails sur les strat égies de r é écriture pou-
vant être appliqu ées sur les FL-systems, ainsi que sur la
nature des mots g én ér és, voir [Marvie, 2005].
La figure 2 donne un exemple de FL-system. L’axiome
initialise les paramètres n, δ, l, w et color, qui
repr ésentent respectivement la profondeur de r é écriture2,
un angle de rotation, la longueur d’un segment de
branche, le rayon d’une branche et la couleur des feuilles.
Les terminaux rotateX et rotateZ tournent le repère lo-
cal autour des axes X et Z respectivement. Le terminal
moveZ d éplace le repère local le long de l’axe Z, tandis
que les crochets [ et ] empilent et d épilent le repère lo-
cal, permettant la cr éation facile de sous-branches. Hor-
mis pour l’axiome L, il existe 2 règles de r é écriture
pour tous les axiomes. La première repr ésente la règle de
d écomposition de l’axiome à proprement parler, l’autre
nous assure que lorsque la profondeur de r é écriture est
atteinte, l’axiome est remplac é par un terminal.
2La profondeur de r é écriture d’un FL-system est son âge.
ω : true → A(7, 22.5, 10, 1, green)
A(n, δ, l, w, color) : n > 0 → B(n − 1, δ, l, w, color) rotateZ(δ × 5) B(n − 1, δ, l, w, color) rotateZ(δ × 5) B(n − 1, δ, l, w, color)
A(n, δ, l, w, color) : n = 0 → ε
B(n, δ, l, w, color) : n > 0 → [ rotateX(δ) F(n − 1, δ, l, w, color) L(n − 1, δ, l, w, color) A(n − 1, δ, l, w × 0.707, color)]
B(n, δ, l, w, color) : n = 0 → ε
F(n, δ, l, w, color) : n > 0 → F(n − 1, δ, l, w, color) L(n − 1, δ, l, w, color) rotateZ(δ × 5) F(n − 1, δ, l, w, color)
F(n, δ, l, w, color) : n = 0 → cylinder(l, w) moveZ(l)
L(n, δ, l, w, color) : true → [ rotateX(−δ × 2) leaf(l, color) ]
FIG. 2 – FL-system pour un buisson modifi é à partir d’un L-system propos é par Prusinkiewicz[Prusinkiewicz, 1990]
V al = R+
V ar ::= [a − z]
NAxiome ::= [A − Z][a − z]?
NTerminal ::= [a − z]?
V ::= V ar | V al
Terminal ::= NTerminal ( ExPar? )
OpCond ::= = | >
Cond ::= V OpCond V | true
OpPar ::= + | − | x
ExPar ::= ( ExPar OpPar ExPar )
| V
Axiome ::= NAxiome ( ExPar? )
Terme ::= Axiome Terme
| Terminal Terme | ε
RWrule ::= Axiome : Cond → Terme
FIG. 1 – Proposition de grammaire pour les règles de
r é écriture. A? d ésigne une liste d’ él éments de type A.
FIG. 3 – R ésultat de la r é écriture du L-system de la figure 2
L’axiome A repr ésente un apex3 à partir duquel sont
cr é ées trois branches B. Les branches B se d écomposent
en une arête F, une feuille L et un nouvel apex A. Chaque
arête F est d écompos ée en une arête, une feuille, et une
autre arête, simulant ainsi le ph énomène de croissance
des branches. Lorsque la profondeur de r é écriture est
nulle, les arêtes F sont remplac ées par des cylindres (dont
l’axe de rotation est l’axe Z) grâce au terminal cylinder.
Les feuilles L sont, quand à elles, remplac ées par des ob-
jets g éom étriques leaf.
La figure 4 montre les diff érences entre la strat égie
de r é écriture parallèle des L-systems et celle propos ée
ici pour les FL-systems. N éanmoins, en s’assurant que
les termes situ és en partie droite des règles d écr émentent
le paramètre n de l’axiome, le r ésultat de la r é écriture
complète du FL-system et du L-system équivalent après
n d érivations successives sont identiques. La figure 3
montre une interpr étation g éom étrique de la r é écriture de
cet exemple.
2.3 La sémantique utilisée
Pour pouvoir utiliser un cache pour les FL-systems,
nous avons besoin d’une s élection des règles de r é écriture
d éterministe. Nous proposons ici une formalisation de
la s émantique utilis ée pour la r é écriture des FL-systems.
Tout d’abord, nous d éfinissons R comme la liste (or-
donn ée) des règles de r é écriture d’un FL-system donn é.
Soit A(v∗) un axiome tel que v∗ ∈ R∗. Nous avons alors
la s émantique donn ée en figure 5.
x ∈ Terminaux?
A(p∗) : c∗ ∧ c → T = first(R, A(v∗))
x A(v∗) y →R x eval(T[v∗/p∗]) y
FIG. 5 – S émantique des règles de r é écriture
Nous d éfinissons first(R, A(v∗)) la fonction qui re-
tourne la règle de r é écriture “A(p∗) : c∗ ∧ c → T” où :
– “A(p∗) : c → T” = ri est la première règle de R s’ap-
pliquant (i.e. la condition “c” est vraie) à A(v∗)
– c∗ est la conjonction des n égations des condition des
règles pr éc édant ri dans R et s’appliquant à un axiome
de nom A
X [a/b] retourne le r ésultat de la substitution dans
X de toutes les occurrences de b par a. Ainsi,
3En biologie, apex est le nom donn é au sommet d’un organe.
A(7, 22.5, 10, 1, green) A(7, 22.5, 10, 1, green)
B(6, ...) ... B(6, ...) ... B(6, ...) B(6, ...) ... B(6, ...) ... B(6, ...)
[ ...F(5, ...) L(5, ...) A(5, ...) ] ...B(6, ...) ...B(6, ...) [ ...F(5, ...) L(5, ...) A(5, ...) ] ...[ ...F(5, ...) L(5, ...) A(5, ...) ] ...[ ...F(5, ...) L(5, ...) A(5, ...) ]
[ ...B(4, ...) ...B(4, ...) ... B(4, ...)] ...B(6, ...) ...B(6, ...) [ ...B(4, ...) ...B(4, ...) ...B(4, ...)] ...[ ...B(4, ...) ...B(4, ...) ...B(4, ...)] ...[ ...B(4, ...) ...B(4, ...) ...B(4, ...)]
... ...
FIG. 4 – Comparaison des strat égies de r é écriture entre les FL-systems propos és (à gauche) et les L-systems (à droite).
(A(x+3, y))[(1, 0)/(x, y)] rend A(1 + 3, 0). La fonc-
tion eval(T) parcourt le terme T et évalue les ex-
pressions y apparaissant pour obtenir les paramètres
num ériques de l’ étape de r é écriture suivante. Par
exemple, eval(A(1+3, 0)) retourne A(4, 0).
Exemple 2.1: Un autre exemple de FL-system
ω : true → A(1, 2)
A(m, n) : m = 0 → ε
A(m, n) : n > 0 → A(m, n − 1)
A(m, n) : n = 0 → ε
Étant donn é le FL-system de l’exemple 2.1, l’axiome
A(1, 2) se r é écrit en A(1, 1) avec first(R, A(1, 2))
égal :
A(m, n) : ¬(m = 0) ∧ (n > 0) → A(m, n − 1)
Dans cet exemple, la condition m 6= 0 ∧ n > 0 donne la
d épendance vis-à-vis des variables m et n de la règle ap-
pliqu ée. Si la n égation de m = 0 n’ était pas pr ésente,
l’importance de la valeur de m ne serait pas explicite.
Toujours dans ce même exemple, la fonction eval rem-
place le paramètre m par sa valeur (1), et évalue l’expres-
sion “n − 1” à 1.
Le paragraphe pr éc édent aborde la d épendance qui existe
entre la valeur des paramètres d’un axiome et le r ésultat
final de sa r é écriture. La section suivante propose d’aller
plus loin dans l’ étude de cette d épendance.
3 CALCUL DYNAMIQUE DES DÉPENDANCES
Le système de cache pr ésent é dans cet article met à
profit la propri ét é de joignabilité de certains termes dans
un système de r é écriture [Dershowitz, 1990]. Si deux
termes se r é écrivent en un même terme sous forme nor-
male (i.e. compos é uniquement de terminaux) alors ces
deux termes sont dit joignables. Dans cette section, nous
exposons la m éthode employ ée afin de calculer dyna-
miquement un ensemble, aussi grand que possible, de
termes joignables avec le terme en cours de r é écriture. La
m éthode employ ée s’inspire de travaux sur la confidentia-
lit é de programmes s équentiels [Le Guernic, 2005]. Elle
se base sur la modification de la s émantique de r é écriture
afin de manipuler des valeurs étiquetées. La r é écriture
d’un axiome, param étr é par des valeurśetiquetées, re-
tourne alors un terme sous forme normale, lui-même
marqu é par une étiquette. Cette dernière d écoule des
étiquettes des paramètres de l’axiome qui ont influenc é
cette r é écriture.
3.1 Adaptation de la grammaire
La simple modification, donn ée en figure 6, de notre
grammaire initiale (figure 1) permet d’int égrer les va-
leurs étiquet ées. P(Label) est l’ensemble des ensembles
de Label. Les valeurs (V al) sont maintenant des paires
not ées “e : n”. Le deuxième él ément de cette paire (n),
aussi appel é valeur num érique, appartient à R+ (“n” est
la valeur utilis ée dans la section 2). Le premier él ément
(e) est un ensemble de labels formant une étiquette.
Chaque étiquette de l’axiome initial4 est compos ée d’un
unique label. Chacun de ces labels n’est utilis é qu’une
seule fois (cf. exemple 3.1).
Exemple 3.1: Exemple d’ étiquetage initial
A({l1} : 7, {l2} : 22.5, {l3} : 10, {l4} : 1, {l5} : green)
Etiquette = P(Label)
V al = (Etiquette × R+)
FIG. 6 – Grammaire des valeurs étiquet ées
3.2 Une nouvelle sémantique
La figure 7 pr ésente la nouvelle s émantique uti-
lis ée pour la r é écriture de termes dont les valeurs sont
étiquet ées. Cette s émantique pr ésente de grandes simili-
tudes avec celle pr ésent ée dans la section 2. Il est facile
de se convaincre que, mis à part les étiquettes, ces deux
s émantiques r é écrivent un axiome de la même façon.
x ∈ Terminaux?
A(p∗) : c∗ ∧ c → T = first(R, A(v∗))
ec = (var(c∗ ∧ c))[lab(v)∗/p∗]
eop = (var(op(T)))[lab(v)∗/p∗]
e′ = e ∪ ec ∪ eop
e : x A(v∗) y →R e′ : x eval(T[v∗/p∗]) y
FIG. 7 – Nouvelle s émantique des règles de r é écriture
Dans cette nouvelle s émantique, chaque terme est
également étiquet é. Cette étiquette identifie l’ensemble
des paramètres qui ont influenc é la r é écriture. Afin de cal-
culer la nouvelle étiquette d’un terme lors de sa r é écriture,
nous introduisons trois nouvelles fonctions :
op retourne la liste des op érations contenues dans son
argument. Par exemple, “op(A(x, x + y, x + 1))”
rend la liste [x + y, x + 1].
4On appelle axiome initial, l’axiome servant de point de d épart à la
r é écriture.
var retourne l’ensemble des variables de son argument.
Ainsi “var(x > y)” rend en r ésultat l’ensemble
{x, y}.
lab extrait l’ étiquette d’une valeur. Par exemple,
“lab(e : 3)” retourne l’ étiquette e.
La fonction eval est également modifi ée afin de cal-
culer avec des valeurs étiquet ées. Lors de l’ évaluation
d’un paramètre sous forme d’op ération, eval fait abs-
traction des étiquettes et effectue l’op ération à partir des
valeurs num ériques. Une nouvelle étiquette vide est at-
tribu ée au r ésultat. Par exemple, eval(A((e :1) + 3)) re-
tourne A(∅ : 4).
Lors de la r é écriture d’un terme t dans un terme t′
(e : t →R e′ : t′), la nouvelle étiquette (e′) est obtenue en
faisant l’union des labels de l’ancienne étiquette avec les
labels des étiquettes ec et eop, où :
ec contient les labels des paramètres influençant la
s élection de la règle de r é écriture pour cette étape
de l’ évaluation.
eop contient les labels des paramètres qui sont intervenus
dans le calcul d’une op ération à cette étape.
3.3 Propriétés de la sémantique
Afin d’ énoncer certaines propri ét és de la s émantique,
une relation de projection entre paramètres est tout
d’abord d éfinie. Cette d éfinition s’appuie sur une
repr ésentation des paramètres d’un axiome sous la forme
d’une liste de valeurs étiquet ées. Cette projection s’ex-
prime en fonction d’une étiquette qui restreint les pa-
ramètres pris en compte. On note “P1
e
⇀ P2” la pro-
jection d’une liste de paramètres P1 dans une autre liste
de paramètres P2 de façon restreinte à l’ étiquette e. Pour
toutes listes de paramètres P1 et P2, P1
e
⇀ P2 si et seule-
ment si les paramètres, dont l’ étiquette dans P1 est un
sous-ensemble de e, ont la même valeur num érique dans
P1 et dans P2. Une d éfinition r écursive plus formelle de
cette notion est donn ée dans la d éfinition 3.1.
Définition 3.1 (P1
e
⇀ P2)
– [ ]
e
⇀ [ ] est vrai
– [e1 : x | RP1]
e
⇀ [ : y | RP2] est vrai ssi :
1. x = y ou e1 6⊆ e
2. RP1
e
⇀ RP2
Trois nouvelles fonctions sont également introduites :
labellise prend en argument une liste de valeurs
num ériques (n∗) et une liste d’ étiquettes de même
longueur (e∗). Elle retourne une liste de valeurs
étiquet ées v∗ de même longueur que n∗. v∗ est
construite de telle sorte que, pour tout i, vi = ei : ni.
Par exemple, labellise([e1, e2], [5, 1]) retourne la
liste [e1 : 5, e2 : 1].
strip prend en argument un terme T construit à par-
tir de valeurs étiquet ées. Elle retourne un terme T’
qui correspond au terme T dont toutes les étiquettes
ont ét é supprim ées. Ainsi, strip(A(e1 :2, e2 :7))
retourne A(2, 7).
T[v∗/e∗]E est une fonction de substitution bas ée sur les
étiquettes. Le r ésultat de la substitution T[v∗/e∗]E
est le terme T dans lequel les valeurs dont l’ étiquette
apparaı̂t à la position i dans la liste e∗ ont ét é rem-
plac ées par la valeur à la position i dans v∗. Par
exemple, A(e1 : 2, e2 : 7)[(ea : 3, eb : 4)/(e2, e3)]E
est le terme A(e1 : 2, ea : 3).
Théorème 3.1 (Stabilité une étape) 5
Pour tout étiquette ei, axiome A, liste de va-
leurs numériques n∗ et d’étiquettes e∗v telles que
labellise(n∗, e∗v) = v
∗ avec v∗ paramètres de A, et
ensemble de règles R, si :
ei : A(v∗) →R e : T
alors, pour toute liste de valeurs v∗2 telle que v
∗ e⇀ v∗2 :
: A(v∗2) →R : T’
avec strip(T’) = strip(T[v∗2/e
∗
v]
E).
Le th éorème 3.1 stipule que, si un axiome A param étr é
par v∗ se r é écrit en une étape dans le terme T, alors le
même axiome, param étr é par une liste de valeurs dans la-
quelle se projette v∗ (restreint par l’ étiquette g én ér ée), se
r é écrit en une étape dans le terme T’. Les étiquettes mises
à part, ce terme T’ correspond au terme T dans lequel
les valeurs étiquet ées apparaissant dans v∗ ont ét é rem-
plac ées par les valeurs correspondantes des paramètres
utilis és pour la r é écriture de T’.
Soit →†R la fermeture transitive de →R aboutissant à
un terme sous forme normale. Le corollaire 3.2 est la
sp écialisation au cas où ei = ∅ de la g én éralisation du
th éorème 3.1 à →†R.
Corollaire 3.2 (Reconstructibilité) 6
Pour tout axiome A, liste de valeurs numériques n∗ et
d’étiquettes e∗v telles que labellise(n
∗, e∗v) = v
∗, avec
v∗ paramètres de A, et ensemble de règles R, si :
∅ : A(v∗) →†R e : NT
alors, pour toute liste de valeurs v∗2 telle que v
∗ e⇀ v∗2 :
: A(v∗2) →
†
R : NT’
avec strip(NT’) = strip(NT[v∗2/e
∗
v]
E).
3.4 Interprétation des étiquettes résultants de la
réécriture d’un axiome
Dans la suite de cet article, afin de simplifier la
pr ésentation, les étiquettes attribu ées aux paramètres de
l’axiome initial7 sont index ées sur les entiers. Ainsi,
e1 est l’ étiquette du premier paramètre, e2 celle du
deuxième, et ainsi de suite. Chacune de ces étiquettes est
5La preuve du th éor ème 3.1 d écoule de l’aspect d éterministe de la
s émantique utilis ée. En effet, à chaque étape de r é écriture, seul l’axiome
le plus à gauche peut être r é écrit. De plus, les étiquettes des valeurs
intervenant dans l’ évaluation de la condition de la r ègle de r é écriture
retourn ée par la fonction first font partie de l’ étiquette e g én ér ée lors
de l’ étape de r é écriture. Donc toute r é écriture en une étape du m ême
axiome avec des param ètres dans lesquels se projettent les param ètres
v∗ utilise la m ême r ègle de r é écriture.
6La preuve du corollaire 3.2 s’obtient par sp écialisation au cas o ù
ei = ∅ du corollaire équivalent o ù ei n’est pas restreint à l’ensemble
vide ; ce dernier corollaire étant prouv é par r écurrence sur le nombre
d’ étapes de la r é écriture.
7On appelle axiome initial, l’axiome servant de point de d épart à la
r é écriture.
compos ée d’un label unique. Ces labels sont index és de
la même façon que les étiquettes. Pour tout entier stric-
tement positif i, ei = {li}. L’exemple 3.2 pr ésente l’en-
semble R des règles de r é écriture qui sont utilis ées dans
cette partie.
Exemple 3.2: Ensemble des règles des axiomes A et B
A(c, d, x) : c = 0 → B(d, x)
A(c, d, x) : c > 0 → v(d + c) A(c − 1, d, x)
B(d, x) : d = 0 → t()
B(d, x) : d > 0 → u(x) B((d − 1), x)
Soit e l’ étiquette associ ée au terme sous forme normal
r ésultant de la r é écriture de l’axiome C (∅ : C(v∗) →†R
e : NT). e contient les labels de tous les paramètres qui
ont influenc és la s élection des règles lors de la r é écriture
de C ; et donc la structure g én érale8 du terme sous forme
normale obtenu. Par exemple, l’ évaluation de l’axiome
B(e1 : 0, e2 : 3) ext ériorise9 uniquement l’ étiquette de
son premier paramètre et rend le terme sous forme nor-
male t(). Celui-ci n’ayant pas de terminaux avec pa-
ramètre, le corollaire 3.2 implique que tout axiome de
la forme B( :0, ) se r é écrit sous forme normale en t().
La r é écriture de l’axiome A(e1 : 0, e2 : 0, e3 : 3) fonc-
tionne de façon similaire. Le r ésultat de sa r é écriture
est donn é dans l’exemple 3.3. L’interpr étation du r ésultat
de l’ évaluation de l’axiome A(e1 : 1, e2 : 1, e3 : 1) est
plus complexe. Le r ésultat, donn é dans l’exemple 3.3,
montre l’ext ériorisation des étiquettes des deux premiers
paramètres uniquement. Il est donc possible d’en d éduire
que la r é écriture sous forme normale de tout axiome de
la forme A( :1, :1, ) rend un terme ayant pour structure
g én érale v( ) u( ) t(). Plus pr écis ément, le paramètre du
terminal v ayant une étiquette vide, le corollaire 3.2 im-
plique que le r ésultat a pour forme v( : 2) u( ) t(). De
plus, étant donn é que le paramètre de u a pour étiquette
celle du troisième paramètre de l’axiome initial, ce même
corollaire implique que la r é écriture sous forme normale
de tout axiome de la forme A( :1, :1, :X) rend un terme
ayant pour forme v( :2) u( :X) t().
Exemple 3.3: R ésultats d’ évaluations
Le tableau suivant pr ésente des exemples d’ évaluation
des axiomes A et B de l’exemple 3.2.
Axiome R ésultat
B(e1 : 0, e2 : 3) e1 : [t()]
A(e1 : 0, e2 : 0, e3 : 3) {l1, l2} : [t()]
A(e1 : 1, e2 : 1, e3 : 1) {l1, l2} : [v(∅ : 2); u(e3 : 1); t()]
4 APPLICATION À UN SYSTÈME DE CACHE
Comme pr ésent é en introduction, le but de ce travail
est d’acc él érer la r é écriture des FL-systems pr ésent és en
section 2 à l’aide d’un m écanisme de cache appel é cache
8i.e. abstraction faite des param ètres des terminaux.
9On dit qu’une r é écriture ext ériorise une étiquette si cette étiquette
se retrouve dans l’ étiquette du terme sous forme normale obtenu.
intelligent. Dans un cache standard, la paire (clef,valeur)
g én ér ée par une r é écriture est très simple. La clef corres-
pond a l’axiome initial. Elle inclue le nom de l’axiome et
la valeur effective de ses paramètres. La valeur associ ée à
cette clef est le terme normal obtenu lors de la r é écriture.
Cependant, il arrive qu’un paramètre n’intervienne pas
dans la r é écriture de l’axiome, soit pour une raison de
niveau de d étails pris en compte, soit parce que le pa-
ramètre intervient uniquement au moment du rendu de
l’environnement virtuel. Ainsi, avec les règles propos ées
dans l’exemple 3.2 et comme indiqu é dans la section 3.4,
les axiomes B(0, 3) et B(0, 0) se r é écrivent de la même
façon. En utilisant un calcul de d épendance comme celui
qui est pr ésent é en section 3, il est possible d’am éliorer
la couverture de la clef de façon à ce qu’une concor-
dance soit d éclench ée dans le cache pour deux axiomes
qui ne diffèrent que par la valeur de paramètres n’interve-
nant pas dans la r é écriture de ces axiomes. Cette section
pr ésente tout d’abord la m éthode de g én ération des clefs
étendues et des valeurs associ ées. L’utilisation de ces
paires (clef,valeur) est ensuite expliqu ée et prouv ée cor-
recte au regard de la s émantique donn ée dans la figure 7.
Enfin, la question de la gestion des paires (clef,valeur) est
abord ée.
4.1 Génération des clefs et valeurs
Comme expos é en section 3, à partir de l’ évaluation
d’un axiome param étr é A, il est possible de d éterminer
automatiquement la forme normale r é écrite d’un en-
semble A d’axiomes de même nom (A) mais param étr és
par des valeurs diff érentes. Afin d’utiliser ce r ésultat dans
un système de cache, il reste à d éfinir une m éthode pour
extraire automatiquement une clef caract érisant l’en-
semble A. Il convient également de d éterminer la valeur
qui doit être associ ée à cette clef.
Pour ce faire, deux nouvelles fonctions sont d éfinies :
gen prend en argument une liste de valeurs étiquet ées
v∗ et une étiquette e. Elle renvoie une liste de
valeurs non- étiquet ées. L’ él ément à la position i
est la valeur num érique de vi 10 si l’ étiquette
de vi est un sous-ensemble de e, et sinon.
Par exemple, gen([{l1} :1, {l2} :1, {l3} :1], {l1, l2})
renvoie [1, 1, ].
ffonc prend en argument un terme sous forme normale
T dont les terminaux le composant sont param étr és
par des valeurs étiquet ées. Elle renvoie un terme
sous forme normale T’ dont les terminaux le compo-
sant sont param étr és par des valeurs non- étiquet ées.
tj est le terminal à la position j dans T, et t′j celui
à la même position dans T’. t′j est construit à partir
de tj en remplaçant chaque valeur e : v par #i si
l’ étiquette e est compos ée uniquement du label li, et
v sinon. Par exemple, ffonc(v(∅ :2) u({l3} :1) t())
renvoie “v(2) u(#3) t()”.
Lors d’une r é écriture sous forme normale d’un axiome A
param étr é par les valeurs étiquet ées v∗ :
∅ : A(v∗) →†R e : NT
10vi est l’ él ément à la position i dans v∗.
le m écanisme de cache g énère la clef A(gen(v∗, e)) et
y associe la valeur ffonc(NT). L’exemple 4.1 montre
les paires (clef,valeur) g én ér ées par les ex écutions de
l’exemple 3.3.
Exemple 4.1: Mise en cache
En utilisant les évaluations pr ésent ées dans
l’exemple 3.3, le tableau suivant pr ésente les couples
(clef,valeur) mis en cache :
Clef Valeur
B(0, ) [t()]
A(0, 0, ) [t()]
A(1, 1, ) [v(2); u(#3); t()]
4.2 Utilisation du cache
Afin de formaliser l’utilisation du cache, une relation
de concr étisation entre listes d’ él éments appartenant à
R
+ ∪ { } est introduite dans la d éfinition 4.1. Une liste
lc est une concr étisation d’une liste de même longueur la,
not é lc  la, si et seulement si tout él ément appartenant à
R
+ dans la est égal à l’ él ément à la même position dans
lc.
Définition 4.1 (lc  la)
– [ ]  [ ] est vrai
– [x | RLc]  [y | RLa] est vrai ssi :
1. y = x ou y =
2. RLc  RLa
On d éfinit également une fonction not ée T[v∗]]. T est un
terme sous forme normale et v∗ est une liste de valeurs
non- étiquet ées. Cette fonction substitue dans T les iden-
tifiants introduits par la fonction ffonc (#i) par la valeur
à la position i dans la liste de valeurs v∗.
Le cache est utilis é de la façon suivante. On considère la
r é écriture de l’axiome A param étr é par les valeurs non-
étiquet ées v∗c . Si il existe une paire (A(v
∗
a), T) telle que
v∗c  v
∗
a, alors le cache rend directement le terme sous
forme normale T[v∗c ]
]. La correction du m écanisme est
prouv ée par le th éorème 4.3 ; lui-même prouv é à l’aide
des lemmes 4.1 et 4.2 ainsi que du corollaire 3.2. Le
r ésultat de l’application du m écanisme de cache à la
r é écriture de l’axiome A(1, 1, 5), lorsque A(1, 1, 3) a d éjà
ét é r é écrit, se trouve dans l’exemple 4.2.
Exemple 4.2: Utilisation du cache
Dans cet exemple, le cache contient les paires (clef, va-
leur) donn ées dans le tableau de l’exemple 4.1. Entre
autre, il contient la paire (A(1, 1, ), [v(2); u(#3); t()]).
La liste de valeur (1, 1, 5) est une concr étisation de
la liste (1, 1, ). Ainsi, pour l’axiome A(1, 1, 5), le
cache rend le terme sous forme normale [v(2); u(5); t()].
Lemme 4.1 (Correction de la clef) Pour toute étiquette
e et toutes listes de valeurs étiquetées v∗c et v
∗
a :
v∗c  gen(v
∗
a, e) ⇒ v
∗
a
e
⇀ v∗c
Lemme 4.2 (Correction de la valeur) Pour tout terme
sous forme normale NT, liste de valeurs étiquetées v∗2 ,
et liste d’étiquettes e∗ telle que l’étiquette à la position i
est composée d’un label unique indicé à la valeur i :
strip(NT[v∗2/e
∗]E) = (ffonc(NT))[v∗2 ]
]
Théorème 4.3 (Correction du cache) Pour tout axiome
A, liste de valeurs numériques de longueur k n∗1 et n
∗
2, et
liste d’étiquettes de longueur k e∗ telle que l’étiquette à
la position i est composée d’un label unique indicé à la
valeur i, si :
1. ∅ : A(labellise(n∗1, e
∗)) →†R ef : NT
2. ∅ : A(labellise(n∗2, )) →
†
R : NT’
3. n∗2  gen(labellise(n
∗
1, e
∗), ef )
alors :
strip(NT’) = (ffonc(NT))[n∗2]
]
4.3 Gestion du cache
Comme pour tout système de cache, les performances
du m écanisme propos é sont fortement d épendantes de la
gestion des paires (clef,valeur) par le cache. En effet, si le
cache contient trop de paires, le système risque de passer
plus de temps à essayer de faire correspondre l’axiome
à r é écrire avec une clef du cache qu’à r é écrire l’axiome
en question. La r ésolution de ce problème s’opère à deux
niveaux. Tout d’abord, il convient de limiter le nombre de
paires (clef,valeur) candidates à l’insertion dans le cache.
Enfin, le remplacement de paires pr ésentes dans le cache
par de nouvelles doit s’effectuer intelligemment.
Le m écanisme de g én ération de clefs en produit
énorm ément.̀A chaque niveau de r é écriture d’un axiome,
une paire (clef,valeur) est g én ér ée. Il convient de limi-
ter cette prolif ération en ignorant les paires correspon-
dant à un nombre r éduit d’ étapes de r é écriture. Entre
autre, les clefs produites lors d’une r é écriture utilisant
une règle dont le membre droit est compos é exclusive-
ment de terminaux doivent être ignor ées. Il est également
n écessaire de ne pas prendre en compte les paires pro-
duites lors de la r é écriture d’axiomes rencontr és excep-
tionnellement. Une grande part de ce travail peut être
effectu ée par l’auteur d’un FL-system en indiquant les
axiomes les plus g én ériques, et donc int éressant a prendre
en compte pour la g én ération des clefs. Par exemple,
un FL-system produisant une forêt fera une utilisation
intensive de l’axiome g én érant un arbre. Celui-ci étant,
à priori, relativement complexe, il est int éressant de le
prendre en compte pour la g én ération des paires.
Lors de l’insertion d’une paire dans le cache, les
m éthodes standards utilis ées dans le domaine des caches
permettent d’am éliorer les performances. De plus, le
m écanisme introduit dans cet article permet, dans certains
cas, d’augmenter les capacit és du cache sans augmenter
sa taille. En effet, lors de l’entr ée dans le cache d’une
paire (c, v), si il existe une paire (c′, v′) pr ésente dans le
cache telle que c′  c, il est possible de remplacer (c′, v′)
par (c, v) sans perte d’expressivit é du cache. En effet, la
valeur v′ peut être r ég én ér ée à partir de v.
ω : true → I(30, 6, 22.5, 10, 1, green)
I(f, n, δ, l, w, color) : f > 0 → A(n, δ + rand(−2, 2) ∗ 0.5, l + rand(−10, 10) ∗ 0.1,
w + rand(−2, 2) ∗ 0.5, color + rand(−10, 10) ∗ 0.1) I(f − 1, n, δ, l, w, color)
I(f, n, δ, l, w, color) : f = 0 → ε
FIG. 8 – FL-system pour une forêt de buissons utilisant le FL-system de la figure 2 (pour simplifier, nous consid érons ici
les couleurs comme des r éels. green est donc une constante r éelle.)
4.4 Résultats expérimentaux
Le FL-system pr ésent é en figure 8 étend celui de la fi-
gure 2. Le paramètre f est ajout é afin de permettre un di-
mensionnement facile du nombre de buissons engendr és
par le FL-system. Les paramètres suivants sont les mêmes
qu’auparavant, mais ils sont ici utilis és en combinaison
avec la fonction rand(a, b) qui d élivre un entier compris
entre a et b (inclus). Cette dernière introduit ainsi du bruit
dans les paramètres des buissons g én ér és. Un prototype
utilisant ce FL-system a ét é impl ément é en Prolog. Il si-
mule la r é écriture d’un terme sans cache, avec un cache
simple, ou avec le système de cache propos é dans cet ar-
ticle. Chaque clef du cache simple se compose du nom
de l’axiome et des valeurs effectives des paramètres de
l’axiome ayant servi à la g én ération de cette clef. La fi-
gure 9 donne, en fonction du type de cache utilis é, le
temps de r é écriture d’un terme correspondant à trente
buissons de structure identique mais de formes et de cou-
leurs diff érentes, i.e. des axiomes A ayant des valeurs
diff érentes pour les paramètre δ, l, w et color. L’axe des
abscisses repr ésente la profondeur de r é écriture, c’est-
à-dire la valeur du paramètre n donn é aux axiomes, ou
l’âge des buissons. Le gain en temps de r é écriture entre
la m éthode propos ée dans cet article et la m éthode sans
cache est illustr é par la figure 10. La figure 11, quant à
elle, montre ce même gain, mais pour des r é écritures de
profondeur de 10 et un nombre de buissons variant de 10
à 30.
On constate sur les figures 9 et 10 que, plus la pro-
fondeur augmente, plus notre système de cache s’avère
efficace. En effet, par rapport à la r é écriture sans cache,
la m éthode propos ée ici profite alors de l’augmentation
du nombre de termes joignables11 rencontr és lors de la
r é écriture d’un buisson, c’est-à-dire de la r ép étition dans
sa structure. La figure 11 permet de constater que la
grande g én éricit é des clefs produites permet de g én érer
certains buissons directement à partir du cache, c’est-à-
dire de tirer partie de l’augmentation de la probabilit é de
retrouver des objets joignables lorsque la taille de l’en-
vironnement augmente. Ceci n’est pas possible avec le
cache simple. Par contre, lors d’une r é écriture ne rencon-
trant pas de termes aboutissant à la même liste d’appel de
primitives graphiques, notre système de cache est alors
équivalent au cache simple, voire l égèrement plus lent.
De fait, les efforts de g én éralisation des clefs seraient
alors une tâche vaine.
11Deux termes sont dits joignables si leur r é écriture aboutit au m ême
terme sous forme normale
Enfin, il est à noter que la gestion des m écanismes de
base du cache par le prototype est très mauvaise. Ceci est
refl ét é par les mauvais r ésultats du cache simple. Le pro-
totype de cache intelligent dispose du même encodage
des m écanismes de base, ce qui laisse à penser qu’une
meilleure impl émentation permettrait d’obtenir de bien
meilleurs r ésultats.
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5 CONCLUSION
Dans cet article, nous avons pr ésent é un système
de cache intelligent bas é sur un calcul dynamique des
d épendances. Ce nouveau système de cache pour les
FL-systems permet une abstraction dans le processus de
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FIG. 11 – Gain de la r é écriture pour une profondeur de
n=10 et un nombre de buissons f variant de 10 à 30.
mod élisation g éom étrique : la r éutilisation des objets
g éom étriques, jusqu’ici explicite, devient implicite. Cette
technique est plus efficace qu’un cache simple grâce à la
plus grande g én éricit é des paires (clef,valeur) produites.
Il est ainsi possible de g én érer la forme normale d’un
axiome qui n’a pas encore ét é rencontr é par instancia-
tion de la valeur associ ée à une clef proche de l’axiome
à évaluer. N éanmoins, il est important de ne pas calculer
des paires (clef,valeur) pour chaque règle de r é écriture,
sous peine de faire d éborder le cache. Une solution à
ce problème consiste à identifier, lors de l’ écriture d’un
FL-system ou automatiquement par analyse, les règles les
plus utilis ées.
Notre système de cache permet une plus grande sou-
plesse dans la mod élisation d’environnements très com-
plexes. En effet, consid érons un FL-system repr ésentant
un arbre et poss édant un paramètre color stipulant la cou-
leur des feuilles de celui-ci. Une fois cet arbre utilis é pour
mod éliser une forêt, la modification de la valeur du pa-
ramètre color pourra être prise en compte de façon auto-
matique par le cache. L’objet repr ésentant une feuille sera
alors modifi é pour prendre en compte le changement de
couleur, et le reste de la forêt changera de couleur par la
même occasion, sans modifier le cache et sans n écessiter
la moindre r é écriture.
Enfin, le FL-system Intelligent Cache constitue une op-
timisation compl émentaire à l’instanciation approxima-
tive [Deussen, 1998]. En effet, notre technique permet
de d éterminer quels sont les termes dont les r é écritures
sont identiques, tandis que l’instanciation approxima-
tive permet de regrouper des termes similaires grâce à
leur proximit é dans l’espace des valeurs des paramètres.
Notre technique permettrait donc d’am éliorer le cluste-
ring en identifiant les paramètres qui n’influencent pas la
r é écriture. En effet, ceci revient à r éduire la dimension de
l’espace des paramètres et, de ce fait, à faciliter le clus-
tering. Le couplage de ces deux technique constitue donc
une perspective int éressante pour nos prochains travaux.
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lysis and caching of dependencies. Proceedings of the
1996 ACM International Conference on Functional Pro-
gramming, pages 83–91. ACM Press.
[Dershowitz, 1990] Dershowitz N. et Jouannaud J.-P.,
Rewrite systems. In van Leeuwen J., editor, Handbook of
Theoretical Computer Science, Volume B : Formal Mo-
dels and Sematics (B), pages 243–320. North-Holland,
Amsterdam.
[Deussen, 1998] Deussen O., Hanrahan P., Lintermann
B., Měch R., Pharr M. et Prusinkiewicz P., Realistic mo-
deling and rendering of plant ecosystems. SIGGRAPH
’98 : Proceedings of the 25th annual conference on Com-
puter graphics and interactive techniques, pages 275–
286, New York, NY, USA. ACM Press.
[Hart, 1992] Hart J. C., The object instancing paradigm
for linear fractal modeling. Proceedings of the confe-
rence on Graphics interface ’92, pages 224–231. Morgan
Kaufmann Publishers Inc.
[Le Guernic, 2005] Le Guernic G. et Jensen T., Moni-
toring information flow. In Sabelfeld A., editor, Procee-
dings of the 2005 Workshop on Foundations of Computer
Security. DePaul University. LICS’05 Affiliated Work-
shop.
[Lindenmayer, 1968] Lindenmayer A., Mathematical
models for cellular interactions in development, I & II.
Journal of Theoretic Biology, 18 :280–315.
[Marrin, 1997] Marrin C., Carey R. et Bell G., A vrml
specification. Rapport technique, VRML consortium.
http ://www.vrml.org/Sprecifications/VRML97.
[Marvie, 2003] Marvie J.-E., Perret J. et Bouatouch K.,
Remote interactive walkthrough of city models. Procee-
dings of Pacific Graphics, volume 2, pages 389–393.
[Marvie, 2005] Marvie J.-E., Perret J. et Bouatouch K.,
Fl-system : A functional l-system for procedural geome-
tric modeling. The Visual Computer. To appear.
[Prusinkiewicz, 1990] Prusinkiewicz P., Lindenmayer
A., Hanan J. S. et al., The algorithmic beauty of plants.
Springer-Verlag, New York.
[Prusinkiewicz, 2001] Prusinkiewicz P., Mundermann
L., Karwowski R. et Lane B., The use of positional infor-
mation in the modeling of plants. Proceedings of Compu-
ter Graphics and Interactive Techniques, pages 289–300.
ACM Press.
[Pugh, 1989] Pugh W. et Teitelbaum T., Incremental
computation via function caching. Conference Record of
the 16th Annual Symposium on POPL, pages 315–328.
[Smith, 1984] Smith A. R., Plants, fractals, and formal
languages. Proceedings of the 11th annual conference
on Computer graphics and interactive techniques, pages
1–10. ACM Press.
