The face is an important source of information in multimodal communication.Facial expressions are generated by contractions of facial muscles, which lead to subtle changes in the area of the eyelids, eye brows, nose, lips and skin texture, often revealed by wrinkles and bulges.
INTRODUCTION
The Facial Action Coding System (FACS) [5] is a humanobserver-based system designed to detect subtle changes in facial features, and describes facial expressions by 44 anatomically based Action Units (AUs). AUs can occur individually or in combinations. When AUs occur in combination they may be nonadditive, in which case the combination changes the appearance of the constituents. FACS coding is very labor-intensive; automating this process has attracted a lot ofattention since the early 1990s. Automatic facial analysis requires extraction of features from static images or image sequences, and classification into AUs, or AU combinations. Basically, there are two main approaches for feature extraction: geometry-, and appearance-based.
Geometry-based featureextraction consists of detecting and tracking facial feature points.
Appearance-based features concern motion and texture changes. Methods to extract these features are Gabor Wavelets Analysis, optical flow analysis, PCA, ICA.
It has been shown that the combination ofgeometry-and appearance-based features give better recognition results, [4, 10, 13] .
State of the art classification methods are Support Vector Machines (SVM) [1, 10] , Neural Networks, Hidden Markov Models, and DiscriminantAnalysis.
FEATURE EXTRACTION
Our features are geometry, and consistof a shape model of 83 facial feature points [6] , see Figure 1 .Once we have the shape model for all video frames,we apply an affine transformation by warping each image to a common view. Our initial set of features is the set of all facial feature points p i = (x i , y i ), with i = 1... 83.Next, we calculate for all points p i , the displacements of the facial feature points from thecurrent framet relative to those in a neutral frame0:
The last setof features consists of several features calculated from thefacial feature points. The equations are constructed from thelinguistic description of the FACS manual, and from state of the art work [8, 13] . Table 1  shows theseequations;Table 2presents ______________________________ Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post of servers or redistribute to lists requires prior specific permission and/or a fee. (1) to (19) are estimates on the current frame trelative to the neutral frame0, and compute the following:(1) the average vertical distance between the upper lip center and the eyes; (2) the distance of the upper lip center to the center point of the nose;(3) the mouth height in the center of the upper and lower lip; (4)the width between the outer nostril wings; (5) the width of themouth, from left corner to center and from right corner to center; (6) and (7),the distance from the mouth corner to the inner eye corner, right and left respectively;(8) the mouth width, from left to right corner; (9) the average vertical distance between lower eye lid center and upperbrow center; (10) the averagedistance between inner eye corner andinner brow; (11)the distance between the inner brows; (12) the parts ofthe lips, in all points;and (19) the mean height of the mouth. Finally, (20)computes the difference between the height and the width of the mouth.All feature sets, i.e. the facial feature points, the displacements, the other geometric features of Table 1 , anda combination thereof, are evaluated in the experiments.
CLASSIFICATION
We compared classification by AdaBoost and SVM.AdaBoost(Adaptive Boosting) is a machine learning algorithm [7] that constructs a strong classifier as a linear combination ofweak classifiers. AdaBoost was also used as a feature selection technique. For the feature selection, we used decision stumps as weak classifiers. The feature that minimizes the classification error on the weighted samples is chosen in each iteration.
A Support Vector Machine(SVM) is a supervised method used for classification and regression,and has a wellfounded mathematical theory [12] . Through training, a SVM buildsa hyper plane, or set of hyper planes, in a high or infinite dimensional feature space whichseparates two or more classes. The maximum-margin hyper plane is the hyper plane thatmaximizes the distance from it to the nearest data point on each side. The larger the margin is, the lower the generalization error of the classifier.
EXPERIMENTS
Our system was trained on the Cohn and Kanade's DFAT-504 dataset [9] . This databaseconsists of 486 sequences of facial displays that are produced by 98 University students from 18 to 30 years old,of which 65% is female. All sequences areannotated by certified FACS coders. We selected all sequences where at least one of the analyzed AUs is present. This resulted in 364 sequences from 94 subjects (66% female). Training and evaluation is doneon the last frame of each sequence, which contains the apex of the expression.
Our final goal is to develop a system that detects behavioral patterns in communication between two persons, more specifically between mother and infant. We therefore selected a set of AUs from state of the art work in mother-infant communication, e.g. [11] . As lower facial AUs do not involve lots of wrinkles and furrows, which need appearance-based features, we started with the analysis of the lower AUs. Table 3 shows the AUswe analyze.
Point Description
A Midpoint between two mouth corners [8] O Center point of nose [13] J/J' Right/Left Inner Brow point [13] B/B' Mean inner upper/lower lip point (*) A binary classifier is constructed for each AU. Positive examples for a given AU are those samples that contain the specific AU, regardless of the occurrence of other AUs. Negative examples are the samples not containing that AU.
Generalization to new subjects was tested using leave-onesubject-out cross validation, inwhich all sequences of the test subject are excluded from training.Performance was measured by the F 1 score. It considers both the precision p and the recallr to compute the score:
p = tp/(tp+ fp) r = tp/(tp+ fn)
with tpthe number of items correctly labeled as belonging to the positive class (true positives); fp the items incorrectly labeled as belonging to the positive class (false positives); and fntheitems labeled as belonging to the negative class but which belong to the positive class (false negatives). The F 1 score can be interpreted as a weighted average of the precision and recall:
F 1 = 2*(p*r)/(p+r)
We experimented with different feature sets, and classifiersSVM, and AdaBoost. We combined feature selection with SVM classification. Table 4 gives an overview of the AUs with the number of positive and negative samples.
SVM Versus AdaBoost
We first started with two state of the art classification techniques in AU recognition. SVMs were trained and evaluated using LibSVM [2] , while AdaBoost is constructed using OpenCV. For SVM, we tested kernels such as Linear, and Radial Basis Functions (RBF). We experimented with different variants of boosting algorithms, such as Discrete, Real, GentleAdaBoost, and LogitBoost. The results show that SVM outperforms AdaBoost for almost every AU. SVM achieves an average F 1 score of 92.77%, while AdaBoost has an average of 90.73%. We tried all feature sets, and the best results were alwaysthe geometricfeatures ofTable 1, or a combination of those, and the displacements of facial feature points.
Feature Selection and SVM Classification
The features used in these experiments consist of estimations on the entire shapemodel. Feature selection is performed by AdaBoost, or according to the overlapping coefficient (OVL).AdaBoost is a well-known technique for feature selection, and is used in state of the art AU recognition. Because we wanted to know how discriminative the features for each AU are, and how well AdaBoost was able to select these discriminative features, we also tried out selecting features according to the OVL coefficient. OVL [3] is defined to be the area intersected bygraphing two probability density functions, in our case two normal distributions. So, if f 1 (x) and f 2 (x)are two probability density functions defined on the n-dimensional real numbers R n , then the OVL is defined as:
In our case, f 1 (x) and f 2 (x)are the distributionsof positive, respectively negative samples for each feature. The lower the OVL coefficient, the more a feature is discriminative. We evaluate a SVMfor each AU with the first k features selected by AdaBoost, or according to the OVL coefficient. We chose the number of features for which the SVM has the best performance. technique for each AU, we achieve an averageF 1 score of 94.55%. In general, the most discriminative features are also selected by AdaBoost, though not inthe order given by the OVL coefficient. AUs that have no real discriminative features,such as AU20 (with lowest OVL of 0.51) benefit the most of doing featureselection according to the OVL coefficient.AUs with low OVL coefficients, such as AU25 and AU27, achieve the best results.
The Effect of Upper Facial Features
In the previous experiments, upper facial features were always included in the feature selection with the best results, so we wanted to know why, and what the effect was of excluding the upper facial features. For this experiment, we restart AdaBoost with only the features of the lower face. The OVL coefficient is independently calculatedfor each feature; we take only the lower facial features. On average, we get a slightly betterperformance using only these features, i.e. 94.83%. Using AdaBoostas feature selection technique slightly outperforms OVL, i.e. on average, we obtain 94.59% for AdaBoost and 94.16% for OVL.Removing upper facial features from the set, makesAdaBoost select different (lower facial) features in anotherorder than when all the features are present. Table 6 shows the F 1 score of the bestresults using all features versus features from the lower part of the face only. For all AUs, when all features are present, features from the eyes and brows are included in the selection process. For AU12,AU20, and AU23, these features are not highly discriminative. AdaBoost does a better selection whenthese features are not present. For AU25 and AU27, these features aremoderatelydiscriminative, thereby a slightly worse performance is obtained when removing them.The moderate discriminativity of these features could be due to the high percentage of sequences that only include AU25 or AU25+AU27, without action in the upper facial region.
CONCLUSION AND FURTHER RESEARCH
We achieve an average F 1 score of 94.83%. Performing feature selection before classification improvesthe results. AdaBoost also selects the most discriminative features, thoughnot in the order given by the OVL coefficient.The feature selection always includes upperfacial features. Using only lower facial featuresgives on average a better performance. In our further research, we will continue to look for the best feature set for each AU, combining geometry-and appearance-based features. In future work, we will extend the AU list to the entire face, investigate the dynamics of the AUs, and analyze the results and possible differences whenthe technique is applied on posed and spontaneous expressions. 
