This paper is the second of three parts of a comprehensive survey of a newly emerging field: a topological approach to the study of locally finite graphs that crucially incorporates their ends. Topological arcs and circles, which may pass through ends, assume the role played in finite graphs by paths and cycles. The first two parts of the survey together provide a suitable entry point to this field for new readers; they are available in combined form from the ArXiv [20]. They are complemented by a third part [31] , which looks at the theory from an algebraic-topological point of view.
. A circle through three ends.
Concepts and basic theory
Throughout this section, let G be a fixed infinite, locally finite, connected graph. This section serves to introduce the concepts on which our topological approach to the study of such graphs is based: the space |G| formed by G and its ends; topological paths, circles and spanning trees in this space; notions of connectivity in |G|. The style will be descriptive and informal, aiming for overall readability; should any technical points remain unclear, the reader is referred to [21, Ch. 8.5] for more formal definitions of the concepts introduced here, and to [21] in general for graph-theoretic terms and notation.
Terms such as 'path' or 'connected', which formally have different meanings in topology and in graph theory, will be used according to context: in the graph-theoretical sense for graphs, and in the usual topological sense for topological spaces. If the context is ambiguous, the two meanings will probably coincide, making a formal distinction unnecessary.
We call 1-way infinite paths rays, and 2-way infinite paths double rays. An end of G is an equivalence class of rays in G, where two rays are considered equivalent if no finite set of vertices separates them in G. The graph shown in Fig. 1 has three ends; the Z × Z grid has only one, the infinite binary tree has continuum many. We write Ω(G) for the set of ends of G.
Topologically, we view G as a cell complex with the usual topology. Adding its ends compactifies it, with the topology generated by the open sets of G and the following additional basic open sets. For every finite set S of vertices and every end ω, there is a unique component C of G − S in which every ray of ω has a tail. We say that ω lives in C and write C =: C (S, ω). Now for every such S and every component C of G − S, we declare as open the unionĈ of C with the set of ends living in C and with all the 'open' S-C edges of G (i.e., without their endpoints in S). We denote the space just obtained by |G|.
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Theorem 1 ([23,21]). The space |G| is compact and metrizable.
The space |G| is known as the Freudenthal compactification of G. The main feature of its topology is that rays in G converge as they should: to the end of which they are an element. One can show [26, Prop. 4.5] that every Hausdorff topology on G ∪ Ω(G) with (essentially) this feature (and which induces the 1-complex topology on G) refines the topology of |G|. This identifies |G| as the unique most powerful Hausdorff topology on G ∪ Ω(G), in a sense that can be made quite precise [26] . 2 Of the many natural aspects of this topology let us mention just two more, which relate it to better-known objects. Consider the binary tree T 2 , and think of its rays from the root as 0-1 sequences. The resulting bijection between the ends of T 2 and these sequences is a homeomorphism between Ω(T 2 ), as a subspace of |T 2 |, and {0, 1} N with the product topology. Identifying pairs of ends whose sequences specify the same rational (one sequence ending on zeros, the other on 1s) turns this bijection into a homeomorphism from the resulting identification space of Ω(T 2 ) to [0, 1] . Without such identification, on the other hand, Ω(G) is always a subset of a Cantor set.
Instead of paths and cycles in G we can now consider arcs and circles in |G|: homeomorphic images of the real interval [0, 1] and of the complex unit circle S Given a standard subspace X and an end ω ∈ X , the maximum number of arcs in X that end in ω but are otherwise disjoint is the (vertex-) degree of ω in X ; the maximum number of edge-disjoint arcs in X ending in ω is its edge-degree in X . Both maxima are indeed attained, but it is non-trivial to prove this [15] . End degrees behave largely as expected; for example, the connected standard subspaces in which every vertex and every end has (vertex-) degree 2 are precisely the circles. (Use Lemma 2 to prove this.) In Section 1 we shall define a third type of end degrees, their relative degree, which is useful for the application of end degrees to extremal-type problems about infinite graphs.
Standard subspaces have the important property that connectedness and arc-connectedness are equivalent for them. This will often be convenient: while connectedness is much easier to prove (see Lemma 4) , it is usually arc-connectedness that we need.
Lemma 2 ([21,27,60]). Connected standard subspaces of |G| are locally connected and arc-connected.
The proof that a connected standard subspace X is locally connected is not hard: an open neighbourhoodĈ ∩X of an end ω will be connected if we choose the set S in its definition so as to minimise the number of C -S edges in X . But local connectedness is not a property we shall often use directly. Its role here is that it offers a convenient stepping stone towards the proof of arc-connectedness. 4 Direct proofs that X is arc-connected can be found in [27, 32] ; see also [20, Section 3] . Connected subspaces of |G| that are neither open nor closed need not be arc-connected [32] .
Lemma 2 has the important corollary that arc-components of standard subspaces are closed (because the closure of an arc-component, which is obviously connected and standard, is arc-connected by the lemma.)
The edge set E(C ) of any circle C will be called a circuit. Given any set F of edges in G, we write F for the closure of F in |G|, and call F the standard subspace spanned by F . (This is with slight abuse of our usual notation, in which we write X for the closure in |G| of a subset X ⊆ |G|.) Similarly, we writeF for the set of all inner points of edges in F (while usually we writeX for the interior of a subset X ⊆ |G|).
The set of edges of G across a partition {V 1 , V 2 } of V (G) is a cut of G; the sets V 1 , V 2 are the sides of this cut. A minimal non-empty cut is a bond. The following lemma is one of our basic tools for handling arcs. It says that an arc cannot 'jump across' a finite cut without containing an edge from it. [21] ). Let F be a cut of G with sides V 1 , V 2 . The proof of Lemma 3 for F finite is straightforward from the definition of the topology of |G|: deleting the edges of a finite cut splits |G| into two disjoint open sets. When F is infinite, an intersection point ω as in (i) can be obtained as the limit of two vertex sequences, one in V 1 and the other in V 2 , that are joined by infinitely many cut edges.
Lemma 3 (Jumping Arc Lemma
(i) F is finite if and only if V
Although the 'jumping arc' is a nice way to memorize Lemma 3, its main assertion (i) is not about arcs but about connectedness. It implies that connectedness for standard subspaces can be characterized in graph-theoretical terms alone, without any explicit mention of ends or the topology of |G|.
Lemma 4 ([21]). A standard subspace of |G| is connected if and only if it contains an edge from every finite cut of G of which it
meets both sides. We shall say that a standard subspace X of |G| is k-edge-connected if the deletion of fewer than k edges will not make it disconnected. Similarly, X is k-vertex-connected if V (X) > k and the deletion of fewer than k vertices and their incident edges does not leave a disconnected space. Note that for k = 1 both notions coincide with ordinary topological connectedness, and that for X = |G| the space X is k-edge-connected or k-vertex-connected if and only if the graph G is k-edge-connected or k-connected (by Lemma 4).
How about deleting ends as well as vertices and/or edges? For X = |G|, this will never help to disconnect X : if deleting a finite set U of vertices and any set of ends disconnects |G|, then so does the deletion of U alone, and similarly for edges. For arbitrary standard subspaces X , however, deleting ends can make sense. It will normally result in a subspace that is no longer standard, but the main reason for primarily considering standard subspaces, that connectedness in them is equivalent to arc-connectedness (Lemma 2), is preserved. 5 So let us call a subspace X ⊆ |G| substandard if its closure in |G| is standard (so that X contains no partial edges), and k-connected if after the deletion of fewer than k vertices, edges or ends it will still be arc-connected. This makes sense in the context of Menger's theorem, which Thomassen and Vella [60] proved for topological spaces X that include all subspaces of |G|: given any two points a, b ∈ X and k ∈ N, if for every set S ⊆ X of fewer than k points there is an a-b arc in X S, then X contains k arcs from a to b that pairwise meet only in a and b. 6 Hence in a k-connected standard or substandard subspace any two vertices or ends can be linked by k independent arcs: a useful property that can fail in standard subspaces that are merely k-vertex-connected.
To work with arcs and circles in a way that resembles finite graph theory, we need one more addition to our topological toolkit: the notion of a topological spanning tree. A topological spanning tree of a connected standard subspace X of |G| is an (arc-) connected standard subspace T ⊆ X of |G| that contains every vertex (and hence every end) of X but contains no circle. A topological spanning tree of |G| will also be called a topological spanning tree of G.
The closure T of an ordinary spanning tree T of G is not normally a topological spanning tree: as soon as T contains disjoint rays from the same end, T will contain a circle. Conversely, the subgraph of G underlying a topological spanning tree need not be a graph-theoretical tree: it will be acyclic, of course, but it need not be connected. Fig. 3 shows examples of both these phenomena in the double ladder.
Ordinary spanning trees whose closures are topological spanning trees do always exist, however: all normal spanning trees have this property, and all countable connected graphs have normal spanning trees. (A spanning tree T of G is normal if, for a suitable choice of a root, the endvertices of every edge of G are comparable in the tree-order of T . See [21] .) Often, therefore, normal spanning trees are the best choice of a spanning tree for our purposes.
More generally, we have the following existence lemma.
Lemma 5. Let X be a connected standard subspace of |G|, and let Z ⊆ X be a standard subspace not containing a circle. Then X has a topological spanning tree containing Z .
Proof. We begin by enumerating the edges in E(X ) E(Z ). We then go through these edges one by one, considering each for deletion from X . We delete an edge if this does not disconnect the space X F , where F is the set of edges already deleted.
Having considered every edge in E(X ) E(Z ), we are left with a standard subspace T that contains V (X) but contains no circle: this would have an edge in E(X ) E(Z ), which was considered for deletion and should have been deleted. The space T is connected (cf. Lemma 4), and hence arc-connected (Lemma 2). By construction, Z ⊆ T ⊆ X as desired.
Unlike in finite graphs, it is considerably harder to construct a topological spanning tree 'from below' (maintaining acyclicity) than, as we did just now, 'from above' (maintaining connectedness, and using the non-trivial Lemma 2). A proof 'from below' is indicated in the proof of [20, Lemma 3.2] . A topological spanning tree T of G features analogues of all the usual properties of spanning trees in finite graphs: adding any edge creates a circle, deleting any edge disconnects it, and it contains a unique arc between any two of its points. Hence every chord e ∈ E(G) E(T ) creates a well-defined fundamental circuit C e in T ∪ e, while every edge f ∈ E(T ) lies in a well-defined fundamental cut D f of G (whose sides are the vertex sets of the two arc-components of T f ). Fundamental circuits and cuts of topological spanning trees are subject to the same duality as for ordinary spanning trees:
Lemma 6. Let C e be a fundamental circuit and D f a fundamental cut, both of the same topological spanning tree of G. Then 5 Georgakopoulos's characterization of the subspaces that are connected but not arc-connected [32] implies that any such space has uncountably many arc-components consisting of one end only. One clearly cannot obtain such a space by deleting finitely many ends from a connected standard subspace.
6 There is also version of Menger's theorem for disjoint arcs between sets A, B ⊆ X in [60] , which is easier to prove.
However, the sizes of fundamental cuts and circuits behave in opposite ways. For (ii), note that if a fundamental cut D f of a topological spanning tree T were infinite, the two arc-components of T f (which are closed by Lemma 2) would meet, by Lemma 3(i).
The fact that fundamental cuts of topological spanning trees are finite implies by Lemma 3(ii) that they are in fact bonds. The way in which cycles and cuts interact in a graph can be described algebraically: in terms of its 'cycle space', its 'cut space', and the duality between them. In [20, Section 2] we show how the cycle space theory of finite graphs extends to locally finite graphs in a way that encompasses infinite circuits. The fact that this can be done, that our topological circuits, cuts and spanning trees interact in the same way as ordinary cycles, cuts and spanning trees do in a finite graph, is by no means clear but rather surprising. For example, there is nothing visibly topological about a finite cut in an infinite graph, 7 so the fact that the edge sets orthogonal to its finite cuts are precisely its topological circuits and their sums [20, Theorem 2.6] comes as a pleasant surprise: it provides a natural answer to a natural question, but not by design-it was not 'built into' the definition of a circle.
As it turns out, extending finite cycle space theory in this way is not only possible but also necessary: it is the 'topological cycle space' of a locally finite graph, not its usual finitary cycle space, that interacts with its other structural features, such as planarity, in the way we know it from finite graphs. We shall discuss this in Section 2, so let us include the basic definitions here.
As before, let G be a fixed infinite, connected, locally finite graph. We start by defining the 'topological cycle space' C(G) of G in analogy to the mod-2 (or 'unoriented') cycle space of a finite graph 8 : its elements will be sets of edges (that is to say, maps E(G) → F 2 , or formal sums of edges with coefficients in F 2 ) generated from circuits by taking symmetric differences of edge sets. These edge sets, the circuits, and the sums may be infinite.
Let us make this more precise. Let the edge space E (G) of G be the For the rest of this paper, let G be a locally finite, connected infinite graph.
Extremal infinite graph theory
Following Bollobás [8] , let us take the wider notion of extremal graph theory to refer to how graph invariants (usually numerical) interact. A typical question is how one invariant can be forced up or down in an arbitrary graph by making assumptions about what values another invariant takes on that graph. Particular emphasis is usually given to pairs of invariants of which one is 'local' and the other 'global'. The following variant of Turán's original such question is a good case in point: for which function f (r), if any, can we force the presence of a K r minor in an arbitrary graph by assuming only that it has average degree at least f (r)?
This type of question makes no immediate sense for an infinite graph, because there is no obvious notion of 'average degree'. So let us replace it by 'minimum degree'. Now the question does make sense, but unlike in the finite case it has a trivial negative answer: there are locally finite trees of arbitrarily large minimum degree. Clearly, these have no K r minor for r > 2.
What, then, makes infinite graphs so different in this respect? Since there are finite graphs of both minimum degree and girth arbitrarily large [21] , also finite graphs of large minimum degree can look locally like trees. However, a large finite tree also has many leaves, whose low degrees push its average degree back below 2. Requiring a high average or minimum degree in a finite graph therefore also has another effect, in addition to just fast growth: it forces us to 'wrap up' those leaves. The classical theorem of Mader [43] that a large enough average degree forces any desired minor can thus be restated as saying that, no matter how we do this 'wrapping up' (whether by adding edges, say, or by identifying vertices), we will always create such a minor. 7 With hindsight, of course, Lemma 4 shows that this impression is wrong. The key idea for infinite graphs now is that compactifying a locally finite graph by adding its ends wraps it up in a similar way, albeit at infinity. And this wrapping-up can help us restore properties of finite graphs that are lost in the naive transition from finite to infinite.
In fact, most of the time this restoration happens automatically: often, all we have to do is allow circles when we used to wish for a cycle, and arcs when we used to desire a path. These objects tend to exist as limits (or inside the limits) of the cycles or paths whose existence was asserted by the finite theorems that now fail. More precisely, this works whenever the cycles or paths whose existence is claimed in the finite theorem can be found there by a process of 'focusing in', as discussed in [20, Section 3] . We shall see some more examples of this phenomenon later in this section.
First, however, let us take advantage of ends as 'wrapping' in a more direct way: by explicitly requiring them to have large degrees and seeing what substructures this can force.
Consider again the aim of forcing a K r minor, for r = 4 say. In other words, we wish to force a TK 4 subgraph by assuming some large enough minimum degree. Assume for simplicity that our graph G is 2-connected. If G is finite, a minimum degree of δ(G) 3 will force a TK 4 subgraph. Indeed, as κ(G) 2 we can construct G starting from a cycle and adding paths, one at a time, that share only their endvertices with the graph constructed so far. If G ⊇ TK 4 , these two vertices lie on a common earlier path, and they do not 'cross' other paths grafted later on to this same earlier path; see Fig. 4 . This makes it easy to see that after every construction step there is still a vertex of degree 2.
If G is infinite, however, we can go on grafting new paths on to any vertices of degree 2, and after ω steps all such vertices have disappeared. But any graph obtained in this way will have an end of vertex-degree 2. (In fact, every end will have vertex-degree 2.) Indeed, using the infinity lemma we can find a sequence of paths each grafted on to the previous one. These paths converge to an end, which is easily seen to have vertex-degree 2. (Its edge-degree may be higher.) We can therefore get an analogue of the finite theorem, that δ 3 forces a TK 4 subgraph, after all: every graph whose vertices and ends all have (vertex-) degree at least 3 contains a TK 4 .
So what kind of substructures can be forced by assuming that both vertices and ends have large degree? The first theorem in this vein is due to Stein.
Theorem 8 ([55]). Let G be a locally finite graph.
(i) If δ(G) 2k 2 + 6k and every end of G has vertex-degree at least 2k
(ii) If δ(G) 2k and every end of G has edge-degree 2k, then G has a (k + 1)-edge-connected subgraph.
The bounds in Theorem 8 are close to best-possible; see [55] .
Theorem 8 uses vertex and end degrees to force not a concrete desired subgraph but just some subgraph from a desired class. This is an interesting variant of the original extremal problem, which is to force a concrete subgraph (or minor etc.) by global assumptions such as on average or minimum degrees. Forcing a concrete finite minor in an infinite graph by assuming that its vertex and end degrees are large, unfortunately, takes us little further than the K 4 example we saw earlier: already a K 5 minor cannot be forced in this way. This is because there are planar graphs with arbitrarily large degrees and only one end, of infinite degree: just take a regular tree of large degree, and add edges forming circuits D i , one for every i ∈ N, through all the vertices at distance i from the root.
Forcing K r minors for r 5 is possible, however, with another notion of end degrees: one is motivated less by topological considerations (such as to give every end on a circle degree 2 there) than extremal ones. Call an induced subgraph C of G a region of G if C is connected and its edge-boundary B e (C), the set of edges of G between C and G − C , is finite. Then also the vertex boundary B v (C) of C , the set of vertices of C incident with an edge in B e (C), is finite. Let us say that a nested sequence C 1 ⊇ C 2 ⊇ · · · of regions defines an end ω of G if the setsĈ i form a neighbourhood basis of ω in |G|, i.e., if ω belongs to every C i and i C i = ∅. Now let the relative degree of ω in G be defined as the infimum, taken over all its defining sequences C 1 , C 2 , . . . of regions, of the numbers
Intuitively, the relative degree measures how many edges per boundary vertex the regions around an end ω will at least send away from ω eventually, just as the degree of a vertex measures the number of edges it sends away. Note that the edge-degree of an end is always at least its relative degree [54] , but the vertex-and the relative degree of an end are not abstractly related. Relative end degrees in subspaces can be defined analogously, taking the end-defining regions in G but their vertex or edge boundaries in the subspace.
The notion of relative end degree was introduced by Stein. It works so well that we get the following blanket adaptation of results from finite sparse extremal graph theory. Note that, despite the use of end degrees, the finite minors found by Theorem 9 will be minors of finite subgraphs of G. 9 This motivates the following problem, where this will not be possible. Given a finite graph H and a standard subspace X of |G|, define the minor relation H X just as for graphs, with closed and connected subspaces of X as branch sets (which may contain ends).
Problem 10. Does Theorem 9 extend to subspaces?
What about forcing infinite minors? From our earlier example we know that by assuming a large vertex and end degrees (non-relative) we cannot force non-planar minors. But we can force most planar minors. Indeed, by a result of Halin [37, 21] every graph G with an end of infinite vertex-degree contains the half-grid N × Z as a minor, and similarly every graph with an end of large enough finite vertex-degree contains an n × N grid (and hence any given finite planar graph) as a minor. On the other hand, there are planar graphs of arbitrarily large (finite) minimum degree and minimum vertex-degree for ends that do not contain the half-grid as a minor [54] . It would be interesting to find some natural strengthening of the degree assumption on ends that would force a planar graph to contain the full grid, or even to contain every locally finite planar graph, as a minor (cf. [28] ). More generally:
Problem 11. What infinite minors can be forced by assuming large vertex and end degrees (of any type)?
Let us return to our theme of how certain paths or cycles (with some desired properties) whose existence in a finite graph is proved by some focusing process can fail to exist in an infinite graph G, because (in G itself) that process need not converge. Our aim will then be to show that such paths or cycles in finite minors G n of G can tend to a limit that is an arc or circle in |G| with the desired properties.
For example, consider in a finite 3-connected plane graph a maximal sequence of nested cycles (not necessarily disjoint). This sequence will end with a cycle that bounds a face. When we delete this cycle, it will not disconnect the graph. Cycles, in any graph, whose deletion does not reduce the connectivity of a graph by more than 3 are called connectivity-preserving. Cycles with the property that deleting their edges does not reduce the edge-connectivity of the graph by more than 2 are edge-connectivity-preserving. Such cycles exist in every finite graph, and they can be found by a process of 'focusing in', just as in the planar case; this was proved by Thomassen [57] for connectivity and by Mader [44, 45] for edge-connectivity. 10 In an infinite graph such cycles need not exist. Let us show this by constructing a counterexample, due to Aharoni and Thomassen [4] . This graph will be locally finite, and will depend on a given integer k; so let us call it AT (k). The graph AT (k) combines two properties that no finite graph can have at the same time:
• it is k-connected (where k is as large as we like);
• deleting any cycle, or the edges of any cycle, disconnects the graph.
As a result of these two properties, the graphs AT (k) are counterexamples to a number of statements which, for finite graphs, are well-known theorems. The existence of connectivity-preserving cycles is one of these, and we shall meet another below.
We shall construct AT (k) inductively from copies of some fixed finite k-connected graph H. Let us choose H of girth at least k 2 ; then H has a set X of k vertices at distance at least k from each other. (For example, spread X around a shortest cycle in H.) The idea now is to build AT (k) as a union of finite graphs G 0 ⊆ G 1 ⊆ · · · , where each G n+1 is obtained from G n by grafting on to any non-separating cycles of G n some new copies of H, to make them separating. Formally, we begin with a copy G 0 of H. Let us assume inductively that we have constructed G n in such a way that it is k-connected, that any G n−1 -path 11 in G n has length at least k, and that the edges of any cycle contained in G n−1 separate G n . We now consider separately every cycle C in G n that does not lie in G n−1 . By our second assumption about G n , the cycle C has some k edges that do not lie in G n−1 ; subdivide these once. (Thus, on an edge that lies on 3 such cycles of G n we insert 9 It is easy to see that any finite minor of a graph G is also a minor of a finite subgraph of G: just replace any infinite branch sets by finite subtrees that link the edges needed. 10 We remark that the connectivity-preserving cycle C found by Thomassen [57] is induced. Hence if C ⊆ G with κ(G) = k + 3, say, then every vertex of C sends at least k + 1 edges to G − C , which is k-connected. Thus, we also have the 'mixed connectivity' result that deleting only the edges of C reduces the (vertex-) connectivity of G by at most 3. 3 subdividing vertices.) We now take k fresh copies of H specific to our choice of C , and identify their k-vertex sets X with those k subdividing vertices inserted on C . It is easy to check that G n+1 is again k-connected, that every G n -path has length at least k (because it links two vertices from X in a copy of H), and that the edges of any cycle contained in the newly subdivided
The Aharoni-Thomassen graph AT (k) for k 4 has neither connectivity-preserving nor edge-connectivity-preserving cycles. However, it has edge-connectivity-preserving circles, as indeed does every locally finite graph. There are also versions of these theorems and problems for deleting paths and arcs. Mader [44] proved that any two vertices of a finite graph G are linked by a path whose edges we can delete without reducing the edge-connectivity of G by more than 2. A construction very similar to that of AT (k) provides a counterexample to this statement for locally finite graphs, but the corresponding statement for arcs in |G| (joining two given vertices or ends) is true [12] . For vertex-connectivity, it is a well-known open problem of Lovász whether or not there is even a function f : N → N such that any two vertices of any f (k)-connected finite graph can be linked by a path whose deletion leaves a k-connected graph. The corresponding statement for arcs in |G|, in the spirit of Problem 13, is also unknown.
Two classical theorems from finite extremal graph theory, due, respectively, to Halin and Mader, say that if a finite graph is edge-minimal with the property of being k-connected [38] , or of being k-edge-connected [46] , then it has a vertex of degree only k. Since every finite k-connected or k-edge-connected graph contains an edge-minimal such graph, these are fundamental results about the structure of all finite k-connected or k-edge-connected graphs.
Unlike its edge-connectivity version, the vertex-connectivity version of the above theorem remains true for infinite graphs [38] and k 2: every edge-minimal k-connected graph has a vertex of degree k. However, it is no longer that interesting: as the double ladder shows for k = 2, an infinite k-connected graph need not contain an edge-minimal such graph. The justification for studying these minimal graphs, therefore, collapses. However, if we extend our class of objects from graphs to all their standard subspaces, then edge-minimal objects exist by [20, Lemma 3.1] . 12 For example, we can now delete all the rungs in the double ladder: what remains is disconnected as a subgraph, but 2-connected in both senses as a subspace that includes the ladder's ends. The basic objects to investigate for a study of the k-connected or k-edge-connected locally finite graphs, therefore, are their edge-minimal k-vertex-connected or k-edge-connected standard subspaces-or their edge-minimal k-connected subspaces if they exist.
Problem 14.
Can we delete edges from any k-connected standard subspace of |G| to obtain an edge-minimal k-connected standard subspace?
The graph of Fig. 5 , for example, has an edge-minimal 3-connected standard subspace obtained by deleting all the broken edges.
Edge-minimal k-edge-connected or k-vertex-connected standard subspaces need not have a vertex of degree only k.
Indeed, consider for k = 2 the cartesian product of a 3-regular tree T with an edge e; deleting all the 'rungs' (the edges projecting to e) leaves a subspace consisting of the two copies of T glued together at the ends. This subspace X is edgeminimally 2-edge-connected and 2-vertex-connected, but every vertex is incident with 3 edges of X . Note, however, that all the ends have edge-and vertex-degree 2 in X .
This observation suggests the following infinite analogues to Halin's and Mader's finite theorems. Given k, let 'k-highly connected' mean any one of 'k-edge-connected', 'k-vertex-connected' or 'k-connected', and let 'degree' (for an end) mean any one of 'edge-degree', 'vertex-degree' or 'relative degree'.
Problem 15.
Given k ∈ N, does every edge-minimal k-highly connected standard subspace of |G| contain a vertex or end of degree at most k?
Halin's finite theorem has been strengthened in various ways, and one can ask about infinite analogues also of those strengthenings. For example, Mader [47, 48] proved that in an edge-minimal k-connected graph every cycle contains a vertex of degree k. Among other things this implies that every subgraph of an edge-minimal k-connected graph has a vertex of degree at most k: either on a cycle, or else as a leaf. If Problem 15 has a positive answer, it will be natural to ask (in the same informal terminology as above).
Problem 16.
Given k, does every circle in an edge-minimal k-highly connected standard subspace X of |G| contain a vertex or end whose degree in X is at most k?
For finite cycles, Problem 16 has been answered positively by Stein [54] .
Little is known about graphs that are minimally k-connected with respect to deleting vertices rather than edges (let alone vertices or ends in subspaces). Does every k-connected locally finite graph have a k-connected subgraph that is minimal in the sense of not having a k-connected proper subgraph?
Perhaps this notion of minimality is too strong. Let us call a k-connected graph G minimal if every k-connected H ⊆ G also satisfies H ⊇ G, that is, has a subgraph isomorphic to G. An analogous definition can be adopted for subspaces. 13 Once we do have a minimal k-connected graph or standard subspace, what can we say about its structure? Must such a graph be finite? Can it be (k + 1)-connected? Must it have a vertex or end whose degree is small in terms of k? (By a theorem of Lick [42] , every minimal k-connected finite graph has a vertex of degree at most (3k − 1)/2.) Another nice example of how arcs and circles in |G| provide the natural setting for a classical finite theorem is treepacking. The finite theorem here, due independently to Nash-Williams [51] and Tutte [61] , says that a finite graph contains k edge-disjoint spanning trees unless its vertex set admits a partition, into sets say, such that G has fewer than k( − 1)
cross-edges, edges between different partitions sets. (See [21].)
For infinite graphs, the Aharoni-Thomassen graph AT (2k) provides a counterexample to this statement, even to its corollary that 2k-edge-connected graphs have k edge-disjoint spanning trees [21] . Indeed, since AT (2k) is 2k-edgeconnected but the edge set of every cycle separates it, there can be no more than two such trees: the edges of a fundamental circuit of one tree obtained by adding an edge of another tree would separate the graph, so no third tree could be spanning.
However, the finite tree-packing theorem has a topological analogue.
Theorem 18 ([21]). The following statements are equivalent for all k ∈ N and locally finite multigraphs G: (i) G has k edge-disjoint topological spanning trees.
(ii) For every finite partition of V (G), into sets say, G has at least k ( − 1) cross-edges.
In particular, if G is 2k-edge-connected it has k edge-disjoint topological spanning trees. Theorem 18 has an interesting history: while Nash-Williams had conjectured (incorrectly) that the finite tree-packing theorem ought to extend to countable graphs verbatim, Tutte anticipated Theorem 18, even though he could not express it in the now natural topological language. See [24] for details of the story.
The problem of tree-packing is closely related to the arboricity of a graph: the least number of forests that will cover its edges. For a finite graph G, another classical theorem of Nash-Williams [52] says that the edges of G can be covered by k forests if no set of vertices spans more than k( − 1) edges, the number of edges on an -set that k forests can at most provide. This theorem extends verbatim to infinite graphs, by compactness.
In our topological setting, however, it is natural to ask for more: that we can cover the edges of G by k topological forests, standard subspaces of |G| that contain no circle. Interestingly, the above local sparseness condition no longer implies this;
see [56] for a counterexample of Bruhn. However, if we require that our graphs be also 'sparse at infinity', by bounding their end degrees from above, we get the following result of Stein.
Theorem 19 ([56]). Let k ∈ N, and let G be a locally finite graph. If no set of (say) vertices of G induces more than k( − 1) edges and every end of G has edge-degree < 2k, then |G| contains k topological forests covering all its edges.
The bound of 2k in Theorem 19 is sharp [56] . 13 Embeddings between subspaces should map vertices to vertices.
Before we leave the subject of connectivity, let us briefly summarize what is known about Menger's theorem in |G|. When a, b are vertices in a locally finite graph G, it is well known and easy to see that if we cannot separate a from b by a set S of fewer than k vertices then there are k independent a-b paths in G. This result does not gain from admitting a-b arcs in |G| instead of just paths in G, since those arcs will still meet S (Lemma 3). Hence neither the minimum size of an a-b separator nor the maximum number of a-b paths (arcs) changes. The problem becomes more interesting for standard subspaces of |G|, and has been solved: since standard subspaces are locally connected (Lemma 2), results of Whyburn [63] imply that both the point-to-point and the set-to-set version of Menger's theorem hold in them, as long as k is finite. See [60] for what is known about Menger's theorem in more general 1-dimensional spaces. For infinite k, the correct version of Menger's theorem to consider is the set-to-set version in the form suggested by Erdös (see [21] ). This states that given two sets A, B of vertices there is a set of disjoint A-B paths and an A-B separator consisting of a choice of one vertex from each of these paths. This was proved for countable graphs by Aharoni [1] , and for arbitrary graphs by Aharoni and Berger [2] . These results have been extended to versions where A and B are allowed to contain ends as well as vertices [13] , and these have to be connected by paths, rays, or double rays (not arbitrary arcs in |G|). With these assumptions, Menger's theorem holds if A ∩ B = ∅ = A ∩ B, and this condition is also necessary. If we allow arbitrary arcs in |G|, an example of Kühn (see [25] ) shows that one even has to require that A ∩ B = ∅. In that case, however, we once more have the situation that arcs cannot avoid separators that meet all connecting paths, rays or double rays, so again the topological version offers nothing new [25] .
No versions of Menger's theorem are known for standard subspaces of |G| with k infinite.
A popular area of finite graph theory which, traditionally, has no infinite counterpart is the theory of Hamilton cycles.
14 When we replace 'cycle' with 'circle', however, hamiltonicity problems immediately make sense. So let us call a circle in |G| a Hamilton circle of G if it contains every vertex of G. Since circles are compact and hence closed in |G|, Hamilton circles also contain every end.
What does a Hamilton circle look like? The answer to this question is somewhat daunting: as soon as the graph has uncountably many ends (which is the rule rather than the exception), any Hamilton circle must be wild [12] , as in Fig. 2 . Still, the notion of a Hamilton circle seems to be just the right one to generalise hamiltonicity problems to infinite graphs. Let us look at some of these.
From the extremal graph theory point of view, a particularly interesting problem is how local conditions can force the (global) existence of a Hamilton cycle. Most popular among these are minimum degree conditions. When the degrees needed are large not just in absolute terms but in terms of the order of G (as in most classical results such as Dirac's theorem [21] ), such theorems are hard to generalise to infinite G.
But there are also local degree conditions that force a Hamilton cycle in a finite graph. For example, Asratian and Khachatrian [6] found a number of local Hamiltonicity conditions, all implying Dirac's theorem, of which the simplest version has the following infinite analogue. See also [21] for a proof of the finite result.
Another local condition, due to Oberly and Sumner [53] , says that a connected finite graph has a Hamilton cycle if the neighbours of each vertex span a well-connected subgraph: one that is connected and has independence number at most 2.
(Thus, such graphs are 'claw-free'.) For infinite graphs, this led Stein [54] to pose the following problem.
Conjecture 21. A connected locally finite graph of order at least 3 has a Hamilton circle if all its vertex neighbourhoods span well-connected subgraphs.
A classical sufficient local Hamiltonicity condition that does generalise to Hamilton circles is Fleischner's theorem: the square G 2 of a 2-connected finite graph G has a Hamilton cycle. (The nth power G n of G is the graph on V (G) with edges joining any pairs of vertices that have distance at most n in G.) While this finite theorem is not easy, its infinite counterpart, conjectured in [24] and proved by Georgakopoulos, is perhaps the deepest result about |G| to date.
Theorem 22 ([33]
). Let G be a locally finite connected graph.
2 has a Hamilton circle.
Thomassen [58] had previously proved (ii) for 1-ended graphs (in which a Hamilton circle is a spanning double ray).
14 This is not to say that there have been no attempts. Nash-Williams and others sought to replace Hamilton cycles by spanning rays or double rays. This approach works to some extent for graphs with only one end (in which spanning double rays form circles). But it runs into difficulties as soon as the graph has more than two ends, since no ray or double ray can pass through a finite separator infinitely often. Realising these difficulties, Halin suggested replacing Hamilton cycles with 'end-faithful' spanning trees: spanning trees that contain from every end exactly one ray starting at the root (which can be chosen arbitrarily). This notion has led to some interesting problems that are still open -see e.g. [29] -but not to any theory related to that of finite Hamilton cycles.
Georgakopoulos [34] conjectured that Theorem 22 should extend to countable graphs that are not locally finite (see [20, Section 5] for subtleties about |G|). This is interesting, because at first glance it seems impossible. For since Ω(G) will be a closed subset of any Hamilton circle of G, it must be compact for the conjecture to be true. But Ω(G) is compact (if and) only if no finite separator S ⊆ V (G) splits G into infinitely many components containing rays-a property of locally finite graphs that usually fails in a countable graph. But, fortuitously, it always holds in G 2 (and in G 3 ): since G is connected, any component of G 2 − S sends a G-edge to S, but no two components can send a G-edge to the same vertex of S, since this would create an edge of G 2 between those components. Hence G 2 − S has at most |S| components.
There are numerous other local density conditions that force a Hamilton cycle in a finite graph. For example, line graphs are 'locally dense'. Thomassen [59] conjectured that every 4-connected line graph is hamiltonian, and 7-connected finite line graphs indeed are [66] . Also, the line graph of a 4-edge connected finite graph is hamiltonian [18] . Problem 23. Does sufficient connectivity force the line graph of a locally finite connected graph to have a Hamilton circle?
Georgakopoulos [34] conjectured that this should be true with the same connectivity assumptions as are currently known for finite graphs.
Another classical result about finite Hamilton cycles is Tutte's hamiltonicity theorem for 4-connected planar graphs. It was the following conjecture of Bruhn (see [24] ) that first advanced the notion of a Hamilton circle.
Conjecture 24. Every 4-connected locally finite planar graph has a Hamilton circle.
Like the extension of Fleischner's theorem, this appears to be a hard problem. Partial results have been obtained by Bruhn and Yu [17] and by Cui, Wang and Yu [19] .
Another famous hamiltonicity problem for finite graphs is the toughness conjecture (see [21] ), and its analogue for Hamilton circles is equally intriguing. The problem might become easier if we ask only that the circle must pass through all the ends, but not necessarily through all the vertices.
Problem 25. (i) Is there an integer t such that every t-tough locally finite graph contains a Hamilton circle?
(ii) Is there an integer t such that if deleting tk vertices from a locally finite graph G never leaves more than k infinite components then |G| contains a circle through all its ends?
Note that 1-toughness, let alone the assumption that deleting k vertices never leaves more than k infinite components, is not enough to ensure that |G| contains a circle through all its ends. 15 Asking for 'hamiltonicity for ends' as in (ii) may be interesting also as a weakening of other hamiltonicity conjectures.
There are also very interesting results and conjectures about Hamilton cycles in finite graphs asserting the sufficiency of conditions for their existence that are themselves global. Think of hamiltonicity problems for Cayley graphs, for sparse expanders, or for products of graphs. Some of these may be extendable to Hamilton circles, perhaps under additional assumptions.
Let us close this section by remarking that most of the theorems and problems we discussed have meaningful analogues in arbitrary standard subspaces of |G| rather than just |G| itself. Sometimes, these extensions are easy and can be obtained by imitating the proof for |G|. But at other times they can be challenging. The reader is invited to explore this further.
Cycle space applications
The earliest, and so far the most successful, applications of our topological approach to locally finite graphs have been results which, for finite graphs, relate the cycle space of G to it structural properties. For example, [20, Theroem 2.5] says that a standard subspace of |G| can be covered by a topological Euler tour if and only if its edge set lies in C(G). There had been a number of earlier attempts to generalise Euler's finite theorem to infinite graphs, based on double rays as infinite analogues of finite cycles, but these attempts were hampered from the outset by the handicap that a double ray cannot visit more than |S| + 1 components of G − S for any finite set S of vertices, and hence could not really succeed.
Another early application is MacLane's planarity criterion. Call a set D ⊆ C(G) sparse if no edge of G lies in more than two elements of D. MacLane's theorem says that a finite graph is planar if and only if its cycle space has a sparse generating subset. If the graph is 3-connected, these generators will necessarily be its peripheral circuits (all but at most one), the face boundaries in any drawing. (See [21, 10] for a generalisation to arbitrary surfaces.) For our infinite G, this fails unless we allow infinite circuits: the 3-connected graph G in Fig. 6 , for example, has no finite face boundary containing the edge e, so its finite peripheral circuits do not even generate C fin (G).
Solving a long-standing problem of Wagner [62] , Bruhn and Stein extended MacLane's theorem to infinite graphs, using
|G|.
15 Pick a vertex in a complete graph K 4 and turn each of its three incident edges into a ladder, the original edge becoming its first rung. This graph contains no circle through its three ends, but deleting at most k vertices never leaves more than k components.
Fig. 6.
The edge e lies on no finite face boundary, so these do not generate the cycle space.
Theorem 26 ([16]). G is planar if and only if C(G) has a sparse generating subset.
Just as MacLane turned the algebraic properties of the face boundaries of a plane graph into a planarity criterion, Archdeacon, Bonnington and Little [5] found an algebraic planarity criterion in terms of the 'left-right-tours' of finite plane graphs. Bruhn et al. [14] extended this to locally finite graphs, based on possibly infinite 'left-right-tours' in |G|.
The planarity criterion of Kelmans and Tutte says that a finite 3-connected graph is planar if and only if its set of peripheral circuits is sparse. This follows from MacLane's theorem and the theorem of Tutte that, in any 3-connected finite graph (planar or not), the peripheral circuits generate the cycle space.
The Kelmans-Tutte theorem, too, fails for infinite graphs unless we allow circuits to be infinite: sparseness of the finite peripheral circuits alone does not imply planarity [16] . But Bruhn [9] 
Theorem 27. If G is 3-connected, then G is planar if and only if every edge lies in at most two peripheral circuits.
Another classical result in this context is Whitney's duality theorem for finite graphs. It is often thought of as a planarity criterion, but can equally be viewed as a topological characterisation of the graphs that have an (algebraic) dual: that these are precisely the planar graphs. As explained in [20, Section 2.5], duality for infinite graphs, and in particular any analogue of Whitney's theorem, will work only in the class of finitely separable graphs G (those in which every two vertices can be separated by finitely many edges), and for the topological cycle and cut spaces of the compactificationsG obtained by adding only the undominated ends as new points (and making any other rays converge to their dominating vertex). In that setting, however, Whitney's theorem does generalise smoothly.
Theorem 28 ([11]). A finitely separable graph has a dual if and only if it is planar.
By colouring-flow duality (see [21] ), the four-colour theorem can be rephrased as saying that the edge set of any finite planar bridgeless graph G is the union of two algebraic cycles: this is equivalent to the existence of a (Z 2 × Z 2 )-flow on G, which in turn is equivalent the the 4-colourability of any dual of G. Since infinite planar graphs are 4-colourable by the Erdös-de Bruijn theorem [21] , Theorem 28 has the following double cover corollary:
Corollary 29 ([11]). Assume that G is finitely separable, and let C(G) be based on the spaceG. If G is planar and bridgeless, then E(G) is the union of two algebraic cycles.
Flows in infinite graphs and networks
Most of this section deals with electrical flows in infinite networks: an exciting field with rich connections to other branches of mathematics, and one where the study of |G| has a natural well-recognised place. Towards the end of the section we also discuss algebraic (group-valued) and (non-electrical) network flows. Basing these on |G| rather than just G is likely to lead to an extension of most of the known finite theory to locally finite graphs, just as in Sections 1 and 2.
An electrical network is a locally finite connected graph (V , E) whose (undirected) edges e have real resistances r(e) > 0 assigned to them, and which has two specified vertices s and t, called the source and the sink. A flow in this network is a real function f :
− → E → R on the set of orientations − → e and ← − e of these edges e such that f ( − → e ) = −f ( ← − e ) for every e and 
where the sum v f ( − → e ) ranges over all edges − → e at v oriented away from v. The value of this flow f is the number s f ( − → e ).
Let us assume for the moment that G is finite. We can then use (KH1) to show that the value of f is equal to
for every cut − → F separating s from t, oriented from the side containing s to that containing t. And for every i ∈ R there is now a unique flow f on G of value i that also satisfies So what about infinite networks? Given any i ∈ R, there will still be a flow of value i (just along an s-t path), there will be a flow of value i with minimum total energy (defined as before) [35] , and this flow will satisfy (KH2) for finite circuits. However, there may now be more than one such flow of value i: Fig. 7 shows a particularly striking example, which satisfies (KH2) because the graph contains no circuit at all. (Note that its second flow 'from s to t' would even exist if we deleted the edge st, disconnecting s from t.) Such 'flows' are not always desirable, and one would like to be able to amend the definition so as to exclude them. But it has not been clear until recently how this can be done without also excluding desirable flows. From our topological perspective, however, this is much clearer: the requirement of v f ( − → e ) = 0 should be applied not only to vertices v, but also, somehow, to ends. (In the second flow of Fig. 7 , a net flow of 1 disappears into the left end, while a net flow of 1 emerges from the right end, violating the intended requirement at both ends.)
The simplest way to make such an additional requirement for ends is without mentioning ends directly: instead of (KH1) we require a condition that is equivalent to (KH1) for finite networks, but stronger for infinite ones: that f should sum to zero across any finite oriented cut not separating s from t. Formally: F that does separate s from t, oriented from its side containing s to that containing t.
For reference, let us also restate (KH2) with explicit reference to finite circuits only:
− → e ∈ − → C f ( − → e )r(e) = 0 around every finite oriented circuit − → C in G.
For networks whose total resistance e∈E(G) r(e) is finite, Georgakopoulos [35] proved that non-elusive flows that satisfy (KH2 ) and have finite total energy are indeed unique for any given value. This is interesting, since (KH2 ) makes demands only on finite circuits, while the difference between two flows of the same value might have an infinite circuit as its carrier. 16 In particular, we cannot prove uniqueness directly from (KH2 ), as for finite graphs, but have to use a limit construction as discussed in [20, Section 3] . Theorem 30 ([35] ). Let G be a locally finite network of finite total resistance. For every i ∈ R there is a unique non-elusive flow in G of value i and finite total energy that satisfies (KH2 ). This flow also satisfies (KH2) for infinite circuits − → C . 17 Theorem 30 is best possible in that uniqueness fails if we do not require finite total resistance. And the assumption of finite total resistance is not, in fact, unnatural. Physically, it means that the entire network can be 'cut out of a single finite piece of wire'. Mathematically, it means that the network admits |G| as a topological model. More precisely, if we interpret the numbers r(e) as edge lengths (as in Fig. 8) , then r makes G into a metric space. Let G be its completion. Georgakopoulos [36] showed that if r(e) < ∞ then G is homeomorphic to |G|, by a homeomorphism that is the identity on G (see also 
Then for any choice of s, t ∈ V (G), our function f is a non-elusive flow in the network (G, r, s, t) of value 0 that satisfies (KH2 ). Since the constant function − → E → {0} is also such a flow, Theorem 30 implies that our f is in fact constant with value 0, and hence p too must have been constant. However if we relax (KH1 ) to (KH1), there may be more such functions f and p. And since we did not specify a source or sink among the vertices, these functions are more natural than the example of Fig. 7 : f may be viewed as a flow with (possibly many) sources and sinks at infinity, as in Fig. 8 .
To rule out other pathological examples, however, we should require now that p extends continuously to the ends. The Dirichlet problem has been widely studied; see, e.g., [7, 64, 65] . Let us close this section with a glance at how non-electrical network and algebraic flow theory extend to locally finite graphs. As before, we wish to exclude 'flows' that issue from or dissipate to infinity, and will adjust our definitions accordingly. Let G be a locally finite connected graph. Call a function f on − → E (G) symmetrical if f ( − → e ) = −f ( ← − e ) for all oriented edges − → e ∈ − → E (G). The max-flow min-cut theorem has been extended in this way; see the last few pages of [3] .
Turning now to algebraic flows, let H be any abelian group. Call a symmetrical function f : − → E (G) → H an H-flow on G if f ( − → e ) = 0 for all − → e ∈ − → E , and call it non-elusive if it satisfies (KH1 ). Such a function induces H-flows also on the finite minors G n of G defined in [20, Section 3.1] . It seems that, using compactness as explained in [20, Section 3.2] (and topological spanning trees wherever spanning trees are needed), one can extend most -but not all 18 -the standard results about H-flows in finite graphs to locally finite graphs.
Problem 34.
Extend the algebraic flow theory of finite graphs to non-elusive algebraic flows in locally finite graphs. 16 By the oriented version of [20, Theorem 2.7(i)], it will lie in the oriented cycle space − → C (G). 17 In particular, the infinite sum − → e ∈ − → C f ( − → e ) r(e) is well defined and finite.
18 Infinite bipartite cubic graph need not have a 3-flow, even when their ends have vertex-and edge-degree 3 [49] .
