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Science is a wonderful thing if one does not
have to earn one’s living at it. One should
earn one’s living by work of which one is sure
one is capable. Only when we do not have to





Ziel der vorliegenden Arbeit war es zu pru¨fen, ob sich die Molekularstrahl - Mas-
senspektrometrie mit Bestimmung von Ionisations- und Auftrittspotentialen eignet,
in-situ die Gasphase u¨ber einem, unter realkatalytischen Bedingungen arbeitenden,
Katalysator zu analysieren. Im Vordergrund stand der Nachweis reaktiver und da-
her kurzlebiger Gasphasenintermediate (z.B. Radikale) bei der Platin-katalysierten
Bildung von Blausa¨ure aus Methan und Ammoniak. Ko¨nnten solche Spezies nachge-
wiesen werden, wa¨re das ein Hinweis auf homogen ablaufende Reaktionsschritte in
der Gasphase.
Dazu wurde ein Labormodell eines technischen Blausa¨urereaktors u¨ber ein Mo-
lekularstrahl - Interface an ein Quadrupol-Massenspektrometer gekoppelt, welches
neben der massenspektrometrischen Analyse die Bestimmung von Ionisations- und
Auftrittspotentialen erlaubte. Der Reaktor bestand aus einem elektrisch beheizten,
innen mit Pt beschichteten Keramikrohr und konnte unter Atmospha¨rendruck, Tem-
peraturen bis 1300 ◦C und Flu¨ssen bis 4000 ml ·min−1 betrieben werden. Er simu-
lierte ein Einzelrohr des technischen Rohrbu¨ndelreaktors. Die Ankopplung an das
im Hochvakuum arbeitende Massenspektrometer erfolgte u¨ber ein differentiell ge-
pumptes Interface bestehend aus Du¨se, Skimmer und Kollimator. Die Probennahme
mittels Molekularstrahl sollte reaktive Spezies einfrieren und einen schnellen und
stoßfreien Transport in die Ionenquelle des Massenspektrometers gewa¨hrleisten. Ne-
ben der Blausa¨urebildung wurden mit dieser Anordnung weitere, in Bezug auf Gas-
phasenintermediate interessante, Pt-katalysierte Reaktionen untersucht. Das waren
im Einzelnen die katalytische Methanverbrennung, die Ammoniakoxidation und die
thermische Zersetzung von Ammoniak in die Elemente.
Zuna¨chst wurde ein theoretisches Modell an die fu¨r Helium gemessene Ionisations-
Effektivita¨tskurve angepaßt, um den mit den experimentell bestimmten Ionisations-
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und Auftrittspotentialen verbundenen Fehler zu ermitteln. Dieser war mit 0.6 eV hin-
reichend klein, um alle erwarteten Intermediate eindeutig identifizieren zu ko¨nnen.
Durch Messung der Ionisations-Effektivita¨tskurve auf der Massenzahl m/z = 29 amu
war es in der Tat mo¨glich, Methylenimin (CH2=NH) als Gasphasenintermediat bei
der Bildung von Blausa¨ure aus Methan und Ammoniak nachzuweisen. Die Identi-
fizierung des Methylenimins erfolgte anhand seines, im Vergleich zu allen anderen
u¨berlagernden Moleku¨lionen herausragend niedrigen Ionisationspotentials. Der expe-
rimentelle Nachweis dieses Moleku¨ls besta¨tigt eine Vorhersage einer in der Literatur
vero¨ffentlichten theoretischen Arbeit, welche die Dehydrierung von Methylenimin zu
Blausa¨ure als homogenen Schlu¨sselschritt des Blausa¨urebildungsmechanismus postu-
liert.
Kurzlebigere Intermediate wie z.B. Radikale wurden bei keiner der untersuchten
Reaktionen gefunden. Die Nichtnachweisbarkeit dieser Spezies kann jedoch nicht als
Beweis ihres Nichtvorhandenseins dienen, da die durchgefu¨hrten Experimente und
eine eingehende Analyse des apparativen Aufbaus zeigten, dass der in-situ Charakter
der Methode im Hinblick auf sehr kurzlebige Intermediate nicht gegeben war. Die
Detektionsmethode an sich erwies sich zwar als geeignet, aber es gelang nicht, eine
auch fu¨r sehr reaktive Moleku¨le repra¨sentative Probe der Reaktionszone zu erhal-
ten. Im letzten Teil der Arbeit wird daher ein u¨berarbeitetes Konzept vorgestellt,
welches sich derzeit in der Realisierungsphase befindet. Der Neuaufbau u¨bernimmt
die massenspektrometrische Detektion, arbeitet aber mit einer verbesserten Proben-
nahme. Die Gasmischung expandiert hierbei aus der Reaktionszone durch eine sich
direkt in der katalytisch aktiven Wand befindende Du¨se in eine Niederdruckumge-
bung (‘Fenn’-Typ Interface). Reaktive Spezies werden so unmittelbar eingefroren und
die Zahl ihrer Sto¨ße mit anderen Gasmoleku¨len und der Rohrwand minimiert.
Abstract
Goal of the present work was to verify if molecular beam sampling mass spectrometry
with simultaneous determination of ionization- and appearance potentials can be used
to study in-situ the gas phase above a catalyst, working under technical conditions.
In the focus of interest was thereby the detection of reactive and consequently short-
lived gas phase intermediates (e. g. radicals) in the platinum catalyzed formation
of hydrocyanic acid from methane and ammonia. If such species were detected, it
would be an indication of reaction steps proceeding homogeneously in the gas phase.
To reach this goal a molecular beam sampling interface has been used to connect
a bench-scale model of the technical reactor with a quadrupole mass spectrometer,
which allowed in addition to its normal operation the determination of ionization- and
appearance potentials. The reactor consisted of an electrically heated ceramic tube,
covered on the inside with platinum, and could be operated at atmospheric pressure,
temperatures up to 1300 ◦C and gas flows up to 4000 ml ·min−1. This configuration
simulated a single tube of the technical tube bundle reactor. The connection to the
mass spectrometer operating under high vacuum was accomplished by means of a
differentially pumped interface consisting of nozzle, skimmer and collimator. The
purpose of such a molecular beam sampling interface is to quench reactive species
and to provide their collisionless transport to the ion source of the mass spectrometer.
Not only the hydrocyanic acid formation but also other Pt-catalyzed reactions have
been investigated with this setup. These were the catalytic combustion of methane,
the ammonia oxidation and the ammonia decomposition into the elements.
First of all, a theoretical model has been fitted to the ionization efficiency curve
of helium to determine the error connected with experimentally obtained ionization-
and appearance potentials. The value of 0.6 eV was low enough to allow for un-
ambiguous identification of all of the expected intermediates. Indeed, by measuring
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the ionization-efficiency curve at the mass number m/z = 29 amu, it was possible
to detect methylenimine (CH2=NH) as gas phase intermediate in the hydrocyanic
acid formation from methane and ammonia. Methylenimine was identified by its
ionization potential which is lower than those of any of the interfering ions. The ex-
perimental proof of this intermediate confirms a prediction of a published theoretical
work which postulated the dehydrogenation of methylenimine to hydrocyanic acid as
a homogeneous key step in the reaction mechanism.
More short-lived intermediates such as radicals could not be detected in any of
the investigated reactions. However, the non-detectability of these species can not
prove their absence as the performed experiments and a careful investigation of the
experimental setup revealed that the entire method could not be considered as in-
situ with respect to real short-lived intermediates. Although the detection method
proved suitable, it was not possible to draw a sample from the reaction zone that
is representative even for very reactive molecules. For this reason, a revised experi-
mental setup, which is currently under construction, is presented in the last part of
this work. The new apparatus adopts the mass spectrometric detection but employs
an improved sampling. Here, the gas mixture expands through a nozzle, which is
integrated in the catalytically active wall, directly out of the reaction zone into a low
pressure background (‘Fenn’-type interface). Consequently, reactive intermediates
are quenched instantaneously and the number of collisions that they perform with
other gas molecules and with the tube wall is minimized.
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Chapter 1
Introduction
Heterogeneously catalyzed reactions are of paramount importance for mankind. Fu-
els, fertilizers, pharmaceuticals, polymers, coatings, in fact all performance products
that our modern life is based on, are made using a few basic substances. These chem-
icals like for instance sulfuric acid, ammonia, nitric acid, methanol etc. are produced
in enormous amounts taking advantage of heterogeneous catalysis [1, 2, 3, 4]. Sulfu-
ric acid as an example has a production capacity of more than 135 million t/a [1].
Beside producing chemicals, heterogeneous catalysis is also very important for sup-
plying fuels to ensure the energy production for industry, traffic and households [5].
Closely related to this field are environmental issues to control and minimize emis-
sions of mobile and stationary sources [6]. Most of the applied reactions are known
for decades and technically implemented in a very sophisticated way. But for all that,
the reaction mechanisms of the majority of them are still subject of speculation.
The only way to obtain absolutely unbiased information about a real catalytic
system would be to study it without any perturbation. Metaphorically speaking
that would mean to elucidate the reaction mechanism just by having a look at the
industrial reactor. This, as a matter of fact impossible approach would be perfectly
‘in-situ’. Any experimental method, independent of its underlying principle, disturbs
the system under investigation to a certain extent and supplies more or less biased
information with respect to the undisturbed case.
The traditional way to get insight into heterogeneous catalysis as surface phe-
nomenon is to apply surface science techniques [7, 8] to model and real catalytic
systems. This approach has been very successful and contributed in an excellent
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manner to numerous questions, last but not least because of the unambiguous char-
acter of the obtained data. A serious drawback is the constriction of many surface
science techniques to UHV-conditions and well defined samples leading to the fre-
quently complained pressure- or material gap respectively. On the in-situ scale, these
methods are far away from the ideal point and it is debated to which extent the results
can be transferred to the technical process.
In consequence of these difficulties a more recent trend has been developed in
catalysis research, namely to study the catalytic systems under conditions as close to
the industrial application as possible. Methods allowing this are commonly referred
to as ‘in-situ’-methods, notwithstanding the philosophical considerations above.
A rigorous classification of the multitude of these techniques and their modi-
fications is difficult. A rough classification might be obtained by dividing them
into spectroscopic and non-spectroscopic techniques. Spectroscopic techniques are
in widespread use and scan a part of the electromagnetic spectrum to obtain infor-
mation about the sample [9]. They will be considered in more detail in the following
paragraphs. Less common but at least as meaningful are time-resolved and position-
resolved techniques like for example TAP (Temporal Analysis of Products) [10] and
PEP (Positron Emission Profiling) [11].
If one takes for example heterogeneously catalyzed gas reactions, the catalytic sys-
tem comprises here the catalyst and the surrounding gas phase. Most researchers fo-
cus on the in-situ investigation of bulk and surface properties of the catalyst including
chemical composition, phase transitions, surface rearrangements, adsorbed reactants,
intermediates, products and spectator species. Methods likeXRD [12, 13],XAS [14],
Mo¨ssbauer-spectroscopy [15], IR [16, 17], NMR [17], EPR [17], UV/Vis [17],
Raman-spectroscopy [18], SFG (Sum Frequency Generation) [19] etc. are well es-
tablished for that purpose.
Compared to the innumerable number of papers focussing on bulk and surface
studies, gas phase contributions to the mechanism of a heterogeneously catalyzed
reaction are usually neglected. This might be even warrantable in many cases as
homogeneous reactions are mostly unselective and are tried to be suppressed by using
an appropriate catalyst performing the reaction under mild and selective conditions.
However, there are numerous examples of reactions where homogeneous steps play a
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remarkable role in the overall mechanism [20, 21, 22, 23, 24].
Also this work was motivated by the question about the role of surface-generated
gas phase intermediates in heterogeneous catalysis. The goal was to adapt a method
which allows an ‘in situ’ investigation of the gas phase above a working catalyst sur-
face. In the focus of interest was the platinum catalyzed formation of hydrocyanic
acid from methane and ammonia but also other platinum catalyzed reactions like the
catalytic combustion of methane, the ammonia oxidation and the ammonia decom-
position have been investigated. As will be discussed in more detail in Section 2.3, all
of these technically important reactions are promising to be studied, as they are spec-
ulated to involve a variety of gas-phase intermediates in their mechanisms. Among
the postulated species are radicals like H·, ·O·, OH·, HO2·, CH3·, CH3OO·, NH2·,
·NH·, N · but also non-radicals like HCHO, CH3OH, H2O2, HNO, NH2OH, HNO2,
HNO3, N2H2, CH2NH.
The task to probe the gas phase above a working catalyst surface with respect
to transient species is in principle not new and has been tackled severalfold in for-
mer times using suitable spectroscopic techniques [22, 25, 26, 27, 28, 29]. Especially
surface-generated gas phase radicals were found to be important intermediates during
heterogeneous catalytic reactions [30]. It stands to reason that such highly reactive
molecules are preferably studied at low pressure conditions and indeed, nearly all of
the investigations found in the literature were performed at pressures below 1 Torr.
Moreover, most of the reactors used comply rather with the analytical method than
with the technical process. As this is in disagreement with the in-situ idea, the
present work aimed to study the hydrocyanic acid formation under technical oper-
ating conditions (1013 mbar, 1300 ◦C) using a bench-scale model of the industrial
reactor. The other reactions were studied using the same setup. Two fundamental
problems are inherent in this intention. Firstly one needs an analytical method which
allows the specific detection of low concentrations of intermediates in presence of high
concentrations of interfering compounds and secondly one needs a sample which is
representative for the chemical composition of the reaction zone.
The choice of the method was stimulated by experiences from the literature.
According to the expectations, it should allow the detection of both radical and non-
radical species, but due to the explorative stage of the project, with a moderate
instrumental expenditure. Essentially three spectroscopic techniques are published
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to be applicable for the detection of gas phase radicals in heterogeneous cataly-
sis. Well known from flame- and plasma investigations, Laser Induced Fluorescence
Spectroscopy (LIFS) is a prominent technique for the qualitative and quantitative
detection of radicals like for example OH·, ·NH· or NH2· even under ambient pres-
sure conditions [31]. The identification is based on the specific fluorescence of the
molecules from an excited electronic state after absorbing a laser photon matching
the transition frequency [26, 32]. As a consequence thereof the nature of the radical
of interest must be known beforehand or an expensive tunable dye laser is needed to
scan the entire spectrum. Even in the latter case important species like H· or ·O·
can not be measured as their first absorption transitions lie far in the vacuum UV.
Other radicals like for instance CH3· elude a detection too, as they do not fluoresce.
Even though LIFS could in principle be used to detect intermediates independent if
radical or non-radical, it is here not applicable as a pool of species come into ques-
tion. Non-fluorescent species would be missed and the probing of all the others would
require a disproportionate experimental effort.
Applicable to all kinds of radicals is the Matrix Isolation Electron Paramagnetic
Resonance (MIEPR) technique. Paramagnetic radicals are trapped here down-
stream of a reactor on a cold finger in a solid matrix, usually argon at about 12 K.
After a defined collection time, the cold finger is transferred into a microwave cavity
of a conventional EPR spectrometer and the spectrum is recorded [22]. This labo-
rious procedure prevents continuous working, requires an elaborate and expensive
instrumentation and is restricted to paramagnetic species. The big advantage of the
technique is, that it is easy to quantify as it counts the absolute number of spins. It
was for example successfully applied to reveal the role of surface generated gas phase
radicals in the oxidative coupling of methane to higher hydrocarbons [33]. Neverthe-
less, also this method is not suited for our purpose as it would fail to detect potential
diamagnetic intermediates.
A much more versatile method frequently applied to detect free radicals is mass
spectrometry. The stimulation to its use has been twofold [34]. Firstly, there is a
fundamental aspect for the study of structures and energetics of radicals [35] and
secondly an analytical aspect for the study of species emanating from plasmas [36],
flames [37] or chemical reactions [38]. The discrimination between radical ions and
corresponding fragments of heavier molecules is based upon the difference in their
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ionization- and appearance potentials respectively [34]. The first experiments have
been conducted using classical electron impact ionization. This method is experi-
mentally straightforward but thermally generated low energy electrons bring along a
considerable energy spread. Hence, the approach proved only successful for species
having a difference between their ionization- and appearance potentials larger than
the energy spread of the ion source [39]. A better solution is to use monochromatized
electrons [40, 41] or, if procurable, photoionization [39]. This in turn requires much
more instrumentation than a commercially available mass spectrometer equipped
with a conventional electron impact ion source. However, taking all ionization meth-
ods together, a wide variety of both organic and inorganic radicals have been studied
to date sometimes under perspective of the fundamental and sometimes of the ana-
lytical focus [42]. Mass spectrometry with threshold ionization was also selected for
this work as it offers the possibility to detect both, radical and non-radical species
either by means of the threshold ionization technique or just by analysis of the mass
spectrum. Conventional electron impact ionization was sufficient here, as all expected
species have ionization potentials considerably lower than the appearance potentials
of the corresponding fragment ions. As a mass spectrometer can only be operated
in high vacuum a molecular beam sampling interface was used to draw a sample
from the catalytic reactor. Molecular beam sampling offers the advantage that the
beam constituents are quenched immediately preventing reactive species from further
reactions.
The work is divided into three parts. Part I is a disquisition on the chemical and
the physical background of this work (Chapter 2 and 3). The chemical background
comprises the principle of heterogeneous catalysis (Section 2.1), possible surface - gas
phase interactions (Section 2.2) and a brief introduction of the investigated reactions
(Section 2.3). To introduce to the sampling and detection method, the physical back-
ground summarizes important features of the molecular beam interface (Section 3.1)
and the mass spectrometer (Section 3.2) and describes fundamentals of the thresh-
old ionization technique (Section 3.3). Part II is devoted to the experimental setup
(Chapter 4), presents the results obtained for the four investigated reactions (Chap-
ter 5) and a conclusive assessment of the method in reference to the background part
(Chapter 6). Part III is essentially an outlook and describes the design of a second





The emphasis of this work was on the development of an in-situ mass spectrometric
method to study the gas phase chemistry during heterogeneously catalyzed reactions.
The focus of interest was thereby on the investigation of the oxygen free formation
of hydrocyanic acid from methane and ammonia (German: Blausa¨ure aus Methan
und Ammoniak, BMA-process) with respect to potential gas phase intermediates.
According to the technical process, a catalytic tubular wall reactor was used, consist-
ing of an externally heated sintered corundum pipe covered inside with a thin layer
of platinum as catalyst. Before studying the HCN formation, it was necessary to
investigate test reactions that are known for involving gas phase chemistry and use
CH4 and NH3 as reactants and Pt as catalyst. Two prominent exothermic exam-
ples namely the catalytic combustion of methane and the ammonia oxidation were
found to fulfill these requirements. Both reactions are mechanistically well studied
and numerous intermediates have been proposed and experimentally verified. The
third reaction carried out was the platinum catalyzed decomposition of ammonia
into the elements to build a bridge from the highly exothermic oxidation reactions to
the highly endothermic hydrocyanic acid formation. The intent of this chapter is to
present exemplarily the interplay between catalyst and gas phase and to introduce
the investigated reactions with respect to the knowledge about their mechanisms.
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2.1 The Concept of Heterogeneous Catalysis
The behavior of a chemical system that is not in equilibrium is the result of its
thermodynamics and kinetics. A mixture of hydrogen and oxygen can be stored
in a vessel for hundred years without any change although the reaction to water is
thermodynamically favored. However, insertion of only a trace of platinum serving as
a catalyst would cause a vigorous explosion. This example illustrates the principle of
catalysis as a kinetic phenomenon. Figure 2.1 shows in a schematic way the different
steps taking place on a catalytic active surface:
Figure 2.1: Elementary steps in heteroge-
neous catalysis: i) educt diffusion to the
surface ii) adsorption iii) chemical trans-
formation iv) desorption v) product diffu-
sion from the surface
If one follows now the chemical transformation step along a selected reaction co-
ordinate one obtains a potential energy-curve qualitatively reproduced in Figure 2.2 :
Figure 2.2: Potential-energy curves
for a reaction proceeding homoge-
neously in the gas phase (full curve,
index g) and heterogeneously on the
surface (dotted curve, index s)
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As indicated by ∆rH, there is no difference between the thermodynamics of the
homogeneous reaction in the gas phase and the same reaction proceeding heteroge-
neously on the catalyst surface. According to the temperature dependence of the rate
constant [2.1], the same reaction rate might be attained heterogeneously catalyzed




This makes catalyzed reactions superior with respect to selectivity, economy and
environmental friendliness.
2.2 Heterogeneous - Homogeneous Interactions
Heterogeneously catalyzed reactions are often insufficiently described by surface re-
action steps only. There can be a distinct coupling between heterogenous and homo-
geneous steps as outlined in the following:
2.2.1 Energetical Coupling
Energetical coupling emerges from exothermic surface reactions and is frequently
observed in partial oxidations. If the heat of reaction can not be dissipated properly,
the resulting temperature increase can be high enough to open up desired or undesired
heterogeneous and homogeneous reaction pathways. In the most inauspicious case,
the homogeneous reactions are in turn exothermic, leading at the worst to flames and
explosions [43]. An example for a desired homogeneous contribution is the oxidative
dehydrogenation of ethane to ethene over Pt. The dehydrogenation itself proceeds
in the gas phase using heat originating from surface oxidation of a fraction of ethene
to COx [44].
C2H6 + 7/2O2 → 2CO2 + 3H2O ∆rHª = −1560 kJ ·mol−1 (2.2)
C2H6 + 5/2O2 → 2CO + 3H2O ∆rHª = −994 kJ ·mol−1 (2.3)
C2H6 → C2H4 +H2 ∆rHª = +137 kJ ·mol−1 (2.4)
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The homogeneous dehydrogenation is appreciated here, because ethene that is formed
on the Pt-surface can not desorb fast enough and is further dehydrogenated to com-
pletely stripped C-atoms which are then immediately oxidized to COx.
2.2.2 Substantial Coupling
Beyond the energetical coupling which can be controlled by careful reactor design [43],
a substantial coupling between surface and gas phase is also possible. Substantial
coupling means that a reactive intermediate which is formed heterogeneously desorbs
into the gas phase and causes subsequent homogeneous reactions. A prime example
is the oxidative coupling of methane to ethylene and water:
2CH4 +O2 → C2H4 + 2H2O (2.5)
Using matrix isolation electron spin resonance, Lunsford [21] detected CH3· radicals
over alkali doped strong basic oxides (e.g. Li/MgO) commonly used as coupling cat-
alysts. The observation of CH3· radicals and the nearly exclusive formation of C2H6
lead him to the hypothesis that ethane is formed by the coupling of two CH3· radicals
in the gas phase and that ethene is formed in a consecutive dehydrogenation. Nelson
et al. [45] supported this assumption by conducting the reaction with a mixture of
CH4 and CD4. He obtained CH3CH3, CH3CD3 and CD3CD3 as the main coupling
products:
CH3,g ·+CH3,g· → CH3CH3,g (2.6)
CH3,g ·+CD3,g· → CH3CD3,g (2.7)
CD3,g ·+CD3,g· → CD3CD3,g (2.8)
A coupling at the catalyst surface would probably lead to a scrambling of the deu-
terium atoms. Actually, the role of the catalyst in this reactions is to produce CH3·
radicals emanating into the gas phase with subsequent coupling to C2H6:
CH4,s +O
−
s → CH3,s ·+ OH−s (2.9)
CH3,s· → CH3,g · (2.10)
CH3,g ·+ CH3,g· → CH3CH3,g (2.11)
(2.12)
2.2 Heterogeneous - Homogeneous Interactions 11
Ethene is then formed from ethane by subsequent oxidative dehydrogenation, pro-
ceeding again primarily in the gas-phase [46]. The catalytic cycle is closed via re-
oxidation of the catalyst, with t denoting an oxide ion vacancy:
2OH−s → H2O +O2−s + t (2.13)
O2−s + t+ 1/2O2 → 2O−s (2.14)
In a further work on this reaction, Mimes et al. investigated the extensive gas-phase
radical network initiated by the methyl radical desorption using both experimental
and computational methods [47]. Their work illustrates very well that secondary
reactions limit the yield of the desired product ethene and give rise to unwanted side
products like COx and higher hydrocarbons.
Another example closely related to the one just described is the formation of gas-
phase pi-allyl radicals from propylene over bismuth oxide and γ-bismuth molybdate
catalysts [22]. 1,5-hexadiene was formed by post-catalytic recombination of two such
radicals:
CH2 = CH − CH3,g + O−s → CH2 = CH − CH2,s ·+ OH−s (2.15)
CH2 = CH − CH2,s· → CH2 = CH − CH2,g · (2.16)
CH2 = CH − CH2,g ·+ · CH2 − CH = CH2,g (2.17)
→ CH2 = CH − CH2 − CH2 − CH = CH2,g
The number of gas-phase pi-allyl radicals that were measured using matrix isolation
EPR -spectroscopy correlated nicely with the number of 1,5-hexadiene molecules
supporting the gas phase recombination mechanism. Further on it was found that
the reaction with gas phase oxygen led to the formation of allyl peroxy radicals:
CH2 = CH − CH2,g ·+ ·O2,g·­ CH2 = CH − CH2OOg · (2.18)
There was no indication that acrolein was formed via allyl peroxy radicals as their
concentration satisfied the calculated equilibrium value of (2.18). Neither propylene
oxide nor other oxygenated products could be detected. It is generally accepted
that acrolein formation is purely heterogeneous on these catalysts [48]. That means,
in contrast to the oxidative coupling of methane homogeneous reactions lead here
exclusively to unwanted side products and have to be minimized.
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Substantial coupling may work also vice versa in that reactive intermediates which
are formed initially in the gas phase adsorb and react afterwards on the catalyst
surface. Burch et al. investigated the oxidative dehydrogenation of propane on
MgO-supported vanadium oxides and compared these results with propene yields
obtained without catalyst [23]:
CH3 − CH2 − CH3 + 1/2O2 → CH3 − CH = CH2 +H2O (2.19)
They found that with these catalysts, the maximum selectivity to propene at a spe-
cific conversion of propane was never higher than in the absence of a catalyst. This
result is consistent with an earlier work of Kim et al. [24], who studied the selective
oxidation of propane to acrolein on bismuth vanadomolybdate catalysts at temper-
atures around 500 ◦C. They used a packed bed reactor with a varying pre-catalytic
volume. When this volume was minimized, no reactions occurred at all. Consequen-
tially, the following mechanism was proposed:
CH3 − CH2 − CH3,g + 1/2O2,g → CH2 = CH − CH3,g +H2Og (2.20)
CH2 = CH − CH3,g → CH2 = CH − CH3,s (2.21)
CH2 = CH − CH3,s +O2,s → CH2 = CH − CHOs +H2Os (2.22)
CH2 = CH − CHOs → CH2 = CH − CHOg (2.23)
As a result, excellent catalysts for the oxidation of propane require activity for the
oxidation of propene at a temperature, where the dehydrogenation of propane to
propene proceeds efficiently in the gas phase.
These examples stress the importance to study bulk and surface as well as the gas
phase in-situ to get a comprehensive view of the mechanism of a catalytic reaction.
This knowledge embedded in a detailed macro-kinetic description improves existing
technological processes and extends the understanding of heterogeneous catalysis.
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2.3 Investigated Reactions
2.3.1 Catalytic Combustion of Methane
The term ‘combustion’ is used for the reaction of a fuel with oxygen to CO2 and
H2O:
CxHy + (x+ y/4)O2 → xCO2 + y/2H2O (2.24)
Accordingly, methane combustion is presented by the following stoichiometric equa-
tion:
CH4 + 2O2 → CO2 + 2H2O ∆rHª = −803 kJ/mol (2.25)
If the oxidation is not as deep one refers to it as ‘partial oxidation’. Conventional com-
bustion is a self-sustaining exothermic process accompanied by formation of a flame.
For stable gas phase (homogeneous) combustion, flame temperatures must generally
exceed 1400 ◦C and range typically between 1500 ◦C and 1900 ◦C, sometimes even
more [49]. Due to such high temperatures and the fact that air is usually used as
oxidant, numerous toxic pollutants like NOx or polycyclic aromatic hydrocarbons
are formed. Catalytic combustion represents an attractive alternative technology as
schematically shown in figure [2.3]:
Figure 2.3: Operation and pollutants
production in conventional- and catalytic
combustion (adopted from [49])
Fuel oxidation is achieved through participation of a solid catalyst as for instance
Pt on a high surface area ceramic substrate, such as Al2O3. In comparison to flames,
catalytic combustion offers a set of advantages:
• higher degree of completion
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• lower combustion temperature (< 1000 ◦C)
• reduced pollutant formation
• stable operation at extremely fuel lean conditions
A comprehensive review on catalytic combustion is given by Prasad, Kennedy and
Ruckenstein [50].
From a chemical point of view, combustion processes are known to proceed via rad-
ical chain reactions. It is known from literature [51, 52] that depending on the reac-
tion conditions radicals like OH·, HO2·, CH3·, CH3OO· and saturated molecules like
HCHO, CH3OH orH2O2 have been found as intermediates in homogeneous methane
combustion. A combustion mechanism is a complex network of chain initiation-,
branching-, progress- and termination reactions each having different importance de-
pending on flame temperature and composition. There is a low temperature regime
(hundreds of K) where CH3OO· and OH· radicals are the important chain carriers
and there is a high temperature regime (> 1000 K) where HO2· radicals replace
CH3OO· as peroxy species are unstable under these conditions. As an example, the
general sequence of processes for CH4 oxidation at high temperatures is:
CH4 → CH3· → CH2O → CO → CO2 (2.26)
The radical chains connecting different oxidation stages interact with one another
such that, for instance, radicals produced during CH2O oxidation accelerate CH4
oxidation. The following list shows exemplarily the different steps of a combustion
chain with methane as feed gas [52]. The symbolM denotes an inert collision partner
which is often required for a reactive collision to take up excessive kinetic energy:
• chain initiation
CH4 +O2 → CH3 ·+HO2 · (2.27)
CH4 +M → CH3 ·+H ·+M (2.28)
• chain progress
CH3 ·+O2 → CH3OO · (2.29)
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CH3OO ·+CH4 → CH3OOH + CH3 · (2.30)
CH3 ·+O2 → CH2O +OH · (2.31)
CH3 ·+ ·O· → CH2O +H · (2.32)
CH4 +OH· → CH3 ·+H2O (2.33)
CH4 + ·O· → CH3 ·+OH · (2.34)
CH4 +H· → CH3 ·+H2 (2.35)
CH4 +HO2· → CH3 ·+H2O2 (2.36)
• chain branching
CH3 ·+O2 → CH3O ·+ ·O · (2.37)
H ·+O2 → OH ·+ ·O· (2.38)
• chain termination
CH3 ·+CH3· → C2H6 (2.39)
H ·+OH ·+M → H2O +M (2.40)
Especially laser-based diagnostic techniques proved extremely valuable to mea-
sure species concentrations, temperature profiles, even reaction dynamics of simple
elementary steps [31, 53]. There might be a significant difference to heterogeneous
systems and only few investigations have been published in this context, but at
least OH· radicals have been detected as well using laser induced fluorescence spec-
troscopy [25]. This gave reason to use the catalytic combustion of methane as a test
reaction for our apparatus system.
2.3.2 Ammonia Oxidation
Another Pt-catalyzed high temperature reaction suspected to involve gas phase inter-
mediates is the ammonia oxidation [3, section 2.2]. Depending on feed composition,
temperature, pressure and residence time one obtains three different oxidation prod-
ucts, N2, N2O and NO. The formation of NO is of immense economical importance
as it is the first step of the Ostwald process to nitric acid:
4NH3 + 5O2 → 4NO + 6H2O ∆rHª = −940 kJ/mol (2.41)
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The industrial reactor employs knitted platinum-rhodium gauzes with a contact time
in the sub-millisecond range. Regardless of the short contact time NO-yields of up
to 98 % are obtained. Nitrogen monoxide formation commences at about 500 ◦C.
At lower temperatures, the process proceeds in the kinetically controlled region and
gives exclusively N2O and N2:
4NH3 + 4O2 → 2N2O + 6H2O ∆rHª = −1140 kJ/mol (2.42)
4NH3 + 3O2 → 2N2 + 6H2O ∆rHª = −1268 kJ/mol (2.43)
Reaction (2.41) exhibits the smallest enthalpy of reaction and is, according to van’t
Hoff’s law (2.44), least influenced by temperature, resulting in enhanced NO forma-










The opposing influence of thermal NO decomposition starting at about 450 ◦C results
finally in an optimal temperature range of 800 - 950 ◦C where all industrial reactors
operate. Most ammonia burners apply higher pressures to increase the ammonia
throughput, whereby the bad influence of pressure to equilibrium position of (2.41)
is accepted.
The extraordinary high reaction rate of ammonia oxidation is probably the reason,
that its mechanism is largely unknown [54]. Several theories have been proposed and
discussed without any experimental proof under realistic conditions. The first pro-
posal concerning a mechanism was made by Andrussow in 1926 [55]. He postulated
nitroxyl HNO as an intermediate according to the following reaction scheme:
NH3 +O2 → HNO +H2O (2.45)
HNO +O2 → HNO3 →→ NO +H2O (2.46)
In a later publication [56] he speculated on side reactions to explain the N2 and N2O
formation:
HNO +NH3 → N2H2 +H2O (2.47)
N2H2 → N2 +H2 (2.48)
N2H2 + 1/2 O2 → N2 +H2O (2.49)
2HNO → (HNO)2 → N2O +H2O (2.50)
2.3 Investigated Reactions 17
Neither HNO nor any other proposed intermediate could be observed experimentally.
Raschig in 1927 [57], Hofman and Korpiun in 1929 [58] and later Zawadzki [59]
reported Imid NH as the prime oxidation product:
NH3 +O → NH +H2O (2.51)
They based their assumption on the detection of N2H4 in an NH3/O2 flame burning
above a water surface. It was detected in solution using benzaldehyde as a reagent.
The hydrazine formation was attributed to the following reaction, which was cited as
evidence for imide as intermediate in the ammonia flame and hence in the catalytic
ammonia oxidation as well:
NH3 +NH → H2N−NH2 (2.52)
The following reactions were then quoted to give NO:
NH +O2 → HNO2 (2.53)
HNO2 → NO +OH (2.54)
2HNO2 → NO +NO2 +H2O (2.55)
The catalytic cycle to reaction (2.51) is finally closed by:
2 OH → H2O +O (2.56)
As in Andrussow’s mechanism, nitroxyl is likewise an intermediate here but with
N2O formation attributed to it:
NH +O → HNO (2.57)
2 HNO → N2O +H2O (2.58)
Numerous reactions are accounted to explain the formation of nitrogen:
NH +NH → N2 +H2 (2.59)
NH +NH3 → N2H4 → N2 + 2 H2 (2.60)
NH +HNO → N2 +H2O (2.61)
NH3 +HNO2 → N2 + 2 H2O (2.62)
2 NO → N2 +O2 (2.63)
2 N2O → 2 N2 +O2 (2.64)
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Without exception, all of these reactions were considered to occur on the catalyst
surface. Although the flame experiment militates in favor of the imid-theory it is
questionable to what extend these results are transferable to real catalytic conditions.
One step in this direction was made by Bodenstein who studied the Pt-catalyzed
reaction [60] at pressures of about 10−2 Torr on a resistively heated platinum foil. The
off-gas was frozen out on a glass wall cooled with liquid air. He found hydroxylamine
NH2OH, nitrous acid HNO2 and nitric acid HNO3 leading him to the following
reaction mechanism:
NH3 +O → NH2OH (2.65)
NH2OH +O2 → HNO2 +H2O (2.66)
2 HNO2 → H2O +NO +NO2 (2.67)
2 NO2 → 2 NO +O2 (2.68)
Side reactions involving again nitroxyl lead to N2 and N2O:
NH2OH +NH3 → N2 +H2O + 2 H2 (2.69)
NH2OH +O → HNO +H2O (2.70)
2 HNO → H2O +N2O (2.71)
HNO +O2 → HNO3 (2.72)
HNO2 +O → HNO3 (2.73)
In agreement with Zawadzki, Bodenstein considered the reactions to run on the
platinum surface.
None of these theories could ever be confirmed or rejected for realistic reaction
conditions [61]. A surface science approach to check up on the different theories was
to investigate the catalyst surface after reaction using secondary ion mass spectrom-
etry [62]. It was not possible to detect neither HNO nor NH2OH nor NH. One
publication was found in which LIFS was used to get insight into the reaction mech-
anism, at least for pressures in the mbar range. Selwyn et. al. [27] probed a pool of
transient species (·NH·, NH2·, OH·, HNO and NO2) above the platinum catalyst,
among which only the diatomic species ·NH· and OH· were detected. This result
in turn suggests strongly, that the oxidation reaction proceeds primarily via atomic
and radical pathways.
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The ammonia oxidation reaction has been investigated extensively in this work
(Section 5.2). It seems particularly favorable that numerous potential intermediates
show up at masses in the mass spectrum not superimposed by peaks of reactants
and products (NH2OH at 33 amu, HNO at 31 amu, HNO2 at 47 amu, NO2 at
46 amu). Superimposed signals like for ·NH· at 15 amu and OH· at 17 amu might
be investigated using the threshold ionization technique.
2.3.3 Ammonia Decomposition over Platinum
To make the transition from the exothermic oxidation reactions to the oxygen free
endothermic HCN formation, the Pt-catalyzed ammonia decomposition has been
chosen as another test reaction:
2NH3 → N2 + 3H2 ∆rHª = +92 kJ ·mol−1 (2.74)
Contrary to any other reaction investigated within this work, it has been studied
previously using threshold ionization mass spectrometry [28]. A special mass spec-
trometer was designed for that purpose with a platinum wire placed inside the ion
source just above the electron beam [29]. This arrangement reduced both the number
of secondary reactions and the time between production and observation. Off course,
handling electrons restricts the method with respect to the highest allowable pres-
sure to about 1mbar. Three free radicals, N ·, ·NH·, NH2·, have been observed in
the gas phase and, hence, must have desorbed from the surface of the catalyst. The
results exemplify that platinum is very effective in splitting N−H bonds and that
the radicals exist long enough on the surface to desorb. These observations made the
reaction worth investigating before the binary CH4/NH3 system has been tackled.
2.3.4 Hydrocyanic Acid from Methane and Ammonia
The primary goal of this work was to study the high temperature formation of hy-
drocyanic acid from methane and ammonia over platinum:
CH4 +NH3 → HCN + 3H2 ∆rHª = +256 kJ/mol (2.75)
This highly endothermic reaction, frequently abbreviated asBMA-process (Blausa¨ure
aus Methan und Ammoniak) is one of the two major industrial production routes
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to HCN [63]. It is performed in externally heated alumina tube bundles, which are
coated with a thin layer of a special platinum catalyst. Several of these bundles
are fixed in a reaction furnace unit. A mixture of ammonia and methane is passed
through the tubes which are kept at about 1300 ◦C. The reaction is conducted under
normal pressure. Carbon formation is prevented using a slight excess of ammonia
(1.01 < pNH3/pCH4 < 1.08). The competition process, named after his inventor L.
Andrussow [56], uses internal heat generation by adding extra oxygen (air) to the
feed making the entire reaction exothermic:
CH4 +NH3 + 3/2O2 → HCN + 3H2O ∆rHª = −474 kJ/mol (2.76)
The process management is closely related to the ammonia oxidation, using like-
wise platinum-rhodium gauzes as a catalyst. Hydrocyanic acid is an important
intermediate for the chemical industry with a world production capacity of ap-
prox. 1.5 · 106 t/a [64]. It is a basic feedstock for the production of metal cyanides,
methyl methacrylate, adiponitrile, cyanuric chloride and methionine. Beyond it, a
wide variety of organic intermediates can also be made from HCN , which have a
diversified chemistry on their own.
In spite of the successful application of the BMA-process since nearly half a
century, little is known about its mechanism. Pfeil and Hoffmann [65] studied the
kinetics of the HCN formation over platinum and found an agreement between the
apparent activation energy of this reaction and of the ammonia decomposition. Fur-
thermore the rate law for the HCN formation is first order in the partial pressure of
ammonia. They concluded the rate limiting step to be the dehydrogenation of ammo-
nia to ·NH·, which reacts further with methane to methylamine. Dehydrogenation
via methylenimine leads finally to HCN . Important side reactions are the ammonia
decomposition to N2 and H2 and soot formation, as they decrease the HCN -yield
or poison the catalyst respectively. Figure 2.4 shows the mechanism as suggested by
Pfeil and Hoffmann.
It stays to mention that the proposed intermediates CH3−NH2 and CH2 =NH
have not been observed experimentally. A more recent and theoretically well-founded
investigation was performed by Diefenbach et al. using FTICR -mass spectrome-
try supported by quantumchemical calculations [66]. Using a Pt+-cation as a model
catalyst they suggest two possible formation routes to HCN , one exclusively hetero-
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geneous and the other with the dehydrogenation of methylenimine as a homogeneous
step. Figure 2.5 shows their results. The proof of the homogeneous participation is
again missing.
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Figure 2.4: BMA -mechanism based on Pfeil et al., I) dissociative ammonia adsorp-
tion - rate determining step II) nitrogen formation III) hydrocyanic acid formation
via methylamine and methylenimine IV,V) methane pyrolysis VI) alternative route to
HCN , adopted from [65], changed
Figure 2.5: BMA -mechanism based on Diefenbach et al., adopted from [66], changed
Chapter 3
Physical Background
The goal of the present work is to measure and interpret chemical data. However,
before this can be done satisfactorily, emphasis has to be placed on the method itself,
making a thorough exploration of its physical background necessary. Besides helping
to interpret the measured data, a fundamental understanding permits an apparatus
check in terms of fulfilling basic requirements.
Generally speaking, the experiment contains two physical main focuses. First of
all, the reacting species have to be sampled and stabilized for the detection, bearing
the in-situ idea in mind. This is preferably done using a molecular beam sampling
interface. The physics behind such an interface is really challenging and demands
therefore an elaborate design paying special attention to the nonlinear nature of
a supersonic expansion. For this reason the chapter starts with a presentation of
fundamentals of molecular beams and how to exploit these principles in dynamic
sampling (Section 3.1).
Provided a successful probing, the specific detection of the species of interest is the
second demanding problem. Because of the diversity of potential gas phase species,
a versatile detection method has to be used. Quadrupole mass spectrometry allows
a highly sensitive detection of each molecular species in the mass range of interest.
Section 3.2 outlines the physical background of mass spectrometry with a focus on
mass separation using a quadrupole mass filter. The disadvantage of the method is
its inherent lack of selectivity due to a limited spectral resolution restricted to integer
mass numbers. Expanding the spectra by another dimension by measuring the near
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threshold ionization behavior is an attempt to discriminate between different species
at the same nominal mass. This technique, in plasma physics known as appearance
potential mass spectrometry, is presented in Section 3.3. In the first instance, the
question for homogeneous contributions should be answered on a qualitative level.
That is why physical characteristics of the tubular wall reactor are not discussed in
this chapter. They become highly important if the measurements need to be analyzed
quantitatively.
3.1 Molecular Beams
3.1.1 General Statements, Classification, Applications
A molecular beam can be defined as a collimated stream of molecules moving under
essentially collision-free conditions through a vacuum. Molecular beams are versatile
tools to study the physics and chemistry of matter [67, chapter 1]. Typical appli-
cations are for instance collision experiments in molecular physics, investigations on
chemical reaction dynamics, spectroscopy on jet cooled molecules, surface science
studies or as in the present case continuous sampling of dynamic systems. To charac-
terize the molecular beam experiment done in this work it is necessary to contemplate
the flow regime of the molecules leaving the sampling orifice.
If their mean free path is small compared to the diameter of the orifice, the flow
is determined by collisions of the beam particles among themselves. In this case, the
gas can be treated as a continuum and the flow is described by gas dynamics. Under
such conditions, a continuous, viscous beam flow will be established. If the gas is
expanded from a high pressure (a few bar) side through a nozzle in a low pressure (a
few mbar or less) background, the source is referred to as ‘free jet’- or ‘supersonic’
source [67, chapter 2]. In the way the source is operated, beam energies between
thermal energy and approximately 20 eV are possible. Because dissociation energies
of chemical bonds and activation energies lie in this range, supersonic beams are often
used to study chemical reactions. In addition, the expansion causes a narrowing of
the energy spread of the beam molecules perpendicular to the beam axis, making
such beams suitable for spectroscopic experiments.
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If the mean free path of the gas particles is larger then the orifice diameter, wall
collisions are more frequent then collisions among the particles. There is no flow work
dp/ρ that forces the molecules to expand through the orifice, it is rather accidentally
if a molecule hits the wall in place where the hole is. Therefore, the gas needs to be
considered microscopically using the laws of gas kinetics and the molecular beam is
of an effusive type [67, chapter 4]. As collisions between particles and source walls
are more frequent than among the particles themselves, the atoms or molecules can
at best equilibrate to the temperature of the source walls. As a result, the beam
particles have only thermal energy of a few tenths of an electron volt with a broad
energy distribution. There are source materials available allowing up to 3000 K
restricting the maximum energy of an effusive source to about 1 eV . Effusive beams
are frequently used to deposit atoms or molecules homogeneously on surfaces.
A criterion to distinguish between the different beam types is the Knudsen number
of the beam source defined as the ratio of the mean free path l¯ of the source particles





The flow regimes are classified as follows [68, page 76 et seq.]:
Table 3.1: Gas flow regimes
Knudsen number flow regime described by beam type
Kn < 10−2 continuous flow gas dynamics supersonic
10−2 < Kn < 0.5 Knudsen flow interpolation rarely used
Kn > 0.5 molecular flow gas kinetics effusive
The diameter of the sampling orifice used in this work was dn = 125 µm. The
stagnation parameters (parameters inside the source, T0, p0) are predetermined by
the reaction conditions. The reactions were conducted under ambient pressure (p0 =
101325 Pa) and the sampled gases had a temperature varying between T0,min = 293 K
and T0,max = 1573 K. Using for example the collision cross section for nitrogen
σ = 1.4 · 10−19 m2 [69, page 6-47], one can calculate the mean free path and out of it


















5 · 10−4 < Kn < 3 · 10−3 (3.4)
The result shows, that the beam type is supersonic for all experimental conditions.
Contrary to effusive expansions, supersonic expansions show involved phenomena like
shock wave formation and mass separation. The origin of these features and their
consequences are presented in the following section.
3.1.2 Physical Characteristics of Supersonic Molecular Beams
Supersonic molecular beams are neutral beams extracted from a continuum expan-
sion from a high pressure gas source into a low pressure background [70, 71]. Most
widespread for extraction are axisymmetric arrangements of cones as shown schemat-
ically in Figure 3.1:





p0 = stagnation pressure,
pnc = pressure in noz-
zle chamber, psc = pres-
sure in skimmer cham-
ber, pcc = pressure in col-
limator chamber
To understand the supersonic nature of the expansion it is necessary to analyze
it using the equations of fluid dynamics [72]. A thorough treatment of the three-
dimensional case is difficult, but a simplified consideration of an one-dimensional
adiabatic expansion helps to illustrate the principle as well [68, page 45 et seqq.].
Figure 3.2 shows the corresponding model:
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Figure 3.2: Flow field
model for an one-
dimensional continuous
expansion, adopted
from [68, page 45 et
seqq.]
Considered is a volume element dV = Ads that moves along a streamline s. The
forces acting on the volume element of the mass dm = ρdV from the left Fl and from
the right Fr are different because of the pressure gradient dp/ds:











The net force dF that accelerates the volume element is given as the difference be-
tween Fl and Fr:
















































Integration of (3.10) along the streamline s from position 1 to position 2 gives an
integral relating the flow velocities at these points. If point 1 is chosen to lie upstream
the nozzle (v0, ρ0, p0) and point 2 is downstream the nozzle in the nozzle chamber
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(vnc, ρnc, pnc) one can calculate the speed of the beam particles at any point in the












To calculate the integral (3.11) one needs an equation of state that relates ρ and p.





















The gas upstream the nozzle can be considered to be at rest (v0 ≈ 0) and p0/ρ0


















Equation (3.13) states that the velocity vnc, reached by the beam particles during
the expansion into the nozzle chamber depends on the source temperature T0 and on
the expansion ratio pnc/p0. The highest possible speed vmax is reached at maximum



















































The beam particles reach speed of sound if the pressure in the nozzle chamber is
equal to a critical value p∗nc so that v
∗
nc = vsd:




























Rearranging (3.17) leads to a simple relationship for the critical pressure in the nozzle
chamber:







With the help of these equations is it now possible to assess the flow characteristics
of the molecular beam interface used in our machine. The reactor was always operated
at atmospheric pressure (p0 = 1013 mbar). Using Equation (3.18) and again nitrogen
as example (κ = 7/5), supersonic flow would have occurred if the pressure in the
nozzle chamber had been lower than 535 mbar. The nozzle chamber was evacuated
by two rotary vane pumps supplying a pressure in the range of (pnc = 1 mbar).
As a result, the flow was well in the supersonic range. The sampled gases had a
temperature varying between Tmin = 293 K and Tmax = 1573 K. This leads (again
for nitrogen) to the following values for the speed vnc and the kinetic energy of the
beam molecules Ekin:
724 m/s < vnc < 1678 m/s (3.19)
0.2 eV < Ekin < 1.0 eV (3.20)
These results are important for the experiments as they make clear, that the energy
of the beam particles with which they enter the mass spectrometer depends on the
temperature of the reactor. Furthermore, there is a dependence on the molar mass of
the gas. Lighter molecules reach higher velocities than heavier ones. It follows that
heavier molecules can be accelerated by diluting them with a light gas like helium
or hydrogen and vice versa (seeded beam technique). The settings of the ion source
and of the quadrupole mass filter have to be adjusted to Ekin [q.v. section 3.2].
During the expansion, the increase of the mean velocity goes along with a decrease
in particle density and collision frequency [Fig. 3.3]. At some point in the expan-
sion the collision frequency becomes too low to maintain continuum flow conditions
leading to a transition into free molecular flow. From that point on the relaxation of
vibrational, rotational and translational degrees of freedom is frozen because further
collisions are absent. Because of their different relaxation rates the freezing occurs in
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Figure 3.3: Free jet centerline properties versus distance x in source diameters
dn, κ = 5/3, temperature - T , particle density - n, binary hard sphere collision
frequency - ν, normalized by source stagnation values T0, n0, ν0, adopted
from [67, p. 18], changed
the order Tvibration > Trotation > Ttranslation. This makes a molecular beam an outstand-
ing tool for molecular spectroscopy. Furthermore, the ceasing of collisions protects
reactive species against further reactions, which is the most prominent feature for
the present work.
Despite the advantages offered by supersonic beams they bring along numerous
pitfalls for the operator due to their nonlinear nature. Because a pressure information
can only move with sound speed, the beam molecules do not sense the downstream
conditions in the nozzle chamber. This results in the formation of shock waves, being
the most suspicious phenomenon in supersonic expansions.
Contrary to shock waves, sound waves are small disturbances in a medium prop-
agating with a definite speed. Sound waves are linear in nature meaning that the
discontinuities in pressure, temperature and flow velocity are comparably small and
propagate without being changed. However, in the case of an immense disturbance
like for instance a detonation or even an abrupt pressure reduction the resulting
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discontinuity is propagated through shock fronts advancing not at sonic but at su-
personic speed relative to the medium ahead of them. Laws of superposition, reflec-
tion and refraction are no longer valid. From a mathematical point of view nonlinear
waves are described by nonlinear partial differential equations that do not admit con-
tinuously extended solutions. A thorough mathematical treatment of supersonic flow
and shock waves is given in [73]. For an axisymmetric expansion as used in this work
there are shock waves with rotational symmetry around the centerline axis called
barrel shocks and the so called mach disk perpendicular to it [74, 75]. Figure [3.4]




from [67, p. 15],
changed
The mach disk location xM is remarkably insensitive to κ and can be calculated









To reach stable conditions, the skimmer tip must not be placed inside or down-
stream of a shock wave rather it has to be positioned upstream the mach disk in the
isentropic zone of silence. This requirement separates supersonic beam sources into
two groups [76]. If mechanical pumps are used that offer the advantage of a small
nozzle chamber and vacuum pipe connections, the background pressure downstream
the nozzle (pnc) is merely in the mbar-range. This leads to a very small zone of
silence with a mach disk shock close behind the nozzle exit. This type of source,
commonly referred to as ‘Campargue’-type requires an elaborate mechanics to ad-
just the skimmer properly [77]. To avoid these difficulties, most supersonic sources
apply strong diffusion pumps to reach a sufficient low background pressure with a
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shock wave structure beyond the dimensions of the machine. These sources are called
‘Fenn’-type sources.
The last point addressed in this chapter is the problem of mass separation dur-
ing the expansion and the skimmer extraction. Four mechanisms were proposed to
explain the separation phenomenon of gas mixtures in molecular beam sampling [78]:
• pressure separation
• free molecular diffusion
• skimmer induced separation
• background penetration
Pressure separation occurs within the first nozzle diameters of flow where the pressure
gradients are high and streamline curvature is severe. The lighter species are stronger
accelerated laterally. Molecular diffusion separation arises in the free molecular re-
gion of the beam. The thermal velocity spread of heavier particles perpendicular
to the center line is less than of lighter ones. This causes again an enrichment of
heavier molecules in the central beam. Skimmer induced separation is caused by a
shock wave rising up in front of the skimmer tip if it is placed in the continuum
region. The shock wave decelerates the molecules, the lighter more than the heav-
ier ones. The inclined skimmer shock causes finally a mass separation by passing
heavy molecules and deflecting lighter ones. This effect can be minimized by a an
elaborate skimmer design and by placing it downstream the transition to molecular
flow. At progressed expansion the background pressure approaches that of the jet
center. Light molecules have a higher diffusivity and can diffuse into the jet leading
to an enrichment. Mass separation becomes important if one needs a quantitative
interpretation of the measured data or for a calibration with a reference method.
3.2 Quadrupole Mass Spectrometry
Mass spectrometers are instruments that separate and analyze molecules or atoms of
the sample under investigation according to their mass to charge ratio m/z. As the
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huge diversity of physical operating principles makes a comprehensive presentation
impossible, this basic section describes a quadrupole mass spectrometer equipped
with an electron impact ionization source and a channeltron detector as it was used
within this work.
3.2.1 Dynamic Sampling
The first step in a mass spectrometric analysis is the step of sampling. As founded
in Section 3.1.2, supersonic beams have proved as a valuable sampling tool for mass
spectrometry [79, 80]. A matter of particular interest is the sampling of dynamic
systems like flames [81], chemical reactions [82], discharges [83], CVD-processes [84],
plasmas [36], that is all systems in which the chemical composition as well as fluid
dynamic variables are time variant. There are four major objectives in dynamic
sampling:
• identification of stable, transient and excited species [85, 86]
• quantitative determination of the species present
• determination of fluxes and reaction rates [87]
• spatial resolution in terms of species concentrations [88]
At the early stage of this work the focus was on the identification of transient species
in heterogeneously catalyzed reactions. The basic problem here is to take a represen-
tative sample with a minimal disturbance to the system (in-situ) followed by a rapid
quenching of all reactions and relaxations within the molecular beam. With conven-
tional nozzle diameters (typically 50−200 µm) the quenching is achieved within 1 to 3
µs, fast enough to sample reactive species like radicals or even excited molecules. Ba-
sically two types of arrangements proved valuable for dynamic sampling of chemical
reactions [Fig. 3.5]:
From a technical point of view, the use of an external nozzle is more straightfor-
ward, as it can easily be aligned with the rest of the sampling system. With regard to
the ‘in-situ’ character, an external nozzle is unfavorable as the nozzle has to be placed
directly in the reaction zone to take a representative gas portion. Beside changing
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Figure 3.5: Arrangements for dynamic sampling of chemical reactions: I) arrangement
with external nozzle [82] II) arrangement with internal nozzle [89]
flow conditions, the nozzle material itself can serve as a catalyst leading to undesired
reactions. To minimize this effect the nozzle needs to be cooled especially at high
temperatures. More elaborate is the use of an internal nozzle, which means that the
sampling orifice is drilled in the reactor wall. As a result, the whole reactor needs to
be placed inside a vacuum chamber maintaining its adjustability. The higher effort
pays off by disturbing the reaction to a lesser extent apart from a marginal change
of the flow conditions. Realization and consequences of the sampling process within
this work are discussed in Section 4.3, in Section 5.1.1 and in Chapter 6.
3.2.2 Ion Generation
Mass spectrometric instruments of any type such as e.g. quadrupole, sector field,
fourier transform or time of flight devices use electromagnetic forces on charged par-
ticles for a mass specific analysis. Therefore the second step after sampling is the
generation of, in the majority of cases, positively charged ions [90]. Electron impact
ionization is widely used for that purpose. Figure 3.6 shows the ion source used in
our MS, the HAL4 EPIC Low Energy spectrometer from Hiden Analytical Limited:
This source is a so called ‘Cross Beam’ source with the molecular beam and the
electron beam perpendicular to each other. This special design prevents condensation
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Figure 3.6: Cross beam ion source
of the HAL4 EPIC Low Energy,
adopted from [91], changed
of beam molecules on source components. Substitutional for others the mode of
operation of an electron impact source is illustrated on that example. The potential
diagram, necessary for an understanding, is given in Figure [3.7]:
Figure 3.7: Electrodes of the HAL4 EPIC Low Energy mass spectrometer, open circles
denote voltage sources, adopted from [92, page 74], changed
The electrons are emitted from a heated filament (cathode) and accelerated to-
wards a wire cage (anode) in which the ionization takes place. Typical cathode
materials are tungsten, rhenium or thoriated iridium. The electrons obtain a kinetic
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energy Ekin that equals the potential difference U between the two electrodes:
Ekin = e · U (3.22)
Because the total ionization cross section of most of the atoms and molecules has
a broad maximum between 50 and 150 eV , the ion source is frequently operated at
70−80 eV . Appearance potential measurements are done by scanning the voltage be-
tween filament and cage and hence the electron energy according to Equation (3.22).
The cathode, the cathode housing and the anode are set to a potential well above
ground minimizing electron losses through the repulsion by the mass potential of the
surroundings. Since the ionization occurs in an almost field free region, the energy
spread in the ion beam is small. In the Hiden spectrometer, thoriated iridium is used
as cathode material. ThO2 withstands severe thermal stress, has a low work func-
tion (2.96 eV [93]) and dissipates heat better and more homogeneously than other
materials do [94]. These features are very important for operation at low electron
energies (threshold ionization experiments). In such an experiment, the emission
has to be constant over the entire energy range. Lowering the electron energy at
constant emission goes along with an increase of filament temperature and energy
spread. Therefore, the lower the work function of the cathode is, the lower is the
filament temperature and the higher is the energetic resolution. After ionization the
positively charged ions are drawn out of the source and imaged on the quadrupole
entrance by means of a focus electrode. The focus potential is about 250 V lower than
the cage potential leading to a fast extraction that minimizes undesired ion reactions
within the source. Behind the focus electrode is the so called energy plate. Its po-
tential is slightly higher than the reference potential and decelerates the focused ions
to an energy adapted for mass separation. The interplay between cage-, focus- and
energy potential determines the speed with which the ions pass the quadrupole filter.
If they travel too fast they can not perform enough RF-cycles (q.v. Section 3.2.3)
leading to high signal intensities but poor mass resolution. Vice versa, well resolved
peaks are obtained if the ions travel with a low speed downwards the quadrupole
and perform many RF-cycles but than at the expense of signal intensity. Beside
intensity and spectral resolution the source settings affect the nature of ions reach-
ing the quadrupole. It is possible to suppress any signals of directly ionized beam
molecules but to let pass ions formed by fragmentation within the source. This is
due to their different kinetic energies (Franck-Condon-principle, q.v. Section 3.3.3).
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As a consequence, any quantitative interpretation of mass spectral data particularly
by using tabulated fragmentation patterns has to be done with care as the patterns
depend sensitively on source parameters.
3.2.3 Mass Separation
After focussing the ion beam to the entrance of the quadrupole mass filter (QMF),
mass separation occurs. As the name already implies, the quadrupole acts like a
filter letting pass only ions of a chosen mass-to-charge (m/z) ratio and rejecting all
others. This mode of action can be explained by looking at the geometry of the
electrodes and their electric potential [95, 96]. Figure 3.8 shows the arrangement for
ideal electrodes having hyperbolic cross-sections:
Figure 3.8: Ideal quadrupole elec-
trode structure with hyperbolic cross-
sections, adopted from [96, page 10],
changed
In Cartesian coordinates the potential at any point inside an ideal quadrupole
field can be expressed as sum of its perpendicular potentials:
Φ(x, y, z) = Φ(x) + Φ(y) + Φ(z) (3.23)
The origin of the x−y plane of the QMF is the center of the inscribed circle of radius
r0 within the electrode geometry and is chosen as the zero of the potential. It can
be shown mathematically that the force acting on a charged particle in this field is
proportional to its distance from the origin, e.g. Fx ∝ x. The force in the x-direction
is given by:
Fx = eEx = −e∂Φ(x)
∂x
(3.24)
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As Φ(0) = 0, the x-potential needs to have the form (3.25) with a being a constant
of proportionality:
Φ(x) = ax2 (3.25)
Due to the symmetry, the same holds for the y coordinate. There is no applied
potential in z-direction so that:
Φ(x, y) = ax2 + by2 (3.26)
As long as there is no charge within the electrode arrangement, the field acts neither
as a source nor as a sink and the Laplace equation has to be satisfied:









Applying (3.27) to (3.26) leads to the following condition:
∇2Φ(x, y) = 2a+ 2b = 0 ⇒ a = −b (3.28)
The field boundaries supply expressions for the constants of proportionality:
Φ(r0, 0) = Φ0 = ar
2








Therefore, the QMF field equation is given by (3.31) with σ = −λ = 1/r20
Φ(x, y) = Φ0(σx
2 + λy2) =
Φ0
r20
(x2 − y2) (3.31)
Figure 3.9 shows the equipotential lines obtained using Equation (3.31):
Figure 3.9: Potential field of an ideal
quadrupole, adopted from [96, page 10],
changed
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The quadrupole is operated applying a DC voltage U and a RF voltage V to the
rods:
Φ0 = U + V cos(ωt) (3.32)
With ω being the angular frequency 2pif and t the time, the expression for the QMF
field potential is:
Φ(x, y) =
(U + V cos(ωt))
r20
(x2 − y2) (3.33)



















Newton’s second law, e.g. Fx = eEx = m
d2x
dt2















Relationship (3.39) supports the statement of section 3.2.2, namely that there is
no further acceleration along the quadrupole axis. Only the kinetic energy of the
molecule entering the ion source and the setting of the energy electrode determine
finally the velocity of the ion passing the quadrupole. The following dimensionless














The placeholder µ represents either x or y, and γ stands for σ and λ respectively.
The parameter aµ scales linearly with the impressed DC voltage U and qµ with the
RF voltage V . Substitution of these expressions into (3.37 and 3.38) leads to a
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+ (aµ + 2qµcos2ξ)µ = 0 (3.43)
The Mathieu equation is the fundamental equation for the quadrupole operation. It
has stable solutions, i.e. |µ| does not exceed r0 for any ξ and it has unstable solutions










α′ and α′′ are integration constants and depend on the initial conditions µ (entrance
position of the ion), dµ/dt (entrance velocity of the ion perpendicular to z) and the
RF phase angle ωt0. C2n and β are functions of a and q. Equation (3.44) states, that
the ion performs a periodical motion which leads together with the motion along z
to a helical flight path through the quadrupole. The performance of a quadrupole
mass filter is usually illustrated by a stability diagram as shown in Figure 3.10:
Figure 3.10: The (a,q)
stability diagram of a
quadrupole mass filter




There is a region in a, q space where the ion performs a stable x−z motion but an
unstable y − z motion and vice versa. Both motions are stable within the triangular
region. A straight line crossing the origin and the stability region is called a mass













(q2 − q1) (3.45)
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The values ∆a and ∆q represent the differences between the points of intersection,
(q1, a1) and (q2, a2), of the mass scan line and the stability region. The values a and
q are the respective mean values between the stability limits. As a result, the mass











Equation (3.46) implies that the maximum mass resolution is realized near the apex
of the stability region. A mass spectrum at the desired resolution is obtained by
scanning the absolute values of U and V in such a manner that their ratio remains
constant. Higher-mass ions are brought into the stability region from left to right,
that is m3 > m2 > m1.
The foregoing discussion is valid for an ideal quadrupole consisting of infinitely
long hyperbolic electrodes generating a perfect field. Under these conditions, any ion
in the stability region has a stable flight path through the quadrupole independent
from its incident angle and velocity. In practice, hyperbolic electrodes are frequently
approached by round rods of finite length that lead to field imperfections and impose
certain limitations. More precisely, a real quadrupole shows a dependence of peak
profile and peak maximum on the entrance conditions of the ion. These dependencies
are of special importance if a molecular beam interface is used for injection.
3.2.4 Ion Detection
The ion current that has to be detected is in the range of 10−8 to 10−16A [97]. These
small currents make special detection devices necessary. Currents at the upper end
of the given range can be measured by direct collection of the ions without pre-
amplification. This current causes a voltage drop on a high ohmic resistance that
can be amplified and registered. To prevent any ion loss and escaping of secondary
electrons the collecting electrode has a cup-like shape, leading to the denotation
‘Faraday Cup’ for this kind of detector [Figure 3.11]:
The big advantage of this comparably simple detector is its temporal stability and
lack of mass discrimination. Disadvantageous are its slowness and poor sensitivity.
Highly sensitive and fast measurements require pre-amplification of the ion current
before detection. This can be achieved with a Secondary Electron Multiplier (SEM)
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Figure 3.11: Schematic
diagram of a Faraday
Cup, adopted from [97,
page 113]
[Fig. 3.12]. After passing an accelerating potential, the ions hit the first dynode and
Figure 3.12:
Schematic dia-
gram of a SEM,
adopted from [97,
page 120], changed
excite a number of secondary electrons. As this dynode converts an ion current into an
electron current it is named ‘conversion dynode’. Due to the potential drop between
the conversion dynode and the following ones the formed electrons are accelerated
at a time towards the next dynode each releasing off new secondary electrons. The
amplification A of a SEM can be calculated according to:
A = Ncd ·Nnd (3.47)
Ncd is the number of electrons released by an ion striking the conversion dynode.
Nd is the number of electrons released by an electron hitting the next dynode in
the potential cascade of altogether n dynodes. Depending on the electrode material
(typically CuBe or Al) and the length of the cascade, amplifications of 107 are easily
reached. The amplified current makes a high input resistance dispensable which
facilitates a small time constant and hence very fast measurements. The yield of
conversion electrons per impinging ion depends on the ion’s mass, charge, energy and
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electronic configuration. The mass discrimination caused by these effects is a decisive
drawback of the SEM as it complicates any quantification. However, qualitative and
relative measurements are possible, absolute quantification can only be done after
calibration with pure components. The amplification of electrons within the dynode
cascade is a very fast process compared to the emission from the conversion dynode.
Hence, each impinging ion causes a voltage pulse whose height differs significantly
from a noise pulse. Electronic counting of pulses above a certain level facilitates
measurements of extremely small currents (< 10−16A). The mass spectrometer used
here allows measurements in this so called ‘Pulse Ion Counting = PIC’- mode.
For mass spectrometric use, continuous dynode multipliers are more widely spread
than discrete ones [98]. These so called Channel ElectronMultipliers (CEM) consist
of a special lead silicate glass tube frequently in form of a horn. Treatment of this glass
in a hydrogen atmosphere leads to the formation of a multilayer surface combining a
secondary electron emissive layer with a resistive one that is used to apply the pole
bias. Their mode of operation is analog to the SEM but they are not as sensitive to
frequent atmosphere exposure.
3.3 Threshold Ionization - Appearance Potential
Measurements
3.3.1 Discrimination Principle - Ionization Potentials, Appear-
ance Potentials
The question of intermediates is of particular importance for any mechanistic inter-
pretation of a chemical reaction. As molecular beam sampling mass spectrometry
allows an in-situ investigation of the gas phase in a heterogeneously catalyzed re-
action the question arises if this technique can be used to identify short-lived gas
phase intermediates which can not be observed by conventional ex-situ MS or GC
monitoring. As reviewed briefly in the introduction the detection of radicals tested
indeed possible (at least for low pressures) using the threshold ionization technique to
discriminate between radicals and fragments of stable molecules. This discrimination
principle is as follows:
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If an electron (e−) possesses the energy E and hits a molecule (XY ), ionization
and dissociation takes place with a certain probability P according to equations (3.48)
and (3.49) respectively:
XY + e− → XY + + 2e− (3.48)
Pi(E < IP (XY )) = 0, Pi(E ≥ IP (XY )) = fi(E)
XY + e− → X+ + Y + 2e− (3.49)
Pd(E < AP (X
+)) = 0, Pd(E ≥ AP (X+)) = fd(E)
IP means here the ionization potential of the molecule XY and AP is the appearance
potential of the fragment X+. If one wants to detect the radical X· in presence of
the molecule XY one has to make use of its lower ionization energy compared to the
appearance potential of X+ from XY . It can be shown by means of thermodynamics,
that the ionization potential of X· is always lower than the appearance potential of
X+ from XY by an amount equal to the dissociation enthalpy of the X−Y bond [34]:
AP (X+/XY ) = ∆dH(X − Y ) + IP (X·) (3.50)
As an example, OH· radicals (=X·) need to be detected besides H2O molecules
(=XY ):
OH ·+ e− → OH+ + 2e− (3.51)
Pi(E < 13.18 eV ) = 0, Pi(E ≥ 13.18 eV ) = fi(E)
H2O + e
− → OH+ +H ·+2e− (3.52)
Pd(E < 18.2 eV ) = 0, Pd(E ≥ 18.2 eV ) = fd(E)
A mass spectrum of such a mixture recorded at an electron energy between 13.18 eV
[99] and 18.2 eV [100] shows a peak at 17 amu only if OH· radicals are present. At
higher energies OH+ fragments contribute to the signal governing finally the intensity
as the concentration of H2O is orders of magnitude higher than the concentration of
the reactive OH· radicals.
Any comparison with literature data on ionization and appearance potentials has
to be done with caution as the values depend on how they have been determined.
The formal definitions of both potentials include that all involved entities are in their
ground states. Due to the Franck-Condon principle, electron impact ionization leads
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frequently to excited molecular ions and neutral fragments so that the measured
‘vertical’ IP and AP values might differ from the ‘adiabatic’ ones. They are usually
somewhat higher than those found using optical spectroscopy [101, chapter 3].
3.3.2 Ionization Efficiency Curves
If one measures the variation of the intensity of an ion as a function of the energy of
the ionizing electrons one obtains a so called ‘ionization efficiency curve’. Figure 3.13
shows measured Ionization Efficiency (IE)-curves for methane and its fragments.
Figure 3.13: IE-curves of
CH+4 at 16amu, CH
+
3 at
15amu, CH+2 at 14amu,
CH+ at 13amu and C+
at 12amu
IE-curves of different molecules resemble each other. They start with a curved
portion for the first volts above the ionization- or fragmentation threshold. Attached
is a variably extended linear part that meets in a broad maximum between 30 and
100 eV . This is the reason why most of the conventional ion sources work at about
70 eV . Increasing the electron energy further leads to a monotonic decrease in sig-
nal intensity. The different processes leading to this frequently observed shape can
qualitatively understood as follows [101, chapter 2].
If the electron does not possess sufficient energy, collision does not lead to an ion-
ization. Just at the threshold, ionization can occur only if the electron strikes the
atom (molecule) exactly at its center. In this case, both the expelled electron as well
as the impinging electron do not have excess kinetic energy and the capture of one
of the electrons is very likely. Not until the electron energy exceeds the threshold
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value the escape process of the electrons from the coulomb field of the ion becomes
feasible leading to a measurable degree of ionization. It is the probability of the
escape process that scales nearly linearly with the excess energy causing the linear
portion of the IE-curve as will be outlined in Section 3.3.3. The curvature observed
in case of a sharp onset is at least for the single ionization process due to the spread
within the electron energy distribution. An experimental verification of the size of
this effect is given in Section 3.3.4. As one can see in Figure 3.13, the extent of the
curvature increases and the linear portion of the IE-curve decreases if the ion results
from the more complicated fragmentation process.
If the electron energy increases above the threshold the total ionization cross section
increases as henceforth not only exact but also aslant collisions succeed. This holds
true as long as there is a frequency in the Fourier spectrum of the electron wave
packet that can excite the electron by resonance. If the electron energy becomes
higher and higher the spread of the corresponding wave packet becomes smaller and
contains more and more high frequency oscillations not suitable to interact with the
electron wave function. This finally causes the gradual decline of the ionization effi-
ciency after the maximum.
Additionally to these more general features, processes like vertical transitions to elec-
tronically and vibrationally excited states, auto-ionization, ion pair formation and
fragmentation onsets cause a fine structure in the IE-curve. Most of the literature
on electron impact ionization is on measuring and assigning of this fine structure.
As this was not the objective of the present work the considerations in the following
sections are restricted to threshold behavior.
3.3.3 Threshold Behavior - Predictions from Theory
Ionization of Atoms
The theoretical treatment of electron impact ionization is exceedingly demanding as it
is a many body problem. The quantum mechanical treatment of two continuum elec-
trons in the field of an ionized atom has not yet been satisfactorily accomplished [102].
Fortunately Wigner [103] formulated as early as in 1948 the idea, that the cross sec-
tion behavior of a two body interaction near the threshold depends only on the long
range interaction between the involved particles and not on the reaction mechanism
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itself. He applied his theory to processes like particle scattering or capture. These
statements led Wannier [104] to apply this concept to electron impact ionization, even
though this is in fact a three particle process. It turned out that the final escape
of the two outgoing electrons might be separated from the reaction itself which is
confined to a small ‘reaction zone’. The threshold behavior is the result of the escape
process, namely, lack of kinetic energy for complete escape. This feature is amenable
to calculation even when the reaction itself is not. To do so, he described the ioniza-
tion event by means of three different regions. Adjacent to the reaction zone itself
which is not further considered is the so called Coulomb zone within which the small
excess energy just makes up for the negative potential energy due to Coulomb attrac-
tion. Attached to that is the free region in which the excess energy is still the kinetic
energy of the electrons. The ion is sufficiently heavy and is considered stationary
during the reaction. Such a simplified model can be treated classically solving the
corresponding equations of motion. The analysis showed that the escape process is
only possible if the electrons depart at equal distances in opposite directions. For
single ionization Wannier obtained the following threshold law:





Q+i is the total cross section for single ionization. The exponent µ scales with the










Inserting Equation (3.54) in (3.53) supplies µ = 1.127, 1.056 or 1.036 as exponent
for a singly, doubly or triply positively charged ion respectively. The departure
from linearity results from the electron-electron interaction. As one can see, the
exponent approaches unity with increasing charge as the core Coulomb forces surpass
the Coulomb interaction between the electrons.
The two-electron photoionization of H− ions (Eqn. 3.55) can be considered the
simplest system to check up on Wannier’s theory. This has been done by Donahue
and coworkers [105, 106].
hν +H− → H+ + e− + e− (3.55)
They obtained an exponent of µ = 1.15± 0.04 which is in agreement with the Wannier
law. A real electron impact experiment on H· has been conducted by McGowan and
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Clarke [107]:
H ·+ e− → H+ + e− + e− (3.56)
Again in agreement with Wannier, they found a power law with an exponent of
µ = 1.13 ± 0.03 fitting their experimental data best up to 0.4 eV above the threshold.
This result gives a first impression on the energy range in which the Wannier law is
applicable. At higher energies a linear law was in better agreement with the data.
Within reference [107] considerable effort had been made to determine shape and
width of the energy distribution of the ionizing electrons. The found a Gaussian
distribution with a FWHM = 0.04 eV . This value, typical for apparatus designed
to perform ionization- and appearance potential measurements is cited here as it
shall be compared in the next section with the value determined in this work. Of
more practical importance for the present work are results for helium (3.57) and
argon (3.58):
He+ e− → He+ + e− + e− (3.57)
Ar + e− → Ar+ + e− + e− (3.58)
These gases were used in this work to calibrate the energy axis and to determine the
convolution function of the spectrometer. Helium is particularly suited as a reference
because the single charged He+ ion has no energy levels within some 40 eV above
the ionization potential [108, page 7]. Numerous investigations have been published
on the threshold behavior of the rare gases. In the case of helium most of them
describe a nonlinear behavior near threshold sometimes in agreement [109, 110, 111],
sometimes in disagreement [112] with the Wannier law. Other studies find a linear
law fitting better than a power law [113, 114]. Likewise to helium, argon is suited for
calibration and determination of the energy spread function. The first excited state
(2P1/2) of the Ar
+ ion is just 0.18 eV above the ground state (2P3/2) and can not be
resolved with the machine available. The second excited state (2S1/2) lies 13.48 eV
above the ground state [108, page 216] and provides thus the opportunity to fit the
threshold curvature to a proper spread function as described in Section 3.3.4.
Not only singly but also doubly positively charged ions were observed in the
recorded mass spectra. Also the process of double ionization has been tackled theoret-
ically [115, 116, 117, 118]. Neglecting electron-electron interactions, references [115]
and [116] predict consistently a threshold law according to Equation (3.59). The
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exponent µ equals here the number of expelled electrons (µ = 1, 2, ...)):
Qµ+i ∼ (E − IP )µ (3.59)
In reference [117] and [118], electron-electron interactions were taken into account
and the exponent for double ionization was found to be µ = 2.270 for z = 2 after
ionization. The experimental verification of the theory for µ-fold ionization is a highly
challenging task as the experiments suffer from the extremely small cross sections.
In addition Equation (3.59) applies for each ionic state of the atom or molecule
populated in the process of ionization. Larger ions and molecules possess many of
such states already a few eV above the threshold value. As an example, Ar++ has
four of them (3P1,
3 P0,
1 D2,
1 S0) with the highest just 4 eV above the ground state
(3P2) [108, page 216]. All these states open new ionization channels leading to a
gradual increase of the ionization cross section [119, 120]. In conclusion, the number
of possible states and the convolution with the electron energy distribution lead to
a very broad curvature providing at best an averaged power law [121]. The ideal
system to verify on the theoretical predictions is the double ionization of helium:
He+ e− → He++ + 2 e− (3.60)
There is only one state ofHe++ and complications due to overlapping processes would
be avoided. Unfortunately it proved impossible to measure a satisfactory IE-curve
because the absolute probability for double ionization is low and there is a severe
interference from the process H2 + e
− → H+2 + 2 e−. The conclusion for this work is,
that doubly charged ions can not be exploited neither to determine the convolution
function nor to calibrate the energy axis.
Ionization of Molecules
As mentioned several times, the aim of the appearance potential technique is to
discriminate between molecular ions according to their different ionization- or ap-
pearance potentials. To identify the chemical species that has the lowest ionization-
or appearance potential on a given mass, it is sufficient to determine the onset value
of the respective IE-curve. High energetic intermediates like radicals and unstable
molecules fulfill this condition in the majority of cases, making their identification
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straightforward. Any other interpretation requires the analysis of the fine structure
within the curve, a challenging task for atoms but even more difficult for ions.
Electron impact ionization leads to vertical transitions to vibrational levels of the
molecular ion according to the Franck-Condon principle. This together with Wan-
nier’s law led to the expectation that a series of straight line segments should be
observed in the threshold region with the onset of each new segment representing a
transition to a new vibrational level [122]. The successive slope increases were in-
terpreted as relative Franck-Condon factors. As discussed extensively in a review on
measurement of ionization and appearance potentials [39] this works only in excep-
tional cases by using monochromatized electrons. In the majority of cases, processes
like direct ionization, ion pair formation and auto-ionization, each having its own
threshold law, occur successively or in parallel and cause more complex features in
the IE-curve. This is already the case for simple molecules like N2, O2 or CO [123].
The number of accessible electronically and vibrationally excited states increases
rapidly as the molecule becomes more complex, making the consistent interpretation
of its IE-curve finally impossible.
Fragmentation of Molecular Ions
The situation is similarly intricate if fragmentation comes into play. As will be
discussed in Section 3.3.4, most of the methods employed to analyze IE-curves rely
on linear or power threshold laws for the ionization probability [124]. Application
of these laws to fragmentation processes has not been successful as the relationship
between fragmentation probability and electron energy is by far more complex and
not representable in a simple form like (3.59).
For diatomic molecular ions it is again the Franck-Condon principle that helps
to describe the fragmentation behavior [125]. The idea is that ionization produces
vertical transitions from the molecule ground state to the various ion electronic states
and that, depending on the electron energy and the shape and location of each of
the ion potential curves, one would observe characteristic yields of fragment ions
with characteristic kinetic energy distributions [126, 127]. The exact knowledge of
the electronic and vibrational states that is required to apply this method can be
derived from quantum mechanical calculations or spectroscopic measurements. In
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principle, the mass spectrometer used for this work allows the measurement of ion
kinetic energy distributions. As a direct ionization of a radical does not increase its
kinetic energy such measurements could corroborate the classical appearance poten-
tial measurements. This possibility has not been exploited up to now but will be in
the future.
For small symmetrical molecules like CH4 or NH3 the Wigner-Witmer rules [128]
have been applied successfully to correlate the electronic states of parent ion and
fragments [129]. For manageable cases such correlations are useful to interpret ap-
pearance potential measurements. The fragmentation behavior of more complex
molecules like for example small hydrocarbons can be anticipated on the bases of
a statistical approach, the so called ‘quasi-equilibrium’ theory of Rosenstock, Wal-
lenstein, Wahrhaftig, and Eyring [130]. According to this theory, which is build
on principles of statistical mechanics, the fragmentation processes can be consid-
ered separately from the ionization. The molecular ion, possessing a certain amount
of electronic and vibrational energy, may not dissociate within the time of one vi-
bration, but instead it can rapidly and randomly distribute this energy among the
various vibrational and rotational modes (‘quasi-equilibrium’). It may undergo uni-
molecular decomposition along energetically available paths if it can attain certain
configurations with sufficient vibrational energy concentrated in the proper modes.
A fragmentation chain is than described as a series of competing, consecutive uni-
molecular reactions. The rate constants for these unimolecular reactions and hence
the fragmentation pattern and its energy dependence can be calculated by means of
activated complex theory. With a mass spectrometer, fragmentation products are
analyzable if the dissociation takes place within several microseconds (residence time
in the ion source). The ‘quasi-equilibrium’ theory provides the result that the excess
energy necessary to reduce the lifetime in the order of a microsecond increases with
the number of internal degrees of freedom of the molecular ion. The mathematics
behind this theory is quite demanding but by making several simplifying assump-
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E is the total energy minus the zero-point energy of the molecular ion, Emin the
minimum energy required for the decomposition, N the number of oscillators in the
molecular ion, and νi and ν
‡
j the vibrational frequencies of the molecular ion and of
the activated complex, respectively. Rotation terms are neglected in this formula.
The success of the statistical theory in predicting mass spectra varies from case to
case [131]. It turned out that the theory is qualitatively correct for numerous disso-
ciative processes well above the threshold but quantitatively often inadequate in the
energy range near the threshold. Notwithstanding these deficiencies, the important
information for the present work is, that ionization efficiency curves for a fragment
ion approach the energy axis with curvature, quite apart from any effect resulting
from energy spread in the electron beam. This is confirmed looking at Figure 3.13
for CH4 fragmentation. Stripping off the hydrogen atoms is a series of consecutive
unimolecular reactions and the curvature becomes more and more pronounced for
higher fragments. As a conclusion it would be pointless to fit a threshold power law
to appearance potential data. This can only be done for single or multiple ionization
as in the next section for helium, which was used to determine the energy spread
function.
3.3.4 Evaluation of Ionization Efficiency Data
The aim of the preceding section was to describe the threshold behavior of ionization
and dissociation processes. The conclusion was that any interpretation of IE-curves
beyond the determination of the corresponding threshold values requires both, high
quality ionization efficiency data and considerable background from theory. As al-
ready mentioned, radicals and instable molecules have mostly lower IP’s and AP’s
than the interfering species, allowing for an identification by comparison with tab-
ulated values. Nevertheless, the determination of threshold potentials by electron
impact is anything but simple. Reasons for that are [40]:
• energy spread of the ionizing electrons
• small cross sections at threshold energies
• overlapping ionization processes
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• no universally valid threshold law
Various methods are described in literature to determine threshold values from
IE-curves measured using energetically inhomogeneous electrons [132]. All methods
operate with pure substances and in presence of an internal standard with known
ionization potential to correct the energy axis for instrumental effects. The stan-
dard, usually helium or argon is introduced into the ion source together with the
gas under investigation. The methods differ in the way they treat the curvature at
the onset of the IE-curve. In the ‘linear extrapolation method’ [133], the straight
line portion of the curve is extrapolated to the energy axis and the point of inter-
section is taken as ionization or appearance potential respectively. As discussed in
the previous section, the extent of curvature varies considerably according to the
underlying process, which leads often to values that are appreciably higher (some
eV ) than the adiabatic one. Another widespread method proposed originally by
Honig [134], is the so called ‘critical slope method’. This approach tries to obviate
the difficulties inherent in the linear extrapolation method. Assuming a quadratic
power threshold law, Honig showed mathematically that a plot of the logarithm of the
ion current against the electron energy is a curve that approximates a straight line
for small excess energies and has a slope of 2/(3kTfilament) at the ionization poten-
tial. This method provides ionization potentials that are generally in good agreement
with spectroscopical ones [135], but it does not work for appearance potentials. The
method is not applicable here as the filament temperature is not accessible. Likewise
good results for both ionization and appearance potentials are obtainable using the
‘vanishing current method’ [136]. Here, the ionization efficiency curve for the ion
under investigation is examined, and the electron voltage corresponding to the first
formation of ions is taken to be the threshold value. The great asset of the vanishing
current method is that the critical potentials approach the ‘true’ adiabatic values
best, particularly if an appreciable curvature is the result of the nature of the ioniza-
tion process. The main objection against the method is, that the choice of the onset
value is quite subjective and depends somewhat on the sensitivity used in obtaining
the curve. The vanishing current method has been applied throughout this work and
the values found were in good agreement to literature values within the accuracy of
the measurements. This leads over to the last section in the background part, the
estimation of the experimental error involved in a threshold value determination.
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3.3.5 Determination of the Electron Energy Spread Function
The HAL4 EPIC Low Energy mass spectrometer is equipped with an ion source
which supplies energetically inhomogeneous electrons. The energy spread is caused
by different reasons:
• heated filament → thermal energy spread
• potential drop along the filament
• potential gradients inside the source
• filament contaminations
• contact potential between filament and source chamber
Being U the thermal energy of an electron and V the energy it gains by acceleration
in the electric field, its total energy E can be expressed as a sum of both:
E = U + V (3.62)
If one now subsumes all the ill-defined contributions (potential drops etc.) in the
thermal energy term leaving V to be the applied potential, one can define an en-
ergy spread function m(U) in eV −1 describing the energy distribution of the ionizing
electrons. Now, m(U)dU is the number of electrons with energy between V + U and
V + U + dU . This number multiplied with the ionization (fragmentation) probability
Pi,(d)(E) is proportional to the measured ion current according to Equation (3.63),
with C being the constant of proportionality:
i(V ) = C ·
∞∫
IP
m(E − V )Pi,(d)(E)dE (3.63)
i(V ) is the ion current at a certain m/z ratio measured if the voltage V is applied
between filament and cage. If one restricts to single ionization, Pi(E) is given by
Wannier’s threshold law:
Pi(E) = (E − IP )1.127 (3.64)
In the first instance, the exact form of m(E−V ) = m(U) is unknown as the filament
temperature and the potential gradients inside the ion source are unknown. Due to
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the thermal nature of the electrons a Maxwellian energy spread function might be a
reasonable choice (m(U) in eV −1, U in eV , k in J/K, T in K):
















On the other hand, potential gradients inside the source may be more prominent
than the thermal spread causing a different spread function, possibly of Gaussian
type (m(U) in eV −1, U in eV , σ in eV ):
m(U) =
1




The width of the Mawellian distribution depends on the temperature T , that of the
Gaussian on the standard deviation σ. Independent of the shape, any chosen spread
function has to fulfill Equation (3.67):
+∞∫
−∞
m(U)dU = 1 (3.67)
The following attempt to obtain the underlying spread function bases on the work of
Morrison [137]. Differentiation of the convolution integral (3.63) with respect to the











∂m(E − V )
∂E
Pi(E)dE (3.68)
The substitution of ∂V by −∂E is based on the following relationship:
∂m(E − V )
∂V
= −∂m(E − V )
∂E
(3.69)
Integration by parts yields:
di(V )
dV






m(E − V )dP (E)
dE
dE (3.70)
As Pi(IP ) = 0 and m(E − V ) → 0 if E → ∞, the first term vanishes. Using
Pi(E) = (E − IP )1 as an approximation for the single ionization threshold law one






m(E − V )dE (3.71)
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∂m(E − V )
∂E
dE (3.72)
Evaluation of this integral gives the electron energy distribution, reversed with respect
to the energy scale:
d2i(V )
dV 2
= −C ·m(E − V )
∣∣∣∞
IP
= C ·m(IP − V ) (3.73)
The height of the distribution depends on the proportionality constant C and the
ionization potential corresponds to the sharp cutoff in case of the Maxwellian, or to
the maximum in case of the Gaussian distribution.
To verify this analytical derivation, Equation (3.63) has been calculated for helium
ionization (IP = 24.56 eV [138]) using both a Maxwellian and a Gaussian spread
function. Both functions were arbitrarily adjusted to FWHM = 1 eV corresponding
to T = 6500 K or σ = 0.425 eV . C has been chosen as 1 cps · eV −1. The simplified
linear threshold law was inserted for Pi(E). Figure 3.14 shows that Morrison’s method
works for the simulated data. The spikes in the derivatives of Equation (3.63) using
a Maxwellian spread function as m(E − V ) are due to rounding errors during the
numerical integration.
Application of this method to real measured data reveals two problems, namely,
the nonlinear threshold law and the presence of experimental noise which would
be strongly amplified by differentiation. The influence of the nonlinearity has been
tested using Equation (3.64) for the simulation (Fig. 3.15). The nonlinearity causes
a slight distortion of the results. For the Gaussian distribution the FWHM becomes
about 0.05 eV larger than with strict linearity. The Maxwellian distribution with its
distinct high energy tail comes out with a reduced FWHM of 0.94 eV . The ionization
potential is influenced marginally. For the Gaussian it is shifted from 24.56 eV to
24.62 eV . The sharp Maxwellian cutoff can hardly be determined as it is blurred by
the nonlinearity.
The experimental noise requires smoothing of the raw data which causes an in-
crease of the spread as smoothing is in fact an additional convolution. The results
of Morrison’s method for measured data on the standards He and Ar are shown in
Figure [3.16] using a 5 point FFT filter for smoothing. Fits of the second derivatives
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Figure 3.14: Determination of the energy spread function using Morrison’s
differential method applied to a linear threshold law for helium ionization
Figure 3.15: Determination of the energy spread function using Morrison’s differ-
ential method applied to Wannier’s nonlinear threshold law for helium ionization
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Figure 3.16: Application of Morrison’s differential method to smoothed IE-curves
of He and Ar, the red curves show the results for Gaussian fits
reveal that the spread function is better described by a Gaussian than a Maxwellian
distribution. This leads to the conclusion that potential gradients inside the ion
source cause an energy spread in addition to thermal spread which would be purely
Maxwellian like. The ionization potentials obtained by this method for Ar (16.7 eV )
and He (25.7 eV ) are about 1 eV higher than those found in the literature (15.82 eV
and 24.56 eV [138]). This is not surprising as the displayed energy of the spectrom-
eter unit has not necessarily to agree with the true one. For a standardization it
is much more important that the measured difference of 9.0 eV corresponds to the
literature value of 8.74 eV . The portion of additional spread caused by the smoothing
procedure was revealed by varying the number of points of the FFT filter. It turned
out, that already a 5 point smoothing increases the spread by some tenth of an eV .
An influence on the shape of the spread function was not observed. In consequence
of nonlinearity and smoothing it seems not advisable to take the ionization poten-
tial and the energy spread by Morrison’s method. However, at least the shape of
the spread function could be obtained from this analysis. With the shape known, a
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direct fitting of the convolution integral (3.63) is possible:
i(V ) = C ·
∞∫
IP






2σ2 (E − IP )1.127dE (3.74)
The quality of the fit was evaluated by visual inspection as the integral equation (3.74)
could not be used by a nonlinear fitting module. Figures 3.17 and 3.18 show the
results for helium and argon. A fitting by visual inspection is of course somewhat
subjective. Nevertheless it can be done sufficiently well as the parameters of the fit C,
IP and σ are only marginally correlated and can be adjusted one by one. Figure 3.19
illustrates this fact by showing fits for the argon curve each with a significant change
in one parameter and the others kept constant.
Variation of the slope C affects only the upper part of the curve leaving the onset
unchanged. Contrary, the spreading given by σ influences only the curvature at the
onset. Finally variation of the ionization potential causes a parallel shift of the whole
curve to the left or to the right. The ionization potentials derived from the fits are
in good agreement with the values from Morrison’s differential method and their
difference of 8.80 eV is even closer to the literature value of 8.74 eV . The width of
the energy spread function seems to be higher for Ar (σ = 0.42 eV ) than for He
(σ = 0.28 eV ). There might be of course differences in the spread function depending
on the settings of and the conditions in the ion source, but the Ar-He difference is
more likely due to the additional excited ionic state 2P1/2 of Ar
+ just 0.18 eV above
the threshold. For this reason, the helium value (σHe = 0.28 eV ) is taken as basis
for the experimental error and all results in the following experimental part will be
given as:
IP (AP )± 2σ ≈ IP (AP )± 0.6 eV (3.75)
The 2σ criterion seems reasonable as confidence interval as 95 % of the electrons have
an energy within the range V ±2σ. For comparison with literature it is convenient to
express the energy spread in terms of the Full Width at Half Maximum (FWHM)
value of the energy distribution which is related to σ by:
FWHM = σ ·
√
8 · ln(2) ≈ 0.7 eV (3.76)
Established ion sources for ionization- and appearance potential measurements em-
ploy nearly monochromatic electrons with a FWHM in the range of 0.05 eV [107, 41].
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Figure 3.17: Determination of the spread function parameters by fitting Equation (3.74)
to the IE-curve of helium
Figure 3.18: Determination of the spread function parameters by fitting Equation (3.74)
to the IE-curve of argon
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Figure 3.19: Correlation of the fit parameters C, IP and σ in Equation (3.74), original
values shown in I, changed values underlined: I→II increase of C, I→III increase of σ,
I→IV decrease of IP
The determined value of the source used in this work is about fourteen times higher.
This is in the nature of the problem to be solved namely the detection of traces of
small reactive intermediates like OH·, CH3· or NH2·. Monochromizing electrons goes
along with a substantial loss of sensitivity as a result of band pass filtering. This,
further complicated by the small total ionization cross section in the threshold region
would it make practically impossible to detect traces of the mentioned molecules.
As the ionization potentials of such small species are sufficiently separated (about
3− 5 eV ) from their corresponding appearance potentials, one can accept the higher
energy spread exploiting rather the increased sensitivity.
Motivated by the literature [139], much effort was made to remove the energy
spread from experimental IE-curves mathematically. This procedure, commonly
known as ‘deconvolution’, has been thoroughly investigated and successfully applied
to numerous problems in spectroscopy [140]. Notwithstanding all endeavors, the
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approach failed four our data as the Fourier frequencies necessary to restore sharp
onsets in the IE-curve are not sufficiently different from those of noise. Accordingly,
the noise was highly amplified during the deconvolution process making the result
useless. In conclusion, species at the same nominal mass need to be separated in






The idea of the experimental setup was to simulate the industrial BMA reaction as
closely as possible and to disturb it as little as possible by the sampling process. To
accomplish this, the high temperature tubular flow reactor was connected in line of
sight to the quadrupole mass spectrometer via a molecular beam sampling interface.
Figure 4.1 shows the experimental setup schematically:
Figure 4.1: Schematic diagram of the experimental setup
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A picture of the experiment is shown in Figure 4.2:
Figure 4.2: Picture of the experimental setup: I) hood, II) rack, III) exhaust gas
combustion, IV) reactor, Va and Vb) rotary vane pumps for the nozzle chamber, VIa
and VIb) rotary vane pumps for the skimmer and collimator chamber, VIIa and VIIb)
turbomolecular pumps for the skimmer and collimator chamber, VIII) purging and
flooding for the turbomolecular pumps, IX) skimmer chamber, Xa and Xb) pressure
gauges for the skimmer and collimator chamber, XI) RF-head, XII) mass spectrometer
All other investigated reactions have been conducted using the same setup, inde-
pendent how they are conducted commercially. The line of sight arrangement seemed
promising, as a similar apparatus was successfully used by Eltenton in his pioneering
work on mass spectroscopic detection of CH3· radicals formed by thermal decompo-
sition of Pb(CH3)4 [141]. The BMA experiments necessitated to place the entire
experiment under the hood because of the extreme toxicity of hydrocyanic acid. Ex-
haust gases from reactor outlet and pumps were collected and burnt in the flame of
a Bunsen burner. The presence of the flame was checked by a thermocouple so that
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flame extinction caused a shutdown of the gas- and power supply of the reactor. Six
mass flow controllers (Bronkhorst High-Tech) were used to dose the gases for the
different reactions. All flow values given in the experimental part of this work refer
to standard conditions namely 0 ◦C and 1013 mbar. The dosing range of each MFC
was 50 − 2000 ml ·min−1. The high gas throughput was necessary to comply with
industrial conditions were flows of 2 mol ·h−1 ≈ 750 ml ·min−1 and more are admitted
to each tube in the bundle of a BMA reactor. A particle filter and a check valve
were fitted before and behind each MFC respectively. The reactants and an internal
standard were mixed immediately behind the flow controllers and fed in the reactor.
Table 4.1 lists the gases which were used for the experiments:
Table 4.1: Gases used for the experiments
gas purity usage manufacturer
CH4 3.5 reactant Linde
NH3 3.8 reactant Linde
O2 5.0 reactant Linde
N2 5.0 purging Linde
Ar 5.0 standard Linde
He 5.0 standard Linde
5%Xe/He 5.0 calibration Linde
4.2 Reactor
The high temperature tubular flow reactor was composed of a 500 mm long gas-
tight reaction tube (i.d. = 6 mm, Al2O3 ceramics, Degussit-Al23
r, Friatec) heated
by a helical silicon carbide heater (Crusiliter, Kanthal). The inner wall of the tube
was covered with a thin layer (a few µm) of platinum as catalyst. The heat cur-
rent was provided by a DC power supply (type 6268B, Hewlett Packard) controlled
by a programmable temperature controller (type 2416, Eurotherm). Temperature-
time programs comprising up to eight different steps could be defined via soft-
ware (iToolsr v. 3.00, Eurotherm). The temperature was measured using a type
S (Pt − 10%Rh/Pt) thermocouple (Thermocoax), located at the position of the
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temperature maximum between reaction tube and heater. Figure 4.3 shows the con-
centric arrangement of reaction tube and heater. A drawing of the reactor is given
in Figure 4.4:
Figure 4.3: Arrangement of reaction tube and heater in the
high temperature reactor
Figure 4.4: Drawing of the high temperature reactor
Temperature Profile Measurements
As will be shown in Chapter 5, different reactions with widely varying conditions
have been investigated using the same setup. Accordingly, the temperature profile
of the reactor varied depending on external heating power, heat of reaction, degree
of conversion, gas composition and total flow. An external cooling was not provided.
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Even though, the reactor was not designed to measure the temperature profile in-
situ, an ex-situ measurement was performed to obtain at least a rough picture of the
temperature distribution. The reactor was removed from the mass spectrometer and
a spirally bent thermocouple was moved along the centerline tube axis (q.v. Fig. 4.5):
Figure 4.5: Arrangement for the temperature profile
measurements
The bending provided a guidance of the thermocouple tip which was in one mea-
surement series aligned with the centerline axis of the tube and in another series in
close contact with the tube wall. As the temperature control was not yet available
at the time, different heating powers were adjusted and the profiles were measured
both with and without flows of different gases. Figure 4.6 shows the results for the
maximum allowable heating power of 600 W and an argon flow of 0 ml · min−1,
600 ml ·min−1 and 1200 ml ·min−1 respectively:
The plot reveals a pronounced axial temperature profile of the reactor. Behind
the tube entrance, the temperature rises continuously to a maximum which is located
about 95 mm in front of the nozzle of the molecular beam interface. Flushing gas
through the reaction tube flattens the maximum and shifts it somewhat towards the
nozzle. Moderate flows of an inert gas up to about 600 ml ·min−1 do not lead to a
noteworthy radial temperature gradient (|∆T | ≤ 25 ◦C). At higher flows, the general
effect is that in the region where the temperature rises towards the maximum, the
temperature on the tube wall is higher than in the center and behind the maximum
the situation is vice versa. This is due to the fact that the gas takes up heat until it
reaches the same temperature as the surface. Downstream of this point, the radial
gradient has the opposite sign and the heat flow is from the gas to the tube wall. In
experiments with reacting gases, both the axial and the radial temperature gradient
will be additionally influenced by the heat of reaction. Another important informa-
tion from Figure 4.6 is that the temperature at the place of sampling, i. e. directly in
front of the nozzle, depends highly on the flow conditions. Just for an inert gas flow,
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Figure 4.6: Temperature profile of the reactor at 600 W heating power
with and without argon flow: c → centerline axis, w → wall
the temperatures there can easily reach some hundred ◦C. Even higher temperatures
may result for strongly exothermic reactions. This was the reason to cool the nozzle
as described in the following section about the interface.
4.3 Interface
The role of the interface is to reduce the pressure from reaction conditions
(∼ 1000 mbar) to a value where the mass spectrometer can be operated (∼ 10−6 mbar),
and to form a molecular beam which is aligned with the ion source and the quadrupole
axis. To reach this pressure reduction of about nine orders of magnitude, a dif-
ferentially pumped arrangement of nozzle, skimmer and collimator has been used
(cp. Figure 3.1). Figure 4.7 shows a drawing of the interface. The conical nozzle
(dn = 125 µm) is located directly at the reaction tube outlet. It is mounted on a
water cooled flange as it is exposed to a high thermal load. Nevertheless, an efficient
cooling of the thin-walled nozzle tip can not be taken for granted. As a reaction of un-
converted gases on the nozzle surface could lead to erroneous results, it is made up of
platinum to have it from the same material as the catalyst. The nozzle plate is made
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Figure 4.7: Molecular beam sampling
interface connecting reactor and mass
spectrometer
up of nickel. The pressure behind the nozzle (nozzle chamber, subscript nc) is reduced
by two strong rotary vane pumps (type D12A, Leybold Hereaus and type E2M5, Ed-
wards) to about 1 mbar. The sudden pressure drop from atmospheric pressure to
1 mbar causes the supersonic expansion (q.v. Section 3.1). It is the task of the sub-
sequent skimmer (d = 500 µm) and collimator (d = 900 µm) arrangement to cut out
the center part of the evolving beam. Similar to the nozzle, both cones are made up of
nickel with a platinum tip. The volume downstream of the skimmer (skimmer cham-
ber, subscript sc) is evacuated applying a turbo pump (type TMU261, Pfeiffer) backed
by a rotary vane pump (type Duo 5C, Pfeiffer). Likewise, a combination of turbo-
and rotary vane pump (types TMU261 and Duo2.5C, Pfeiffer) reduces the pressure
behind the collimator (collimator chamber, subscript cc). To avoid overloading of
the CEM detector, movable bellows permit distance variation between skimmer and
collimator. As the molecular beam is divergent, an increase of this distance leads to a
decrease of the signal intensity (cp. Figure 4.1). The pressure in the nozzle chamber
was measured using a Pirany pressure gauge (type TPR250, Pfeiffer). The pressures
in the skimmer- and collimator chamber were measured by Penning cold cathode
gauges (type IKR261, Pfeiffer). Depending on reactor temperature and gas compo-
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sition, heavy pressure fluctuations have been measured (10−1 mbar < pnc < 10 mbar,
10−5 mbar < psc < 10
−4 mbar, 10−7 mbar < pcc < 10
−6 mbar). Partly they can be
considered real because the nozzle gas throughput is a function of the reactor temper-
ature and gas specific properties but on the other hand they are only apparent as the
used pressure gauges rely on a gas type dependent measurement principles. For this
reason, absolute pressure values are not given in the discussion of the experiments as
they could not be gas type corrected. Interface and vacuum assembly were delivered
as one complete unit (type HPR60) from Hiden Analytical Limited.
4.4 Mass Spectrometer
The mass spectrometer located in the collimator chamber is a triple mass filter
quadrupole instrument (type HAL4 EPIC Low Energy) manufactured by Hiden An-
alytical Limited. It allows for the analysis of neutrals, radicals, as well as positive
and negative ions with a mass scan range from 0.4− 510 amu [142]. As discussed in
Section 3.2.2, the ion source is of cross beam type, designed to work with a molecu-
lar beam sample inlet. The single channel electron multiplier is mounted off-axis to
achieve maximum sensitivity. All electrode settings are controlled via computer using
Hiden’s MASsoft PC software [143]. Beside common mass scans and the possibility
to monitor selected masses over time, the software permits scanning and mapping
of all electrodes (cp. Figure 3.7). There are numerous publications in the literature
where the Hiden spectrometer was applied successfully to detect radicals using the
threshold ionization technique [144, 145, 146].
Chapter 5
Experiments
5.1 Catalytic Combustion of Methane
5.1.1 Temperature Programmed Measurements
The first reaction studied was the catalytic combustion of methane:
CH4 + 2O2 → CO2 + 2H2O ∆rHª = −803 kJ/mol (5.1)
As it is a highly exothermic reaction, the first experiment was a temperature pro-
grammed measurement to get an impression how a CH4/O2 mixture behaves in this
reactor. A total flow of 300 ml ·min−1 of a fuel rich mixture containing 50 % CH4,
13 % O2 and 37 % He was subjected to a temperature time program. Methane was
used in excess to be on the save side with respect to the explosion limit (5−15 % CH4
in air [69, page 16-17]). For comparison with the literature on combustion it is nec-
essary to express the composition of the mixture by the so called equivalence ratio φ,













Fuel lean mixtures have a φ value between 0 and 1, whereas for fuel rich mixtures φ
is between 1 and ∞. Accordingly, the mixture used here corresponds to φ = 7.7 .
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After narrowing the interesting temperature range down by preliminary tests, the
mixture was fed to the reactor which was heated after equilibration from 350 ◦C to
550 ◦C with a rate of 0.5 ◦C ·min−1 and afterwards cooled down again to 350 ◦C with
a rate of −0.5 ◦C ·min−1. To follow the reaction, mass spectra (0.4− 50.0 amu) were
recorded so that each spectrum corresponds to a temperature change of ∆T = ±1 ◦C.
For a discussion of the results it is necessary to compare the evolution of the reac-
tion products with the temperature curve that was measured by the thermocouple.
Figure 5.1 is an enlarged section of Figure 4.4 and shows more precisely the position
of the thermocouple. The thermocouple is located at the temperature maximum
Figure 5.1: Location of the thermocouple in the reactor
between the heater and the outer tube wall. Due to the very slow heating rate and
the good insulation, all parts inside the concentric heater can be considered to be in
thermal equilibrium, as long as there is no chemical reaction proceeding inside the
tube. Before the reaction starts, the temperature measured by the thermocouple is
thus a good value for the catalyst temperature. Figure 5.2 shows the evolution of
the reaction product CO2. The data points were obtained by integration of the peak
at 44 amu and subsequent division by the peak area of the internal standard (He at
4 amu). Figure 5.3 shows the corresponding temperature curve.
At the beginning of the experiment, the temperature rises linearly with the given
rate of 0.5 ◦C ·min−1 starting from 350 ◦C. At 358 ◦C the thermocouple registers a
sharp jump in temperature to about 367 ◦C. This jump corresponds to the ignition
of the combustion reaction as shown in the enlarged section of Figure 5.2. From this
temperature on, CO2 is produced in small but exponentially increasing amounts.
The thermocouple registers this ignition point because the reaction starts at the
position in the tube where the temperature is highest and this is the position of
the thermocouple tip. The temperature control is too slow to compensate for the
sudden ‘chemical heating’ which results in the measured temperature jump. After a
slight deviation from linearity the controller reduces the heating power accordingly
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Figure 5.2: Catalytic combustion of methane: CO2 evolution during
the temperature programmed experiment (He corrected signal inten-
sities), solid circles - heating up, open circles - cooling down
Figure 5.3: Catalytic combustion of methane: temperature curve mea-
sured by the thermocouple during the temperature programmed ex-
periment
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and proceeds with the temperature programm. The same jump at the same position
occurs with opposite sign in the cooling part of the program. At this point, frequently
denoted as ‘extinction point’, the surface temperature becomes too low to maintain
the reaction anymore.
The ignition behavior of CH4/O2 mixtures over Pt has been investigated both
theoretically [147] and experimentally [148, 149, 150]. The publications cited here
discuss the ignition temperature in terms of a modified equivalence ratio which is





This modified equivalence ratio has the advantage that it describes fuel lean and
fuel rich mixtures on a comparable scale, namely 0 < φmod < 0.5 for fuel lean and
0.5 < φmod < 1 for fuel rich mixtures. All works found that heterogeneous ignition
occurs at a surface temperature between about 600 ◦C for fuel lean (φmod ≈ 0.2)
and 350 ◦C for fuel rich mixtures (φmod ≈ 0.9) and that the ignition temperature
decreases with increasing φmod. A heterogeneous ignition beyond these limits is not
possible. The mixture used here had a φmod value of 0.88 and the measured ignition
temperature of 358 ◦C is in good agreement with the literature.
After ignition, the CO2 signal shows a slow but exponential increase which culmi-
nates at about 434 ◦C in an upward jump in conversion (q.v. Figure 5.2) accompanied
by total conversion of the under-stoichiometric oxygen. Figure 5.4 shows mass spec-
tra immediately before and after the conversion jump. The transition to total oxygen
conversion takes place within a very small temperature interval from 434 − 436 ◦C.
This sudden conversion jump results from the parametric sensitivity of the tubular
flow reactor. Parametric sensitivity means, that a small change in an operating vari-
able like here the reactor temperature induces a large change in the conversion. This
happens because a small increase in temperature leads to a large change in the reac-
tion rate due to the exponential dependence of the reaction rate from temperature.
The increased reaction rate results in turn in more heat generation which further
increases the reaction temperature. This feedback mechanism results in a reactor
runaway when the rate of heat generation exceeds by far the rate of heat removal.
As pointed out in Figure 5.3, the thermocouple does not register any temperature
change neither when the conversion jumps up nor when it jumps down, even though
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Figure 5.4: Catalytic combustion of methane: temperature programmed
experiment, mass spectra in the parametric sensitive region around 434 ◦C
a much higher jump than at the ignition and extinction point is to be expected.
The only explanation for this result is, that the conversion jumps do not occur at the
position where the reaction was originally ignited but rather in a tube section located
upstream the thermocouple tip. This can be understood as follows. After ignition,
the reaction zone spreads out up- and downstream of the original onset position.
The conversion along the tube axis causes a concentration gradient of the reactants.
As a result, the partial pressures of CH4 and O2 are higher upstream the ignition
point than downstream the ignition point. This leads in turn to a gradient of the
reaction rate and shifts the reaction zone more and more towards the reactor inlet,
away from the ignition point. If the conversion jump occurs now far enough from the
thermocouple position, no change in temperature will be registered anymore. This
shift of the reaction zone could have serious consequences for the chance to sample
reactive intermediates as their residence time in the remaining tube section becomes
longer increasing the probability to loose them before sampling.
The temperature programmed experiment supplies another important result which
has to be discussed before going on with the presentation of the mass spectral and the
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appearance potential data. For this purpose, Figure 5.5 shows the course of the peak
area of the internal standard He at m/z = 4 amu during the temperature program.
Additionally, the uncorrected peak area vs. temperature plots for the educts CH4, O2
and the products H2O and CO2 are shown in Figure 5.6. According to Equation 5.1,
the reaction preserves volume neutrality and as a consequence, the concentration of
the internal standard He should not be changed during the course of the reaction.
Contrary to the expectation, Figure 5.5 shows a sharp increase of the signal intensity
of He caused by the upward jump in conversion at 434 ◦C. After this point the signal
intensity drops continuously until the downward jump in conversion at 384 ◦C where
the He signal shows an intensity jump down as well. The same signal trend is over-
laid to the curves of CH4, H2O and CO2. Figure 5.7 shows how these changes can be
corrected for by standardization with the helium signal. One sees that the correction
works well for CO2 and O2, both having signal intensities not much different from the
standard. The correction is imperfect for H2O and an overcorrection is observed for
CH4. Both components have intensities much higher than the standard and already
small differences lead to significant errors. Signal changes that are not related to
composition changes limit the value of the data for a quantitative interpretation and
it is important to understand their reasons.
Dependence of Signal Intensities from Sampling and Detection Conditions
Signal changes without concentration changes can be due to both, the sampling- and
the detection process. From the viewpoint of sampling, the signal intensity measured
by the mass spectrometer is proportional to the particle density in the ion source
which is by approximation given by the beam density at this point (q.v. Figure 3.1,
ion source = target). The beam density in turn is proportional to the mass flow
through the nozzle orifice qm in g · s−1:
qm = A · ρ · v (5.4)
A is the area of the orifice, ρ the density and v the flow speed. Exploiting Equa-
tion (3.9) leads to:
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Figure 5.5: Catalytic combustion of methane: temperature programmed
experiment, peak area vs. temperature curve for the internal standard He
at m/z = 4 amu
Figure 5.6: Catalytic combustion of methane: temperature programmed
experiment, peak area vs. temperature curves for I.) CH4, II.) O2, III.)
H2O and IV.) CO2 (uncorrected signal intensities)
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Figure 5.7: Catalytic combustion of methane: temperature programmed experiment,
peak area vs. temperature curves for I.) CH4, II.) O2, III.) H2O and IV.) CO2 (He
corrected signal intensities)
Calculating the differential dp/dv from Equation (3.13) and inserting in (5.5) gives:




















The maximum mass flow q∗m is reached if the pressure in the nozzle chamber is
below the critical pressure p∗nc, which is always fulfilled in our setup. Inserting Equa-


















Equation (5.7) shows, that the maximum mass flow q∗m and hence the signal intensities
should increase linearly with the reactor pressure p0 and decrease with the reactor
temperature according to 1/
√
T0. Furthermore, the mass flow depends quadratically
on the nozzle diameter dn.
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It is not possible to explain the sharp changes of the helium signal by any of
these dependencies. Significant pressure fluctuations can be ruled out as the reactor
is open to atmosphere. Changes in the gas temperature T0 could in principle account
for the signal intensity jumps but then they should have the opposite sign (q.v.
Equation 5.7). A change of the nozzle diameter due to thermal expansion could
account for gradual but not for instantaneous signal changes. Resulting from these
considerations, the intensity jumps must be due to the abrupt changes of the chemical
composition. It is primarily the ion generation and extraction process which depends
sensitively on the chemical composition inside the source, even if the pressure of the
component under consideration is constant.
There are essentially three effects responsible to cause signal changes by changing
the chemical environment:
- space charge effects: high ion or electron densities distort the potential inside
the source
- interactions between gas phase and filament: gas phase components can re-
act with the filament and change the emission characteristic of the material
- ion-molecule reactions collisions between ions and neutrals can result in chemi-
cal reactions or charge transfer processes
Especially space charge effects could be very pronounced in the measurements done
here, because the ion source was operated at relatively high pressures (∼ 10−6 mbar)
and the ions were decelerated to low energies (≤ 2 eV ) to obtain the high mass
resolution required for appearance potential measurements [151]. However, it is not
possible to predict how the effects listed above influence the measured signal intensi-
ties in the individual case. The only possibility to get quantitative reliable results is
to keep composition changes small (dilution) and to correct the sensitivity changes
using an internal standard.
The second point open to discussion is the reason for the monotonic decreasing
signal following the conversion induced jump up in intensity at 434 ◦C. Figure 5.8
shows that the helium signal changes in all measured spectra nearly parallel to the
signals of H2O and CO2. The physical conditions in the reactor can again not account
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for such a signal trend and the chemical composition is constant over this range. A
very likely explanation for this behavior was found in the mass spectra themselves.
Figure 5.9 shows spectra around 37 amu immediately before and after the total con-
sumption of oxygen. The low intensity peak at 37 amu was very surprising and could
not be explained in the first instance. To check for further peaks at higher mass num-
bers a high sensitivity measurement was performed which is shown in Figure 5.10 .
The spectrum shows further peaks all equally spaced by exactly 18 amu and all at
odd mass numbers. The declining peak intensities remind of a distribution function.
The unexpected peak at 37 amu belongs therefore to this series too. It is known from
the literature that water clusters (H2O)n are formed under certain conditions during
a supersonic expansion of moist gas mixtures [152]:
nH2O → (H2O)n (5.8)
It is further described that the water clusters stabilize themselves after ionization
according to the following mechanism [153]:
(H2O)n + e
− → [(H2O)+n ]‡ + 2 e− → (H2O)n−1H+ +OH ·+2 e− (5.9)
The mass spectrum in Figure 5.10 shows obviously the distribution of the protonated
cluster ions. Water clusters are nothing else than a pre-stage to condensed water.
Taking this into account, the question raises now, whether water can also condense
in the nozzle orifice under these conditions. To answer this question unambiguously,
the gas temperature in front of the nozzle needs to be known. This value could not be
measured during the experiment but it is possible to calculate a critical value T0,max
below which condensation occurs and to assess if this value is within the bounds of
possibility.
Assuming ideal gas behavior, the composition of the mixture after total conversion
of oxygen is xO2 ∼ 0, xCH4 ∼ 0.435, xCO2 ∼ 0.065, xHe ∼ 0.370 and xH2O ∼ 0.130 (x
means mole fraction). With this composition, one can calculate the κ value of the
mixture. Vibrational degrees of freedom can be neglected in this temperature range
leading to κ ∼ 1.4 . The partial pressure of water at the nozzle exit can then be
calculated using Equation (3.18):






· xH2O ∼ 1013 mbar · 0.53 · 0.13 = 70 mbar (5.10)
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Figure 5.8: Catalytic combustion of methane: signal intensities of He, H2O and CO2
during the temperature programmed experiment
Figure 5.9: Catalytic combustion of methane: temperature programmed experiment,
mass spectra around 37 amu before (430−432 ◦C) and after (433−440 ◦C) the upward
jump in conversion
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Figure 5.10: Catalytic combustion of methane: high sensitivity mass spectrum from
50− 500 amu immediately after the upward jump in conversion
Condensation will occur if the vapor pressure of water at the nozzle exit is lower
than 70 mbar. This is the case if the temperature there is below 39 ◦C, e.g. T ∗max ≤
39 ◦C = 312 K [69, page 6-10]. This critical value at the nozzle exit can be related to










→ T0,max = κ+ 1
2
· T ∗max ∼ 1.2 · 312 K ∼ 374 K (5.11)
This means, if the temperature in front of the nozzle T0 is lower than T0,max =
101 ◦C, the mixture will be supersaturated with water vapor and condensation inside
the nozzle can occur. It is known from the temperature profile measurements (q.v.
Figure 4.6) that the temperature at small gas flows decreases steeply towards the
tube exit. As the temperature at level of the thermocouple tip is always ≤ 550 ◦C a
value ≤ 101 ◦C at the tube exit is within the bounds of possibility.
Taking this into account, the signal course in Figure 5.8 can easily be explained.
The conversion jump at 434 ◦C rises the water concentration to a value sufficient for
supersaturation at the nozzle exit. Now, water condensation reduces the effective
orifice diameter dn and hence the signal intensity as given by Equation (5.7). At the
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same time, water clusters appear in the mass spectrum. The condensation continues
until the water production stops at 384 ◦C. Indeed, the signal intensities rise after
this point as part of the water can now evaporate again.
The signal drifts were discussed so extensively here, because they point to prob-
lems that appear by sampling chemical reactions. As it is the intention of the experi-
ment to identify species at low concentrations it is not advisable to work with highly
diluted mixtures. If one uses undiluted mixtures one has to cope with significant
changes in the chemical composition and with condensation as well. Composition
changes can be prevented by steady state measurements. Limiting are signal drifts
caused by condensation processes as it is not possible to correct them in appearance
potential measurements. Consequently, these measurements have to be performed in
a time span short as compared to the drift. This in turn causes a loss in signal inten-
sity and reduces considerably the quality of the ionization efficiency curves. Heating
the nozzle could avoid the condensation but then one risks to start reactions at the
nozzle surface. A solution is to use an internal nozzle, that means a pinhole in the
reactor wall as shown schematically in Figure 3.5, Sketch II. In this case, the nozzle
is at high temperature and sampling is truly in-situ.
5.1.2 Mass Spectral Data
After discussing important fundamentals like ignition behavior and signal drifts the
question on intermediates is still open. According to Section 2.3.1, the following
species are possibly involved in the reaction mechanism: a) HO2·, b) CH3OO·,
c) HCHO, d) CH3OH, e) H2O2, f) OH·, g) CH3·
For the molecules a - e it is sufficient to explore the mass spectrum as all have
at least one mass which is not superimposed by peaks of the reactants and prod-
ucts. To identify the radicals f and g it is necessary to investigate the corresponding
appearance potential measurements. Figure 5.11 shows a mass spectrum recorded
at a temperature of 438 ◦C, that means shortly after the conversion jump up. The
spectrum was taken from cycle 1 of the temperature programmed experiment and
corresponds to the maximum sensitivity region (cp. Figure 5.8). Table 5.1 shows the
assignment of the peaks. If several ions contribute to one signal, the significant ions
are printed in boldface. Expected intermediates are highlighted using red font. As
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in amu in cps
1 1H+ fragment 22 · 103 -
2 1H+2 parent 39 · 102 -
4 4He+ atomic ion 32 · 104 internal standard
12 12C+ fragment 52 · 103 -
13 12C1H+ fragment 59 · 103 -
14 12C1H+2 fragment 13 · 104 -
15 12C1H+3
fragment
13 · 105 -





20 · 105 -16O+ fragment
16O1H+
fragment -
17 radical ion? 30 · 104 AP measurement follows
13C1H+4 parent isotopic peak
18 1H162 O
+ parent 16 · 105 -
19 1H163 O
+ ion-molecule 60 · 102 formed in
reaction ion source
20 18O1H+2 parent 39 · 102 isotopic peak
22 12C16O++2 parent 13 · 103 doubly charged
28 12C16O+ parent/fragment 55 · 103 -





fragment 12 · 102 impurity CH4







12 · 102 impurity CH412C16O1H+2 parent not detectable





27 · 102 -12C16O1H+4 parent not detectable
33 16O12H
+ radical ion - not detectable
34 16O12H
+
2 parent - not detectable
37 16O12H
+
5 fragment 11 · 102 water cluster
44 12C16O+2 parent 12 · 105 -
45 13C16O+2 parent 15 · 103 isotopic ion
46 12C18O16O+ parent 53 · 102 isotopic ion
47 12C16O12H
+
3 radical ion - not detectable
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Figure 5.11: Catalytic combustion of methane: V˙ = 300 ml · min−1, xCH4 = 0.50,
xO2 = 0.13, xHe = 0.37, Treactor = 438
◦C, mass spectrum 0.40− 50.00 amu
shown in Table 5.1, the mass spectrum provides no indication of any intermediate.
All peaks can be explained by ions of the educts or products. The interpretation is
clear for methanol CH3OH (peak at 31 amu missing), for the hydroperoxo-radical
HO2· (peak at 33 amu missing), for hydrogen peroxide H2O2 (peak at 34 amu miss-
ing) and for the methylperoxo-radical CH3OO· (peak at 47 amu missing). There are
two small peaks at 29 amu and 30 amu which could be attributed to formaldehyde.
However, a comparison with a mass spectrum of pure methane showed that these
peaks belong to ethane, an impurity in the methane gas.
5.1.3 Appearance Potential Measurements
To decide about the presence or absence of methyl- and hydroxyl-radicals it is neces-
sary to investigate the ionization efficiency curves at 15 amu and 17 amu respectively.
However, the results from the foregoing section corroborate the hypothesis that the
reaction is completed long before the sample is taken. Therefore, the appearance po-
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tential measurements were performed with a total flow of 3000 ml ·min−1 to reduce
the mean residence time and to shift the reaction zone towards the sampling orifice.
The obtained ionization efficiency curves are shown in Figure 5.12 . The energy axis
was corrected for instrumental corruption using the ionization potential of helium as
internal standard (24.6 eV [108, page 4]). The assignment of the measured threshold
values on the basis of literature values is summarized in Table 5.2 . Consistent values
are highlighted red.
Methyl radicals can be excluded as the measured threshold value of 13.7± 0.6 eV
corresponds to the appearance potential of CH+3 from CH4 (14.01 ± 0.08 eV [155]).
The assignment is unambiguous as the value of the ionization potential of the CH3·
radical (9.84± 0.03 eV [154]) is sufficiently different. It is more difficult to assess the
presence or absence of hydroxyl radicals as both 1H16O+ and 13C1H+4 contribute to
the signal at m/z = 17 amu. Nevertheless, the onset of the corresponding IE curve
at 12.3±0.6 eV is within the margins of error in better agreement with the ionization
potential of CH+4 (12.63±0.02 eV [155]) than with that of OH· (13.18±0.1 eV [99]).
The sharp increase in slope at 18.9 ± 0.6 eV can be attributed to the appearance
potential of OH+ from H2O (18.2± n.s. eV [100]).
5.1.4 Conclusions
Recapitulating one can say that neither reactive radicals nor transient stable molecules
could be detected for the catalytic combustion of methane. Observed are solely peaks
of the reaction products as well as peaks from unconsumed educt molecules. The tem-
perature programmed measurement indicates that our setup is probably not adapted
to study this reaction because of the considerable distance between reaction zone and
sampling nozzle. Flow variations were not successful to shift the reaction zone close
to the nozzle as the reaction is not self-sustaining at the low catalyst temperatures at
the tube end. Further problems arise from unspecific signal changes due to sudden
changes in the chemical composition and condensation in the nozzle orifice.
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Figure 5.12: Catalytic combustion of methane: V˙ = 3000 ml · min−1, xCH4 = 0.50,
xO2 = 0.13, xHe = 0.37, Treactor = 450
◦C, IE-curves at 15 and 17 amu
Table 5.2: Assignment of the measured threshold values from Figure 5.12
species
15 amu 17 amu 15 amu 17 amu
(literature) (literature) (experiment) (experiment)
12C1H+3 /
12C1H3· 9.84± 0.03 eV - - -
[154]
12C1H+3 /
12C1H4 14.01± 0.08 eV - 13.7± 0.6 eV -
[155]
16O1H+/ 16O1H· - 13.18± 0.1 eV - -
[99]
13C1H+4 /
13C1H4 - 12.63± 0.02 eV - 12.3± 0.6 eV
[155]
16O1H+/ 16O1H2 - 18.2± n.s. eV - 18.9± 0.6 eV
[100]
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5.2 Ammonia Oxidation
The second reaction investigated was the Pt catalyzed oxidation of ammonia which
leads to three different oxidation products depending on the reaction conditions (q.v.
Section 2.3.2):
4NH3 + 5O2 → 4NO + 6H2O ∆rHª = −940 kJ/mol (5.12)
4NH3 + 4O2 → 2N2O + 6H2O ∆rHª = −1140 kJ/mol (5.13)
4NH3 + 3O2 → 2N2 + 6H2O ∆rHª = −1268 kJ/mol (5.14)
5.2.1 Temperature Programmed Measurements
The investigations on this reaction were started again with a temperature pro-
grammed experiment. The reactor was preheated to 200 ◦C and supplied with
500 ml · min−1 of a mixture of 51 % NH3, 39 % O2 and 10 % Ar. This corre-
sponds to the stoichiometry of reaction (5.14). The temperature was programmed to
increase slowly (1 ◦C ·min−1) to 300 ◦C and to decrease afterwards (−1 ◦C ·min−1)
to 20 ◦C. Each mass spectrum corresponds to a temperature interval of 2 ◦C. Fig-
ure 5.13 shows the evolution of nitrogen (peak area at 28 amu) which was the only
reaction product at these conditions. A comparison between the programmed and
the measured temperature is given in Figure 5.14 .
There are distinct differences between the temperature programmed experiments
on the methane combustion and the ammonia oxidation. The NH3/O2 mixture used
here shows a lower ignition temperature than the mixture used for the methane com-
bustion. Whereas CO2 production started not until 358
◦C, N2 is already detected
from about 220 ◦C on. Such low ignition temperatures are characteristic for NH3/O2
mixtures which ignite nearly independent from composition around 200 ◦C [150].
Increasing the temperature further increases the nitrogen production until it cul-
minates in an intensity jump up at about 240 ◦C. Figure 5.15 shows mass spectra
around this point. The observed reactor runaway results again from the parametric
sensitivity of the tubular reactor to highly exothermic reactions (cp. Section 5.1.1).
The sudden conversion jump around 240 ◦C seems to occur on a level with the ther-
mocouple tip as Figure 5.14 shows a pronounced temperature increase at this point.
5.2 Ammonia Oxidation 90
Figure 5.13: Ammonia oxidation: V˙ = 500 ml · min−1, xNH3 = 0.51,
xO2 = 0.39, xAr = 0.10, N2 evolution during the temperature programmed
experiment (Ar corrected signal intensities)
Figure 5.14: Ammonia oxidation: V˙ = 500 ml · min−1, xNH3 = 0.51,
xO2 = 0.39, xAr = 0.10, programmed and measured temperature curve
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Figure 5.15: Ammonia oxidation: V˙ = 500 ml · min−1, xNH3 = 0.51,
xO2 = 0.39, xAr = 0.10, temperature programmed experiment, mass spectra
in the parametric sensitive region around 240 ◦C
This is in contrast to the methane combustion experiment where the thermocouple
did not sense any temperature change at the point of maximum conversion (cp. Fig-
ure 5.3). Howsoever, a more detailed comparison of both experiments is omitted here
because they were conducted at different compositions, different flows and different
heating rates.
Much more important is the course of the temperature in the cooling branch of
Figure 5.14 which indicates that the reactor runs autothermic below 225 ◦C. Au-
tothermic means that the reaction is self-sustaining without any external heating. As
a consequence it should be possible to shift the reaction zone towards the nozzle just
by increasing the flow rate. The ammonia oxidation should keep running as long as
their is enough fuel and oxygen left. To determine a flow high enough for incomplete
conversion, the temperature programmed experiment was repeated for total flows of
1000, 2000, 3000 and 4000 ml · min−1. Figure 5.16 shows the corresponding mass
spectra after the conversion jump together with the temperature curves measured
during the heating process. The experiment reveals the high reaction rate of the
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Figure 5.16: Ammonia oxidation: temperature programmed experiments for V˙ = 1000,
2000, 3000 and 4000 ml · min−1, I) mass spectra II) oxygen signal at 32 amu III)
measured temperature curve
ammonia oxidation. A total flow of at least 2000 ml · min−1 is required to detect
significant amounts of oxygen at the reactor outlet.
5.2.2 Mass Spectral Data
The temperature programmed experiments showed clearly that once the ammonia
oxidation has started it can hardly be extinguished anymore except by removing
one of the educts. This stability against composition changes and the possibility
to shift the reaction zone close to the nozzle led to the idea to screen the reaction
for intermediates across a wide range of compositions, temperatures and flows. The
ammonia oxidation is especially suited for a screening because some of the expected
intermediates would be identifiable immediately by means of their specific signals
in a mass spectrum without requiring time consuming appearance potential mea-
surements. To this group belong HNO at 31 amu, NH2OH at 33 amu, NO2 at
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46 amu and HNO2 at 47 amu (q.v. Section 2.3.2). An experimental design for
mixtures has been used to carry out the screening efficiently. Figure 5.17 shows
the design comprising seven mixtures with NH3/O2/Ar compositions according to





tor both with a total flow of 500 ml ·min−1 and 2000 ml ·min−1. The influence of
temperature was tested by conducting each experiment at 300 ◦C and at 1300 ◦C.
After two minutes equilibration time a mass scan from 0.40 − 50.00 amu has been
recorded. The results are presented here exemplarily for the least diluted mixture
with xNH3/xO2/xAr = 0.45/0.45/0.10. Figures 5.18 - 5.21 show the corresponding
mass spectra for the four different temperature-flow combinations with the peaks
assigned in Table 5.3 . The intensity axis is normalized to the argon peak at 40 amu
to correct unspecific signal variations. This is possible as the Ar concentration is ap-
proximately the same in all mixtures. Appearance potential measurements could not
be performed to look for ·NH· and OH· radicals because their was a breakdown of
the machine after the screening experiments which made it necessary to disassemble
the setup. After reconstruction and fitting of a new reactor tube it was decided to
proceed with the ammonia decomposition and to refrain from further measurements
on the ammonia oxidation.
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Figure 5.18: Ammonia oxidation: screening for intermediates, xNH3 = 0.45,
xO2 = 0.45, xAr = 0.10, V˙ = 500 ml ·min−1, Treactor = 300 ◦C
Figure 5.19: Ammonia oxidation: screening for intermediates, xNH3 = 0.45,
xO2 = 0.45, xAr = 0.10, V˙ = 2000 ml ·min−1, Treactor = 300 ◦C
5.2 Ammonia Oxidation 95
Figure 5.20: Ammonia oxidation: screening for intermediates, xNH3 = 0.45,
xO2 = 0.45, xAr = 0.10, V˙ = 500 ml ·min−1, Treactor = 1300 ◦C
Figure 5.21: Ammonia oxidation: screening for intermediates, xNH3 = 0.45,
xO2 = 0.45, xAr = 0.10, V˙ = 2000 ml ·min−1, Treactor = 1300 ◦C
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Table 5.3: Peak assignment table to the Figures 5.18 - 5.21, significant ions
bold, expected species red
mass
assignment ion type comment
in amu
1 1H+ fragment -
2 1H+2 parent -
14 14N+ fragment -
14N1H+
fragment -
15 radical ion? AP measurement required









radical ion? AP measurement required
15N1H+3 parent isotopic peak




19 16O1H+3 ion-molecule reaction formed in ion source
20
40Ar++ atomic ion doubly charged
18O1H+2 parent isotopic peak
28 14N+2 parent -
29 15N14N+ parent isotopic peak
30 14N16O+ parent -
31 14N16O1H+ parent not detectable
32 16O+2 parent -
33 14N16O1H+3 parent not detectable
34 18O16O+ parent isotopic peak
36 36Ar+ atomic ion isotopic peak
38 38Ar+ atomic ion isotopic peak
40 40Ar+ atomic ion internal standard
44 14N162 O
+ parent -




O+ parent isotopic peak
14N16O+2 parent not detectable
47 14N16O12H
+ parent not detectable
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5.2.3 Conclusions
Although a flow of 2000 ml ·min−1 should enable proper probing of the reaction zone,
no non-radicalic intermediates were detected. Regardless of composition, tempera-
ture and flow, none of the recorded mass spectra shows a peak at 31, 33 or 47 amu.
All observed peaks can be assigned to educt and product molecules or to the internal
standard. The small peak in Figure 5.18 and 5.19 at 46 amu is due to the isotopic
combination 14N182 O
+ and not to nitrogen dioxide 14N16O+2 .
This result is in disagreement with the early experiments of Bodenstein [60] who
supposed to detected NH2OH, HNO2 and HNO3 as transient species desorbing from
the platinum catalyst in the ammonia oxidation (q.v. Section 2.3.2). However, the
results agree with a work performed about thirty years later by Nutt and Kapur [156].
They studied the ammonia oxidation on a platinum ribbon at about the same pressure
as Bodenstein (10−2 Torr) by sampling the species which evaporate from the catalyst
surface using molecular beam mass spectrometry. No peaks at masses corresponding
to any of the postulated intermediates have been found in their work. As the samples
analyzed in the present experiments can be considered representative for the reaction
zone, the latter result is confirmed for atmospheric pressure as well. It might be the
case that some of the intermediates proposed in the pioneering works of Andrussow,
Raschig and Bodenstein appear on the catalyst surface but then they are consumed
very rapidly and do not desorb into the gas phase.
The assumption of a purely heterogenous mechanism for the ammonia oxidation is
also corroborated by more recent works published in literature. For example, Rebrov
et al. used an exclusively heterogenous microkinetic model to predict nicely selec-
tivities and product yields for the ammonia oxidation over supported polycrystalline
platinum in an aluminium-based microreactor [157]. Another example was found
from Pignet and Schmidt who studied the kinetics of the NH3 oxidation on platinum
at a total pressure between 0.1 and 1 Torr and from 200 to 1500 ◦C [158]. They
found exclusively NO and N2 as oxidation products with production rates described
well by Langmuir-Hinshelwood rate expressions. An isothermal stirred tank reactor
model was then used to extrapolate the kinetic model to realistic reaction conditions.
It was possible by means of this extrapolation to predict correctly conversions and
selectivities for atmospheric pressure. If this purely heterogenous model was wrong
it would hardly apply in an extrapolation.
5.3 Ammonia Decomposition 98
5.3 Ammonia Decomposition
The ammonia decomposition into the elements has been chosen as third test reac-
tion to bridge the gap between the exothermic oxidation reactions and the highly
endothermic BMA reaction:
2NH3 → N2 + 3H2 ∆rHª = +92 kJ ·mol−1 (5.15)
The reaction was especially suited for testing purposes because it was previously
studied using threshold ionization mass spectrometry [28]. The authors studied the
ammonia decomposition over a pressure range from 0.1 to 1 Torr and from 50 to
1100 ◦C. They reported several radicals whereby NH2· was the most abundant
(q.v. Section 2.3.3). The NH2· production starts already at about 450 ◦C, increases
continuously with temperature up to 1000 ◦C where it levels off finally. It was the
question if similar results could be obtained for atmospheric pressure as well.
5.3.1 Mass Spectral Data
The measurements in the present work were conducted feeding a mixture of 400 ml ·
min−1 NH3 and 100 ml · min−1 Ar to the reactor at room temperature (20 ◦C)
and at 650 and 1300 ◦C respectively. As the reaction is endothermic, a temperature
programmed experiment was not performed. Figure 5.22 shows the corresponding
mass spectra with the peaks assigned in Table 5.4.
Already the spectrum at 650 ◦C shows a measurable ammonia decomposition
indicated by the small peaks at 2 and 28 amu. This medium temperature has been
chosen in hope that potentially arising radicals do not decompose too fast before
sampling. The spectrum at 1300 ◦C shows that ammonia decomposition has occurred
to a large extent. It is not possible to quantify the reaction on the basis of the
mass spectral data alone as the sampling process and hence the signal intensities
depend strongly on the temperature in front of the nozzle (q.v. Equation 5.6) and a
standardization is not possible here because the standard becomes diluted by progress
of Reaction (5.15).
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Figure 5.22: Ammonia decomposition: V˙ = 500 ml · min−1, xNH3 = 0.80,
xAr = 0.20, mass spectra for Treactor = 20, 650 and 1300
◦C
Table 5.4: Peak assignment table to Figure 5.22, significant ions bold, expected
species red
mass
assignment ion type comment
in amu
2 1H+2 parent -
14 14N+
fragment -
radical ion? AP measurement required
15 14N1H+
fragment -
radical ion? AP measurement required
16 14N1H+2
fragment -
radical ion? AP measurement required
17 14N1H+3 parent -
18
15N1H+3 parent isotopic peak
14N1H+
4
ion-molecule reaction formed in ion source
20 40Ar++ atomic ion doubly charged
28 14N+2 parent -
40 40Ar+ atomic ion internal standard
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5.3.2 Appearance Potential Measurements
The only function of the argon standard in these experiments is to calibrate the en-
ergy axis for the appearance potential measurements. These have been performed
by recording a nearly base line separated full profile mass spectrum for each setting
of the electron energy. The corresponding IE-curves were then obtained by plot-
ting the peak areas against the argon standardized energy values. These procedure,
although much more time consuming than the common monitoring of a single m/z-
value against the electron energy, supplies better IE-curves and can be used here
because the signals are time stable in contrast to the exothermic reactions (no con-
densation!). Figure 5.23 shows the results for the peaks at 16, 15 and 14 amu. The
long arrows which extend over all IE-curves at a particular mass mark the ionization
potentials of the expected radicals as reported in the literature [159, 160, 161]. The
short arrows indicate the onset values of the curves as determined by the vanishing
current method (q.v. Section 3.3.4).
5.3.3 Conclusions
The obtained IE-curves show again no indication for any of the expected radicals.
Except for one, all measured threshold values can be assigned to the appearance
potentials of the corresponding ions from ammonia. Only the onset of the curve at
14 amu and 1300 ◦C has to be attributed to the formation of N+ from N2 because
most of the ammonia is decomposed and has beyond only a marginal fragmentation
into N+ (q.v. Figure 5.22). Table 5.5 summarizes these results.
The direct comparison of the IE-curves in Figure 5.23 shows that the determi-
nation of the onset values is straightforward for the curves at 16 amu but becomes
more and more subjective for the curves at 15 and 14 amu. One reason for that is
that the IE-curves for NH+ and N+ approach the energy axis with more curvature
than that for NH+2 . This is characteristic for ions formed by a fragmentation process
which involves multiple-bond breaking (q.v. Section 3.3.4). Another reason is the
limited mass resolution of the quadrupole mass filter which leads even at optimum
performance to a small transfer of counts from adjacent peaks. In this case, the onset
point was taken at the position where the curve deviates significantly from the lin-
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Figure 5.23: Ammonia decomposition: V˙ = 500 ml ·min−1, xNH3 = 0.80, xAr = 0.20,
IE-curves at 16, 15 and 14 amu, Treactor = 20, 650 and 1300
◦C
Table 5.5: Assignment of the measured threshold values from Figure 5.23




in amu in ◦C (experiment) (literature)
20 15.6± 0.6
16 650 15.4± 0.6 14N1H+2 /14N1H3 15.76± 0.05 [159]
1300 15.7± 0.6
20 17.1± 0.6
15 650 17.5± 0.6 14N1H+/14N1H3 16.9± 0.1 [159]
1300 17.6± 0.6
20 22.7± 0.6 14N+/14N1H3 22.6± 0.1 [162]
14 650 22.9± 0.6
1300 24.3± 0.6 14N+/14N2 24.34± 0.20 [163]
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early raising background. Notwithstanding these limitations, all experimental values
agree within the precision of measurements with the literature and the absence of
radicals can be deduced with sufficient reliability. The measurements have also been
repeated for a total flow of 2500 ml ·min−1 but since the results were equivalent they
are not shown here. The general question, if it would have been possible to detect
radicals in this reaction, will be discussed in Chapter 6.
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5.4 Hydrocyanic Acid from Methane and Ammonia
The last reaction investigated was the formation of hydrocyanic acid from methane
and ammonia, the so called BMA-reaction:
CH4 +NH3 → HCN + 3H2 ∆rHª = +256 kJ/mol (5.16)
Before presenting mass spectra and IE-curves, some expectations regarding gas phase
intermediates shall be recapitulated here. As already reported in Section 2.3.4, there
are essentially two mechanisms published for the oxygen free HCN formation over
platinum. The mechanism proposed by Pfeil and Hoffmann [65] discusses NH (imi-
dogen), CH3NH2 (methylamine) and CH2=NH (methylenimine) as potential in-
termediates towards HCN but no information is given in this work whether these
species exist exclusively on the catalyst surface or if they can also escape to the gas
phase. More concrete statements in this regard are made in the work published by
Diefenbach et al. where the dehydrogenation of CH2 =NH to HCN was reported to
be the only step proceeding homogeneously in the gas phase. Besides looking for in-
termediates that are involved in the formation of HCN itself likewise interesting are
those leading to the formation of soot. Of special interest are thereby hydrocarbon
radicals like for instance CH3· .
5.4.1 Mass Spectral Data
All measurements concerning this reaction have been performed with the reactor at
its maximum temperature of 1300 ◦C and with an additional nitrogen purging of
25 ml · min−1 (q.v. reactor construction shown in Figure 4.4). The purging was
required to avoid a coking of the glowing heater by contact with reactor off-gases.
To prevent contact of the catalyst with air the heating up was done under a flow
of 300 ml · min−1 N2. After reaching the final temperature, the feed was switched
to 250 ml · min−1 NH3. In contrast to all other reactions studied up to now a
reference method was used here to quantify the off-gas composition of the reactor.
This was done using a non-dispersive infrared analyzer (type NGA2000, Rosemount)
with channels for HCN , NH3 and CH4.
A monitoring of the off-gas composition was required for the BMA-experiments
as stable long time operation conditions had to be found with a high HCN yield on
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one hand and without a risk of coking of the catalyst on the other hand. Numerous
experiments have been performed to find a good compromise for our bench-scale
reactor. The mixture that could be finally used to record the mass spectra and the
IE-curves consisted of 300 ml ·min−1 NH3, 150 ml ·min−1 CH4 and 50 ml ·min−1
He as internal standard. In other words, about 100 % ammonia excess was necessary
to enable stable long time operation. Even under these conditions the methane
conversion and equal to that the yield of HCN based on CH4 was only XCH4 =
YHCN/CH4 ≈ 74 %. The yield of HCN based on NH3 was correspondingly lower
(YHCN/NH3 ≈ 37 %). The commercial process for comparison employs only a slight
excess of ammonia (xNH3/xCH4 ' 1.1) and supplies HCN yields of more than 90 %
for CH4 and between 80 − 85 % for NH3. The instability of our laboratory reactor
with respect to coking could not be explained up to now but its smoothly varying
temperature profile (cp. Figure 4.6) is assumed to be one important reason. The
technical reactor shows a well-defined reaction zone with a sharp rise of temperature
at the inlet and a likewise sharp temperature drop at the outlet [164]. However,
the conversion achieved with our reactor was sufficient to study the reaction mass
spectrometrically. Figure 5.24 shows a mass spectrum recorded under the conditions
described above and Table 5.6 lists the observed peaks and their assignment.
In contrast to the mass spectra obtained for all other reactions studied the spec-
trum for the BMA-reaction shows several unexpected peaks which necessitate a
closer examination. The peaks at 19 amu (1H163 O
+) and 32 amu (16O+2 ) are caused
by traces of water and oxygen respectively which are stored from previous measure-
ments in the isolation material of the reactor and are flushed out now by the nitrogen
purging. Due to the construction of the reactor, the purging gas can be sampled to
a small extent but it can not participate in the reaction (q.v. Figure 4.4). The small
peak at 30 amu is probably due to ethane because the methane used for the exper-
iments contains traces of higher hydrocarbons (concentration of other CnHm than
CH4 certified to be ≤ 300 ppm). The presence of C2 hydrocarbons could also explain
the peaks from 38 − 41 amu as a reaction of them with ammonia would lead to the
formation of acetonitrile (m/z = 41 amu):
CH3−CH3 +NH3 → CH3−C≡N + 3H2 (5.17)
This assumption was verified by recording a mass spectrum at highest sensitivity from
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Table 5.6: Assignment table to Figure 5.24, significant ions bold, expected species red
mass
assignment ion type comment
in amu
1 1H+ fragment -
2 1H+2 parent -
4 4He+ atomic ion internal standard
12 12C+ fragment -
13 12C1H+ fragment -









3 radical ion? AP measurement required
fragment -14N1H+










13C1H+4 parent isotopic peak
14N1H+
4
ion-molecule reaction formed in ion source
18 15N1H+3 parent isotopic peak
16O1H+2 parent contamination
19 16O1H+3 ion-molecule reaction formed in ion source
26 12C14N+ fragment -




28 13C14N1H+ parent isotopic peak
12C15N1H+ parent isotopic peak
14N15N+ parent isotopic peak










12C14N1H+4 fragment AP measurement required
31 12C14N1H+5 parent not detectable




2 −12 C13H+8 fragment, parent AP measurements required
12C142 N
+ −12 C142 N1H+6 fragment, parent AP measurements required
5.4 Hydrocyanic Acid from Methane and Ammonia 106
Figure 5.24: BMA-reaction: V˙ = 500 ml · min−1, xNH3 = 0.60, xCH4 = 0.30, xHe =
0.10, mass spectrum for for Treactor = 1300
◦C
30−100 amu. The high intensity peaks below 30 amu could not be scanned with these
settings of the spectrometer as this would damage the SEM detector. Figure 5.25
shows the obtained mass spectrum together with a spectrum of acetonitrile taken from
literature [165]. Indeed, there is a good match between the acetonitrile spectrum and
the peaks from 38 − 41 amu (C2NHx, x = 0 − 3). The peaks from 42 − 44 amu
might either be assigned to hydrogenated species of acetonitrile or more likely to
propane and its fragments. The spectrum shows further peaks from 50−58 amu and
from 64− 70 amu which indicate traces of several other higher molecular species. It
can not be concluded definitely whether these molecules are formed by the reaction
of impurities (ethane, propane etc.) with ammonia (similar Equation (5.17)) or
if they arise from C − C bond formation reactions of C1 components during the
BMA-mechanism. The last-mentioned reaction path would then be the first step
towards carbon black formation frequently observed in the practical operation of
BMA-reactors.
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Figure 5.25: BMA-reaction: V˙ = 500 ml · min−1, xNH3 = 0.60, xCH4 =
0.30, xHe = 0.10, Treactor = 1300
◦C, high sensitivity mass spectrum from
30− 100 amu, comparison with a literature spectrum of acetonitrile [165]
The only intermediate on which can be concluded immediately from the mass
spectra is methylamine by its peak at 31 amu. This peak is only observable in
Figure 5.25 at very high sensitivity. However, the peak is too high to be an isotopic
peak (13C12C1H+6 ) from mass 30 amu and can hence either be a fragment of one of the
larger molecules or the molecular peak of methylamine. Unfortunately its intensity
is not sufficient for an appearance potential measurement so one has to consult the
IE-curve at 30 amu. Statements about the other species labelled red in Table 5.6
require the corresponding IE-curves as well.
5.4.2 Appearance Potential Measurements
Figure 5.26 shows a selection of relevant IE-curves measured for the BMA-reaction
under the experimental conditions described in the foregoing section. The assign-
ments of the determined threshold values is summarized in Table 5.7. The curves
were again obtained by recording full profile mass spectra and plotting the peak ar-
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eas against the electron energy. This procedure requires long time measurements
(several hours) but reduces the scatter in the curves conspicuously, a prerequisite to
determine threshold values for low intensity peaks.
Figure 5.26: BMA-reaction: V˙ = 500 ml · min−1, xNH3 = 0.60, xCH4 = 0.30, xHe =
0.10, Treactor = 1300
◦C, IE-curves at 15, 16, 26, 27, 28, 29, 30, 41 and 44 amu
The IE-curves at 15 and 16 amu do not show any indication for radicals because
their onset values of 14.5 eV and 13.0 eV are respectively too high to match the ion-
ization potential of one of the radicals. The curves at 26 and 27 amu, corresponding
to 12C14N+ and 1H12C14N+, are given here to document that the appearance- and
ionization potentials obtained by the vanishing current method agree within the pre-
cision of the measurements with literature values (q.v. Table 5.7). This is important
to rely on assignments for less unambiguous values as for example that obtained for
28 amu. This mass is by orders of magnitude dominated by 14N+2 but the measured
threshold value corresponds to the lower ionization potential of hydrocyanic acid
which has two isotopic combinations at this mass (1H13C14N+ and 1H12C15N+).
The remaining four IE-curves at 29, 30, 41 and 44 amu are more difficult to ana-
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Table 5.7: Assignment of the measured threshold values from Figure 5.26




in amu (experiment) (literature)
15 14.5± 0.6 12C1H+3 /12C1H4 14.01± 0.08 [155]
16 13.0± 0.6 12C1H+4 /12C1H4 12.63± 0.02
26 19.7± 0.6 12C14N+/1H12C14N 20.1± 0.2
27 13.7± 0.6 1H12C14N+/1H12C14N 13.7± 0.1 [166]
28 13.9± 0.6 1H13C14N+/1H13C14N 13.7± 0.1
29 10.6± 0.6 12C14N1H+3 /12C1H142 N1H 10.55± n.s. [167]
30 9.9± 0.6 12C14N1H+4 /12C1H143 N1H2 10.18± 0.07 [168]
41 12.5± 0.6 12C142 N1H+3 /12C1H123 C14N 12.38± 0.04 [169]
44 11.4± 0.6 12C13H+8 /12C1H123 C1H122 C1H3 11.27± 0.05 [170]
lyze because they show poor signal intensities and pronounced threshold curvatures.
However, the assignments are consistent with the corresponding literature values and
reveal interesting results. The onset value at 29 amu of 10.6± 0.6 eV corresponds in
fact to the ionization potential of methylenimine 10.55 ± n.s. eV [167]. This would
be in line with the work of Diefenbach et. al [66], who postulate besides a heteroge-
neous also a homogeneous formation route of hydrocyanic acid by dehydrogenation
of methylenimine:
H2C = NH → HC ≡ N +H2 (5.18)
The appearance potentials of the interfering ion 12C12H
+
5 which can be formed from
12C12H6 or
12C13H8 are with 12.45 ± 0.08 eV [171] and 12.02 ± 0.05 eV [172] respec-
tively significantly higher. Even larger is the difference to the isotopic combina-
tion of nitrogen 14N15N+ which appears at the ionization potential of nitrogen of
15.65± 0.1 eV [173]. Figure 5.27 shows the enlarged IE-curve at 29 amu with arrows
indicating the experimental onset value and the literature threshold values of the
three interfering species. The onset value at 30 amu was expected to be around the
ionization potential of 12C12H6 (11.56 eV [171]) but it was found to be significantly
lower (9.9 ± 0.6 eV ). This value matches much better the appearance potential of
12C14N1H+4 from methylamine
12C1H143 N
1H2 (cp. Table 5.7), a surprising result
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Figure 5.27: BMA-
reaction: V˙ =








because Figure 5.24 does not show the molecular peak of methylamine at 31 amu.
Nevertheless, this can be possible as this peak has only two-thirds of the intensity
of that at 30 amu [165]. Indeed, the same measurement at higher sensitivity (q.v.
Figure 5.25) shows a small peak at 31 amu. Nevertheless, the signals are altogether
too small to assess the presence of methylamine with sufficient reliability. The IE-
curve measured at 41 amu confirms the assumption of acetonitrile 12C1H123 C
14N as
the determined threshold value corresponds nicely to its ionization potential. Finally
the curve onset at 44 amu can be attributed to the ionization potential of propane
12C13H8 which is either an impurity in the methane or is formed in the reaction. The
peaks at 64− 70 amu belong than probably to butyronitrile.
5.4.3 Conclusions
In conclusion one can say, that it was also for the BMA-reaction not possible to
detect radicals. Even if they were formed, their life time would probably be too
short for them to reach the sampling orifice. However, it was possible to identify
methylenimine and with some reservation also methylamine by means of their out-
standing low appearance potentials. These results lead to the following proposal for
the homogeneous formation route of hydrocyanic acid:
H3C−NH2,s → H3C−NH2,g −H2−→ H2C=NHg −H2−→ HC≡Ng (5.19)
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The gas phase pyrolysis of methylamine according Equation (5.19) is well known in
the literature and can be used for example to prepare methylenimine for threshold
ionization experiments [174].
The last chapter of this experimental Part II will be dedicated to a summary
of the results obtained for all reactions studied and to a discussion of them with
reference to the background Part I.
Chapter 6
Discussion and Assessment of the
Method
Goal of the present work was the in-situ investigation of heterogeneously catalyzed
reactions with respect to transient gas phase intermediates using molecular beam
sampling mass spectrometry supplemented by the determination of ionization and
appearance potentials. The main focus was placed on the investigation of the Pt-
catalyzed hydrocyanic acid formation from methane and ammonia and the setup was
designed for this reaction. In addition, the setup was used to study the catalytic
combustion of methane, the ammonia oxidation and the ammonia decomposition.
These four Pt-catalyzed reactions have in common that they are believed to involve
transient gas phase species, in many cases radicals. It was in fact possible to identify
methylenimine (CH2=NH) as intermediate in the hydrocyanic acid formation, but
it was not possible to detect more short-lived species like radicals in any of the
investigated reactions, not even in the catalytic combustion of methane although
combustion reactions are known to proceed via radical chains. Consequently, the
question that has to be discussed thereafter is whether these results can prove the
absence of radicals and other very short-lived species in the gas phase or whether our
experimental setup was not suited to sample and analyze them.
To answer this question, the in-situ character of the method with respect to
heterogeneously formed transient gas phase species has to be assessed. The method
could be considered in-situ if it was possible to take a sample, representative for the
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reaction zone, and to detect the species of interest in presence of high concentrations
of interfering compounds. It could be shown that the mass spectrometric detection
supplemented by the threshold ionization technique is an excellent technique to fulfill
the latter requirement. Examples therefore were the detection of 13C1H+4 besides
16O1H+ in the catalytic combustion of methane (Section 5.1.3) and the detection
of 13C14N1H+ besides 14N14N+ and 1H122 C
14N1H+ besides 14N15N+ in the BMA-
reaction (Section 5.4.2). A much more serious problem is whether the analyzed
sample is really representative for the reaction zone or whether very reactive species
like radicals are lost before they reach the ion source of the mass spectrometer. This
question will be addressed in the following.
Problem I: External Nozzle
A fundamental problem arises from the use of an external nozzle to probe the gas
phase in the tubular reactor as schematically shown in Figure 6.1. At first glance,
Figure 6.1: Sampling of the tubular reactor by means of an external nozzle
the most straightforward solution to get a representative sample seems to be to place
the nozzle directly inside the reaction zone. Facing the high temperatures there, this
would definitely reduce the in-situ character of the method as the nozzle material
itself could serve as a catalyst. It would not be possible to distinguished in this case
whether observed species were part of the reaction mechanism inside the tube or
were formed on the nozzle surface around the sampling orifice. An efficient cooling
is impossible here because the heat dissipation through the thin-walled nozzle cone
is limited. The only possibility to avoid a participation of the nozzle material is
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to keep its temperature low by allowing for a sufficient distance to the reaction
zone. This was realized in our setup where the temperature profile of the heater
reaches its maximum about 90 mm in front of the nozzle and drops steeply behind
(cp. Figure 4.6). However, increasing the distance between reaction zone and place
of sampling goes along with a loss of reactive intermediates because of subsequent
reactions in the gas phase and collisions with the tube wall. This conflict will be
illustrated considering as example the BMA-reaction.
As described in Section 5.4, a total flow of 500 ml ·min−1 has been used to per-
form the BMA-experiments. This flow leads to a temperature profile corresponding
roughly to that shown in Figure 4.6 for an argon flow of V˙ = V˙ref = 600 ml ·min−1
(Tref = 273 K). The temperature at the tube end is under these conditions only about
600 ◦C and a participation of the nozzle surface can be excluded. The question is
rather, whether a transient molecule formed in the zone of maximum temperature
(∼ 85 mm in front of the nozzle), will survive its transport to the tube end or will be
lost in between. An explicit answer to this question can not be given here because it
would require a knowledge of the lifetime of the respective molecule under the exper-
imental conditions. However, an impression can be received by calculating roughly
how many collisions the molecule suffers before it reaches the nozzle.
Dividing the remaining tube length l (diameter d) according to the measured
profile into parts (lengths li, mean temperatures Ti) and summing up of the individual
















≈ 50 ms (6.1)
That is, the transient molecule thought to be formed at the temperature maximum
position had to survive about 50 ms before it would reach the nozzle. During this
time span it will undergo numerous collisions both with other molecules and with the
tube wall. The number of binary collisions Nm an individual molecule suffers with
















This equation was derived from the customary formulas of the kinetic theory of
gases [175, page 813]. It holds strictly speaking only for a single ideal gas with
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molar mass M and collision cross section σ and not for a complex mixture. However,
inserting arbitrarily the values for ammonia (M = 17 g ·mol−1, σ = 0.2·10−18 m2 [165,
page 6-47]) gives at least an idea of the dimension:
Nm ∼ 108 (6.3)
The number of collisions Nw a molecule performs with the tube wall depends on the
radial dispersion. A heterogeneously formed molecule transported in a flow layer near
the tube wall will surely perform more wall collisions than one formed homogeneously
in the tube center. Only a statistical value might be obtained by calculating the total
number of wall collisions in each volume element Vi and dividing it by the number of















The dimensions of Nm and Nw make clear that a highly reactive molecule like a
radical will most likely be lost before it reaches the tube end. Even if it survives the
collisions in the gas phase where a recombination requires a second radical and an
inert collision partner it will be lost in all likelihood by one of the Nw wall collisions.
Methylenimine in turn is known to be comparatively stable [167] and was probably
for this reason the only intermediate that could be sampled successfully. The conclu-
sion from this discussion is, that an optimal sampling arrangement requires to have
the nozzle much closer to the catalytic surface. It will be shown in Part III of this
work how this can be reached without violating the in-situ requirement.
Problem II: Interface Construction
Another problem concerns the construction of the molecular beam interface. The
intrinsic idea of this interface is to provide a collisionless transfer of the sampled
molecules to the ion source of the mass spectrometer. This was not given in our
setup as the nozzle chamber could only be pumped by rotary vane pumps. Even
with two of them (q.v. Section 4.7), the lowest achievable background pressure pnc
was only about 1 mbar (cp. Figure 3.1). If one applies Equation 3.21 to calculate
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the position of the Mach disk shock xM one finds it very close behind the nozzle
(dn = 125 µm):








· 0.125 mm = 2.7 mm (6.5)
The adjacent skimmer cone is located in a fixed position 6 mm behind the nozzle and
thus behind the Mach disk shock. From this it follows that all beam molecules have
to pass this shock wave, a region of high density, high pressure and high temperature
which leads to a loss of their unidirectional motion and possibly to a loss of collision
sensitive species. The interface, designed by the manufacturer of the mass spectrom-
eter, fulfills neither the criteria of a ‘Fenn’-type nor those of a ‘Campargue’-type
interface (q.v. Section 3.1.2) and needs to be reconstructed.
Conclusion
Notwithstanding the detection method which is excellently suited, the sample finally
analyzed in the mass spectrometer can not be considered representative for the chem-
ical composition in the reaction zone. In consequence thereof, the entire method can
not be termed in-situ and the non-detectability of transient gas phase species apart
from methylenimine must not be interpreted in terms of their absence in the inves-
tigated reactions. The only way to check if such species are present or not is to
reconstruct the setup under elimination of the problems outlined in the foregoing
paragraphs. Even though this requires a much higher experimental effort, it was de-
cided to accept this challenge and a new apparatus is currently under construction.
The ideas underlying this new setup will constitute the last part of this work and are






The core of the new setup is a tubular reactor probed via an internal instead of
an external nozzle. Figure 7.1 illustrates the operating principle. Internal nozzle
Figure 7.1: Sampling of the tubular reactor by means of an internal nozzle
means here nothing else than a tiny hole drilled directly in the tube wall which
must be catalytically active. Depending on the wall material the heating can either
be achieved directly by using the tube itself as an ohmic resistance or it has to be
done indirectly by any other method. The entire reactor is placed in a high vacuum
chamber which causes a free jet expansion of the reaction gas mixture through the
sampling orifice. A subsequent arrangement of skimmer and collimator extracts the
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center of this expansion to form a molecular beam aligned with the quadrupole mass
spectrometer. All gas phase species, even those just desorbing from the catalyst
surface around the orifice, should get into the pull of this expansion and should
be trapped within the molecular beam. No foreign body has to be placed in the
reaction zone making it possible to have temperature maximum, reaction zone and
nozzle at the same place. This principle conforms to the in-situ idea but is restricted
to catalytic wall reactors.
Even though the basic construction is already obvious from Figure 7.1, some mod-
ifications are necessary to adapt it to our task. Figure 7.2 shows a three-dimensional
cut view of the new reactor as it will be technically realized. The tube arrangement
and the nozzle section are shown enlarged in Figure 7.3. The reactor consists of
two concentric platinum tubes, each combining three operational elements. Firstly,
the tubes serve as catalyst, can secondly be heated by direct current flow and guide
thirdly the gas flow into and out of the reaction zone. The entire reactor is designed
to be symmetric to the nozzle, leaving its position fixed against thermal expansion.
The operating principle is as follows: As shown in Figure 7.2, feed gas is supplied
to the reactor evenly from both sides forming a reaction zone in the annular gap
between the inner and the outer tube. A strong direct current, supplied to both
tubes by massive electrical contacts, generates a symmetrical temperature profile
with its maximum on a level with the nozzle. Consequently, just a flow adjustment
is necessary to force any reaction zone to this position. A gold plated heat shield
encloses the outer reaction tube and minimizes heat dissipation to the surrounding
especially to the sensitive skimmer cone. The concentric tube arrangement offers
two catalytic active surfaces in close vicinity to the nozzle, one from the outer tube
directly around the hole and the other from the inner tube in close distance line-
of-sight to it. This minimizes any sort of collisions and raises hope to detect even
very short-lived species. The inner tube serves further as gas outlet as it has a small
opening diametrically opposed to the nozzle through which the effluent stream leaves
the reactor again symmetrical to the left and to the right. This counter current flow
preheats the inlet flow and flattens the temperature profile.
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Figure 7.2: New design: reactor - three-dimensional cut view
Figure 7.3: New design: reactor - enlarged nozzle section
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7.2 Interface and Vacuum System
7.2.1 Interface
Notwithstanding these attractive features, the use of an internal nozzle implicates a
challenging technical problem, namely to put the entire reactor operated at atmo-
spheric pressure and high temperatures into a high vacuum surrounding. In conse-
quence of the unfavorable Mach disk location obtained for the old interface (Equa-
tion (6.5)), it was decided to operate the new one in the low pressure, that means
in the ‘Fenn’-type regime. This offers the advantage to place the skimmer cone in
sufficient distance to the hot reactor but still upstream of the Mach disk shock.
The distance between nozzle and skimmer is less critical at low pressure in the
nozzle chamber than in the high pressure ‘Campargue’-regime (q.v. Section 3.1.2).
Nevertheless, some general criteria have to be considered. For example, a recommen-
dation for a ‘Fenn’-type interface is, to place the skimmer at a distance xs of the
nozzle not larger than one tenth of the hypothetical Mach disk location xM to avoid




On the other hand, it is also unfavorable to place the skimmer too close to the nozzle
as this would degrade the effect of the first pumping stage. A lower limit is given
in the literature to be the point where transition to free molecular flow occurs [67,
chapter 2]. The distance between the nozzle and this transition point depends on the
stagnation parameters (T0, p0, gas composition) and the nozzle diameter dn itself.
The stagnation parameters, being here nothing else than the reactor conditions, will
vary over a wide range in our experiments making an exact projection difficult. A sort
of worst case result can be obtained by calculating the value for room temperature
(T0 = 298 K). Nitrogen (M = 28 g ·mol−1) at atmospheric pressure (p0 = 1013 mbar)
can be used representative for a gas mixture. Concerning the nozzle diameter, the
new one should be larger than the old one. This will offer several advantages. Firstly,
a larger nozzle diameter leads to a higher beam intensity per steradian resulting in
better signal intensities. This will be beneficial for the threshold ionization technique
which contends with low ionization cross sections. Secondly it makes the nozzle less
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sensitive to blocking and provides thirdly some scope with respect to the required
pumpage. As the nozzle discharge depends quadratically from dn an increase from
125 µm to 150 µm is already substantial.
Performing the calculation for the p0, T0, M , dn values set above, the transition
from continuum to free molecular flow is obtained to occur about 0.5 cm downstream
the nozzle. The calculations were done according to [67, page 48] but are not shown
here as they would go beyond the scope of this chapter. Assuming 0.5 cm as a
general lower limit, Equation (7.1) leads to the requirement to have the Mach disk
shock at least 5 cm downstream the nozzle. Rearrangement of Equation 3.21 gives the








0.67 · 0.015 cm
5 cm
)2
= 4 · 10−3 mbar (7.2)
7.2.2 Vacuum System
The pumpage S (in l · s−1) required to maintain pnc below 4 · 10−3 mbar depends on





Q in turn depends quadratically on nozzle diameter (dn), the stagnation parameters

















Again, a reasonable value providing a profound basis for a pump selection, can be
obtained by performing the calculation for nitrogen (κ = 1.4) at room temperature




→ S = 3.7
4 · 10−3
mbar · l




The latter value is very important as it illustrates that considerable pumpage is
required to maintain a sufficiently low background pressure. In contrast to com-
mon molecular beam setups which use large diffusion pumps to operate their nozzle
chambers, this must be avoided here as such a vacuum contains always traces of the
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pumping oil. As one task of our new setup is to look for hydrocarbon intermedi-
ates, dryly working pumps are the only alternative. It was decided to use a large
turbomolecular pump with a pumpage higher than 1000 l · s−1. Figure 7.4 gives an
impression how the new setup will look like.
The dimensions of the new machine are provided by the vacuum requirements.
It will be considerable larger than the old one. In favor of the center of gravity, it
will be operated in vertical position. The reactor is mounted on a x,y,z -adjustable
platform (not shown in Figure 7.4) to allow for a precise positioning with respect to
the fixed skimmer cone. However, as calculated in Section 7.2.1 high signal intensities
will allow only a small distance between nozzle and skimmer (heat shield required).
The skimmer itself is fixed on a platform and this construction separates nozzle and
skimmer chamber. The collimator cone builds the tip of a cylindrical chamber which
is connected to the collimator chamber and contains the mass spectrometer (cp.
Figure 4.1). Movable bellows between skimmer- and MS chamber allow varying the
distance between skimmer and collimator to adapt the pressure to mass spectrometric
conditions. Both chambers are separately pumped by turbomolecular pumps.
7.3 Applications and Outlook
The new setup was designed to be as flexible as possible. In principle, any reactor
that can be probed via internal nozzle could be installed in the nozzle chamber. The
reactor described in Section 7.1 is solely chosen to have a simple system to study
platinum catalyzed reactions like the catalytic combustion of methane or the ammo-
nia oxidation. It will not allow for studying reactions involving hydrogen (ammonia
decomposition, BMA-reaction) as it would diffuse out of the platinum tubes over-
loading the turbo pumps. Such reactions would need to have the catalyst on a gas
tight support which can be heated by an indirect method. In any case, the principle
remains the same and even such more demanding reactors may be operated in our
new setup. Depending on the success of the mass spectrometric experiments, it could
also be tried to perform other spectroscopic methods on the molecular beam. The
traverse path of the bellows is sufficient to move the MS chamber out of the skimmer
chamber. The latter is equipped with suitable ports providing two optical axes per-
pendicular to each other and to the molecular beam. Such a cross-beam arrangement
could be used for example to perform laser induced fluorescence spectroscopy.
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Figure 7.4: New design: core features - vacuum system and interface
Chapter 8
Summary
Heterogeneous catalysis is characterized by complex chemical and physical interac-
tions between the surface and the bulk of the catalyst and the surrounding gas phase.
The present work is aimed at the in-situ investigation of the gas phase above a work-
ing catalyst with respect to transient intermediates. If such species were detected, it
would be an indication of reaction steps proceeding homogeneously in the gas phase.
The reaction of interest was the Pt-catalyzed formation of hydrocyanic acid from
methane and ammonia. To study this reaction under technical operation conditions,
a bench-scale model reactor, simulating a single tube of the technical tube bundle
reactor, was connected via a molecular beam sampling interface to a quadrupole mass
spectrometer. This particular instrument allowed to identify the beam constituents
both by means of their mass numbers and their ionization- and appearance potentials
respectively. The reactor consisted of an electrically heated ceramic tube, covered on
the inside with platinum, and could be operated at atmospheric pressure, tempera-
tures up to 1300 ◦C and gas flows up to 4000 ml ·min−1. Molecular beam sampling
has been applied to quench short-lived species arising in the reaction zone and to
provide their collisionless transport to the ion source of the mass spectrometer. As
radicals are an important group of gas phase intermediates in heterogeneous cataly-
sis, the determination of ionization and appearance potentials (threshold ionization
technique) was necessary to distinguish their molecular ions from fragments of inter-
fering molecules appearing at the same nominal mass in the mass spectrum. To gain
experience with the new method, the experimental setup has been used to investigate
in addition to the hydrocyanic acid formation further Pt-catalyzed reactions. The
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catalytic combustion of methane, the ammonia oxidation and the ammonia decom-
position were selected because they are also thought to involve different gas phase
intermediates.
The investigations were started with determination of the uncertainty connected
with the ionization- and appearance potential measurements. As the experimental
error is largely determined by the energy spread of the ionizing electrons, a simple
theoretical model, containing this spread as parameter, was fitted to the ionization
efficiency curve of helium. The He+-ion was chosen here as it has no low-lying
excited electronic states making the curvature at the onset of its ionization efficiency
curve exclusively determined by the energy distribution of the ionizing electrons.
This distribution was found to be of Gaussian-type with a standard deviation of
σ = 0.28 eV . Taking the experimental error as 2 ·σ ≈ 0.6 eV , the threshold ionization
technique allowed to discriminate between interfering ions which are separated in
their ionization- or appearance potentials by at least 0.6 eV . This requirement was
fulfilled by all of the expected intermediates.
The first reaction studied was the catalytic combustion of methane as combus-
tion reactions are known to proceed via radical chains. Contrary to the expectations,
neither a radical nor any other reaction intermediate could be detected. Only CO2
and H2O have been observed. However, this result could not prove the absence of
intermediate species as a temperature programmed experiment suggested that com-
plete conversion has already been achieved considerably upstream of the sampling
orifice. This was concluded because a thermocouple, fixed outside the tube at position
of maximum temperature of the external heater, registered a jump in temperature
when the reaction ignited but it registered no temperature change at the much higher
conversion jump caused by the parametric sensitivity of the tubular reactor to highly
exothermic reactions. Consequently, it seems that the reaction ignites at a position
predetermined by the external heater but shifts then axially towards the reactor inlet
like a burner flame, which, even when ignited in some distance to the burner tube,
moves rapidly to its upper end. In this case, the failure to detect radicals could be un-
derstood. If radicals were at all present in the reaction zone, they would have hardly
survived their transport to the tube end where the reaction mixture was sampled.
Even measurements performed at high gas flow failed to detect intermediates as it
was apparently not possible to shift the reaction zone in front of the sampling orifice.
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The reaction was not self-sustaining and the catalyst temperature near the orifice
was in all likelihood below the experimentally determined ignition temperature of
358 ◦C.
The second reaction studied was again an exothermic one, namely the platinum
catalyzed ammonia oxidation. Also the investigations on this reaction were started
performing a temperature programmed experiment. Similar to the methane combus-
tion, the ammonia oxidation showed an ignition point (∼ 220 ◦C), that was followed
some degree Centigrade higher by a sudden complete conversion of the understoichio-
metric component in consequence of the sensitivity of the nonisothermal reactor to
small temperature changes. In contrast to the methane combustion, the ammonia ox-
idation ran autothermically in the reactor. Utilizing this self-sustaining behavior, the
reaction zone could be shifted close to the sampling orifice just by increasing the gas
flow. Consequently, the reaction was screened across a wide range of temperatures,
flows and compositions but none of the intermediates proposed in the literature was
detected. Only the common oxidation products NO, N2O, N2 and H2O have been
found in varying amounts. As the reaction zone could be probed properly for the
ammonia oxidation, this result was interpreted with respect to the reaction mech-
anism. Although transient gas phase species can not be definitely excluded, their
concentration must at least be very low. In other words, it seems likely that the
ammonia oxidation proceeds so fast that any intermediate formed on the catalyst
surface reacts further before it can desorb in the gas phase.
One step towards the hydrocyanic acid formation was done by performing as third
test reaction the endothermic ammonia decomposition into the elements. This reac-
tion is likewise platinum catalyzed and reported in the literature to involve gas phase
radicals formed from ammonia by successive loss of hydrogen atoms on the plat-
inum surface. However, the measurements leading to these results were performed
at low pressures up to 1 mbar. Indeed, radicals could not be detected in our exper-
iments which were performed under atmospheric pressure. All measured threshold
values could be attributed to the appearance potentials of the corresponding ions
from ammonia or nitrogen. Nevertheless, there was again the question about the
interpretation of these findings. For endothermic reactions, the reaction zone was
given by the temperature profile of the external heater. Taking this into account,
calculations on the number of collisions between the gas molecules themselves and
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the tube wall casted doubts on the possibility that radicals formed in the reaction
zone could reach the sampling orifice. Consequently, the sample taken at the tube
end could not be considered to be representative for the reaction zone, making it
impossible to conclude about the radical concentration there.
The same arguments held of course for the hydrocyanic acid formation. Also for
this reaction, none of the determined threshold values corresponded to the ioniza-
tion potential of one of the expected radicals. An important result was, that the
threshold value measured at m/z = 29 amu agrees with the ionization potential of
methylenimine (CH2=NH) which is lower than those of any of the interfering ions.
The experimental proof of this intermediate is hence of importance, as it supports
a theoretical work published in the literature which predicts the dehydrogenation of
methylenimine to hydrocyanic acid as a homogeneous key step in the reaction mech-
anism. In contrast to radicals, methylenimine is known to be comparatively stable
and could therefore be sampled even some centimeters behind the reaction zone.
This result shows that the method is basically suited to detect transient gas phase
intermediates in heterogeneously catalyzed reactions and can be used to develop
or improve microkinetic models involving homogeneous reaction steps. However, a
careful investigation of the experimental setup showed that the entire method could
not be considered as in-situ with respect to real short-lived species like radicals. The
mass spectrometric detection itself was excellently suited, but the sampling process
would be hardly survived by a radical or any other highly reactive molecule. It was
found that the problem to obtain a representative sample out of the reaction zone
could be solved by drilling the sampling orifice directly in the catalytically active
tube wall. This method’s disadvantage is that the molecular beam sampling requires
placing the entire reactor into a high vacuum surrounding. As the latter requirement
is only a technical but not any longer a fundamental problem, the sampling system
was redesigned and a new machine is presently under construction.
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