The results are from a 6-km horizontal resolution 2nd, inner, nest of the model while the outermost model domain covers the pan-Arctic region, including the marginal ice zone and some of the land areas around the Arctic Ocean. Sea surface temperature and ice cover were prescribed from satellite data while sea-ice surface properties were modeled with an energy balance model, assuming a constant ice thickness. Five ensemble members were generated by altering the initialization time for the innermost nest, the surface roughness and the turbulent mixing scheme for clouds. The large size of the outer domain means that the model simulations have substantial deviations from the observations at synoptic-scale time scales. Therefore the evaluation focuses on statistical measures, rather than in details of individual ensemble member performance as compared directly to observations. In this context, the ensemble members are surprisingly similar even though details differ significantly. The ensemble average results features two main systematic problems: a consistent temperature bias, with too low temperatures below 2-3 km and slightly high temperatures through the rest of the troposphere, and a significant underestimation of the lowest clouds. In terms of total cloud cover, however, the model produces a realistic result; it is the very lowest clouds that are essentially missing. The
Introduction
Arctic climate has received considerable attention in recent decades due to the apparent enhanced sensitivity at northern hemisphere high latitudes to anthropogenic climate change, as compared to the global average [1, 2] . The ACIA (Arctic Climate Impact Assessment) report concludes that temperatures north of 60 °N increased by 0.4 °C per decade over the period 1966 to 2003, while the global average temperature increase was about half this value, 0.25 °C decade −1 . This fact, that Arctic near-surface temperatures increase more than the global average, has been termed -Arctic amplification‖ and has captured much interest, e.g., [3] [4] [5] [6] [7] . Especially the consequently decreasing perennial sea-ice cover has been discussed and the dramatic loss of summer sea ice in 2007 generated significant attention, e.g., [8] [9] [10] . It seems reasonable to assume that the Arctic amplification is due to some feedback mechanism(s). Although several candidates have been suggested, mechanisms responsible for the Arctic amplification remain elusive: the ice-albedo feedback [11] ; long-term loss of ice mass combined with inherent climate variability [12] and changes in the large-scale atmospheric circulation patterns, e.g., [6, 8, 13] ; radiative forcing due to changes in greenhouse gases [14] , clouds [15, 16] or both [17, 18] ; inflow of warm ocean water, e.g., [19, 20] , or a mixture of some or all of these factors. It is important to note that the amplification is also present in climate change scenarios, although the inter-model spread in the strength of the Arctic amplification is very large [21, 22] ; likely a manifestation both of a large internal variability and an insufficient description of the feedbacks in the Arctic climate system in the different models.
In the Arctic Ocean pack-ice there is a delicate feedback between the low-level boundary layer clouds present in the boundary layer, the semi-permanent ice-covered Arctic surface and the surface energy balance. In particular, presence of clouds over the Arctic Ocean often leads to surface warming, in contrast to the case over mid-latitude oceans [23, 24] . Only for a few weeks in summer do clouds have a cooling effect; this is due to a reduced surface albedo both as ice melts and as melt ponds form on the ice. In summer, the near surface temperature often stays relatively constant over the pack-ice, near zero due to the presence of melting ice [6, 24] . The largest warming is thus expected to take place in autumn and winter. However, many of the projected changes in the climate system are related to the changes in the length of the melt season, minimum ice extent and ice thickness, e.g., [25] . Twenty-first century model simulations show that significant reductions in summer ice extent is a likely scenario but reductions in future greenhouse gas emissions can moderate the likelihood of these events [26] .
Several studies show that global models often have difficulties in reproducing the current Arctic climate, suffering from severe biases; they are too warm especially in winter, have systematic biases in the surface pressure distributions and a large spread in the surface radiative balance [27] [28] [29] . In particular the simulation of clouds is very difficult [30, 31] . Some of the AR4-family of models even have an inverted annual cycle in cloud cover, with more clouds in winter and less in summer, in contrast to observations [32] . The modeled surface cloud radiative forcing is not consistent with satellite observations and also displays significant inter-model differences [30] . Practically all models overestimate the magnitudes of the surface sensible and latent heat fluxes, especially of the latter, and although the ensemble averages of surface net radiation are more realistic, the inter-model spread is very large [29] . These problems are reproduced in regional models when comparing to data from the Surface Heat Budget of the Arctic Ocean (SHEBA) experiment [33] ; the surface turbulent heat fluxes are from two to four times too large [24] regardless of sign and there are significant biases in the cloud representation [34] resulting in systematic errors in downwelling radiation at the surface [31] .
Controlled regional model experiments have been developed in order to improve the description of Arctic climate processes in numerical models. The Arctic Regional Climate Model Intercomparison Project (ARCMIP) [35] aims at comparing regional models in the Arctic and identifying model deficiencies with regards to Arctic sub grid-scale parameterizations and improving the formulation of different physical processes for implementation in global models. The first ARCMIP experiment targeted SHEBA observations on a relatively small domain; the performance of several regional models on a common domain was evaluated against yearlong observations from the SHEBA ice-drift [24, 36] . In a following study, Wyser et al. [34] found that the inter-model spread of simulated cloud-cover is very large and that many models do not agree with the observed annual cycle even in terms of monthly model means. Simulated albedo also shows large variability and biases during the melt season. Tjernström et al. [31] concluded from the same experiment that besides being poorly described, clouds were generally too optically thick for shortwave radiation in summer while being to optically thin in winter; the latter problem likely due to a problem with mixed-phase clouds. None of the models generate nearly enough liquid water in winter clouds. Thus, there is a need to improve the parameterizations for key processes that control the surface heat budget in order to improve the simulation of the surface melt season.
This first ARCMIP experiment benefited from the fact that the large scale climate was controlled by the prescribed lateral boundaries from global analyses [36] . However, Rinke et al. [37] demonstrate that uncertainties in the lateral boundary forcing and initialization can generate strong internal model variability for simulations within the pan-Arctic region. They find that the largest variability occurs in autumn/winter. As always in regional modeling there is a trade-off between the size of the regional model domain and the degrees of freedom for the regional model; this relates directly to the possibilities of direct comparison of local observations and simulations. Additionally, in the Arctic, limited observations are available for assimilation in the model providing the lateral boundary conditions for the regional model. Therefore the quality of the boundary conditions likely degrades with latitude. Thus while a large domain gives the regional model more freedom, it also ensures better boundary conditions, while a small domain ensures that the regional model dynamics follow the lateral forcing fields more closely, but the quality of that forcing is likely lower.
The size of the domain is also a consequence of the regional modeling application. The simulations in this paper have their root in a series of studies where COAMPS ® was applied to study the transport of di-methyl sulfide (DMS), a trace gas important for formation of cloud condensation nuclei and therefore for the formation of clouds [38] . DMS is emitted by biological processes, mainly in the very productive marginal ice zone (MIZ). The motive was to study how much of the observed variability in DMS concentration can be explained by variability in atmospheric dynamic processes alone [39, 40] . Since DMS is formed in the MIZ and transported in over the Arctic Ocean pack ice by the atmosphere the domain must extend through the MIZ and into the open water south of the ice edge; therefore the domain has to be pan-Arctic to cover all possible transport routes. [42] . They report that wind speed, surface pressure and relative humidity fields are reasonable well modeled. COAMPS ® underestimated the downward long-wave radiation and overestimated downward shortwave radiation compared to observations at times when there is only low-level clouds present, likely an effect of too little cloud liquid water (see also [31] ). In this study we extend the study from Birch et al. [41] . As in that study, the model simulations were conducted using a nesting technique with a pan-Arctic outer model domain and the innermost high-resolution domain centered at the AOE-2001 ice-drift area for August 2001. To facilitate the evaluation of simulations on such a large outer domain using in situ single-point observations, an ensemble approach is explored. The primary intent of this study is thus to investigate the robustness of the simulated meteorological results but in order to accomplish this, also to explore the potential to evaluate large-domain regional model ensemble simulations using detailed field experiment data. A small ensemble of simulations is therefore generated using different initialization times, sea-ice roughness and altering details in the boundary-layer turbulence description; the simulation evaluated by Birch et al. [41] is one of the members in this ensemble and the additional simulations were set up similarly. The model simulations were thus conducted using a nesting technique with a pan-Arctic outer model domain and the innermost high-resolution domain centered at the AOE-2001 ice-drift area, for August 2001. The manuscript is organized with a brief description of the observations followed by a description of the model experiment in Sections 2 and 3, respectively. The results of the simulations are described in Section 4 and the main results and conclusions are discussed in the 5th and 6th Sections.
Observations
The measurements during the AOE-2001 field campaign were based on the Swedish icebreaker Oden during July and August, 2001 [42] . Continuous atmospheric observations were made during a three week ice-drift with the icebreaker moored to an ice floe drifting from near 89.0 °N, 1.8 °E on Observations were carried out both onboard Oden and on stations on the ice. Here we use standard meteorological data from soundings deployed from Oden's helipad, released once every 6 hours during the drift, as well as navigational information collected at the weather station on board. We also use observations from a vertically pointing S-Band Doppler cloud and precipitation radar. The soundings, together with the remote sensing equipment, provide a quasi-continuous vertical-profile record of temperature, relative humidity, wind speed and direction, as well as clouds as a function of altitude. Lidar ceilometer and radar observations were used to access cloud base respectively cloud top heights. Moreover, turbulence and other meteorological variables were sampled by instruments on an 18 m telescopic mast on the ice during the ice drift. For more detailed information of the AOE-2001 equipment and measurement procedures, see [43] .
Model Set Up and Initialization
We use the Coupled Ocean Atmosphere Mesoscale Prediction System, COAMPS ® v3.1.1; a mesoscale model developed at the US Naval Research Laboratory, Monterey [44] . It consists of an atmospheric data assimilation system for initialization of the atmospheric state, a non-hydrostatic atmospheric forecast model and an ocean model; the latter is not used in this study. This model is used both for daily routine weather forecasts and for research. The atmospheric component utilizes a terrain-following σ z vertical coordinate with selectable varying grid resolution and allows for a number of user-defined nested grids, with a ratio of 3:1 reduction in grid spacing and time-step between the nests. Simulations were here run with an outer domain at a grid resolution of 54 km, while two smaller nests had grid-point spacing at 18 and 6 km, respectively ( Figure 1 ). The innermost grid was centered on the AOE-2001 drift track while the outer pan-Arctic domain covered the Arctic Ocean, the marginal ice zones and the open ice-free ocean, and parts of surrounding land areas as well as the northern North-Atlantic, thus covering all the main transport pathways into the Arctic Ocean basin. All grids use 45 vertical model levels, with the first three levels at 3, 10 and 17 m altitude; in total 15 levels were below 550 m while the model top was at 31 km. ERA-40 reanalysis fields at a resolution of 1° × 1° were used for initialization and as 6-hourly lateral boundary forcing at the outer domain. Sea surface temperatures and sea-ice fractions were prescribed from AVHRR (Advanced Very High Resolution Radiometer) and SSMI (Special Sensor Microwave Imager) satellite observations, respectively. The model uses a thermodynamic ice model with separate energy budgets for a constant-thickness sea ice with snow on the ice [45] . Thus, the ice and snow temperatures are allowed to respond to changes in surface energy balance, and to snow melt but not to the melting of ice.
The size of the outermost domain is important for the possibility to compare model results with observations. As the domain size increases, so does the degrees of freedom of the model and thus, without being unphysical, the model may develop an -alternative reality‖; a different realization of the development of the atmosphere consistent with the lateral boundary conditions that may deviate from the one single realization that happened, the reality. In this study, the size of the outer domain is chosen to cover the entire Arctic Ocean with its surrounding coasts. Due to the size, spatio-temporal detail may be lost but this can be counteracted by improving the quality of the analyzed boundaries that are closer to more routine observations.
Five different model simulations (see Table 1 for details) were started on 1 July, 2001, the start of the expedition, and last until the end of August 2001; the two outer domains was run for the length of the entire expedition. The outer domain was initialized using data from the reanalysis while fields from the domain immediately outside a nested domain were used to initialize that domain. The inner-most 2nd nest (the third domain) was initialized at different times, initially to save computational time. In three of the simulations the inner 2nd nest was initialized on 00UTC on 15 July (R2, R4 & R5; see Table 1 ) while in two simulations (R1 & R3) the inner-most nest was initialized later, at 00UTC on 1 August. [47] . The first four simulations were carried out with a version of this scheme that does not account for the effects of condensation and cloud water on the buoyancy term in the prognostic Turbulent Kinetic Energy (TKE) equation. One run (R5), while otherwise the same as R4, included a more sophisticated scheme where the turbulent mixing is calculated in moist conservative variables. All together, these five runs constitute the small ensemble of runs analyzed in this study. Using different initial times for the simulations is classical in ensemble member generation. This essentially expands on the effects of the inherently chaotic nature of the atmosphere. Changes in model physics, on the other hand, expand on the model uncertainty; the fact that no model is perfect and parameters in models are inherently uncertain. Changes in roughness arise from the understanding that this parameter is uncertain and is prescribed different in different models, often different from values estimated from field data. We use both the model's default value and a value that was determined from the observations. Finally, turbulent mixing and clouds is a well known issue in Arctic modeling and is therefore a natural choice. A large ensemble than five would of course have been better; this was constrained by available resources and the fact that this is a pilot study.
Results

Basic Model Performance
Figures 2-6 illustrate a few of the more prominent features that characterized the AOE-2001 ice drift and summarize some of the model results. Figure 2a shows the time-height cross-section of observed temperature from soundings. The most striking features are the two main intrusions of warm air, the first around 9-12 August and the second around 15-18 August. Both were associated with direct transport of air from the open ocean, the Greenland Sea to the south. In both these events, the temperatures around 1 km height (forthwith all heights are given above sea level) reached well above zero; the temperature reached 8 °C at ~600 m on 11 August which was the highest temperature observed anywhere at any altitude during the expedition [42] . Also seen are a few weaker intrusions earlier in the ice drift, 5-8 August, and colder boundary-layer temperatures, from midday 14 through 15 August. The lower troposphere was almost always near neutral or slightly stably stratified. Inversions frequently occurred, sometimes at the surface but frequently at the boundary layer top (cf. e.g., [24] ). The synoptic events, especially early in the period, are associated with enhanced wind speeds aloft and thus a deeper boundary layer forms decreasing the stability in the lower troposphere.
The ensemble average of the model simulations based on hourly model output (Figure 2b ) picks up the main features of the observations, the two warm episodes, but at significantly lower temperatures; a cold bias in the model is evident confined to altitude below 3 km. The timing of the first warm event is well captured in the ensemble mean; the second event is less distinct although the total time is also here roughly correct. The model ensemble also picks up a boundary-layer cold period; however, this is colder than in the observations and occurs about two days too early. The inter-model spread (Figure 2c) is low in the free troposphere (>2-3 km). During the first warm event it is also low in the lower troposphere, but is larger during parts of the second. There are also periods of larger ensemble spread close to the surface around 5-8, around 12 and 14-16 August. Figure 3 shows the near-surface air temperature from the observations on the ice, for the ensemble average and also for the individual model ensemble members. Also shown is the ensemble spread expressed as the ensemble standard deviation. First examining the observations, it is clear that the warm intrusions seen in the soundings are not observed near the surface. Near surface temperatures instead stayed mostly in the range between −2 and 0.5 °C. This is because the measurements were located on an ice flow with melting ice and snow. When the surface thermal forcing is positive, the surface temperature is in principle limited to near 0 °C as long as there is snow (fresh water) on the surface to melt. Similarly, substantial open-ocean surfaces must freeze over before the temperature can fall significantly; the freezing point of saline sea water is close to −2 °C. The air temperature fluctuates in this range until 14 August, when the temperature starts falling reaching ~−6 °C at around midday 15 August, after which it rapidly goes up again and continues to oscillate between 0 and −2 °C . All the ensemble members except one, (R3), shows a similar behavior, except for when the temperature drops around 14 August, it drops too much in all of the members but R1. The modeled ensemble averaged temperature follow the temperature evolution fairly well but with a cold bias, except during 9-11 August when there is also very little spread between the ensemble members. Before 8 August, one ensemble member (R3) is much colder and after 11 August most ensemble members are far too cold compared with the observations. (Figure 4a ). Tjernström [24] reports near-surface relative humidity during the ice-drift that was consistently high, never falling below 90%. The ensemble average show a deep layer of high relative humidity from the surface to about 3-4 km initially that gradually becomes more shallow with time to about 500 m to 1 km. Passing synoptic weather systems are seen as vertically coherent bands of high relative humidity; several brief ones around 5-7 August and more major systems around 3, 11-12, 16-17 and 19 August. Between some of these, the observed free troposphere relative humidity becomes very low, down to 20% at 3-4 km; see 9-11 and around 13 August.
In a general sense, the ensemble averaged model results (Figure 4b ) agrees well with the observations. The model ensemble average again picks up the main features, although the moist layer is somewhat deeper than in the observations. The model also picks up some passing weather systems but not all; one around 12 August seems to be absent or at least much weakened and the one passing 16−17 August arrives earlier than in reality. Although the air aloft is drier in between some of the simulated weather systems it never becomes quite as dry as in the observations, e.g., see around 10 August. The ensemble variability is highest in the free troposphere; this is expected since the relative humidity in the lowest layer is close to 100% all the time in all ensemble members as in the observations, and cannot get any higher. The ensemble variability in the free troposphere is, in contrast to that of temperature, larger and highly coherent in the vertical, and likely tied to the phasing of the weather systems. Higher values are consequently found close to onset and the end of these events. In some cases the agreement between members is better, for example around 6 August and for most of the system passing on 16-17 August. The model performance for the scalar wind speed is poorer than for temperature and relative humidity ( Figure 5 ). On the other hand, there is less temporal coverage in the observations that also appear biased such that wind speed observations are more often missing for high-wind events. For example, the weak wind maximum simulated at the start of the evaluation period hinted in the model (Figure 5b ) cannot be evaluated since the wind soundings failed for that time period. There is an indication of an observed wind maximum on 5-6 August that is absent in the model ensemble mean, which is also the case for the maximum around 12 (see above) and 16 August. One of the main events however, around 7-9 August, is captured by the ensemble average, although weaker than in the observations, occurring somewhat later and also lasting longer.
Examining more details (not shown) it is clear that the most important difference in a larger scale context between the ensemble members is, somewhat surprisingly, due to the start time for the inner nest; recall that the outermost domain is the same for all runs. Given the size of the innermost nest (see Figure 1b) one would have expected it to be -flushed through‖ by the boundary conditions from the outer nests much faster than the differences in initialization time, unless a weather situation develops with small fluxes in or out of the innermost domain, in which case the internal variability might be larger. In the ARCMIP simulations of the SHEBA data [31, 34, 36, 48] the domain was purposely chosen small to ensure that the regional models conform to the imposed larger scale circulation. One way to confirm this was a comparison of the simulated and observed surface pressure, e.g., [48] . Figure 6 shows a similar comparison for the present model ensemble. It is clear that the modeled and observed pressures spans about the same values but that the amplitudes of the large-scale pressure variations are smaller in all the ensemble members than in reality. While also being somewhat different in the members, the total variation in the ensemble mean is as much as a factor of two low, and some weaker weather systems are entirely missing, e.g., 6 August. One other significant difference is that the ensemble seems to lead the observations; except for before 5 August, the extremes occur earlier in the model than in the observations. From 17 August there is a significant increase in surface pressure in all ensemble members except R1, that is absent in the observations. The fact that most local maxima and minima in the surface pressure occur roughly simultaneously in all members, except for after 17 August, seems to indicate that these deficiencies are partly inherited by the forcing fields at the lateral boundary and then slightly modified in the nested domains. The reason for the large discrepancies from 17 August and onward is not understood, although it can be noted that the three members most similar to each other, and also the most in error, are the ones that were initialized earlier. 
Systematic Biases
The analysis above indicated some systematic biases in the model manifested by the ensemble average, in contrast to being an effect of stochastic variations between ensemble members. Figure 7 quantifies some of these showing vertical profiles of the ensemble mean bias and its spread for temperature, moisture and scalar wind speed; mean biases for the ensemble members are also shown. The time-height cross-sections of the simulated temperatures (Figure 2b ) indicated that the model average tend to produce a cold bias in the lower troposphere. This is confirmed in Figure 7a ; below ~3 km the simulated temperatures are too low. Near the surface the mean temperature bias is ~−2 °C while the individual member's bias ranges from slightly above zero to ~−3 °C. This negative bias has a maximum near 700 m of ~−4 °C; the height is consistent among the ensemble members but the magnitude varies between −3 and −5 °C. This height also corresponds roughly to where the main cloud layer is in the models; see below. The models on average produces too dry conditions in the lower troposphere, below ~2 km, in terms of specific humidity (Figure 7b ). The bias in relative humidity, however, has the opposite indication compared to that in specific humidity; the too cold layer in the lower troposphere is on average 5-10% too moist (Figure 7c ). Thus the low-level dry bias in specific humidity (Figure 7b ) is a consequence of the temperature bias; an effect of a cold bias and air close to saturation (Figures 2 and 4) . In the free troposphere, 2-10 km, these biases are reversed. The temperature is slightly too high and the specific humidity is also too high while the relative humidity is too low, although the ensemble average bias in the latter changes sign in the layer just below the tropopause. The modeled wind distribution errors are rapidly varying in space and time ( Figure 5 ) but the ensemble average bias is mainly negative and increasing with height, from around zero near the surface to a maximum error of ~−7 ms −1 close to the tropopause. To the extent that the mean wind shear over the depth of the troposphere is a proxy for the background baroclinicity, this is likely a manifestation of an underestimation of the intensity in the simulated weather systems, also consistent with the too weak variations in surface pressure seen in Figure 6 . There are slight differences in the magnitude of these biases between the different ensemble members but the vertical structure is the same throughout the ensemble. For example, the coldest member overall is R3 with a larger (smaller) cold bias in the lower (free) troposphere. On the other hand, an ensemble mean bias is only statistically significant in temperature in the sense that the ± one standard deviation interval spans zero (no error) through the troposphere for the other three variables; the null hypothesis can thus be rejected only for the temperature. This indicates that at least the bias in temperature is a result of the model itself rather than coming from the model ensemble and that the root cause lies elsewhere in the model physics than in the factors that were altered to generate the ensemble in the first place. The ensemble spread in temperature and relative humidity seems to be relatively height invariant; for specific humidity it varies with the absolute temperature and is thus smaller in the colder conditions aloft. The spread for the simulated winds are also distinctly lower below about 1 km; this is also where the wind bias itself is the smallest.
The vertical structure in the temperature bias strongly resembles the vertical structure of the radiative heating/cooling from the model (Figure 8 ) with a strong cooling in the 500-1,200 m range. The radiative tendencies however remain negative through the troposphere even where the temperature has a warm bias ( Figure 7a) ; quite clearly the cold bias in the low troposphere can be inferred from the radiative tendencies while other processes come into play aloft and warm-air advection may be the dominant process, over-compensating the smaller radiative tendencies. The low-level cold bias and its resemblance to the radiative tendencies points to problems with the interactions between low-level clouds and radiation. The observations indicated a high frequency of occurrence of very low-level clouds [42] ; these clouds are to some degree not present in the model. While the observations indicate a predominance of a lowest cloud base close to the surface, below 150 m, all ensemble members have a lowest cloud base between 200 and 800 m (Figure 9a ). The lowest cloud top in the observations commonly occurred around 500 m; in the models this is displaced higher to between 800 and 1,200 m (Figure 9b ). The statistics for the highest cloud tops is very similar to the lowest cloud top, indicating that single-layer low clouds dominate; for single layer clouds the highest and lowest cloud tops are the same. In the model, the highest cloud tops, compared to the lowest, are displaced somewhat upward. Thus, although the cloud fraction is continuously high, in ensemble members as well as the observations, and the main cloud layer seems to roughly conform to observations, the very lowest clouds with cloud bases typically around 0 to 150 m are less frequent in the model. There is also a tendency, although less so in R5, to confine cloud layers to one or a few grid points in the vertical; the clouds do not seem to mix in the vertical as they did in reality. On the other hand, free troposphere clouds occur slightly more often in the models than in the observations. In conclusion, modeled low-level cloud layers are thinner and displaced at higher altitudes compared with observations while cloud occurrence appears reasonable. Too high and thin clouds reduce the incoming longwave radiation at the surface and thus contribute to the cold bias. Table 2 ). The individual ensemble members also mostly agree on high cloud water path in the periods with warm air intrusions, 9-11 and 15-18 August, associated with synoptic weather systems, however, while the first period is dominated by liquid water the latter period has a more even balance between ice and liquid. A few briefer periods with large cloud water path (CWP) associated with synoptic weather also occur. Before 4 August the situation is dominated by ice clouds while the episode around 7 August is dominated by liquid water clouds. Between all these periods the total cloud water path is lower and dominated by liquid water, indicating single-layer low clouds. Unfortunately observations of CWP are not available for comparison, but a comparison between the ensemble members shows a large variability in the exact timing of different weather systems. For example, the LWP peak around 7 August appears only in three of the ensemble members (R2, R4 & R5), which are the three members that were initialized early, and is not present in the other two. Two members (R2 & R5) start the 15-18 August episode earlier while the remainder of the members (R1, R3 & R4) starts it later; the total time for the weather system to pass, however, is similar in all ensemble members. This indicates that both the initialization time and the choice of model physics affect the detailed development in the ensemble members significantly even when the overall development is similar. In between these two periods the LWP is lower, indicating single-layer low clouds. 
Surface Exchange
The measurements of turbulent and radiative fluxes at the ice surface allow a comparison of the modeled and observed parameters important for the surface energy balance (Figures 11 and 12) .
Although the PDF of TKE for all ensemble members peak at a finite non-zero value, while the observation PDF peak at zero, there is in general a good agreement between the models and the observations in a statistical sense (Figure 11b ). Also the distributions for surface turbulent momentum fluxes are in good agreement (Figure 11a ). This is contrast to the results from the ARCMIP SHEBA experiment, e.g., [48] , and also to experience from the GEWEX Boundary Layer Study (GABLS, cf. e.g., [49] ). In all these studies the modeled turbulent momentum fluxes were systematically overestimated especially for stably stratified conditions. Surprisingly, there is only a small difference in momentum flux between runs with different surface roughness. The two runs with lower roughness (R1 and R2) show lower TKE values, but have only marginally lower momentum flux. Apparently the near-surface wind speed to some degree adapts and compensates for the lower TKE by a larger wind shear, which in the models together with turbulence determines the momentum flux. On the other hand, R3 has low values of both TKE and momentum flux, which indicate the importance of clouds (see above). As expected the run in which moist processes are included in the TKE equation exhibits the largest TKE and momentum flux. The corresponding modeled distributions of surface sensible and latent heat exchange show fairly small biases compared with observations (see Figure 12c, d ). There is a tendency that modeled latent heat exchange is somewhat small, except for in R4 where the PDF is close to the observed. It should be noted, however, that the observed distribution of latent heat fluxes is derived from a significantly smaller dataset due to a lack of observations for long time periods caused by technical problems in observing water vapor fluxes in this moist environment [24] . The sensible heat flux is quite well captured by the model, with a slight tendency to overestimate negative and underestimate positive fluxes. In general, however, the sensible heat flux is-in a statistical sense-well captured.
Statistics of modeled incoming short-wave radiation at the surface (Figure 12a) show a small positive deviation from the observations, the most significant perhaps being the lack in the model of the observed high-value tail, present in the observations. This indicates that although in a more general sense the models underestimate the clouds, they also miss the few brief periods when clouds disappear entirely or almost entirely (cf. e.g., [41] ); thus the cloud fraction is somewhat overestimated (cf. e.g., [41] ). Incoming long-wave radiation (Figure 12b ) is systematically biased low by the models; the simulations also miss the low-value tail present in the observations for low cloud fractions. The median biases range from ~−20 to ~−30 Wm −2 ; the corresponding negative bias in blackbody temperature is 4-6 °C . A large part of this error could therefore easily be caused by systematic errors in the clouds. A higher cloud base translates directly to a lower cloud-base temperature, thus theoretically this error can be explained by an upward displacement of the clouds compared to reality as is indeed the case here.
Discussion
As discussed in the introduction, using a large outer model domain allows much freedom to establish differences in the temporal development at a given point; this makes a direct comparison with single-point observations difficult. Therefore, the majority of the results presented above are discussed in a statistical framework. Given that the detailed observations are only available for roughly a three week period; this also introduces uncertainty by having a short sample. On the other hand, by not assimilating any observations we allow potential differences between simulations time to develop. Below we discuss some of these differences between the model runs confining the discussion to (i) comparisons of pairs of runs with only one parameter changed at the time and (ii) to differences that are statistically significant at the 95% level, using a Student T-test.
The effects of using different initiation times can be assessed by comparing results from R1 with R2 and R3 with R4. These two sets of model experiments are identical except for the higher sea-ice roughness in R3 and R4. From Figure 7 we find that the ensemble members with a longer initiation, R2 and R4, produce a somewhat smaller bias in temperature, humidity and wind speed in the lower troposphere. There are noticeable differences in model performance during the first week of August, where the run with shorter initiation produce very cold surface temperatures associated with cloud-free conditions (compare with Figures 3 and 10) . On the other hand, later in the simulation R4 produce an excessive cold period that is not present in the observations. The difference in cloud characteristics between these two runs is small; R4 tends to produce somewhat thicker clouds (see Figure 9 ) and has higher mean LWP (Table 2 ). For the surface energy exchange, it seems that model with longer initiation produces a slightly smaller bias in net long-wave flux, probably due to higher average cloud fraction and possibly also due to higher temperatures in the lower troposphere. The surface short-wave flux is also slightly reduced for R4, compared to R3, due to higher effective albedo. Notice also an increase in surface momentum flux and TKE going from R3 to R4, although these differences are just barely statistically significant and correspondingly increased fluxes of sensible and latent energy.
To evaluate the effects of using different values of roughness length over ice, we compare output from R2 and R4. Using a higher roughness length over sea ice tends to produce clouds on a higher average altitude (Figure 9 ). Even though R2 tend to give a higher average liquid water path (Table 2 and Figure 10 ), this simulation surprisingly shows less bias in the incoming long-wave radiation compared with R4 (Figure 12b) . One explanation for this could be the fact that clouds at a higher altitude are colder and therefore produces less downward long-wave radiation, thus increasing the net surface energy loss, compared to clouds closer to the surface. Furthermore, we find that an ensemble member with higher roughness (R4) produces relatively larger and negative biases in temperature and humidity close to the surface (Figure 7) .
Finally, we examine the impact of moist processes by comparing results from R4 and R5. It is clear that the more complex scheme in which moist processes affect the turbulent mixing produces results that significantly reduce the negative temperature and humidity bias in the lower troposphere present in all simulations ( Figure 7 , see also Figure 3 ). The wind speed bias in the lower troposphere (<2 km) is positive for R5, in contrast to the other runs, an effect of relatively higher turbulence in the lowest part of the troposphere (Figure 11b) .
Considering the clouds in the model we find from Figures 3 and 10 that R5 tends to produce rather short periods with cloud-free conditions. This is the evident when comparing with ensemble members R1 and R3 but also in relation to R4 where the temperature drops excessively in the later part of the simulation period. Notice also that the model run with the moist turbulence scheme also seem to give somewhat deeper cloud layers with a lower cloud base, compared with the other model simulations; this is expected and points to the importance of a more realistic cloud/radiation/turbulence coupling.
Summary and Conclusions
Presented here is an evaluation of a small model ensemble of five members for the summer central Arctic Ocean using the COAMPS ® regional atmospheric model. The simulations are carried out for the month of August 2001, and observations from the AOE-2001 expedition are used for evaluation. The ensemble is built around three model perturbations, concerning the length of the time of initiation for the inner nest in the regional model, the surface roughness over sea-ice, and the inclusion of moist processes in the turbulent mixing. The ensemble members are otherwise identical; the lateral boundary condition comes from ERA-40, sea surface temperature and ice concentrations from satellite observations, while a thermodynamic ice model with a fixed ice thickness provides the surface boundary conditions over the ice. The simulations were set up with a pan-Arctic outer domain and two nested domain. The aim of this study is to evaluate COAMPS ® for Arctic summer conditions while using a pan-Arctic outer model domain and consequently to explore the use of a model ensemble to be able to utilize single-point in situ observations in the evaluation. While being predictable in principle, the exact atmospheric circulation in a regional model is expected to deviate from reality even in a perfect model; this is a consequence of the chaotic nature of the atmospheric processes. This means that several different synoptic-scale developments may appear, all consistent with the specified boundary conditions and all equally plausible. This freedom grows with the size of the regional model domain. For some applications, the use of a large domain in the Arctic may become unavoidable. For example for regional coupled ocean/ice/atmosphere modeling, there is a need to encapsulate the entire pack-ice area since there is no coupled reanalysis that can provide lateral boundary conditions for the ice and the ocean. Another example is for estimating long-range transport of trace-gas constituents, such as that of di-methyl sulfide from the marginal ice zone and in over the pack ice (e.g., [39, 50] ); this application necessitated the large outer domain used here, thereby enhancing this freedom for the model compared with previous studies, e.g., [31, 48] , and thus complicating a direct evaluation against in situ observations at a single location. To alleviate this problem, most of the evaluations described here are performed in a statistical framework. Comparisons are discussed either in terms of differences between the model ensemble and the observations or comparing individual model ensemble members to each other rather than comparing any single model directly to the corresponding observations on a point-by-point basis. The use of an ensemble of models and evaluating against in situ data is shown to provide useful information about the numerical models abilities and discrepancies that would have been difficult to ascertain from a similar evaluation using just one model run. It should be noticed here that, for example, previous evaluations within the ARCMIP framework were also ensembles but consisting of several different models run in a single-run configuration; this also provides useful information but of a different kind. The optimal way of designing a model ensemble, however, remains to be determined.
In terms of model deficiencies, the two largest problems appearing in all ensembles members are the systematic temperature biases and a relative lack of low clouds. There is also a significant bias in the specific moisture which we interpret as a direct consequence of the temperature bias, at least in the lower troposphere. The systematic temperature bias, with a cold bias in the lowest ~2-3 km and a weaker warm bias through the rest if the troposphere, seems to originate in interactions between the clouds and radiation processes. The most obvious link between them are a striking similarity between the vertical structure of the mean radiative tendency and that of the temperature bias, in addition to the location of largest negative biases in the layers of the atmosphere that is frequently occupied by clouds-in the model as well as the observations. To some extent this problem is augmented by an apparent lack of vertical mixing in the cloudy layers, manifest in a tendency for clouds to occupy single grid layers and not spread out in the vertical; this is handled somewhat better by the model with a more realistic turbulent mixing scheme including moist processes.
The sign of the temperature bias and the radiative tendencies, however, have opposite signs in the free troposphere, thus here the interaction between the clouds and the radiation cannot explain the whole temperature bias. There also seems to be a systematic underestimation of the intensity of the synoptic-sale weather systems, manifest in the too low bulk wind shear across the troposphere and the too week surface-pressure fluctuations. It is difficult to reconcile these problems using a proven regional forecast model continuously forced at the boundaries by atmospheric reanalyzes from ERA-40. It may thus be that these problems are to some degree inherited from the forcing model, either by systematic problems with the Arctic region or from the coarse spatial resolution of the forcing data.
All members in the ensemble, although to a varying degree, underestimate the amounts of the very lowest clouds, compared to the observations. In terms of the total cloud cover the models agree with the observations in showing a predominantly very cloudy environment. Also in agreement with the observations, most of the modeled clouds appear below 1 km; low clouds thus dominate. However, while the observations show frequent cloud layers between below 100 m and up to ~800 m, with infrequent deeper clouds up to several kilometers associated with weather systems, the different ensemble members have lowest cloud bases spanning from 200-700 m and cloud tops most often between 800 and 1,100 m; the model also more often have cloud systems with cloud tops in the 1-3 km height range. The low cloud layers are thus present in all ensemble members but are often thinner and almost always at a somewhat higher altitude. It is somewhat puzzling that the lowest level clouds are essentially entirely absent in all members while the relative humidity in this layer is in fact overestimated.
A possible interpretation can be based on three specifics; most are illustrated in Figure 13 :
(1) Clouds are most frequent in the warmest (lowest) layer of the troposphere (cf. e.g., Figure 9 ); (2) None of the simulations seems to capture mixed-phase in the sense that liquid and ice cloud water never share the same grid points; (3) Examining the cloud water, frozen or liquid, as a function of temperature there appears to be an -excluded zone‖ in temperature/cloud-water space in which neither forms of cloud water appears. Moreover, this -gap‖ spans a large region of realistic low-level liquid cloud water contents at temperatures in this boundary layer, roughly −1 °C > T > −10 °C and liquid water content <0.05 g kg −1 . Figure 13 . Scatter plot of (red) liquid, (blue) ice, (green) snow and (black) rain water mixing ratios, all in g kg −1 , against temperature for all the runs. Note that the green and black precipitation mixing ratios points are plotted under the cloud water mixing ratios to highlight the gap between liquid and ice cloud water.
A possible reason for the lack of low clouds in this -gap‖ could therefore be that cloud liquid water rapidly undergoes transformation to frozen precipitation and falls out, the Bergeron-Findeisen process, thereby eliminating the cloud. This is supported by the fact that much of the modeled snow mixing ratios are found in this gap, with a significant overlap with liquid cloud water; very few cases of snow mixing ratio is found overlapping with cloud ice.
Somewhat surprisingly, all ensemble members have realistic TKE and momentum fluxes at the surface. These are in a statistical sense very similar between the ensemble members, even for those with very different surface roughness over sea-ice, and agree well with the observations. Also, the turbulent surface heat fluxes are well described. There is a slight tendency that the heat fluxes have too large magnitudes, regardless of sign; both are small. All ensembles members have systematic biases in incoming radiation at the surface, overestimating the shortwave component and an underestimating the longwave component, consistent with the underestimation of low clouds. Both distributions also lack high/low-value tails, seen in the observations for clear-sky conditions. In summary, with the exception of the significant temperature bias and a systematic lack of the very lowest clouds, the model ensemble in a statistical sense reproduces observations from the central Arctic Ocean during August 2001 when the AOE-2001 expedition provided detailed observation taken over the perennial central Arctic sea ice. In particular, the important energy fluxes at the surface are in good agreement with the observations. A lack of high wind speeds in the upper troposphere and too low amplitude in the surface-pressure variability on synoptic time scales indicate an underestimation of the baroclinic activity manifested by weather systems. The time-resolved details of the observations are in some, but not all, respects reproduced by the model ensemble members and differences both between the ensemble members and between the ensemble average and the observations can be explained by the relatively large pan-Arctic model domain allowing large freedom for the model to develop its own synoptic scale developments while still conforming to the lateral boundary conditions. The results illustrate how a single-model regional ensemble may be utilized to evaluate regional model performance using in situ observations.
