Let S,, n > 1, be the partial sums of i.i.d. random variables with negative mean value. Many papers (see, for example, [l, 2,5,6,7,9,11]) give us different theorems on the tail behavior of the distribution of sup{&, n > 1). In this paper the final versions of these theorems (with necessary and sufficient conditions) are presented. The main attention is paid to the necessity part of these theorems. 0 1997 Elsevier Science B.V.
Introduction
Let t1,t2, . . . be an independent random variables with common distribution function F(x) on (-00, co); F( + 0) < 1. Denote F(x) = 1 -F(x). Let So = 0, s, = 51 + ... + 5,,, n 2 1, and put M = sup{&, n > 01.
We assume hereafter that Emax(0, tl) exists and LI = Et, E [ -co, 0); hence S, drifts to -cc and M is finite almost surely.
The problem is to describe the asymptotic behavior of the probability P{M 2 x} for large x. Put q(il) = Ee"'l and /? = sup{2 2 O:cp(l) < 1). Since P{tl > 0} > 0, B < co. Then only three cases can occur:
(i) /3 = 0, "the power tail (or subexponential) case";
(ii) b > 0 and q(p) < 1, "the intermediate case"; (iii) /3 > 0 and q(p) = 1, "the Cram& case".
It turns out that the asymptotic behavior of P{M 2 x} heavily depends on the case which takes place. To state theorems in "subexponential" and "intermediate" cases we need the following definitions.
Definition 1. The function f(x) > 0 is called to be locally power, if, for each fixed t,f(x + t) -f(x) as x + co.
Definition 2. We say that the distribution G on [0, co) with unbounded support belongs to the class Y of subexponential distributions if (G * G)([x, co)) -2G([x, m)) as x + co. Equivalently, P{vl + y/2 2 x} -2P{q1 2 x}, where the independent random variables q1 and q2 are distributed according to G. It is proved in Chistyakov (1964) that if G E 9, then the function G([x, co)) is locally power. In particular, if the distribution of the random variable tll{tl > 0} is in Y, then p = 0.
Definition 3. We say that the non-lattice distribution G on [0, 00) belongs to the class Y'(y), y > 0, if the function eYXG ([x, co) ) is locally power, Ji eY'G(dt) coo, and (G * G) (1x> a)) -cG([x, 00)) as x -+ co for some CE(O, co). We say that distribution G on the lattice {nh, n EZ+ } belongs to the class Y(y), y 2 0, if the previous properties hold with x taken as a multiple of lattice step h.
If y > 0 and GeY(y), then it is known (see, for example, Borovkov, 1976 , Section 22) that
in the case of non-lattice distribution G and It is known (see Feller, 1971, Ch. XII; Borovkov, 1971, Section 22 ) that the distribution tail of the supremum A4 may be calculated by the formula, x > 0,
where the random variables ii are the independent copies of i.
The subexponential case
Define the distribution E on [0, co) by
Since Emax(0, cl) exists, E is well defined. Note that if the distribution of the random variable <lZ{[I 2 0) belongs to 9, then P is also subexponential. The converse assertion is not true. Indeed, the tail of the distribution F with atoms 3/4k at points 2k, k = 1,2, . . . , is not locally power and therefore, by Theorem 2 (Chistyakov, 1964) , F$Y. Nevertheless, the corresponding distribution fi is subexponential.
The implication (i) = (ii) for so-called sub-power distributions is proved in Borovkov (1971, Section 22) ; in the present form it is proved in [Veraverbeke (1977) ]. The implication (ii) * (i) is proved in Embrechts and Veraverbeke (1982, Corollary 6.1) and Pakes (1975, Theorem 1) in the only case when the random variable t1 is the difference of two independent random variables <i = q -[, where [ has an exponential distribution and 9 >/ 0.
Proof. (ii) * (i): Since (see Chistyakov, 1964) and (see Borovkov, 1971 , Section 22, Theorem 10.11) 
(i) the distribution of the random variable g,1{51 2 0} belongs to Y(p);
(ii) as x + 00,
(iii) P{M 3 x} -G(x) as x + co for some c E (0, co). D. KorshunovlStochastic Processes and their Applications 72 (1997) 97-103 101
In view of (1) and (2), the relation (6) 
= 11 + 12 + 13.
(7)
Since the function e@"F(x) is locally power, by condition (iii) the function eaxP{M b x} is also locally power and there exists a sequence y = y(x) + cc such that as x + co uniformly in 1 h 1 d y(x). Therefore,
e"'dF(t) N P{M 2 x}Eebc, x + 00.
-co (8)
In view of condition (iii), convergence (8), and Chebyshev inequality, we obtain Z2 = F(y)P{M 3 x -y} -P{t 3 y}cP{t 3 x} epY
Using condition (iii) and substituting (9) and (10) into (7) (11) and (12) 
The implication (i) * (ii) is known as Cram&r's estimate and may be found in Cramer (1955) and Feller (1971, Ch . XII, Section 61. The result similar to the implication (iii) * (i) is proved in Stadje (1995) Assume that cp(B) < 1. Then, for every E > 0, cp(/? + E) = cc and Ee'P+E)M 2 cp(fl + E) = co. Therefore, by the equivalence (iii), we have 1 Z A. In particular, EefiM = co. On the other hand, the hypothesis cp(b) < 1 and the inequality esM < C,"=Oe gsm imply that EeSM 9 (1 -cp(/?))-' < co. We arrive at a contradiction. Hence, fi > 0 and cp(/3) = 1.
Assume that cp'(p) = co. Then (see Feller, 1978 , Ch. XII) P{ M 2 x} = o(e -Bx). Since (iii), /? < y and Ee (B+E)M < co for some E > 0. The condition cp'(/?) = cg implies as well that cp(b + E) =co. Thus, Ee v+')~ = co and we arrive at a contradiction. So, cp'(/3) < co and the proof is complete. 0
