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Abstract
This paper reviews concepts and methods for
estimating the economic significance of
recreational uses of public lands and reports
estimates of recreation values and economic
impacts from recent studies. Aimed primarily at
non- economists, the review clarifies the
distinction between valuation and impact studies,
defines key concepts, summarizes the most
accessible approaches, and discusses conceptual
and practical issues related to choosing among
available methods and interpreting and applying
the results. Terms that may be unfamiliar to the
reader are highlighted in bold face and defined in
a glossary at the end of the paper.

Introduction and Scope

recreational uses and user groups, and between
social, environmental, and economic considerations.
Tightening budgets and increasing accountability
within federal agencies demand sound justifications
for decisions. Federal agencies must take into
account the public’s values and inputs, consider
present and future generations, demonstrate that
resources are allocated efficiently and equitably, and
quantify the impacts of their programs. Economics
provides a framework and set of tools for addressing
these issues. In particular, economic analysis
provides one common numeraire ($) for comparing
benefits and costs across widely varying management
alternatives, outputs, and publics. Measures of
economic significance are used both internally in
resource allocation decisions and externally to
demonstrate the contributions of programs to social
welfare and regional economic development.

Federal agencies manage roughly 650 million acres of
public land (Cordell 1999). These lands provide many
economic benefits to the nation, including the
production of marketed commodities like timber,
minerals, and hydropower; and also services such as
grazing, flood control, recreation, wildlife, heritage
preservation, and environmental services. Public
lands receive over a billion recreation visits each
year. Recreational uses provide benefits to the visitor
and also create economic impacts in nearby
communities.

There are two primary notions of economic
significance that underlie most applications to public
land management programs: economic value and
economic impact. Economic value is generally
measured in terms of market value or what people
are willing to pay for the goods and services
produced on public lands. Non- market valuation
methods (Sinden and Worrell 1979) were developed
largely in response to requirements to evaluate the
benefits and costs of federal actions. Valuation
methods address economic efficiency and generally
take a national perspective.

Managing public lands involves a number of tradeoffs
between recreation and other uses, among different

Economic impacts are measured in terms of the
sales, jobs, tax revenues, and income that result from
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activities on public lands. Economic impact analyses
address requirements of the National Environmental
Policy Act to assess economic as well as social and
environmental consequences of management and
policy alternatives. While economic impact analyses
can be used to assess the overall significance of
public land management activities to the national
economy (e.g., Alward et al. 2003), the more
common applications are to assess impacts on local
regions. The most direct impacts of activities on
public lands involve nearby businesses, households,
and units of government. Economic impacts
address distributional issues, identifying gains or
losses in economic activity for particular regions or
economic sectors.
These two concepts of economic significance involve
very different methods and address different
questions. Most public land management decisions
involve both efficiency and distributional issues
encompassing matters of both local and national
interest. A complete analysis, therefore, usually
requires consideration of both economic values and
economic impacts. Economic considerations also
play important roles in evaluating environmental
regulations and damage assessments, as well as costsharing, concession, and partnership agreements.

Delimiting the Topic
Different uses of public lands involve outputs with
very different product and market characteristics.
The specific methods and tools in applied studies
must be tailored to these characteristics. For
example, while timber and minerals can be valued
based on market prices, specialized methods are
needed to value recreation and environmental
services. The regional economic impacts of timber
and recreation can both be addressed using inputoutput models, but the two goods must be handled
very differently, as recreation is a final consumption
good, while stumpage is an input to further
production (Alward et al. 2003).
This review will focus primarily on recreational uses
of public lands. For brevity, I will frequently use the
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terms “recreation” and “park” to refer to the
collective activities and resources of interest.
“Recreation” encompasses traditional outdoor
recreation activities, other related amenity uses of
public lands, and tourism more generally. The term
“park” will encompass national parks, forests,
recreation areas, water projects, and other public
lands, waters, and facilities that are used for
recreation.
The review is aimed primarily at public land managers, planners, and policy analysts. I have tried to
minimize the economic pre- requisites as much as
possible and to focus on applied matters more so
than theoretical and technical ones. Economic
impact methods are easier to explain to noneconomists than valuation techniques, as they
involve tangible monetary exchanges and somewhat more standard approaches. This review,
therefore, provides greater detail on impact assessment methods, making use of the NPS Money Generation Model (version 2) to illustrate. The review of
valuation methods summarizes the basic concepts
and methods and provides guidance to the literature.
Proper use of economic tools requires four basic
skills: 1) an understanding of the questions that
economic analysis can help answer, 2) sufficient
familiarity with the alternative methods to select an
appropriate tool for a given situation, 3) an
understanding of the data requirements and basic
assumptions of the chosen approach, and 4) the
ability to carry out the analysis or to properly
interpret and apply the results.

General Economic Concepts
and Analysis
A variety of economic analyses are carried out to
support management, marketing, and policy decisions. While interrelated, each type of analysis involves somewhat distinct purposes and methods.
Three categories of economic analysis constitute the
bulk of economic applications 1 to recreational uses
of national parks and other public lands and waters:
1) demand assessment and forecasts, 2) valuation,
and 3) economic impacts (Table 1).

Table 1. Types of Economic Analyses
Demand analysis — How will the number or types of visitors change due to changes in prices, promotion, competition, quality and quantity of facilities, or other demand shifters? A demand analysis estimates or predicts the number and/or types of park visitors. The number of visitors is generally predicted based on
judgment (Delphi method), historic trends (time series methods), or structural models that capture how visits vary with
key demand determinants such as population size, distance to markets, income levels, and measures of quality and
competition.

Valuation —What is the (economic) value of recreation resources or experiences? Economists generally
measure the value of recreation experiences to visitors based on their willingness to pay. These values can be employed in benefit-cost analyses or damage assessments. Methods commonly used to estimate recreation use values
include travel cost, contingent valuation, and hedonic approaches. There are also methods for estimating “non-use”
values of parks, such as option, existence, and bequest values.

Economic impact analysis —What is the contribution of a park or recreation area to the economy of
the region? Economic impact analysis traces the flows of economic activity associated with the park to identify
changes in sales, tax revenues, income, and jobs in the region that are due to park operations or visitor spending. The
principal methods here are visitor spending surveys, analysis of secondary data from government economic statistics,
economic base models, input-output models, and multipliers.

Recreation Demand Models
Demand analysis is the starting point for most economic analysis, as little can be said about visitor
benefits or impacts without an understanding of the
number and types of visitors. In the strict economic
sense, demand is the relationship between quantity
purchased (visits) and price. To accurately predict
changes in visitors, demand models must also capture
other factors that influence use, such as population
characteristics, product quality, substitutes, and consumer tastes and preferences. Measuring or predicting the number of visitors or the changes in visitors is
the most important, and often the most difficult part,
of any valuation or impact analysis.
Recreation is different from many other goods in that
the consumer plays a central role in producing the
final recreation experience. Within a household production framework (Bockstael and McConnell 1991),
visitors combine their inputs of time, skill, and
equipment with resources that are provided on public lands or by private firms. Recreation “demand”
can be conceptualized in terms of a derived demand for these inputs (leisure time, public land

resources, facilities, and programs), as demand for
entry to public lands (site- specific demand), or as
demand for participation in particular activities
(National Academy of Sciences 1975). Each framing
of the problem addresses slightly different questions
and involves different approaches.
Economists have generally favored site- specific demand models (Smith 1975), as these more explicitly
incorporate prices and yield demand curves from
which economic values may be derived. Econometric
models have also been used to estimate demand for
recreation activities, usually measured in terms of
participation rates or frequencies of participation in
specific activities (Cicchetti 1973). Activity- specific
demand models are generally estimated from household surveys, while site- specific demand models
often use park visit data or on- site visitor surveys.
Geographers frequently divide the problem of predicting visits to individual sites into trip generation
and trip distribution components (Ewing 1980).
These models may focus on a particular activity, like
downhill skiing or boating, or they may address a set
of sites, such as a state park system. Capturing
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substitution effects and visitor responses to quality
variations have been the most difficult parts of recreation demand modeling.
An important use of demand models is to forecast
future recreation use or to predict responses to
changes in the variables included in the model (e.g.,
Bowker et al. 1999, Hof and Kaiser 1983, Cicchetti
1973). As most recreation demand models have been
based on cross- sectional data (i.e., data collected at
one point in time), their success in forecasting has
not been very good (Brown and Hustin 1980). Forecasts assume that the structural relationships embedded in the model do not change over time. Qualitative
and time- series methods have also been used to forecast recreation participation, trips, and park visits
(Stynes 1983, Sheldon and Var 1985).

Market value is an exchange value capturing the
revenue that could be obtained by selling the good
or service at a fixed market price. Consumer surplus
(CS) is the generally accepted measure of the contribution of recreation opportunities to social welfare,
as it captures the net benefit to the user above his/
her costs (Swanson and Loomis 1996). If a person is
willing to pay $10 to enter a park and only has to pay
$2, she derives a net benefit or consumer surplus of
$8. Consumer Surplus can be measured by the area
under the demand curve above the current price
(Figure 1). This area represents an “all- or- none”
value that captures the net loss if the park were
closed. This value can be used in a benefit- cost
analysis where the costs to the land management
agency are compared with the social benefits provided (Sugden and Williams 1978).

Recreation demand models have become more complex over time. Simple linear regression and zonal
travel costs models have given way to systems of
equations (Cicchetti, Fisher and Smith 1976, Burt and
Brewer 1971), choice- based multinomial logit models
(Adamowicz et al. 1994, Stynes and Peterson 1984),
and many advanced statistical estimation techniques.
While these advances overcome some unrealistic assumptions and technical flaws in the simpler models,
they generally increase data requirements and make
the models more difficult for non- economists to understand or apply. The published literature, in particular, tends to focus on theoretical, methodological,
and statistical issues over practical ones.

Recreation Valuation
Efforts to estimate the economic value of public lands
for recreation began with the development of the
travel cost method by Marion Clawson in 1959.2 The
travel cost method is an ingenious approach for estimating a demand curve for a park using the fact that
visitors from varying distances from the park incur
different costs. Economic values can be estimated
from the demand curve either as a market value (price
times quantity) or consumer surplus (willingness to
pay over and above what is actually paid).
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Figure 1. Demand Curve

Gains or losses in consumer surpluses due to management actions depend on assumptions about substitutes (Knetsch 1977). For example, if a perfect
substitute to the park exists with capacity to accommodate additional use, visitors would simply switch
to this substitute if the park were closed. If the substitute adds an additional $1 in travel costs, the consumer now incurs $3 in overall cost ($2 fee plus $1
travel costs) and obtains a surplus of $7. In the presence of the substitute, the loss from closing the first
park is not the entire area under the curve, but now
only the area between the existing price (P) and that
of the closest available substitute (Ps), roughly $1 per
visitor in this case.3
Gains or losses in consumer surplus from changes at
a single site stem from changes in use levels, changes
in willingness- to- pay associated with changes in
quality or the nature of the product provided, or
changes in the cost/prices to the consumer. The
travel cost method directs attention to changes in
travel costs, which represent a significant share of
the price of a park visit to the consumer. Increasing
fees for recreation on public lands also erode consumer surpluses unless they change the quality of
the resulting product.
Some have argued for wider use of market values for
recreation to be comparable with how most other
goods and services are valued (e.g., Fedkiw 1987).
For example, timber produced on national forests is
usually valued based on market prices for sawlogs
less harvesting costs (Loomis 1993). However, while
one sawlog is a perfect substitute for another, this is
not as clearly the case for recreation opportunities.
Also, if timber production from a given national forest represents a small percentage of the overall supply, changes in production will not affect the price.
Closing of a recreation site forces consumers to shift
to the next closest substitute, usually raising travel
costs and affecting the price to the consumer. Differences in the nature of the good or service being
valued and the assumed market structures explain
why consumer surplus may be appropriate in some
cases and market prices in another (Swanson and
Loomis 1996).

When there are many substitutes and when management actions do not affect the costs to the consumer,
market values may be preferred to consumer surplus.
Market values for recreation on public lands can be
estimated by determining a surrogate market price
that reflects what a private firm in a competitive
market might charge. Alternatively, a subsidy can be
added to the current fee to reflect per- unit costs.

Valuation Methods
Recreation valuation methods have focused
primarily on measuring consumer surplus. Early
applications derived consumer surpluses from demand
models usually estimated with the travel cost
approach. By 1980 three methods for valuing parks
had been formally approved by the U.S. Water
Resources Council (1983) for use in benefit- cost
analyses: travel cost (TCM), contingent valuation
(CVM), and the unit day value approach (UDV).
Hedonic, benefit transfer, and cost- based methods
have received some attention since then (see Table 1
for a summary of valuation methods).
The travel cost method derives an economic value
for a park based on visitors’ willingness to travel to
visit the park. Originally formulated as an aggregate
zonal analysis, it was later adapted to estimate demand functions from individual observations
(Loomis and Walsh 1997, Ward and Loomis 1986).
The method assumes that visitors will react to park
fees the same as they do to travel costs.
The CVM approach derives values through surveys
designed to elicit what consumers are willing to pay.
A significant advantage of CVM over TCM is the ability of CVM to simulate markets that do not exist and
estimate willingness to pay for changes in environmental quality, as well as values of parks that do not
involve direct use (e.g., option, existence, and bequest
values). While many economists were reluctant at
first to accept the CVM approach, as experience with
the method grew and improved guidelines were developed, CVM gradually became an accepted and
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widely used valuation approach (Mitchell and Carson 1989). Many economists still prefer “revealed
preference” approaches, like TCM, that are based on
actual choices by consumers in a market setting;
however, “stated preference” approaches like CVM
became indispensable in measuring preferences for
environmental qualities and alternatives not directly
observable in market behaviors.
The unit day value approach is a simple method that
is justified when the more detailed TCM and CVM
procedures are prohibited by time, cost, or data constraints, or when “ballpark” estimates may suffice.
The UDV approach simply multiplies a value per day
of recreation use times the quantity of use provided.4
Suggested unit day values for recreation activities
were originally published by the Water Resources
Council (1979), along with procedures for adjusting
the values within a given range to reflect differences
in site quality and substitute opportunities. The unit
day values have been updated to FY 2004 by applying
price indices. Current recommended unit day values
are $3- $12 per day for general recreation activities
and $12- $35 for specialized activities (U.S. Army
Corps of Engineers 2003).

Table 2. Average Per Day Consumer
Surplus Values for Selected Activities
Activity
Hunt (big game)
Boat (non-motorized)
Hunt (small game)
XC Ski
Picnic
Camp
Hike
Sightsee
Downhill ski
Fish
Swim
Boat (motorized)
General recreation

Consumer Surplus
$37
$36
$28
$27
$24
$24
$23
$21
$21
$20
$18
$18
$10

SOURCE: Rosenberger and Loomis (2001). Figures are
the medians of reported average surplus values from
empirical studies.
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Average per- day values can be based on empirical
estimates from TCM or CVM studies. Based on a
review of 163 empirical recreation valuation studies
conducted between 1967 and 1998, Rosenberger and
Loomis (2001) report average consumer surplus
values for 21 recreation activities (see Table 2). In an
update for the NPS, Kaval and Loomis (2003) report
an average surplus of $43 per day from 49 separate
estimates involving national parks.5
Values for particular activities or parks will vary
widely depending on the valuation method, the environmental setting, and the recreation experiences being valued. For example, per- day average
surplus values from camping studies range from
$1.69 to $187 dollars. Averages from empirical
studies should therefore not be used without careful
evaluation of the original studies and their relevance
to an intended application.
Benefit transfer approaches attempt to generalize
values estimated in previous studies to new situations. Benefit transfers can involve the simple application of an average value from one study to a similar situation (not unlike the UDV approach), or they
may involve more complex transfer functions or
meta- analyses drawing from many studies (Rosenberger and Loomis 2001).
The “hedonic” approach (HED), derives values using
statistical models to determine the contribution of
various product or environmental attributes to value.
Hedonic methods have been used to value environmental attributes based on variations in property
values. In this case, consumer preferences for environmental attributes are revealed through property
markets by statistically isolating the contribution to
value of the given environmental amenity (Freeman
1979, 1993).
In situations where measuring benefits is not feasible, costs are sometimes used as a surrogate. For example, environmental damage assessments (DARP,
1997) have measured values based on the costs of
repairing environmental damages (e.g., from oil

Table 3. Comparison of Valuation Methods
Method

Strengths
Based on observed
behavior.

Travel cost
(TCM)

Contingent
Valuation
(CVM)

Unit Day
Value (UDV)

Simple zonal models can
be estimated with
existing visit data.

Adaptable to a wide
range of valuation
questions.

Simple, inexpensive.

Weaknesses

Applications

Assumes consumers react to travel
costs the same as to admission fees.
Doesn’t work well for urban parks or
environmental quality changes that
may not affect use patterns.
Results can be sensitive to model
specifications, handling of substitutes,
multi-purpose trips, and costs of time.

Best suited for estimating
demand and value for
recreation at day use recreation
areas within 30-90 miles of
primary markets.

Based on stated rather than revealed
preferences. Results can be sensitive
to survey design issues – payment
vehicle, information provided,
simulated market characteristics.

Applicable to environmental
quality changes, existence, and
other non-use values.

May not capture differences in values
across sites.

Provides value estimates when
time and resources do not
permit more elaborate
approaches.

Unit day values often subjective.

Hedonic (HED)

Alternative
Costs

Able to sort out
contributions to value
of specific product and
environmental
attributes.

Costs usually more easily
measured than benefits.

Statistical models must capture
and properly control for a host
of determinants of value.

Applied extensively to property
and housing values to isolate
the contribution to value of
environmental attributes.
Conjoint analysis is a version of
hedonic analysis that can be
used with CVM.

Results are sensitive to model
specifications.

Surrogate measure –
replacement or repair costs
are not the same as benefits.

Damage and risk assessments.
Measuring benefits of
environmental regulations.

Does not consider social preferences
or willingness to pay.

Benefit
Transfer

Cost effective.
Makes use of existing
empirical studies.

Difficult to capture all variables
that explain differences in value
over time and space.

Adapting values from previous
studies to new sites/situations.

See King and Mazzotta, “Ecosystem valuation website” (http://www.ecosystemvaluation.org/) for an on-line summary of valuation approaches.
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spills) or providing substitutes (e.g. replacing wetlands lost by development). Cost avoidance approaches measure benefits of flood control or air
quality improvements based on savings in potential
property damage and health care costs (U.S. EPA,
2000). Costs, however, are not always a reasonable
proxy for benefits. For example, the costs of public
provision of recreation opportunities will overstate
benefits if programs are very inefficient and understate them when there are significant consumer surpluses.
It should be noted that not all values associated with
public lands are readily captured via economic
measures. There are disagreements among economists about the merits of different approaches and
also how far economic valuation methods may be
extended (see for example, Rutherford et al. 2000).
Economic valuation of recreation visitor experiences
on public lands is more straightforward than capturing broader amenity and environmental values. Recreational trips involve overt behaviors and explicit
consumer choices that are not unlike other market
behaviors. Consumers, therefore, have some experience with these kinds of markets and, in many cases,
there are private- sector alternatives that are at least
roughly comparable to what is provided on public
lands.
The difficulties in using economic valuation measures grow as we move beyond use values of public
lands to values of the resources themselves, often
independent of explicit uses. For example, Walsh,
Loomis, and Gillman (1984) have measured option,6
existence, and bequest values for wilderness areas
based on stated willingness to pay to maintain an
option of possible future use, to pass on these opportunities to future generations, or simply to know
they exist. These “non- use” values can be substantial, but involve more complex measurement issues.
Broader environmental values have been measured
for the purpose of evaluating environmental regulations (U.S. EPA, 2000) or in support of damage assessment claims (DARP, 1997). There are a host of
unique methods for environmental valuation that are
beyond the scope of this review. These range from
CVM and hedonic approaches that measure WTP for
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environmental alternatives, to measures based on
cost savings (e.g., flood prevention, health) or functional contributions of given environmental attributes within ecosystems (See U.S. EPA 2000 or King
and Mazotta 2004).
Valuation of recreation and other uses of public
lands has required the development of new methods
and considerable rethinking of standard marketbased economic analyses within household
production (Becker 1963, Bockstael and McConnell
1981), political referenda (Mitchell and Carson
1989), psychological choice (Peterson et al. 1988),
and other frameworks. While economists generally
prefer to stay within the accepted economic
paradigms, applications often take the analysis into
social, legal, and political arenas where the
traditional economic assumptions may not fully hold
or be accepted.

Economic Impact Analysis
The application of regional economic tools to assess
impacts of recreation on public land has been more
straightforward than valuation. Existing theories of
regional economic development and models of
regional economic structure have been generally
accepted as applicable to recreation, tourism, and
other goods and services stemming from public
lands. The primary task for public land applications
has been to measure the actual outputs or monetary
exchanges associated with recreation and other uses.
These can then be entered into regional economic
models as final demand changes or as inputs to
further production (Alward et al. 2003).
Economic impact studies estimate the changes in
economic activity within a region resulting from
some action. Like evaluation studies more generally,
economic impacts should be assessed with versus
without the program/action being considered
(Gericke and Sullivan 1996, Sullivan et al. 1993). A
causal linkage should be established between the
economic effects (e.g., jobs, income) and the
program or action being evaluated. The usual
process for assessing economic impacts of recreation
is illustrated in Figure 2.

Action

Changes in Recreation Activity

Changes in Spending

Direct Economic Impacts

Secondary Economic Impacts

Figure 2. Tracing Economic Impacts
of Recreation Activity
First one must translate the action or decision being
evaluated into changes in the levels and types of
recreation activity. This can be carried out using
demand or forecasting models in an ex- ante analysis
or by careful measurements of changes in use for an
ex- post analysis. Changes in recreation activity are
then translated into changes in spending in the area.
The usual approach is to multiply the changes in
visits by visitor spending averages that have been
estimated in a visitor survey. Finally, the estimates of
spending changes become inputs to a regional
economic model (or a set of multipliers) to determine
changes in economic activity resulting from this
spending. The model can further trace impacts
through direct and secondary effects. Depending on
the purpose of the study, the analysis may stop at
estimating changes in recreation use, changes in
spending, or just the direct effects.

Impact Measures
Economic impacts are measured in terms of sales,
income, jobs, tax receipts, and value added.
Economic measures in impact studies are generally
consistent with how these terms are defined in our
national economic accounts (USDC BEA, 1992).
Visitor spending becomes sales by firms in the region.
Jobs are usually reported consistent with Bureau of
Labor Statistics data that usually do not differentiate

part- time jobs from full- time jobs. There are at least
two distinct measures of income. Personal income
includes wages and salaries, payroll benefits, and
income of sole proprietors. Total income adds in
profits and rents of businesses. Tax receipts may
include any combination of local, state, and federal
taxes.
Value added is the measure of economic significance
preferred by most economists, as it captures the
contribution of the activity or industry to gross
regional or national product. Value added includes
the personal income to households (wages, salaries,
and payroll benefits), profits and rents of private
firms, and indirect business taxes accruing to
government units in the region. Because value added
is not as widely understood as the other measures,
personal or total income are often reported instead.
Income or value added are the preferred measures
when comparing impacts across economic sectors
or regions, as employment estimates do not reflect
variations in part- time and seasonal jobs or wage
rates.
Regional economic models translate sales into the
associated jobs and income and, more importantly,
trace the flows of economic activity within a region,
for example from timber stumpage to sawmills to
manufacturing, construction, and final consumption
of wood products. Recreation and tourism impact
local economies primarily through visitor spending
on trips.

Regional Economic Theory and Methods
Regional economic methods have evolved over time
from economic base approaches (Pfouts 1960) to
input- output models (Miernyk 1965, Richardson
1972), and more recently to social accounting
matrices (SAM) and computable general equilibrium
(CGE) models (Vargas et al. 1999).
In its simplest form, economic base theory divides
industries into export and service industries. Export
industries, like manufacturing, sell goods and services outside the region, generating income for
households, businesses, and local governments in
the area . Service industries, while necessary for
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the local economy, do not generally bring additional
money into the region. They circulate the income that
is earned from export activities. Local and regional
economic growth strategies have therefore focused
on attracting export industries and especially
manufacturing jobs.
Federal government activity and tourism can also be
considered basic or export industries in that they
generate income that comes from outside the region.
Similar to a military base or major federal
construction project, the federal payroll and
operational expenses of public land management
agencies can have significant local economic impacts.
Recreation activity can be seen as either a local
service function or an export activity, depending on
the origin of the visitor. Attracting retirees (Deller
1995) or seasonal residents (Marcoullier et al. 1996)
are other service- based economic development
strategies that have become popular alternatives to
manufacturing for some regions.
Input- output (I- O) models are the principal tools for
economic impact analysis. I- O models capture the
structure of the local economy through interindustry transactions and exchanges between
businesses, households, and government units in a
region. An input- output model includes a production
function for each sector, identifying the goods and
services it buys from other sectors, as well as valueadded components, such as wages and salaries paid
to employees, profits and rents, and indirect business
taxes. To capture the circulation of money within the
local economy, an I- O model must also identify the
percentage of goods and services that are purchased
from local firms versus imported from outside the
region. Imports constitute a “leakage” of income
from the region, while local purchases yield
additional jobs and income in so- called “backwardlinked industries” (Schaffer 1999) .
Wassily Leontief (1986) was awarded the Nobel Prize
in economics in 1973 for the development of I- O
methods and their application. While I- O models can
be used to examine inter- industry relationships in
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considerable detail, most applications are to estimate
regional impacts of changes in production or final
demand, for example, the impact of a new automobile plant, a government installation, or the impacts
from additional tourist spending or park visitors.
Input- output models can also estimate losses due to
the closing of a plant or park or reduced tourist
activity.
Estimating an input- output model for a given region
was historically an expensive and time- consuming
task, requiring surveys of businesses within each sector in the region. With the advent of microcomputer based systems and improved economic
databases, “non- survey” methods have now become
the accepted approach. Non- survey approaches, like
IMPLAN and RIMS II, adapt national I- O tables to
local regions (Brucker, Hastings, and Latham 1987).
While the basic I- O model assumptions do not
always hold completely,7 the models are quite
robust and provide a powerful framework for
analyzing the economic structure of a region or the
economic impacts of changes in supply or demand.
Most economic impact studies of recreation and
other uses of public lands employ I- O models or
multipliers derived from I- O models. These
methods are well- suited to the kinds of questions
being asked and, in most cases, are at the
appropriate level of complexity for the intended
use.8 The development of microcomputer- based IO modeling systems such as IMPLAN has made the
methods quite accessible. Methods based on
multipliers extracted from such models, such as the
NPS MGM2 model, simplify the analysis even
further.

Multipliers
The economic impacts of visitor spending are
estimated by applying spending changes to a model
of the local economy. This basically involves putting
the dollars that visitors spend into each sector that
receives them and tracing the impact as the money
flows through the economy. Impacts are usually
divided into three types:

• Direct effects are the sales, income, and
jobs in those businesses selling directly to
visitors, i.e., hotels, campgrounds, restaurants,
amusements, gas stations, grocery stores, and
retail shops.
• Indirect effects result when hotels and
other directly impacted businesses buy goods
and services from other businesses within the
region,
so- called
“backward- linked”
industries. Input- output models estimate these
effects by using a production function for each
sector and estimates of the propensity of
businesses to buy goods and services from
local suppliers.
• Induced effects stem from household
spending of income earned directly or
indirectly from the visitor spending. For
example, hotel and restaurant employees live in
the area and spend their income on housing,
groceries, etc. This spending supports jobs in a
variety of local businesses. Note that the
primary impacts of park operations themselves
are the induced effects of the park payroll.

Collectively, the indirect and induced effects are
termed secondary effects. The total impact of visitor
spending is the sum of direct, indirect, and induced
effects.
Multipliers express the size of the secondary effects
relative to the direct effects. A Type I multiplier only
captures indirect effects, while a Type II multiplier
captures both indirect and induced effects. That is,
• Type I sales multiplier = (direct sales +
indirect sales)/ direct sales
• Type II sales multiplier = (direct sales +
indirect sales + induced sales)/ direct sales
There are many variations on these multipliers.
Multipliers may be expressed in terms of jobs,
income, or value added rather than sales. 9 There
are also variations across models and multipliers
relative to which components of income are recirculated in computing induced effects. 10

Multipliers provide a simple and convenient way to
estimate secondary or total impacts in a region from
direct sales or spending. Armed with a multiplier or
set of multipliers for a region, impacts can be
calculated by straightforward multiplication.
Multipliers are, however, often misunderstood and
sometimes applied incorrectly (Archer 1984).
Widespread use of published statewide multipliers
or simply using a multiplier from another study has
given some the mistaken impression that there is a
single recreation or tourism multiplier that can be
used for any area or application.
Multipliers represent the economic structure of a
particular set of industries in a particular region in a
given year. They depend on:
• The geographic extent and level of economic
development of the region. Multipliers are low
in rural regions, higher for metropolitan or
multi- state regions, and even higher for
national analyses.
• The particular industries in question.
Multipliers vary between different sectors of the
economy depending on the production function
of each industry and the propensity to purchase
goods and services from local firms.
• Time. Multipliers may change over time,
either due to price changes or changes in
industry structure or trade flows within the
region. Some published multipliers are based on
models that are ten or 20 years old.
• The economic measure. Multipliers may be

expressed in terms of sales, income, employment, or value added.
• Scope of secondary effects. Type I multipliers

only capture indirect effects, while Type II
multipliers capture both indirect and induced
effects.
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Multipliers (or regional economic models more
generally) are one of the three primary inputs to a
recreation economic impact analysis. They are not,
however, the most important part. In fact, multipliers
can be completely avoided if one stops with estimates
of spending or just the direct effects. 11 The most
important inputs to a recreation impact analysis are
the number of visitors and their spending patterns.

Recreation Visits
While many park and recreation agencies gather
some kind of recreation use data, the purpose of
these data is usually not to estimate spending or
economic impacts. Existing visit data is therefore not
always useful for economic analysis. 12 Agencies
generally measure recreation visits in terms of entries
to public lands and, in some cases, the amount of
time spent there. Keep in mind that most recreation
spending does not occur on the public land itself, but
instead in nearby communities. Time spent on the
public lands may therefore be inversely related to
spending. 13
For regional economic analysis, one must usually
think in terms of trips to the region or days spent in
the area rather than visits to a particular park or
recreation facility. The MGM2 model (Stynes et al.
2000) requires that park visits be translated into the
number of person or party days/nights spent in the
region. The conversion takes into account party sizes,
length of stay in the region (not just inside the park),
and also possible multiple counting of visitors who
enter and leave a park more than once during a stay
in the area.
Different kinds of visitors have quite distinct spending
patterns. Visitors should therefore be divided into
distinct segments that help explain spending. Local
residents should be distinguished from visitors from
outside the region and day trips from overnight stays.
As expenses depend considerably on lodging types,
visitors staying in motels should be distinguished from
campers and from those staying with friends and
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relatives or in private homes in the area. Finally,
some information about trip purposes is often
needed to assess which trips and spending can be
attributed to the park visit or the specific action
being evaluated.
By itself, visitor count data is therefore of limited use
for economic analyses. Visitor surveys are usually
needed to estimate the mix of different types of
visitors (local, day trips, overnight visitors), to adjust
visit/vehicle count data for re- entries, lengths of
stay, and party sizes, and also to measure
spending. When evaluating specific management
actions, estimating changes in the number and
kinds of visitors is usually the most difficult part
of an economic impact assessment.

Visitor Spending
Visitor spending is the primary link between recreation activity and the local economy. Obtaining reliable spending data is therefore an important part of
economic impact studies. Most studies to date have
gathered primary spending data via visitor surveys,
usually for very specific applications. Some national
studies have measured spending patterns via household surveys or multi- site studies, with the intent of
generating spending profiles that can be more widely
applied. Examples include studies by the U.S. Army
Corps of Engineers (Propst et al. 1996), the Travel
Industry Association (TIA 2002), USDA Forest Service NVUM study (Stynes, White, and Leefers 2003),
and the Fish and Wildlife Service survey of hunting
fishing and wildlife- associated recreation (USDC
and USDI, FWS 2001). The NPS Visitor Services Project (VSP) has also begun to accumulate a database
of spending information by using consistent methods across parks. These efforts are leading to increasing availability of secondary sources of
spending data and methods for adapting existing
spending profiles to particular applications.14
Directly measuring spending by visitors in surveys
can be both difficult and expensive. Gathering
spending data is often the largest cost in recreation
economic impact studies. A variety of measurement,

sampling, and analysis issues must be addressed in
spending surveys (Stynes 2001). Difficulties in
obtaining accurate self- reports of spending from
representative samples of visitors (or trips) and
producing reliable spending averages can introduce
considerable errors in empirical estimates. Spending
data are usually characterized by highly skewed
distributions with high variances. 15 Spending
averages can be very sensitive to how reports of zero
spending, missing observations, and outliers are
handled. The MGM2 default recreation visitor
spending profiles illustrate typical patterns of
spending by park visitors (Table 4). These averages
are based on recent visitor spending studies at several
national parks. Spending is expressed on a party/day
basis for day trips and a party/night basis for
overnight stays. A party consists of all people in the
same vehicle or, in some cases, all people staying in
the same room or campsite. These spending profiles
illustrate important differences in per- day spending
across segments.

versus outside. The allocation of expenses across
lodging, meals, groceries, transportation, and other
categories varies between these segments.
Averages like these must be adjusted for areas that
may have fewer or greater spending opportunities
and higher or lower prices. Differences in spending
averages for visitors to different parks are often due
to the mix of visitors attracted and lengths of stay. 16
Table 5 shows the range of trip spending averages by
segment, as measured in several recent national park
visitor surveys.
Surveys of visitors to national forests (NF) and
Corps of Engineers (CE) projects have yielded
similar spending averages. For example, NF visitor
spending averages measured recently in the NVUM
survey were $32 per party for local day trips and $47
for non- locals (Stynes, White, and Leefers 2003).
CE surveys estimated day trip spending at $33 per
party for non- boaters and $54 for boaters (Propst et
al. 1998). For visitors camping at CE projects, pernight spending was $50 for non- boaters and $66 for
boaters. Spending averages estimated for individual
forests or CE projects show the same kinds of
variation as seen for national parks in Table 5.

Visitors from the local area spend the least money
per trip, followed by visitors on day trips from
outside the local area, campers, and then visitors
staying overnight in motels. There are also
differences between campers staying inside the park

Table 4. MGM2 Spending Averages, Median Spending Profiles, 2002 ($ per party per day/night)

Spending category

Segment
Day trips
Local
Non-local
Camp-in

Motel, hotel, cabin or B&B

$ 0.00

$0.00

$ 0.00

$ 0.00

$79.68

0.00

0.00

15.94

21.91

0.00

12.66

16.88

10.55

12.66

40.09

Groceries

6.30

6.30

13.65

9.45

10.50

Gas & oil

4.51

9.01

9.92

9.92

8.11

Other transportation

0.53

1.05

1.05

1.05

2.10

Admissions & fees

4.36

7.63

6.54

14.17

13.08

Souvenirs and other expenses

8.72

12.29

10.12

19.25

19.25

37.08

53.17

67.75

88.41

172.81

Camping fees
Restaurants & bars

Total

Overnight trips
Camp-out
Motel
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Table 5. Spending Averages from Selected National Park Studies ($ per party per day/night)
Segment
Park
Sequoia/Kings Canyon NP
Pictured Rocks NL
Crater Lake NP
Valley Forge NHP
Gettysburg NMP
Great Smoky Mts NP
Badlands NP
Mt. Rainier NP
Olympic NP
Minimum
Maximum
Average

Day trips
Local
Non-local
$57
$62
$26
$37
$50
$51
$25
$38
$33
$57
$22
$69
NA
$28
$31
$42
$45
$28
$22
$28
$57
$69
$34
$48

Total visitor spending is estimated by multiplying a
spending average by the volume of activity. This is
best carried out by disaggregating visitors into a set of
visitor segments that capture the mix of visitor types
and the associated differences in their spending. If
spending is itemized within categories such as those
in Table 4, spending can be bridged into the
associated economic sectors and applied to a model
of the region’s economy.

Applying Multipliers to Spending Data
Multipliers convert spending to the associated income
and jobs and capture secondary effects as spending
circulates within a regional economy. The simplest
approaches use a single overall aggregate sales
multiplier, which implicitly assume a given
distribution of visitor spending across economic
sectors. A value of 2.0 was recommended in the
original MGM model and has been widely used in
tourism studies. 17 However, very few local regions
have tourism sales multipliers as high as 2.0. The
aggregate Type II sales multipliers recommended in
the MGM2 model range from 1.3 for rural areas to 1.6
for larger metropolitan areas. Multipliers for
statewide regions generally range from 1.5 to 1.8.18
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Camp-in
$72
$47
$62
NA
NA
$70
$36
$42
$50
$36
$72
$54

Overnight trips
Camp-out
$67
$64
$64
$88
$76
$128
$92
$71
$76
$64
$128
$81

Motel
$220
$169
$216
$193
$225
$183
$195
$212
$221
$169
$225
$204

The tourism sales multiplier for a national model is
around 2.5.19
Impacts can be estimated more precisely using
sector- specific multipliers (USDC BEA 1992).
Multipliers in Table 6 illustrate the approach in the
MGM2 model.20 The “direct effect ratios” convert
sales or spending into the associated income and
jobs in the key tourism sectors. The calculations may
be illustrated with the hotel sector multipliers. Using
the direct effect ratios for hotels, a million dollars of
visitor spending in hotels supports 19 hotel jobs, a
hotel payroll of $333,333, and yields a half million
dollars in value added in the hotel sector.
The “total effects multipliers” in Table 6 capture the
secondary effects. For the hotel sector, a Type I
sales multiplier of 1.32 and Type II sales multiplier of
1.5221 means that hotels generate $.32 in indirect
sales and $.20 in induced sales for every dollar of
direct sales. Hence, if visitors spend $10 million in
hotels in this region, the total sales effect is $10 * 1.52
= $15.2 million in sales. The additional $5.2 million
in secondary sales can be broken down into $3.2
million in indirect effects and $2.0 million in induced
effects.

Table 6. MGM2 Generic Multipliers for Selected Tourism- related Sectors, 2001 Smaller Metro Regions a
Direct effects

Economic sector

Jobs/
$MM
sales

Hotels/lodging places
Eating & drinking
Amusements/recreation
Auto repair and service
Food processing
Petroleum refining
Sporting goods manf.
Manufacturing (general)
Retail trade
Wholesale trade

19
25
26
101
4
0.4
10
8
24
10

Personal
income/
sales
0.33
0.34
0.35
0.31
0.12
0.04
0.21
0.21
0.51
0.40

Total effects multipliers
Value
added/
sales

Sales
Type I

Jobs/
Sales
Type II

0.50
0.47
0.57
0.48
0.23
0.11
0.39
0.36
0.80
0.69

1.32
1.24
1.25
1.23
1.23
1.01
1.27
1.19
1.13
1.17

1.52
1.44
1.45
1.41
1.33
1.05
1.42
1.33
1.38
1.38

Personal
$MM
sales
26
30
32
15
9
2
14
12
29
15

Value
income/
sales

Value
added/
sales

0.52
0.49
0.51
0.45
0.25
0.10
0.36
0.35
0.65
0.55

0.83
0.74
0.85
0.72
0.45
0.24
0.64
0.58
1.04
0.92

a

Multipliers estimated from 1996 IMPLAN models for regions around national parks. Jobs/sales ratios are updated to 2001 by dividing
by an overall price index of 1.13. Type II multipliers are IMPLAN Type SAM multipliers.

Multipliers for jobs, personal income, and value
added in Table 6 are expressed relative to direct sales.
For example, sales in the hotel sector support an
additional seven jobs in other sectors through
secondary effects, for a total of 26 jobs per million
dollars in direct hotel sales.

Alternative Methods for Estimating Economic
Impacts of Visitor Spending
Important prerequisites to the choice of methods for
an impact analysis are a clear understanding of the
intended uses of the results, the accuracy needed, and
a realistic assessment of the available resources and
expertise for the analysis. The vast majority of
recreation and tourism economic impact studies have
been used primarily for public relations purposes. The
client wants to demonstrate the economic significance
of a given activity, usually in order to garner public or
community support that may translate into budget
increases, enhanced partnerships, or favorable
treatment in local policy or planning decisions. These
uses do not demand the same level of detail or
accuracy as studies to evaluate specific management
alternatives.

The choices for estimating economic impacts of recreation visitor spending differ primarily in the
sources of the input data and especially the level of
aggregation and detail. Costs in terms of time, data
needs, and required skills increase with the level of
detail and use of primary versus secondary sources.
The precision and accuracy of results also increase
with the greater ability to tailor the inputs to the
particular situation. The alternatives range from
highly aggregated approaches relying solely on judgment or secondary data to quite detailed approaches
that gather extensive primary data and make use of
formal regional economic models.
As impact estimates rest on three distinct inputs
(visits, spending, and multipliers), the choice of
methods goes beyond the selection of a regional
economic model or a set of multipliers. Choices also
involve the measurement of visits and spending and
how the three components are combined to estimate
economic impacts. Method choices also include decisions about the units of analysis and levels of aggregation for each piece. Four levels of analysis and
detail capture the different approaches used in recreation and tourism impact studies (Table 7):
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1.

greater specificity and detail in the results. An overall
visitor spending average is difficult to interpret or
generalize to situations involving different mixes of
visitors, lengths of stay, or local prices. Aggregate
multipliers do not capture the different effects of
spending in retail shops relative to restaurants or
lodging establishments.

Subjective estimates that rely mostly on expert judgment to choose spending averages
and multipliers and apply these to guesstimates of visitors.

2. Secondary data in aggregate form, adapted to
fit the problem.

Recreation applications within federal agencies have
generally progressed from the simpler to the more
advanced methods. For more routine applications by
non- economists, the input- output modeling
component is usually simplified through the use of
multipliers and spreadsheet tools. As the three inputs
typically come from very different sources, a study
that uses a custom input- output model may rely on
judgment for the visit estimates and secondary
sources for spending data. MGM2 is a flexible
model that can be operationalized at any of the levels
of detail suggested in Table 7. Inputs to the model
can be based on judgment, secondary data, or
primary data collection.

3. Secondary data in disaggregate form, permitting finer adjustment of the input data and
providing more detailed results.
4. Primary data, usually involving visitor surveys and a custom economic model for the
region in question.
The separation/distribution of visitors into distinct
segments, spending into different categories, and
multipliers to individual sectors allows the analyst
to fine- tune the input data and impact model to
a particular application. This also provides much

Table 7. Approaches to Recreation Economic Impact Assessment
Level

1-Judgment

Recreation use (visits)

Spending

Multipliers

Expert judgment to estimate
recreation activity.

Expert judgment or an
“engineering approach.” 22

Expert judgment to estimate
multipliers.

Existing visit counts for a
particular facility or area.

Spending averages from studies
of a similar area/market.

Aggregate tourism spending
multipliers from a similar
region/study.

3 - MGM2

Break visitors into distinct segments based on trip types or
activities.

Adjust spending averages that
are disaggregated by spending
categories and segments.

Use sector-specific multipliers
from published sources.

4 - Primary Data
+
I-O model

Visitor survey or demand model
to estimate number of visitors
by segment.

Survey a random sample of visitors to estimate average spending by segment within spending
categories.

Use an input-output model
of the region’s economy.

2 - MGM
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Economists are frequently asked to put confidence
limits on economic impact estimates. This is difficult
as impact analysis does not directly employ statistical
models. Errors in the overall impact estimates rest
largely on the accuracy of the input data. While
confidence intervals can be estimated for spending
averages (when estimated via surveys), 23 error
estimates for visitor counts and multipliers are
usually not available. However, spreadsheet models
make it quite easy to estimate the sensitivity of results
to errors or variations in the input data and model
parameters. Analysts should attempt to balance
errors across the estimates of visits, spending, and
multipliers by directing the greatest attention to the
weakest pieces. This is usually the estimate of the
number and types of visitors.

Conceptual Issues: Clarifying the Problem
There are a host of conceptual issues underlying
economic impact studies. Specific method choices
and the interpretation of study results depend
considerably on how the problem is defined. Planners
and managers play very important roles in defining
the problem and in interpreting, communicating,
and applying the results. Misunderstandings and
misuses of economic analyses often arise from a lack
of clarity in the question being asked or a mismatch
between methods and intended uses.
Four decisions are particularly important in defining
an economic impact study: 1) defining the study
region, 2) clarifying the program or action being
evaluated, 3) identifying the sources and kinds of
spending to be included, and 4) choosing appropriate
impact measures.
The region defines what spending will be included
and the geographic scope of impacts. For assessing
local impacts, the region should include major
gateway communities around the park, generally
within a 30- 60 mile radius, where visitors might stay
overnight or purchase supplies and souvenirs related
to the park visit. The definition of the region also
determines the scope of businesses, government
units, and households covered by the impacts and

dictates the appropriate multipliers. Enlarging the
region of interest captures a greater portion of the
visitors’ spending and also generates larger
secondary effects; however, the larger the region, the
smaller the relative share of overall economic
activity in the region that it will represent. Also, the
farther that spending, income, and jobs are removed
from the park, the more difficult it is to argue that
the park is the reason for these.
Many recreation and tourism economic impact studies do not evaluate a specific action,24 but instead
measure the amount of economic activity associated
with current levels of use. The implied “alternative”
is closing the park and losing all of the spending of
existing park visitors. However, if some visitors did
not make the trip primarily to visit the park and others would substitute other nearby attractions, all of
the spending would not necessarily be lost to the
region.
A clear definition of the program or action being
evaluated helps to identify which trips or types of
spending should be included in the analysis. For
example, types of spending could include:
• Spending by visitors from outside the area
within the destination region;
• Spending by visitors at home or en route to
the destination;
• Spending by local residents on trips to the
park;
• Purchases of durable goods and equipment
by locals or non- locals;
• Park operations (employees and local
purchases of supplies and services);
• Construction.
Many studies exclude spending by nearby residents,
arguing that their spending does not represent
“new” money to the region. If the action being
evaluated is to close a park, would local residents
then travel outside the region or substitute some
other local activity? Crompton et al. (2001) identify
local residents, “time switchers,” and “casuals” as
three subgroups of visitors to special events that may
not represent a net increase in spending.
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Trips involving multiple purposes and multiple
activities pose particular difficulties in isolating what
spending may be “caused” by the park or would be
lost in its absence. For example, a great deal of
spending by visitors to Grand Canyon National Park,
including airfares and car rentals, occurs more than
100 miles away (Leones and Frisvold 2000).
Attributing spending to an individual park or
attraction is particularly difficult in urban settings
and major tourist destinations where visitors often
come for a variety of activities. For example, visitors
to Great Smoky Mountains National Park spent $618
million in the local region in 2000, but, due to the
other attractions outside the park (Stynes 2002), as
much as half of this spending might still occur if the
park were closed.

from visitor spending, as many resource
management responsibilities are independent of the
number of visitors. For example, the park payroll
accounted for over a third of the total local income
effects at Carlsbad Caverns National Park (Stynes
and Sun 2004) and over three- fourths at Women's
Rights National Historical Park (Stynes 2000).

Visitors to public lands use a variety of equipment
and durable goods that support major industries,
including sporting goods, recreational vehicles, and
boats. Of the $108 billion in wildlife- related
expenditures reported in the most recent national
survey (USDI FWS 2001), $65 billion was for
equipment and durable goods and only $28 billion
was trip- related. Of the $15 billion in spending
reported by the U.S. Army Corps of Engineers in
1999 (USACE 2003), $5 billion was for equipment and
$6 billion was trip spending within 30 miles of the CE
project.

Choices over which spending and multiplier effects
to include and the size of the impact region can
increase (or decrease) impact estimates up to
tenfold. These details rarely accompany impact
results that are reported in the media, and only some
of these delimitations may be explicitly addressed in
formal impact reports. Lack of consistency in these
choices makes it difficult to compare results across
studies or over time.

As equipment is often used in many places over an
extended period of time, the associated economic
impacts are not readily traced to a particular provider
or region or associated with individual trips.
Equipment and durable goods tend to be bought near
home rather than on trips. The largest economic
impacts often occur where the equipment is
manufactured. For example, the majority of
recreational vehicles are made in Indiana, a state with
very limited federally managed recreation lands.
Impacts of construction or park operational expenses
can also be estimated.25 The presence of federal
programs and employees in an area has significant
local economic effects, irrespective of any
recreational use or visitor spending. Impacts from
park employees and operations may exceed those
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Some studies have also attempted to capture the
impacts of induced private development surrounding
public lands, pro- rated shares of durable goods
purchases, and even volunteer jobs. The Travel
Industry Association (TIA 2001) includes a prorated share of motor vehicle operating costs and
imputed rents on seasonal homes in its statewide
tourism impact estimates.

National Park Visitor Spending Impacts
The earliest formal national park economic impact
figures are the national estimates by Swanson
(1969). Swanson estimated total national park
visitor spending at $6.4 billion in 1967, generating
$4.76 billion in personal income (Table 8). Inputs to
the calculation were: 1) 140 million park visits in
1967, reduced to 105 million after omitting local
visitors, day trips, and some double counting of
visitors; 2) an average visitor spending of $60.48 per
visit based on $15.12 per person per day and an
average stay of four days; 3) an income- to- sales
ratio of 30 percent; and 4) an income multiplier of
2.5, reflecting indirect and induced effects on the
national economy. Swanson’s estimates were
admittedly very rough, but the report received
considerable attention and demonstrated the basic
information and calculations needed to estimate
economic impacts of national park visitor spending.

Table 8. Swanson’s Calculations
1. Total visits
2. Percent non-local
3. Non-local visits (1*2)
4. Average spending
5. Total spending (3*4)
6. Income/sales ratio
7. Direct income (5*6)
8. Income multiplier
9. Total income (7*8)

140 million
75%
105 million
$60.48
$6.4 billion
30%
$1.9 billion
2.5
$4.76 billion

The Money Generation Model (MGM), developed by
the NPS in 1990, applied this same basic aggregate
approach to individual parks (USDI NPS 1990). The
Money Generation Model was easy to use, but provided limited guidance for selecting the key inputs
for a particular application, i.e., spending averages
and multipliers.26 The highly aggregate nature of the
model limited its use primarily to public relations, as
most management, marketing, and policy decisions
require greater detail.
With advances in input- output modeling databases
and software during the 1990s, economists preferred
more direct use of input- output models to assess impacts of park visitors (e.g., Johnson and Sullivan 1993,
Moore and Barthlow 1998). The USDA Forest Service
developed IMPLAN as its primary tool for impact
analysis during the 1980s, and has since used it extensively in forest planning. The IMPLAN system became
the method of choice within federal land management agencies (Propst 2001). However, the estimation
of I- O models and the application of recreation
spending data to IMPLAN’s impact routines requires
some knowledge of regional economic models and
proficiency with the IMPLAN software. These skills
are relatively scarce within the National Park Service
and other public land management agencies.
The Corps of Engineers developed spreadsheet- based
tools to work with IMPLAN for recreation analysis in
the early 1990s (MI- REC). Following a review of the
MGM model by Duffield et al. (1997), an updated
version (MGM2) was developed at Michigan State
University in 2000 (Stynes et al. 2001). The MGM2

is a disaggregate spreadsheet model for combining
recreation visit, spending, and multiplier data to estimate economic impacts. The model does not require knowledge of I- O modeling or direct access to
IMPLAN software and data. Samples of the
MGM2 spending and multiplier databases were
shown in Tables 4 and 6. The model can be used to
evaluate specific management alternatives or marketing strategies. The primary use, however, continues to be to generate overall impacts of current use
in order to demonstrate contributions of individual
parks to local economies.27
National estimates of the economic impacts of NPS
recreation visitor spending have been made using the
MGM2 model (Stynes and Sun 2003). These estimates are based on 280 million national park recreation visits in 2001, the spending profiles in Table 4,
and multipliers in Table 6. Park visitors in 2001
spent $10.6 billion in local regions around national parks.28
To the extent possible, spending not directly related
to the park visit is excluded.29 Visitor spending is
distributed (Figure 3) to lodging (28%), restaurants
(25%), gas and oil (12%), admissions and fees (10%),
groceries (9%), and other retail purchases (16%).
National park visitors staying overnight in hotels,
motels, B&Bs, and cabins (in most cases outside the
park) account for 18 percent of visitors and 56 percent of spending. Local residents represent 20 percent of visits, but only seven percent of spending.

Figure 3. National Park Visitor Spending in 2001
($10.6 billion)
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The $10.6 billion in spending yielded $8.6 billion in
direct sales after excluding the costs of goods not
made locally (Table 9). This spending directly supported 212,000 local jobs outside the park with a total
payroll of $3 billion. Including local secondary effects, the total impact was $12.5 billion in sales,
267,000 jobs, and $4.5 billion in personal income.
Total value added to the local economy from park
spending was $7 billion.

Interpretation of these results rests on a clear understanding of what spending was included, the definition of local regions, choice of multipliers, and other
details. For example, these results are not at all comparable with Swanson’s figures from 1967. In addition
to the obvious difference in multipliers, NPS visit
counting methods are much better today, and park
use patterns and visitor spending have also changed
considerably. Notice that Swanson’s overall visitor
spending average is on a per- visit basis and implicitly
assumes visitors will only make one entry to the park
during a four- day stay. The park visitor spending
profiles in Table 4 are on a party basis for a single day
or night in the area, and these profiles distinguish
among different types of trips. The majority of national park visitors today are not on overnight trips,
and lengths of stay are much shorter than what
Swanson assumed in 1967.

Use of sector- specific multipliers permits the direct
effects to be itemized by sector. Of the 212,000 direct
jobs supported by visitor spending, 77,000 are in restaurants and bars, 63,000 in lodging establishments
(including campgrounds), 35,000 in retail trade, and
31,000 in amusement and entertainment. A complete
I- O model must be used to apportion secondary effects to direct effects. The overall sales multiplier of
1.45 reflects the sector- specific multipliers in Table 6
and the distribution of visitor spending to each sector
as shown in Figure 3.

Similar problems are encountered in comparing
impact estimates over time for other federal land

Table 9. Economic Impacts of National Park Visitor Spending, 2001 MGM2 Estimates
Sector/spending category

Sales
$Millions

Jobs
Thousands

Personal
income
$Millions

Value
added
$Millions

Direct effects
$2,723

59

$888

$1,350

170

4

56

84

Restaurants & bars

2,681

77

913

1,272

Amusements & entertainment

1,059

31

366

600

153

2

56

80

1,288

35

657

1,027

Wholesale trade

225

3

91

155

Local production of goods

323

1

29

56

Total direct effects

8,624

212

3,056

4,624

Secondary effects:

3,892

55

1,408

2,434

$12,515

267

$4,464

$7,057

1.45

1.26

1.46

1.53

Motel, hotel, cabin, or B&B
Camping fees

Other transportation
Retail trade

Total effects
Multiplier
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management agencies or making comparisons across
agencies. For example, a national forest recreation
impact estimate of $30 billion in value added for
1999 (Alward et al. 2003) is based on 467 million
days of recreation and national multipliers. Based
on more recent and more reliable recreation visit and
spending data from the National Visitor Use Monitoring study (English et al. 2003; Stynes, White,
and Leefers 2003), and applying local rather than national multipliers, value added for NF recreation visitors in 2001 is closer to $5 billion.30 This is consistent
with the $7 billion estimate for the NPS, taking
into account similar spending patterns and lower NF
use estimates.

are therefore conducted primarily by outside consultants. As we have seen, economic analyses rest on
a variety of technical assumptions and method
choices that are often difficult for non- economists
to fully understand. These characteristics pose significant challenges for communicating economic
information within public agencies and to various
publics. Economists are needed within public land
management agencies to help guide economic research and analysis, translate economic studies into
managerially useful information, and communicate
the economic significance of public land management programs to various constituencies.

Economic impact estimates nationwide and for individual U.S. Army Corps of Engineers (2004) projects
are posted at their Value to the Nation Web site. The
1999 national estimate of $3.4 billion in total income
is based on 386 million CE visitors spending $6 billion in the local area. The Corps of Engineers treats
most visitors not camping at CE sites as day visitors
and may not therefore fully account for spending of
visitors who stay overnight off- project.

The vast majority of recreation valuation and impact
studies are case- specific, with methods tailored to
the unique situation. This has made it difficult to
generalize from one study to another, as results are
frequently sensitive to the methods chosen and the
characteristics of a given problem or setting. Yet
time and costs limit the number of instances where
detailed valuation or impact studies may be justified.
The trend in both recreation valuation and impact
assessment has been toward ways to generalize from
what has been learned in previous studies, to reduce
data collection costs and, where possible, to simplify
methods to facilitate wider application.

These different estimates illustrate the pitfalls of
making comparisons between different economic
impact estimates without careful examination of the
questions being addressed, assumptions, input data,
and approaches.

Conclusions
Economic analysis is an important part of public land
management. Agencies must understand public values
and preferences, balance benefits and costs, and
weigh the distributional consequences of resource
allocation and management decisions. The fields of
resource and regional economics offer a wide array of
tools to help inform these decisions and evaluate
programs. Economic analysis is, of course, only one
input that must be balanced with environmental,
social, political, and other dimensions.
Economists are relatively scarce within public land
management agencies. Valuation and impact studies

When time and costs rule out extensive primary data
collection, agencies must rely on judgment or turn to
secondary sources. Averages, like the spending
figures and generic multipliers embedded in the
MGM2 model or the recommended recreation unit
day values, provide starting points and standards
when primary data are lacking. Better methods are
needed for predicting variations from these averages
across distinct sites and situations over time.
Econometric and benefit transfer methods attempt
to formally model these variations, while interim
unit day value procedures and the MGM2 model rely
on more subjective and ad- hoc adjustments. Until
we have more consistent data and a greater
understanding of these variations, sound judgment
and experience may perform as well as statistical
models.
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The weakest link in both recreation valuation and impact assessment is often the lack of reliable information about visitors. Visitor counts are frequently unavailable or unreliable, and many parks lack basic information about visitor behavior (Manning and Wang
1998). Forecasting changes in use over time or in response to management actions is particularly difficult
in the absence of good longitudinal data. Surveys of
visitors to public lands have tended to emphasize onsite behaviors, usually gathering limited information
about activities in gateway communities or conditions
at visitor origins. These external factors strongly influence visitor demand for recreation on public lands, as
well as the associated values and spending. Spending
opportunities, potential substitutes, and complementary services are largely provided off of public lands.
Cooperation between public land management agencies and community development and regional tourism marketing organizations can improve information
about visitors, better serve the visitor, and increase
benefits all around (Machlis and Field 2000).
Local residents and tourists to the region represent
two fairly distinct markets with different patterns of
use and distinct contributions to values and economic
impacts associated with public lands. A local
perspective on public land management emphasizes
providing value to local residents in the form of
recreation uses and other environmental amenities by
attracting businesses, residents, and tourists to the
region while also supporting local economic
development. Economic impacts represent transfers of
income from one region, industry, or group to another,
rather than a net gain to the nation. Regional impacts
have therefore been viewed as somewhat less
significant than welfare measures, at least from a
national perspective. On the other hand, economic
analyses based on efficiency and overall contributions
to welfare are relatively blind to distributional issues,
which often dominate national policy debates.
Given the importance of economic considerations in
public policy at the national, state, and local levels,
measures of economic significance will continue to
play prominent roles in public land management
decisions. It is particularly important for public land
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managers to measure both the economic value provided
to recreation users and the benefits to local economies.
The relative importance of these two measures of
economic significance in a given situation will depend
on the decision under consideration, management
objectives, and the priorities assigned to different
stake- holder groups.

Additional Resources
Valuation. There are a number of guidebooks that
explain valuation methods for managers. King and
Mazzotta’s (http://www.ecosystemvaluation.org/) online ecosystem valuation Web site, Lipton and
Wellman (1995), Sorg and Loomis (1984), and U.S. Water
Resources Council (1980, 1983) are at an elementary
level. U.S. EPA (2000) is somewhat more advanced.
DARP (1997) covers applications to damage assessments.
Loomis and Walsh (1997) provide a comprehensive
treatment of recreation economics. Resource and
environmental economics texts provide broader
coverage of theory and advanced methods, e.g., Freeman
(1993), Tietenberg (2000). Ward and Loomis (1986)
review travel cost models, while Carson and Mitchell
(1989) review contingent valuation approaches.
Rosenberger and Loomis (2001) include an extensive
bibliography of recreation valuation studies.
Economic Impacts. Introductory treatments of
economic impact methods include Sullivan et al. (1993),
Chapter 14 of Loomis and Walsh (1997), Chapter 9 of U.S.
EPA (2000), Frechtling (1994), and Bull (1995). The
MGM2 models, manuals, and various reports are
available at the MGM2 Web site (http://
www.prr.msu.edu/mgm2). Cortright and Reamer
(1998) is an excellent guide to regional economic data
from government sources. The Bureau of Economic
Analysis Web site (www.bea.gov) has documentation
about its RIMS II model, regional economic data, and
national accounts (NIPA), including tourism satellite
accounts. Information about the IMPLAN system can be
found at the MIG, Inc. Web site (http://
www.implan.com). The Web Book of Regional Science
(http://www.rri.wvu.edu/regscweb.htm) is an outstanding set of on- line texts for those seeking a systematic
treatment of I- O models (Schaffer), CGE models (Vargas),
and other regional economic topics (Hoover).

Notes
1

Other areas of economic analysis I will not address here include the internal financial analysis of costs and revenues
of public land management agencies and assessment of fiscal impacts on state and local governments (Burchell and
Listokin 1978).
2
The original idea for the approach is generally attributed to Harold Hotelling, who sketched the idea in a letter to the
National Park Service Director in 1947 (Krutilla and Fisher, 1975).
3
If the demand curve was estimated considering the substitute, it would be truncated at the $3 price line and yield the
correct surplus. The issue comes down to whether substitutes have been properly specified when estimating the
demand curve.
4
Unit day values are usually interpreted as representing average consumer surpluses. The adjustments over time,
however, have not taken into account increasing fees at many recreation areas. If simulated market prices are used as
unit day values, the method yields market values.
5
These studies measure values for participation in particular activities in the park, rather than willingness to pay to
visit the park.
6
See Bishop (1982) for a more complete theoretical treatment of option value, including the distinction between
option value and option price.
7
The basic assumptions of input- output models are that sectors have homogeneous, fixed, and linear production
functions, that prices are constant, and there are no supply constraints.
8
Regional economists increasingly recommend computable general equilibrium models (CGE) and social accounting
matrices (SAM). CGE models relax the I- O model assumptions of static prices and no supply constraints to estimate
impacts within a general equilibrium framework. The significant increases in model complexity and data requirements
do not make CGE approaches very practical for recreation impact analysis at this time. Social accounting matrices
(SAM) trace institutional transfers between businesses, households, and government units to better assess
distributional consequences. These SAM models can be estimated within the IMPLAN system.
9
One must be particularly careful when using job (or income) multipliers, as these may be expressed as total jobs
relative to direct jobs or as total jobs relative to direct sales. The denominator in these ratios dictates what the
multiplier should be multiplied by.
10
For example, IMPLAN’s Type SAM multipliers do not re- circulate retirement benefits when computing induced
effects, as these are not immediately re- spent in the local area. The handling of government revenues and taxes also
can vary across models. These details are often not reported in applied studies.
11
For example, the National Survey of Hunting, Fishing and Wildlife- Associated Recreation does not go beyond
spending measures. Tourism Satellite Accounting (TSA) methods (Frechtling 2000, Okubo and Planting 1998, WTO
1999) generally stop at measuring the direct effects of tourism.
12

Federal agencies have historically measured use in recreation visitor day (RVD) units. One visitor day could be one
person for 12 hours, two for six hours, or 12 for an hour each. As these examples clearly have very different implications for
spending, the RVD is not a very useful unit for economic analysis.
13
This is a good reason why economic analyses should consider both the value of the recreation experience to the
visitor, as well as economic impacts of visitor spending. Economic impact analysis does not measure the values that
most park managers and visitors attribute to recreation on public lands.
14
Appendices C and D of the MGM2 manual (Stynes et al. 2000) discuss methods for adapting spending averages to
individual applications.
15
Segmenting visitors into subgroups with similar spending patterns can reduce variances.
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16

In our analysis of national forest visitor spending data, trip segments like those in Table 3 explained 18 percent of the
variation in individual trip spending, while the primary recreation activity and individual forest each explained less
than three percent (Stynes, White, and Leefers 2003).
17
The source of a multiplier of 2.0 is not clear, but likely comes from statewide multipliers that are more widely available in published reports. Multipliers have been declining slowly over time, so one should always check the date of the
model/multiplier. Recreation impact studies based on IMPLAN models prior to version 2.0 have inflated multipliers
due to a flaw in how IMPLAN computed induced effects. The algorithm more than doubles the estimate of induced
effects for tourism spending.
18
The MGM2 is able to create “generic” multipliers for tourism- related sectors, as these sectors are labor- intensive
and purchase mostly other services that tend to exist in local regions in direct proportion to population size. See Chang
(2000) for the derivation of generic multipliers and comparisons of multipliers for different regions.
19
This national multiplier is from an IMPLAN model using 2000 data and a typical visitor spending profile. A national
model allows spending to circulate across the entire U.S. economy.
20
Sector- specific multipliers in Table 5 are to be used for regions with populations of 500,000 to one million. The
MGM2 has other “generic” multipliers for rural areas and larger metropolitan regions. Custom multipliers for
individual regions may also be imported into the MGM2 model from IMPLAN models.
21
For rural areas, the MGM2 sales multipliers for hotels are 1.25 (Type I) and 1.37 (Type II), and the direct job- to- sales
ratio is 26 jobs per million dollars in sales. See the MGM2 manual or model for complete sets of multipliers for rural,
small metro, and larger metro regions.
22
In an engineering approach, one estimates the costs of producing a “trip” by itemizing typical costs for each input,
e.g., a typical overnight visitor party of three people staying two nights will incur $70 per night for a motel room, $20
per person per day for meals, $10 for a half- tank of gas, and $50 for souvenirs = $320 per party per trip, or $160 per
night.
23
It should be noted that statistical confidence intervals could be very misleading if errors due to measurement, nonresponse bias, and other sources outweigh the sampling errors.
24
Examples of more specific evaluation studies include Johnson and Sullvan’s (1993) analysis of civil war battlefield
preservation and Neher and Duffield’s (2000) assessment of the impacts of the 1997 floods in Yosemite National park.
25
The MGM2Operate spreadsheet is a simple model for estimating impacts of NPS operations and construction. The
Forest Service’s FEAST model includes very detailed operating and construction spending categories linked to Forest
Service budget data.
26
Many applications of the original MGM model used state level multipliers from RIMS II and per diem spending
averages for lodging and meals from Runzheimer, neither of which likely represented NPS visitors or local settings very
well.
27
The MGM2 model and reports are available at the MGM2 Web site: http://www.prr.msu.edu. Versions of the model
have also been developed for the U.S. Army Corps of Engineers (REAS), USDA Forest Service (SNACK), and tourism
clients (MITEIM).
28
NPS visits were allocated to segments as follows: 20 percent local, 57 percent day trips, 23 percent overnight trips, 18
percent in motels, and five percent camping. Visitors staying with friends and relatives or in owned seasonal homes
were treated as day trips.
29
Only one day of spending is included for extended stays in an area to visit relatives, stay at a seasonal home, or visit
many attractions.
30
Reduction of national forest visits from 467 million to 215 million cuts the value- added estimate to $14 billion, and
use of local rather than national multipliers reduces it further to $8 billion. Differences in spending averages and what
spending is included puts the final estimate at about $5 billion.
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Glossary
Consumer surplus. Amount that consumers are
willing to pay for a good or service over and
above their actual costs. It is the generally
accepted measure of contribution to social
welfare as it captures the net benefit to each
consumer from the consumption of a good or
service.
Demand. Quantity of a good that will be purchased
at different prices.
Direct effects. In terms of visitor spending, the
changes in economic activity in firms selling
directly to visitors, i.e., lodging, restaurant,
amusement, transportation, and retail trade
sectors.
Final demand. Sales to final consumers (households
or government), which are distinguished from
intermediate sales which take place between
industries. Visitor spending and government
purchases are examples of final demand.
IMPLAN. A microcomputer- based input- output
modeling system originally developed by the
USDA Forest Service and now managed by
MIG, Inc.
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Indirect effects. Changes in sales, income, or employment within a region in backward- linked
industries supplying goods and services to
directly affected businesses. The increased
sales in linen supply firms resulting from more
motel sales are an indirect effect of visitor
spending.
Induced effects. Increased sales within the region
from household spending of the income
earned through direct or indirect effects. Employees in tourism and supporting industries
spend their income on housing, utilities, groceries, and other consumer goods and services,
generating sales, income, and employment
throughout the region’s economy.
Input- output model. (Abbreviated I- O.) Representation of the flows of economic activity between sectors within a region. The model captures what each business or sector must purchase from every other sector in order to produce a dollar’s worth of goods or services.
Using such a model, flows of economic activity
associated with any change in spending may be
traced either forward (spending generating
income which induces further spending) or
backward (visitors’ purchases of meals
leads restaurants to purchase additional inputs, such as groceries and utilities). Multipliers may be derived from an input- output
model.
Market value. Price of a good or service times its
quantity.
Multiplier. Number used to calculate the size of
secondary effects in a region, generally as a
ratio of the total change in economic activity
in the region relative to the direct change.
Multipliers express the degree of interdependence between sectors in a region’s economy and are usually derived from I- O models.
A sector- specific multiplier gives the
total change throughout the economy associated with a unit change in sales in a given
sector.

Non- use or passive- use value. Values associated
with parks or natural resources that do not
entail direct use. The most common non- use
values for parks are option value, or
willingness to pay for the option to visit a park
in the future; bequest value, or willingness to
pay to pass on these opportunities to future
generations; and existence value, or
willingness to pay to know that a park or
resource exists, independent of any intent to
visit.
Secondary effects. Changes in economic activity
from subsequent rounds of spending stimulated by the direct sales. There are two types of
secondary effects: indirect and induced.
Sector. Grouping of firms that produce similar products or services. Most economic reporting and
models in the U.S. are based on the Standard
Industrial Classification system (SIC) or the
newer North American Industrial Classification
System (NAICS).
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Supply. The quantity of a good that will be produced
or offered for sale at different prices.
Total effects. The sum of direct, indirect, and induced effects.
Use value. Value associated with direct use or
consumption of a good or service, e.g., the
value to the consumer of a day of recreation
activity or a park visit.
Value added. Sum of personal income (wages and
salaries), profits and rents, and indirect
business taxes. Value added is the most
commonly used measure of the contribution of
a region or industry to gross national
product, as it avoids double counting of
intermediate sales and captures only the
“value added” by the region or industry to
final products.
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About the Series
The purpose of the Social Science Research Review is to provide
a basis for scientific understanding of specific issues critical to
the management of the National Park System. Each paper presents a conceptual framework for understanding the issue, reviews methodologies used in relevant studies, and presents key
findings from published scientific literature, technical reports,
and other documents. Each paper is peer- reviewed. The papers
are not intended to provide specific policy guidelines or management recommendations.
The Social Science Research Review series is part of the National Park Service Social Science Program under the direction of Dr. Jim Gramann, Visiting Chief Social Scientist, and
Dr. Michael Soukup, Associate Director for Natural Resource
Stewardship and Science.

About the Program
The role and functions of the NPS Social Science Program are to
provide leadership and direction to the social science activities of
the NPS, coordinate social science activities with other programs
of the NPS, act as liaison with the USGS Biological Resources
Division and other federal agencies on social science activities,
provide technical support to parks, park clusters, support offices
and regional offices, and support a program of applied social
science research related to national research needs of the NPS.

For more information, contact:
Dr. Jim Gramann
Visiting Chief Social Scientist
National Park Service
1849 C Street, NW (2300)
Washington, DC 20240
Telephone: (202) 513- 7189
Email: James_Gramann@partner.nps.gov
Web site- http://www.nature.nps.gov/
socialscience
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