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Abstract
  The article presents the fundamental aspects of the linear regression, as a 
toolbox which can be used in macroeconomic analyses. The article describes the 
estimation of the parameters, the statistical tests used, the homoscesasticity and 
heteroskedasticity. The use of econometrics instrument in macroeconomics is an 
important factor that guarantees the quality of the models, analyses, results and 
possible interpretation that can be drawn at this level.
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  A series of econometric models are used in the macro-economical analyses in 
the European Union states, and we can appreciate that these are already standard. We 
shall emphasize the theoretical analysis regarding the simple and multiple regression, 
and the linear correlation quotient. 
  The mathematical relationship of the consumption function used for the 
Keynes model is the following:
  Kt=α +β · Yt 
 where:
 K t = consumption for a period of time (one year, usually);
 Y t = income for the same period;
  α,β = parameters of the regression model.
  In designing a linear regression model for macroeconomic analyses, the 
following statements must be made:
  a) Establishing the independent variables (Y = resultant variable, the data 
series is noted by  n i i y , 1 ) ( =  and X = the explicative factorial, variable, deﬁ  ne by the 
series n i i x , 1 ) ( = )
  Subsequently, a determinist dependency between the two variables is:
  Y= b + aX 
  The calculated estimators for the two parameters are b ˆ anda ˆ , established in 
a stochastic manner.
 b)  The  identiﬁ  cation of the residual variable, noted by ε. The residual variable 
is normally distributed, with the average 0 and constant dispersion. The residual value 
is included in the model because in economy there is not always available a functional 
linear dependency between the two variables, but a probabilistic one, the data series Revista Română de Statistică nr. 9 / 2011
are not affected by measurement errors that inﬂ  uence the estimation of the two 
parameters, the data series are established through observation on some samples. 
  c) Establishing the usage conditions for the regression model. After the 
nature of the data series, there are two domains of use for the linear regression model: 
in the analysis of dependency between variables, if the data series are recorded at the 
levels of population statistical units for an interval or moment, by using the formula
  yi= b+a · xi + εi,
 where: 
 y i = the resultant (explicated) characteristic; 
 x i = factorial (explicative) characteristic;
  and to emphasize the dependence between the two variables in a certain time 
horizon, the time series are used.
  a) In order to estimate the parameters and to use the regression, a series of 
hypotheses are applied to identify if the data series are affected or not by measurement 
errors, the residual variable, the dispersion etc.
 -  I1: the data series are not affected by measurement errors;
 -  I2: the residual variable has the value 0;
 -  I3: the dispersion of the residual variable is non-variant in time, that is, it is homoscedastic;
 -  I4: the residuals are not self-correlated;
 -  I5: the factorial (explicative) variable is not correlated with the residual one;
 -  I6: εt→ N(0, σε
2).
  To test the hypotheses, statistical tests are used, respectively: if the linear 
dependency is found following transformations on the two variables, then the 
regression model is linear on its parameters.
  Emphasis of these aspects is given by the dependency between the available income 
and the population consumption, which is a linear shape (the slope quotient is positive). 
  In macroeconomic analyses, uni-factorial non-linear models can be 
encountered, that can be linear through transformations applied to the variables of the 
regression model.
  Such non-linear models transformed into linear models are: 
b
i i x a y ⋅ =  
is transformed into a linear model through the logarithm of the terms of the above 
relationship:  i i x b a y log log log ⋅ + = . A linear model exists in report to the 
variables  i y log and  i x log , the exponential model or the log model, deﬁ  ned by the 
relationship: yi = a * bx, that is aligned by logarithm, thus resulting the linear model: 
b x a y i i log log log ⋅ + = . The use of the model is recommended when the points 
n i i i y x , 1 ) log , ( = are along a straight line.
  There are also non-linear models that cannot be written as linear models 
by applying elementary transformations, and the estimation of parameters is made 
through other estimation techniques. In these cases, the estimation of parameters can 
be made by numerical methods.
  To estimate a linear regression model, the data series for the two characteristics 
are used, represented by two vectors:
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 for the resultant characteristic
  The linear regression model assumes the knowledge on the methods used for 
the estimation of the two parameters, test of the properties for the regression model 
estimators and of the elements implies the knowledge on the methods used for the 
estimation of the two parameters, the test of the properties of the regression model 
estimators, and of the elements of regression used in forecasts.
  If we will consider the relation yi = abx
i, it is observed that the estimated 
value of the resultant variable, of the estimators of the model parameters and their 
properties depend on the characteristics of the independent variable and the properties 
of the residual variable. We present the hypotheses related to the variables that deﬁ  ne 
the model or that regard the residual variable.
 •   An initial hypothesis regards the fact that data series are not affected by 
recording errors, this hypothesis postulates the characteristics of series of values that 
are used for the estimation of parameters. The parameter estimation is made based 
on a set of values n i i i y x , 1 ) , ( = , for the two variables. The function used to analyze 
the dependency between the two variables includes a large number of statistical 
observations, so the estimation of the parameters is based on the law of large numbers. 
The values for the two variables are not affected by signiﬁ  cant values able to distort 
the accuracy of parameter estimation.
  This hypothesis is important in establishing the properties of the linear 
regression model. The values of the factorial characteristic are non-stochastic if each 
value is related to a family of values of the resulting characteristic. For each value xi 
of the factorial characteristic, an average is calculated per the family of the resultant 
characteristic and the series of values is determined.
 For  each  ﬁ  xed value of the factorial characteristic, the residual variable has a 
zero, respectively:
  >@ 0     i i x X EH ,, for any i
 
  Based on this afﬁ  rmation, it results that the other factors, non-recorded, with 
the exception of the factorial characteristic, does not have a signiﬁ  cant inﬂ  uence on Revista Română de Statistică nr. 9 / 2011
the average of the resultant characteristic. If the hypothesis is satisﬁ  ed by the linear 
regression model, we can write:
  >@ i i ax b x X Y E       
 
 •   The second hypothesis is the homoscedasticity, which assumes the constant 
distribution of the residual.
  The property emphasizes that the conditional distributions have the same 
dispersion, namely >@
2 var H V H     i i x X ,  , constant for any i.
  If the residual variables do not comply with that property, we consider that 
the regression model is heteroskedastic. In conclusion, the residual variables have 
different variances. 
 •   The residuals are not correlated, meaning that between the residual factors 
the co-variance phenomenon is not present, respectively:
  0 ) , cov(   j i H H , for any  j i ≠ .
  If the residual variable fulﬁ  lls the “b” and “c” hypotheses, the following 
relationship results:
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  A different situation is when the residual variable presents a order-one 
autocorrelation, that is: 
  t t t u    1 UH H .
 where  ut is a white noise.
 •   The residual variable is not correlated to the independent variable, 
situation in which:  0 ) , cov(   j X H , for any j. This relation shows that an increase of 
the values of the factorial variable does not lead automatically to the increase of the 
values of the residual variable.
  The distribution of the residual variables is made on a normal repartition, 
with zero average and dispersion  2
x V , respectively  ) , 0 (
2 V H N i  .
  In compliance with those presented above, the linear regression model
i i i x a b y H      , i = 1,..,n can be deﬁ  ned under two equivalent forms, depending 
on the stated hypotheses, respectively:
  •  When the hypotheses are formulated regarding the residual variable:
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 •   If the hypotheses are deﬁ  ned for the resultant variable:
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  Regardless the form in that the linear dependence (yi,xi)  n i , 1 = , is deﬁ  ned 
inside the simple linear regression model, we estimate the values of the resultant 
variable as the equation  i i x a b y ˆ ˆ ˆ + = . The residuals are estimated by the relation
) ˆ ˆ ( ˆ i i i x a b y e + − = , satisfying the equality: ∑
=
=
n
i
i e
1
0 .
 •   The parameters of the linear regression model can be estimated by using 
either the least squares or the maximum likelihood method.
  a) By using the least squares method, the values of the resultant characteristic 
are estimated with the relation:
  i i x a b y ˆ ˆ ˆ + = , (wherea ˆ  and b ˆ are the parameters estimators for the 
regression line) 
  The real values of the resultant characteristic are equal with the estimation 
achieved with the help of the regression model, corrected with the residual error 
( i i i e y y + = ˆ )
  To estimate the parameters, we enforce the condition that the sum of the squares 
of differences between the real value and the value estimated by regression is minimal.
  The optimum conditions of the function lead to the following equations:
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  The equations that must be solved to obtain the values of the parameters are 
established by applying the moment’s method. 
  The two equations are obtained:
 -  The  ﬁ  rst equation results from the condition  0   i E H , deﬁ  ning the equality:
  
  ∑ =
i
i e
n
0
1
 or ∑ =
i
i e 0 ; 
  - The second equation of the system is established by starting at the hypothesis 
of non-correlation of the series of values of the factorial variable with the series of the 
residual variable (  0 , cov   H X ), having the equality:Revista Română de Statistică nr. 9 / 2011
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  The two estimators are determined by using the linear equation system:
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  The test for the solution of the system if it complies with the second order 
conditions is made by using the second order derivatives of the function:
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  The matrix so deﬁ  ned has two properties:
  -  Is positively deﬁ  ned;
  - The determinant of the matrix is positive:
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  The calculation relationships of the two estimators, a ˆ and b ˆ , result from the 
solving of the linear equations system.
  The computation of the regression line slope quotient is made with the 
equality:
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  The estimator of the regression line slope is a linear combination of the 
values for the resultant characteristic:  ∑
=
=
n
i
i iy w a
1
ˆ .
 The  series()n i i w , 1 =  fulﬁ  lls three properties, respectively  0
1
= ∑
=
n
i
i w  ,
 
0
1
2 ∑
=
=
n
i
i w , 
1
1 ∑
=
=
n
i
i ix w .
 Property  1: 
()
() 0
1
1 1
1
2
= − ⋅
−
= ∑ ∑
∑
= =
=
n
i
i
n
i
n
i
i
i x x
x x
w ;Romanian Statistical Review nr. 9 / 2011
 Property  2:  
()
() 0
1
1
2
1
2
1
2
2 = − ⋅
⎥
⎥
⎦
⎤
⎢
⎢
⎣
⎡
−
= ∑ ∑
∑
= =
=
n
i
i
n
i
n
i
i
i x x
x x
w ;
 Property  3:  () 1
1 1
= − =∑ ∑
= =
n
i
i i
n
i
i i x x w x w .
  The calculation relationship for the estimator of the free term of the regression 
line is determined by solving the equation system or by taking into account that the 
regression line passes through the center of the points cloud, respectively the equality 
y x a b = + ˆ ˆ . 
  So, for the b parameter, the estimation is achieved by using the 
relationship:
  x a y b ˆ ˆ − = . 
  The use of the least squares method has some inconveniences, the most 
important are: it does not offer acceptable results if the formulated hypotheses are not 
satisﬁ  ed; if 
n n b a ˆ , ˆ  are the estimators determined based on the series (xi, yi),  n i , 1 =  
and 
1 1 ˆ , ˆ
+ + n n b a  are those evaluated for the series (xi, yi),  1 , 1 + = n i , it results that 
between the two pair of estimators there is no simple recurrence relationship; if the 
data series presents major changes, the estimators are distorted.
  a) The use of the least squares method took into consideration a series of 
hypotheses on the residual variable 
i H ., that did not refer to the form of the random 
variable 
i H . repartition. Surpassing this inconvenient is achieved by using the 
maximum likelihood method.
  The residual value has the property given by the relation:
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  For the case of the linear regression model, the likelihood function is given 
by the formula:
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  The form of the estimators is made by using the maximum condition for the 
logarithm of the likelihood function.Revista Română de Statistică nr. 9 / 2011
  The relation below is applied:
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By using the properties of the logarithm function, we determine: 
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  The maximum likelihood method leads to the achievement of the same set of 
estimators for the model parameters as the least squares method. Also, the maximum 
likelihood method allows the direct achievement of the estimator of the residual 
variable dispersion.
  The expression of this estimator results from the condition:
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  After calculating, it is achieved the equation for the determination of the 
relation of the limit of the residual variable variance estimator.
  By taking into view the calculation formula for the adjustment errors, 
in the end, the dispersion of the residual variable is determined from the relation: 
¦  
i
i e
n
2 1 ~ V .
 •   The regression line – basis of the regression function
  Starting from the generalized simple linear regression function, (yi=a+bxi), 
the determination of the formula for the estimator do the regression line slope quotient 
is made on the relation: 
) var(
) , cov(
x
y x
a = .
  It is achieved the equality starting from the calculation relationship of the 
estimator, by dividing both the numerator and the denominator to the volume of the 
sample. From the previous relationship, it results that the estimator and the covariance 
calculated for the two variables have the same sign.
  Between the parameters of the regression slope, the following relationship exists:
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  The two lines, in the same plan, intersect each other in the gravity center of 
the point cloud, so the two lines pass through the point ( ) y x G , .
  The hypothesis can be demonstrated if we take into account the fact 
that for the two regression models the equalities¦
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n
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are valid.
  By dividing to n (the number of terms for the two equalities), that passes 
through the  () y x G ,  point,  we have a system of two equations.
  The size of the angle formed by the two lines shows the intensity of the 
connection between the two variables. If the lines are identical in the case of the 
reciprocal connection between the two variables, it results that, as the size of the angle 
is smaller, the reciprocal linear link between the two characteristics is stronger.
  Subsequently, we obtain the calculation formulas fot the free terms of the 
two lines if the two quotients of the regression slopes are known:  x a y b − = and 
y a x b ' ' − = .
  From the equations of the two lines and from the relationships above we 
obtain the relationships for the two regression lines.
  The calculation relationships are:
  ) (
) var(
) , cov(
x x
x
y x
y y i i − + = ,
  ) (
) var(
) , cov(
y y
y
y x
x x i i − + = .
  The algebraic value of the quotients of the slopes in the regression model 
and the reciprocal regression model are the same and express the sense of dependency 
between the two variables. 
  In report to the sign of the estimator for the a parameter we distinguish:
 -  If  a ˆ >0, the dependency between the two variables is direct;
  -  If the estimation of a is zero, no linear dependence exists between the two 
variables;
  -  If the quotient of the regression slope is a ˆ <0, then a reversed linear 
dependency manifests between the two variables.
  We will observe that the sign of the quotient of the slope for the regression 
line is identical to the sign of the variance calculated for the two variables.
  The estimator of the quotient of the regression line slope determined through 
least squares method is a non-displaced estimator and with minimal dispersion. 
 If  0 ) (   i E H , for any i, the following equalities are obtained 
progressively:
  a E w a w E a E a E i
i
i i
i
i         ¦ ¦ ) ( ) ( ) ( ) ˆ ( H H  
 Revista Română de Statistică nr. 9 / 2011
  By taking into consideration the calculation relationship of the estimator, it 
is observed that is a linear combination of the series of values y1, y2, …, y1n. by using 
the three properties of the value series 
n i i w
, 1 ) (
=  , it results the equivalent relation of 
the estimator,  ) ( ) ( ) ˆ ( i
i
i w E a E a E H ¦    .
 
  To outline the hypothesis that the estimator obtained through least squares is 
non-displaced, the average operator is applied to the terms of the equality. 
 For  the  a ˆ  estimator, the following equalities are enforced:
 
  a a E = ) ˆ (
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  The second equality in the „b” property is realized by calculating the 
dispersion of the estimator. In this respect, the following relation is considered:
 
 
 
 j i
j i
j i
j i
i
i i
j i
j i
j i
j i i
i
i
i
i i
i
i
E w w E w
w w w E w E w a a E a
H H H
H H H H H
¦ ¦
¦ ¦ ¦ ¦
z
z
  
         
,
2 2
,
2 2 2 2
) (
) ( ) (( ) var( ) ˆ ( ) ˆ var(
 
  By using the hypothesis regarding the non-correlated residual variables, and 
the hypothesis of homoscedasticity of the residual variable, we obtain:
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  Out of which results that the dispersion of the estimator is smaller as the 
dispersion of the factorial characteristic is higher. 
  The demonstration of the Gauss-Markov theorem can be made by considering 
the  * ˆ a estimator as a linear combination of the series of values recorded for the 
resultant characteristic, thus resulting the equality:  ∑ = i iy a a* ˆ . We ascertain that 
the weights of the linear combination from the last relationship are identical to the 
ones of the 
n i i w
, 1 ) (
=  
series, because   i i i ax b y H     . 
 
  The second restriction of the  * ˆ a  estimator refers the fact that is non-
displaced, and from this two properties result, that are satisﬁ  ed by the weight system 
n i i a
, 1 ) (
= : ∑ =
i
i a 0  , ∑ =
i
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  From the two equalities, results that the estimator is obtained by the 
relationship:
  ¦   
i
i i a a a H * ˆ . . 
  If we compare the dispersions of the two non-displaced estimators that 
are expressed as linear functions of the values of the resultant variable, results that 
between the series of weights of the two estimators, the relationships ai = wi + di are 
veriﬁ  ed for any i. 
  The third sum of the last relationship is null, by taking into account the 
properties of the system of weights of the ﬁ  rst estimator and the restrictions imposed 
on the weights system for the second estimator. 
 •   When the residual variable follows the normal repartition, the estimator 
follows a normal repartition too, with average a and standard deviance 
x n V
V H 1
 .
 
  The notations signify: : x V   standard deviation of the factorial variable and 
H V  
the standard deviation of the residual variable.
  The best estimation of the regression line is obtained by reducing the standard 
deviation of the estimator for the regression slope.
  The reduction of this measure is based on the possibility to write the indicator 
as:
  
x
a
n V
V
V
H 1
ˆ    . 
 
  The standard deviation is directly proportional with the dispersion of the y1, 
y2, …, y1n observations around the regression line and reversely proportional to the 
number of observations and the dispersion of x1, x2, …, x1n values.
  The dispersion degree of the series of values for the exogenous characteristics is 
measured by the average standard deviation of the series and in this context, as the values 
of the factorial variable are more dispersed, the precision of the estimation is higher.
  The estimator of the free term of the regression line achieved through the 
least squares method is a non-displaced estimator with minimum dispersion.
  The following relations are deﬁ  ned:
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  The point cloud determines the possibility to write the equalities:
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  The demonstration of the properties of the free term estimator of the linear 
regression model is made by considering the properties of the 
n i i C
, 1 ) (
=  series of 
values, that is:Revista Română de Statistică nr. 9 / 2011
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  The co-variance matrix of the estimators for the linear regression model, „a ˆ ” 
and „b ˆ ” is subsequently presented under the form:
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  The co-variance matrix of the estimators is deﬁ  ned by the relations:
  ) ˆ , ˆ cov( ) ˆ , ˆ cov( ), ˆ var( ) ˆ , ˆ cov( ), ˆ var( ) ˆ , ˆ cov( a b b a b b b a a a      
  The calculation model for the estimators covariance takes into account the 
hypotheses of the classical regression model, resulting:
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  It can be demonstrated the fact that the „a ˆ ” estimator converges in probability 
to the „a” parameter. Similarly, the estimator of the free term of the classical regression 
model, , „b ˆ ”, tends in probability towards „b”. 
 The  afﬁ  rmations are evident if we take into view that:
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  The covariance of a ˆ  and  y ˆ , for xi ﬁ  xed, is null:
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, because yi and yj 
are independent variables, if i≠ j. we shall obtain, by considering the properties of the 
series  n i i w , 1 ) ( = , the following equalities:
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