Purpose: Proton computed tomography (pCT) is a promising imaging technique to substitute or at least complement x-ray CT for more accurate proton therapy treatment planning as it allows calculating directly proton relative stopping power from proton energy loss measurements. A proton CT scanner with a silicon-based particle tracking system and a five-stage scintillating energy detector has been completed. In parallel a modular software platform was developed to characterize the performance of the proposed pCT. Method: The modular pCT software platform consists of (1) a Geant4-based simulation modeling the Loma Linda proton therapy beam line and the prototype proton CT scanner, (2) water equivalent path length (WEPL) calibration of the scintillating energy detector, and (3) image reconstruction algorithm for the reconstruction of the relative stopping power (RSP) of the scanned object. In this work, each component of the modular pCT software platform is described and validated with respect to experimental data and benchmarked against theoretical predictions. In particular, the RSP reconstruction was validated with both experimental scans, water column measurements, and theoretical calculations. Results: The results show that the pCT software platform accurately reproduces the performance of the existing prototype pCT scanner with a RSP agreement between experimental and simulated values to better than 1.5%. Conclusions: The validated platform is a versatile tool for clinical proton CT performance and application studies in a virtual setting. The platform is flexible and can be modified to simulate not yet existing versions of pCT scanners and higher proton energies than those currently clinically available.
INTRODUCTION
Treatment planning for proton therapy is currently based on x-ray computed tomography (xCT) scans and this introduces, on average, a 3% of proton range uncertainty due to systematic conversion errors from Hounsfield units to relative stopping power (RSP) and due to beam hardening. 1 To ensure tumor coverage in beam direction, an additional planning margin is added, which frequently prevents the choice of otherwise advantageous beam directions because they aim at a critical structure. 1 Improved proton range accuracy may be achieved with proton computed tomography (pCT), because it provides a direct measurement of RSP from proton energy loss measurements. 2 The uncertainty and thus the added planning margin may be reduced to 1% or less of the proton range in most cases, and the dose delivered to the patient can also be reduced compared to cone beam CT, 3 which makes pCT an attractive alternative for in-room image guidance.
A prototype pCT scanner has been developed by our pCT collaboration and is based on the original design concept. 4 The current prototype is a second-generation (phase II) development that allows scanning of objects with 200 MeV protons. It can scan objects that are covered by the sensitive area of 35 cm 9 9 cm of the tracking detectors and have a water equivalent thickness that does not exceed 26 cm, the range of 200 MeV protons in water. The prototype tracks individual protons before entering and after exiting the scanned phantom or patient by means of 2D-sensitive silicon strip detectors, i.e., a paired of single-sided strip detectors with strips orthogonally oriented. A multistage scintillator detector measures the residual energy of the protons traversing the scanned object and is calibrated in terms of water equivalent path length (WEPL). 5, 6 Image reconstruction software has been developed that takes WEPL, position, and direction of individual protons as input and generates 3D images of RSP. 7 Monte Carlo (MC) simulations are a useful tool to study the performance of detectors in many applications including in medical physics. 8 This tool not only allows one to understand and optimize the performance of individual detectors in a pCT imaging system but it also gives the opportunity for studying the capabilities of pCT and developing and testing new reconstruction algorithms with realistic pCT data to investigators that do not have this technology.
A software platform consisting of modules for (a) Geant4 simulation, (b) WEPL calibration, (c) WEPL conversion, and (d) image reconstruction was developed, as schematically shown in Fig. 1 . The Geant4 simulation module produces realistic pCT output data using the prototype pCT scanner under study and the clinical or experimental proton beam line where the pCT scanner is installed. The WEPL calibration module simulates data with a calibration phantom and establishes a one-to-one relationship between the response of the multistage scintillator detector and the traversed thickness of the calibration phantom material of accurately known RSP. The output of the calibration module is used by the WEPL conversion module to process the residual proton energy from the multistage scintillator when scanning an object in the simulation. The tracked coordinates and WEPL values of protons are then processed by the image reconstruction module that implements the reconstruction software developed by the pCT collaboration 9 and produces reconstructed RSP images of the object.
This contribution gives a detailed description of the pCT software platform and its validation with respect to experimental results obtained on the experimental beam line of the Loma Linda University Medical Center (LLUMC) proton synchrotron. Its performance was also benchmarked against theoretical predictions. The pCT software platform will provide a useful scientific and practical tool for further development of pCT technology and image reconstruction algorithms to the medical physics and applied mathematics community, and will allow testing of its characteristics and usefulness in proton treatment planning and image guidance.
MATERIALS AND METHODS
The materials and methods section is organized as follows. First, we describe the design of the prototype pCT scanner (2.A) followed by a description of the Geant4 simulation (2.B), the WEPL calibration procedure of the pCT scanner (2.C), and the image reconstruction algorithm. Such algorithm was adopted to reconstruct pCT images from both experimental and simulated data (2.D). Lastly, section 2.E presents the phantoms and measurements that were performed to compare the results deriving from the pCT software platform to the experimental and theoretical data. Figure 2 shows the prototype pCT scanner. The development of this scanner has been described previously. 10 Individual protons with energy of 170-250 MeV are tracked with 2D-sensitive silicon trackers before entering and after exiting the phantom. In addition, the residual energy of protons is measured with a multistage scintillator detector, currently comprised of five individual scintillators with photomultiplier readout. In the following, we give a more detailed description of the individual components of the pCT scanner.
2.A. Prototype pCT scanner
The front and rear trackers consist of two paired silicon strip detector planes with vertical and horizontal strip orientation, respectively. 11 The silicon strip sensors were originally custom-designed for the NASA Fermi Large-Area gamma ray Telescope (Fermi-LAT, now in orbit) and manufactured by Hamamatsu Photonics (Hamamatus, Japan). The trackers and associated electronics are housed in an aluminum cassette. The front and rear trackers are positioned symmetrically with respect to the scanner isocenter, which is defined as the intersection of the phantom rotation platform and the central axis of the detector system on which the proton beam is centered, as shown in Fig. 2(a) . The rotational axis is oriented vertically while the proton beam used in the simulation is produced by a horizontal beam line.
Each tracker plane consists of four square silicon strip detectors (SSD) with individual sensitive areas of 8.6 cm 9 8.6 cm, which form a total sensitive area of 34.9 cm 9 8.6 cm per plane, including the submillimeter gaps between SSDs. The thickness of each SSD is 0.4 mm, and the strip pitch is 0.228 mm. The tracker plane with vertical strips (t-plane) is formed by 1536 strips and the plane with horizontal strips (v-plane) by 384 strips. When a proton intersects the paired detector planes, the t-plane electronics retrieve the horizontal hit coordinate while the v-plane retrieves the vertical hit coordinate. The application specific integrated circuit (ASIC) chips of the tracker plane readout electronics handle 64 consecutive strips per chip, and the data are processed by 12 FPGAs (1 per v-plane and 2 per t-plane) mounted on the same circuit boards that carry the SSDs. 12 The multistage detector is composed of five UPS-923A polystyrene scintillators with a sensitive area of 36 cm 9 10 cm and a thickness of 5.1 cm (Fig. 2(b) ). The total water equivalent thickness of the detector is 26.4 cm, which is sufficient to stop 200 MeV protons. The scintillating light of protons stopping or traversing a stage is registered by an R3318 Hamamatsu photomultiplier (PMT) attached to the top of the stage and converted to a digital value by custom readout electronics. 13 The principle of this novel type of detector and first performance results have been presented elsewhere. 6 The trigger of the pCT data acquisition system (DAQ) is formed by the readout electronics of the multistage detector. For every proton detected by the multistage detector, strip number, chip number, SSD number, and FPGA number are registered. The complete event is built by a Xilinx Virtex-6 FPGA event builder 13 and then sent to the DAQ computer that writes all raw data to disk using custom-designed Python software. The prototype pCT scanner can handle more than about 10 6 protons per second with less than 5% of pile-up events. The experimental data described in this work were acquired on the research beam line of the clinical proton synchrotron at LLUMC.
2.B. The Geant4 pCT simulation
The pCT software platform, simulating the prototype CT scanner described above, was implemented in Geant4 version 10.1. Figure 3 shows the schematic geometry of the prototype pCT scanner as simulated in Geant4. 8, 14, 15 The research proton beam line of the medical proton synchrotron at LLUMC 16 was modeled in the simulation. The initial 200 MeV proton pencil beam was modeled with 0.2 cm diameter and without angular divergence inside a vacuum enclosed in a stainless steel pipe of 5 cm length, inner diameter of 3.52 cm, and wall thickness of 2.9 mm. The energy spread of the beam was assumed Gaussian with a sigma of 5 keV. 17 After passing through five 12.7 lm thick aluminum foils, representing the secondary-electron emission monitor (SEM) integrated detectors in the distal end of the vacuum pipe, the proton beam exits through a 25 lm thick titanium foil. As in the real setup, a lead foil of 1.9 mm thickness was placed immediately after the SEM exit window to create a proton cone beam of approximately 16 cm (FWHM) at the entrance of the front tracker. The SSD strips were modeled as sensitive Si volumes of identical size and spacing, as in the real detector. Simulated strips were grouped according to chip, SSD, and FPGA number used by the DAQ system.
The scanned objects are placed at the scanner isocenter between the trackers. In the simulations presented in this work, the objects were rotated around a vertical rotation axis passing through isocenter in discrete steps of 4°. A continuous rotation of the object, which is implemented as one option in experimental scans, can be approximated in the simulation by using static projections at very small angular intervals, e.g., 0.1°. Protons traversing the scanned object typically stop in the multistage detector located 27 cm downstream from isocenter and behind the rear tracker (Fig. 3) . The multistage detector has been implemented in detail in terms of geometry and materials, but the light collection process is not simulated and the energy deposited by the protons is directly retrieved in MeV.
The Livermore EM Physics List 18 was selected to model electromagnetic interactions. The threshold of production of secondary particles (cuts) was optimized to speed up the simulation without compromising the accuracy of its results. The secondary particles unable to travel at least the range cut distance chosen, were not produced. The Geant4 region class (https://geant4.web.cern.ch/geant4/) was used with the following cuts in different geometrical components: 10 lm in the SEM, 5 lm in the energy detector, and 1 cm everywhere else. Low and high energy cut thresholds were 250 eV and 100 GeV, respectively. The G4HadronPhysicsQGSP_BIC_HP and the G4HadronElasticPhysicsHP were chosen to describe inelastic and elastic scattering of hadrons, respectively. The neutron High Precision (HP) Model was selected to describe neutron interactions up to 20 MeV. Ion hadronic interactions were described by means of the G4IonBinaryCas-cadePhysics.
The output of the simulation consists of (a) the position of the proton intersection with the tracking planes and (b) the energy deposited by each proton in every stage of the multistage detector.
The user can select from two output formats of the hit positions:
1) hit coordinates (in mm) with respect to the origin of the isocenter of the pCT scanner coordinate system; 2) strip, chip, SSD, and FPGA numbers of the strips hit by the protons in each tracking plane; this option serves to simulate the prototype pCT data bit stream for testing purposes.
As already mentioned above, the user can choose the number of projections or simulate a continuous scan. In the work presented here, all simulated pCT scans were obtained with 90 projections (4-degree intervals). The total number of proton histories generated for each projection was 8 9 10 6 , which corresponds to a central proton fluence of approximately 100 protons/mm 2 and is approximately the same as the fluence used in the real pCT scan with the current prototype scanner.
2.C. Scanner calibration
The response of the multistage scintillator detector of the prototype scanner has to be calibrated at the beginning of each scanning session in order to convert the response of the scintillator stage where the proton stops to a WEPL value. A detailed description of the calibration procedure of the multistage scintillator detector can be found in Ref. 6 . This procedure was also simulated in the pCT software platform in order to realistically reproduce the performance of the pCT prototype system. For a single proton, its WEPL is defined as the integral of the object RSP along the total path length l of the proton through the object, where the RSP is defined as the ratio of the stopping power (SP) of a material and the SP of water.
In principle, knowing the residual energy of protons, the WEPL can be calculated by numerically solving the integral on the right side of Eq. (1) using Bethe-Bloch theory, which is accurate above 10 MeV. 19 Rather than Bethe-Bloch theory, which requires an assumption about the mean excitation potential (I), a practical approach consists of calibrating the energy detector response against known water equivalent thicknesses (WET) using a calibration phantom with accurately known RSP. 5, 6 In this work, the calibration was determined by correlating the signal generated by protons stopping in the multistage detector to the known thickness traversed in an ad-hoc polystyrene calibration phantom. Specifically, Eq. (1) then becomes:
where x is the physical thickness traversed in the calibration phantom and RSP polystyrene is known to be 1.038 for the calibration phantom used in this work. This calibration procedure establishes a one-to-one relationship between energy detector response and WEPL that allows measuring the WEPL of protons traversing any object, knowing the energy response in the scintillator stage where they stopped. The calibration phantom that was implemented in the Geant4 simulations presented in this work consists of threestepped pyramids of polystyrene (Fig. 4 ) and a variable number of polystyrene degraders with a relative stopping power of 1.038. Each pyramid contained eight steps of 6.35 mm physical thickness adding up to a maximum thickness of 5.08 cm. In order to cover the total range of 200 MeV protons in polystyrene (25.4 cm), the stepped pyramids ("stairs") are combined with a choice of 0, 1, 2, 3, or 4 polystyrene degraders placed downstream of the stairs. Every degrader has a physical thickness of 5.08 cm, which is identical to the maximum thickness of the stairs.
The calibration procedure was simulated with Geant4; to reproduce the experimental scanning procedure, five calibration runs with 10 6 events each were simulated, one with the stairs alone, and four with the 1, 2, 3, or 4 degraders placed after the stairs, respectively. The polystyrene thickness traversed by the protons and the energy deposited in each stage of the multistage detector were recorded for each incident proton. To avoid ambiguities, protons entering a step of the stairs within 0.35 mm from its edge were excluded. Also, protons that were recorded to have entered more than one step were excluded. Figure 5 shows the simulated geometrical setup for the calibration with the stairs and four polystyrene degraders.
For each polystyrene step thickness, the mean energy deposited in every stage was evaluated with a Gaussian fit centered approximately in correspondence of the peak of the histograms of the scintillator responses. Polynomial curves of energy vs. polystyrene step thickness were fit to those mean energy values. One should note that with the exception of the most distal stage, every stage had two types of response: a response from protons traversing the stage and a response from protons stopping in the stage. seen. The fits to the upper segments were used to convert the energy deposited in the stage where the proton stopped to WEPL of the proton. The WEPL was derived using Eq. (2). Ambiguities arose when the traversed polystyrene thickness was within AE 2 mm of the interface between two stages, because the signal in the stopping stage may have been produced by noise, or the proton was not recorded in the stopping stage because the energy deposited could have been below the experimentally derived noise threshold used in the simulation (1 MeV). In this case, we applied an empirically derived weighting formula (3), which was also used for experimental data,
where WEPL S is the WEPL calculated using the calibration curve of the stage distal to the interface and WEPL T is the WEPL calculated using the transit segment of the stage proximal to the interface.
2.D. Image reconstruction
The image reconstruction of pCT aims at calculating a 3D RSP map of the scanned object from the tracking and WEPL data for each single proton recorded. Several reconstruction algorithms, specifically designed for pCT reconstruction, have been developed and published in recent years. [20] [21] [22] These algorithms use individual proton histories and calculate their estimated path through the object either based on the most likely path (MLP) formalism 23 or a cubic spline formalism. 24 A review of iterative pCT image reconstruction techniques based on projections onto convex sets and MLP formalism was presented by S.N. Penfold and Y. Censor. 7 In the current version of the pCT software platform, the block-iterative diagonally relaxed orthogonal projections (DROP) algorithm has been implemented for image reconstruction of experimental and simulated phantom pCT data. This image reconstruction algorithm performs feasibility seeking steps integrated with a total variation superiorization (TVS) scheme 20 and only considers protons entering into and exiting from the cylindrical reconstruction volume that enclosed the phantom object. Three-sigma cuts on WEPL, angle, and vertical and horizontal deviation were implemented to remove protons that underwent large-angle scattering and/or large energy losses due to inelastic nuclear interactions. The accepted proton histories were binned into equal intervals of beam projection angles, lateral coordinates, and vertical coordinates. The binned data were used as input to the Feldkamp-Davis-Kress (FDK) algorithm, the cone beam version of the filter back-projection (FBP) algorithm. The resulting FBP image was used to define the object boundary and as the starting point of the iterative reconstruction algorithm. In brief, WEPL and position and direction of individual protons traversing the silicon detectors generate a linear system of equations of the form Ax = b, which is then solved iteratively with the DROP-TVS algorithm. The elements a ij of the matrix A correspond to the intersection length of the ith proton with the jth voxel, x is the unknown RSP vector, and b is the vector of WEPL measurements. The algorithm partitioned the proton histories into 40 blocks, and 8 cycles of iterating through all histories are completed. The relaxation parameter of the DROP algorithm was set to 0.1. The DROP-TVS algorithm was executed on a single graphical processing unit (GPU) workstation, which is part of a computer cluster at the California State University San Bernardino. The cluster is composed of eight nodes connected with 20 GB Infiniband and 1 GB Ethernet. Each node consists of a dual 6-core Xeon (48 GB of RAM, 1 TB of Raid, 1.5 TB of data added storage). A GPU NVIDIA GTX-780 was used for the image reconstruction.
2.E. pCT software platform validation
The single modules forming the pCT software platform were validated separately. The Geant4 simulation module was validated by comparing the tracker detector responses with experimental measurements. In particular, the horizontal and vertical proton beam profiles reconstructed from the proton hit frequencies in all tracking planes were compared. To validate WEPL calibration and conversion modules, the simulated WEPL distributions of protons passing through polystyrene degraders of three different thicknesses of 50.8 mm, 101.6 mm, and 203.2 mm, respectively, were compared with the experimental WEPL distributions. In addition, both experimental and simulated mean WEPL values, obtained from a Gaussian fit to the central part of the distributions, were compared with the expected value of RSP = 1.038 times the physical thickness of the degraders. The image reconstruction module of the pCT platform was validated by comparing reconstructed RSP values with experimental results for a variety of phantoms. Specifically, the sensitometry module of the Catphan â 600 series was used to compare both reconstructed experimental and simulated RSP with the RSP values measured with the PeakFinder (PTW, Freiburg, Germany) at the Heidelberg Ion-Beam Therapy Center (HIT). The comparison of simulated and reconstructed modulation transfer function (MTF) was realized using the pCT reconstructed images of the line pair module of the Catphan â 600 series. The HN715 pediatric head phantom was used to compare both reconstructed experimental and simulated RSP. Operationally, it was not possible to use the PeakFinder to measure the RSP of the different tissues in the phantom. Therefore, it was calculated analytically, and a specific Geant4 simulation was built to collect the data required in the formula.
2.E.1. Catphan modules image reconstruction
The validation of the performance of the simulated pCT scanner was performed with the sensitometry and line pair modules of the Catphan â 600 series (The Phantom Laboratory, Salem, NY, USA) and a pediatric anthropomorphic head phantom (model HN715, CIRS, Norfolk, VA, USA), as described below.
The CTP 404 sensitometry module (diameter 15 cm) contains eight cylindrical cavities of 1.22 cm diameter, six of which are filled with different materials, and two that are filled with air ( Fig. 7(a) ). The RSP evaluation of the reconstructed images was conducted with ImageJ version 1.46r, a Java-based open source image-analysis software package that was downloaded from the US National Institute of Health website (http://imagej.nih.gov/ij). A circular area of approximately 1 cm diameter was selected within the boundaries of each insert and the mean RSP and standard deviation were calculated using standard ImageJ functions.
In addition, direct RSP measurements of the six CTP404 inserts were performed at the HIT with the PeakFinder, a variable water column equipped with two plane-parallel ionization chambers, each of 4.08 cm radius. 25 The WET of each phantom insert and the phantom body were measured with a carbon beam of 310.82MeV/u (range 18.02 cm in water) with 4.4 mm FWHM spot size at the isocenter. The measured RSP values were compared with the RSPs reconstructed from simulated and experimental pCT data using the iterative image reconstruction algorithm described in section 2.D. The use of carbon ions for measuring the WET or RSP of materials valid for protons can be justified by the fact that protons and heavier ions of similar range have identical WET values for a given material, 26 which was further confirmed with a separate measurement comparing data obtained with protons and carbon ions for different tissue equivalent materials using the same experimental setup. The RSP values obtained for carbon ions and protons were the same within the accuracy of the measurements. The advantage of utilizing carbon beams for the RSP measurements was the smaller spot size and the reduced multiple Coulomb scattering of the heavier ions compared to protons, making the measurement more suitable for the small inserts (12 mm diameter) of the CTP404 module. The sharper Bragg peak also allows easier WET interpretation from the measured Bragg curves.
The CTP 528 line pair module (diameter 15 cm) provides 21 groups of high-contrast aluminum bars ranging from 1 to 21 line pairs per cm arranged such that all patterns share the same distance from the center of the phantom (Fig. 7(b) ). This was used to compare the spatial resolution measured in images of the phantom reconstructed from simulated data to those measured in images reconstructed from experimental pCT data. For quantitative comparison of the spatial resolution, the MTF was calculated for both cases using a customscript written in the Python programming language (https:// www.python.org/). For each of line pair patterns with lp = 1-5 line pairs, the average reconstructed RSP of the aluminum peaks and the average RSP of the base material troughs were calculated. The MTF for each analyzed line pair group was then calculated as
where RSP peak ðlpÞ and RSP trough ðlpÞ are the average reconstructed RSP values for the aluminum peaks and base material troughs for a given line pair number, respectively, and RSP Al and RSP base are the energy-averaged RSP values for aluminum (2.11) and the base material (1.14), respectively, which were calculated as described for head phantom materials below.
2.E.2. Head phantom image reconstruction
The HN715 pediatric head phantom ( Fig. 8(a) ) was used to compare the reconstructed RSP from simulated data and experimental RSP values of a realistic anatomical object with each other and with theoretical values based on Bethe-Bloch theory. This comparison was performed to uncover errors in the simulation platform including the reconstruction module when comparing reconstructed RSP from simulated data to theoretical values. In addition, the comparison of reconstructed RSP values from simulated and experimental data was done to provide evidence that the digital head phantom is a good representation of the actual phantom used in the experiment. The phantom reproduces anatomical details of the head and cervical spine of a 5-year-old male (approximately 13 9 17 cm). The real phantom is composed of tissue equivalent plastic materials (Fig. 8(b) ). The solid material regions in the phantom were assigned uniform density and atomic composition (provided by CIRS). The sinus cavities of the phantom, which in the real phantom are filled with foamy lung material, were assigned the value of air. The Geant4 model of the phantom was created using a high-resolution CT scan (GE VTC LightSpeed 64-slice scanner) for which eight individual scans of 9.6 cm field of view (matrix 512 9 512, pixel size 0.18 mm) and 1.25 mm slice thickness were stitched together. 27 Individual material regions in the scan were segmented in each slice using the thresholding tool of ImageJ and then assigned the known material composition and density. The resulting phantom was assumed to accurately represent the physical phantom, allowing a validation of the platform performance based on a realistic digital phantom.
Theoretical absolute stopping power values of each head phantom material and water were determined using a separate Geant4 simulation assuming the same material composition of the head phantom as in the simulation platform. Note that Geant4 uses Bethe-Bloch theory to calculate the energy loss of protons when their kinetic energy is higher than 2 MeV. Monoenergetic protons were tracked inside of a cubic volume. The threshold of production of secondary particles was high enough not to generate delta electrons, and energy loss fluctuation was not included in the simulation. This procedure to calculate the stopping power was described by Amako et al. 28 The stopping power was calculated as the ratio between energy deposited and the step length in the first step of protons for energy steps between E 0 = 100 MeV and E 1 = 210 MeV using equally spaced intervals of 0.5 MeV. The stopping power calculated for each energy step was then fitted with a fourth-degree polynomial, which was integrated to obtain the energy-averaged stopping power < SP theo > as:
This simulation was performed for each phantom material and water. The energy-averaged theoretical RSP for each material (<RSP theo material >) was then calculated as:
As before, the RSP calculated from reconstructed simulated and experimental data was determined using ImageJ with the same procedure used for the CTP 404 sensitometry module. As some material regions in the head phantom, e.g., enamel and cortical bone, had very limited spatial extension, RSP was calculated by combining the results from several reconstructed CT slices. For each selected tissue material region, mean RSP and standard deviation were calculated.
RESULTS

3.A. Tracker and multistage scintillator response
For validating the simulated tracker responses, simulated and experimental horizontal and vertical beam profiles in the front and rear tracking planes were compared for a run without any phantoms in the beam path. Figure 9 shows a comparison between the simulated and experimental tracker responses to a broad Gaussian-shaped proton beam generated by the 1.9 mm lead foil, normalized with respect to the total The shapes of the profiles in the respective planes with horizontal strips (v-planes) and vertical strips (t-planes) was generally very similar, validating the correctness of the beam line simulation. During the experiment, the system was carefully aligned to the room beam line laser, avoiding shift and tilt errors relative to the vertical axis. However, the cone beam axis was slightly tilted relative to the vertical scanner axis in the experiment causing asymmetry of the beam profile in the v-planes. The peak of counts at + 40 mm in the first rear v-planes is caused by noisy strips. Generally, the experimental tracker response data contain electronic noise that was not included in the simulation. Therefore, the experimental plot contains many more noticeable peaks than the simulated response data. The Geant4 simulation correctly reproduced the drop in tracking efficiencies due to the vertical gaps in sensitivity between individual SSDs also seen in the experimental profiles. One should note that the missing coordinates due to the gaps were reconstructed based on the information from the other tracking planes and knowledge of the gap coordinates. 29 For validating the simulated multistage scintillator detector, the simulated WEPL distribution of protons passing through polystyrene degraders of 50.8 mm, 101.6 mm, and 203.2 mm thickness, respectively, were compared with the experimental WEPL distributions (Fig. 10) . In Table I , the mean WEPL values calculated for experimental and simulated data are compared with the theoretical values calculated using equation (2), where x is the physical thickness of the degraders. The agreement between measured and theoretical WEPL was within 0.8% both for experimental and simulated data. The difference between experimental and simulated WEPL was below 1%. Figure 11 shows the reconstructed images of the CTP 404 sensitometry module using simulated and experimental data (slices thickness 2.5 mm, reconstructed field of view 18 cm, pixel size 0.7 mm). Table II shows the comparison between PeakFinder-measured and reconstructed RSP values (experimental and simulated) for the insertions in the sensitometry module. The difference between simulated and experimental RSP is below 1% for all the materials except PMP. The difference between simulated and experimental RSP for PMP is 1.6%: the simulated RSP is in full agreement with the expected value, but slightly lower than the experimental one. Figure 12 shows the correlation between experimental and simulated RSP and PeakFinder-measured RSP. The coefficients of determination of 0.9999 for experimental data and 0.9998 for simulated data reflect the excellent predictability of directly measured RSP values with the reconstructed RSP values for both simulated and experimental pCT reconstructions. Finally, even if the difference between simulated and experimental WEPL is below 1%, the protons stopping in the interfaces between the scintillators cause different outcomes in the final WEPL evaluation, as proven by the ring artifacts in the simulated reconstructed image. The ring artifacts are related to the calibration of the scanner. In Ref., 30 using simulations with the same scanner geometry, it has been shown that by replacing the current calibration step phantom with a wedge phantom, the ring artifacts are reduced to less than AE 0.5% of the surrounding RSP. This has been confirmed also by recent experiments using a wedge calibration phantom (results not published yet). Figure 13 shows the reconstructed images of the line pair module using simulated and experimental data (slices thickness 2.5 mm, reconstructed field of view 18 cm, pixel size 0.7 mm). Figure 14 shows simulated and experimental MTF calculated for the first five groups of line pairs, where the gaps between the beads are still slightly visible. Simulated results are slightly higher than experimental MTFs but the difference never exceeds 0.026 and is always within 1 standard deviation. Figure 15 shows representative reconstructed images of the pediatric head phantom using simulated and experimental 
3.B. Catphan modules
3.C. Head phantom
DISCUSSION
In this work, validation of a pCT software platform modeling a prototype pCT scanner was performed on several levels, including comparison of the responses of the tracking detectors to the scattered proton cone beam used for imaging, the response of the five-stage scintillator used to measure the WEPL of individual protons, and the reconstructed RSP values of Catphan phantom modules and an anthropomorphic head phantom.
The simulation software has built-in flexibility in terms of geometry of the scanner and scanned objects, including the calibration object, allowing different calibration procedures to be tested and compared. The reconstruction procedure is straightforward once the output files are produced using Geant4 but the reconstruction module can also be changed by the user allowing different reconstruction algorithms to be used and added. The work conducted by Dr. Tai Dou at UCLA shown in Fig. 16 proved the versatility and flexibility of the simulation software.
The simulation and reconstruction software was previously developed under an NIH R01 grant to the pCT collaboration (UCSC, LLU, Baylor University). The pCT Collaboration maintains a GitHub repository at https://github.com/pCT-col laboration, where all software code is available to download by requesting to be added as an outside collaborator. Data files are available from Baylor University by sending a request email to keith_schubert@baylor.edu. A web interface to request data generated by the platform software or to perform simulations on the Baylor University computing cluster is under construction and should be available early 2017.
RSP values of materials inside the different scanned objects reconstructed from experimental and simulated data agreed to better than 1.5%. The reconstructed RSP values from data created by the Geant4 simulation with the pCT software platform were found in good agreement with theoretical RSP values, except for those materials that suffered from partial volume effects due to small geometric dimensions (dentine and cortical bone in the head phantom). The spatial resolution limit was of the order of 5 lp/cm for both experimental and simulated reconstructions with good agreement between the MTF of both modalities, demonstrating that the simulation correctly reproduces the factors limiting the spatial resolution of pCT reconstruction, in particular multiple Coulomb scattering in the object and the silicon planes.
The computation time necessary to execute the modules of the simulation platform generally depends on the number of CPU cores or GPU nodes in the computer/cluster used. With the computational hardware used in this work, the time required to run the Geant4 simulation and the WEPL conversion modules for 10 6 protons was about 24 h. Depending on the number of cores or GPU nodes available, the time required to run the image reconstruction module can range from a few minutes to about 40 min. Further optimization of simulation and reconstruction performance are expected to improve computing performance for be acceptable in clinical use. The pCT software platform can be used as a versatile tool for studying and improving the performance of clinical pCT without having access to an experimental pCT scanner. In the present work, we implemented the experimental proton beam line at LLUMC. Other beam line models can be implemented as well, e.g., the Northwester Medicine Chicago Proton Center beam line was recently implemented in the pCT software platform. Note that the possibility of implementing patient anatomy in the form of DICOM studies within the Geant4 simulation makes it possible to study the feasibility of pCT in treatment planning and pretreatment plan verification based on real patients in a virtual fashion. For example, we recently used the pCT software platform to simulate and reconstruct a pCT scan using an imported CT DICOM image of a lung cancer patient. 31 As the existing scanner is only suitable for head scans, the geometry of the simulation and the proton energy were changed to accommodate the chest scan. The space between the two tracking modules was enlarged, and the active area of the SSDs was increased. In order to provide sufficient residual energy for all the projection angles, the proton energy was also increased to 230 MeV. An additional scintillating stage was added to the multistage detector to cover the total proton range, and new calibration curves were defined to convert the energy response into WEPL. The reconstructed chest image is shown in Fig. 16 . This demonstrates the usefulness using the pCT software platform to study pCT in new applications and different anatomical regions. In addition, the pCT software platform will allow the development and test of new reconstruction algorithms, for example, for reconstructing 4D pCT image sets from breathing patients. Moreover, similar to that done for CBCT, 32 the relationship between imaging dose and related image quality can be studied using the software platform.
CONCLUSION
A modular pCT software platform has been developed and validated as a model for a prototype pCT scanner. The validation results presented here show a good agreement between experimental and simulated data, demonstrating that the simulation can accurately reproduce the performance of the actual pCT scanner. The validated platform is a versatile tool for pCT performance and application studies. The platform is flexible and can be modified to simulate not only just existing versions of pCT scanners but also higher proton energies than those currently clinically available.
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