This paper is concerned with the quasi-linear reflected backward stochastic partial differential equation (RBSPDE for short). Basing on the theory of backward stochastic partial differential equation and the parabolic capacity and potential, we first associate the RBSPDE to a variational problem, and via the penalization method, we prove the existence and uniqueness of the solution for linear RBSPDE with Lapalacian leading coefficients. With the continuity approach, we further obtain the well-posedness of general quasi-linear RBSPDEs. Related results, including Itô formulas for backward stochastic partial differential equations with random measures, the comparison principle for solutions of RBSPDEs and the connections with reflected backward stochastic differential equations and optimal stopping problems, are addressed as well.
Introduction
Let (Ω, F , {F t } t≥0 , P) be a complete filtered probability space on which is defined an m-dimensional standard Brownian motion W = {W t : t ∈ [0, ∞)} such that {F t } t≥0 is the natural filtration generated by W and augmented by all the P-null sets in F . We denote by P the σ-algebra of the predictable sets on Ω × [0, T ] associated with {F t } t≥0 . In this paper, we consider the following quasi-linear RBSPDE:
−du(t, x) = ∂ xj a ij (t, x)∂ xi u(t, x) + σ jr (t, x)v r (t, x) + f (t, x, u(t, x), ∇u(t, x), v(t, x)) + ∇ · g(t, x, u(t, x), ∇u(t, x), v(t, x)) dt + µ(dt, x)
− v r (t, x) dW r t , (t, x) ∈ Q := [0, T ] × O; u(T, x) = G(x), x ∈ O; u(t, x) ≥ ξ(t, x), dP ⊗ dt ⊗ dx − a.e.; Since Bismut's pioneering work [3] and Pardoux and Peng's seminal work [23] , the theory of backward stochastic differential equations (BSDEs) has been rather complete and the analysis of backward stochastic differential systems has developed into one of the most innovative and competitive areas of probability theory, both pure and applied. In particular, as a generalization of BSDE, backward stochastic partial differential equation (BSPDE) arises in many applications of probability theory and stochastic processes, for instance in the nonlinear filtering and the non-Markovian control problems (see [2, 12, 16, 24, 36, 40] ), and it has already received an extensive attention in literature (see e.g. [10, 11, 31, 32, 33, 37, 38, 40] ).
The reflected BSDE is a standard BSDE with an increasing process to keep the solution above a given obstacle. El Karoui et al [13] studied the reflected BSDEs first and associated reflected BSDEs to the optimal stopping problems and the deterministic parabolic variational inequalities. We note that the BSDEs with two obstacles were first studied by Cvitanic and Karaztas [6] . Compared with reflected BSDEs, the reflected backward stochastic partial differential equation (RBSPDE) (1.1) is a BSPDE with reflection and the adapted process u of the solution triple is forced to stay above a given random field ξ (called reflecting obstacle, or simply obstacle) and satisfies the Skorohod condition.
RBSPDE arises as the so-called backward stochastic parabolic partial differential variational inequality, which is the Hamilton-Jacobi-Bellman equation in the study of optimal stopping problem for stochastic differential equations with the dynamic programming method (see Chang et al [4] ). When dealing with the singular control problem of stochastic partial differential equations (SPDEs), Øksendal et al [22] derived RBSPDEs as the adjoint equations for the maximum principle of Pontryagin type, and via solutions of RBSPDEs, they futher gave a representation for the value function of the optimal stopping problem of SPDEs. Recently, Tang and Yang [39] studied the Dynkin game for the stochastic differential equations with random coefficients, and characterized the associated Hamilton-Jacobi-Bellman-Isaacs equation by a backward stochastic partial differential variational inequality, which is a BSPDE with two reflecting obstacles. In fact, [4, 39] and [22] only studied the semi-linear RBSPDEs in the whole space and a smooth bounded domain respectively, and the reflecting obstacles are confined to stochastic differential equations of the form ξ(t, x) = ξ(0, x) + t 0 β 0 (s, x) ds + t 0 β(s, x) dW s , which keeps out many interesting applications. Hence, it becomes interesting and significant to establish a general theory for the quasi-linear RBSPDEs on general domains with general reflecting obstacles.
In this paper, we consider the quasi-linear RBSPDE with the reflecting obstacle dominated from above by some SPDE plus a stochastic potential, and prove the existence and uniqueness of the solution triple (u, v, µ) . These include the classical results on the obstacle problems for deterministic parabolic PDEs (see e.g. [26, ) as particular cases, and it seems to be new. Related results, including Itô formulas for backward stochastic partial differential equations with random measures, the comparison principle for solutions of RBSPDEs and the connections with reflected backward stochastic differential equations and optimal stopping problems, are addressed as well.
In RBSPDE (1.1), the random measure is required to satisfy the Skorohod condition. Indeed, the Skorohod condition guarantees that the random measure is chosen in a minimal way. For the linear RBSPDE with Laplacian leading coefficients, we prove in Section 4 that the solution coincides with the minimal point of variational problem (4.4) (see Proposition 4.8, Theorem 4.9 and Corollary 4.9). On the other hand, if the reflecting obstacle is regular enough (see Proposition 4.8 below), the random measure may be chosen to be absolutely continuous with respect to the Lebesgue measure dt ⊗ dx almost surely and we are allowed to write µ(dt, dx) = h(t, x)dtdx. However, for the general reflecting obstacle, the random measure µ can be a local time and to make senses of the Skorohod condition, we have to borrow some techniques of the parabolic potential and capacity theory (see, for instance, [26, 27, 28] ) into the backward stochastic framework and give a precise version of the solution (u, v, µ) to RBSPDE (1.1) with u being almost surely quasi-continuous.
Recently, on basis of the parabolic potential and capacity theory, Denis, Matoussi and Zhang [9] studied the obstacle problems for forward stochastic partial differential equations (OSPDEs). The OS-PDEs and RBSPDEs are essentially different: on the one hand, in form, the noises in the former are exogenous and play an active role, while in the latter they are from the martingale representation theorems and governed by the random coefficients, the obstacle and the terminal condition and thus, they are endogenous; On the other hand, in methodology, by stopping times the localization method makes the arguments on the obstacle problems of deterministic PDEs work well in OSPDEs for almost every ω ∈ Ω, while in RBSPDEs the localization method does not work as well as in OSPDEs, we can not make the path-wise arguments like in OSPDEs and we have to execute deeper investigations in the backward stochastic framework (see Section 3 and Section 4). Moreover, in our backward stochastic framework, we generalize the established results for OSPDEs in [9, Theorem 3] and the new results (Proposition 3.4) coincide with the classical ones on the obstacle problems of deterministic parabolic PDEs (see e.g. [26, ).
It is worth noting that El Karoui et al [13] (see also [13, 17, 20, 25] ) established the equivalent relationship between reflected BSDEs and the associated obstacle problems of parabolic partial differential equations, but in the Markovian case where the coefficients are deterministic functions. In the nonMarkovian case where the coefficients can be random, we give the equivalent representation relationship between the reflected BSDEs and the associated RBSPDEs. This seems to be new as well.
This paper is organized as follows. In Section 2, we set notations and list some assumptions on the coefficients of RBSPDE (1.1). In Section 3, we prepare some auxiliary results in three subsections. In the first subsection we define the solution for BSPDEs and present a result on the relationships between the random PDEs and BSPDEs. In the second subsection, we introduce the parabolic potential and capacity theory into the backward stochastic framework and execute some interesting investigations. In the third subsection, we establish Itô formulas for BSPDEs with stochastic regular measures. In Section 4, we prove the existence and uniqueness of the solution to quasi-linear RBSPDE (1.1). We give the definition of the solution to RBSPDE, and prove the comparison theorem for quasi-linear RBSPDEs and the uniqueness of the solution in the first subsection. The existence and uniqueness of the solution for linear RBSPDEs with Laplacian leading coefficients is established in the second subsection. In the third subsection, we prove the well-posedness of general quasi-linear RBSPDE (1.1). Finally, in Section 5, we address the connections with the reflected BSDEs and optimal stopping time problems.
Preliminaries
Denote by Z the set of all the integers and by N the set of all the positive integers.N := N ∪ {0} and N −1 := { 1 n ; n ∈ N}. By | · | and ·, we denote the norm and the scalar product in Euclidean spaces respectively. For the sake of convenience, we set
For each l ∈ N and domain Π ⊂ R l , denote by C ∞ c (Π) the space of infinitely differentiable functions with compact supports in Π. In this work, we shall use 
When dealing with elements of Hilbert space (L 2 ) k , k > 1, for simplicity we still use · and ·, · to denote the norm and the scalar product, i.e.,
The first order Sobolev space vanishing on the boundary ∂O is denoted by H 1 0 (O) (H 1 0 for short) equipped with scalar product and norm:
and its dual space is denoted by
It is well known that there exists a continuous linear operator
Here and in what follows, C > 0 is a constant which may vary from line to line and C(α 1 , α 2 , · · · ) is a constant to depend on the parameters α 1 , α 2 , · · · . Indeed, we can take g = −∇(1 − ∆) −1 h and 
where the definition of u, h 1,−1 is independent of the decomposition h = f + ∇ · g. Throughout the work, when relating some
Let V be a non-empty convex subset of some Banach space (B, · B ). S 2 (V )) is the set of all the V -valued, (F t )-adapted and continuous processes (
Denote by L 2 (V ) the totality of all the the V -valued, (
) and (H, · H ) are all Banach spaces. By convention, we treat elements of spaces defined above like H and L 2 (L 2 ) as functions rather than distributions or classes of equivalent functions, and if a function of this class admits a version with better properties, we always denote this version by itself. For example, if u ∈ L 2 (H 1 0 ) and u admits a version lying in S 2 (L 2 ), we always adopt the modification u ∈ H.
Consider quasi-linear RBSPDE (1.1). We define the following assumptions.
(A1) The pair of random functions
There exist positive constants L, κ and β such that for all (ϑ 1 ,
(A2) The functions a and σ are P ⊗ B(O)-measurable. There exist positive constants ̺ > 1, λ and Λ such that the following hold for all ξ ∈ R d and (ω, t,
, and
Remark 2.1. By the boundedness of a and σ, the super-parabolicity can be equivalently written
which coincides with the common super-parabolicity assumption on BSPDEs (see, for instance, [10, 16, 24, 37, 40] ). In this paper, we adopt the form of assumption (A3), as it helps to clarify the dependence relationships between the constants of the estimates and the coefficients, in what follows.
Auxiliary results
In this section, we shall give some auxiliary results. First we recall several results on backward stochastic partial differential equations (BSPDEs).
On the solution for BSPDE
Define Banach space (K , · K ) as the totality of φ ∈ L 2 (Q) such that
equipped with the norm
In fact, each φ ∈ W corresponds to an L 2 -weak solution of the following parabolic PDE:
By PDE theory (refer to [19] ), W is continuously embedded into C([0, T ]; L 2 ) and also into K . In particular, there exist two positive constants c and C depending on T such that
We note that all the arguments on W still hold by reversing the time, since φ ∈ W if and only if φ(T − ·) ∈ W . Furthermore, we set
Consider the following BSPDE
with a and σ satisfying the super-parabolicity and boundedness condition in assumption (A2), and
2) if it holds in the weak sense, i.e. for any ζ ∈ D there holds almost surely
consists of a solution to BSPDE (3.2). By [30, 31] , each U (a, σ, G,f ,ḡ) admits one and only one element. i· ∂ x i u + σ ·r v r +ḡ − ∇u and f =f , we write BSPDE (3.2) equivalently into the following form
On the contrary, each BSPDE of the above form can also be written equivalently into some BSPDE associated with (a, σ) like (3.2). Moreover, by Itô formula (see [30, 
which together with
with α ∈ {0, 1}. Applying successively Gronwall inequality to the above estimate with α = 0 and α = 1, we obtain
we have
In view of the above estimates and relation (2.1), we equip U with the following norm
Then, (U , · U ) is a Hilbert space.
In view of the duality between forward SPDEs and BSPDEs, we introduce the following lemma which, basically, is due to Bensoussan [2, Lemma 2.2].
andû satisfies almost surely the following parabolic PDE
in the weak sense (see [19] ). Taking conditional expectations in Hilbert spaces (see [29] ), we set
is the unique solution of BSPDE (for the uniqueness and existence of the solution to general quasi-linear BSPDEs, see [30, 31] )
then,
and u U ≤ C û L 2 (Ω,FT ;W ) with the constant C being independent of u andû.
Proof. For the reader's convenience, we sketch the proof of the lemma.
Itô formula for SPDEs yields
and
Taking conditional expectations on both sides of the above equations, we obtain
Thanks to the arbitrariness of
with the constant C being independent of u andû. We complete the proof.
Parabolic capacity and potential
In this subsection, let us recall briefly parts of the theory on parabolic capacity and potentials which was established by Pierrer [26, 27, 28] . We note that these tools were used by Klimsiak [17] to provide a probabilistic representation for the semilinear PDEs with obstacle in terms of reflected BSDEs and by Denis, Matoussi and Zhang [9] to study the obstacle problems for forward stochastic partial differential equations (OSPDEs). Taking into account the backward randomness of our reflected BSPDE (1.1), we shall execute several deep and interesting investigations under the backward stochastic framework.
Definition 3.2. It is called a parabolic potential when belonging to
P is a closed convex subset of (K , · K ). Denote by L 0 (W ) the totality of the measurable maps from (Ω,
Then, L 2 (P) is not a linear space but a closed convex set of (
Denote by C (Q) the totality of continuously differentiable functions on Q with compact support. Thanks to the Hahn-Banach theorem and the denseness of W T ∩ C (Q) in C (Q), we have the following representation for the parabolic potential. Proposition 3.2 (Proposition I-1 of [27] ). For each u ∈ P, there exists one and only one Radon measure
For any Borelian B ⊂ [0, T ) × O, we define the capacity:
By [28, Theorem 1] , the above definition of capacity is equivalent to that of [26, 27] . In the following, we say a property holds quasi-everywhere (q.e. in short), if it holds outside a polar set that is of zero capacity. In addition, though the parabolic capacity is defined on [0,
we shall treat the capacity on Q as the projection of that defined on some time interval [0, T + δ) with δ > 0 (for instance, see the proof for (i) of Proposition 3.9 below).
Definition 3.4. A real valued function u on [0, T ) × O is said to be quasi-continuous, if there exists a sequence of open sets
In what follows, denote by P 0 the totality of u ∈ P such that u is quasi-continuous and u(0) = 0 in L 2 . Each u ∈ P 0 is called a regular potential and the associated Radon measure µ u is called a regular measure and written
In addition, define
is called a stochastic regular potential, and the associated random Radon measure µ u is called a stochastic regular measure. Basing on the BSPDE theory, we shall generalize the existing results on the obstacle problems for forward SPDEs (for instance, see [9, Theorem 3] ). Before the generalization, we give a lemma first.
Proof. For almost every ω ∈ Ω, we consider the solution φ of PDE:
where by [27, Lemma I.3], the limit u(T −) := lim τ ↑T
2 ) exists for almost every ω ∈ Ω. Note that the separability of W allows us to choose a measurable version of φ : (Ω,
with positive constant C being independent of u and φ.
Take conditional expectations in Hilbert spaces (see [29] ) and setφ
). Hence, we haveφ ∈ U ,φ ≥ u, dP ⊗ dt ⊗ dx-a.e. and by the estimates of Remark 3.2,
We complete the proof.
Proposition 3.4. Let ξ be an almost surely quasi-continuous adapted process such that ξ(0) ≤ u 0 almost surely and
withξ ∈ L 2 (P) andξ being the solution of SPDE
, there exists a unique pair (u, µ) such that (i) u ∈ H is almost surely quasi-continuous and u ≥ ξ, dP ⊗ dt ⊗ dx-a.e.; (ii) µ is a stochastic regular measure, and for any ϕ ∈ D, there holds almost surely
Sketch of the proof. By Lemma 3.3, there exists φ ∈ U such that
which can be equivalently written into the form of SPDE
with g :=g + 2∇φ. As
by [9, Theorem 3] , there exists a unique pair (u, µ) such that the assertions (i)-(iii) hold. In a similar way to [9, Lemma 4 and Theorem 3], applying Itô formula to the penalized approximation sequences and taking limits, we obtain
This completes the proof.
Remark 3.4. In Proposition 3.4, the obstacle process ξ is dominated by a stochastic regular potential plus a solution of some SPDE, while in [9, Theorem 3] , the obstacle process is only allowed to be dominated by a solution of some SPDE. In this sense, we generalize the results of [9, Theorem 3] . In fact, Proposition 3.4 includes the classical deterministic results (see [26, 27] ) as particular cases, i.e., when all the terms involved in Proposition 3.4 are deterministic, the assertions coincide with those of [26, Theorem IV-1]. Furthermore, in a similar way to [9] , we can extend the results herein to the obstacle problems for general quasi-linear SPDEs. However, we do not seek such a generality in this work.
An immediate consequence of this proposition is the corollary.
In particular, when φ is deterministic, v becomes deterministic as well.
To approximate a parabolic potential by regular ones, we introduce the following lemma.
Lemma 3.6 (Proposition I-3 and Corollary II-1 of [27] ). Let u belong to P with associated Radon measure µ u . For each δ > 0, let u δ ∈ W be the weak solution of the following parabolic PDE
where, by [27, Lemma I.3], there exists the limit u(0+) := lim τ ↓0
thenū is right-continuous from [0, T ] to L 2 and for each φ ∈ P,ū ∈ L 1 (Q, µ φ ) and there holds the estimate
Therefore, if u andū are two measurable function on Q and u =ū q.e., then
e. on A, by Corollary 3.5, there exists ϕ ∈ P such that ϕ ≥ φ and ϕ K ≤ C φ W and thus, we have
whereφ denotes a quasi-everywhere precisely defined version of ϕ in (3.7). Hence, in view of Definition 3.3, we see that for any u ∈ P, µ u does not charge polar sets.
To approximate the obstacle for deterministic parabolic PDEs, Pierre [26] introduced the following lemma, from which we shall derive a useful corollary.
Lemma 3.7 (Proposition II-2, Page 1165 of [26] ). Suppose that v : Q → R is quasi-continuous and there exists u ∈ P such that |v| ≤ u q.e.. Then there exist φ ∈ P and {v n ; n ∈ N} ⊂ W ∩ C (Q), such that
Corollary 3.8. Under the hypothesis of Lemma 3.7, there exist φ ∈ W + , {v n ; n ∈ N} ⊂ W ∩ C (Q), and {θ n ; n ∈ N} ⊂ N −1 such that θ n converges decreasingly to 0 and
where the constant C is independent of v, u, n and φ.
Proof. When u ≡ 0, the proof is trivial. Thus, we assume u K > 0. By Lemma 3.7, there exist {ṽ n ; n ∈ N} ⊂ C (Q) ∩ W ,φ ∈ P and {α n ; n ∈ N} converging decreasingly to 0 such that |ṽ n − v| ≤ α nφ , ∀ n ∈ N. In fact, we can always take φ K ≤ u K , otherwise replace (α n ,φ) by
with constant C being independent of φ, u andφ. Setting
Then, {θ n ; n ∈ N} ⊂ N −1 converges decreasingly to 0 and for each n ∈ N,
We complete the proof. Now, we are in a position to execute careful investigations, which are listed in the following proposition and will be used frequently in what follows. Proposition 3.9. There hold the following assertions.
(i) Each u ∈ U admits an almost surely quasi-continuous version and there exists ξ ∈ L 2 (P) such that ξ is almost surely quasi-continuous and |u| ≤ ξ, dP ⊗ dt ⊗ dx-a.e..
(ii) Let sequence {u n } be bounded in L 2 (P) and converge weakly to some u in L 2 (H 1 0 ). Let sequence {v n } consist of almost surely quasi-continuous elements and for each n, |v n | ≤ v 0 with v 0 ∈ L 2 (P). Suppose that there exist almost surely quasi-continuous function v and {φ n } ⊂ U converging decreasingly to 0 such that
Then u ∈ L 2 (P) and
where µ u n and µ u are the stochastic Radon measures associated with u n and u respectively.
) is almost surely quasi-continuous and there exists u ∈ L 2 (P) such that |v| ≤ u q.e., a.s.. Then there exist {φ n ; n ∈ N} ⊂ U and {v n ; n ∈ N} ⊂ U , such that {φ n ; n ∈ N} converges decreasingly to 0, dP ⊗ dt ⊗ dx-a.e.,
In particular, if u ∈ L 2 (Ω, F T ; P 0 ), we can choose the above sequence
Proof. We first prove assertion (i). In view of the definition of
By the uniqueness of the solution, we must haveũ(t) = u(t), for all t ∈ [0, T ]. From the quasi-continuity of the solutions for SPDEs (see [9, Theorem 3]), we conclude thatũ is quasi-continuous on [0, T + 1) × O. Consequently, u is endowed with a quasi-continuous version on Q. On the other hand, as u satisfies forward SPDE (3.10) on time interval [0, T ], by Proposition 3.4, there exist ξ 1 , ξ 2 ∈ L 2 (P) with ξ 1 and ξ 2 being almost surely quasi-continuous, such that −ξ 1 ≤ u ≤ ξ 2 , dP ⊗ dt ⊗ dx-a.e.. Taking ξ = ξ 1 + ξ 2 , we prove assertion (i).
As for (ii), we note that by Proposition 3.4 and the comparison principle for the obstacle problems of SPDEs (see [9, Theorem 8] ), there exists a decreasing sequence {φ n ; n ∈ N} ⊂ L 2 (P) such that for each n ∈ N, φ n ≤φ n and φ n L 2 (P) ≤ C φ n U . Following the proofs of [27, Theorem III.1] and [27, Lemma III.8] for almost every ω ∈ Ω, we prove assertion (ii).
Using Corollary 3.8 for every ω ∈ Ω and in view of the separability of W , we conclude that there exist φ ∈ L 2 (Ω, F T ; W ) and {v n ; n ∈ N} ⊂ L 2 (Ω, F T ; W ) and {α n ; n ∈ N} ⊂ L ∞ (Ω, F T ; N −1 ) such that α n converges decreasingly to 0 almost surely and |v −v n | ≤ α nφ , n = 1, 2, · · · . Set
Then, φ n converges decreasingly to 0, dP ⊗ dt ⊗ dx-a.e., |v − v n | ≤ φ n , dP ⊗ dt ⊗ dx-a.e., n = 1, 2, · · · . Moreover, by Lemma 3.1, φ n , v n ∈ U for each n ∈ N and
Hence, (iii) is proved.
By [26, , for almost every ω ∈ Ω, there exist a sequence {u n ; n ∈ N} ⊂ W ∩ P and v ∈ W such that
Moreover, choosing subsequence if necessary, we take
In a similar way to Corollary 3.8, we can choose {u n } and v such that
where the constant C is independent of v, u and n, and {θ n ; n ∈ N} is N −1 -valued and converges decreasingly to 0 almost surely. Furthermore, in view of the separability of W , we choose {u
. In view of (3.11), we further have 12) with positive constant C being independent of n. Consequently, lim n→+∞ u − u n L 2 (Ω,FT ;K ) = 0. For the particular case where u ∈ L 2 (Ω, F T ; P 0 ), lettingũ n ∈ W be the weak solution of PDE
and takingū n = u n −ũ n for each n ∈ N, we must haveū n ∈ L 2 (Ω,
The proof is complete.
, where δ denotes the dirac function, we have [15] for more details). On the other hand, (
) be the weak solution (see [19] ) of parabolic PDE:
Then, lim n→∞ u(
Remark 3.7. In assertion (iv) of Proposition 3.9, we have u n ∈ W ∆ , a.s.. If we assume further u ∈ L 2 (P), then u ∈ S 2 (L 2 ) and by taking conditional expectations in the proof,
we have {ū n ; n ∈ N} ∪ {v n ; n ∈ N} ⊂ U with {v n ; n ∈ N} converging decreasingly to 0, dP ⊗ dt ⊗ dx-a.e., and
Assume further u ∈ L 2 (P 0 ). By (iv) of Proposition 3.9, we are allowed to takeū n (0) = 0, for each n ∈ N. For each n, there exists (
Taking conditional expectations
dtdx is a stochastic regular measure associated with some stochastic regular potential uμ n . In particular, for each n, there exists
we haveū n =ǔ v n + uμ n . Itô formula yields
where µ is the stochastic Radon measure associated with u. As
by Lebesgue's domination convergence theorem and (ii) of Proposition 3.9, it follows that
Taking limits on both sides of (3.13) and combining (3.13) and (3.14), we obtain
which implies lim n→∞ ǔ v n H = 0 and thus,
Itô formula for BSPDEs with regular potentials
Denote by C 1,2 the totality of function ψ ∈ C(R 2 ) such that drivatives ∂ t ψ(t, y), ∂ y ψ(t, y) and ∂ yy ψ(t, y) exist with ∂ y ψ(·, 0) ≡ 0 and ess sup t∈R,y∈R\{0}
Theorem 3.10. Let µ 1 and µ 2 be two stochastic regular measures. Suppose that the following BSPDE
holds in the weak sense, i.e., for any ζ ∈ D there holds almost surely
, a and σ satisfy the super-parabolicity and boundedness conditions of as-
, there holds with probability 1 Proof
Then u =ũ − u 1 + u 2 . By (i) of Proposition 3.9, u is almost surely quasi-continuous. We check that all the terms involved in (3.16) are well defined. By (iv) of Proposition 3.9 and Remark 3.7, there exist
such that {φ n k ; n ∈ N} converges decreasingly to 0, dP ⊗ dt ⊗ dx-a.e., and
Moreover, there exist {f
On the other hand, by Itô formulas for SPDEs without random measures (see [8, Lemma 7] and [32, Lemma 3.3]), we have almost surely
(3.18)
Since Φ ∈ C 1,2 and φ 1 1 , φ 2 2 ,ũ ∈ U , there existû ∈ L 2 (P) and generic constant K such that |ũ|+ φ
Thus, by (ii) of Proposition 3.9, we have
For the martingale part,
Letting n → +∞, we obtain
We complete the proof. 
19)
where u + := max{u, 0}.
− 8k
(3.20)
By Theorem 3.10, there holds with probability 1
In view of (3.20), we have for any (s,
On the other hand, we check that lim k→∞ ψ k (u) − u + H = 0. Therefore, by the dominated convergence theorem and taking limits in L 1 ([0, T ] × Ω, P; R) on both sides of (3.21), we prove our assertion.
4 Existence and uniqueness of the solution to RBSPDE
Solution for RBSPDE (1.1)
First, we introduce the assumption on the obstacle process ξ.
(A4 ′ ) ξ is almost surely quasi-continuous on Q and there exist (ξ,ṽ) ∈ H × L((L 2 ) m ) and a stochastic regular measureμ such that ξ ≤ξ, dP ⊗ dt ⊗ dx-a.e. and
In (A4 ′ ), let uμ ∈ L 2 (P) be the stochastic regular potential associated with the stochastic regular measurẽ µ and let
We haveξ =ξ − uμ ≤ξ, dP ⊗ dt ⊗ dx-a.e.. Consequently, the assumption (A4 ′ ) is equivalent to the following (A4).
(A4) ξ is almost surely quasi-continuous on [0, T ] × O and there existsξ ∈ U such that ξ ≤ξ, dP ⊗ dt ⊗ dx-a.e.. 
and µ is a stochastic regular measure; (2) RBSPDE (1.1) holds in the weak sense, i.e., for each ϕ ∈ D T and t ∈ [0, T ] Let (ξ 1 , f 1 , G 1 ) be another triple which together with (a, σ, g) satisfies assumptions (A1) − (A4). Let (u 1 , v 1 , µ 1 ) be a solution of RBSPDE (1.1) associated with (a, σ, G 1 , f 1 , g, ξ 1 ). Suppose further that
Then, with probability 1 there holds u(t, x) ≤ u 1 (t, x), q.e..
Proof. Set (ũ,ṽ) = (u − u 1 , v − v 1 ). By Corollary 3.11, we have 
By the quasi-continuity of u and u 1 , there follows u(t, x) ≤ u 1 (t, x), q.e., with probability 1. The proof is complete. Sketch of the proof. Let (u 1 , v 1 , µ 1 ) and (u 2 , v 2 , µ 2 ) be two solutions of RBSPDE (1.1). Setting (δu, δv) = (u 1 − u 2 , v 1 − v 2 ), we have by Theorem 3.10, Thus, (u 1 , v 1 ) = (u 2 , v 2 ) and in view of (2) in Definition 4.1, we further get µ 1 = µ 2 . We complete the proof. 
Suppose that (u, v, µ) is the solution of RBSPDE (1.1). By Theorem 4.1 and Lemma 4.2, (ū,v, 0) must be the unique solution to RBSPDE (1.1) associated with obstacle process ξ ∧ū and furthermore, u(t, x) ≤ u(t, x), q.e.. Therefore, (u, v, µ) coincides with the solution of RBSPDE (1.1) with the obstacle process being replaced by ξ ∨ū. In other words, assumption (A4) is equivalent to the following one:
(A4b) ξ is almost surely quasi-continuous on [0, T ] × O and there existsξ ∈ U such that |ξ| ≤ξ, dP ⊗ dt ⊗ dx-a.e..
RBSPDEs with Laplacian leading coefficients
Let φ ∈ U (I, 0, G,f ,ḡ). Then, ξ :=ξ − φ satisfies assumption (A4) with ξ(T ) ≤ 0, dP ⊗ dx-a.e. and RBSPDE (4.2) is equivalent to the following one Set
and stochastic measure µ associated with some stochastic potentialũ ∈ L 2 (P), such that
holds in the weak sense.
For each ζ satisfying assumption (A4) and each u ∈ U , we introduce the following variational problem
It is not hard to verify (i) Γ(u, ζ) = Γ(0, ζ − u) + u, for each ζ satisfying assumption (A4) and u ∈ U ; (ii) Γ(0, ξ) = ξ, for each ξ ∈ U p ; (iii) for any ζ 1 , ζ 2 satisfying assumption (A4), Γ(0, ζ 1 ) ≤ Γ(0, ζ 2 ) + Γ(0, ζ 1 − ζ 2 ).
It is clear that u ≤ũ, dP ⊗ dt ⊗ dx-a.e..
For each δ > 0, considerû δ ∈ H satisfying
From assertion (i) of Lemma 3.6, we deduce that
we conclude from Lemma 3.1 that u δ , together with some
Moreover, from relation (4.5) and Lemma 3.6, it follows that
and admits a subsequence converging weakly. Without any loss of generality, we assume {v 1/n } converges weakly to some v ∈ L 2 ((L 2 ) m ). We choose a subsequence of convex combinations (
. In particular, {ǔ 1/n } is chosen to be an increasing sequence. Denote by {ǧ 1/n } the corresponding subsequence of convex combinations of {n(u−u 1/n ) : n ∈ N}.
For each n ∈ N, let u
Then we haveǔ 1/n =ū 1/n − u µ 1/n . As {ǔ 1/n (0+)} n∈N converges increasingly to u(0+) in L 2 and
. By SPDE theory (see [8] ),ū 1/n converges strongly to someū in H. Consequently, {u
, and converges strongly to
). In view of the closedness of L 2 (P) (see Remark 3.3), we have u µ ∈ L 2 (P). Hence, u =ū − u µ ∈ U p . We complete the proof.
let u µ ∈ L 2 (P 0 ) be the stochastic regular potential associated with µ, and letũ ∈ L 2 (Ω, F T ; W ) satisfy almost surely PDE −∂ tũ = ∆ũ + 2∆u µ ;ũ(T ) = −u µ (T ).
Thenû :=ũ + u µ belongs to L 2 (Ω, F T ; P T ) and satisy
By approximating the stochastic regular potential u µ , it is easy to verify that
To study RBSPDE (4.3), we consider the following penalized BSPDE for each n ∈ N,
which admits a unique solution
, dominates the obstacle process ξ from above in assumption (A4). Itô formula yields
implies by Gronwall inequality
Thus, there exists positive constant C independent of n, such that
By the comparison principles for BSPDEs, {u n } is an increasing sequence in L 2 (L 2 ). Consequently, we are allowed to choose a subsequence {(u n , v n )} (denoted by itself ) such that {u n } converges increasingly to some u in L 2 (L 2 ) and {(u n , v n )} converges weakly to
In particular, {ǔ n } is chosen to be an increasing sequence. Denote by {ǧ n } the corresponding subsequence of convex combinations of {n(u n − ξ) − : n ∈ N}. In view of (4.10), we know u ≥ ξ, dP ⊗ dt ⊗ dx-a.e.. Through similar arguments to the proof for Lemma 4.3, we can check u ∈ U p . Therefore,
In fact, we further have Proposition 4.4. Let ξ satisfy assumption (A4) with ξ(T ) ≤ 0, dP ⊗ dx-a.e.. For the random field (u, v) obtained through the penalized procedure (4.6)-(4.10), we assert that u = Γ(0, ξ) and by (4.10),
Proof. It is sufficient to prove u = Γ(0, ξ).
In a similar way to the proof of Lemma 4.3, it follows that {ū k } k∈N is bounded in L 2 (K ), and converges increasingly in L 2 (L 2 ) and weakly in L 2 (H 1 0 ) toū, as k → +∞. By Corollary 3.11, we have
Here, {u n } n∈N and {v n } n∈N are from the penalized procedure (4.6)-(4.10). Therefore,ū ≥ u n for each n ∈ N and by taking limits, there followsū ≥ u, dP ⊗ dt ⊗ dx-a.e.. In view of the definition of Γ(0, ξ) and relation (4.11), we have u = Γ(0, ξ). This completes the proof.
Corollary 4.5. Suppose that ϕ, ψ and φ satisfy assumption (A4), and ψ ≥ φ ≥ ϕ, dP ⊗ dt ⊗ dx-a.e. with ψ(T ) ≥ φ(T ) ≥ 0 ≥ ϕ(T ), dP ⊗ dx-a.e.. Then,
whereφ ∈ U (I, 0, φ(T ), 0, 0) andψ ∈ U (I, 0, ψ(T ), 0, 0).
Proof
Setũ n =ū n +φ andǔ n =û n +ψ. There exists
, which together with (ũ n ,ǔ n ) satisfies BSPDEs
By the comparison principles of BSPDEs, we haveǔ n ≥ũ n ≥ u n , dP ⊗ dt ⊗ dx-a.e., n = 1, 2, · · · . In view of the penalized procedure (4.7)-(4.10) and Proposition 4.4, we prove (4.12).
Before studying the resolution of RBSPDEs (4.2) and (4.3), we present an approximation result for the elements of W . Lemma 4.6. For each φ ∈ W , there exist φ 0 ∈ P T and {φ n } ⊂ R, such that φ n (T ) = φ(T ),
Proof. If φ W = 0, we set φ n = 0. In the following, we assume
with φ n satisfying −∂ t φ n − ∆φ n = f n ; φ n (T ) = φ(T ).
Then by Proposition 4.4,
Therefore,
Applying Lemma 4.6 point-wisely and taking conditional expectations, we obtain the corollary.
Corollary 4.7. For each φ ∈ U , there exist φ 0 ∈ U p and a sequence {φ n } ⊂ L 2 (R) such that for any n ∈ N,
, then, in view of the above proof of Lemma 4.6 and the denseness of (L 2 ) + in (H −1 ) + , we are allowed to choose
and for each n,
Now, we are ready for the resolution of RBSPDE (4.3) with ξ satisfying assumption (A4). First, we investigate a special class of RBSPDEs, of whose solutions the stochastic regular measure admits a density w.r.t. Lebesgue measure in the distributional sense. The assertions herein will include the deterministic results (see [5] ) as particular cases.
e., and
Proof. The uniqueness and the estimate (4.13) follows from Lemma 4.2 and Proposition 4.4 respectively. We shall prove the other assertions in two steps.
Step 1. We adopt the penalized method used in (4.6)-(4.10). Extracting if necessary a subsequence, we obtain a sequence {u n } converges increasingly to some u in
First, assume further that
. By Corollary 3.11, we have
By Ito formula and (4.15), we have
and Gronwall inequality, implies
Denote the limit by (u, v). By (4.15), extracting a subsequence if necessary, we may assume without any loss of generality that {β n ; n ∈ N} converges weakly to some β in L 2 (L 2 ). Taking limits, we have β ≥ 0, dP ⊗ dt ⊗ dx-a.e. and for any ϕ ∈ D,
Thus, u ∈ U ∩U p and by assertion (i) of Proposition 3.9, u is almost surely quasi-continuous. Proposition 4.4 yields that u = Γ(0, ξ). On the other hand, combining the strong convergence of {u n } and the weak convergence of {β n }, we have
which together with u = Γ(0, ξ) and β ≥ 0, implies
In view of BSPDE (4.6), it is easy to check thatū n = u n +ξ. From the comparison principles for BSPDEs, we deduce thatū n ≥ξ n and thus,
In a similar way to (4.6)-(4.10), we are allowed to choose a subsequence of convex combinations (
. By (4.18), there follows β ≤ f + , dP ⊗ dt ⊗ dx-a.e..
Step 2. Now, we consider the general f + and f − .
By Corollary 4.7, we choose {f
Denote by (u n , v n , β n (t, x) dtdx) the solution of RBSPDE (4.3) with the associated obstacle process being replaced by ξ n . Then,
In particular, for any φ ∈ C (Q), we have almost surely
where (φ + , φ − ) := (max{φ, 0}, max{−φ, 0}) and we use the fact that there exists a universal constant C such that
On the other hand, setting u = Γ(0, ξ), we have
be the regular stochastic potentials associated with β n (t, x)dtdx. By the boundedness β n in L 2 (H −1 ), we are allowed to choose a subsequence ({u β n ; n ∈ N} (denoted by itself, without any loss of generality) which is bounded in L 2 (K ) and converges weakly in L 2 (H 1 0 ). And further, by the boundedness of (u
Taking limits, we obtain that 0 ≤ β ≤ f + in H −1 , dP ⊗ dt-a.e. and for any ϕ ∈ D, 
Consequently, (u, v, µ) with µ(dt, dx) = β(t, x)dtdx is the unique solution of RBSPDE (4.3). We complete the proof.
Now, we are in a position to present the main results of this subsection for RBSPDEs with Laplacian leading coefficients.
Theorem 4.9. Let the obstacle process ξ of RBSPDE (4.3) satisfy assumption (A4) with ξ(T ) ≤ 0, dP ⊗ dx-a.e.. Then RBSPDE (4.3) admits a unique solution (u, v, µ) with u = Γ(0, ξ) and
Proof. The uniqueness and the estimate (4.21) follow from Lemma 4.2 and Proposition 4.4 respectively. We shall prove the other assertions in two steps.
Step 1. We first assume ξ ∈ U . In view of Remark 3.6, we see that ξ does not necessarily satisfy the hypothesis of Proposition 4.8.
By Corollary 4.7, there exist ξ 0 ∈ U p and a sequence {ξ n } ⊂ L 2 (R) such that ξ n (T ) = ξ(T ),
For each n, by Proposition 4.8, RBSPDE (4.3) associated with obstacle process ξ n admits a unique solution (u n , v n , µ n ) with u n = Γ(0, ξ n ) ∈ U p and
By Lemma 3.3, there existsξ 0 ∈ U such that ξ 0 ≤ξ 0 and by (i) of Proposition 3.9,ξ 0 is almost surely quasi-continuous. Therefore, from the quasi-continuity of {u n } we conclude that u is almost surely quasi-continuous and in particular, we have
and letũ n satisfy SPDE
Then, u n =ũ n − u 
. Thus, u µ ∈ H and µ is a stochastic regular measure. By (ii) of Proposition 3.9, we have
Note that the corresponding stochastic regular measure sequence of convex combinations converges vaguely to µ. Consequently, taking limits, we conclude that for any ϕ ∈ D,
Hence, (u, v, µ) is a solution of RBSPDE (4.3) with u = Γ(0, ξ).
Step 2. Consider the general ξ satisfying assumption (A4). In view of Remark 4.1, we assume further that ξ satisfy assumption (A4b). By Corollary 3.5 and assertion (iii) of Proposition 3.9, there exist {φ n ; n ∈ N} ⊂ U and {ϕ n ; n ∈ N} ⊂ U , such that {φ n } converges decreasingly to 0, dP⊗dt⊗dx-a.e., lim n→∞ φ n U = 0 and |ξ − ϕ n | ≤ φ n , dP ⊗ dt ⊗ dx − a.e., n = 1, 2, · · · .
For each n ∈ N, set φ n ∈ U (I, 0, φ n (T ), 0, 0),φ n ∈ U (I, 0, ϕ n (T )−ξ(T ), 0, 0) andφ n ∈ U (I, 0, |ϕ n (T )−ξ(T )|, 0, 0), n = 1, 2, · · · .
As |ϕ n (T )−ξ(T )| ≤ φ n (T ), dP⊗dx-a.e., it follows thatφ n ≤φ n ≤φ n , with {φ n } converging decreasingly to 0, dP ⊗ dt ⊗ dx-a.e.. Moreover, lim n→∞ φ n U + φ n U + φ n U + φ n U = 0.
For each n, by Step 1, RBSPDE (4.3) associated with obstacle process ϕ n −φ n admits a unique solution (u n , v n , µ n ) with u n = Γ(0, ϕ n −φ n ) ∈ U p and we have
with C 0 being a constant independent of n. Put u = Γ(0, ξ). Then u ∈ U p and by Corollary 4.5,
As both {φ n } and {φ n } converge decreasingly to 0, dP⊗dt⊗dx-a.e., in view of the equivalence relationship between RBSPDEs (4.2) and (4.3), we conclude from Corollary 4.5 and Theorem 4.1 that 2 Γ(φ n , φ n )+2φ n converges decreasingly to 0, dP ⊗ dt ⊗ dx-a.e.. Thanks to the quasi-continuity of φ n ,φ n (by (i) of Proposition 3.9) and Γ(0, φ n −φ n ) (by Step 1), u is almost surely quasi-continuous. In a similar way to Step 1, by choosing subsequences and subsequences of convex combinations and taking limits, we find a solution (u, v, µ) for RBSPDE (4.3). The proof is complete.
In view of the above proof and the equivalence between RBSPDEs (4.2) and (4.3), we conclude the following corollary from Theorem 4.9.
. There exists a unique solution (u, v, µ) to RBSPDE (4.2) and there holds
whereξ ∈ U is the random field dominating ξ from above in assumption (A4). Moreover, lettingũ ∈ U (I, 0, G,f ,ḡ), we have u = Γ(ũ,ξ).
(4.28) Remark 4.3. In view of (4.28) above, we observe that the solution of RBSPDE (4.2) corresponds to a minimal point of variational problem (4.4). 30) where the constant C is independent of θ and only depends on λ, ̺, κ, β, L and T .
General case
Proof. Put (δu, δv, δf, δg)
Itô formula yields
implies (4.30) by Gronwall inequality. We complete the proof.
Theorem 4.12. Let assumptions (A1) − (A4) hold with ξ(T ) ≤ G, dP ⊗ dx-a.e.. Then RBSPDE (1.1) admits a unique solution (u, v, µ) and there holds
with C depending on λ, ̺, κ, β, L and T .
Proof. First the uniqueness follows from Lemma 4.2. It remains to prove the existence and estimate (4.31). 
admits a unique solution (u, v, µ) and we can define the solution map as follows
Note that there is always a unique stochastic regular measure µ along with R θ0 (u 1 , v 1 ).
. By Lemma 4.11, we have
where the positive constantC is finite and does not depend on θ and θ 0 . IfC|θ − θ 0 | < 1/2, R θ0 is a contraction mapping and it has a unique fixed point (u, v) ∈ H × L 2 ((L 2 ) m ) which together with some stochastic regular measure µ solves RBSPDE (4.32). In this way, if (4.32) is solvable for θ 0 , then it is solvable for θ satisfyingC|θ − θ 0 | < 1/2. In finite number of steps starting from θ = 0, we arrive at θ = 1. Hence, RBSPDE (1.1) admits a unique solution (u, v, µ).
By assumption (A4), there exist
with diffusion term ζ. We apply Itô formula to |u −ξ| 2 and obtain u −ξ(t) 2 + probability space on which is defined a d-dimensional standard Brownian motion B = {B t : t ∈ [0, ∞)} such that {F ′ t } t≥0 is the natural filtration generated by B and augmented by all the P ′ -null sets in
Then B and W are two mutually independent Wiener processes on (Ω,F , {F t } t≥0 ,P).
be the unique solution of the following BSPDE −du(t, x) = ∆u(t, x) + (f + ∇ ·ḡ)(t, x) dt − v r (t, x) dW r t , (t, x) ∈ Q; u(T, x) = G(x), x ∈ O.
(5.1)
For each n, the above BSPDE (5.1) with g replaced by g n admits a unique solution (u n , v n ) ∈ H × L 2 ((L 2 ) m ). By the generalized Itô-Wentzell formula (see [18, Theorem 1] ) and the probabilistic interpretation for the divergence (see [35, Lemma 3 .1]), one has and by BSDE theory (see [14, 23] ), {u(s, x + √ 2B s )} s∈[0,T ] admits an almost surely continuous version for almost every x ∈ R d .
Letξ satisfy assumption (A4) such thatξ(T ) ≤ G, dP ⊗ dx-a.e., and (ξ(t, x + √ 2B t )) t∈[0,T ] is a continuous process for almost every x ∈ R d . We consider RBSPDE (4.2) which is equivalent to the RBSPDE (4.3) with ξ =ξ − φ and φ ∈ U (I, 0, G,f ,ḡ). Corresponding to the penalized BSPDE (4.6), the penalized BSDE reads thatξ(T ) ≤ G, dP⊗dx-a. e., and (ξ(t, x+ √ 2B t )) t∈[0,T ] is a continuous process for almost every x ∈ R d . Let (u, v, µ) be the unique solution to RBSPDE (4.2) and (Y, K, Z,Z) be the unique solution to the following reflected BSDE 
where J t = {τ ∈ J : t ≤ τ ≤ T }, with J being the set of all the stopping times dominated by T . Then (Y, Z,Z) admits a version (denoted by itself ) which together with some increasing parameterized process K x consists of a solution to the following reflected BSDE 
