Support vector machines (SVMs), have proven to be effective for solving learning problems, and have been successfully applied to a large number of tasks. Lately a new technique, the Least Squares SVM (LS-SVM) has been introduced. This least squares version simplifies the required computation, but sparseness -a really attractive feature of the standard SVM-is lost. To reach a sparse model, further processing steps -e.g. pruning-must be applied. These steps however increase the algorithmic complexity of the training and at the same time the quality of the results may degrade. To overcome these problems an extended version of LS-SVM has been proposed. This solution uses a special "partial reduction" technique, where the LS-SVM training is reformulated to result in a sparse but precise model that can be constructed more effectively. The reduction is based on a support vector selection method, which has a great effect on the performance of the model. Originally an automatic data selection method was proposed to determine the support vectors for the extended LS-SVM. In this paper it is shown, that existing methods can also be used in conjunction with the partial reduction method. The selection methods are analyzed, and based on simulations their performance is compared.
Introduction
Recently Support Vector Machines [Vapnik (1995) , (1998) ] have been gaining more and more attention, because they incorporate some very useful properties, which make them favorable in solving a large number of classification and regression problems. The primary advantage of support vector machines is that they automatically derive a network structure, which concludes from some "optimality" criterion. In practice it means that many decisions that had to be made during the design of a traditional neural network (e.g. the number of neurons, the length of the training cycle etc.) are eliminated.
SVM training is a convex optimization task, free from local minima that often make neural network training difficult. This solution is reached by quadratic programming (QP). Quadratic programming -in its original form-however, is a computation-intensive and memory-consuming procedure especially if a large training set of high-dimensional data is used. To overcome these difficulties more efficient QP solvers were introduced. These algorithms -commonly referred to as "chunking"-are mostly iterative methods that decompose a large problem into a series of smaller optimization tasks, such as the algorithm of Osuna et al. (1997) , (1998) .
Another possibility is the use of LS-SVM [Suykens et al. (2002) ], which has similar advantages as a traditional SVM, but it has some user-friendly properties, regarding the implementation and the computational issues of teaching. The training of an LS-SVM requires the solution of linear equation set instead of a quadratic programming problem. The complexity of a standard SVM -because of the sparseness of this solution-is determined by the number of support vectors, which is usually much smaller than the number of all training samples. On the other hand the model resulting from the LS-SVM method consists of exactly the same number of kernels as many training samples were used. In real life problems this can be a really large number. The sparseness of traditional SVM can also be reached with LS-SVM. This is usually done by applying a pruning method [Suykens et al. (2000a) , (2000b)], but when using this approach, the entire large problem must be solved at least once. Moreover if pruning is applied the performance declines proportionally to the eliminated samples.
Extended LS-SVM was introduced to combine the desirable features -sparseness, high performance and moderate computational complexity, etc.-of these different methods. To achieve a sparse model, this method selects some training samples as most important ones and reduces the problem accordingly, but at the same time it still takes all training samples into consideration, to keep a good performance. A unique feature of this approach is that the non-support vectors are only partially neglected, which means that the whole construction will be faster, while the performance will not degrade. On the other hand, the selection method, or more precisely the selected support vector set, has significant effect on the quality of the model. It is important to mention, that Extended LS-SVM provides a framework, where the steps of the model building are separated, such that different approaches can be used for the main steps, without affecting the overall structure. The three steps of model construction are:
(1) Reduction (partial reduction).
(2) Support vector selection.
(3) Solution of the reduced system. In practice, this means that the support vector selection method, as well as the solution method applied can be changed without affecting the other steps of the construction.
In this paper we experiment with the most common selection methods that can be applied, which will show the importance of this step and also provide guidelines to completing this task in certain situations. For the first step partial reduction will be used, while for getting the result the most general linear least squares solution will be used.
The paper is organized as follows. Section 2.1 contains a brief introduction to LS-SVM classification and regression, along with the description of sparseness. Section 3 presents the extended LS-SVM method that will be used in the experiments. This method contains three major parts, such as partial reduction (section 3.1), support vector selection methods (section 3.2) and possible solution methods for the reduced system (Section 3.3). As the main focus of this paper is to compare the different Support Vector selection methods, Section 3.2 details the most important and common algorithms. Section 4 compares some subjective properties of the methods, while in Section 5. experimental results based on simulations are summarized, to qualify the different selections concerning the overall performance of the constructed model. Finally in Section 6 the conclusions are drawn.
The LS-SVM
Before going into details the main and distinguishing features of the basic procedures are summarized. A detailed description of LS-SVM can be found in Suykens et al. (2002) . The classification and regression problem is quite similar; therefore we present the two versions side by side.
The standard LS-SVM
The goal is to approximate a ( )
representing the relation
, where i n is the noise at the i-th sample,
represents a p-dimensional input vector and
is the corresponding scalar target output for regression, while in case of classification
is a class label.
Our goal is to construct a ( )
approximating function, which represents the dependence of the d training outputs on the x inputs. Let's define the form of this function as:
where
is a set of given linearly independent basis functions, which maps the input data into an h-dimensional feature space, and w is the weight vector the elements of which are weighting the basis function to form the output. The dimension of the feature space may be very large, even infinite. The main difference from the standard SVM is in the constraints. LS-SVM applies equality constraints, so the constrained optimization tasks will be ( N k ,..., 1 = ): 
The first term is responsible for finding a smooth solution, while the second one minimizes the training errors ( C is the trade-off parameter between the terms). From this the following Lagrangians can be formed: 
where the k α parameters are the Lagrange multipliers. The conditions for optimality are the followings ( N k ,..., 1 = ): 
The corresponding linear equation sets (a Karush-Kuhn-Tucker (KKT) system [Suykens et al. (2002) ] are:
is a positive constant and b is the bias. The response of the LS-SVM can be obtained in the form:
Throughout this paper, the most common inner-product kernel function, the ( )
Gaussian (RBF) kernel function is used, where σ is a constant representing the "width" of this Gaussian and i x determines the centre of this function. Of course, there are many other kernels that can be used. 
Sparse LS-SVM
One of the main drawbacks of the least-squares solution is that it is not sparse, because -unlike the original SVM [Vapnik (1995) , (1998) ]-it incorporates all training vectors in the result. To overcome this problem, a pruning method is applied [Suykens et al. (2000) , (2001)], where by eliminating some of the N training samples a smaller model is created based on M ( N M < ) samples. Since in case of the LS-SVM all samples are support vectors, reducing the number of samples to M the model size also decreases (the sum in equation (6) will contain only M terms.). Consequently the equation set defining the reduced (sparse) model and the kernel matrix will also shrink to size M M × . The selection method used, will be described in the sequel (Section 3.2). Pruning techniques are also well known in the context of traditional neural networks. Their purpose is to reduce the complexity of the networks by eliminating as many hidden neurons as possible.
The Extended LS-SVM [Valyon and Horváth (2004) , (2006)] is described in the sequel, which uses special reduction technique to achieve similar results, namely a sparse model. The main advantage of this method is that it leads to a sparse solution without losing the information incorporated in the eliminated training samples. This method has further appealing properties, such as good quality solution, algorithmic gain, simplicity etc. This method will be used for the comparison of the selection methods.
Extended LS-SVM
The extended LS-SVM method has three main steps:
(1) The LS-SVM training equation set is reformulated to describe a sparse model using a special "partial reduction" technique.
(2) A new method is proposed to support the reduction, to select the data samples to be omitted, or conversely to select the support vectors. (3) The reduced equation set is solved. To obtain the solution different approaches can be applied to achieve more robust estimates.
Partial reduction
The starting point of our new approach is the linear equation set defined in (5) training sample pairs defines a coefficient matrix (kernel matrix) K, the size of which is determined by the number of training samples. This equals to the number of unknowns, which has to be reduced in order to reduce network size and/or problem complexity.
Let's take a closer look at the linear equation set describing both the classification and the regression problems.
Classification Regression
where the first row means:
and the i -th row stands for the:
When the equation set is reduced columns and/or rows may be omitted.
• If the i-th column is left out, then the corresponding i α is also deleted, therefore the resulting network will be smaller. The first row's condition (9) automatically adapts, since the remaining
α -s will still add up to zero.
• If the i-th row is deleted, then the relation defined by the ( )
training point is lost, because the i-th equation (10) is removed. This was the only one that comprised the information of the i-th training pair. To reduce the number of elements of Ω usually some of the training samples must be omitted. Each column stands for a neuron, with a kernel centered on the corresponding input. The rows, however, represent the constraints (input-output relations, represented by the training points) that the solution must satisfy. Therefore, the network size is determined by the number of columns, so in order to reach a sparse solution, only the number of columns must be decreased.
is only partially omitted, by eliminating the corresponding i-th column, but keeping the i-th row, which defines an input-output relation. It means, that the weighted sum of that row should still add up to 1 (classification) or meat the i d (regression) goal, as closely as possible. By selecting some (e.g. M , N M < ) training samples as "support vectors", the number of columns is reduced, resulting in more equations than unknowns. The number of "support vectors" can be predetermined, but it can be a result of a selection method, like the one described in the next subsection. The effect of this reduction is shown in the next equation, where the removed elements are colored grey.
Now the reduced kernel matrix is not a full rank matrix, as it has ) 1 ( + N rows and
The deletion of only columns with retaining the rows means that the number of kernels is reduced, but all the known constraints are taken into consideration. This is the key concept of keeping the quality, while the equation set is simplified. The answer of our model (in case of regression) takes the form:
where the support vector set sv S contains the M selected i x inputs.
The proposition presented here resembles to the basis of the Reduced Support Vector Machines (RSVM) introduced for standard SVM classification in Lee and Mangasarian (2001) . The RSVM also selects a subset of the samples as possible delegates to be support vectors, but the selection method, the solution applied and the purpose of RSVM differs from the propositions presented. Since standard SVM is inherently sparse, the purpose of the selection in RSVM is to reduce the algorithmic complexity, while our main goal is to achieve a sparse LS-SVM.
Since partial reduction is the main idea behind the extended LS-SVM the discussion above presented the method for both classification and regression. After presenting this very basic concept, we restrict our discussion to the regression case, although the methods and extensions presented in the sequel can be applied to both cases.
Solving the partially reduced problem
By having an overdetermined equation set, we have means to analyze this information set to reduce the effect of noise. The solution of this equation set corresponds to a linear fitting problem, where we have to fit an (M+1)-dimensional hyperplane on the points defined by the N rows of the matrix. Since N>M+1, this can be done in several ways. The residual for the i-th data point:
(13) is identified as the error associated with that data. In the geometric interpretation, the residual is the distance of the data sample from the fitted hyperplane. The solutions differ in the way they calculate the accumulated error -which is then minimized -from the residuals. The optimal solution depends on the statistical properties of the dataset. (The term statistical here does not necessarily mean a large number of samples, but it means "more than one" which is the case in the original formulations.) Some possible solutions:
• Linear least squares -In case of Gaussian noise, the reduced linear equation set can optimally be solved by a least squares method.
• Weighted linear least squares -If the data samples are burdened with different noise, weighted least squares regression may be used. Instead of averaging out the errors statistically, it is assumed that the weights used in the fitting represent the differing quality of data samples. The weights are used to adjust the amount of influence each data point has on the estimated linear fit to an appropriate level.
o Custom weighting o Robust methods [Cizek (2004), Holland, and Welsch (1977) , Huber (1981) ] Least absolute residuals (LAR) Bisquare weights Least Trimmed Squares (LTS) [Cizek (2004) , Holland and Welsch (1977) , Huber (1981) ] It is important to emphasize, that the proposed partial reduction is essential, since it allows us to have more samples than dimensions in the kernel space, which allows us to optimize further in this space. Here the most straightforward solution, the linear least squares solution is presented, which can effectively be applied to most problems. This solution is used in the experiments of this paper.
The linear least squares solution
Let's simplify the notations of our main equation as follows:
where the index red means that the matrix is reduced ( red I also stands for a reduced unit matrix containing an M M × unit matrix and M N − zero rows at the bottom). The classical least squares solution is obtained using the pseudo inverse:
To avoid the asymmetry of the regularization the regularization term (
) may be omitted from the main matrix ( A ), in which case the solution method applied to the overdetermined system should include some added constraint, most likely the minimization of the weight vector. The most straightforward solution is to shift the regularization from the feature space to the kernel space. This means that instead of minimizing w in the feature space, α will be minimized in the kernel space. The linear equation set v Au = comprises
and the solution will be
The arguments above and the simulation results both confirm that the regularization can be done in the kernel space, which provides a more friendly formulation. The effect of the regularization term is about the same, if the kernel space regularization term is the square of the one originally used. (Feature space C
In this way, the modified, reduced LS-SVM equation set can be solved in a least squares sense, therefore we call this method Least Squares LS-SVM or shortly LS 2 -SVM.
Support Vector selection
In the LS-SVM model every Lagrange multiplier ) ( k α belongs to a neuron -representing its weight-and each of the M selected training samples will become a centre of a kernel function, therefore the selected inputs must be chosen accordingly. If the above described overdetermined solution is used, than the following question must be answered: How many and which samples are needed?
Standard SVM automatically marks a subset of the training points as support vectors. With LS-SVM one has a linear equation set which has to be reduced to an overdetermined equation set in such a way that the solution of this reduced problem is the closest to what the original solution would be. For this purpose different methods have been introduced. In this paper the following methods will be analyzed:
• RREF (Reduced Row Echelon Form based) method -introduced for the Extended LS-SVM [Valyon and Horváth (2004) , (2006)].
• Pruning -introduced for the LS-SVM [Suykens (2002) ].
• Inverse pruning -introduced for both LS-SVM and Extended LS-SVM. (See section 3.2.3)
Ridge Regression 
The RREF method for SV selection
The problem is to find a selection method to determine the vectors for the reduced equation set. The whole reduction method can be interpreted in the following way. As the matrix is formed from columns we can select a linearly independent subset of column vectors and omit all others, which can be formed as linear combinations of the selected ones. This can be done by finding a "basis" (the quote indicates, that this basis is only true under certain conditions defined later) of the coefficient matrix, because the basis by definition is the smallest set of vectors that can solve the problem. This basis can be found by a slight modification of a common mathematical method used for bringing the matrix to the reduced row echelon form, using Gauss-Jordan elimination with partial pivoting [Press et al. (1999) ]. This is discussed in more detail in the sequel. The basic idea of doing a feature selection in the kernel space is not new. The nonlinear principal component analysis technique, the Kernel Principal Component Analysis (Kernel PCA) uses a similar idea [Schölkopf et al. (1999) ]. One difference should be emphasized. Most of the methods formulate the problem and the optimization in the primal or in the feature space, and then solve it in the kernel space. The extended LS-SVM considers the kernel space formulation of the problem as a new transformed, but equivalent representation of the original problem and solves this problem directly. This reduced input set (the support vectors) is (are) selected automatically by determining a "basis" of the Ω (or the I Ω This means that by determining a basis of A -any set of vectors, that are linearly independent, and span the same space as the column vectors of A -the problem can be reduced to a weighted sum of fewer vectors. In this proposed solution however, a column vector is considered to be linearly dependent of the others if it can be constructed as a linear combination of them with only a small error. This is illustrated on Fig. 2 , where the 5 u vector can be constructed from the first four columns (a.), but if some error is acceptable, the first three vectors may be enough (b.). In order to achieve this, the method uses an adjustable tolerance parameter when determining the "resemblance" of the column vectors. The use of this tolerance value is essential, because none of the columns of Ω will likely be exactly dependent of the others, especially if the selection is applied to the regularized I Ω 1 − + C matrix. This tolerance ( ε ′ ) can be related to the ε parameter of the standard SVM, because it has similar effects. The larger the tolerance, the fewer vectors the algorithm will select. If the tolerance is chosen too small, than a lot of vectors will seem to be independent, resulting in a larger network. As stated earlier the standard SVM's sparseness is due to the ε - • Interchange of two rows.
• Multiply one row by a nonzero number.
• Add a multiple of one row to a different one. The algorithm is a slight modification of the Gauss-Jordan elimination with partial pivoting and goes as follows ( i -row index, j -column index) [Press (1992) ]:
(1) Loop over the entire matrix, working down the main diagonal starting at row one, column one. (2) Determine the largest element p in column j with row index
(where ε ′ is the tolerance parameter) then zero out the remainder of the column (elements in the j -th column with index j i ≥ ); else remember the column index because we found a basis vector (support vector), exchange the rows to have the largest element in the working (pivot) position (in the main diagonal), divide the row with the pivot element p (to have 1 at the working position) and subtract multiples of the row from all other rows, to attain 0-s in the column (above and below the working position). (4) Step forward to 1 + = i i and 1 + = j j . Go to step 1. The matrix of (18) shows an intermediate step of the Gaussian elimination with partial pivoting (the i p elements are the delegates to become the next pivot element). This method returns a list of the column vectors which are linearly independent form the others considering tolerance ε ′ . The problem of choosing a proper ε ′ resembles the selection of the standard SVM hyper-parameters, like C , σ and ε . One possibility is to use cross-validation, but as it will be seen later in the experiments, it is a trade-off problem between network size and performance.
LS-SVM pruning
LS-SVM pruning was proposed by Suykens where the training samples are removed based on the sorted k α spectrum [Suykens et al. (2000a) , (2000b), (2002)]. The samples are ranked according to the corresponding k α multipliers as these multipliers reflect the importance of the training points. By eliminating some vectors, represented by the smallest values from this k α spectrum, the number of kernels can be reduced.
According to 
Selection Methods for Extended Least Squares Support Vector Machines 13
According to the k k Ce = α relationship, this means that the traditional LS-SVM pruning focuses on samples with larger error, since the dropped samples have the smallest error (they fall close to the estimate). This is originally motivated by the ε -insensitive zone involved in the standard SVM regression, thinking that the samples falling within this zone do not affect the result. But this interpretation is a bit misleading, since the result really depends on these samples: the approximation (and thus the zone) is in fact positioned there, because this way these samples are within the zone, which means that their error is zero. In the case of the standard SVM, these points where used (in the QP problem) to produce the result, since if the optimization led to another solution, these constraints would kick in by increasing the error! This means that although samples within the zone do not increase the error they are very important in the solution! The problem is that if these points are entirely left out; therefore the best information is lost. Now we obtained a sparse model, but some questions arise: How many support vectors are needed in the final model? How many iterations it should take to reach the final model? Another problem is that a usually large linear system must be solved in all iterations. The pruning is especially important if the number of training vectors is large. In this case however, the iterative method is not very effective.
Inverse LS-SVM pruning
As described earlier LS-SVM pruning is a heuristic method based on the assumption, that the first -and then the consecutive-solution represents the desired outcome and that kernels with small weights (thus samples with small error) do not significantly contribute to the solution, so they may be omitted. Another option is to do exactly the opposite! By keeping the samples corresponding to the small α weights and removing those ones that are belonging to large α -s, the solution will focus on the samples that seem to be the best according to the current result. The iterative procedure is exactly the same for both the traditional and the inverse pruning, but the conditions for selecting the removed samples are the opposite. The removed samples are selected from the opposite end of the sorted k α spectrum. Inverse pruning is based on the assumption that the first (and probably the best) approximation has the largest error at the worst samples. This is usually true if only the errors at the data samples are considered (and a large dataset is available, to suppressaverage-the noise) while the smoothness constraint is not taken into account. In this case, the approximation follows the mean of the samples thus it is far from samples comprising larger error. If smoothness is also considered, this is not the case. A smooth solution is more likely to miss a sample for example at peaks of the function. In this case inverse pruning is likely to drop these samples, meaning that this information is lost. According to this the use of pruning methods can be summarized as follows (separating the different effects):
• In case of a smoothed solution (larger regularization -small C ) the traditional pruning should be used.
• If regularization is not aiming at smoothness (large C ), rather than to fit the data samples, the inverse pruning offers a good solution, while the traditional pruning solution degrades.
• In case there is noise, especially outliers, the inverse pruning should be applied, since it omits outliers.
• If there is no significant noise, traditional pruning should be used.
Based on this, one might consider using the combination of the methods. For example, an inverse pruning step may be used to drop the outliers, and then traditional pruning may be used to reduce complexity further.
The Feature Vector Selection (FVS) algorithm for RRKRR
The Kernel Ridge Regression method [Hoerl and Kennard (1970) ] emerged from a different research field, but it is generally the same as the LS-SVM. It must be noted that the LS-SVM is also known as the ridge regression with bias ]. Its sparse version, the Reduced Rank Kernel Ridge Regression (RRKRR) proposes a way to solve this problem by reducing the dimensionality of the kernel space, similarly as the partially reduced LS-SVM. These methods lead to almost the same results, although they where derived from two different aspects. The RRKRR is based on an effective representation of the feature space, the extended LS-SVM achieves a sparse model by reducing the equivalent kernel space representation. Another important difference is that the two models were derived from different theoretical backgrounds. In the RRKRR algorithm, a subset of the vectors are selected that form an approximate or -in the best case-a complete basis describing the training data in the feature space F . Usually only a sub-space of F is spanned by these feature vectors. The term feature vector corresponds to the support vectors, but in this context this naming emphasizes that it is a vector of the feature space, while the support vector is used to represent a primal space vector (a training sample in the primal space). For constructing a "good" basis of this feature space, the RRKRR algorithm uses a greedy selection algorithm proposed by Baudat and Anuar (2001) .
The dimensionality of the data subspace depends on the rank of K , which is in practice usually inferior to N , is minimized. Rewriting this in a matrix form and putting, the derivatives (by i a ) to zero; the minimum (for a given S) can be expressed with dot products, leading to:
where SS K is a square matrix of dot products of the selected L vectors ( ) , (
, and Si K is the vector of dot products between ) ( i x ϕ ϕ ϕ ϕ and the elements of the selected vector set S (
The goal now is to find the set S that minimizes (22) over all data samples, therefore the mean reconstruction error i δ is minimized over all data. This corresponds to maximizing the fitness function:
Note that for (22) is zero, and the maximum of (23) is one. The selection algorithm is an iterative process, which is a sequential forward selection: at each step we look for the sample that, when combined with the previously selected vectors, gives the maximum fitness function S J . The algorithm stops when SS K is no longer invertible, which means that S is an exact basis for the data into F . One can also stop when the fitness reaches a given value or when a predefined number of selected vectors is reached. This approach leads to the extracting a submatrix of K , thus reduces the required memory for storage and algorithmic complexity significantly. From the viewpoint of the kernel matrix the selection of some feature vectors (support vectors) corresponds to deleting some columns of the matrix.
As the speed of the selection methods is also important, a more effective implementation of this method has been proposed by .
Pruning, inverse pruning and FVS for SV selection in extended LS-SVM
Any known method that selects a subset of the training samples, such as • the Feature Vector Selection method introduced for reduced rank kernel ridge regression, • the traditional pruning of LS-SVM, • the inverse pruning method, can all be used as support vector selection algorithms. To match the final modeling to the selection criteria a minor change is required in the last three -the LS-SVM relatedalgorithms. The only difference is in the model construction during and after the selection method. In every iteration the k α weighting is done according to the proposed partially reduced, or kernel regularized solution. With this change the support vector selection and the final modeling is done on the same, partially reduced basis.
Comparison of selection methods
This section discusses the properties of the different selection methods that can be used to reduce the problem. It is hard to compare the selection methods alone, since these are always proposed -and therefore examined-in the context of a certain solution. The extended view of the (least squares) kernel methods enables us to separate the different tasks -such as the SV selection-constituting to the final solution. This means, that "submethods" of other solutions are taken and used more generally in relation with many
techniques. According to this many combinations of SV selection and model construction shown in this section does not exist in the literature, thus their combined use can be considered as a new method. There are many ways to determine which input vectors should be used as support vectors. The goal of this selection method is to reduce the model complexity by constructing a support vector set that provides good results. It is easy to see, that the quality of the result depends on the selected SV set. In case of partial reduction, all training samples are used -irrespective of the SV selection-therefore the result depends on the positioning of the support vectors. In case of full reduction, not only the distribution, but the quality of the selected (thus used) samples is also very important! Since partial reduction is used, the goal is to provide a SV selection, thus kernel positioning that minimizes the error and of course the model complexity.
The compared selection methods are:
• LS-SVM pruning (see 3.2.2).
• Inverse pruning (see 3.2.3).
• Feature Vector Selection (FVS) (see 3.2.4).
• RREF based method (see 3.2.1).
• Greedy algorithm: The greedy algorithm works similar to the RREF method, but instead of searching for a basis in the kernel space, the aim of this method is to select a minimal set of vectors, that can be combined to produce the desired output. The method works iteratively, by always taking the vector (kernel matrix column) that points to the direction needed for a precise approximation. In the first iteration, the vector most parallel to the output vector is selected. With the SV set of every iteration we calculate the best least squares approximate of the output and calculate an error vector. The next chosen vector is the one most parallel to the error vector, thus the one pointing to the direction needed. The iteration may be stopped after having M vectors, or after reaching an acceptable error (by using all the vectors of the quadratic kernel matrix even a zero error can be reached).
• Random selection: The support vectors are selected randomly from the training samples. This is the simplest possible way to select the kernel centers. This algorithm is used in the experiments to show, that a more sophisticated selection method can lead to better results. Mangasarian's RSVM method uses a random selection to determine the SVs [Lee and Mangasarian (2001) ]. In the traditional formulations these methods originate in the following setup:
• The FVS method is used for the RRKRR, which means a partial reduction and a least squares solution.
• The LS-SVM pruning is only used for traditional LS-SVM, which corresponds to a full reduction and an exact linear solution.
• The other methods (random, inverse pruning, RREF and the greedy algorithm) are introduced here to be used in the proposed extended framework. It must be emphasized again, that in this section we aim at evaluating the support vector selection capabilities of these methods. We focus at using them for the LS 2 -SVM solution therefore this model construction method is applied to the selected support vectors. The most important characteristics of these methods are:
• Computational complexity.
• The quality of the result based on the selection.
• Implementation issues.
• Theoretical background. The following table (Table 1) gives a brief comparison of the methods based on these properties. The quality of the results will be analyzed in the experiments section (section 5), which concludes, that the FVS and the RREF method provides the best performance. The RREF method has one more important feature that is not covered by the table above ( Table 1 ), namely that it automatically determines the number of SVs. By using an additional tolerance value a trade-off between the generalization error and model complexity is controlled. Simulations show, that the tolerance determines the model complexity irrespective of the number of samples. This means, that this method provides an effective way to control model complexity. It is shown, that for a given tolerance, this model size depends on the complexity of the problem, irrespective of the training set cardinality.
Experiments
In this section the performance of the described support vector selection methods are examined as part of the extended LS-SVM modeling approach.
To evaluate the reduction methods several experiments have been done. Due to the infinite number of possible problems and the large number of parameters, it is very hard to construct a representative experiment. ) is the same, but it omits the inverse pruning, which is much worst than the other methods.
It can be seen, that the inverse pruning performs a lot worst than the other methods, which is due to the hyperparameter setting chosen for the experiment. It can be shown, that in case of outliers, or a large C inverse pruning becomes useful and the normal pruning will perform badly. According to this, it seems important to experiment with different hyperparameter settings. Before doing this let's examine the relationship between the actual results in the certain experiments, to clarify the relations of the overlapping boxes. Table 2 contains the actual MSE values for the 30 experiments providing the data for the box plots. It can be seen, that the MSE values of the RREF and FVS selection are really close and the RREF is the best in more than half of the cases (in 18 experiments). The above described tests are done at a certain parameter setting (see above), but the quality of the methods may depend on these settings. Experiments show, that the results depend on the C and ε ′ settings. The next table (Table 3) contains MSE values averaged for 10 tests, done for different regularization and tolerance value combinations. It can be seen, that in almost all cases the RREF and the FVS method results in a better model than the traditional pruning and other methods. It is hard to decide on FVS and RREF based on the results, but considering other properties of the methods (see Table 1 ) the RREF method is a good choice. Also the RREF method provides an alternative SV selection to FVS, thus both methods may be applied to select the one providing the smallest error.
Conclusions
Based on experiments concerning the quality of the result and some other characteristics, the proposed RREF method is superior to both pruning methods, by providing better results, and a quicker, algorithmically more effective selection. According to our experiments, the greedy algorithm and the random method don't conclude to really good results. The FVS and RREF method is similar in almost all characteristics. Experiments show, that in some cases, the RREF method is likely to achieve a better selection than the FVS method. It must be emphasized that even if there are cases, when another method results in better SVs, an additional method that may be used is important by providing one more opportunity to search for a better solution.
