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Abstract
The purpose of this article is threefold. First, we introduce a new type
of boundary condition for the multiplicative-noise stochastic heat equation
on the half space. This is essentially a Dirichlet boundary condition but
with a nontrivial normalization near the boundary which leads to inhomo-
geneous transition densities (roughly, those of a Brownian meander) within
the associated chaos series. Secondly, we prove a new convergence result
of the directed-polymer partition function in an octant to the multiplica-
tive stochastic heat equation with this type of boundary condition, which
in turn involves a detailed analysis of the aforementioned inhomogeneous
Markov process. Thirdly, as a corollary, we prove a surprising equality-in-
distribution for multiplicative-noise stochastic heat equations on the half
space with different boundary conditions. This identity may be seen as a
precursor for proving Gaussian fluctuation behavior of supercritical half-
space KPZ at the origin.
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2 POSITIVE RANDOM WALKS AND AN IDENTITY FOR HALF-SPACE SPDE’S
1. Introduction and Context
The present work will focus on three related subject areas: uniform measures on collec-
tions of nearest-neighbor non-negative paths (e.g., Brownian meander), intermediate-
disorder directed polymers weighted by such measures, and multiplicative-noise SPDE’s
in a half-space.
We begin our discussion with multiplicative-noise SPDE’s. The multiplicative noise
stochastic heat equation has been a popular subject of research within stochastic anal-
ysis and mathematical physics in recent years. This equation arises naturally in the
context of directed polymers and interacting particle systems, as a weak scaling limit.
In spatial dimension one, the multiplicative-noise stochastic heat equation is also re-
lated to the so-called KPZ equation via the Hopf-Cole transform, and may be solved
by the classical Ito-Walsh construction [Wal86] or by more modern techniques such
as regularity structures [HL18]. In the present article, we consider the stochastic heat
equation with multiplicative noise on a half-line:
(SHE) ∂TZ =
1
2
∂2XZ + Zξ, X ≥ 0, T ≥ 0,
where ξ is a Gaussian space-time white noise on R+ × R+. We consider two different
types of boundary conditions, Robin and Dirichlet. Let us first let us write the Robin
boundary condition of parameter A ∈ R:
(1) ∂XZ(T, 0) = AZ(T, 0).
This type of boundary condition has been considered in [CS16, Par18, GPS17, BBCW18]
in the context of interacting particle systems, and a robust solution theory has been
developed in [GH17] using techniques of [Hai14]. This boundary condition transforms
into a Neumann boundary condition for the half-space KPZ equation upon taking the
logarithm. Next, we consider the Dirichlet boundary condition for half-space (SHE):
(2) Z(T, 0) = 0.
This type of boundary condition was considered (for instance) in [GLD12], in the
context of directed polymers near an absorbing wall. Again, one can make sense of the
equation using classical techniques of [Wal86] or more modern ones such as [Hai14].
Our main result compares these two different types of boundary conditions:
Theorem 1.1. For A ∈ R, let ZA(T,X) denote the solution of (SHE) with Robin-
boundary parameter A as in (1), and delta initial data ZA(0, X) = δ0(X). Let
ZDir(T,X) be the solution to (SHE) with Dirichlet boundary condition (2), with initial
data ZDir(0, X) = e
BX−(A+ 12 )X , where B is a Brownian motion. Then we have the
following equality of distributions:
(3) ZA(T, 0)
d
= lim
X→0
ZDir(T,X)
X
.
Let us now discuss the motivation for this result, the contexts in which it has arised,
and the implications it holds. The main motivation for this theorem comes from an
algebraic identity which is given in Theorem 8.1 of [BBC18]. Specifically, that theorem
is an identity-in-distribution for directed polymers with log-gamma weights, and our
main goal was to take the SPDE limit of that identity in order to see whether useful
information could be obtained in the context of half-space KPZ universality. In turn,
this required us to prove a general convergence result for directed polymers (stated
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below as Theorem 1.2) which, as we will see, involved analyzing some interesting ob-
jects in their own right, such as the Brownian meander.
It is striking (although we will not use it) that right side of (3) is actually (∂XZDir)(T, 0).
It is not even clear why the limit in the right side of (3) should exist, since the spatial
regularity of ZDir is far from differentiable. In Section 4 we prove that the mild form of
the Dirichlet-boundary (SHE) actually exists and also that the limit in (3) is actually
well defined (Corollary 4.3).
Mathematically, we believe that Theorem 1.1 is interesting because it hints at an
intriguing “duality” between the initial data of a solution to the half-space (SHE) and
the boundary conditions one imposes on it. This duality can in turn be exploited in
order to obtain useful results on quantities of interest. For instance, Theorem 1.1 al-
ready provides a useful and nontrivial coupling between the Robin-boundary random
variables ZA(T,X) for different values of A ∈ R. Specifically, it shows that for A < A′,
the random variable ZA′(T, 0) is stochastically dominated by ZA(T, 0). Indeed, this
follows from Theorem 1.1, together with the fact that eBX−(A+1/2)X ≥ eBX−(A′+1/2)X
for all X, and a domination result for the Dirichlet boundary (SHE) (which says that
two solutions coupled to the same noise are dominated for all time if the respective
initial data are dominated). Using this, one may potentially obtain useful information
about the Neumann-boundary KPZ equation which was considered in [CS16]. It was
conjectured in [Par18] that one has the almost-sure convergence
lim
T→∞
1
T
logZA(T, 0) =
{
− 1
24
, A ≥ −1/2
(A+ 1/2)2 − 1
24
, A ≤ −1/2 ,
which would give the exact law of large numbers for Neumann-boundary KPZ. Unfor-
tunately Theorem 1.1 alone is not enough to obtain this strong of a result since it is
not entirely clear where the − 1
24
term would come from. Nevertheless, some nontrivial
quantitative information can be obtained by combining the aforementioned stochastic
dominance property with (for instance) Theorem 1.1 of [Par18]. Moreover, it is plau-
sible and even hopeful that a clever use of Theorem 1.1 (perhaps combined with some
new ideas, techniques, or generalizations) could lead to quantitative results which are
close to the above expression. The reason that this is plausible is that a Feynman-
Kac representation associated to the right-hand side of (3) was used in Section 1.3 of
[Par18] to obtain those conjectural values in the first place. More than just computing
the above limit, we are also interested in computing the limiting distribution of the
fluctuations around the mean value. These should be of order T 1/2 and Gaussian in
the case when A < −1/2, and they should be of order T 1/3 and random-matrix theo-
retic otherwise (with separate cases when A = −1/2 and A > −1/2), see for instance
[BBCW18, BBCS16, BBC16].
This brings us to the method of proof of Theorem 1.1. As suggested above, it will
be proved using an approximation via directed polymers with very specific weights,
where a discrete version of this identity holds. This identity comes from the general
exactly solvable framework of half-space Macdonald processes which was developed in
[BBC18], which was in turn inspired by works of [COSZ14, BC14, OSZ14, BR01] and
much more.
Directed polymers are a natural probabilistic object which were first introduced in
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[HH85, IS88]. They generalize directed first- and last-passage percolation, and have
deep connections to statistical mechanics and stochastic analysis. Specifically, we
consider an environment {ωi,j} consisting of iid, mean-zero, finite-variance random
variables. The standard deviation of the weights is referred to as inverse tempera-
ture. One may define a partition function Zω(n, x) as a sum over all nearest-neighbor
simple-random walk paths of length n starting from x, of the product of all weights eωi,j
along the path. Using this partition function, one may also define random Markovian
transition densities associated to this environment ω, wherein a nearest-neighbor path
is more likely to travel in a direction with higher weights. Then one may ask many
natural questions, such as the existence of infinite-volume limits of these path mea-
sures, and their typical fluctuation scale as well as the typical height fluctuation scale
of the associated partition function [Com17].
Many seminal results on these directed polymer systems have been proved, perhaps
most notably that there is a phase transition which becomes apparent in high dimen-
sions. Specifically, in spatial dimensions ≥ 3, there is a strictly positive critical value
of the inverse temperature below which weak disorder holds, meaning that the fluc-
tuations of a typical polymer path look like Brownian motion and one may construct
infinite-length path measures [CY06, Com17]. Such polymers are said to exhibit weak
disorder. In contrast, lower-dimensional polymers at any finite inverse-temperature
are now known to be characterized by strong disorder, meaning that the path fluctu-
ations are quite different and there is no sensible notion of an infinite volume Gibbs
measure [Com17]. The results of [AKQ14a, AKQ14b] examined the partition function
in a regime which lies in between strong and weak disorder. Specifically, in spatial
dimension one, they scaled the inverse temperature of the model like O(n−1/4) and
simultaneously applied diffusive scaling to the partition function, and there they ob-
served that the fluctuations are governed by (SHE) and that the path measures them-
selves have a continuum analogue which is formally described by a Radon-Nikodym
derivative with respect to Brownian motion, with drift given by the spatial deriva-
tive of the KPZ equation. Recent work of [CD18, CSZ18] has investigated the same
intermediate-disorder behavior in two spatial dimensions, where the scaling O(n−1/4)
is replaced by a more complicated logarithmic term. The paper [Wu18] then extended
the work of [AKQ14a] to the case of half-space, in the case of Robin boundary condi-
tion.
We will be interested in the analogous half-space question of intermediate-disorder
fluctuations of the directed polymer partition function associated to uniform non-
negative path measures. Specifically, let
• Pnx denote the uniform measure on the collection of all nearest-neighbor paths
of length n starting from x and never going below 0.
• ωi,j be iid mean-zero, variance-one random variables.
• fn be a sequence of functions such that fn(n1/2 ·) converges (as n → ∞) to
some function f(·) in the Holder space Cαloc(R+), for all α ∈ (0, 1/2).
Letting Enx denote the expectation with respect to P
n
x, and letting S denote the canon-
ical process associated to Pnx, one defines the directed-polymer partition function as
follows:
Zωk (n, x) := E
n
x
[
fk(Sn)
n∏
i=0
(1 + k−1/4ωi,Si)
]
.
POSITIVE RANDOM WALKS AND AN IDENTITY FOR HALF-SPACE SPDE’S 5
Note that the expectation is taken only with respect to the random walk, conditional
on the environment ωi,j (which is always assumed to be independent of the walk). We
then have the following result, which will be proved in Section 5 below.
Theorem 1.2 (Theorem 2.2). Assume that the ωi,j have two moments. Consider the
rescaled partition function
Zn(T,X) := Z
ω
n (nT, n
1/2X),
where the quantity on the right side is defined by linear interpolation for non-integer
values. Then Zn converges in law to an SPDE on the half-sapce (this SPDE is ex-
plicit and given in mild form by (4) below). The convergence occurs in the sense
of finite-dimensional distributions. If we assume that the ωi,j have p > 8 moments,
then convergence actually occurs in the space C(R+×R+) with respect the topology of
uniform convergence on compact sets.
This theorem investigates the intermediate-disorder behavior of directed polymers
weighted by a highly nontrivial random-walk measure: specifically one conditions the
associated random walk to stay positive rather than reinforcing it (e.g. reflecting) at
the boundary. This leads to inhomogeneous transition densities within the associated
chaos series, which (as we will see) can be related to the derivative ∂XZDir(T, 0) near
the boundary, i.e., the right-hand side in Theorem 1.1.
We remark that the limiting SPDE (23) is a multiplicative-noise heat equation on a
half-space with a “normalized Dirichlet” boundary condition. It has a formal Feynman-
Kac interpretation which is given by considering the so-called Brownian meander
[DIM77, DI77] on a finite-time-interval, and re-weighting it by its integral against
a space-time white noise field. More specifically, if PTt (X, Y ) denotes the inhomoge-
neous Markov transition density at time t of Brownian motion started from X and
conditioned to stay positive until time T ≥ t, then the limit Z in Theorem 1.2 is the
solution to the SPDE given in Duhamel-form by
(4) Z (T,X) =
∫
R+
PTT (X, Y )f(Y )dY +
∫ T
0
∫
R+
PTT−S(X, Y )Z (S, Y )ξ(dY dS).
An important step towards proving Theorem 1.1 will be to make sense of this expres-
sion at X = 0, and then to show that this can in turn be related to the derivative of
Dirichlet-boundary SHE at the origin.
It should be noted that we work with a simplified version of the partition function
as opposed to much of the previous literature: [AKQ14a, CSY03] and related works.
There the partition function Zωk (n, x) is defined with weights e
k−1/4ωi,Si instead of the
quantity 1+k−1/4ωi,Si which we have used above. The reason for this is that the latter
object is mathematically simpler because it is already renormalized (in some sense),
and hence leads to simpler proofs and less stringent moment restrictions. However, it
should be noted that the exponential version is more natural from the physical point
of view, and entire results such as [DZ16] have been devoted to finding the correct
renormalization and phase transition behavior for that version, as a function of the
moment assumptions.
The proof of Theorem 1.2 will lead to some new technical results related to the uni-
form measures Pnx, i.e., random walk conditioned to stay non-negative. These will be
6 POSITIVE RANDOM WALKS AND AN IDENTITY FOR HALF-SPACE SPDE’S
collected in an appendix at the end of the paper. Perhaps most interestingly, we will
prove a coupling result for such random walks in the nearest-neighbor case, and then
we will use that coupling to show the following concentration property: there exist
constants c, C > 0 (independent of n, x ≥ 0) such that for all u > 0 and all k ≤ n one
has that
Pnx
(
sup
0≤i≤k
|Si − x| > u
) ≤ Ce−cu2/k.
We remind the reader that Si is the conditioned walk. Such a result extends the work
of many known results for random walks conditioned to stay positive. The study of
such random walks started with the invariance principle of [Ig74], further generalized
in [Bol76]. Later, the study expanded considerably, with local limit theorems [Car05]
and expansions to heavy-tailed increments [CC08]. We will see that some of the esti-
mates we derive are similar in spirit to some of those works, but the intricate details
are somewhat different. In the end, we will give original proofs of all of these technical
results, because the highly specific estimates needed to prove Theorem 1.2 were not
found in those other references (since our random walk does not necessarily start at
zero). However, the upshot is that all of the proofs in the appendix will be entirely
elementary, using only classical techniques.
Outline: In Section 2, we will state more precise versions of the theorems stated
in the introduction, and outline the basic idea of the proof. In Section 3, we will
perform an intricate analysis of the transition densities associated to the measures Pnx
which will lead to very useful estimates. In Section 4, we will develop the existence
and uniqueness theory of the limiting SPDE (23) from Theorem 1.2, and as a corollary
we prove that ∂XZDir(T, 0) exists. In Section 5, we prove Theorem 1.2 by using the
estimates developed in Section 3. In the appendix we derive some elementary but
useful concentration bounds for the measures Pnx.
Acknowledgements: We thank Ivan Corwin for suggesting that interesting iden-
tities could potentially be obtained from Theorem 8.1 of [BBC18], and also for reading
portions of this preliminary draft. The author was partially supported by the Fernholz
Foundation’s “Summer Minerva Fellows” program, as well as summer support from
Ivan Corwin’s NSF grant DMS:1811143.
2. Main Results
In this section, we will reformulate and clarify the results stated in the introduction,
and we will provide a rough outline of the proof which hopefully shows how those three
theorems are intertwined. We always abbreviate R+ as nonnegative reals, and Z≥0 as
non-negative integers.
Definition 2.1 (Mild Solution). Define the Dirichlet-Boundary heat kernel
(5) PDirt (X, Y ) :=
1√
2pit
(
e−(X−Y )
2/2t − e−(X+Y )2/2t).
Let ξ be a space-time white noise defined on a probability space (Ω,F ,P), and let µ be
a random Borel measure on R+. A space-time process ZDir = (ZDir(T,X))T,X≥0 is a
mild solution of the Dirichlet-boundary (SHE) with initial data µ if P-almost surely,
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for all X,T ≥ 0 one has that
ZDir(T,X) =
∫
R+
PDirT (X, Y )µ(dY ) +
∫ T
0
∫
R+
PDirT−S(X, Y )ZDir(S, Y )ξ(dS, dY ),
where the integral against ξ is meant to be interpreted in the Ito-Walsh sense [Wal86].
The definition of the Robin-boundary (SHE) ZA is very similar, but one replaces the
Dirichlet heat-kernel with the Robin-boundary one throughout. We refer the reader
to [Par18, Definition 4.1] for more details.
The proof of Theorem 1.1 will be obtained by approximating both ZDir and ZA by
the partition function of a directed polymer with log-gamma weights, and using a
known identity for such directed polymers which allows to switch the boundary weights
with those on the initial data without changing the distribution of the partition func-
tion along the boundary [BBC18] (Theorem 8.1). The approximation argument will
strongly emulate the arguments given in [Wu18, AKQ14a] although there are numer-
ous new challenges which make the convergence result rather difficult and technical.
These additional difficulties are a byproduct of the inhomogeneous Markov transition
densities for random walks conditioned to stay above zero.
Let us explicitly state the Dirichlet-boundary approximation result now. For each
n ∈ N, let ωn = {ωni,j}i≥j≥0 denote a random environment in the principal octant of
Z2, with the following properties:
• The random variables {ωni,j}i≥j≥1 are i.i.d. and so are the random variables
{ωni0}i≥0. These two collections are independent.
• For j > 0, the ωni,j have finite second moment. Furthermore, one has E[ωni,j] = 0
and E[(ωni,j)2] = 1 + o(1) as n→∞.
• For j = 0, log(1 + n−1/4ωni,j) has finite second moment; moreover there exist
µ, σ ∈ R such that E[ωni,j] = µn−1/4 + o(n−1/4), and var(ωni,j) = σ2 + o(1) as
n→∞.
The following result is the main technical contribution of our paper.
Theorem 2.2. Let ωn be defined as above. Define the random partition function
Zn(p, q) :=
∑
pi:(0,0)→(p,q)
2−#{i≤p+q : pi(i)6=0}
p+q∏
i=0
(1 + n−1/4ωnipi(i)),
where the sum is taken over all up-right paths from (0, 0) to (p, q) which stay in the
octant {(i, j) : i ≥ j ≥ 0}. Let Φ denote the cdf of a standard normal distribution. We
define the rescaled processes
Zn(T,X) :=
1
2Φ
(
X+n−1/2√
T
)− 1 · Zn(nT + n1/2X,nT ), T,X ≥ 0
where we interpolate linearly between integer values of Zn. Assuming that all weights
ωi,j have p > 8 moments bounded independently of n, the processes Zn converges in
distribution (as n→∞, with respect to the locally uniform topology on C(R+ × R+))
to the space-time process
(6)
ZDir(T,X)
2Φ(X/
√
T )− 1 , T,X ≥ 0
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where ZDir solves (SHE) with Dirichlet boundary condition (2), and has initial data
ZDir(0, X) = e
BX+(µ− 12σ2)X where B is a standard Brownian motion. If we only assume
that the weights have two moments (not p > 8), one still has convergence of finite-
dimensional marginals.
Remark 2.3. It is very important to note that Theorem 2.2 is also valid at X = 0,
but one needs to replace equation (6) by the limit limX→0
ZDir(T,X)
2Φ(X/
√
T )−1 . The fact that this
limit actually exists will be deduced from Corollary 4.3. Therefore, there are really two
different regimes in which one should interpret Theorem 2.2. One regime is X > 0,
where the result merely says that Zn(nT + n
1/2X,nT ) converges to ZDir(T,X). The
other (more interesting) regime is the case where X = 0, in which case the theorem says
that (pinT/2)1/2Zn(nT, nT ) converges in law to limX→0
ZDir(T,X)
2Φ(X/
√
T )−1 , which is equivalent
to
n1/2Zn(nT, nT )→ lim
X→0
ZDir(T,X)
X
.
This X = 0 case is where the true power (and difficulty) of Theorem 2.2 lies. The nice
thing about our approach will be that the proof will simultaneously cover both regimes
at once, without considering separate cases. In fact, we will see that convergence even
takes place in a parabolic Holder space of the appropriate regularity (assuming there
are more than eight moments).
We now combine this result with the Robin-boundary result of [Wu18] and the log-
gamma identities of [BBC18] in order to obtain the following corollary, which clearly
implies Theorem 1.1. In what follows, we denote by Γ−1(θ, c) the inverse-gamma
distribution of shape parameter θ and scale parameter c, i.e., the law of the random
variable cX, where X has pdf given by
f(x) =
x−θ−1
Γ(θ)
e−1/x, x > 0.
We will also write E[Γ−1(θ, c)] to denote the expectation of such a random variable.
Corollary 2.4. For n ∈ N, let ζn1 = {ζn1 (i, j)}i≥j≥0 and ζn2 = {ζn2 (i, j)}i≥j≥0 be fields
of independent random variables with the following distributions
ζ1n(i, j) ∼

Γ−1(2
√
n, 1
2
E[Γ−1(2
√
n)]−1), i 6= j
Γ−1(
√
n+ A+ 1
2
, 1
2
E[Γ−1(2
√
n)]−1), i = j
ζ2n(i, j) ∼

Γ−1(2
√
n, 1
2
E[Γ−1(2
√
n)]−1), j 6= 0
Γ−1(
√
n+ A+ 1
2
, 1
2
E[Γ−1(2
√
n)]−1), j = 0.
Let Z1n and Z
2
n denote the associated partition functions, i.e.,
Zαn :=
∑
pi:(0,0)→(bnT c,bnT c)
2bnT c∏
i=0
ζαn (i, pi(i)), for α ∈ {1, 2}.
Here the sum is taken over all up-right paths from (0, 0) to (n, n) which stay in the
octant {(i, j) : i ≥ j ≥ 0}. Then the following are true:
(1)
√
nZ1n converges in distribution as n→∞ to the left-hand side of (3).
(2)
√
nZ2n converges in distribution as n→∞ to the right-hand side of (3).
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(3) For every n, one has Z1n
d
= Z2n.
d=
d=
Z1n Z
2
n
Γ−1(a)
Γ−1(b)
SPDE Limit
“Normalized Dirichlet” Boundary SHE Robin Boundary SHE
Geometric Brownian Drift initial data δ0 initial data
Γ−1(b)
Γ−1(a)
Brownian motion condi-
tioned not to hit zero un-
til terminal time.
Brownian bridge which gets
re-weighted at rate A with re-
spect to its local time at zero.
exp(BX − (A+ 1/2)X)
n→∞∼ 1/2(blue weights)
Left side: point-to-Brownian
Right side: point-to-point
(one-point)
(one-point)
red weights
a = 2
√
n
b =
√
n+ A+ 1/2
Figure 1. Depiction of the polymer approximation in Corollary 2.4.
The weight of a given path is the product of the weights along it. The
partition function Zαn is given by summing the weights of all up-right
paths from (0, 0) to (n, n) which stay in the octant. We have given the
respective Feynman-Kac representations for the limiting SPDEs.
Proof. Item (1) is proved as Theorem 5.1(B) of [Wu18] using techniques from [AKQ14a].
Item (3) is proved in Theorem 8.1 of [BBC18] by developing the theory of half-space
Macdonald processes. Thus we only need to prove Item (2) and this will be done using
Theorem 2.2, in the special case where X = 0. As in Theorem 4.5 of [AKQ14a], we
define a family of independent weights ωn = {ωni,j}i≥j≥0 according to the rule:
2ζ2n(i, j) = 1 + (4n)
−1/4ωni,j, j > 0,
ζ2n(i, 0) = 1 + n
−1/4ωni0.
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There are now three things to verify, corresponding to the three bullet points preceding
Theorem 2.2. Using the fact that
E[Γ−1(θ)] =
1
θ − 1 , var(Γ
−1(θ)) =
1
(θ − 1)2(θ − 2) ,
one gets the desired asymptotics on E[ωi,j] and on E[(ωi,j)2], with µ = −A and σ2 = 1.
This proves the corollary (and thus also Theorem 1.1). 
Thus by using Corollary 2.4 and the results quoted therein, we have reduced the proof
of Theorem 1.1 to that of Theorem 2.2 and this is what we will focus on now.
Since the sum defining the partition function in the preceding results is over all up-
right paths which stay in the principal octant of Z2, it is natural to try to relate those
quantities to reflecting random walk measures. However, if one does asymptotics in
Corollary 2.4, one may verify that ζ2n(j, j) ∼ 1/2 as n → ∞. What this means is
that instead of pure reflection, our random walk path loses mass by a factor of 1/2
each time it hits zero. Hence, it is clear that the analysis in proving Theorem 2.2 will
involve taking a close look at such random walk measures, as well as directed polymers
weighted by such measures, as suggested in the introduction.
More precisely, fix some x ∈ Z≥0, and define a sample space of non-negative random
walk trajectories by
Ωnx := {(s0, ..., sn) ∈ Zn : |si+1 − si| = 1, si ≥ 0, s0 = x}.
Define a sub-probability measure µnx and a probability measure P
n
x on Ω
n
x by
µnx(S) := 2
−n, Pnx(S) :=
1
#ΩNx
=
µnx(S)
µnx(Ω
n
x)
, for all S ∈ Ωnx.
As an intermediate step in proving Theorem 2.2, we obtain the following result.
Theorem 2.5. With the above notation, the following are true.
(1) (Markov Property) Fix n, x ≥ 0. Let S = (Sk)nk=0 denote the coordinate pro-
cess associated to Pnx, i.e., S is a Ω
n
x-valued random variable with law P
n
x.
Then (Sk)
n
k=0 is a time-inhomogeneous Markov process, in fact conditionally
on (Sk)k≤K with K < n, the process (Sk+K)n−Kk=0 is distributed according to
Pn−KSK . One has explicit transition densities for 0 ≤ i1 < ... < ik ≤ n:
PNx (Si1 = s1, ..., Sik = sk) = p
N
i1
(x, s1)p
N−i1
i2−i1 (s1, s2) · · · p
N−ik−1
ik−ik−1(sk−1, sk).
where pNn is given in Definition 3.3 below.
(2) (Mass) For every x ∈ Z≥0, the total mass of µnx is asymptotically (x+ 1)
√
2
pin
:
lim
n→∞
n1/2µnx(Ω
n
x) = (x+ 1)
√
2/pi.
(3) (Concentration) There exist C, c > 0 such that for every x ≥ 0, every 0 ≤ m ≤
k ≤ n, and every u > 0 one has that
Pnx
(
sup
m≤i≤k
|Si − Sm| > u
) ≤ Ce−cu2/(k−m).
(4) (Convergence of transition densities) Let pNn be as in item (1). One has the
convergence
−1p
−2T
−2t (
−1X, −1Y ) −→PTt (X, Y ),
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where PTt is the transition probability for a certain (inhomogeneous) Markov
process defined in Definition 3.5 below. Moreover, for fixed (t, T,X) the con-
vergence in the Y -variable occurs in Lp(R+, eaY dY ) for every p ∈ [1,∞).
The first part of the theorem is quite elementary, and the last part is a more local
version of the results of [Ig74, Bol76]. The third part is new (as far as we know),
and the second part will actually just follow from the local central limit theorem. All
proofs may be found in the appendix (except (4 ), which is proved in Section 3).
Remark 2.6. One can actually formulate an invariance principle for this family
of measures, which was done in greater generality in [Ig74, Bol76]. Fix X,T ≥ 0.
For each x,N ≥ 0, let (Sx,Nn )Nn=0 be distributed according to PNx . Then the pro-
cesses (N−1/2SN
1/2X,NT
Nt )t∈[0,T ] converge in law (with respect to the uniform topology
on C[0, T ], as N → ∞) to a time-inhomogeneous Markov process B on [0, T ] whose
transition densities PTt (X, Y ) are given by the limit in item (3). This limiting process
B may be interpreted as Brownian motion conditioned to stay positive until time T,
see Proposition 3.6. We will give an elementary discussion of how to prove this at the
very end of the appendix, but it will not be needed for the results above.
Let us now discuss the basic idea of the proof of Theorem 2.2. We only consider the
special case when (X,T ) = (0, 1) because this is enough to give the main idea. Denote
by EKRW the expectation with respect to a reflected random walk of length 2n that
is killed at the origin with probability 1/2 (i.e., the one whose transition density is
equal to p
(1/2)
n which is defined in section 3 below). One rewrites the partition function
appearing in Theorem 2.2 as a discrete Feynman-Kac formula for this killed random
walk:
Zn =
∑
pi:(0,0)→(n,n)
2−#{i≤2n : pi(i)>0}
2n∏
i=0
(1 + n−1/4ωnipi(i))
= EKRW
[
zn0 (STn)
Tn−1∏
i=0
(1 + n−1/4ωˆiSi) · 1{survival}
]
,
where
• ωˆnij is defined to be ωn(n−i)(n−j) for all i, j.
• The expectation EKRW is taken only with respect to the random walk S, i.e.,
conditional on the ωni,j (which are always assumed to be independent of S).
• Tn is the first time that S hits the diagonal line {(2n− i, i) : 0 ≤ i ≤ 2n}.
• zn0 (x) :=
∏x
i=0(1 + n
−1/4ωni0) can be thought of as a sort of “initial data” for
the above discrete Feynman-Kac representation.
• {survival} is the event that the random walk actually survives up to time 2n
(or equivalently, up to time Tn).
Now, using Theorem 2.5(2), one finds that PKRW (survival) ≈
√
2/pin. Moreover, we
can make the approximation Tn ≈ 2n for reasons justified later (see Proposition 5.6).
Combining this with the above gives√
pin
2
Zn ≈ EKRW
[
zn0 (S2n)
2n∏
i=0
(1 + n−1/4ωˆiSi)
∣∣∣∣ survival ]
= EKRW
[
zn0 (S2n)
2n∑
k=0
n−k/4
∑
i1<...<ik
k∏
j=1
ωˆijSij
∣∣∣∣ survival ]
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In the notation of Theorem 2.5, the killed random walk conditioned to survive has
law Pnx and the associated Markov process has transition densities p
N
n . Thus (using
theorem 2.5(1)) the expectation in the preceding expression may be expanded as
(7)
2n∑
k=0
n−k/4
∑
0≤i1<...<ik≤2n
∑
(x1,...,xk+1)∈Zk+1≥0
zn0 (xk+1)
k+1∏
j=1
p
2n−ij−1
ij−ij−1 (xj−1, xj)
k∏
j=1
ωˆijxj ,
with x0 := 0, i0 := 0, and ik+1 := 2n. Recall that log(1 + u) ∼ u− 12u2, so by writing
zn0 (x) = e
∑x
0 log(1+n
−1/4ωni0) ≈ e
∑x
0
(
n−1/4ωni0− 12n−1/2(ωni0)2
)
= e
n−1/4
∑x
0 (ω
n
i0−n−1/4µ)+n−1/2µx− 12n1/2
∑x
0 (ω
n
i0)
2
,
one may convince herself (using Donsker’s principle and the law of large numbers
together with the third bullet point preceding Theorem 2.2) that as n→∞,(
zn0 (n
1/2X)
)
X≥0
d−→ (eBX+(µ− 12σ2)X)
X≥0
for a Brownian motion B. Then taking the limit of (7) as n→∞ by using Theorem
2.5(3) (with some uniformity estimates), one obtains the Wiener-Ito chaos series
∞∑
k=0
∫
0≤t1<...<tk≤1
∫
Rk+1+
eBxk+1+(µ−
1
2
σ2)xk+1
k+1∏
j=1
P
1−tj−1
tj−tj−1(xj−1, xj)dxk+1ξ(dxk, dtk) · · · ξ(dx1, dt1),
with the convention x0 = 0, t0 = 0, tk+1 = 1, and where the PTt are the conditional
heat kernels from the limit in Theorem 2.5(3), and ξ is space-time white noise. But
(as we will see in Proposition 4.2 below) this chaos series is precisely equal to
lim
X→0
ZDir(1, X)
2Φ(X)− 1 =
√
pi/2 lim
X→0
ZDir(1, X)
X
,
where the initial data is eBX+(µ−
1
2
σ2)X (and Φ is the cdf of a standard normal). This
will complete the argument.
3. Uniform measures on collections of positive paths
In this section we will introduce the inhomogeneous heat kernels pNn associated to
random walks conditioned to stay positive. We begin with an elementary discussion
of the basic properties of these measures, and later (in subsection 3.1) we will prove
technical estimates about these measures which will be very useful in later sections.
For the ensuing discussion, we fix a number α ∈ [0, 1]. We define p(α)n (x, y) to be
the probability of a random walk (started from x ≥ 0) being at position y at time n,
with reflection at the origin and probability α of death each time it hits 0. Specifically,
p(α)n (x, y) = Qx(|Sn| = y, Tdeath > n),
where Qx is the law of a simple symmetric random walk on Z started from x ≥ 0, Sn
is the canonical process associated to Qx, and Tdeath is the time of death, given that
death occurs with probability α (independently) upon each return to site zero.
Taking a more analytical perspective, we see that for each x ≥ 0, the function from
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Z≥0×Z≥0 → R given by (n, y) 7→ p(α)n (x, y) is the unique solution to the discrete-time,
discrete-space heat equation given by
(8) φ(n+ 1, y)− φ(n, y) = 1
2
(
φ(n, y − 1) + φ(n, y + 1)), y ≥ 1, n ≥ 0,
with initial condition which is Dirac mass at x:
(9) φ(0, y) = δx(y), y ≥ 0,
and with the Dirichlet-type boundary condition
(10) φ(n+ 1, 0) = α φ(n, 1), n ≥ 0.
Our first proposition gives an explicit expression for this α-boundary heat kernel when
α = 1/2, in terms of the standard heat kernel on the whole line.
Proposition 3.1. For n ∈ Z≥0 and x ∈ Z, let pn(x) denote the standard heat kernel
on Z (i.e., the transition function for a discrete-time simple symmetric random walk
started from zero). Then one has
p(1/2)n (x, y) = pn(x− y)− pn(x+ y + 2).
Proof. One may verify directly that (8), (9), and (10) hold, with φ given by (n, y) 7→
p
(1/2)
n (x, y). The only nontrivial thing to check is (10) with α = 1/2, for which one
uses the identity pn+1(x) =
1
2
(
pn(x− 1) + pn(x+ 1)
)
. 
Remark 3.2. More generally one may use an image method to derive the explicit
expression
p(α)n (x, y) = pn(x− y) + (2α− 1)pn(x+ y)− 4α(1− α)
∞∑
k=1
(2α− 1)k−1pn(x+ y + 2k).
The three special cases of this for which the series expansion actually terminates are
α ∈ {0, 1/2, 1}
p(1)n (x, y) = pn(x− y) + pn(x+ y),
p(0)n (x, y) = pn(x− y)− pn(x+ y).
p(1/2)n (x, y) = pn(x− y)− pn(x+ y + 2).
These correspond to Neumann, Dirichlet, and mixed boundary conditions, respectively.
This formula for general α will not be needed, but it would be interesting to extend the
results of Theorem 2.5 and Theorem 2.2 to the case when the diagonal weights are
asymptotically α 6= 1/2.
Definition 3.3. We define the following quantity for integers 0 ≤ n ≤ N
pNn (x, y) := p
(1/2)
n (x, y)
ψ(y;N − n)
ψ(x;N)
,
where
ψ(x;n) :=
∑
y≥0
p(1/2)n (x, y).
The relevance of these pNn are as follows: as in Theorem 2.5, let
ΩNx := {(s0, ..., sN) ∈ ZN≥0 : |si+1 − si| = 1, s0 = x}.
Then denote by PNx the uniform measure on Ω
N
x and let S denote the coordinate
process associated to this measure (e.g., S can be the identity map on ΩNx ). In more
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practical terms, S is none other than a simple symmetric random walk conditioned to
stay positive.
Proposition 3.4. S is an inhomogeneous Markov process on {0, ..., N}. In fact, for
0 ≤ i1 < ... < in ≤ N one has
PNx (Si1 = s1, ..., Sin = sn) = p
N
i1
(x, s1)p
N−i1
i2−i1 (s1, s2) · · · pN−in−1in−in−1(sn−1, sn)
= p
(1/2)
i1
(x, s1)p
(1/2)
i2−i1(s1, s2) · · · p(1/2)in−in−1(sn−1, sn)
ψ(sn, N − in)
ψ(x,N)
.
In particular, for M < N the conditional law of (SM+k)
N−M
k=0 given (Sk)
M
k=0 is distributed
according to PN−MSM .
Note that this proves Theorem 2.5(1). It also shows that the pNn (x, ·) are probability
measures.
Proof. Write S[0,M ] for the restriction of S to {0, 1, ...,M −1}, and write S[M,N ] for the
restriction of S to {M, ..., N} shifted by M places (so S[M,N ] is defined on {0, ...,M −
N}). For nearest-neighbor paths s1 and s2 of lengths M and N −M , respectively,
such that s1(M) = s2(0) one computes that
Pnx(S[M,N ] = s2|S[0,M ] = s1) =
PNx (S = s1 ∗ s2)
PNx (S[0,M ] = s1)
=
1
#ΩNx
#{pi∈ΩNx : pi|[0,M ]=s1}
#ΩNx
=
1
#{pi ∈ ΩNx : pi|[0,M ] = s1}
=
1
#ΩM−Ns1(M)
= PM−Ns1(M)(S = s2),
where s1 ∗ s2 denotes the concatenation of paths. This immediately implies that given
(Sk)
M
k=0, the law of (SM+k)
N−M
k=0 is distributed according to P
N−M
SM
. This also implies
that (Sk)
M
k=0 and (SM+k)
N−M
k=0 are conditionally independent given SM . Therefore, in
order to prove the given formula for transition densities, it suffices to prove the claim
for n = 1; then the claim for general n follows from the conditional independence and
induction (recall that n is the number of indices 0 ≤ i1 < ... < in ≤ N appearing in
the transition formula).
To prove the formula for n = 1 it suffices by conditional independence to assume
that in = N , just note that P
N
x is just the probability associated to the killed random
walk conditioned to survive, so that
PNx (SN = s) =
p
(1/2)
N (x, s)∑
y≥0 p
(1/2)
N (x, y)
= p
(1/2)
N (x, s)
1
ψ(x,N)
,
which proves the claim. 
Next we introduce the continuum analogues of the previously introduced measures. We
will generally use capital letters to distinguish macroscopic variables from (lowercase)
microscopic ones.
Definition 3.5. Let Pt(X) := e
−X2/2t/
√
2pit denote the standard heat kernel on the
whole line R. Recall from Section 2 the Dirichlet boundary heat-kernel
PDirt (X, Y ) := Pt(X − Y )− Pt(X + Y ).
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We then define the inhomogeneous kernel for 0 ≤ t ≤ T and X, Y > 0 :
PTt (X, Y ) :=
{
PDirt (X, Y )
2Φ(Y/
√
T−t)−1
2Φ(X/
√
T )−1 t < T
PDirT (X, Y )
1
2Φ(X/
√
T )−1 t = T
,
where Φ(x) = 1√
2pi
∫ x
−∞ e
−u2/2du is the cdf of a standard normal. For X = 0, one
analogously defines the quantity for Y > 0 and T ≥ t ≥ 0:
PTt (0, Y ) =
{
Y (T/t3)1/2e−Y
2/2t
(
2Φ(Y/
√
T − t)− 1) t < T
(Y/T )e−Y
2/2T t = T
,
which is the limit of the previously defined PTt (X, Y ) as X → 0.
We now discuss the relevance of these kernels as Markov transition densities. Specifi-
cally, for X > 0 define WTX to be the probability measure on C([0, T ], C(R+)) obtained
by conditioning Brownian motion on [0, T ] started from X to stay strictly positive un-
til time T . We define B to be the canonical process associated to WTX . One can also
define WT0 as the weak limit of the W
T
X as X → 0. The fact that this limiting measure
actually exists is not entirely trivial. It is actually called the Brownian meander, and
has been studied extensively in [DIM77, DI77, CM81, Ig74], and subsequent papers
on the subject.
Proposition 3.6. Fix some T,X > 0 and let WTX be as defined above, and let B denote
the associated canonical process. Consider the kernels PTt defined before. Then for
0 ≤ t1 < ... < tn ≤ T and Y1, ..., Yn > 0,
WTX(Bt1 ∈ dY1, ..., Btn ∈ dYn)
=PTt1(X, Y1)P
T−t1
t2−t1(Y1, Y2) · · ·PT−tn−1tn−tn−1(Yn−1, Yn) dY1 . . . dYn
In particular, if T < S then the conditional law of (Bt+S)t∈[0,T−S] given (Bt)t∈[0,S] is
equal to WT−SBS . The same statements hold true for X = 0.
Before moving onto the proof, we remark that when X 6= 0 and tn 6= T , the above
formula for transition densities reduces to
PDirt1 (X, Y1)P
Dir
t2−t1(Y1, Y2) · · ·PDirtn−tn−1(Yn−1, Yn)
2Φ(Yn/
√
T − tn)− 1
2Φ(X/
√
T )− 1 dY1 . . . dYn.
When tn = T the numerator 2Φ(Yn/
√
T − tn) − 1 should be interpreted as just 1.
When X = 0 this expression becomes 0/0, and one needs to take the limit, which
gives the formula stated in the theorem.
Proof. Assuming X > 0 the proof is analogous to that of Proposition 3.4. Basically
one first shows that if S < T then the conditional law of (Bt+S)t∈[0,T−S] given (Bt)t∈[0,S]
is equal to WT−SBS , and furthermore that (Bt+S)t∈[0,T−S] and (Bt)t∈[0,S] are conditionally
independent given BS. This may be proven by a single computation using the basic
properties of standard Brownian motion.
As in the proof of Proposition 3.4, this then reduces the claim to proving the for-
mula for n = 1 and tn = T . In turn, this follows by noticing that W
T
X is the same as
Brownian motion killed at zero, but conditioned to survive. Hence one finds that
WTX(BT ∈ dY ) =
PDirT (X, Y )dY∫∞
0
PDirT (X,Z)dZ
=
PDirT (X, Y )dY
2Φ(X/
√
T )− 1 ,
which proves the claim. 
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This concludes the introductory material on the subject, and we now move on to more
technical aspects of the exposition of these random walk measures.
3.1. Heat kernel estimates. We now move onto proving various useful estimates for
the heat kernels pNn and P
T
t defined earlier in this section. Not much motivation will
be given here, but the utility of these estimates will become clear later. The methods
used in proving these bounds will be brute-force analysis. We will freely use results
from the appendix in this section, so the reader may be interested in taking a brief
look at so of the main results from there (Propositions A.1 and A.5, and Theorem
A.8).
Proposition 3.7. There exists constants C,K > 0 such that for all x ≥ 0, all N ≥
n ≥ 0, and all a ≥ 0 one has that∑
y≥0
pNn (x, y)e
ay ≤ Ceax+Ka2n.
Proof. Let us write∑
y≥0
pNn (x, y)e
ay = ENx [e
aSn ] = 1 +
∫ ∞
0
aeauPNx (Sn > u)dy.
Now we split the integral as
∫ x
0
+
∫∞
x
. For the integral over [0, x] we use the crude
bound PNx (Sn > u) ≤ 1. For the integral over [x,∞), we use the result of Theorem
A.8. This will give
ENx [e
aSn ] ≤ eax + C
∫ ∞
x
aeaue−c(u−x)
2/ndu ≤ eax + C · an1/2eax+a
2n
4c .
Since an1/2 ≤ ea2n, this gives the result, with K := 1 + 1
4c
. 
We remark that c = 1/32 from the proof of Theorem A.8, so we actually obtain K = 9
in the preceding proposition. Conjecturally, the optimal value of K should be 1/2, as
is the case for simple random walk (as seen from cosh(a) ≤ e 12a2).
Lemma 3.8. Fix b > 0. There exists C = C(b) > 0 such that for all x ≥ 0 and all
N ≥ n ≥ 0, one has that
pNn (x, y) ≤
C√
n+ 1
e−b|x−y|/
√
n.
We remark that this bound is quite strong and quite natural. Many of our estimates
could have been derived from this result rather than from the concentration theorem,
but only in a much weaker form (because the decay is merely exponential rather than
Gaussian).
Proof. We consider four different cases.
Case 1. x ≥ √N . Then, one has ψ(y,N−n)
ψ(x,N)
≤ 1
ψ(x,N)
≤ C, by Lemma A.2. Thus
it holds that pNn (x, y) ≤ Cp(1/2)n (x− y) ≤ C(n+ 1)−1/2e−b|x−y|/
√
n. The final inequality
comes from the second bound of Lemma A.1.
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Case 2. n < N/2 and y ≤ x. Then one has
pNn (x, y) ≤ p(1/2)n (x, y)
[
x+ 1 +
√
N
x+ 1
][
y + 1
y + 1 +
√
N − n
]
≤ C(n+ 1)−1/2e−b|x−y|/
√
n
[
x+ 1 +
√
N
x+ 1
][
x+ 1
x+ 1 +
√
N − n
]
= C(n+ 1)−1/2e−b|x−y|/
√
n
[
x+ 1 +
√
N
x+ 1 +
√
N − n
]
≤ C(n+ 1)−1/2e−b|x−y|/
√
n
[
N
N − n
]1/2
We used Lemma A.2 in the first line, we used Lemma A.1 and that y 7→ y+1
y+1+
√
N−n is
monotone increasing in the second line, and we used the fact that x 7→ x+1+
√
N
x+1+
√
N−n is
monotone decreasing in the last line. Since n < N/2 it follows that
[
N
N−n
]1/2 ≤ 21/2
so that term may be absorbed into C. Since n < N/2 one has N
N−n ≤ 2, so we are done.
Case 3. n < N/2 and y ≥ x. then
pNn (x, y) ≤ Cp(1/2)n (x, y)
[
x+ 1 +
√
N
x+ 1
][
y + 1
y + 1 +
√
N − n
]
≤ Cp(1/2)n (x, y)
[
x+ 1 +
√
N
x+ 1
][
y + 1
x+ 1 +
√
N − n
]
≤ C
[
N
N − n
]1/2
p(1/2)n (x, y)
y + 1
x+ 1
= C
[
N
N − n
]1/2
p(1/2)n (x, y)
[
y − x
x+ 1
+ 1
]
≤ C
[
y − x
n+ 1
+ C(n+ 1)−1/2
]
e−b|x−y|/
√
n.(11)
Here we noted y ≥ x in the second line, and we used the fact that x 7→ x+1+
√
N
x+1+
√
N−n
is monotone decreasing in the third line. In the final line, we used
[
N
N−n
]1/2 ≤ 21/2
(since n < N/2) and we also used both bounds of Lemma A.1. Now, we know that
the bound (11) is true for all b, in particular it is true with b replaced by b + 1 (after
perhaps making the constant bigger). Thus we see that
|x− y|
n+ 1
e−(b+1)|x−y|/
√
n ≤ 1√
n+ 1
e−b|x−y|/
√
n
[ |x− y|√
n
e−|x−y|/
√
n
]
.
≤ 1√
n+ 1
e−b|x−y|/
√
n sup
u>0
ue−u =
C√
n+ 1
e−b|x−y|/
√
n.
Case 4. x ≤ √N and n > N/2. Since x ≤ √N ≤ √2n, we can apply Lemmas
A.2 and A.1 to see that
pNn (x, y) ≤ Cp(1/2)n (x, y)
x+ 1 +
√
N
x+ 1
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≤ Cx+ 1
n+ 1
e−b|x−y|/
√
n · 2
√
2n+ 1
x+ 1
≤ C(n+ 1)−1/2e−b|x−y|/
√
n.
This completes the proof of all cases. 
Proposition 3.9. There exists constants C,K > 0 such that for all x ≥ 0, all N ≥
n ≥ 0, all a ≥ 0, and all p ≥ 1 one has that∑
y≥0
pNn (x, y)
peay ≤ Cp(n+ 1)−(p−1)/2eax+Ka2n.
Proof. Using Proposition 3.8 with b = 0, one finds that
pNn (x, y)
p = pNn (x, y)
p−1pNn (x, y) ≤
Cp−1
(n+ 1)(p−1)/2
pNn (x, y).
Then the claim follows immediately from Proposition 3.7. 
We now bound space-time differences of the heat kernels pNn .
Lemma 3.10. There exists a constant C > 0 such that for all x, y, z ≥ 0 one has that∣∣pNn (x, y)− pNn (x, z)∣∣ ≤ Cn+ 1
[
N + 1
N − n+ 1
]1/2
|y − z|.
We are not sure if this estimate is sharp. It may or may not be possible to get rid of the
term
[
N+1
N−n+1
]1/2
using more clever arguments. However, it will be inconsequential for
us because this crude estimate will suffice to prove tightness of the rescaled partition
function.
Proof. Without loss of generality, assume y ≥ z. It suffices to prove the bound in the
case y = z + 1. In the general case, one simply adds the bound one simply adds the
bound y − z times. Let us write∣∣pNn (x, z + 1)− pNn (x, z)∣∣ = ∣∣∣∣p(1/2)n (x, z + 1)ψ(z + 1, N − n)− p(1/2)n (x, z)ψ(z,N − n)ψ(z,N)
∣∣∣∣
≤ |p(1/2)n (x, z+1)−p(1/2)n (x, z)|
ψ(z + 1, N − n)
ψ(x,N)
+p(1/2)n (x, z)
|ψ(z + 1, N − n)− ψ(z,N − n)|
ψ(x,N)
.
Let us call the two terms of the last expression as I1, I2 respectively. As in the proof
of Lemma 3.8 we now need to consider several cases.
Case 1. x ≥ √N. First we bound I1. Since x ≥
√
N it holds from Lemma A.2
that
ψ(z + 1, N − n)
ψ(x,N)
≤ 1
C
,
and furthermore the second bound from Lemma A.1 gives
|p(1/2)n (x, z + 1)− p(1/2)n (x, z)| ≤
C
n+ 1
.
The preceding two expressions already prove the desired bound on I1. Next we need
to bound I2. As before we know that
ψ(z+1,N−n)
ψ(x,N)
≤ 1
C
. We know from lemma A.1 that
p
(1/2)
n (x, z) ≤ C z+1n+1 . Furthermore, we know (see the proof of Lemma A.2) that
ψ(z + 1, N − n)− ψ(z,N − n) = pN−n(z + 1) + pN−n(z + 2),
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where pn is the standard kernel on the whole line. This can be bounded above by
C√
N−ne
−(z+1)/√N−n (see, for instance, the proof of Lemma A.1). Thus, we find that
I2 ≤ C
n+ 1
z + 1√
N − ne
−(z+1)/√N−n ≤ C
n+ 1
sup
u≥0
ue−u,
This proves the desired bound on I2, since the supremum may be absorbed into the
constant.
Case 2. x ≤ √N . First let us bound I1. We know from Lemma A.1 that
(12) |p(1/2)n (x, z + 1)− p(1/2)n (x, z)| ≤ C
[
1
n+ 1
∧ x+ 1
(n+ 1)3/2
]
e−|z−x|/
√
n.
Moreover, we know from lemma A.2 that
ψ(z,N − n)
ψ(x,N)
≤ C z + 1
z + 1 +
√
N − n
x+ 1 +
√
N
x+ 1
.
Now we consider two sub-cases, z ≥ x and z ≤ x. If z ≤ x, then
z + 1
z + 1 +
√
N − n
x+ 1 +
√
N
x+ 1
≤ z + 1
z + 1 +
√
N − n
z + 1 +
√
N
z + 1
=
z + 1 +
√
N
z + 1 +
√
N − n ≤ C
√
N + 1
N − n+ 1 .
In the first bound, we used that x 7→ x+1+
√
N
x+1
is decreasing. In the last bound, we
used that z 7→ z+1+
√
N
z+1+
√
N−n is decreasing, and that
1+
√
N
1+
√
N−n ≤ C
√
N+1
N−n+1 . With (12),
this already gives the required bound on I1 (when z ≥ x). If z ≥ x, then one sees that
z + 1
z + 1 +
√
N − n
x+ 1 +
√
N
x+ 1
≤ z + 1
z + 1 +
√
N − n
z + 1 +
√
N
x+ 1
=
z + 1 +
√
N
z + 1 +
√
N − n
z + 1
x+ 1
≤ C
√
N + 1
N − n+ 1
z + 1
x+ 1
,
where the last bound again holds because of the same reasons as when considering the
previous sub-case (z ≤ x). Next, we write z+1
x+1
= z−x
x+1
+ 1, and then we combine the
previous bound with (12) to see that
I1 ≤ C
[
N + 1
N − n+ 1
]1/2[
x+ 1
(n+ 1)3/2
e−|z−x|/
√
n |z − x|
x+ 1
+
1
n+ 1
]
.
now we just notice that
x+ 1
(n+ 1)3/2
e−|z−x|/
√
n |z − x|
x+ 1
=
1
n+ 1
[ |z − x|
(n+ 1)1/2
e−|z−x|/n
1/2
]
≤ 1
n+ 1
sup
u≥0
ue−u.
This completes the proof of the required bound on I1, since the supremum is absorbed
into the constant.
Now we just need to obtain the required bound on I2 in the case that x ≤
√
N .
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For this, one first notes from Lemma A.1 that p
(1/2)
n (x, z) ≤ x+1n+1 . Then one notes from
Lemma A.2 that 1
ψ(x,N)
≤ x+1+
√
N
x+1
≤ 21+
√
N
x+1
(since x ≤ √N). Finally, one notes that
ψ(z + 1, N − n)− ψ(z,N − n) = pN−n(z + 1) + pN−n(z + 2) ≤ C√
N − n+ 1 .
Hence we find that
I2 ≤ Cx+ 1
n+ 1
1√
N − n+ 1
1 +
√
N
x+ 1
,
which is enough since the x+ 1 factors cancel. This completes the proof. 
Proposition 3.11. Fix p ≥ 1. There exists a constant C = C(p) > 0 such that for
all x, y ≥ 0, all N ≥ n ≥ m ≥ 0, and all a ≥ 0 one has that∑
z≥0
(
pNn (x, z)− pNn (y, z)
)2p
eaz ≤ Cea(x+y)+Ka2n(n 12− 32p + apn 12−p)|x− y|p,(13)
∑
z≥0
(
pN−n+mn (x, z)− pNm(x, z)
)2p
eaz ≤ Cea(x+y)+Ka2n(m 12− 32p + apm 12−p)|n−m|p/2.(14)
In the spatial bound (13), the constant C grows at worst exponentially in p.
We remark that in the special case that p = 2 and a ≤ Cn−1/2, one has that n 12− 32p +
apn
1
2
−p ≤ Cn−1 and similarly for m. This is the case in which this bound will be most
useful.
Proof. We first start out by proving an auxiliary bound which will be very useful:
(15)∑
z≥0
(
pNn (x, z)− pNn (y, z)
)2
eaz ≤ Cea(x+y)+Ka2n(n−1 + an−1/2)[ N + 1
N − n+ 1
]1/2
|x− y|,
Let us prove this. The Coupling Lemma (A.5) and the preceding Lemma will be key
here. First, by the Coupling Lemma, we know that PNx and P
N
y may be coupled in
such a way so that the respective coordinate processes (call them (Sxn)
N
n=0 and (S
y
n)
N
n=0)
are never distance more than distance |y − x| apart (i.e., supn≤N |Sxn − Syn| ≤ |x − y|
a.s.). Now, we may write ∑
z≥0
(
pNn (x, z)− pNn (y, z)
)2
eaz
= ENx [(p
N
n (x, Sn)− pNn (y, Sn))eaSn ]− ENy [(pNn (x, Sn)− pNn (y, Sn))eaSn ]
= E[(pNn (x, S
x
n)− pNn (y, Sxn))eaS
x
n ]− E[(pNn (x, Syn)− pNn (y, Syn))eaS
y
n ]
= E[(pNn (x, S
x
n)− pNn (x, Syn))eaS
x
n ] + E[pNn (x, S
y
n)(e
aSxn − eaSyn)]
+ E[(pNn (y, S
y
n)− pNn (y, Sxn))eaS
y
n ] + E[pNn (y, S
x
n)(e
aSyn − eaSxn)].
Let us call the terms in the last expression as J1, J2, J3, J4, respectively. Since J1 and
J3 occupy symmetric roles, it suffices to bound J1 and then the analogous bound for
J3 automatically follows. The same thing happens for J2 and J4. With this under-
standing, we will only prove the desired bound for J1 and J2.
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Let us start by bounding J1. By Lemma 3.10, we see that
|pNn (x, Sxn)− pNn (x, Syn)| ≤
C
n+ 1
[
N + 1
N − n+ 1
]1/2
|Sxn − Syn|
≤ C
n+ 1
[
N + 1
N − n+ 1
]1/2
|x− y|.
Applying the definition of J1 and then Proposition 3.7, we therefore obtain that
J1 ≤ C
n+ 1
[
N + 1
N − n+ 1
]1/2
|x− y|E[eaSxn ] ≤ C
n+ 1
[
N + 1
N − n+ 1
]1/2
|x− y|eax+Ka2n.
This already gives the desired bound on J1. As discussed, the analogous bound on J3
is obtained in an identical fashion, but one will get eay instead of eax. The final bound
on J1 + J3 is then obtained by noting that e
ax + eay ≤ 2ea(x+y).
Now we bound J2. First note that |eu − ev| ≤ |u − v|eu∨v for all u, v ∈ R. Thus
|eaSyn− eaSxn | ≤ a|Syn−Sxn|ea(S
y
n∨Sxn) ≤ a|y−x|ea(Syn+Sxn). By Cauchy-Schwarz, we in turn
bound E[ea(S
y
n+S
x
n)] ≤ ENx [e2aSn ]1/2ENy [e2aSn ]1/2 ≤ Cea(x+y)+Ka2n, by Proposition 3.9.
Now, we also know from Lemma 3.8 that pNn (x, S
y
n) ≤ C(n+ 1)−1/2. Using these facts,
we find that
J2 ≤ Ca|y − x|E[pNn (x, Syn)ea(S
y
n+S
x
n)] ≤ Can−1/2|x− y|ea(y+x)+Ka2n.
Already this proves the required bound on J2. The analogous bound on J4 follows
immediately. This completes the proof of (15).
Now let us prove the spatial estimate (13). For m ≤ n, we use the semigroup property
to write pNn (x, z) =
∑
y≥0 p
N
m(x, y)p
N−m
n−m (y, z) and then using Jensen’s inequality, we
find that
(
pNn (x, z)− pNn (y, z)
)2p
=
(∑
w≥0
(
pNm(x,w)− pNm(y, w)
)
pN−mn−m (w, z)
)2p
≤
(∑
w≥0
(
pNm(x,w)− pNm(y, w)
)2
pN−mn−m (w, z)
)p
22 POSITIVE RANDOM WALKS AND AN IDENTITY FOR HALF-SPACE SPDE’S
Denoting by I the left-hand side of (13), we then find by Minkowski’s inequality that
I1/p ≤
(∑
z≥0
[∑
w≥0
(
pNm(x,w)− pNm(y, w)
)2
pN−mn−m (w, z)e
az/p
]p)1/p
Minkowski≤
∑
w≥0
[∑
z≥0
(
pNm(x,w)− pNm(y, w)
)2p
pN−mn−m (w, z)
peaz
]1/p
=
∑
w≥0
(
pNm(x,w)− pNm(y, w)
)2[∑
z≥0
pN−mn−m (w, z)
peaz
]1/p
Prop.3.9
≤ C
∑
w≥0
(
pNm(x,w)− pNm(y, w)
)2
(n−m)− 1−p2p e(aw+Ka2(n−m))/p
(15)
≤ C(n−m)− 1−p2p (m−1 + am−1/2)[ N + 1
N −m+ 1
]1/2
|x− y|e
(
a(x+y)+Ka2n
)
/p.
Setting m := n/2 then gives (13), because
[
N+1
N− 1
2
n+1
]1/2 ≤ [ N+11
2
N+1
]1/2 ≤ 21/2. Note that
the constant C does not depend on p, which also proves the final sentence given in
the theorem statement (after perhaps noting that
(
n−1 +an−1/2
)p ≤ 2p(n−p+apn−p/2).
We now move onto the temporal estimate (14). The main idea is to use Jensen’s
inequality together with the spatial estimate. Specifically, we start off by writing
(
pN−n+mm (x, z)− pNn (x, z)
)2p
=
(
pN−n+mn (x, z)−
∑
y≥0
pNn−m(x, y)p
N−n+m
m (y, z)
)2p
=
(∑
y≥0
pNn−m(x, y)
(
pN−n+mm (x, z)− pN−n+mm (y, z)
))2p
Jensen≤
∑
y≥0
pNn−m(x, y)
(
pN−n+mm (x, z)− pN−n+Mm (y, z)
)2p
Next, we multiply by eaz, then sum over z, and interchange the sum over z with the
sum over y. Letting J denote the left-hand side of (14), this gives
J ≤
∑
y≥0
pNn−m(x, y)
∑
z≥0
(
pN−n+mm (x, z)− pN−n+mm (y, z)
)2p
eaz
≤ Cp
∑
y≥0
pNn−m(x, y)e
a(x+y)+Ka2m
(
m
1
2
− 3
2
p + apm
1
2
−p)|y − x|p
= Cpeax+Ka
2m
(
m
1
2
− 3
2
p + apm
1
2
−p)ENx [|Sn−m − x|peaSn−m ].
All that is left to do is to show that one has ENx [|Sn−m− x|peaSn−m ] ≤ Ceax|n−m|p/2.
This is an easy consequence of the concentration theorem. Indeed, for any k ≤ N one
may write
ENx [|Sk − x|peaSk ] ≤ ENx [|Sk − x|2p]1/2ENx [e2aSk ]1/2,
and then the claim follows immediately from Propositions 3.7 and Corollary A.10. 
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Corollary 3.12 (Spatial/Temporal Estimates). There exists C > 0 such that for all
x, y, z ≥ 0 and all N ≥ n ≥ m ≥ 0 one has that∣∣pNn (x, z)− pNn (y, z)∣∣ ≤ C(n+ 1)−3/4|x− y|1/2,(16) ∣∣pN−n+mm (x, z)− pNn (x, z)∣∣ ≤ C(m+ 1)−3/4|n−m|1/4.(17)
These pointwise bounds are quite useful, in the sense that that the exponents (despite
not being sharp) are ones which actually give meaningful information. However, we
will not actually need this estimate, but it could potentially be useful if one wanted
to develop the results of Section 4 with Dirac initial data (for instance).
Proof. Let I(2p) denote the left-hand side of (13) with a = 0. Then I(2p)
1
2p is bounded
above by C(n + 1)
1
4p
− 3
4 |x − y|1/2, where the constant C is independent of p (by the
final sentence in the statement of Proposition 3.11). Letting p → ∞ already proves
the first bound (since `p norms converge to the `∞ norm).
For the second bound, we cannot do the same thing, since the constant in (14) could
(in principle) have worse-than-exponential dependence on p. However, we can use the
semigroup property to write∣∣pN−n+mm (x, z)− pNn (x, z)∣∣ ≤∑
y≥0
pNn−m(x, y)
∣∣pN−n+mm (x, z)− pN−n+mm (y, z)∣∣,
and then one may use the spatial bound (16) with Corollary A.10 to obtain the result.

Next we prove a strong convergence result for the discrete kernels pNn to the continuous
ones PTt , which will be quite useful for the polymer convergence result in Section 5.
In the case of Brownian meander at terminal time (X = 0 and t = T ), it is weaker
than the local convergence result of [Car05], but we actually need it for all time so we
give an original and detailed proof.
Proposition 3.13. Fix τ ≥ 0. Then for n ≥ 0, define
Pn(t, T ;X, Y ) := (n/2)
1/2p
2bTnc
2btnc (2bn1/2X/
√
2c, 2bn1/2Y/
√
2c).
Then for each fixed X,T, t ≥ 0, the map Y 7→Pn(t, T ;X, Y ) converges pointwise and
in Lp(R+, eaY dY ) to PTt (X, Y ) for all p ≥ 1 and a ≥ 0 (as n→∞).
Furthermore, for all X,T ≥ 0, the map (t, Y ) 7→ Pn(t, T ;X, Y ) converges pointwise
and in Lp(dt⊗ eaY dY ) to PTt (X, Y ) for all p ∈ [1, 3) and a ≥ 0 (as n→∞).
From now on, we will abbreviate quantities such as p
2bTnc
2btnc (2bn1/2X/
√
2c, 2bn1/2Y/√2c)
by just writing p2nT2nt ((2n)
1/2X, (2n)1/2Y ) instead. This abuse of notation will hopefully
not cause any confusion, but in reality one should keep in mind that all quantities are
only defined with even integers. The reason for this is the periodicity of the simple
random walk: pNn (x, y) vanishes if n and x − y have different parity. If it were not
for this parity consideration, we could actually take a limit of the simpler quantity
n1/2p
bnT c
bntc (bn1/2Xc, bn1/2Y c).
Proof. First, let us prove pointwise convergence. Letting pn denote the standard heat
kernel on all Z, we recall that
p(1/2)n (x, y) = pn(x− y)− pn(x+ y + 2).
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ψ(x, n) = pn(0) + pn(x+ 1) + 2
∑
1≤y≤x
pn(y) =
∑
−x≤y≤x+1
pn(y).
Let Fn denote the cdf associated to pn, so that ψ(x, n) = Fn(x + 1) − Fn(−x) =
Fn(x) +Fn(x+ 1)− 1. By uniformity of convergence of cdf’s in the central limit theo-
rem we know that Fn(n
1/2x) converges uniformly (on R) to Φ(x), where Φ is the cdf of
a standard normal. From this is is clear that ψ(n, n1/2x) = Fn(n
1/2x)+Fn(n
1/2x+1)−1
converges uniformly to 2Φ(x) − 1 (because Φ has no atoms). From this, one deduces
that ψ(2nT, (2n)1/2X) = ψ(2nT, (2nT )1/2X/
√
T ) converges to 2Φ(X/
√
T )− 1.
Now, from the local central limit theorem, it is immediate that p2n(2x) =
1√
pin
e−x
2/n +
o(n−1/2) where the error is uniform in x. Next, we notice that |pn(x+y+2)−pn(x+y)| ≤
Cn−1, for a constant C independent of x, y (by Lemma A.1 with b = 0). Consequently,
(n/2)1/2|p2nt((2n)1/2(X + Y )) − p2nt((2n)1/2(X + Y ) + 2)| → 0 as n → ∞. Then it
follows immediately that
(n/2)1/2p
(1/2)
2nt ((2n)
1/2X, (2n)1/2Y )→ 1√
2pit
(e−(X−Y )
2/2t − e−(X+Y )2/2t) = PDirt (X, Y ).
Combining the results of the last two paragraphs, we find that if X 6= 0, then
(n/2)1/2p2nT2nt ((2n)
1/2X, (2n)1/2Y )→ PDir(X,Y )t
2Φ(Y/
√
T − t)− 1
2Φ(X/
√
T )− 1 =P
T
t (X, Y ).
This proves pointwise convergence for X 6= 0. When X = 0, we need to give a separate
proof. For this we again invoke the local central limit theorem. Specifically, we have
(n/2)1/2p
(1/2)
2nt (0, (2n)
1/2Y ) = (n/2)1/2(p2nt((2n)
1/2Y )− p2nt((2n)1/2Y + 2))
= (n/2)1/2
1√
pint
(e−Y
2/2t − e−(Y+(n/2)−1/2)2/2t + o(n−1/2))
=
1√
pint
(− ∂Y e−Y 2/2t + o(1))
=
1√
pint
(
Y
t
e−Y
2/2t + o(1)).
On the other hand, we also have that
1
ψ(0, 2nT )
=
1
p2nT (0) + p2nT (1)
=
√
pinT (1 + o(1)),
because p2nT (1) = 0. In the end we find that
(n/2)1/2p
(1/2)
2nt (0, (2n)
1/2Y )
ψ(0, 2nT )
→
√
piT
1√
pit
· Y
t
e−Y
2/2t = Y (T/t3)1/2e−Y
2/2t
Multiplying by ψ(n1/2Y, n(T − t)), which (as noted earlier in the proof) converges to
2Φ(Y/
√
T − t)− 1 (interpreted as 1 if T = t), we get that
(n/2)1/2p2nT2nt (0, (2n)
1/2Y )→ Y (T/t3)1/2e−Y 2/2t(2Φ(Y/√T − t)− 1) =PTt (0, Y ).
This completes the proof of pointwise convergence. Now we will fix t, T,X, and we
will address convergence in Lp(R+, eaY dY ). The main idea is simply to use dominated
convergence in conjunction with Lemma 3.8. Specifically, that lemma (applied with
b = 1) tells us that
(18) Pn(t, T ;X, Y ) ≤ Ct−1/2e−t−1/2|X−Y |.
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Here C is a constant independent of X, Y, T, t. Letting p ≥ 1, it is then clear that for
fixed X,T, t, the sequence of maps
Y 7→Pn(t, T ;X, Y )peaY
is dominated (uniformly in n) by a function which is integrable on R+. This is enough
to imply uniform integrability of this sequence of functions of Y , which is in turn
enough to guarantee [Zit, Theorem 11.5] that∫
R+
|P(t, T ;X, Y )−PTt (X, Y )|peaY dY → 0.
Similarly, one uses (18) in conjunction with the dominated convergence theorem to
obtain convergence in Lp(R+ × R+, dt ⊗ eaY dY ) of (Y, t) 7→ Pn(t, T ;X, Y ). This
argument only works for p ∈ [1, 3), since the singularity of ∫R+ t−p/2e−pt−1/2|X−Y |dY ∼
t−(p−1)/2 fails to be absolutely integrable near t = 0, if p ≥ 3. 
Proposition 3.14. Let a, τ > 0 and let PTt be the kernels from Definition 3.5. Then
there exists a constant C = C(τ, a) such that for all X, Y ≥ 0 and s ≤ t ≤ T ≤ τ one
has the following ∫
R+
PTt (X,Z)e
aZdZ ≤ CeaX ,(19) ∫
R+
PTt (X,Z)
2eaZdZ ≤ Ct−1/2eaX ,(20) ∫
R+
(
PTt (X,Z)−PTt (Y, Z)
)2
eaZdZ ≤ Ct−1/2ea(X+Y )|X − Y |,(21) ∫
R+
(
PT−t+ss (X,Z)−PTt (X,Z)
)2
eaZdZ ≤ Cs−1/2e2aX |t− s|1/2(22)
We remark that these bounds will be the key behind the proofs of Section 4 below.
Proof. The claims follow from the L1 and L2 convergence in Theorem 3.13. More
specifically, (19) follows Proposition 3.7 and convergence in L1(R+, eaY dY ). Next,
(20) follows from Proposition 3.9 and convergence in L2(eaY dY ). Similarly, (21) and
(22) follow immediately from Proposition 3.11 and convergence in L2(eaY dY ). 
4. Existence of the right-derivative of Dirichlet-SHE
In this section we prove existence of the mild solution ZDir of Dirichlet-boundary
(SHE), and we also prove existence of the limit limX→0
ZDir(0,X)
X
(started from any
reasonable initial data). These will both be done in one single step, by showing that
for X,T ≥ 0 the chaos series
∞∑
k=0
∫
0≤t1<...<tk≤T
∫
Rk+1+
f(Xk+1)
k+1∏
j=1
P
T−tj−1
tj−tj−1(Xj−1, Xj)dXk+1ξ(dXk, dtk) · · · ξ(dX1, dt1),
converges (uniformly over compact subsets in R+ × R+) , with t0 := 0, and f is some
random initial data with subexponential growth at infinity. Then we will show that
when X,T > 0 this chaos series is nothing but
ZDir(T,X)
2Φ(X/
√
T )− 1 ,
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where Φ is the cdf of a standard normal. This would simultaneously prove existence
of ZDir and the desired limit. This is because we know the above chaos series extends
continuously to X = 0, which means limX→0
ZDir(X,T )
2Φ(X/
√
T )−1 exists, which is equivalent to
showing that limX→0
ZDir(T,X)
X
exists.
With this motivation, we move onto the main results of this section. Given some
(possibly random) initial data f : R+ → R+, consider the following Duhamel-form
SPDE:
(23) Z (T,X) =
∫
R+
PTT (X, Y )f(Y )dY +
∫ T
0
∫
R+
PTT−S(X, Y )Z (S, Y )ξ(dY dS),
where ξ is space-time white noise (so the above should be interpreted as an Itoˆ integral),
and P was defined in Section 3. Since Z appears on both sides of this relation, it is
not clear that a solution would even exist. Thus we have the following.
Theorem 4.1. Fix a, τ > 0 and suppose that we have some (random) function-valued
initial data f satisfying
sup
X≥0
e−aXE[f(X)2] <∞.
Then, a unique solution to the SPDE (23) with initial data f exists in the class of
space-time functions Z (T,X) which satisfy
sup
X≥0
T∈[0,τ ]
e−aXE[Z (T,X)2] <∞.
Furthermore, the solution Z may be constructed in such a way so that its law is
supported on the space of functions which are Holder-continuous of exponent 1/2 − 
in the X variable and 1/4−  in the time variable, on any compact subset of R+×R+
for any  > 0.
Proof. This is adapted from the proofs given in [Par18, Section 4]. Informally, one
argues as follows: define the following sequence of iterates:
u0(T,X) =
∫
R+
PTT (X, Y )f(Y )dY,
un+1(T,X) =
∫ T
0
∫
R+
PTT−S(X, Y )un(S, Y )ξ(dY dS).
In other words, un is just the n
th term of a chaos series given by the expansion of (23).
Thus it is clear that the desired solution to (23) should be given by
∑
n≥0 un. Hence,
in order to formalize these ideas, we will show that the series
∑
un converges in the
appropriate Banach space of random space-time functions.
To this end, let us define a Banach space B of C(R+)-valued processes u = (u(T, ·))T∈[0,τ ]
which are adapted to the natural filtration of ξ, with norm given by
‖u‖2B := sup
X≥0
T∈[0,τ ]
e−aXE[u(T,X)2].
Then define a sequence of functions Fn : [0, τ ]→ R for n ≥ 0 by
Fn(T ) := sup
X≥0
S∈[0,T ]
e−aXE[un(S,X)2],
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where un are the iterates defined above. By Ito isometry, it is clear that
E[un+1(T,X)2] =
∫ T
0
∫
R+
PTT−S(X, Y )
2E[un(S, Y )2]dY dS
≤
∫ T
0
[ ∫
R+
PTT−S(X, Y )
2eaY dY
]
Fn(S)dS.(24)
Now by (20) we have that
(25)
∫
R+
PTT−S(X, Y )
2eaY dY ≤ C(T − S)−1/2eaX , ∀T ∈ [0, τ ], X ≥ 0,
where C may depend on a and τ . Furthermore, one notes that the Fn are increasing
functions of T , and therefore T 7→ ∫ T
0
(T − S)−1/2Fn(S)dS is also increasing (which
may be verified by making the substitution S = TU). Combining this fact with (24)
and (25), one obtains
(26) Fn+1(T ) ≤ C
∫ T
0
(T − S)−1/2Fn(S)dS,
where C does not depend on n. Now, we claim that F0(T ) ≤ C (with C = C(a, τ)).
Indeed, by Jensen’s inequality and Fubini’s theorem, one has
E[u0(T,X)2] = E
[(∫
R+
PTT (X, Y )f(Y )dY
)2]
≤
∫
R+
PTT (X, Y )E[f(Y )2]dY ≤ CeaX ,
where in the last inequality we used (19) together with the assumption that E[f(X)2] ≤
CeaX . This proves that F0 ≤ C, which means that one may iterate (26) to obtain
Fn(S) . CnT n/2/(n/2)!,
which implies that
∑
n ‖un‖B <∞. This completes the proof of existence.
The proof of uniqueness is essentially the same. Indeed, if Z and Z ′ were two solu-
tions in B which are started from the same initial data f , then an application of Ito’s
isometry reveals that
E
[
(Z (T,X)−Z ′(T,X))2] =
∫ T
0
∫
R+
PTT−S(X, Y )
2E[(Z (S, Y )−Z ′(S, Y ))2]dSdY.
Then one iterates as above and one may obtain that the left-hand side is bounded
above (uniformly in T,X) by CnT n/2/(n/2)!, and by letting n→∞ this tends to zero.
Now we address the Holder regularity. Let un be the iterates defined above. We know
that u0 is a smooth function of (X,T ) ∈ [0,∞) × (0,∞) because it is the solution to
the deterministic (i.e., noiseless) version of SPDE (23) which is just an inhomogeneous
heat equation (e.g., one may simply differentiate u0 under the integral sign). Thus, it
suffices to prove that the function Z0 := Z − u0 =
∑
n≥1 un has the required Holder
regularity, so this is what we will do.
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For the spatial regularity, one computes that
E[(un+1(T,X)−un+1(T, Y ))2] =
∫ T
0
∫
R+
(
PTT−S(X,Z)−PT−ST (Y, Z)
)2E[un(S,Z)2]dZdS
≤
∫ T
0
[ ∫
R+
(
PTT−S(X,Z)−PTT−S(Y, Z)
)2
eaZdZ
]
Fn(S)dS
≤ C
∫ T
0
(T − S)−1/2(T/S)1/2|X − Y |ea(X+Y )Fn(S)dS
≤ Cea(X+Y )|X − Y |
∫ T
0
(T − S)−1/2C
nSn/2
(n/2)!
dS
. Cn+1ea(X+Y )|X − Y |T (n+1)/2/(n/2)!,
where we made a substitution S = TU in the final inequality, and we applied estimate
(21) in the third line. Using hypercontractivity of the Ornstein-Uhlenbeck semigroup
associated to the Gaussian noise ξ, we can actually bound the pth moments of elements
of the homogeneous Wiener chaoses in terms of their second moments. Specifically, if
p ≥ 2 then [Hai16, Equation (7.2)] says that:
E
[∣∣un+1(T,X)− un+1(T, Y )∣∣p]1/p ≤ (p− 1)(n+1)/2E[(un+1(T,X)− un+1(T, Y ))2]1/2
. C(n+1)/2(2p)(n+1)/2ea(X+Y )/2 T
(n+1)/4√
(n/2)!
|X − Y |1/2.
Using Minkowski’s inequality and summing over all n, we then obtain
E
[∣∣Z0(T,X)−Z0(T, Y )∣∣p]1/p ≤∑
n≥1
E
[∣∣un(T,X)−un(T, Y )∣∣p]1/p ≤ C(p, T )ea(X+Y )/2|X−Y |1/2.
Here C(p, T ) :=
∑
n
(2CpT 1/2)(n+1)/2√
(n/2)!
, which is independent of X, Y and increasing as a
function of T . This is enough (by Kolmogorov’s criterion) to ensure that Z0 is Holder
continuous of exponent 1/2−  (on compact sets) in the spatial variable.
For the temporal regularity, one computes
E[(un+1(T,X)2 − un+1(S,X))2]
= E
[(∫ T
0
∫
R+
PTT−U(X,Z)un(U,Z)ξ(dZdU)−
∫ S
0
∫
R+
PSS−U(X,Z)un(U,Z)ξ(dZdU)
)2]
=
∫ S
0
∫
R+
(
PTT−U(X,Z)−PSS−U(X,Z)
)2E[un(U,Z)2]dZdU
+
∫ T
S
∫
R+
PTT−U(X,Z)
2E[un(U,Z)2]dZdU,
Let us call the integrals in the last expression as I1, I2 respectively. As before, one has
E[un(U,Z)2] ≤ eaZFn(U) ≤ eaZ CnUn/2(n/2)! . Then one uses (22) to bound the inner integral
of I1 by∫
R+
(
PTT−U(X,Z)−PSS−U(X,Z)
)2
eaZdZ ≤ Ce2aX(S − U)−1/2|T − S|1/2,
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and one also uses (20) to to bound the inner integral of I2 as∫
R+
PTT−U(X,Z)
2eaZdZ ≤ C(T − U)−1/2eaX .
Then one finally performs the integral over U on the respective domains, and one can
obtain that I1 + I2 ≤ Cn+1e2aXT (n+1)/2|T − S|1/2. Then one uses hypercontractivity
and sums over n (exactly as in the spatial case), to get that
E
[∣∣Z0(T,X)−Z0(S,X)∣∣p]1/p ≤ C(p, T )eaX |T − S|1/4.
Here C(p, T ) is an increasing function of T (same as before) so it can be bounded
from above on any compact set of (X,T )’s. This is enough to give Holder regularity
of 1/4−  in time, by Kolmogorov’s criterion. 
Next, we discuss the relationship of the Z we have constructed in Theorem 4.1 with
the Dirichlet-boundary (SHE).
Proposition 4.2. Any solution of the SPDE (23) must a.s. satisfy the following
relation for all T,X > 0
Z (T,X)
(
2Φ(X/
√
T )− 1) = ZDir(T,X)
where ZDir solves the Dirichlet-boundary (SHE) as in Definition 2....., with the same
initial data f .
Proof. One notes the following relation for X > 0, which is immediate from Definition
3.5:
(27) PTt (X, Y )
(
2Φ(X/
√
T )− 1) = {PDirt (X, Y )(2Φ(Y/√T − t)− 1), t < T
PDirT (X, Y ), t = T
.
So suppose Z solves (23), and define
A(X,T ) := Z (T,X)
(
2Φ(X/
√
T )− 1).
By multiplying both sides of (23) by 2Φ(X/
√
T ) − 1 and applying (27), one has the
relation
A(T,X) =
∫
R+
PDirT (X, Y )f(Y )dY +
∫ T
0
∫
R+
PDirT−S(X, Y )
[
Z (S, Y )
(
2Φ(Y/
√
S)− 1)]ξ(dY, dS)
=
∫
R+
PDirT (X, Y )f(Y )dY +
∫ T
0
∫
R+
PDirT−S(X, Y )A(S, Y )ξ(dY, dS),
so that A is indeed a mild solution to the Dirichlet-boundary (SHE). 
One thing we have not addressed is the uniqueness of solutions to the Dirichlet-
boundary (SHE) in some large-enough class of random space-time functions. This
can be obtained from Theorem 4.1 with minimal work, and with the same conditions
on the initial data f , one can in fact obtain existence/uniqueness in the space of
ξ-adapted space-time functions A satisfying supT≤τ, X≥0 E[A(T,X)2] <∞.
Corollary 4.3. Consider any solution ZDir of Dirichlet-boundary (SHE), started from
any initial data f satisfying the assumptions of theorem (4.1). Then almost surely, for
every T > 0 the limX→0
ZDir(T,X)
X
exists.
It is somewhat fascinating that we are able to obtain such a result via an intricate
probabilistic analysis of seemingly unrelated uniform random-walk measures!
30 POSITIVE RANDOM WALKS AND AN IDENTITY FOR HALF-SPACE SPDE’S
Proof. Consider the solution Z to (23) started from initial data f . By the preceding
Proposition, we can couple this with the solution to the Dirichlet-boundary (SHE) in
such a way so that
Z (X,T ) =
ZDir(T,X)
2Φ(X/
√
T )− 1
for all X > 0 and T ≥ 0. But we know that Z extends continuously to X = 0 by
Theorem 4.1, hence we know that
lim
X→0
ZDir(T,X)
2Φ(X/
√
T )− 1
exists, and since 2Φ(X/
√
T )−1 has nonzero derivative at X = 0, the claim follows. 
5. Convergence of the partition function to SHE
In this section we use a discrete chaos expansion together with the methods of [AKQ14a,
CSZ17a] and the heat kernel estimates of the previous sections in order to prove Theo-
rem 2.2. The first step (subsection 5.1) is to simplify the geometry of the region where
our directed polymer lives, and then (in subsection 5.2) we will prove the convergence
result in the simpler domain.
5.1. Reduction from octant to quadrant. In this subsection, we reduce the tech-
nicality of working with the partition function in an octant to working with it in a
quadrant, which simplifies many computations. The dichotomy here is that the quad-
rant has a simple geometry which makes polymer-convergence results of the desired
type quite straightforward; on the other hand, the octant has the advantage that one
has nice identities such as those of Corollary 2.4(3) which fail for a quadrant. Hence,
one viewpoint is simpler for technical computations while the other is well-adapted for
exact solvability. The results of this section are specific to the case of our positive ran-
dom walk measures; however, the general outline and arguments which will be given
may be easily modified for other random walk measures (such as the reflecting walk)
as long as the analogous heat kernel bounds hold. Thus, this section may prove useful
to other works of a similar flavor.
In what follows, we fix a sequence ωn = {ωni,j}i,j≥0 of i.i.d. random environments
with n ∈ N. As always, we denote by E (resp. P) the expectation (resp. probability)
with respect to the environment ωni,j and we denote by E
n
x (resp. P
n
x) the expectation
(resp. probability) with respect to the positive random walk measures of Section 3
(also mentioned briefly in Section 2, just before Proposition 3.4). Furthermore, Tn will
denote the first time that this random walk (Sn), started from x ≥ 0, hits the diagonal
line {(i, 2n− i) : i ≥ 0}.
Lemma 5.1. Let pNn (x, y) be the positive random walk transition probabilities defined
at the beginning of Section 3. Then there exist constants B,C,K > 0 such that for all
x, n, k ≥ 0 and a ≥ 0,∑
0≤i1<...<ik≤n
(x1,...,xk)∈Zk≥0
pni1(x, x1)
2pn−i1i2−i1(x1, x2)
2 · · · pn−ik−1ik−ik−1(xk−1, xk)2eaxk ≤ Beax+Ka
2nCknk/2/(k/2)!.
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Proof. By inducting (with respect to the variable k) on the bound in Proposition 3.9
(and noting that the constant there is independent of x, n,N,m), one sees that∑
(x1,...,xk)∈Zk≥0
pni1(x, x1)
2pn−i1i2−i1(x1, x2)
2 · · · pn−ik−1ik−ik−1(xk−1, xk)2eaxk
≤ Ckeax+Ka2n(i1 + 1)−1/2(i2 − i1 + 1)−1/2 · · · (ik − ik−1 + 1)−1/2.
Thus the desired sum is bounded above by
eax+Ka
2n
∑
1≤i1<...<ik≤n+1
i
−1/2
1 (i2 − i1)−1/2 · · · (ik − ik−1)−1/2.
Now one recognizes that
n−k/2
∑
1≤i1<...<ik≤n+1
i
−1/2
1 (i2 − i1)−1/2 · · · (ik − ik−1)−1/2
=
1
nk
∑
1≤i1<...<ik≤n+1
(i1
n
)−1/2(i2
n
− i1
n
)−1/2 · · · (ik
n
− ik−1
n
)−1/2
,
which (as a Riemann sum approximation) is bounded above by twice∫
0≤t1<...<tk≤1
t
−1/2
1 (t2 − t1)−1/2 · · · (tk − tk−1)−1/2dt1 · · · dtk ≤ B/(k/2)!,
where B > 0. Hence the lemma is proved. 
Lemma 5.2. Take a sequence ωn = {ωni,j} of random environments satisfying the
assumptions of ......... Furthermore, let {zn0 (x)}x≥0 be some sequence of non-negative
stochastic processes with the property that E[zn0 (x)2] ≤ Kean−1/2x for some constants
K, a which are independent of n and x. Then there exists a constant C such that for
all n, x ≥ 0 one has that
E
[
sup
0≤k≤n
Enx
[
zn0 (Sn)
k∏
i=0
(1 + n−1/4ωni,Si)
]2]
≤ Cean−1/2x.
Proof. First we fix some n ∈ N, and we note that the process
Mnk := E
n
x
[
zn0 (Sn)
k∏
i=1
(1 + n−1/4ωni,Si)
]
is a P-martingale in the k variable (with respect to the filtration (Fnk )k≥0, where Fnk
is generated by zn0 and {ωni,j}0≤j≤i≤k). Therefore by Doob’s inequality, it is clear that
E[sup0≤k≤n(Mnk )2] ≤ 4E[(Mnn )2]. This reduces our work to proving the claim without
the supremum inside the expectation (and replacing k by n in the product). To do
this, we set x0 := x and we write
E
[
Enx
[
zn0 (Sn)
n∏
i=1
(1 + n−1/4ωni,Si)
]2]
= E
[( n∑
k=1
n−k/4
∑
0≤i1<...<ik≤n
∑
x∈Zk+1≥0
zn0 (xk+1)
k∏
i=1
p
2n−ij−1
ij−ij−1 (xj−1, xj)ωijxj · p2n−ik2n−ik(xk, xk+1)
)2]
=
n∑
k=1
n−k/2
∑
0≤i1<...<ik≤n
∑
(x1,...,xk)∈Zk≥0
k∏
i=1
p
2n−ij−1
ij−ij−1 (xj−1, xj)
2
[ ∑
xk+1∈Z≥0
E[zn0 (xk+1)]p
2n−ik
2n−ik(xk, xk+1)
]2
.
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We know by assumption that E[zn0 (xk+1)2] ≤ ean−1/2xk+1 . By Jensen we then have that[ ∑
xk+1∈Z
E[zn0 (xk+1)]p
2n−ik
2n−ik(xk, xk+1)
]2
≤
∑
xk+1≥0
E[zn0 (xk+1)2]p
2n−ik
2n−ik(xk, xk+1) ≤ Cean
−1/2xk ,
where we applied Lemma 3.7 in the last bound. Thus we have
E
[
Enx
[ n∏
i=1
(1 + n−1/4ωni,Si)
]2]
≤
n∑
k=1
n−k/2
∑
0≤i1<...<ik≤n
∑
(x1,...,xk)∈Zk≥0
k∏
i=1
p
2n−ij−1
ij−ij−1 (xj−1, xj)
2ean
−1/2xk
≤
n∑
k=1
n−k/2BCkean
−1/2xnk/2/(k/2)!
≤ Bean−1/2x
∞∑
k=0
Ck/(k/2)!.
This completes the proof. 
The key estimate of this section is as follows:
Theorem 5.3 (Key estimate). Fix α ∈ (0, 1). Suppose that (zn0 (x))x∈Z≥0 is a family
of non-negative, continuous random processes. Assume that
• E[|zn0 (x) − zn0 (y)|p] ≤ Cn−p/4|x − y|p/2ean−1/2(x+y) for some constants C, a, p
independent of n, x, y. Further assume p > 2.
• with the same a, there exist square integrable random variables D(n) such that
supn E[D(n)2] <∞ and zn0 (x) ≤ D(n)ean−1/2x for all n, x almost surely.
• for each n, the process zn0 is independent of the environment {ωni,j}i,j≥0.
Define the “error” random variable
E(x, n) := sup
k∈[2n−nα,2n]
∣∣∣∣∣E2nx
[
zn0 (S2n)
2n∏
i=1
(
1 + n−1/4ωni,Si
)− zn0 (Sk) k∏
i=1
(
1 + n−1/4ωni,Si
)]∣∣∣∣∣.
Then supx≥0 e
−3an−1/2xE|E(x, n)| → 0 as n→∞.
Proof. By the triangle inequality, we have E(n) ≤ E1(n) + E2(n), where
E1(n) := sup
k∈[2n−nα,2n]
∣∣∣∣∣E2nx
[
zn0 (S2n)
( 2n∏
i=1
(
1 + n−1/4ωni,Si
)− k∏
i=1
(
1 + n−1/4ωni,Si
))]∣∣∣∣∣,
E2(n) := sup
k∈[2n−nα,2n]
∣∣∣∣∣E2nx
[(
zn0 (S2n)− zn0 (Sk)
) k∏
i=1
(
1 + n−1/4ωni,Si
)]∣∣∣∣∣.
We separately show that both of these satisfy the desired bound.
First we consider E1. For now let us fix some n ∈ N. Let us define a martingale
Mnk := E
2n
x
[
zn0 (S2n)
( 2n∏
i=2n−k
(1 + n−1/4ωni,Si) − 1
)]
.
This is a P-martingale in the k variable, for fixed n ∈ N (with respect to the filtration
(Fnk )k≥0, where Fnk is generated by zn0 and {ωni,j}0≤j≤i≤k). Consequently, Doob tells us
(28) E
∣∣ sup
k∈[0,nα]
Mk
∣∣2 ≤ 4E|Mnnα |2.
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Computing the right-hand side, one gets
E[(Mnnα)2] = E
[
E2nx
[
zn0 (S2n)
( 2n∏
i=2n−nα
(1 + n−1/4ωni,Si) − 1
)]2]
=
∑
1≤k≤nα
0≤i1<...<ik≤nα
(x1,...,xk)∈Zk≥0
n−k/2 · p2n2n−nα+i1(x, x1)2
k−1∏
j=1
p
nα−ij−1
ij−ij−1 (xj, xj+1)
2
[ ∑
xk+1∈Z≥0
pn
α−ik
nα−ik(xk, xk+1)E[z
n
0 (xk+1)]
]2
.
By Jensen we compute that[ ∑
xk+1∈Z≥0
pn
α−ik
nα−ik(xk, xk+1)E[z
n
0 (xk+1)]
]2
≤
∑
xk+1∈Z≥0
pn
α−ik
nα−ik(xk, xk+1)E[z
n
0 (xk+1)
2] ≤ Cean−1/2xk ,
where we used the given condition on z0 and Proposition 3.7 in the last inequality.
Combining this with the previous expression, we see that
E[(Mnnα)2] ≤
nα∑
k=1
n−k/2
∑
0≤i1<...<ik≤nα
(x1,...,xk)∈Zk≥0
p2n2n−nα+i1(x, x1)
2
k−1∏
j=1
p
nα−ij−1
ij−ij−1 (xj, xj+1)
2ean
−1/2xk .
By repeatedly applying Proposition 3.9, this is in turn bounded above by
nα∑
k=1
n−k/2Ckean
−1/2x
∑
1≤i1<...<ik≤nα+1
(2n− nα + i1)−1/2(i2 − i1)−1/2 · · · (ik − ik−1)−1/2.
We use the bound (2n − nα + i1)−1/2 ≤ n−1/2 and then (by viewing it as a Riemann
sum as we did in the proof of Lemma 5.1) the sum over i1 < ... < ik ≤ nα can be
bounded above by Cn(k+1)α/2/(k/2)!. Hence the entire sum is bounded above by
ean
−1/2x
nα∑
k=1
n−(1−α)k/2Ck/(k/2)! ≤ n−(1−α)/2ean−1/2x
∞∑
1
Ck/(k/2)! = Cean
−1/2xn−(1−α)/2,
which implies the desired result on I1.
Now we consider E2(n). Recall the given condition that E[|zn0 (x)−zn0 (y)|p] ≤ Cn−p/4|x−
y|p/2ean−1/2(x+y) Let γ := 1
2
− 1
p
. Define a “microscopic modulus of Holder continuity”
as follows:
C(M,n) := sup
x6=y
0≤x,y≤M
|zn0 (x)− zn0 (y)|
nγ/2|x− y|γ ,
then the given condition is enough to show (by a stronger form of Kolmogorov’s crite-
rion, see for instance the Garsia-Rodemich-Rumsey inequality) that supn E[C(M,n)2] ≤
Cean
−1/2M , for a constant C independent of M,a. With this in mind, we now bound E2.
Let us write zn0 (S2n) − zn0 (Sk) =: Ank and
∏k
i=1(1 + n
−1/4ωni,Si) =: B
n
k . Define the
σ-algebra Gk := σ(S1, ..., Sk) (note that Gk implicitly depends on x, n since the mea-
sures Pnx are varying). Then we may write
E2nx [A
n
kB
n
k ] = E
2n
x
[
E2nx [Ak | Gk] Bnk
]
.
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By the Markov property we see that E2nx [(z
n
0 (S2n) − zn0 (Sk)) | Gk] = f(Sk, 2n, n − k),
where f(x, n, i) := Eix[(z
n
0 (Si)− zn0 (x))]. Then we write
f(x, n, i) ≤ Eix[|zn0 (Si)− zn0 (x)| · 1{Si≥M+x}] + Eix[|zn0 (Si)− zn0 (x)| · 1{Si<M+x}].
Let us call the terms on the right side as I1(M,x, n, i), I2(M,x, n, i), respectively. We
will individually bound the expectation relevant to both of these, starting with I2.
Since Si < M + x implies that Si ∨ x ≤ Si + x ≤M + 2x, it is clear that
I2(M,x, n, i) ≤ C(M + 2x, n)Eix[n−α/2|Si − x|α] ≤ C(M + 2x, n)n−γ/2iγ/2.
The final bound is by Proposition A.10. Letting C(M) := supn E[C(M,n)2]1/2 (which
is bounded above by Cean
−1/2M as discussed above), we may conclude that
E
[
sup
k∈[2n−nα,2n]
E2nx
[
I2(M,Sk, 2n, n− k)Bnk
]]
≤ E
[
n−γ/2C(M + 2x, n) sup
k∈[2n−nα,2n]
(n− k)γ/2E2nx [Bnk ]
]
≤ n−γ/2E[C(M + 2x, n)2]1/2E
[
sup
k∈[2n−nα,2n]
(nα)γ/2E2nx [B
n
k ]
2
]1/2
≤ n−(1−α)γ/2C(M + 2x)E[ sup
k≤2n
E2nx [B
n
k ]
2]
≤ Cean−1/2(M+2x)n−(1−α)γ/2ean−1/2x.
In the last line, we applied Lemma 5.2 to conclude that E[supk≤2n E2nx [Bnk ]2] ≤ Ce−an−1/2x,
where C is independent of x, n,M . Next, we need to bound the same quantity with I2
replaced by I1. To bound I1, first note (by Cauchy-Schwarz and then the concentration
theorem) that
I1(M,x, n, i) ≤ D(n)Eix[(ean
−1/2x + ean
−1/2Si) · 1{Si>M+x}]
≤ D(n)Eix[(ean
−1/2x + ebn
−1/2Si)2]1/2Pix(Si > M + x)
1/2
≤ CD(n)ean−1/2xe−cM2/i,
where D(n) are the L2 random variables satisfying the conditions of the theorem
statement. Thus we find that
E
[
sup
k∈[2n−nα,2n]
E2nx
[
I2(M,Sk, 2n, n− k)Bnk
]]
≤ CE
[
D(n) sup
k∈[2n−nα,2n]
e−cM
2/(n−k)E2nx [e
an1/2SkBnk ]
]
≤ Ce−cM2/nαE[D(n)2]1/2E
[
sup
k≤n
E2nx [e
an1/2SkBnk ]
2
]
.
Now, ean
1/2Sk is a Pnx-submartingale by (52), thus we have
E2nx [e
an1/2SkBnk ] ≤ E2nx [E2nx [ean
1/2Sn|Gk]Bnk ] = E2nx [ean
1/2SnBnk ],
since Bnk is Gk measurable. This means that
E
[
sup
k≤n
E2nx [e
an1/2SkBnk ]
2
]
= E[E2nx [ean
1/2SnBnk ]
2] ≤ Cean−1/2x,
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where we used Lemma 5.2 in the last bound. Summarizing our progress so far, we
combine the bounds on I1 and I2 to see that
E|E2(n)| ≤ Cean−1/2(M+3x)n−(1−α)γ/2 + Ce−cM2/nαean−1/2x.
Take M =
√
n and multiply both sides by e−3an
1/2x; then let n → ∞ and the result
approaches 0. 
We will now prove that in our situation, the conditions of the preceding theorem
actually apply. First we have a lemma which will be useful in extracting the random
variables D(n) stated in the conditions of Theorem 5.3.
Lemma 5.4. Let (Xn)n≥0 be a non-negative L1 supermartingale. Then
P
(
sup
n
Xn > a
) ≤ E[X0]
a
.
Proof. We apply Doob-Meyer decomposition to write X = M − A, where M is a
martingale with M0 = X0, and A0 is a non-decreasing process with A0 = 0. Then M
is a positive martingale and X ≤M . Doob’s inequality then shows that
P
(
sup
n≤N
Xn > a
) ≤ P( sup
n≤N
Mn > a
) ≤ E[MN ]
a
=
E[M0]
a
.
Since M0 = X0, letting N →∞ gives the claim, because the right side does not depend
on N and the left side approaches P
(
supnXn > a
)
by monotone convergence. 
Proposition 5.5. For each n ∈ N, let {ωni0}i≥1 be a family of iid random variables
such that ωni0 has finite p
th moment, with p > 2. Also assume that 1+n−1/4ωni0 > 0 a.s.
and that supn E[|ωn10|p] < ∞. Furthermore, assume that E[ωni0] = µn−1/4 + o(n−1/4)
and var(ωni0) = σ
2 + o(1) as n → ∞. Define zn0 (x) :=
∏x
i=1(1 + n
−1/4ωni0). Then z
n
0
satisfies the conditions of the preceding theorem:
• E[|zn0 (x)− zn0 (y)|p] ≤ Cn−p/4|x− y|p/2ean−1/2(x+y) for some constants C, a inde-
pendent of n, x, y.
• with the same a, there exist square integrable random variables D(n) such that
supn E[D(n)2] <∞ and zn0 (x) ≤ D(n)ean−1/2x for all n, x almost surely.
Proof. Before proving either bullet point, we prove a preliminary bound which is useful.
Using |1 + n−1/4ωni0|p = 1 + pn−1/4ωni0 + 12(p2 − p)n−1/2(ωni0)2 + o(n−1/2) which has
expectation roughly 1+n−1/2(pµ+ p
2−p
2
σ2)+o(n−1/2) ≤ 1+an−1/2, (for some a = a(p)
we see that
E[zn0 (x)p] =
x∏
i=1
E[(1 + n−1/4ωni0)p] ≤ (1 + n−1/2a)x ≤ ean
−1/2x,(29)
since 1 + v ≤ ev. With this preliminary bound in mind, we proceed to the proof of
the first bullet point. It suffices to prove the claim when y = 0 (i.e., zn0 (y) = 1), by
independence of the multiplicative increments of zn0 . Let us begin by writing
E[|zn0 (x)− 1|p] ≤ 2p
(
E
[∣∣∣∣zn0 (x)− zn0 (x)E[zn0 (x)]
∣∣∣∣p]+ E[∣∣∣∣ zn0 (x)E[zn0 (x)] − 1
∣∣∣∣p]).
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Let us call these expectations on the right side as E1 and E2, respectively. We bound
each of these separately. For E1, one notes by using (29) that
E1 = E[zn0 (x)p]
∣∣∣∣1− 1E[zn0 (x)]
∣∣∣∣p ≤ ean−1/2x∣∣1− e−an1/2x∣∣p
≤ ean−1/2x(1− e−an−1/2x)2 ≤ ean−1/2x(an−1/2x)2 = aean−1/2xn−1x2,
where we used E[zn0 (x)] ≤ E[zn0 (x)p]1/p ≤ ean−1/2x (by (29)) in the first inequality, and
we used 1− e−v ≤ v in the third one. This already gives the desired bound on E1.
Now we bound E2. This is the difficult part, and one needs to somehow exploit can-
cellations which occur at the quadratic scale (e.g., via a Burkholder-type inequality).
To do this, first note that the process Mnx :=
zn0 (x)
E[zn0 (x)]
is a martingale in the x-variable
(for fixed n). Define ζni :=
1+n−1/4ωni0
E[1+n−1/4ωi0]
. Then Burkholder-Davis-Gundy says
E2 ≤ CE
[( x∑
i=1
(Mni −Mni−1)2
)p/2]
= CE
[( x∑
i=1
(ζn1 )
2 · · · (ζni−1)2(ζni − 1)2
)p/2]
(30)
Now, using the given conditions, |ζni − 1| is easily seen to be bounded above by
C(n−1/4|ωni0| + n−1/2), so the square is bounded by C(n−1/2(ωni0)2 + n−1). Writing
‖A‖2 := E[A2]1/2, we then notice by triangle inequality and independence of ζni that∥∥∥∥ x∑
1
(ζn1 )
2 · · · (ζni−1)2(ζni − 1)2
∥∥∥∥
p/2
≤ Cn−1/2
x∑
1
‖(ζn1 )2‖p/2 · · · ‖(ζni−1)2‖p/2‖(ωni0)2 + n−1/2‖p/2.
Now, it holds that ‖(ζn1 )2‖p/2 ≤ e2an−1/2/p, by (29) (with x = 1). Hence each term
of the sum may be bounded above by e2an
−1/2x/p. The contribution of the n−1/2 term
next to (ωni0)
2 is then seen to be negligible so we disregard it. Hence the the entire
sum may be bounded by Cn−1/2xe2an
−1/2x/p, which (combined with (30) and the fact
that ‖(ωni0)2‖p/2 is bounded independently of n by assumption) completes the proof.
Now we prove the second bullet point. Note that
zn0 (x)
p
E[zn0 (x)p]
is a positive martingale in the
x-variable (for fixed n). Let D(n) := supx≥0 z
n
0 (x)/E[zn0 (x)p]1/p. Then it is clear from
Lemma 5.4 that P(D(n)p > a) ≤ a−1, so that P(D(n) > a) ≤ a−p. If p > 2, then this
easily implies that supn E[D(n)2] <∞. But (29) tells us that E[zn0 (x)p]1/p ≤ Cean−1/2x
so we are done. 
Next, we finally, prove the octant-quadrant reduction theorem, i.e., that we can actu-
ally replace Tn with 2n as discussed in section 2.
Proposition 5.6 (Octant-Quadrant Reduction). Let ωni,j, E
n
x, Sn, and Tn be as defined
in Section 2. Let
E (x, n) := E2nx
[
zn0 (S2n)
2n∏
i=0
(1 + n−1/4ωˆiSi)
]
− E2nx
[
zn0 (STn)
Tn∏
i=0
(1 + n−1/4ωˆiSi)
]
.
Let xn be a sequence of non-negative integers such that xn ≤ Cn1/2 for some C > 0.
Then E (xn, n)→ 0 in probability.
Proof. First we will show that
∑
n P
2n
xn(Tn ≤ 2n− n2/3) <∞. By Borel-Cantelli, this
would imply that all P2nxn may be coupled onto the same probability space in such a
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way so that one almost surely has Tn > 2n− n2/3 for large enough n. Then the result
follows immediately by applying Theorem 5.3 with α = 2/3 (there is nothing special
about 2/3: one can take any α > 1/2).
To prove that
∑
n P
2n
xn(Tn ≤ 2n − n2/3) < ∞, one first notes that the event {Tn ≤
2n − n2/3} can only happen if supi≤n Si ≥ n2/3. But by the concentration (Theorem
A.8), we know that
P2nxn
(
sup
i≤n
Si ≥ n2/3
) ≤ Ce−c(n2/3−xn)2/n ≤ Ce−c(n2/3−Cn1/2)2/n ≤ Ce−c′n1/3 .
The right side is summable as a function of n, completing the proof. 
5.2. Convergence in a quadrant. With the reduction (Proposition 5.6) finished,
we may simply consider a modified partition function
Zk(n, x) := E
2n
x
[
zk0 (S2n)
2n−1∏
i=0
(1 + k−1/4ωkiSi)
]
=
2n∑
r=0
k−r/4
∑
0≤i1<...<ir<2n
(x1,...,xr+1)∈Zr≥0
r∏
i=1
p
2n−ij−1
ij−ij−1 (xj−1, xj)ω
n
ijxj
· (zn0 (xr+1)p2n−ir2n−ir(xr, xr+1)),(31)
with i0 := 0 and x0 := x. We are now going to show that the rescaled processes
(32) Zn(T,X) := Zn(nT, n
1/2X)
converge in law (as n → ∞, with respect to the topology of uniform convergence on
compact subsets of R+ × R+) to the solution of (23). The first step for doing this is
proving tightness in the appropriate Holder space.
Proposition 5.7 (Tightness). Let Zn be defined as in (32), and assume that (for
each k), the iid weights {ωkij}i,j have p0 > 8 moments, bounded independently of k.
Also let ‖X‖p := E[|X|p]1/p. Then for every p ∈ [1, p0], a ≥ 0, θ ∈ [0, 1), and compact
set K ⊂ [0,∞)2 there exists C = C(a, p, θ,K) > 0 such that one has the following
estimates uniformly over all pairs of space-time points (T,X), (S, Y ) ∈ K:
‖Zn(T,X)‖p ≤ C,(33)
‖Zn(T,X)−Zn(T, Y )‖p ≤ C|X − Y |θ/2,(34)
‖Zn(T,X)−Zn(S,X)‖p ≤ C|T − S|θ/4.(35)
In particular, the laws of the Zn are tight with respect to the topology of uniform
convergence on compact subsets of C(R+ × R+).
We remark that the restriction p ∈ [1, 8 + ] is only necessary to obtain tightness in
the Holder space. Using more elegant arguments, this may be extended to p0 ≥ 6
(see [AKQ14a, Appendix B]). The one-point convergence result will only require two
moments.
Proof. Note that the functions Zk defined in (31) satisfy the following recursion:
Zk(n+ 1, x) = p
n+1
1 (x, x+ 1)Zk(n, x+ 1) + p
n+1
1 (x, x− 1)Zk(n, x− 1)
+ k−1/4ωk(n+1)xZk(n, x).
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Iterating this equation n times and applying the semigroup property will give a
Duhamel-form (mild) equation for Zk, namely
(36) Zk(n, x) =
∑
y≥0
pnn(x, y)z
k
0 (y) + k
−1/4
n∑
i=1
∑
y≥0
pnn−i(x, y)Zk(i, y)ω
k
iy.
Define the martingale Mr(x, n, k) := k
−1/4∑r−1
i=0
∑
y≥0 p
n
n−i(x, y)Zk(i, y)ω
k
(i+1)y. This is
a martingale in the r-variable (for fixed x, n, k), with respect to the filtration Fkr :=
σ({ωkij}0≤i≤r;j≥0). This is because Zk(i, y) is Fkr -measurable, and Fkr is independent
of the mean-zero random variables ωk(r+1)y with y ≥ 0. Applying Burkholder-Davis-
Gundy to Mr(x, n, k) shows that
‖Mr(x, n, k)‖2p ≤ C
∥∥∥∥k−1/2 r−1∑
i=0
[∑
y≥0
pnn−i(x, y)Zk(i, y)ω
k
(i+1)y
]2∥∥∥∥
p/2
≤ Ck−1/2
r−1∑
i=0
∥∥∥∥∑
y≥0
pnn−i(x, y)Zk(i, y)ω
k
(i+1)y
∥∥∥∥2
p
.(37)
Next, we notice that since the ωk(i+1)y are independent of Zk(i, y), another application of
Burkholder-Davis-Gundy (or in this case, its more elementary version for independent
sums, the Marcinkiewicz-Zygmund inequality) shows that
(38)
∥∥∥∥∑
y≥0
pnn−i(x, y)Zk(i, y)ω
k
(i+1)y
∥∥∥∥2
p
≤ C
∑
y≥0
pnn−i(x, y)
2‖Zk(i, y)‖2p‖ωk(i+1)y‖2p,
Since p ≤ p0 and the pth0 moments of ωkiy are bounded independently of k, i, y it follows
that ‖ωk(i+1)y‖2p may be absorbed into the constant. Combining (36),(37),(38), one finds
that
(39)
‖Zk(n, x)‖2p ≤ C
(∑
y≥0
pnn(x, y)‖zk0 (y)‖p
)2
+ Ck−1/2
n−1∑
i=0
∑
y≥0
pni (x, y)
2‖Zk(n− i, y)‖2p.
Now, we note that ‖zk0 (y)‖p ≤ eak−1/2y by (29). Hence,
∑
y p
n
n(x, y)‖zk0 (y)‖p may be
bounded above by Ceak
−1/2x+Ka2k−1n, by Proposition 3.7. After this, we set x0 := x
and i0 := 0 and we iterate (39). Then we get
‖Zk(n, x)‖2p ≤ C
n∑
r=0
k−r/2
∑
0≤i1<...<ir<n
(x1,...,xr)∈Z≥0
r∏
j=1
p
n−ij
n−ij−1(xi−1, xi)
2 · eak−1/2xr+Ka2n/k
Lemma 5.1≤ Ceak−1/2x+Ka2n/k
n∑
r=0
Ckk−r/2nr/2/(r/2)!
≤ Ceak−1/2x+Bn/k,(40)
where B is a large constant. Now replace x by n1/2X, n by nT , and k by n. This
will give ‖Zn(T,X)‖2p ≤ CeaX+BT . But eaX+BT can be bounded from above on any
compact set, proving (33).
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Now we will prove (34). By applying Burkholder-Davis-Gundy (twice) in the same
way which was used in proving (39), one sees that
‖Zk(n, x)− Zk(n, y)‖2p ≤ C
∥∥∥∥∑
w≥0
(
pnn(x,w)− pnn(y, w)
)
zk0 (w)
∥∥∥∥2
p
+ Ck−1/2
n−1∑
i=0
∑
w≥0
(
pnn−i(x,w)− pnn−i(y, w)
)2‖Zk(i, w)‖2p.(41)
We will bound the first term using the coupling lemma. Specifically, let P (and its
expectation operator E) denote a coupling of Enx and E
n
y as in Proposition A.5, and
let (Sx, Sy) be the associated coordinate process. Recall from Proposition 5.5 that
E[(zk0 (x)− zk0 (y))4] ≤ Ck−1|x− y|2eak−1/2(x+y) for some constants C, a independent of
n, x, y. Then by independence of zk0 and S, one may apply Minkowski and Jensen to
commute the respective expectations and obtain∥∥∥∥∑
w≥0
(
pnn(x,w)− pnn(y, w)
)
zk0 (w)
∥∥∥∥2
p
=
∥∥Enx[zk0 (Sn)]− Eny [zk0 (Sn)]∥∥2p
=
∥∥E[zk0 (Sxn)− zk0 (Syn)]∥∥2p ≤ E[∥∥zk0 (Sxn)− zk0 (Syn)‖2p]
≤ CE[k−1/2|Sxn − Syn|eak−1/2(Sxn+Syn)] ≤ Ck−1/2|x− y|Enx[e2ak−1/2Sn ]1/2Eny [e2ak−1/2Sn ]1/2
Prop. 3.7
≤ Ck−1/2|x− y|eak−1/2(x+y),
where we noted that ec + ed ≤ 2ec+d. Next, we geometrically interpolate (i.e., c ∧ d ≤
cθd1−θ for θ ∈ [0, 1]) between the bound of Proposition 3.9 and that of (13) (with p = 2
for both). This will yield the following for all α ≥ 0:
(42)
∑
z≥0
(
pNn (x, z)− pNn (y, z)
)2
eαz ≤ Ceα(x+y)+Kα2n(n− 12− 12 θ + αθn− 12 )|x− y|θ
Using these bounds and using equation (41) in macroscopic coordinates, we will obtain:
‖Zk(n, x)− Zk(n, y)‖2p
≤ Ck−1/2|x− y|eak−1/2(x+y) + Ck−1/2
n−1∑
i=0
∑
w≥0
(
pnn−i(x,w)− pnn−i(y, w)
)2‖Zk(i, w)‖2p
(40)
≤ Ck−1/2|x− y|eak−1/2(x+y) + Ck−1/2
n∑
i=1
∑
w≥0
(
pnn−i(x,w)− pnn−i(y, w)
)2
Ceak
−1/2w+Bi/k
(42)
≤ Ck−1/2|x− y|eak−1/2(x+y)
+ Ck−1/2
n∑
i=1
eak
−1/2(x+y)[(n− i)− 12− 12 θ + aθk−θ/2(n− i)−1/2]|x− y|θeBn/k
≤ Ck−1/2|x− y|eak−1/2(x+y) + C(n 12− 12 θ + k−θ/2n1/2)k−1/2eak−1/2(x+y)|x− y|θeBn/k.
(43)
In the last line, we used the bound
∑
i(n − i)−
1
2
− 1
2
θ ≤ Cn 12− 12 θ for θ < 1. Now we
convert to macroscopic coordinates (k → n; n→ nT ; x→ n1/2X; y → n1/2Y ), to get
‖Zn(T,X)−Zn(T, Y )‖2p ≤ Ce2a(X+Y )
(|X − Y |+ (T 12− 12 θ + T 1/2)|X − Y |θ)eBT .
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On any compact set |X − Y | may be bounded by C|X − Y |θ (since θ < 1).Similarly,
we can also absorb (1 + T
1
2
− 1
2
θ + T 1/2)e2a(X+Y )+BT into the constant, proving (34).
Now we will prove (35). Let m ≤ n. For this, one writes
Zk(n, x) =
∑
y≥0
pnn−m(x, y)Zk(m, y) + k
−1/4
n−m∑
i=1
∑
y≥0
pnn−m−i(x, y)Zk(i+m, y)ω
k
(i+m)y.
Again imitating the proof of (39) and using the fact that pnn−m(x, ·) is a probability
measure (then applying Jensen), one sees
‖Zk(n, x)− Zk(m,x)‖2p ≤ C
∑
y≥0
pnn−m(x, y)‖Zk(m, y)− Zk(m,x)‖2p
+ Ck−1/2
n−m∑
i=1
∑
y≥0
pnn−m−i(x, y)
2‖Zk(i+m, y)‖2p.
Let us call the sums on the right side S1(m,n, k, x), S2(m,n, k, x), respectively. We
bound these separately. We first compute that∑
y≥0
pNn (x, y)|x− y|θea(x+y) = ENx [|Sn − x|θea(Sn+x)]
≤ ENx [|Sn − x|2θ]1/2ENx [e2a(Sn+x)]1/2 ≤ Cnθ/2e2ax+Ka
2n,
where the last inequality follows from Propositions A.10 and 3.7. Using this and (43)
we see that
S1 ≤ C
∑
y≥0
pnn−m(x, y) ·
[
k−1/2|x− y|eak−1/2(x+y)
+ C(m
1
2
− 1
2
θ + k−θ/2m1/2)k−1/2eak
−1/2(x+y)|x− y|θeBm/k]
≤ Ck−1/2(n−m)1/2e2ak−1/2x+Ka2n/k
+ C(m
1
2
− 1
2
θ + k−θ/2m1/2)k−1/2eBm/k(n−m)θ/2e2ak−1/2x+Ka2n/k.
Next, to bound S2, we are going to use (40) with Proposition (3.7) and we obtain
S2 ≤ Ck−1/4
n−m∑
i=1
∑
y≥0
pnn−m−i(x, y)
2eak
−1/2y+B(i+m)/k
≤ Ck−1/2
n−m∑
i=1
(n−m− i)−1/2eak−1/2x+Bn/k
≤ Ck−1/2(n−m)1/2eak−1/2x+Bn/k.
Combining the bounds for S1, S2 and then converting to macroscopic coordinates (n→
nT ;m→ nS; k → n;x→ n−1/2X) will yield the following bound:
‖Zn(T,X)−Zn(S,X)‖2p ≤ C(|T − S|1/2 + (S
1
2
− 1
2
θ + S1/2)|T − S|θ/2)e2aX+B′T ,
where B′ is a large constant depending on a2 and B. Since |T − S|1/2 ≤ C|T − S|θ/2
on compact sets and since (1 +S
1
2
− 1
2
θ +S1/2)e2aX+B
′T may be bounded from above on
compact sets, this finishes the proof of (35).
Now we need to argue tightness from these estimates. This is a direct corollary of
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the Kolmogorov continuity criterion (two-parameter version), Prokhorov’s theorem,
and the Arzela-Ascoli Theorem. 
Now that we proved tightness, we only need to obtain convergence of finite-dimensional
marginals of Zn to those of SPDE (23). Thanks to the Cramer-Wold device (and lin-
earity of integration with respect to space-time white noise) this will not be any more
difficult than just proving convergence of one-point marginals. This can actually be
done by using the convergence result (Proposition 3.13) together with the machinery
developed in the papers [AKQ14a, CSZ17a].
Specifically, we will use [CSZ17a, Theorem 2.3], which in turn was inspired by the
results of [AKQ14a, Section 4]. We state this result in a version which is adapted
to our own context. Throughout, we will fix T > 0 and we will denote ∆k(T ) :=
{(t1, ..., tk) : 0 < t1 < ... < tk < Tn, ti ∈ R}. Also denote by ∆nk(T ) := {( t1n , ..., tkn ) :
0 < t1 < ... < tk < Tn, ti ∈ Z}, and let (Rd)n := (n−1/2Z)d. Then define
Lnk := ∆nk(T )× (Rk)n,
and we equip Lnk with σ-finite the measure which assigns mass n−3/2 = n−1 · n−1/2 to
each distinct space-time point ( t
n
, x√
n
). We denote by L2(Lnk) the L2 space associated
to this measure.
Theorem 5.8 (CSZ17a, Theorem 2.3). For each n ∈ N, let {ωni,j}i,j≥0 be a family of
random weights with mean zero and var(ωni,j) = σ
2 + o(1) (as n→∞). Let {F nk }n,k∈N
be a family of functions, defined on Lnk . Suppose that Fk : ∆k(T ) × Rk → R be a
family of continuous functions such that that ‖F nk − Fk‖L2(Lnk ) → 0 as n → ∞, for
every k ∈ N. Furthermore, assume that
sup
n
∑
k≥0
‖F nk ‖2L2(Lnk ) <∞.
Then define random variables
Xn :=
∑
k≥0
n−3k/4
∑
(~t,~x)∈Lnk
F nk (~t, ~x)ωi1x1 · · ·ωikxk .
Then Xn converges in distribution as n→∞ to the random variable∫
∆k(T )
∫
Rk+
Fk(t1, ..., tk;x1, ..., xk)ξ(dx1dt1) · · · ξ(dxndtn),
where ξ is a space-time white noise on R+ × R.
With this in place, we are now ready to prove Theorem 2.2.
Proof of Theorem 2.2. Using the discussion at the end of Section 2, we know that
zn0 (n
1/2X) converges to a geometric Brownian motion with drift, specifically eBX−(A+1/2)X .
We exploit Skorohod’s lemma to couple all of the zn0 onto the same probability space
in such a way so that this convergence occurs almost surely.
Fix x, t > 0. In our case, we set
F nk (t1, ..., tk;x1, ..., xk) :=
∑
xk∈n−1/2Z≥0
zn0 (n
1/2xk)
n∏
i=1
Pn(tj − tj−1, T − tj−1;xk−1;xk),
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Fk(t1, ..., tk;x1, ..., xk) :=
∫
R+
eBxk−(A+1/2)xk
n∏
i=1
P(tj − tj−1, T − tj−1;xk−1;xk) dxk,
where Pn was defined in Proposition 3.13 and where (x0, t0) := (x, t). The condition
that
sup
n
∑
k≥0
‖F nk ‖2L2(Lnk ) <∞,
follows quite simply from Lemma 5.1. Also the condition that ‖F nk − Fk‖L2(Lnk ) → 0
as n→∞, follows by inducting on the last statement in Proposition 3.13.
By Theorem 5.8, we conclude that the one-point marginals of Zn converge to those of
the solution of (23). The proof for multi-point is similar, but one defines a new family
F˜ nk by taking linear combinations of the F
n
k which are defined above, then one applies
the Cramer-Wold device to make the conclusion.
The only thing which has not been explained is the normalization
(
2Φ
(
X+n−1/2√
T
)−1)−1
which appears in Theorem 2.2. This may be viewed as a simple consequence of the
fact that (by the local central limit theorem), the asymptotic mass of the measures
µnT
n1/2X
appearing in Theorem 2.5 is equal to 2Φ
(
X+n−1/2√
T
)− 1 + o(n−1/2). 
Appendix A. A priori estimates and concentration of measure
The purpose of this appendix is to gather estimates for the simple symmetric random
conditioned to stay positive. The results are somewhat standard and the literature
on such measures is extensive [Ig74, Bol76, Car05, CC08, DIM77] etc., but we will
only give a brief exposition of those selected estimates which apply to our result in
the nearest-neighbor case (which we could not find in the above references). For com-
pleteness, we provide elementary proofs which are specialized to our particular case of
nearest-neighbor jumps, but some of the results below have generalizations which can
be found in those references.
The main goal of this appendix will be to prove a powerful concentration inequal-
ity for the positive random walk measures Pnx defined above, more specifically, we will
show that
Pnx
(
sup
k
|Sk − x| > u
) ≤ Ce−cu2/n,
where C, c are independent of n, x. This will in turn allow us to prove various Lp
moment bounds (to be used later in Section 5) and derive a Donsker principle. The
methods used in proving these results will be coupling arguments and martingale
techniques, many of which will be very useful in and of themselves. More specifically,
the main key will be to notice that for fixed n ∈ N, the process
Mnk :=
Sk + 1
ψ(Sk, n− k) , 0 ≤ k ≤ n,
is a Pnx-martingale with respect to the k-variable. Furthermore, we will see that it has
bounded increments. First we state a few preliminary lemmas.
Lemma A.1. Let b ≥ 0. There exists a constant C = C(b) > 0 such that for all n ≥ 0
and all x, y, z ≥ 0 one has
p(1/2)n (x, y) ≤ C
[
1√
n+ 1
∧ x+ 1
n+ 1
]
e−bn
−1/2|x−y|.
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]
|z − y|e−bn−1/2
(
|x−y|∧|x−z|
)
.
Proof. The proof given here is inspired by the methods of [DT16, Appendix A].
Let us start with the first bound. Note that it suffices to prove the bound for
y ≥ x. Indeed, if x ≥ y, then by symmetry one has that p(1/2)n (x, y) = p(1/2)n (y, x) ≤
C y+1
n+1
e−b|x−y|n
−1/2 ≤ C x+1
n+1
e−b|x−y|n
−1/2
.
Let pn(x) denote the standard discrete heat kernel on Z. One first notes that for
z ∈ C one has that ∑x∈Z pn(x)zx = 2−n(z + z−1)n. Letting C denote the unit circle
oriented counterclockwise, Cauchy’s integral formula says
pn(x) =
1
2pii
∮
C
z−x−12−n(z + z−1)ndz.
Since the integrand is analytic away from the origin, one may deform the contour
without changing the value. Specifically, we will expand the radius of the circle to
ebn
−1/2
. Parametrizing this as z = ebn
−1/2
eit, one finds that
(44) pn(x) =
1
2pi
∫ pi
−pi
e−xbn
−1/2
e−itx
[
cosh(b/
√
n) cos t+ i sinh(b/
√
n) sin t
]n
dt.
Now, by Taylor expanding sinh and cosh, the key observation is that
fn(t) : =
∣∣∣∣ cosh(b/√n) cos t+ i sinh(b/√n) sin t∣∣∣∣n
=
[
cosh2(b/
√
n) cos2 t+ sinh2(b/
√
n) sin2 t
]n/2
=
[(
1 + b2/(2n) +O(n−2)
)
cos2 t+
(
b2/n+O(n−2)
)
sin2 t
]n/2
≤
[
cos2 t+
b2
n
+O(n−2)
]n/2
,
where the O(n−2) terms denote quantities which are uniformly bounded above by
ebb4n−2). Since n−2 decays faster than n−1, this means that the last expression is
bounded above by
[
cos2 t + Cn−1
]n/2
, where C = C(b). Now, for t ∈ [−pi/2, pi/2], it
holds that
(45)
[
cos2 t+ Cn−1
]n/2 ≤ {[1 + C/n]n ≤ eC , |t| ≤ C/√n
2−n, |t| ≥ C/√n .
Indeed, these bounds follow from the observation that cos t looks like 1 − t2/2 near
t = 0, and therefore the quantity on the left side decays exponentially fast (as n→∞)
uniformly outside of a Cn−1/2-window of the origin (C may need to be large).
Because the left side of (45) is an upper bound for fn(t), it easily follows from (45) that∫ pi/2
−pi/2 fn(t)dt ≤ Cn−1/2 and
∫ pi/2
−pi/2 |t|fn(t) ≤ Cn−1. With this in mind, we compute via
(44) that
(46) pn(y−x)−pn(y+x+2) ≤ 1
2pi
∫ pi
−pi
∣∣e−(y−x)(bn−1/2+it)−e−(y+x+2)(bn−1/2+it)∣∣fn(t)dt.
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Thanks to the absolute value and the trigonometric nature of the integrand, we may
replace the integral over [−pi, pi] with twice the integral over [−pi/2, pi/2]. Furthermore,
using |eis − 1| ≤ |s| one computes that∣∣e−(y−x)(bn−1/2+it) − e−(y+x+2)(bn−1/2+it)∣∣ = ∣∣e−(y−x)bn−1/2e−(y−x)it(1− e−2(x+1)(bn−1/2+it))∣∣
= e−(y−x)bn
−1/2∣∣1− e−2(x+1)(bn−1/2+it)∣∣
≤ e−(y−x)bn−1/2∣∣1− e−2(x+1)bn−1/2∣∣+ e−(y+x+2)bn−1/2∣∣1− e−2(x+1)it∣∣
≤ 2be−(y−x)bn−1/2 x+ 1
n1/2
+ 2e−(y+x+2)bn
−1/2
(x+ 1)|t|.(47)
Now we note that e−(y+x+2)bn
−1/2 ≤ e−(y−x)bn−1/2 since x, y ≥ 0. Combining (46) and
(47), together with the fact that
∫ pi/2
−pi/2 fn(t)dt ≤ Cn−1/2 and
∫ pi/2
−pi/2 |t|fn(t)dt ≤ Cn−1,
proves that for y ≥ x one has p(1/2)n (x, y) ≤ C x+1n+1e−bn
−1/2(y−x), as desired. In order
to obtain the other bound p
(1/2)
n (x, y) ≤ 1√n+1e−bn
−1/2|x−y|, one replaces (47) with the
easier bound ∣∣e−(y−x)(bn−1/2+it) − e−(y+x+2)(bn−1/2+it)∣∣ ≤ 2e−bn1/2|x−y|,
where we used the triangle inequality and the fact that |eis| ≤ 1. Then one uses (46)
and the fact that
∫
fn ≤ Cn−1/2. This completes the proof of the first bound.
Now we prove the second bound stated in the proposition. For this, one uses the
same arguments, but one needs to replace (47) with the approptiate bound. Specifi-
cally, we need to consider
e−(y−x)(bn
−1/2+it) − e−(y+x+2)(bn−1/2+it) − (e−(z−x)(bn−1/2+it) − e−(z+x+2)(bn−1/2+it)).
We write this as
g(y − x)− g(y + x+ 2)− g(z − x) + g(z + x+ 2) =
∫ y+x+2
y−x
∫ v+z−y
v
g′′(u)dudv,
where g(u) = e−u(bn
−1/2+it). So one computes g′′(u) = (bn−1/2 + it)2g(u). Now, for u in
the relevant range, it is clear that |g(u)| = e−bn−1/2u ≤ e−bn−1/2(|z−x|∧|y−x|). Hence
|g′′(u)| = |bn−1/2 + it|2|g(u)| ≤ (2b2n−1 + 2t2)e−bn−1/2(|z−x|∧|y−x|),
where we used |p + q|2 ≤ 2|p|2 + 2|q|2. Combining the previous two expressions, we
find that ∣∣g(y − x)− g(y + x+ 2)− g(z − x) + g(z + x+ 2)∣∣
≤ 2(x+ 1)|z − y|(2b2n−1 + 2t2)e−bn−1/2(|z−x|∧|y−x|).
Now multiplying by fn(t) and integrating over [−pi, pi], we finally obtain
|p(1/2)n (x, y)− p(1/2)n (x, z)| ≤ C(b)(x+ 1)|z − y|e−bn
−1/2(|z−x|∧|y−x|)
∫ pi
−pi
(n−1 + t2)fn(t)dt
≤ C(x+ 1)|y − z|(n+ 1)−3/2,
where we use the bound (45) for fn(t) in the last inequality. This already proves one
part of the second bound, namely |p(1/2)n (x, y)−p(1/2)n (x, z)| ≤ C|y−z|(x+1)(n+1)3/2 e−bn
−1/2(|z−x|∧|y−x|).
For the other bound p
(1/2)
n (x, y) ≤ C|y−z|n+1 e−bn
−1/2(|z−x|∧|y−x|), we simply note that
|g(y − x)− g(y + x+ 2)− g(z − x) + g(z + x+ 2)|
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≤ |g(y − x)− g(z − x)|+ |g(y + x+ 2)− g(z + x+ 2)|
≤
∫ z−x
y−x
|g′(u)|du+
∫ z+x+2
y+x+2
|g′(u)|du,
and then we apply similar arguments as before, noting |g′(u)| ≤ |bn−1/2 + it||g(u)|. 
Lemma A.2. Let ψ(x,N) be as in Definition 3.3. Then there exists a constant C > 0
such that for all x,N ≥ 0 one has
x+ 1
x+ 1 + C
√
N
≤ ψ(x,N) ≤ 1 ∧
(
C(x+ 1)√
N
)
.
Furthermore, for each x ≥ 0 one has that
lim
N→∞
√
Nψ(x,N) = (x+ 1)
√
2/pi.
Note that this already proves Theorem 2.5(3). Furthermore, note that the upper and
lower bound on ψ is strong enough to give an upper and lower envelope on ψ, i.e.,
C−1
x+ 1
x+ 1 +
√
N
≤ ψ(x,N) ≤ C x+ 1
x+ 1 +
√
N
.
This is because 1 ∧ w ≤ 2w
1+w
. We now proceed to the proof.
Proof. First we prove the upper bound. Let pN denote the standard heat kernel on
the whole line Z. Since pN is symmetric and sums to 1, it holds that
ψ(x,N)
def
=
∑
y≥0
(
pN(x− y)− pN(x+ y + 2)
)
= pN(x+ 1) + pN(0) + 2
∑
1≤u≤x
pN(u).
Now, we use the simple bound pN ≤ CN−1/2 to see that the right side of the last
expression is bounded above by 2C(x+ 1)N−1/2. On the other hand, it is obvious that
ψ(x,N) ≤ 1 for all x,N . So, we obtained the desired upper bound.
Next, we prove the lower bound. We consider two different cases: x ≤ √N and
x >
√
N .
First we consider the case x >
√
N . One may apply Hoeffding’s inequality for the
simple random walk to deduce that
ψ(x,N) = pN(x+ 1) + pN(0) + 2
∑
1≤u≤x
pN(u) ≥
∑
−x≤u≤x
pN(u) ≥ 1− 2e−2(x+1)2/N .
Now set q := 2(x+1)
2
N
. Then q ≥ 2, so 2(q + 2) ≤ 2eq, and thus 1
1−2e−q ≤ 1 + 2q . This
means that ψ(x,N)−1 ≤ 1+ 2N
(x+1)2
. But since x+1 ≥ √N , it follows that N
(x+1)2
≤
√
N
x+1
.
Hence we obtain ψ(x,N) ≥ x+1
x+1+2
√
N
, whenever x >
√
N .
Now we consider the case x ≤ √N . For u ≤ x, the local central limit theorem
tells us that pN(u) ≥ c√N e−2u
2/n ≥ c√
N
e−2, and hence
ψ(x,N) = pN(x+ 1) + pN(0) + 2
∑
1≤u≤x
pN(u) ≥
∑
0≤u≤x
pN(u) ≥ ce
−2
√
N
(x+ 1).
Now one simply notes that ce
−2√
N
≥ 1
x+1+c−1e2
√
N
. This completes the proof of the lower
bound.
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Finally, we prove the last statement about the limit. For this, let us write
ψ(x,N) = pN(x+ 1) + pN(0) + 2
∑
1≤u≤x
pN(u)
The local limit theorem tells us that for each u, the quantity
√
NpN(u) oscillates back
and forth between
√
2/pi and zero (depending on the parity of N) as N becomes large.
This already implies that N1/2 times the right side converges to
(
1 + x
)√
2/pi. 
Lemma A.3. Let (ax)x≥0 be a sequence of non-negative numbers such that
ax ≤ ax+1, ax+2 − ax+1 ≤ ax+1 − ax, for all x ≥ 0.
Then for all x ≥ 0 and k ≥ 0, one has that
ax
ax+k
≤ ax+1
ax+k+1
.
Proof. It suffices to prove the claim when k = 1, because then one has that
ax
ax+k
=
k−1∏
j=0
ax+j
ax+j+1
≤
k−1∏
j=0
ax+j+1
ax+j+2
=
ax+1
ax+k+1
.
To prove the claim for k = 1, one uses the mean value theorem to extract u ∈ [ax, ax+1]
and v ∈ [ax+1, ax+2] such that
log ax+1 − log ax = 1
u
(ax+1 − ax), log ax+2 − log ax+1 = 1
v
(ax+2 − ax+1).
Then clearly 1
v
≤ 1
u
, and by hypothesis, it is also true that ax+2 − ax+1 ≤ ax+1 − ax.
So we conclude that log ax+2 − log ax+1 ≤ log ax+1 − log ax. 
Lemma A.4 (Monotonicity). Fix n ∈ N. Then ψ(x, n) is an increasing function of
x. Thus, pn1 (x, x+ 1) ≥ 1/2 ≥ pn1 (x, x− 1) for all x, n ≥ 0. Furthermore, pn1 (x, x+ 1)
is a decreasing function of x, and pn1 (x, x− 1) is an increasing function of x.
Proof. As in the proof of Lemma A.2, we write
ψ(x, n) = pn(0) + pn(x+ 1) + 2
x∑
y=1
pn(y).
Consequently, it holds that
(48) ψ(x+ 1, n)− ψ(x, n) = pn(x+ 1) + pn(x+ 2),
and the right side is clearly non-negative, which proves the first statement. For the
second statement, we just note that
pn1 (x, x+ 1) =
ψ(x+ 1, n− 1)
2ψ(x, n)
≥ ψ(x− 1, n− 1)
2ψ(x, n)
= pn1 (x, x− 1).
To prove the final statement, we note that pn is a non-increasing function of |x|, and
thus the right side of (48) is also a non-increasing function of x. Thus we may apply
Lemma A.3 with k = 2 and ax = ψ(x, n), to conclude that
ψ(x,n)
ψ(x+2,n)
is an increasing
function of x. Now we write
1
pn1 (x, x+ 1)
= 2
ψ(x, n)
ψ(x+ 1, n− 1) = 1 +
ψ(x− 1, n− 1)
ψ(x+ 1, n− 1) ,
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where we use the relation ψ(x, n) = 1
2
ψ(x + 1, n − 1) + 1
2
ψ(x − 1, n − 1). By the
discussion of the previous paragraph, the right side is an increasing function of x, and
so pn1 (x, x + 1) is a decreasing function of x. Finally, this implies that p
n
1 (x, x − 1) =
1− pn1 (x, x+ 1) is an increasing function of x. 
Proposition A.5 (Coupling Lemma for Positive Walks). Fix n ∈ N and x ≥ 0.
There exists a coupling Qnx,x+1 of the measures P
n
x and P
n
x+1 which is supported on
pairs (s, s′) of paths such that |si+1− si| = 1 for all i ≤ n. In other words, the positive
walks started from x and x + 1 may be coupled in such a way so that their distance
from each other is never greater than 1.
More generally, for fixed n ∈ N, the measures {Pnx}x≥0 may all be coupled together
in such a way that the coordinate processes associated to neighboring values of x are
never more than distance 1 from each other.
The reason why this result is non-trivial is because of the lack of spatial and temporal
homogeneity of these positive walks. The analogous result for the simple symmetric
random walk on Z is completely trivial.
Proof. Let {Ui}ni=1 be a sequence of iid uniform[0, 1] random variables. We make an
inductive construction as follows. Let S0 = x and S
′
0 = x+ 1.
Suppose that S0, ..., Sk and S
′
0, ..., S
′
k have been constructed in such a way that |Si −
S ′i| = 1 for all k. If S ′k = Sk + 1, we define
(Sk+1, S
′
k+1) :=

(Sk − 1, S ′k − 1), Uk+1 > pn−k1 (Sk, Sk + 1)
(Sk + 1, S
′
k − 1), pn−k1 (Sk, Sk + 1) > Uk+1 > pn−k1 (S ′k, S ′k + 1)
(Sk + 1, S
′
k + 1), Uk+1 < p
n−k
1 (S
′
k, S
′
k + 1)
.
We know by lemma A.4 that one of these cases must hold. Similarly, if S ′k = Sk − 1,
then we define
(Sk+1, S
′
k+1) :=

(Sk − 1, S ′k − 1), Uk+1 > pn−k1 (S ′k, S ′k + 1)
(Sk − 1, S ′k + 1), pn−k1 (S ′k, S ′k + 1) > Uk+1 > pn−k1 (Sk, Sk + 1)
(Sk + 1, S
′
k + 1), Uk+1 < p
n−k
1 (Sk, Sk + 1)
.
Lemma A.4 again shows that one of these cases must hold. This completes the induc-
tive step.
A close look at this construction reveals that for x1, ..., xn ≥ 0 one has
P (S1 = x1, S2 = x2, ..., Sn = xn) = p
n
1 (x, x1)
n−1∏
j=1
pn−j1 (xj, xj+1),
P (S ′1 = x1, S
′
2 = x2, ..., S
′
n = xn) = p1(x+ 1, x1)
n−1∏
j=0
pn−j1 (xj, xj+1).
By Proposition 3.4, S is distributed as Pnx and S
′ is distributed as Pnx+1.
The proof of the more general statement is very similar. One simply uses a uniform
coupling together with the monotonicity lemma, and the argument is a straightforward
generalization of the one given above (for just two values of x). 
48 POSITIVE RANDOM WALKS AND AN IDENTITY FOR HALF-SPACE SPDE’S
Proposition A.6 (Martingales for Positive Walks). Fix x, n, k ≥ 0, with k ≤ n. Let
S be distributed according to Pnx. For i ≤ k define a function f(x, i) := En−ix [Sk−i].
Then the process
Mi = M
(k,n)
i := f(Si, i), 0 ≤ i ≤ k
is a martingale with respect to the natural filtration of S. Furthermore, it has bounded
increments
|Mi+1 −Mi| ≤ 2, 0 ≤ i ≤ k − 1.
In the special case when k = n, one has the explicit form f(x, i) = −1 + x+1
ψ(x,n−i)
Proof. Letting Fk denote the natural filtration of S, it is a simple consequence of the
Markov property that f(Si, i) = E
n
x[Sk|Fi], which shows that M is a martingale in the
i-variable for fixed x, n, k.
To prove that it has bounded increments, first note that
f(x, i)− f(x+ 1, i) = En−ix [Sk−i]− En−ix+1[Sk−i].
By the coupling lemma (Proposition A.5), this is bounded in absolute value by 1.
Consequently, one finds that
|f(x± 1, k + 1)− f(x, k)| =
∣∣∣∣f(x± 1, k + 1)− ∑
y∈{x−1,x+1}
pn−k1 (x, y)f(k + 1, y)
∣∣∣∣
≤
∑
y∈{x−1,x+1}
pn−k1 (x, y)
∣∣f(x± 1, k + 1)− f(y, k + 1)∣∣ = pn−k1 (x, x∓ 1) · 2 ≤ 2,
which clearly implies the desired result. 
We are almost ready to prove our concentration result, we just need one more lemma.
Lemma A.7. There exists a constant C > 0 such that for all x ≥ 0 and all n ≥ k ≥ 1
one has that
Enx[Sk] ≤ x+ Ck1/2.
Proof. We consider two cases, k > n/2 and k < n/2.
Case 1. k > n/2. First, we claim that Enx[Sk] ≤ Enx[Sn]. In fact, it is even true
that S forms a Pnx-submartingale and thus E
n
x[Sk] is an increasing function of k for
ever n. This follows immediately from Lemma A.4 after noticing that Enx[Sk+1|Fk] =
Sk + (2p
n−k
1 (Sk, Sk + 1)−1) ≥ Sk. Now, from the preceding proposition, we know that
Mk :=
Sk+1
ψ(Sk,n−k) forms a martingale. Thus, we see that
En0 [Sn + 1] = E
n
x[M0] =
x+ 1
ψ(x, n)
≤ x+ 1 + Cn1/2,
where we applied the lower bound of Lemma A.2 in the final bound. Since k > n/2,
we see that n1/2 ≤ 21/2k1/2, which gives the desired bound in this case.
Case 2. k ≤ n/2. First we use the coupling lemma (Proposition A.5) to see that
Enx[Sk] ≤ 1 + Enx−1[Sk]. Iterating this x times shows that
Enx[Sk] ≤ x+ En0 [Sk].
Thus we only need to show that En0 [Sk] ≤ Ck1/2. To prove this, let us write En0 [Sk] =∑
y≥0 p
n
k(0, y)y. Now we write p
n
k(0, y) = p
(1/2)
k (0, y)
ψ(y,n−k)
ψ(0,n)
. By Lemma A.2 we know
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1
ψ(0,n)
≤ C√n. Furthermore, we also know from the same lemma that ψ(y, n − k) is
bounded above by 1∧(Cy(n−k)−1/2), which is in turn bounded above by 1∧(Cyn−1/2)
since k ≤ n/2. Moreover, we also know from Lemma A.1 that p(1/2)k (0, y) ≤ Ck+1e−y/
√
k.
Thus, we find that
(49) En0 [Sk] ≤
C
k + 1
[ ∑
0≤y≤√n
e−y/
√
kn1/2(n−1/2y2) +
∑
y≥√n
e−y/
√
k(n1/2y)
]
.
Let us call the two sums inside the square brackets on the right side as J1 and J2,
respectively.
First we bound J1. Now, we use the bound
∑
r≥0 r
2αr ≤ 2
(1−α)3 (valid for α < 1)
and we see that
J1 ≤ C
∑
y≥0
y2e−y/
√
k ≤ C
(1− e−1/√k)3 ≤ Ck
3/2.
In the last bound, we used the elementary bound (1− e−q)−1 ≤ 1 + q−1 (which in turn
implies (1− e−q)−3 ≤ 23(1 + q−3)) with q = k−1/2.
Next, we bound J2. Using the bound
∑
r≥s rα
r ≤ C[ αs
(1−α)2 +
sαs
1−α
]
, we see that
J2 = n
1/2
∑
y≥√n
e−y/
√
ky ≤ n1/2
[
e−
√
n/k
(1− e−1/√k)2 +
n1/2e−
√
n/k
1− e−1/√k
]
.
Now
n1/2e−
√
n/k = k1/2(n/k)1/2e−
√
n/k ≤ k1/2 sup
u>0
ue−u = Ck1/2.
Similarly, one finds that ne−
√
n/k ≤ Ck. We also note that (1 − e−q)−1 ≤ 1 + q−1,
and thus (1 − e−q)−2 ≤ 2 + 2q−2. Taking q = k−1/2 and then combining the last few
expressions, one finally gets J2 ≤ Ck3/2.
Combining the bounds of J1 and J2 with (49), we obtain the desired bound. 
Finally we have our concentration theorem, the main result of this appendix.
Theorem A.8 (Concentration). As before, let S = (Sk)0≤k≤n denote the canonical
process associated to Pnx. Then there exist C, c > 0 such that for every x ≥ 0, every
0 ≤ k ≤ n, and every u > 0 one has that
Pnx
(
sup
0≤i≤k
|Si − x| > u
) ≤ Ce−cu2/k.
In other words, the path measure Pnx concentrates on scales of order
√
n.
The idea of the proof is to “squeeze” the path S in between two martingales T and M
which stay reasonably close to S, and then apply well-known concentration inequalities
for bounded-increment martingales. The Gaussian decay constant c will be obtained
as 1/32, however this is not sharp (though it will suffice for our purposes). It would
be interesting to see what the optimal constant is. We conjecture it to be 1/2, as is
the case for the simple random walk.
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Proof. Throughout this proof, x, n, and k will be fixed. Let us write
Pnx
(
sup
0≤i≤k
|Si − x| > u
)
= Pnx
(
sup
0≤i≤k
Si > x+ u
)
+ Pnx
(
inf
0≤i≤k
Si < x− u
)
.
Let us call the terms on the right side as p1, p2 respectively.
First we bound p2. Recall from Lemma A.4 that p
n
1 (x, x+ 1) ≥ 1/2 ≥ pn1 (x, x− 1) for
all n, x ≥ 0. Using the same type of coupling argument as in the proof of Proposition
A.5, this means that one may couple Pnx with the law Px of a simple symmetric random
walk T = (Ti)
k
i=0 of length k started from x, in such a way that Si ≥ Ti for all i (or
more precisely, such that S takes an upward step whenever T does). Then we have
p2 ≤ Px
(
inf
0≤i≤k
(Ti − x) < u
)
= Px
(
sup
0≤i≤k
(Ti − x) > u
)
.
Now, eλ(Ti−x) is a positive submartingale; thus Doob’s inequality says
Px
(
sup
0≤i≤k
(Ti − x) > u
) ≤ Ce−λuEx[eλ(Tk−x)]
= Ce−λu cosh(λ)k ≤ Ce−λu+ 12λ2k = e−u2/2k,(50)
where we set λ := u/k in the final equality. This proves the bound for p2.
Now we will bound p1. Letting M = (M
(n,k)
i )
k
i=0 denote the martingale from the Propo-
sition A.6, it is clear that Sk = Mk. Furthermore, M0 = f(x, 0) = E
n
x[Sk] ≤ Ck1/2 + x
by Proposition A.7. Since the increments of M are bounded above by 2, we may apply
Azuma’s concentration inequality to see that
Pnx(Sk > x+ u) = P
n
x
(
Mk > x+ u
) ≤ Pnx(Mk −M0 > u− Ck1/2)
≤ e−(u−Ck1/2)2/8k ≤ Ce−u2/16k.
In the last inequality, we used the fact that (u− Ck1/2)2 ≥ 1
2
u2 − C2k. This, in turn,
is because (a + b)2 ≤ 2(a2 + b2). Combining the last expression with the bound (50)
for p2 shows that
(51) Pnx(|Sk − x| > u) ≤ Ce−u
2/16k.
Next, we claim that for any λ > 0, the process (eλSi)ni=0 is a P
n
x-submartingale. To
prove this, fix i, n, x and set q := pn1 (Si, Si + 1). By Lemma A.4 we know q ≥ 1/2.
Thus by convexity of x 7→ eλx we see that
Enx[e
λSi+1 |Fi] ≥ eλEnx [Si+1|Fi] = eλ
(
q(Si+1)+(1−q)(Si−1)
)
= eλSie2q−1 ≥ eλSi .(52)
Thus, we may apply Doob’s inequality to see that
p1 ≤ Ce−λ(x+u)Enx[eλSk ] = Ce−λ(x+u)
(
1 +
∫ ∞
0
λeλyPnx(Sk > y)du
)
.
Now we split the integral as
∫ x
0
plus
∫∞
x
. We use the crude bound Pnx(Sk > y) ≤ 1 for
the integral over [0, x], and we use the bound (51) for the other. This gives
p1 ≤ Ce−λu + Ce−λu
∫ ∞
x
λeλ(y−x)−(y−x)
2/16kdy ≤ C(e−λu + λk1/2e4λ2k−λu).
Setting λ = u
8k
gives a bound of C(e−u
2/8k + uk−1/2e−u
2/16k). Now one simply notes
that r ≤ Cer2/32, so that uk−1/2 ≤ Ceu2/32k. This gives the desired bound on p1, where
the constant appearing in the theorem statement is c := 1/32. 
POSITIVE RANDOM WALKS AND AN IDENTITY FOR HALF-SPACE SPDE’S 51
We now give a slightly generalized version of the concentration theorem.
Corollary A.9. In the same setting as the previous theorem, there exist C, c > 0 such
that for every x ≥ 0, every 0 ≤ m ≤ k ≤ n, and every u > 0 one has that
Pnx
(
sup
m≤i≤k
|Si − Sm| > u
) ≤ Ce−cu2/(k−m).
Here, C, c are the same as in the previous theorem.
Proof. Define
g(k, n, x, u) := Pnx
(
sup
0≤i≤k
|Si − x| > u
)
.
By the Markov property (conditioning on the first m steps), we have that
Pnx
(
sup
m≤i≤k
|Si − Sm| > u
)
= Enx
[
g(k −m,n−m,Sm, u)
]
.
But Theorem A.8 tells us that g(k, n, x, u) ≤ Ce−cu2/k independently of x, n. 
We now derive an easy consequence of this concentration result, which (by Arzela-
Ascoli) is enough to imply tightness of the associated measures if one rescales by a
factor of
√
n.
Corollary A.10. Let p > 0. There exists a constant C = Cp > 0 such that for every
x ≥ 0 and every 0 ≤ k ≤ m ≤ n, one has
Enx
[|Sk − Sm|p] ≤ C|k −m|p/2.
Proof. Let us write
Enx
[|Sk − Sm|p] = ∫ ∞
0
pup−1Pnx(|Sk − Sm| > u)du.
By Corollary A.9, this is bounded above by
C
∫ ∞
0
pup−1e−cu
2/(k−m)du = Cp(k −m)1/2
∫ ∞
0
vp−1e−cv
2
dv = Cp(k −m)1/2,
where we made a substitution y = (k −m)−1/2u in the first equality. 
Using this lemma, we can actually recover the results of [Ig74] quite easily, but only for
this nearest-neighbor case. Indeed, fix X,T ≥ 0. For each x,N ≥ 0, let (Sx,Nn )Nn=0 be
distributed according to PNx . Then we claim that the processes (N
−1/2SN
1/2X,NT
Nt )t∈[0,T ]
converge in law (with respect to the uniform topology on C[0, T ], as N →∞) to WTX .
To see this, first note that convergence of finite-dimensional distributions is clear from
inducting on the L1 convergence of pdf’s in Theorem 3.13. Furthermore, tightness of
the laws of the rescaled processes follows immediately from Kolmogorov’s continuity
criterion, together with Arzela-Ascoli and Corollary A.10. Then the claim follows im-
mediately, since any limit point on C[0, T ] of the rescaled laws must have the same
finite-dimensional marginals as WTX .
In fact it is also possible to recover the result of [BJD06] (only in the nearest-neighbor
case) very easily from Corollary A.10. The point is to realize that limN→∞ pNn (x, y) =
p
(1/2)
n (x, y)
y+1
x+1
. This is quite easily shown to converge to the density of the three-
dimensional Bessel process, and from this one can actually obtain convergence of finite-
dimensional marginals quite easily. But the bound in Corollary A.10 was independent
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of the terminal time, which implies tightness in the Holder space, completing the proof.
These invariance principles will not actually be needed in the main body of the paper,
but they illustrate the power of the concentration theorem. The point is that it gives
an extremely strong quantitative bound on the fluctuations of a typical path, and this
will be repeatedly illustrated by its use in Sections 3 and 5.
References
[AKQ14a] T. Alberts, K. Khanin, J. Quastel. The intermediate disorder regime for directed polymers
in dimension 1+1. Annals of Prob.
[AKQ14b] T. Alberts, K. Khanin, J. Quastel. The continuum directed random polymer. J. Stat.
Phys. 154 (1-2). 2014.
[BBC16] A. Borodin, A. Bufetov, I. Corwin. Directed random polymers via nested contour integrals.
Annals of Physics. 368. 2016.
[BBC18] G. Barraquand, A. Borodin, I. Corwin. Half-Space Macdonald processes. arXiv preprint
arXiv 1802.08210.
[BBCS16] G. Barraquand, A. Borodin, I. Corwin, T. Suidan. Pfaffian Schur processes and last passage
percolation in a half-quadrant. Annals of Prob. 46 (6). 2018.
[BBCW18] G. Barraquand, A. Borodin, I. Corwin, M. Wheeler. Stochastic six-vertex model in a
half-quadrant and half-line open asymmetric simple exclusion process. Duke Math. J. 167
(13). 2018.
[BC14] A. Borodin, I. Corwin. Macdonald Processes. Prob. Theor. Rel. Fields. 158 (1-2). 2014.
[Bol76] E. Bolthausen. On a functional central limit theorem for random walks conditioned to stay
positive. Annals of Prob. 4 (3). 1976.
[BR01] J. Baik. E. Rains. Algebraic aspects of increasing subsequences. Duke Math. J. 109 (1). 2001.
[BJD06] A. Bryn-Jones, R. Doney. A functional limit theorem for random walk conditioned to stay
non-negative. J. London Math. Soc. 74 (2). 2006.
[Car05] F. Caravenna. A local limit theorem for random walks conditioned to stay positive. Prob.
Theor. Rel. Fields. 133. 2005.
[CC08] F. Caravenna, L. Chaumont. Invariance principles for random walks conditioned to stay
positive. Prob. Theor. Rel. Fields. 44 (1). 2008.
[CC18] G. Cannizzaro, K. Chouk. Multidimensional SDEs with singular drift and universal construc-
tion of the polymer measure with white noise potential. Annals of Prob. 46 (3). 2018.
[CD18] S. Chatterjee. A. Dunlap. Constructing a solution of the (2+1)-dimensional KPZ equation.
arXiv preprint arXiv:1809.00803.
[CM81] E. Sza´ki, S.G. Mohanty. Meander and Excursion in Random Walk. Canadian Journal of
Statistics. 9 (1). 1981.
[Com17] F. Comets. Directed Polymers in Random Environments. E´cole d’E´te´ de Probabilite´s de
Saint-Flour XLVI – 2016. 2017.
[COSZ14] I. Corwin. N. O’Connell. T. Seppalainen. N. Zygouras. Tropical combinatorics and Whit-
taker functions. Duke MAth. J. 163 (3). 2014.
[CS16] I. Corwin, H. Shen. Open ASEP in the weakly asymmetric regime. Comm. Pure Appl. Math.
[CSY03] F. Comets, F. Shiga, N. Yoshida. Directed polymers in a random environment: path local-
ization and strong disorder. Bernoull i. 9 (4). 2003.
[CY06] F. Comets, N. Yoshida. Directed polymers in random environment are diffusive at weak
disorder. Annals of Prob. 34 (5). 2006.
[CSZ17a] F. Caravenna, R. Sun, N. Zygouras. Polynomial chaos and scaling limits of disordered
systems. J. Eur. Math. Soc. 19, 1-65. 2017.
[CSZ18] F. Caravenna, R. Sun, N. Zygouras. The two-dimensional KPZ equation in the entire sub-
critical regime. arXiv preprint arXiv:1812.03911.
[CSZ17b] F. Caravenna, R. Sun, N. Zygouras. Universality in marginally relevant disordered systems.
Annals of Applied Prob. 27 (5). 2017.
[DI77] R. Durrett, D. Iglehart. Functionals of Brownian Meander and Brownian Excursion. 5 (1).
1977.
POSITIVE RANDOM WALKS AND AN IDENTITY FOR HALF-SPACE SPDE’S 53
[DIM77] R. Durrett, D. Iglehart, D. Miller. Weak Convergence to Brownian Meander and Brownian
Excursion. Annals of Prob. 5 (1). 1977.
[DT16] A. Dembo, L.C. Tsai. Weakly Asymmetric Non-Simple Exclusion Process and the Kar-
dar–Parisi–Zhang Equation. Comm. Math. Phys. 341 (1). 2016.
[DZ16] P. Dey, N. Zygouras. High temperature limits for (1+1)-dimensional directed polymer with
heavy-tailed disorder. Annals of Prob. 44 (6). 2016.
[GLD12] T. Gueudre´, P. Le Doussal. Directed polymer near a hard wall and KPZ equation in the
half-space. Europhysics Letters. 100 (2). 2012.
[GH17] M. Genenscer, M. Hairer. Singular SPDEs in domains with boundaries. arXiv preprint arXiv
1702.06522.
[GPS17] P. Gonc¸alves, N. Perkowski, M. Simon. Derivation of the stochastic Burgers equation with
Dirichlet boundary conditions from the WASEP. arXiv preprint arXiv 1710.11011.
[Hai14] M. Hairer. A theory of regularity structures. Invent. Math. 2014.
[Hai16] M. Hairer. Advanced Stochastic Analysis (Lecture notes). URL
http://www.hairer.org/notes/Malliavin.pdf
[HH85] L. Henley, A. Huse. Pinning and roughening of domain walls in Ising systems due to random
impurities. Phys. Rev. Lett. 54. 1985.
[HL18] M. Hairer. C. Labbe´. Multiplicative stochastic heat equations on the whole space. J. Eur.
Math. Soc. 20, 1005-1054. 2018.
[Ig74] D. L. Iglehart. Functional central limit theorems for random walks conditioned to stay posi-
tive. Annals of Prob. 2 (4). 1974.
[IS88] Z. Imbrie, T. Spencer. Diffusion of directed polymers in a random environment. J. Stat. Phys.
52. 1988.
[OSZ14] N. O’Connell, T. Seppalainen, N. Zygouras. Geometric RSK correspondence, Whittaker
functions and symmetrized random polymers. Invent. Math. 197 (2). 2014
[Par18] S. Parekh. The KPZ limit of ASEP with boundary. Comm. Math. Phys. To appear.
[Wal86] J. Walsh. An introduction to stochastic partial differential equations. E´cole D’e´te´ de Proba-
bilite´s de Saint-Flour. XIV-1984. Lecture Notes in Math. 1180, 265-439. Speinger, Berlin.
[Wu18] X. Wu. Intermediate Disorder regime for half-space directed polymers. arXiv preprint arXiv
1804.09815
