Abstract-We consider the problem of estimating the LI distance between two discrete probability measures P and Q from empirical data in a nonasymptotic and large alphabet setting. We construct minimax rate-optimal estimators for LI (P, Q) when Q is either known or unknown, and show that the performance of the optimal estimators with n sampies is essentially that of the Maximum Likelihood Estimators (MLE) with n In n sam pies. Hence, we demonstrate that the ejjective sampie size enlargement phenomenon, discovered and discussed in Jiao et al. (2015), holds for this problem as weIl. However, the construction of optimal estimators for LI (P, Q) requires new techniques and insights outside the scope of the Approximation methodology of functional estimation in .
I. INTRODUCTlON

A. Problem formulation
Statistical functionals are usually used to quantify the fundamental limits of data processing tasks such as data compression (e.g. Shannon entropy [2] ), data transmission (e.g. mutual information [2] ), estimation and testing (e.g. KullbackLeibIer divergence), etc. They measure the difficuIties of the corresponding data processing tasks and shed light on how much improvement one may expect beyond the current state-of-the-art approaches. In this sense, it is of great value to obtain accurate estimates of these functionals in various problems.
In this paper, we consider estimating the LI distance be- 
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Rminimax(P, Q) = mf sup R(P, Q; L), ( 
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The LI distance is closely related to the Bayes error, i.e., the fundamental limit, in classification problems. Specifically, for a two-class cIassification problem, if the prior probabilities for each cIass are equal, then the minimum probability of error achieved using the optimal cIassifier is given by * 1 1 ( ) L ="2 -4LI PX!y=I, PX!y=o , (5) where Y E {O, I} indicates the class, and PXIY are the class- This negative result shows that one needs to look at special cIasses of the class-conditional distributions in order to obtain consistent estimates. In the discrete setting, the seminal work of Valiant and Valiant [4] deserves special mention. They constructed an estimator for LI (P, Q) and showed that when SllnS:S n:S S, it achieves LI error vSI(nlnn), and it is the best possible rate for the constant LI error regime. It is quite simple to argue, as we do in this paper, that the simplest estimator for LI (P, Q), namely plugging in the empirical distribution Pn , Qn and obtaining LI(Pn , Qn) achieves LI error rate V SI n for n 2: S. In this sense, the optimal estimator seems to enlarge the sampIe size n to n In n in the error rate expression.
B. Approximation: the general recipe
We emphasize that the observed effective sampie size enlargement here is another manifestation of the recently discovered phenomenon in functional estimation of high dimensional objects. There has been arecent wave of study on functional estimation of high dimensional parameters [1], [5] - [7] , and it was shown in Jiao et al. [1] that for a wide cIass of functional estimation problems (incIuding Shannon entropy H (P) = L;=1 -Pi Inpi, Fa ~ L;=1 pf, and mutual information), there exists a general methodology, termed Approximation, that can be applied to design minimax rate-optimal estimators whose performance with n sampies is essentially that of the MLE (maximum likelihood estimator, or the plug-in approach) with n In n sampies.
The general methodology of We propose to conduct the following two-step procedure in estimating G (8) .
1) Classify the Regime: Compute 8n , and declare that we are in the "non-smooth" regime if 8n is "close" enough to 8 0 . Otherwise declare we are in the "smooth" regime;
2) Estimate:
• If 8n falls in the "smooth" regime, use an estimator "similar" to G(8n ) to estimate G(8);
• If 8n falls in the "non-smooth" regime, replace the functional G (8) in the "non-smooth" regime by an approximation Gappr ( 8) (another functional) which can be estimated without bias, then apply an unbiased estimator for the functional Gappr (8). Approaches of this nature appeared before [1] in Lepski, Nemirovski, and Spokoiny [9] , Cai and Low [10] , Vinck et al. [11] , Valiant and Valiant [4] , developed independently for entropy estimation by Wu and Yang [6] , and later utilized by Acharya et al. [7] . However, we emphasize that in all the examples above except for the LI distance estimator in Valiant and Valiant [4] , the functionals considered all take
, where p(x) is a univariate density or function, and each 8i E IR. In particular, the functions f (.) considered are everywhere analytic except at zero, e.g., x a , Ixl a for 0: > ° and xlnx. Most of these features are violated in the LI distance estimation problem. If
2) a function f(x, y) which is analytic except on a segment
As discussed in Jiao et al.
[1], approximation of multivariate functions is much more involved than that of univariate functions, and the fact that the "non-smooth" regime is around a line segment here makes the application of the Approximation
A function fis analytic at a point Xo if and only if its Taylor series about
Xo converges to f in some neighborhood of Xo. approach quite difficult: what shape should we use to specify the "non-smooth" regime? We provide a comprehensive answer to this problem in this paper, thereby substantially generalizing the applicability of the Approximation methodology and demonstrate the intricacy of functional estimation problems in high dimensions.
The rest of the paper is organized as folIows. In Section 11 and 111, we present a thorough performance analysis of the MLE and explicitly construct the minimax rate-optimal estimators, where Section 11 covers the known Q case and Seetion 111 generalizes to the unknown Q case. Discussions in Seetion IV highlight the significance and novelty of our approaches by reviewing several other approaches which are shown to be suboptimal. We adopt the following notation for positive sequences {an}, {bn }: an :s bn means sUPn an/bn < 00, an ;::; bn means bn :s an, an ;:: bn means an :s bn and an ;::; bn . We omit the proofs due to space limitations, and refer the readers to the tüll version [12] 
Based on this lemma, we obtain both the upper and lower bounds for the mean squared error of L 1 (Pn , Q).
Theorem 1 The maximum likelihood estimator satisfies
for all 'i = 1,2"" ,S, there is also a lower bound
Evidently, the mean squared error of the MLE is of the order (Fl / 2 (Q))2/ n , which is closely related to the order-(1/2) power sum of the known distribution Q. The following corollary is straightforward since F l / 2 (Q) .-::: VB.
Corollary 1 1f n ;::: S, we have 2 S sup lEpILl(Pn,Q) -Ll(P,Q)1 ;:: -.
P,QEMs n Hence, it is necessary and sufficient for the MLE to have n » S sampies to be consistent, and we note that the necessity can also be derived using the result that the empirical distribution requires n » S sampies to have a vanishing LI risk in estimating the true distribution [15] .
B. Construction of the optimal estimator
Since it is by now widely established that the MLE is usually strictIy suboptimal in estimating non-smooth functionals of high-dimensional parameters [1], [5] - [7] , now we apply our general recipe to construct the minimax rate-optimal estimator.
First we classify regimes. For f(x, q) = Ix-ql, we are in the "non-smooth" regime if and only if the empirical probability P is cIose to q, or equivalently, P E U (q) for some "uncertainty set" U(q) containing q. A natural question arises: how do we measure the cIoseness, or equivalently, how do we determine U(q)? Our answer is that, the uncertainty set U(qi) should be chosen such that the unknown parameter p can be localized within U(q). More precisely, p E U(q) ensures that pE U(q) with overwhelming probability, where
is two times I arger, and vice versa by exchanging U and U. Mathematically, we require
for some large universal constant A. In our setting, np B(n,p), and the Binomial tail bounds yield the choice
for some universal constant Cl > 0 depending on A only. Now we construct the estimator. In the "smooth" regime,
i.e., P rt U(q), we simply employ the MLE Ip -ql to estimate f(p, q). In the "non-smooth" regime, we need to approximate f(p, q) by another functional which can be estimated without bias. In our Binomial model np rv B(n,p), the only functional of p which can be estimated without bias is a polynomial of p with degree no more than n. Hence, we consider the best polynomial approximation of f(x, q) on U(q), which is defined as
PK(x; q) = arg min max If(z, q) -P(z)1 (12)
PEPolYK zEU (q) where Poly K denotes the set of polynomials with degree no more than K. (14) for some universal constant B > O.
Hence, to balance the bias and the variance, the approximation order should be set as K ;:: In n, and then the bias is of the order J q / (n In n), a logarithmic improvement compared with Lemma 1. In summary, we have the following construction. The performance of this estimator is as folIows. 
Estimator Construction 1
Theorem 2 For In n ;S In
Hence, together with Theorem 1 and Corollary 1, the estimator 1/1) has a logarithmic improvement over the MLE.
C. Minimax lower bound
Now we prove a minimax Iower bound for estimating Ll(P, Q) via the dual of best polynomial approximation and show that 1)1) is indeed minimax rate-optimal. The main idea is the so-called fuzzy hypothesis testing [16] 2) 1ndistinguishability: the marginal distributions Fi of the observations generated by P rv /Li are cIose to each other, i.e., the total variation distance TV (Fl , F 2 ) is sm al I.
Specifically, we choose Q = (1/ S, ... ,1/ S) and /Li = v?S as product priors that generate a valid pmf with high probabil-ity [6] , where SUPP(Vi) C U(l/S). If lEulxI = lEu2 x l for I = 0,1"" ,K ;:: In n, we can obtain that TV (F1, F2 ) ;S n-2 .
Hence, it suffices to maximize IlEu,lx -S-ll_ lE u2 1x -S-lll subject to the previous moment constraints. Duality Hence, a combination of Corollary 2 and Theorem 3 shows that the estimator 1P) is minimax rate-optimal.
III. DTVERGENCE ESTTMATTON WTTH UNKNOWN Q
Now we consider the general case where both P and Q are unknown to us, i.e., P = Q = Ms.
A. Performance of the MLE
In this case, the MLE is expressed as L 1(Pn , Qn) = 2::7=111\-qil. Since IL 1(Pn , Qn)-L 1(P, Q)I :::; L 1(Pn , P)+ L 1(Qn, Q) by the triangle inequality, Lemma I can again be applied here to give the performance of the MLE. Hence, the MLE achieves the mean squared error S / n, and requires n » S sampies to be consistent.
B. Construction of the optimal estimator
Again we apply oUf general recipe to construct the optimal estimator, but encounter several new difficulties: f(x, y) = Ix -yl is not analytic on a segment, and both the uncertainty set and the polynomial approximation need to be generalized to the 2D case. We will overcome these obstacles step by step. As usual, first we classify "smooth" and "non-smooth"
is not analytic on the segment x = y E [0,1], we are looking for the "uncertainty set" U containing this segment such that any (p, q) E U can be "localized" in the previous sense. Applying the Binomial tail bounds again yields
where U(x) is given by (11) . As a result, we declare that we are in the "non-smooth" regime if and only if (p, q) E U.
Now we construct the estimator. In the "smooth" regime (p, q) rt U, we employ the MLE Ip-ql as before. In the "nonsmooth" regime, the previous example seems to suggest that we consider the best polynomial approximation of f(x, y) = Ix -yl on U. However, this will not work for two reasons:
1) the entire 2D stripe U is too large for the polynomial approximation error to vanish at the correct rate; 2) best polynomial approximation in the 2D case is not unique, and may not achieve the desired pointwise error.
We will explore these reasons in more detail in Section IV. To solve the first problem, we remark that although U is the set such that its element can be localized within U, a specific element (x, y) E U can be localized in a smaller subset U(x,y) = U(~) x U(~) c U, where given by (lI). Hence, for the observation (p,q) , we should consider a polynomial PK(x,y;p,q) with degree K to approximate f(x, y) on U(p, q), and then use an unbiased estimate FK(x,y;p,q) of PK(x,y;p,q) for estimation.
For the second problem, we need to find a suitable polynomial PK(x, y; p, q) with satisfactory approximation properties.
The answer is as folIows: if (p + q)/2 > cllnn/n, we use PK(x, y;p, q) = QK(X -y; J2(p + q) Inn/n), where
PEPolYK zE [-s,s] is the ID polynomial approximation of Itl in [-8,8] by the Hence, we still choose K ;:: In n to balance the bias and the variance, and construct the estimator as folIows. Since the lower bound for the known Q case also serves as a lower bound for the general case, Theorem 3 and Theorem 5 yield that 1)2) is minimax rate-optimal. Note that 1)2) achieves the minimax rate without knowing the support size S apriori. Moreover, the effective sampie size enlargement effect holds again: the performance of the optimal estimator with n sampies is essentially that of the MLE with n In n sampies.
Estimator Construction
IV. COMPARTSON WTTH OTHER ApPROACHES
In this section, we review some other possible approaches in estimating the LI distance, and apply approximation theory to argue the strict suboptimality of some approaches.
A. Approximation only around the origin
In the previous papers [1] , [4] - [7] in estimating entropy, power sum, mutual information, etc, the approximation methodology is conducted only around the origin. However, we remark that this is insufficient in estimating the LI distance. Consider the known Q case with S « n / In n and P = Q uniform, since we are only using approximation for p E [0, Cl In n/n], we will use the plug-in approach in this case. Then the lower bound in Lemma 1 shows that the mean squared error of this estimator is lower bounded by S In, which is worse than the optimal rate S / (n In n). This is exactly the reason why the estimator of Valiant and Valiant [4] can only achieve the optimal error rate when n :s S :s n In n, but OUfS merely requires In n :s In S to achieve the optimal error rate.
B. One-dimensional approximation in the 2D case
In the construction of 1)2), we split into two cases when (p, q) E U, i.e., 1D approximation of Itl via the substitution
In n/n, and the decomposition of Ix -yl into (yX + JY) I yX -JYI otherwise. Can we always do ID approximation of Itl with t = x -y to achieve the desired approximation error, i.e., propose some P(t) E PolYK with K :=:: In n and IP(t) -Itll :s Jt/(n In n) for any Itl :::; cllnn/n? We have a proposition for approximating Itl [18] . IP(x,y) -Ix -yll Vx+y = +00.
Proposition 2 shows that the subset U(clln n/n, Cl In n/n) of U is the correct set to approximate Ix -yl over when our observation (p, q) is in it. For a too large set Ur (e.g., Ur = U), every polynomial fails to achieve the desired approximation error bound J(x + y)/(nlnn).
D. The estimator in Valiant and Valiant [4 J
The estimator for the LI distance in Valiant and Valiant [4] also achieves the optimal MSE S / (n In n) for n :s S :s n In n.
Our estimator, as an linear estimator in the language of [4] , improves over [4] in two aspects: it achieves the optimal error rate in more general cases by approximating over the whole non-smooth segment, and achieves a tighter upper bound J (p + q) / (n In n) by a beUer polynomial approximation (sharper than the bound JS/(nlnn)(p+q+l/S) in [4] ).
