This paper investigates the minimum spanning tree problem in the framework of uncertainty theory, where the edge weights are assumed as uncertain variables. The concept of ideal uncertain minimum spanning tree is initiated by extending the definition of the uncertain α-minimum spanning tree. On the basis of this new concept, we propose the definition of uncertain distribution-minimum spanning tree in two ways. Furthermore, by using a confidence level α from the respect of cVaR in risk management, the definition of uncertain α-distributionminimum spanning tree is suggested. It is shown that the uncertain α-distribution-minimum spanning tree is just the uncertain expected minimum spanning tree when α = 0. For any α ∈ [0, 1], this problem can be transformed into an equivalent classical minimum spanning tree problem on a corresponding deterministic graph, which leads to effective algorithms with low computational complexity. Some numerical examples are presented as well to illustrate the performance of the proposed definitions and algorithm.
Introduction
Given a connected, undirected graph, the minimum weight spanning tree or the minimum spanning tree (MST) problem aims to find a spanning tree that connects all the vertices on the graph with the total weight less than or equal to the weight of every other spanning tree. The weight assigned to each edge can represent cost, time, loss and so on depending on different conditions. From now and fuzzy.
At the beginning, the MST problem with fuzzy edge weights as a chance-constrained programming based on the necessity measure which was first proposed by Itoh and Ishii 12 . Following that, Chang and Lee 13 presented three approaches based on the overall existence ranking index for ranking fuzzy edge weights of spanning trees. Almeida et al. 14 studied the MST problem with fuzzy parameters and proposed an exact algorithm as well as a special genetic algorithm based on the fuzzy set theory and the probability theory. Janiak and Kasperski 15 applied the possibility theory to characterize the optimality of edges of the graph where the edge costs are specified as fuzzy intervals. Subsequently, based on the credibility theory founded by Liu 16 , Gao and Lu
17
considered the fuzzy quadratic MST problem, and formulated it as the expected value model, the chance-constrained programming and the dependent-chance programming according to different decision criteria.
As for the minimum spanning tree problem under stochastic, Ishii et al. 18 first proposed the stochastic spanning tree problem when the parameters of probability distributions of the edge weights are unknown, where the weights are presented as random variables. And recently
Torkestani and Meybodi
19 mentioned a learning automata-based heuristic algorithm which significantly decreases the rate of unnecessary samples to solve the stochastic MST problem with unknown probability distributions of weights. Before this effective algorithm, another algorithm was proposed by Ishii and Matsutomi 20 is a polynomial time algorithm to solve the stochastic spanning tree problem. This algorithm estimates the unknown parameters by applying a confidence region from stochastic data. Furthermore, Dhamdhere et al. 21 and Swamy and Shmoys
22
discussed the two-stage stochastic MST problems.
Apparently, it has been shown that it is inappropriate to describe the nondeterministic phenomena as randomness or fuzziness in many scenarios, particularly those involving the linguistic ambiguity and subjective estimation, since both the fuzzy set theory and the probability theory may lead to counterintuitive results (see Ref. 6 for details). In the MST problem, when no samples are available to estimate a probability distribution, we have to invite some domain experts to evaluate the belief degree about the unknown state of nature. The belief degrees evaluated by some domain experts may have much bigger variance than the real frequency. In this case, the prob-ability theory or the fuzzy set theory is no longer suitable, whereas uncertainty theory proposed by Liu 6 provides an alternative appropriate framework to deal with it. However, although Peng and Li 7 proposed a 99-table algorithm for finding the inverse uncertainty distribution of uncertain spanning tree, and Zhou et al. 11 find an feasible solving methods for the UMST problem, the more persuaded method is not mentioned.
In this paper, we make a further study of the MST problem with uncertain edge weights. In order to propose effective solving methods, path optimality conditions as well as some equivalent definitions for UMST are discussed. Furthermore, a new definition about distribution, the so-called distribution-UMST, is also initiated. Related methods for the UMST problem are presented as well. The rest of this paper is organized as follows. Section 2 introduces some basic concepts in the uncertainty theory. Section 3 and Section 4 , we describe the classical MST problem and uncertain minimum spanning tree problem, as well as a new referring to the ideal UMST and distribution-UMST, then discuss the equivalent definitions and the distribution of α-UMST, respectively. Also the perspective from VaR and CVaR in risk management are mentioned. In Section 5, we introduce the path optimality condition for α-distribution-UMST, and numerical examples are given in Section 6 for illustration.
Preliminaries
In this section, we introduce some fundamental concepts and properties of the uncertainty theory, founded by Liu 6,23 , which will be used throughout this paper. 
Besides, the triplet (Γ, L, M) is called an uncertainty space.
Then the product uncertain measure M on the product σ-algebra L is defined by the following axiom (Liu 32 ).
where Λ k are arbitrarily chosen events from L k for k = 1, 2, · · · , respectively. 
Definition 2 (Liu
is an event.
Definition 3 (Liu 6 ) Let ξ be an uncertain variable. Its uncertainty distribution is defined by
for any real number x.
For example, an uncertain variable ξ is called linear if it has a linear uncertainty distribution (see Fig. 1 ) 
, where a and b are real numbers with a < b.
An uncertain variable ξ is called zigzag if it has a zigzag uncertainty distribution (see Fig. 2 )
denoted by Z (a, b, c) , where a, b and c are real numbers with a < b < c.
An uncertainty distribution Φ is said to be regular if its inverse function Φ −1 (α) exists and is unique for each α ∈ (0, 1 
It is clear that the linear and zigzag uncertainty distributions are both regular. The inverse
while the inverse uncertainty distribution of a zigzag uncertain variable ξ ∼ Z(a, b, c) is
Definition 4 (Liu 27, 32 ) The uncertain variables ξ 1 , ξ 2 , . . ., ξ n are said to be independent if 
Definition 5 (Liu 6 ) Let ξ be an uncertain variable. Then the expected value of ξ is defined by
M{ξ ≤ r}dr (13) provided that at least one of the two integrals is finite. 
From now on, as an efficient tool to deal with nondeterministic information, especially expert data and subjective estimations, uncertainty theory has been applied to many areas, and brought many branches such as uncertain programming, uncertain statistics, uncertain logic, uncertain inference, uncertain process, and uncertain finance 24-31 .
Uncertain Minimum Spanning Tree Problem
In this section, we would like to briefly review the classical minimum spanning tree problem and then describe the uncertain minimum spanning tree problem with uncertain edge weights.
Classical minimum spanning tree problem
edge set E = {e 1 , e 2 , · · · , e m }, and the edge weight vector w = (
of G is a connected acyclic subgraph containing all vertices, where S is the set of edges contained in T . For simplicity, we denote a spanning tree T by its edge set S in our paper. Then the classical MST problem is to find a spanning tree with the total edge weight less than or equal to the weight of every other spanning tree.
is said to be a minimum spanning tree if
holds for any spanning tree T .
In order to discuss the properties of a minimum spanning tree, more concepts are given as follows. We refer to the edges in a spanning tree T as tree edges, and the edges not in T are non-tree edges. It is well known that a spanning tree induces a unique path between every pair of vertices. Especially, for any non-tree edge e j , there must exist a unique path consisting of tree edges between the vertices of e j , which is called the tree path of edge e j and denoted by P j .
Following from the concepts of tree edges, non-tree edges and tree path, an equivalent condition of minimum spanning tree, known as the path optimality condition, was presented by Ahuja et al. 33 as follows. 33 ) Given a connected graph G = (V, E, w), a spanning tree T 0 is a minimum spanning tree if and only if
Theorem 3 (Ahuja et al.
where E\T 0 is the set of non-tree edges, and P j is the corresponding tree path of edge e j .
Example 1:
A graph with 6 vertices and 9 edges is shown in Fig. 3 , where w i denotes the edge weight of e i . The solid line represents a spanning tree and denote it by T 0 . Then the set of non-tree 7 , e 8 }, and the tree path of non-tree edge e 8 is P 8 = {e 3 , e 4 , e 6 , e 9 }.
Suppose that T 0 is a minimum spanning tree. Then from Theorem 3 we know that w 3 , w 4 , w 6 and w 9 are all less than or equal to w 8 . Otherwise, we can produce a new spanning tree T ′ with less edge weight by replacing the bigger one in {e 3 , e 4 , e 6 , e 9 } with e 8 . 
Three Typical Typesof UMST
Due to some economic reasons or technical difficulties, we often lack observed data, and the edge weights of a graph may not be precisely known. In this case, as mentioned in the section of Introduction, we have to invite some domain experts to evaluate the belief degree about the unknown state, which makes the probability theory or the fuzzy set theory is no longer inappropriate to model the problem, whereas the uncertainty theory provides an alternative appropriate framework to deal with it. Therefore, we assume the nondeterministic edge weights to be uncertain variables T .
In general, we assume that throughout this paper all the uncertain variables ξ i , i = 1, 2, · · · , m, are independent and with regular uncertainty distributions, which is appropriate in real applications.
In the UMST problem, we denote the weight of a spanning tree T as W (T, ξ), i.e.,
Since
is an uncertain variable as well. Consequently, Definition 6 becomes useless for the uncertain version of the minimum spanning tree, due to the uncertainty of the weight W (T, ξ) of a spanning tree. In this case, Peng and Li 7 gave the definitions called uncertain α-minimum spanning tree as follows. 
Definition 7 (Peng and Li 7 , Expected UMST) Given a connected uncertain graphG = (V, E, ξ), a spanning tree T 0 is called an uncertain expected minimum spanning tree if
holds for any spanning tree T , and min{ω|M{W (T 0 , ξ) ≤ ω} ≥ α} is called the α-minimum spanning tree weight, denoted by W α (T 0 , ξ).
Definition 8 shows that the decision-maker sets a confidence level α as an appropriate safety margin, and hopes to minimize a critical value ω such that M{W (T 0 , ξ) ≤ ω} ≥ α. Fig. 4 shows the graphical interpretation of the α-UMST. 
This definition means that for a given appropriate weight supremum x * , the uncertain most minimum spanning tree T 0 is the one with the maximal chance that the tree weight is less than or equal to the predetermined supremum x * . Fig. 5 shows the graphical interpretation of most UMST.
So far, we have intruduced tree types of UMST, namely expected-UMST, α-UMST and most-UMST. all the α can be transformed to their equivalent counterparts in the corresponding deterministic graphs, which means the UMST problem can be handled within the framework of classical MST problem and requires no particular solving methods.
However, the three spanning tree mentioned above are all only take one certain point into consideration. In order to solve this problem, we would like to introduce a new definition about ideal UMST first as following. in a certain case where we can fing out in any other cases. As g(α) largely depends on the given level α, we will further discuss the distribution of α as the modified method in the next section.
In order to avoid the strong dependency about α, we would like to give a new idea about idea UMST.
Definition 10 Given a connected uncertain graphG = (V, E, ξ), and T i , i = 1, 2, · · · , m, respectively, represent evevry the spanning tree ofG
is called the uncertainty distribution of the weight of an uncertain ideal minimum spanning tree, denoted as Φ T * (X) and T * is referred to as the uncertain ideal minimum spanning tree ofG.
In this dedinition, we can regard T * as the constitution of numerous most UMSTs. That means for a given appropriate weight supremum x * , the uncertain most minimum spanning tree or the ideal minimum spanning tree T * is the one with the maximal chance that the tree weight is less than or equal to the predetermined supremum x * . For example, supposed that we only have two kind of probabilities of UMST. T 1 is an UMST under all confidence level α while T 2 is another UMST under all confidence level α ( Fig. 7 (a) ). Fig. 7 (b) ,which supposed to be Φ T * (X) . In the same way, we can be able to depict a envelope curve ,that is an ideal UMST. Fig. 8 shows the graphical interpretation of the ideal UMST. 
is a continuous and strictly increasing function with respect to α ∈ (0, 1]. 
Definition 11 (Distribution-UMST I)Given a connected uncertain graphG = (V, E, ξ), where ξ i is with regular uncertainty distributions Φ i , i = 1, 2, · · · , m, respectively, a spanning tree T 0 is called an uncertain distribution-minimum spanning tree if
,where T * is the ideal UMST ofG.
Apart from it, we also give an other definition about the distribution UMST, as followed.
Definition 12 (Distribution-UMST II)Given a connected uncertain graphG = (V, E, ξ), where ξ i is with regular uncertainty distributions
holds for any spanning tree T , where T * is the ideal UMST ofG.
As to equation (24) 
proof: It is clear that equation (24) can inverse into However, we do not have to give consideration to the part which the confidence level α is very low, for example, we would like to care more about the part which the confidence level α is above 0.5. To be more accurate, in sake of getting a more persuaded UMST, we just ignore the part1.
In another word, what we have to do now is to maximize the area of part2 (Fig. 9) .In this way, we may find a different but more reasonable UMST. In the next section, we will discuss about several Figure 9 : Uncertain ideal minimum spanning tree (2) 4 Uncertain α-Distribution-Minimum Spanning Tree
Some Properties of the α-Distribution UMST
As we mentioned before, in some systems, we would like to consideration the cases which the confidence level α is above some value. 
proof: We can easily find that equation (41)
so we can find that
whereas
which is the area of the irregular figure which is constituded by Φ T * (X) and Φ T (X) in Fig. 8 . In consequence,
Then the inequation (24) can be invert into
As the E(T * ) is fixed, it is not hard to understand that if we want to reach an UMST, we should minimize the area of the irregular figure, which means the expected value of T should be as small as possible.
Remark 1:
We have proved that the α-distribution-UMST can be convert into the expected UMST when the confidence level α is 0. However, when the α is 1, the equation (41) can be regarded as a 1-UMST.
The Perspective from Var and CVaR in Risk Measurement
So far, we have discussed α-UMST and the α-distribution UMST. As we mentioned before, we can regard α-UMST as cost, weigth and so on. In the same way, we can regard it as the VaR in risk measurementhe (Fig. 10) as well, generally, it can represent the loss, which means that for a investment programme, the possibility of the loss that less than V aR inf (α) is α. In addition,we would like to minimize the loss at α, that is Figure 10 : The distribution of loss function As to α-UMST problem, we would like to find a tree whose total weight is the smallest one, that is
According to (19) and Fig. 4 , it is clear that the equation (19) is equal to equation(35), the V aR(α) can be deemed to be g(α). Moreover, the VaR model does take only one confidence level α into consideration, so as the α-UMST.
In the same way, the CVaR model involves all confidence level α as the uncertain distributionminimum spanning tree. Aa a result, each uncertain spanning tree can be regarded as a CVaR as well. Fig. 11 is shown as following. 
CV aR(α, T ) = min E(L|L ≥ V aR(α, T )) (36)
, that is
, in which the E[L − a] + is the positive part of (L − a).
Remark 2:
In Mathematical statistics, the definition of excepted value is that: Let X be a random variable with probability distribution f (x). The mean or excepted value of X is
However, as to CVaR, according from equation (36) and equation (37), CVaR represents an event where the L is lager than L inf (α) , which means that the total possibility value of event a is (1 − α)
but not 1. In consequence, CVaR is the product of the area of Part a in Fig. 11 and 1/(1 − α).
Obviously, the equation (36) can reprent the area of Part a in Fig. 11 to some extent. Compared with Fig. 9 and equation (41), it is apparent that equation(36) and equation (41) have equal meaning.
In a concluding, to some extent, the distribution-UMST as well as the α-distribution-UMST are meaningful.
As introduced in Section 3.1, the path optimality condition (Theorem 3) is a necessary and sufficient condition of classical minimum spanning tree, providing a useful property for solving the MST problem. We would like to introduce an equivalent definitions of the expected UMST as well as the α -distribution-UMST path optimality condition in the subsection as following.
Path Optimality Conditions for α-Distribution-UMST
As introduced in Section 3.1, the path optimality condition (Theorem 3) is a necessary and sufficient condition of classical minimum spanning tree, providing a useful property for solving the MST problem. Following from this idea, in this section, we give a equivalent definitions of the α-distribution-UMST as well as the α-distribution path optimality condition. After that, the method to find the α-distribution-UMST is given as well. 
proof: According from Theorem 1, we can find that
, according to mathematic, the conclusion is immediately proved. 
Theorem 9 (Equivalent Definition I of α-Distribution-UMST)Given a connected uncertain graph
proof: It follows immediately from Theorem 1 and Theorem 8 . 
, where the deterministic tree weight vector is
proof: It follows immediately from Theorem 1, Theorem 8 and Theorem 9.
Method: Solving the UMST Problem via Uncertain Distribution-Minimal Spanning

Tree
Step 1. Calculate
Step 2. According to path optimality conditions, find the minimum spanning tree, namely the minimum spanning tree ofḠ, denoted by T 0 .
Step 3. Return T 0 as the uncertain minimum spanning tree ofG.
Numerical Examples
In this section, we give some numerical examples of the uncertain minimum spanning tree problems to illustrate the conclusions presented above. A connected graphG as shown in Fig. 12 consists of 6 vertices and 9 edges. The edge weights are uncertain variables, denoted as ξ i (i = 1, 2, · · · , 9). Table 1 . The inverse uncertainty distributions of linear uncertain variables can be calculated following from (9) . As a result, we can obtain the Φ −1 i (α) for a given confidence level α = 0.5 and α = 0.8, respectively, i = 1, 2, · · · , 8, which are also shown in Table 1 . Table 1 : Parameter values in Fig. 12 Edge In order to find a UMST through α-distribution, namely α-distribution UMST, we would like to use MATLAB to calculate the minimal total inverse distribution, which is based on Theorem invere. Then with the help of classical MST method, we can find a solution. (table 6) Then we can find the MST of Fig. 12 . As is showed in Fig. 15 (a) and Fig. 15 (b) , The α-distribution-UMST consists of edges e 2 , e 4 , e 6 , e 7 , and e 9 weight is: we can find that we get the same MST compared with Examlpe 2. 
Conclusion
Since the applications of the minimum spanning tree problem encountered in practice usually involve some uncertain issues, the edge weights cannot be explicitly determined. In this paper, we discussed the minimum spanning tree problem where edge weights are uncertain variables. It is shown that the notions of the distribution-UMST can be characterized by the ideal uncertain minimum spanning tree via two ways, that is, the minimum distance and the minimum area. In order to be more persuaded, we further proposed a new definition of uncertain minimum spanning tree referring to the confidence level α, namely, the α-distribution-UMST. Also, some properties of it are mentioned.It is proven that the α-distribution-UMST is equivalent to the excepted UMST in the case that the confidence level α is 0. In addition by combined with CVaR in risk management,we found the combination between the α-UMST and VaR, as well as the relevance between CVaR and the α-distribution-UMST. At last, we give the path optimality condition for the α-distribution-UMST, through which the uncertain graph can be transform into the certain graph. In conclusion, the solving processes of UMST problems are summarized in Fig. 16 . 
