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1. Introduction
A factorization (or decomposition) of a matrix as a product of specific matrix factors can be shown
as a matrix transformation. This topic is largely studied in the literature (see [2,6,7,10] for example).
Moreover, it still actually under progress, since it is applied in many branches of mathematics and
applied science such as statistics, differential equations or solving linear systems of equations (see
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[1,2,6]). There are diverse known types of matrix factorization, for example the eigenvalue factor-
ization, the LU factorization, Cholesky factorization, Hermitian factorization, Schur factorization and
the Hessenberg factorization (see [2,7,10,11], for example). Special cases of Hessenberg factorization
involve the transpose of companionmatrices in their decomposition, sometimes it is called companion
factorization. Such factorization has been used in the symmetric factorization (Frobenius Theorem) or
in the Hermitian factorization (Halmos Theorem or Radjavi Theorem) (see [7,9] for example). More-
over, various approaches on the matrices whose properties are based on their associated companion
matrices were considered in [2–5,10].
Many matrix factorizations, mentioned above, have been studied for nonsingular and strictly non-
singular matrices of the general linear group GL(n,C) andmany results have been improved, particu-
larly for matrices belonging to the special linear group SL(2;C) andmore generally SL(n;C) (see [2]).
The goal of each factorization is to simplify the computation and/or the study of analytic aspects of the
related matrix problem. For example, the LU and the Cholesky factorizations are useful when solving
the basic problem of a system of linear equations, since the inverse of a square matrix is not an easy
task to compute (see [2,13], for example). Concerning the companion factorization, it was shown that
it is current in the available literature. Particularly, it is of main interest in analytical, dynamical and
non-numerical branches of the linear algebra as well as in symbolic computation (see [2,8]). Recently,
a constructive analysis has been initiated on non-autonomous linear area-preserving maps using a
factorization of their associated shift matrices, belonging to the special linear group SL(2;R), as a
product of 2 companion matrices (see [1]).
This paper concerns the companion factorization of strictly nonsingular matrices. Extension of this
factorization, product of n companion matrices, to the general group GL(n;C) is also improved. To
this aimwe review basic on the LU factorization of nonsingular matrices and some properties (Section
2). Theorem 2.1 is closely related to Section 3, where we state our main results on the companion
factorization of a strictly nonsingular matrix, and give its explicit representation as a product of n
companion matrices. That is, using the LU factorization of the strictly nonsingular matrix M, the n
companionmatrices appearing in its companiondecomposition, arebuilt fromtheentries of thematrix
U. Moreover, we establish that anymatrix belonging to GL(n;C) can be decomposed as the product of
a permutationmatrix by the companion factorization of an associated strictly nonsingular matrix. We
illustrate our resultswith the special case ofGL(3;C). Finally,wegive a fundamental applicationon the
computation of the inverse of any nonsingularmatrix.We show that the companion factorization is an
efficient practical tool for computing the inverse of the strictly nonsingular matrix A. This application
is important for solving linear systems Ax = b, when A is a strictly nonsingular matrix, where the
inverse of a matrix is typically not easy to compute.
2. Preliminary on the LU factorization
Let Matn(C) be the algebra of square matrices of order n. A matrix M ∈ Matn(C) will be called
nonsingular if it can be reduced by elementary row-addition and–or row-interchange operations to
an upper triangular matrix U with all non-zeros pivots on the diagonal. In other words, a matrixM is
nonsingular if and only if it admits a permuted LU factorization PM = LU, where P is a permutation
matrix. A nonsingular matrix M is also called strictly nonsingular if it is reduced by elementary row-
addition operations to an upper triangular form U with all non-zeros pivots on the diagonal. For a
strictly nonsingular matrix we have the LU factorization,M = LU, where L is a special lower triangular
matrix, having all 1’s on the diagonal. The non-zero off-diagonal entries lij for i > j appearing in L,
prescribe the elementary row-addition operations that bring the matrix M into an upper triangular
form.
For a nonsingular matrixM, we define the square sub-matrix Mi (i < n) ofM, as its fundamental
(left principal) matrix of order i. And its determinant is denoted as detMi = i. A characterization of
strictly nonsingularmatrices can be stated as follows. AmatrixM = (mij)1i,jn is strictly nonsingular
if and only if all its fundamental matrices Mi have full rank i, that is i = 0, for 1  i < n. On the
other hand, the known sufficient condition for strictly nonsingular matrices follows. IfM is diagonal
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dominant then it is strictly nonsingular. The reciprocal affirmation is not true in general (see [6] for
more details).
The following result is of interest in the main results of Section 3. The LU factorization can be
completely given in terms of determinants of proper sub-matrices of the strictly nonsingular matrix
M. Indeed, a long straightforward computation permits us to obtain the following result.
Theorem 2.1. The LU factorization of a strictly nonsingular matrixM has the following representation in
terms of determinants of proper sub-matrices,
M =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 · · · 0 0
2,1
1
1 · · · 0 0
...
...
. . .
...
...
n−1,1
1
n−1,2
2
· · · 1 0
n,1
1
n,2
2
· · · n,n−1
n−1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1,2 · · · 1,n−1 1,n
0
2
1
· · · 2,n−1
1
2,n
1
...
...
. . .
...
...
0 0 · · · n−1
n−2
n−1,n
n−2
0 0 · · · 0 n
n−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (1)
with i the determinant of the fundamental (left principal) ith matrix. The determinants i,j are defined
as follows. We have i,j = i = j if i = j; i,j = mi,j if i = 1 or j = 1. The remaining determinants
are
i,j =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
det
⎡⎢⎢⎢⎢⎢⎢⎢⎣
m11 m12 · · · m1,j−1 m1,j
m21 m22 · · · m2,j−1 m2,j
...
...
. . .
...
...
mj−1,1 mj−1,2 · · · mj−1,j−1 mj−1,j
mi,1 mi,2 · · · mi,j−1 mi,j
⎤⎥⎥⎥⎥⎥⎥⎥⎦ , if 1 < j < i;
det
⎡⎢⎢⎢⎢⎢⎢⎢⎣
m11 m12 · · · m1,i−1 m1,j
m21 m22 · · · m2,i−1 m2,j
...
...
. . .
...
...
mi−1,1 mi−1,2 · · · mi−1,i−1 mi−1,j
mi,1 mi,2 · · · mi,i−1 mi,j
⎤⎥⎥⎥⎥⎥⎥⎥⎦ , if 1 < i < j.
(2)
The determinants i,j can also be expressed in terms of first and higher order minors of M, [12],
but the notationwith higher orderminors are here avoided for simplicity. For the sequel, we introduce
for each fundamental matrixMi, i = 2, ..., n, the first minorsMk,i = det(M̂i) (k = 1, ..., i), where M̂i
is the matrix obtained fromMi by suppressing the line k and the column i. The first minorMi−1,i ofMi
is equivalent to the determinant i,i−1 in (2). For example, a particular minor of the principal matrix
M5 isM2,5, given by
M2,5 = det
⎡⎢⎢⎢⎢⎢⎢⎣
m11 m12 m13 m14
m31 m32 m33 m34
m41 m42 m43 m44
m51 m52 m53 m54
⎤⎥⎥⎥⎥⎥⎥⎦ . (3)
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3. The companion factorization of nonsingular matrices
3.1. Main results on strictly nonsingular matrices
Theorem 3.1. A strictly nonsingular matrixM of order n has the same LU factorization as the product of
n associated companion matrices. In other words, we have
M = LU = C(n,n) · C(n,n−1) · · · · · C(n,2) · C(n,1),
where the C(n,j) (1  j  n) are some specific companion matrices.
Proof. Let M=LU be the LU factorization of M. This factorization will give rise to the factorization of
the matrixM as a product of n companion matrices. That is, set U = (uij)1i,jn, with ui,j = a(n,i)j−i+1 if
i  j; ui,j = 0 otherwise,
U =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a
(n,1)
1 a
(n,1)
2 ... a
(n,1)
n−1 a
(n,1)
n
0 a
(n,2)
1 ... a
(n,2)
n−2 a
(n,2)
n−1
...
...
. . .
...
...
0 0 ... a
(n,n−1)
1 a
(n,n−1)
2
0 0 ... 0 a
(n,n)
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4)
Adequate entries of the companion matrices are introduced by convenience with the aid of those of
the matrix U. More precisely, the factorization of the matrixM as a product of n companion matrices
is,
LU = C(n,n) · C(n,n−1) · · · · · C(n,2) · C(n,1),
where the companion matrix C(n,i) is,
C(n,i) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 ... 0 0
0 0 ... 0 0
...
...
. . .
...
...
0 0 ... 0 1
a
(n,i)
1 a
(n,i)
2 ... a
(n,i)
n−1 a
(n,i)
n
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (5)
Now, let L1 be the lower triangular matrix given by,
L1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 . . . 0 0
a
(n,2)
n 1 0 ... 0 0
det
⎡⎣ a(n,3)n −1
a
(n,3)
n−1 a
(n,2)
n
⎤⎦ a(n,3)n 1 ... 0 0
...
...
...
. . .
...
...
ln,1 ln,2 ln,3 ... a
(n,n)
n 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (6)
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with
li,j = det
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a
(n,i)
n −1 . . . 0 0
a
(n,i)
n−1 a
(n,i−1)
n . . . 0 0
...
...
. . .
...
...
a
(n,i)
n−(i−j)+2 a
(n,i−1)
n−(i−j)+3 ... a
(n,j+2)
n −1
a
(n,i)
n−(i−j)+1 a
(n,i−1)
n−(i−j)+2 ... a
(n,j+2)
n−1 a
(n,j+1)
n
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (7)
The elements li,j = detH(n,i−j)i,j are Hessenbergians, with HessenbergmatrixH(n,i−j)i,j of order i− j > 0,
where we define det(H
(n,0)
i,i ) = 1 and det(H(n,i−j)i,j ) = 0 for i − j < 0. The Hessenbergians of the
non-null off-diagonal terms have associated matrices H
(n,i−j)
i,j given in Eq. (7), with entries
(
li,j
)
l,m =
(
h
(n,i−j)
i,j
)
l,m
= −δl,m−1 +
i−j−m∑
k=0
δl−k,ma(n,i−m+1)n−l+m , (8)
for 1  l,m  i − j. Here the symbols δl−k,m are the usual Kronecker symbol. Just consider the
product of the n companion matrices given in (5). This matrix product has the factorization L1U. This
statement can be checked by mathematical induction on n. Since the LU factorization ofM is unique
(see [2,6,11]), we derive that the twomatrices L, L1 in Eqs. (1) and (6) are equal. Then, we can confirm
thatM = L1U = LU. Moreover, the closed LU factorization for the product of n companion matrices
is derived from Eqs. (4) and (6). 
3.2. Explicit representation for the elements of the related companion matrices
The relation established in Theorem 3.1 between the known elements of the strictly nonsingular
matrix M and the unknown elements of the n associated companion matrices is considered. If n is a
low natural number it is not difficult to obtain the companion elements. The problem becomes more
complex when the order n of the matrix increases. A strategy is to observe the form of the companion
matrices for small n and to find an inductive formulation. Just consider the first minors Mk,i defined
at the end of the Section 2. Our second main result is the following,
Theorem 3.2. A factorization of any strictly nonsingular matrixM of order n, as a product of n companion
matrices of the same order, is
M =
n∏
i=1
C(n,i), (9)
where the C(n,i) are given by (5). The elements a
(n,i)
j , 1  i , j  n, are expressed in terms of some
determinants from (2) and the first minors Mk,i ofMi, i = 2, ..., n, also 0 = 1,
a
(n,i)
j =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
i
i−1
, if j = 1;
i,i+j−1
i−1
, if 1 < j  n − i + 1;
(−1)n−j Mj−(n−i+1),i
i−1
, if n − i + 1 < j  n.
(10)
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Proof. To establish this result, the structure of the companion matrices plays a central role. Suppose
that the n companion matrices of order n, give rise to the companion factorization of matrixM. Then,
theproduct of kof thesen companionmatricesmusthave the followingdefinedblock-matrix structure,
k∏
i=1
C(n,i) =
⎡⎣ 0n−k,k 1n−k
Mk Rk,n−k
⎤⎦ ,
with
Rk,n−k =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
m1,k+1 m1,k+2 . . . m1,n
m2,k+1 m2,k+2 . . . m2,n
...
...
. . .
...
mk,k+1 mk,k+2 . . . mk,n
⎤⎥⎥⎥⎥⎥⎥⎥⎦ .
For k = 1, it is straight that the last rowof C(n,1) is a(n,1) =
[
m1,1 m1,2 . . . m1,n
]
. Just consider these
elements as the entries of the first row of thematrixU associated to the LU factorization ofM, by direct
comparison between the Umatrices from (1) and (4). Thus, the j-components, 1 < j  n − i + 1, of
the last rows of the companion matrices C(n,i) are those indicated in (10).
For k = 2, the remaining component, j = n, must be a(n,2)n = M1,2
1
if wewant to preserve the prior
product structure, with the minor M1,2 relative to the fundamental matrixM2. This can be shown by
simplematrix product. Thus, a
(n,2)
n is of the form given in (10) for n− i+1 < j  n. Also, just consider
this element, a
(n,2)
n = 2,1
1
as the first element of the sub-diagonal of L matrix associated to the LU
factorization ofM, (1). Thus, the elements of the last row of C(n,2) are,
a(n,2) =
[
2
1
2,3
1
· · · 2,n
1
M1,2
1
]
,
For k = 3, we suppose that the last row of C(n,3) is of the form,
a(n,3) =
[
3
2
3,4
2
· · · 3,n
2
x
2
M2,3
2
]
.
with the minors involved related to the fundamental matrixM3. For the preservation of the structure
gives for the last row of the product of the three companionmatrices, we have x = −M1,3, that agrees
with (10). Indeed, if we multiplied the proposed last row of C(n,3) by the first column of the product
matrix of two companion matrices, we have m1,1
x
2
+ m2,1 M2,32 = m3,1, where 2 = M3,3. That
is, 0 = −m1,1x − m2,1M2,3 + m3,1M3,3. By the sum formula for alien cofactors [12], applied to the
principal matrix M3, it is accomplished if and only if x = −M1,3. In an analogous way, if we make
the product of the proposed last row of C(n,3) by the second column of the product matrix of two
companion matrices, the same result for x = −M1,3 is obtained. The multiplication of the last row by
the following columns gives determinantal identities with this value of x = −M1,3.
In a similar way, when applying the same procedure to the last row a(n,i) of C(n,i) for 3 < i  n,
some of algebra computation and elementary theory on determinants, allow us to obtain the following
explicit representation,
a(n,i) =
[
i
i−1
i,i+1
i−1
· · · i,n
i−1
(−1)i−2 M1,i
i−1
· · · − Mi−2,i
i−1
Mi−1,i
i−1
]
,
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which also agrees with (10). We remark that theminors in the representation of each a(n,i) are relative
to the corresponding fundamental matrixMi. 
Remark 3.3. Also conversely the product of n nonsingular companion matrices yields a strictly non-
singular matrix. This 1–1 correspondence thus presents a parametrization of the strictly nonsingular
matrices.
The companion factorization of nonsingular matrices M′ ∈ GL(n;C) can be expressed via a per-
muted LU factorization as M = PM′ = LU, where P is a permutation matrix. Such factorization is
known as LU factorization with row pivoting. Thus, we can formulate the following main result.
Theorem 3.4. Let M′ be a nonsingular matrix of GL(n;C) such that M′ = PTM = PTLU, where P is a
permutation matrix. Then, M′ has a factorization form as a product of its associated permutation matrix
PT by the companion factorization of its related strictly nonsingular matrixM. More precisely, we have
M′ = PTM = PT
n∏
i=1
C(n,i). (11)
If in addition the matrix M′ is strictly nonsingular then P = 1n. Hence, for strictly nonsingular
matrices Theorem 3.2 is a particular case of Theorem 3.4.
3.3. Companion factorization in GL(3;C)
We are going to make explicit the companion factorization for any nonsingular matrix M′ =
(m
′
ij)1i,j3 in GL(3;C). LetM = (mij)1i,j3 be the strictly nonsingular associated to the permuted
LU factorization ofM′. Set
0 = 1;  = det(M); 2 = det(M2);
1 = det
⎡⎣ m11 m13
m21 m23
⎤⎦ ; 2 = det
⎡⎣m21 m22
m31 m32
⎤⎦ and 3 = det
⎡⎣ m11 m12
m31 m32
⎤⎦ .
A straightforward computation allows us to derive that the companion factorization ofM is given
as follows,
M =
⎡⎢⎢⎢⎣
0 1 0
0 0 1

2
− 2
2
3
2
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0 1 0
0 0 1
2
m11
1
m11
m21
m11
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0 1 0
0 0 1
m11 m12 m13
⎤⎥⎥⎥⎦ . (12)
Eq. (12) is nothing else but Theorem 3.2 in the case of the linear group GL(3,C).
Example 3.5. Consider the nonsingular matrixM′ =
⎡⎢⎢⎢⎣
3 − 3i 3 − 3i 1 + i
1 − 3i 1 − 3i 2 − 2i
−1 + 3i 1 − i −i
⎤⎥⎥⎥⎦. As
M′ = PTM =
⎡⎢⎢⎢⎣
1 0 0
0 0 1
0 1 0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
3 − 3i 3 − 3i 1 + i
−1 + 3i 1 − i −i
1 − 3i 1 − 3i 2 − 2i
⎤⎥⎥⎥⎦ ,
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withM a strictly nonsingularmatrix, a direct computation shows that = −48−4i,2 = −6−18i,
1 = 1 − 5i, 2 = 10 + 10i and 3 = 0. Thus, the Eq. (12) permits us to obtain the companion
factorization of the associated strictly nonsingular matrixM = C(3,3)C(3,2)C(3,1),
M =
⎡⎢⎢⎢⎣
0 1 0
0 0 1
3−7i
3
2−i
3
0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0 1 0
0 0 1
2 − 4i 3−2i
3
−2+i
3
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0 1 0
0 0 1
3 − 3i 3 − 3i 1 + i
⎤⎥⎥⎥⎦ ,
and the factorization of the nonsingular matrix
M′ = PTM = PTC(3,3)C(3,2)C(3,1).
As shown in Section 3.3, Theorems 3.2–3.4 are more practical for computing the companion fac-
torization. Such factorization is very useful for computing the inverse of a strictly nonsingular matrix.
Therefore, the companion factorization will be important in many applications where linear systems
appear, and thus oneneeds to solveAx = b, formanydifferent vectors,whereA is a strictly nonsingular
matrix.
4. Application to the inversion of matrices
Matrix inversion ismainly solved using algorithms based on the LU factorization of the nonsingular
matrix. Then, the backward, or forward, substitution gives the inverse elements of the triangular
matrices involved. Due the strong relation found between both the LU and the companion factorization
of a nonsingular matrix, we handling this fundamental issue on matrix inversion with companion
matrices.
4.1. Inverse of a nonsingular matrix: the general setting
An immediateapplicationofTheorems3.2and3.4, is thecomputationof the inverseof anonsingular
or strictly nonsingularmatrix. Indeed, if the companion factorization of a nonsingularmatrix is known,
a inverse companion factorization of its inverse matrix is straightforward. First suppose the matrixM
is strictly nonsingular whose companion factorization is given by Theorem 3.2, where the companion
matricesC(n,i) are given in (5),with explicit representation for their last rows. The inverse of thematrix
C(n,i) is well known,
(
C(n,i)
)−1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
− a(n,i)2
a
(n,i)
1
− a(n,i)3
a
(n,i)
1
... − a(n,i)n
a
(n,i)
1
1
a
(n,i)
1
1 0 ... 0 0
...
...
. . .
...
...
0 0 ... 0 0
0 0 ... 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (13)
Thus, the companion factorization for the inverse of the matrixM follows,
(M)−1 =
n∏
i=1
(
C(n,n−i+1)
)−1
. (14)
The elements of
(
C(n,n−i+1)
)−1
can be obtained from Theorem 3.2. Just consider as the representation
of the inverseM−1 can be easily computed.
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LetM′ = PTM be a non-strictly nonsingular matrix with associated strictly nonsingular matrixM
and P a permutation, as in (11). Since every permutation matrix P is orthogonal, P−1 = PT . Thus, by
applying Theorem3.4we state the following companion factorization of the inverse of any nonsingular
matrixM′,
(
M′
)−1 =
⎛⎝ n∏
i=1
(
C(n,n−i+1)
)−1⎞⎠ P. (15)
Example 4.1. Consider the companion factorization of the matrixM′ of Example 3.5. Using (13)–(14),
a straightforward computation allows us to derive that the inverse of its associated strictly nonsingular
matrixM is
(M)−1 =
⎡⎢⎢⎢⎣
−1 −i
3
1+i
6
1 0 0
0 1 0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
−7−4i
30
4+3i
30
1+2i
10
1 0 0
0 1 0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
−13−11i
58
0 9+21i
58
1 0 0
0 1 0
⎤⎥⎥⎥⎦ .
Thus, when using (15) we obtain the inverse of matrixM′, (M′)−1 = (M)−1P,
(
M′
)−1 =
⎡⎢⎢⎢⎣
−33+39i
580
63+31i
580
−1−2i
10
93+101i
580
7−61i
580
1+2i
10
−13−11i
58
9+21i
58
0
⎤⎥⎥⎥⎦ .
Following expression (12) Section 3.3, we can use (14) to derive the factorization of the matrix
inverse of any strictly nonsingular matrix of the linear group GL(3,C).
(M)−1 =
⎡⎢⎢⎢⎣
−m12
m11
−m13
m11
1
m11
1 0 0
0 1 0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
− 1
2
−m21
2
m11
2
1 0 0
0 1 0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
2

−3

2

1 0 0
0 1 0
⎤⎥⎥⎥⎦ .
For general matrices the computation of the determinants produces an increasing complexity, being
numerically intractable for sufficiently large n. Although this is not the case for special matrices, as
triangular or tridiagonal (strictly nonsingular) matrices, of interest in applications.
In addition, the use of companion matrices for the inversion of nonsingular matrices goes beyond
numerical aspects. It can be seen as amap based onmatrix transformations. Methods available for the
analytical representations of its solutions can be used for the entries of the inverse matrix.
4.2. Inverse of a triangular matrix
Any nonsingular triangular matrix is also strictly nonsingular. The inverse of an upper triangular
matrix can be obtained in a straightforwardway. LetU ∈ GL(n,C) be an upper triangularmatrix, with
entries ui,j if i  j, and 0 otherwise. Then, its inverse U−1 is directly given as in (14), with the first row
of
(
C(n,i)
)−1
, Eq. (13),
[
− ui,i+1
ui,i
− ui,i+2
ui,i
... − ui,n
ui,i
0 ... 0 1
ui,i
]
. If i = 1, the first row has no holes. If
i = n, the unique non-null element of the first row is in the last column.
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Example 4.2. Given any upper triangularmatrixU ∈ GL(3,C), whenusing (14) its inverse companion
factorization is
U−1 =
⎡⎢⎢⎢⎣
− u12
u11
− u13
u11
1
u11
1 0 0
0 1 0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
− u23
u22
0 1
u22
1 0 0
0 1 0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0 0 1
u33
1 0 0
0 1 0
⎤⎥⎥⎥⎦ .
The inverse of any lower triangularmatrix L ∈ GL(n,C) can be directly obtained taking transposes
because inversion and transposition of matrices are commutative operations.
4.3. Inverses of tridiagonal strictly nonsingular matrices
Given a tridiagonal, strictly nonsingular, matrix T ∈ GL(n,C), with entries ti,j if |i − j|  1, and 0
otherwise. The expressions for the elements of the last row of the companion matrices, Eq. (10), are
now simpler by the structure of the tridiagonal matrices. Only entry products and determinants of
principal matrices are sufficient for the companion factorization.
a
(n,i)
j =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
i
i−1
, if j = 1;
ti,i+1, if j = 2 and i = n;
0, if 2 < j  n − i + 1;
(−1)n−j j−n+i−2
i−1
∏n−j
k=0 ti−k,i−k−1, if n − i + 2  j  n.
(16)
The value of the determinant k , 1  k  n, has a fast computation when applying the usual
second order linear recurrence for the determinants of tridiagonal matrices. Inverse matrix T−1 is
then obtained using (13) and (14).
Example 4.3. The inverse companion factorization of any tridiagonal (strictly nonsingular) matrix
T ∈ GL(3,C) results,
T−1 =
⎡⎢⎢⎢⎣
− t12
t11
0 1
t11
1 0 0
0 1 0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
− t11t23
2
− t21
2
t11
2
1 0 0
0 1 0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
t21t32

− t11t32

2

1 0 0
0 1 0
⎤⎥⎥⎥⎦ ,
where  = det(T).
Remark 4.4. If a tridiagonal matrix T
′ ∈ GL(n,C) is a non-strictly nonsingular, with a permuted
LU factorization T = PT′ = LU, it seems that its associated strictly nonsingular matrix T = PT′ is
in general pentadiagonal (or nearly diagonal); to be exact, it is a matrix in which the only non-zero
entries are on the main diagonal, and the first two diagonals above and below it.
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