Introduction
Recent technological advances, specifically the availability of commercially priced Light Detection And Ranging (LiDAR) scanners, have been instrumental in recent e↵orts to accurately map natural environments (for reviews see [1, 2, 3, 4] ). Historically, airborne LiDAR scanners were used in combination with 5 aerial or satellite imagery to build large scale digital terrain maps and extract environmental properties such as canopy surface topography, leaf area index, and above-ground biomass for applications ranging from forestry to natural resource management and geomorphology (for a review see [5] ). More recently, the sub-field of proximal remote sensing has emerged whereby smaller areas of 10 particular interest are mapped in great detail using terrestrial scanners. We are particularly interested in the use of this approach in ethological studies, for example the insights into the nesting habitats of birds [6] , the selection of kill sites by lions [7] and the navigation behaviours of bats [8] and wasps [9, 10] , with important implications for conservation, ecology and forest management 15 among others.
The common requirements of the latter studies is to obtain an accurate 3D description of the environment of interest. However the dataset returned by LiDAR, raw point clouds, can be huge, noisy, highly redundant and di cult to interpret. Point clouds do not reflect the underlying topology (connectedness tation (e.g. [11, 12] ). Primarily, this allows exploitation of existing optimised hardware and software for visualisation, such as game engines and virtual reality. A mesh description of the 3D structure is likely to be more compact, can have direct semantics applied, and can be easily manipulated. However, producing a mesh from LiDAR scans remains a non-trivial process, particularly when 35 a large number of high resolution scans have been taken of a natural scene, as is frequently the case in remote sensing applications. For example, in our specific target application, the aim was to reconstruct an 1018m 2 area of desert ant habitat, including uneven terrain and over 1000 plants, from 56 laser scans producing almost 200 million data points, as a mesh that could be used in a Well-developed methods already exist for modelling outdoor environments in specific settings and di↵erent applications (e.g. urban enviroments [13, 14] , tree structures and forestry [15, 16, 12, 17, 18] , plants and leaves [19, 20] , wood volumes [11, 21, 22] , archeological sites [23] , robotic applications [24] , geomorphology [25] ). However, these do not generalise to the large natural scenes of 50 interest in remote sensing.
Successful transformation of point cloud data to a usable mesh requires a number of processing steps, including: merging of scans; splitting and sampling of point clouds to facilitate computation; multiple forms of filtering, feature extraction, and clustering; the transformation to a mesh itself; and post-processing 55 to improve the resulting model. To complicate this process, di↵erent measurements in di↵erent environments from di↵erent scanners need di↵erent combinations of these processing steps. As processing of point clouds is very time consuming, a recipe-like pipeline for batch processing is necessary; and as the steps need to be fine-tuned (e.g. choosing parameters) for the particular task 60 and data, user feedback at each stage is needed (i.e. visualisation in a GUI).
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Finally the framework needs to be able to handle the gigabytes of data that are produced in typical remote sensing applications using modern laser scanners.
Here we present the first generic open source framework incorporating all the above necessary requirements to extract complete and photorealistic meshes of 65 natural outdoor scenes using multiple point clouds. A key contribution is that we have identified and evaluated a unique pipeline incorporating a variety of di↵erent processing steps that are critical to the problem of meshing point clouds that include dense vegetation. This pipeline is successfully used to reconstruct four qualitatively di↵erent datasets. We have incorporated and adjusted all 70 the necessary processing, filtering, clustering and meshing algorithms into a single framework greatly increasing accessibility of LiDAR processing tools for non-experts. The resulting tool, Habitat3D, provides an interactive pipeline for batch processing data with informative feedback for all steps. We demonstrate its usability by evaluating di↵erent animal habitats with millimetre precision,
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representing a scale and level of detail that goes beyond the state of the art.
The resulting scene description can be used in any rendering or game engine, so that both state-of-the-art hard-and software acceleration can be applied.
Methods
In this section we provide a complete description of our reconstruction ap-80 proach, starting with the key characteristics of natural outdoor scenes that determine the overall modelling approach (c.f. Section 2.1) followed by an introduction to the data representation used throughout the paper (c.f. Section 2.2).
In Section 2.3 the data collection is described in detail and Section 2.4 elaborates the pipeline applied to these datasets. 
Overview of the Approach
To extract a polygon model (i.e. mesh) of a natural outdoor scene requires multiple point clouds from laser scans taken from di↵erent locations, so that objects are observed from di↵erent directions. These need to be registered The ground is given in yellow, trees are given in green and grass bushes are given in orange.
Bottom: A sequence of steps is necessary to mesh natural outdoor scenes. All processing steps done by Habitat3D are indicated.
to ensure a single global coordinate system between scans. However, a direct 90 mesh extraction from the resultant registered clouds is not feasible, as meshing relies on features and topological assumptions that are not consistent across the variety of object surfaces in a natural scene. We thus first need to consider, from an abstract perspective, what are the available features in a natural outdoor scene that are meaningful for its modelling. Considering the polygon mesh 95 given in Figure 1 (top), the following general characteristics can be identified:
• The curvature of the ground appears smoother than the curvature of the above vegetation implying almost no abrupt jumps in elevation.
• The surface normals on the ground (i.e. vector perpendicular to the approximated tangent plane to the ground surface) are roughly pointing up 100 (i.e. positive along the z-axis), whereas normals along plant surfaces are 6 less regular and pointing in all directions.
• The underlying geometry of the ground appears as a wavy sheet whereas individual plants form a closed volume.
• The identity of di↵erent plants is given by their mutual distance and com-105 pactness of each plant (i.e. the points in the Euclidean 3D space of an individual plant subset are closed and bounded).
• Di↵erent types of vegetation can be roughly identified based on their maximal height, by di↵erent volumes (or number of points) or by variations in colour (assuming colour point clouds have been acquired).
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Note that these generalisations might be a↵ected by the spatial resolution of the scanner. We ensured the validity by altering the spatial resolution from submillimetre precision to strongly down-sampled test sets. All characteristics were validated under di↵erent point cloud densities indicating a robust generalisation (data not shown). 
Data Representation
An appropriate data representation is necessary for interlocked processing and to enable recipe-like pipeline generation. In the Habitat3D framework each data entity is defined by the tuple D = {C, N , I, M}. C is the actual point 
Data Collection
Two datasets were collected following the exact same protocol to quantify the performance of our system (called Canberra and Seville dataset). In order to test the flexibility and generalisability of Habitat3D we applied our system to two additional environments, namely a structured garden with trees, bushes,
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hedges and fences and a rough, volcanic surface.
Scanning
Colour point clouds were sampled using a laser scanner / colour camera combination (Z + F IMAGER 5006i, with an attached motorized colour camera (Z + F M-Cam), Zoller + Fröhlich GmbH, Wangen, Germany) as in [9] . After 145 levelling the device, each scan followed a pre-programmed routine that firstly rotated the LiDAR and then the camera producing a high-resolution colour point cloud (angular resolution 10, 000 points/360 with a 360 horizontal and 310 vertical field of view, for a range of distances from 0.5 to 80m). Since we used a phase-based scanner both scanning and initial preprocessing might vary 150 given time-of-light based scanners are used. The actual modelling procedure can be applied to scans from both technologies.
Registration
Several artificial markers (checkered pattern with two white and two black squares) were placed within the environments, providing easily identifiable ref- 
Canberra Dataset
In 2011, we captured 9 point clouds in an urban park in Canberra, Australia, where several ant colonies (species: Myrmecia croslandi ) had their nests and participated in navigation experiments [26, 27] . The area covered about 8800m to remove non-ground measurements from airborne LiDAR [28] and utilises the di↵erence in elevation and an opening operation within a custom sized window.
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In order to apply this filter to terrestrial scans we used its high specificity in 1 RGB-D is an abbreviation for colour (r,g,b) and position + depth (x,y,z) information. 
Process & Mesh
To extract meshes for both the ground and the vegetation, di↵erent reconstruction strategies are necessary in order to model natural outdoor scenes, since both provide particular challenges. The requirements for ground meshing are:
• finding a controllable balance between resolution and smoothness
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• being su ciently resilient to noise and gaps and
• taking the properties of the former ground segmentation into account (i.e.
smooth surface points with low overall curvature)
• ensuring a watertight ground model to avoid gaps and to support game engine physics (e.g. collision control)
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The requirements for meshing di↵erent types of plants are:
• being tolerant to irregular distributions of normals and thus highly dynamic surface geometries present in naturally grown vegetation
• enabling meshing on non-optimised outer boundaries to preserve most of the natural structures (filtering techniques can blur the appearance since 230 they rely on certain underlying geometrical assumptions)
• being tolerant to incorrect plant point classifications (i.e. a single plant is segmented into several sub-clusters or a single cluster contains multiple plants or even non-plant points) and
• being able to control the distance that defines if neighbouring points are
The latter requirement implies finding a balance between smoothing across contiguous surfaces without merging nearby but distinct structures (e.g. nearby flowers; see also Figure 8 for an example).
Ground Meshing. After merging all ground point clouds
chunk split clustering is mandatory to further process the cloud since the resultant ground cloud can cover a huge area and might contain millions of redundant points (cf. Table 1 ). All subsequent steps (besides meshing) are facilitated on the resultant clusters. To further address this redundancy, we applied downsampling to regularly distribute the points on a grid and extracted the normals 245 for each ground point (relative to the global coordinate system origin).
As described in Section 2.4.1, progressive morphological filtering was used to extract the ground and vegetation based on abrupt jumps in elevation. Since this filter removes points above the approximated underlying surface, points below this surface are not explicitly removed. Furthermore, progressive mor-250 phological filtering does not ensure a single smooth surface with low curvature.
Therefore, we applied region growing segmentation to G, which allows us to arbitrarily control smoothness and curvature (for details see Appendix A.3.3).
Finally, Poisson surface reconstruction was used to extract the ground mesh which accounts for all above listed requirements and guarantees a watertight of the plants, the laser scanner resolution and the distance to the scanner, the point density per plant can vary drastically. Therefore, the merged cloud can be clustered into concentric regions around the (main) scanner position optionally (see Figure 3 ) so that plant clustering can be done on these regions separately.
If concentric clustering was used the cluster tolerance of this distance-based 275 plant clustering has to be adjusted accordingly (low for high compactness and high for low compactness). Otherwise distance-based clustering with one global cluster tolerance is applied to V (for a detailed discussion of the parameters see Appendix A.4).
Laser scanners strobe the outer boundary of the objects within the scanning should increase in proportion to the increased cluster tolerance.
Merge Meshes
Both Poisson surface reconstruction and concave hull meshing can generate arbitrarily detailed polygon meshes. Depending on the application, the meshes can be directly merged or retopologised by applying mesh filters as described 295 in Appendix A.3.5. The resultant models can be concatenated since they still share the same global vertex coordinate system. It should be noted that a small gap can appear between the ground surface (especially if the ground model has a low octree depth) and concave hull plants which can be removed by retopologisation. In either case, the resultant mesh, the point clouds as well as the 300 normals and clusters are exported in several well-known formats, namely ply, obj, vtk and pcd.
Results
We tested our Habitat3D framework on two distinct datasets, one taken in Canberra, Australia and the other one sampled in Seville, Spain. In both cases 305 the scanning was aimed at mapping the foraging habitat around an ant nest.
The Canberra dataset features a comparatively large meadow area including several large Eucalyptus trees, whereas the Seville dataset comprises a densely vegetated desert scene with more than thousand smaller plants such as thistles.
The two datasets strongly di↵er in the amount of scans: Canberra is sparsely 310 imaged using only 9 scans whereas 56 scans were made within a 200m 2 circular area in Seville. The resultant reconstructions of both datasets as well as the intermediate results are evaluated qualitatively and quantitatively in this section.
We also evaluated two additional datasets to demonstrate the generalisability of Habitat3D (Section 3.3). All calculations, evaluations and visualisations are 315 done on an Intel Xeon E3-1245 3.4GHz computer equipped with 32 Gb DDR3
RAM and an NVIDIA Quadro K4200 graphics card.
Canberra Model
After progressive morphological filtering the ground (G) and vegetation points (V) are successfully separated. Since we set the filter to operate with high speci-320 ficity we ensure a very close-to-the-ground vegetation segmentation leading to almost no false-positive points in the ground cloud, but some irregular points close to the ground appear in the vegetation cloud (c.f. symbol '⇤' in Figure 4 semantic segmentation). The overall processing time for all 9 clouds is 13, 097s, thus, semantic segmentation of a single cloud takes about 24 minutes, which is 325 by far the most time consuming step of the pipeline (c.f. Table 1 ). A tree scanned from all directions is shown in Figure 5 . Point clouds are given on the left and resultant reconstructions are given on the right. Note that all natural structures up to the very thin ramification are reconstructed correctly (obviously where branches are obscured by leaves they cannot be reconstructed).
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The reconstructed tree is approximately 20m high. Even though terrestrial scanning was used, a realistic reconstruction was possible up to the very top of the plant. Finally the resultant ground and vegetation models are colourised and merged to generate the overall Canberra model shown in Figure 4 merged results.
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The accuracy of the used LiDAR hardware for natural environments has already been demonstrated elsewhere [9] . To evaluate the accuracy of our meshing pipeline we calculated the mean distance and standard deviation between the raw clouds and the resultant mesh using a third party software called CloudCompare. Since the 9 clouds cover a comparatively large area, we only use 365 a circular area with 20m radius covered by all clouds (i.e. area of interest).
Mean and standard deviation for each cloud is given in Figure 6 top and the overall accuracy of all clouds is given in Figure 6 bottom. The median distance between points of all clouds and the resultant mesh is below 6mm and the highest measured mean distance is 3.3cm. Since the ground mesh is intentionally 370 meshed with low resolution and terrestrial scans are used to mesh large trees the resultant millimetre accuracy clearly demonstrates the overall high reconstruction precision. Furthermore, the raw point clouds contain noise (random points in the sky) which are successfully removed using our pipeline but increase the mean deviation in this evaluation. in Figure 5 grass. Also using concave hull meshing, with ↵ = 1cm the branching structure at the top of the grass is preserved in high detail (cf. Figure 5 closeup). A low-to-the-ground green bush is shown in Figure 5 bush. Due to the flat appearance of the bushes, either triangle meshing or concave hull meshing can be used to reconstruct this plant. However, both strategies fail to generate a 410 smooth surface so that the meshes result in sharp-edged and grainy polygons.
Despite this, the overall topology of the clouds is well preserved.
The merged result given in Figure 4 indicates the accuracy of overall meshing (distant objects outside the 1018m 2 radius are also meshed and added to the model). Figure 7 provides a comparison between a real photo and the ar- Table 2 ).
In contrast to the Canberra dataset 56 clouds were used to densely sample a 420 region of 1018m 2 . In Figure 6 the deviations between all raw clouds within this region and the resultant mesh are given. The median distance is below 1mm and the maximum measured mean distance is 2.5mm. As shown in Figure 6 top only cloud number 4 has a standard deviation above 2cm. Thus, the resultant deviations are mainly caused by noise (random points in the sky) and 425 points inside the reconstructed surfaces, mainly caused by registration errors and moving objects. This illustrates that Habitat3D can be used to reconstruct 3D meshes from point clouds with sub-millimetre precision.
Other Models
To demonstrate the generalisability we used Habitat3D to extract models of 430 two additional environments, namely a well-structured garden captured in Wageningen (Netherlands) and a volcano surface scanned on Mount Etna (Italy).
The garden dataset consists of 16, 265, 804 points and features 3 trees, 19 bushes, fences, two paths and several artificial objects in the back (car, container, etc.) 2 .
The model was generated using the same pipeline and parameters as used for 435 the Seville dataset. As shown in Figure 8 (top) the ground and vegetation are correctly reconstructed. An overgrown fence is additionally given in Figure 8 top right: Habitat3D correctly preserves most of the holes while still providing the overall structure of the fence. Partial vegetation on the fence can also be seen. However, some wires are missing leading to holes in the grid. to improve the analysis of LiDAR data: the surface was rendered using the electronic microscope shader which visually emphasises the overall three dimensional structure. Tables 1 and 2 . The reduction of memory usage is illustrated in Figure 9 indicating very high e ciency in compressing the registered and merged clouds (which usually overlap to cover larger areas causing high oversampling). However, compressing the data using meshes inevitably 475 removes information which can a↵ect the quality of the final model. Since specialised shaders and mapping strategies can be applied to meshes this loss in information can be partially compensated. For example, bump mapping can be used to simulate a more complex surface on simplified polygon meshes [31] .
Furthermore, meshes comprise a topology and appear as continuous objects 480 allowing accurate visualisation even in close proximity and implicitly contain a geometry (e.g. volume extraction). Finally, lightning and shadows can be added, collision control can be implemented and physics can be incorporated.
Reconstructing natural scenes using ground-based LiDAR requires the extraction of fundamental properties. For example, considering the overall ge-485 ometry no filtering should be applied before ground / vegetation segmentation since di↵erent processing strategies are required: the ground points should form a wavy sheet whereas plant points should define a volume after processing.
Furthermore, geometrical properties need to be identified to extract semantic sub-units from raw clouds (c.f. Figure 1 ). An example of the technical prop-490 erties is that the point density decreases quadratically with the distance to a ground-based scanner and inaccuracies of scanning itself have to be addressed.
Thus, processing subsets or changing filtering parameters relative to the LiDAR scanner distance improves both computational time and overall results.
However, challenges remain when working with and converting to meshes.
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For example, for distal objects, clouds might look qualitatively better compared to opaque meshes. This can, for example, be addressed by introducing trans-parency (alpha blending) which is a standard technique in Computer Graphics and again optimised for meshes. In addition, as objects can be misaligned across scans, and thus appear bloated in the final concatenated cloud, a more 500 elaborate merging algorithm could be used to reduce oversampling and redundancy. Habitat3D provides di↵erent meshing and mesh processing strategies but only guarantees watertight surfaces (which are necessary for volume extraction) by using Poisson surface reconstruction. In case watertight surfaces are required Poisson surface reconstruction should be used to generate the meshes.
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Finally, meshing di↵erent natural outdoor scenes involves manual trial and error to determine the optimal routines and associated parameters for best modelling results. We addressed this issue by implementing a GUI and user feedback of all modelling steps and recipe-like batch processing. However, some form of datadriven parametrisation is desirable to reduce user workload and may increase 510 accuracy.
In the future we intend to extend the framework by implementing a more selective cloud merging strategy to overcome the bloated appearance of several vegetation clusters. If reconstructed meshes of complex vegetation is desired, the most common method is to use skeletonisation approaches to extract the 515 three-dimensional geometry of the plant. For example, directed graphs and weak constraints have been used to guide a global optimisation for tree-skeleton reconstruction [32] . Others have used the Dijkstra algorithm to extract the tree skeleton by clustering boughs based on their distance to the root point [17] .
Normal-and L1-medial-based skeletonisation algorithms have also been used 520 for complex point cloud topologies [33, 34] . Since the segmentation and filtering described above lead to very accurate and noise-free plant clusters, these subunits are ideally suited for these approaches. Skeletonisation can also help to identify ghosting artefacts like branches moving in the wind. Thus, we plan to add skeletonisation algorithms to improve the appearance of natural structures 525 like trees and to introduce a high-level topology of plants (e.g. to make them move with wind etc.) in newer versions of Habitat3D.
The specific motivation for the development of the Habitat3D system was Step Size Dim. Memory Time Seville dataset Step Size Dim. Memory Time Figure 7 shows a rendered image of the Seville habitat from an insect's perspective. Note that the mesh was down-sampled quadratically to increase the rendering performance, which is crucial for testing algorithms of visual navigation. Even after down-sampling, all characteristics remain visible in the rendered 28 views. Furthermore, a sky-dome and (sun) light source was added to improve 535 realism, and lightning and sky patterns can be altered to represent di↵erent times of day. More generally, to understand animal behaviour it is important to characterise the natural environments in which they live and behave [35] and the approach we have presented can make a significant contribution to that aim. However we believe the framework we have developed can be useful in a 540 variety of applications, including biomass measurements and agriculture [6, 11], forestry [36, 37, 38] , ecology and conservation [39] , flood modelling [40, 41] , archaeology [23, 42] , geology [5] , building surveys [43] , virtual reality [44] • Visualise the topology, normals, clusters and polygon meshes
• Merge and split clouds (or cloud clusters)
• Save clouds, clusters, normals and meshes in standard formats
Most importantly, all processing steps (besides merging / splitting clouds or clusters)
can be applied to an arbitrary number of clouds (i.e. batch processing) either directly or in a recipe-like fashion. Assuming an appropriate order and parameter settings of In order to provide a first quality measure of the calculated meshes we implemented the triangle quality measure which is based on the following formula:
a is the area and h1, h2 and h3 specify the side lengths of the triangle. We calculate To identify points belonging to the same object we implemented several clustering and segmentation strategies. Whilst some of the algorithms are more appropriate to segment individual objects, others are helpful to identify global structures, e.g., finding 855 all ground points G ⇢ C, and assuming the disjoint set V = C \ G = {p|p 2 C^p / 2 G} includes all vegetation points. Besides extracting semantically meaningful subsets, splitting the cloud C into clusters c 2 I is mandatory to speed up processing and can also be necessary to define regions based on their distance to the sensor (the point density decreases with the distance to the scanner).
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Distance-based Clustering. Assuming that points belonging to the same object form a compact distribution, these points can be clustered into semantic entities by using L2
Euclidean distance cluster extraction (in (x, y, z) direction): By using a Kd-tree, nearest neighbours for each point are determined. Subsequently clusters are constructed by adding all nearest neighbours within a sphere radius (here called cluster tolerance) 865 that have not been processed yet.
Concentric Clustering. Since terrestrial laser scanners sample nearby surfaces more densely than distal surfaces, the framework also provides a circular clustering procedure using a user specified centre point (x, y) and radius for the maximally allowed Euclidean distance to this point.
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Iterative Chunk Split Clustering. The global cloud for a habitat can comprise billions of points which is far to big to be processed by most of the algorithms, but downor sub-sampling could collapse or delete thin (but significant) 3D volumes. In these situations iterative chunk split clustering can be used to separate the cloud C into subsets c ⇢ C with |c| ⌧ |C| ( jects within the scanning radius. However, due to inaccuracies of the scanner and merging several scans into a single global cloud, points are also inside the outer boundary. To extract the outer boundary of the underlying objects, concave hulls (also called alpha shapes) can be extracted [53] . In contrast to convex hull, which is uniquely defined by the set of points minimizing the area covering all given points without having Greedy Triangulation Meshing. As an alternative to the above listed meshing strategies, greedy triangulation meshing can be used to generate general triangle meshes.
Since these meshes rely on local neighbourhoods and surface normals, local smoothing is recommended before meshing. In principle the mesh is generated by successively connecting points (i.e. add triangles) to grow the surface incrementally. The neigh-
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bourhood for a point p is determined by a user specified search radius and a tangent plane is projected through these points along p's normal [55] . The smoothness of the resultant surface can be controlled by a minimum and maximum angles in each triangle and a maximum surface angle (i.e. two points can only be connected if the di↵erence of their normals is below the maximum).
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Appendix A.3.
Mesh Filtering
The mesh appearance and complexity can be optimised by applying mesh filtering techniques. In our framework, the natural environments are extracted from raw point clouds so that processing of the clouds before meshing usually yields better results than filtering the resultant polygon models. However, to o↵er a complete processing 965 framework we added options for four mesh filtering strategies to reduce, refine or smooth the mesh.
Quadric Mesh Decimation. Quadric mesh decimation reduces the number of faces based on repeated edge collapsing by utilising priority queue-based costs [56] . It continues until a desired reduction level is reached or topological constraints prevent 970 further reduction.
Quadric Clustering. Since quadric mesh decimation is restricted by topological constraints, it sometimes does not yield satisfactory reduction rates. We therefore added quadric clustering as an alternative which can be used to enforce the face reduction of the mesh. Note that it can cause disconnected meshes (i.e. mesh topology is not pre- However, a correct segmentation cannot be achieved given highly overlapping plant structures.
