Abstract. The diagonal of a multivariate power series F is the univariate power series Diag F generated by the diagonal terms of F . Diagonals form an important class of power series; they occur frequently in number theory, theoretical physics and enumerative combinatorics. We study algorithmic questions related to diagonals in the case where F is the Taylor expansion of a bivariate rational function. It is classical that in this case Diag F is an algebraic function. We propose an algorithm that computes an annihilating polynomial for Diag F . We give a precise bound on the size of this polynomial and show that generically, this polynomial is the minimal polynomial and that its size reaches the bound. The algorithm runs in time quasi-linear in this bound, which grows exponentially with the degree of the input rational function. We then address the related problem of enumerating directed lattice walks. The insight given by our study leads to a new method for expanding the generating power series of bridges, excursions and meanders. We show that their first N terms can be computed in quasi-linear complexity in N , without first computing a very large polynomial equation.
Introduction
The diagonal of a multivariate power series with coefficients a i1,...,i k is the univariate power series with coefficients a i,...,i . Particularly interesting is the class of diagonals of rational power series (ie, Taylor expansions of rational functions). In particular, diagonals of bivariate rational power series are always roots of nonzero bivariate polynomials (ie, they are algebraic series) [34, 21] . This property persists for multivariate rational power series, but only in positive characteristic, while the converse inclusion -algebraic series being diagonals of rational series -always holds [21, 36, 19] . As far as we are aware, the first occurrence of this result in the literature is an article of Pólya's [34] , which deals with a particular class of bivariate rational functions; the proof uses elementary complex analysis. Along the lines of Pólya's approach, Furstenberg [21] gave a (sketchy) proof of the general result, over the field of complex numbers; the same argument has been enhanced later [25] , [38, §6.3] . Three more different proofs exist: a purely algebraic one that works over arbitrary fields of characteristic zero [23, Th. 6 .1] (see also [38, Th. 6.3.3] ), one based on non-commutative power series [20, Prop. 5] , and a combinatorial proof [9, §3.4 .1] that relies on an encoding of the diagonal using unidimensional walks, seen themselves as words of a non-ambiguous context-free language. Various other generalizations are known [21, 18, 24, 33] . Polynomial equations. Despite the richness of the topic and the fact that most proofs are constructive in essence, we were not able to find in the literature any explicit algorithm for computing a bivariate polynomial that cancels the diagonal of a general bivariate rational function. We design in Section 5 such an algorithm for computing a polynomial equation for the diagonal of an arbitrary bivariate rational function. We show in Proposition 20 that generically, the size of the minimal polynomial for the diagonal of a rational function is exponential in the degree of the input and that our algorithm computes it in quasi-optimal complexity (Theorem 18).
The algorithm has two main steps that may be of independent interest. The first step is the computation of a polynomial equation for the residues of a bivariate rational function. We propose an efficient algorithm for this task, that is a polynomialtime version of Bronstein's algorithm [12] ; corresponding size and complexity bounds are given in Theorem 8. The second step is the computation of a polynomial equation for the sums of a fixed number of roots of a given polynomial. We design an additive version of the Platypus algorithm [2, §2.3] and analyze it in Theorem 12.
Recurrences. Since it is also classical that algebraic series are differentially finite (ie, satisfy linear differential equations with polynomial coefficients), the coefficients of these bivariate diagonals satisfy linear recurrences and this leads to an optimal algorithm for the computation of their first terms [16, 17, 4] . We show however, that computing an annihilating polynomial of the diagonal first is usually not the right approach and that a direct computation of the recurrence [3] will be more efficient. For completeness, we mention that in more than two variables, diagonals of rational functions are still differentially finite [15, 30] and currently the most efficient algorithm in that situation is that based on the Griffiths-Dwork method [7, 27] .
Walks. Diagonals of rational functions appear naturally in enumerative combinatorics. In particular, the enumeration of unidimensional walks has been the subject of recent activity, see [2] and the references therein. Three generating functions of different types of walks are of interest: the generating series B of bridges, E of excursions and M of meanders (these are defined precisely in Section 6). The algebraicity of these generating functions is classical as well, and related to that of bivariate diagonals. Beyond this structural result, several quantitative and effective results are known. Explicit formulas give the generating functions in terms of implicit algebraic functions attached to the set of allowed steps in the cases of excursions [11, §4] , [23] , bridges and meanders [2] . Moreover, Bousquet-Mélou gave a tight exponential bound on the degree of the annihilating polynomial in the case of excursions [10, §2.1] , while Banderier and Flajolet designed an algorithm (called the Platypus Algorithm) computing it [2, §2.3] .
Our message for these walks is that again, precomputing a polynomial equation is too costly if one is only interested in the enumeration. Instead, we propose to precompute a differential equation for B, that has polynomial size only, to use it for expanding B, and to recover the expansion of E from that of B. For meanders, we compute a polynomial-size differential equation for log M , from which the expansion of M can be computed efficiently. Our algorithms have quasi-linear complexity in the precision of the expansion, while keeping the precomputation step in polynomial complexity (Theorem 24).
Structure of the article. After a preliminary section on background and notation, we first discuss several special bivariate resultants of broader general interest in Sections 3 and 4. Next, we consider diagonals, the size of their minimal polynomials and an efficient way of computing annihilating polynomials in Section 5. Finally, we turn to walks in Section 6 and show how to compute the coefficients of the generating functions of excursions and of meanders efficiently.
A preliminary version of this article has appeared at the ISSAC'15 conference [5] . In the present version, we give tight bounds in the main results (Theorems 12 and 18), an improved algorithm for the algebraic residues and more detailed proofs throughout. Acknowledgments. This work was supported in part by the project FastRelax ANR-14-CE25-0018-01.
Background and Notation
In this section, that might be skipped at first reading, we introduce notation and technical results that will be used throughout the article.
2.1. Notation. In this article, K denotes a field of characteristic 0, and K an algebraic closure of K. We denote by K[x] n the set of polynomials in K[x] of degree less than n. Similarly, K(x) n stands for the set of rational functions in K(x) with numerator and denominator in K[x] n , and K [[x] ] n for the set of power series in
If P is a polynomial in K[x, y], then its degree with respect to x (resp. y) is denoted deg x P (resp. deg y P ). We take the convention that deg 0 = −∞. The bidegree of P is the pair bideg P = (deg x P, deg y P ). The notation deg without any subscript is used for univariate polynomials. Inequalities between bidegrees are component-wise. The set of polynomials in K[x, y] of bidegree less than (n, m) is denoted by K[x, y] n,m , and similarly for more variables.
The valuation of a polynomial
] is its smallest exponent with nonzero coefficient. It is denoted val F , with the convention val 0 = ∞.
The reciprocal of a polynomial P ∈ K[x] is the polynomial rec(P ) = x deg P P (1/x). If P = c(x − α 1 ) · · · (x − α d ) with c = 0 and α i ∈ K for all i, the notation N (P ) stands for the generating series of the Newton sums of P :
A polynomial is called square-free when its gcd with its derivative is trivial. A square-free decomposition of a nonzero polynomial Q ∈ A[y], where
The exponential series n x n /n! is denoted exp(x). The Hadamard product of two power series A and B is the power series A B such that [
Complexity Estimates.
We recall classical complexity notation and facts for later use. Let K be again a field of characteristic zero. Unless otherwise specified, we estimate the cost of our algorithms by counting arithmetic operations in K (denoted "ops.") at unit cost. The soft-O notationÕ(·) indicates that polylogarithmic factors are omitted in the complexity estimates (see [22, Def. 25.8 ] for a precise definition).
The arithmetic size of an element of K is 1. That of a univariate polynomial is its degree plus 1 (ie, we are considering dense representations). That of tuples of polynomials is the sum or their sizes, and this defines the size for rational functions and multivariate polynomials. We say that an algorithm has quasi-linear complexity if its complexity isÕ(d), where d is the maximal arithmetic size of the input and of the output. In that case, the algorithm is said to be quasi-optimal. Univariate operations. Throughout this article we will use the fact that most operations on polynomials, rational functions and power series in one variable can be performed in quasi-linear time. Standard references for these questions are the books [22] and [13] , as well as [37] . The needed results are summarized in Fact 1 below.
Fact 1. The following operations can be performed inÕ(n) ops. in K:
(1) addition, product and differentiation of elements in
Multivariate operations. Basic operations on polynomials, rational functions and power series in several variables are hard questions from the algorithmic point of view. For instance, no general quasi-optimal algorithm is currently known for computing resultants of bivariate polynomials, even though in several important cases such algorithms are available [6] . Multiplication is the most basic non-trivial operation in this setting. The following result can be proved using Kronecker's substitution; it is quasi-optimal for a fixed number of variables m = O (1) . For polynomials with more complicated monomial supports, or when the number of variables grows, more sophisticated techniques apply [14, 31, 29, 40] .
Fact 2. For fixed m, polynomials in
..,dm and power series in
A related operation is multipoint evaluation and interpolation. The simplest case is when the evaluation points form an m-dimensional tensor product grid I 1 × · · · × I m , where I j is a set of cardinal d j ; it extends to subgrids of tensor product grids [40] . 
Again, the complexity in Fact 3 is quasi-optimal for fixed m = O (1) .
A general (although non-optimal) technique to deal with more involved operations on multivariable algebraic objects (eg, in K[x, y]) is to use (multivariate) evaluation and interpolation on polynomials and to perform operations on the evaluated algebraic objects using Facts 1-3. To put this strategy in practice, the size of the output needs to be well controlled. We illustrate this philosophy on the example of resultant computation, based on the following easy variation of [22, Thm. 6.22] . We conclude this section by recalling two complexity results on bivariate polynomials and rational functions; for proofs, see [28] and [3] .
Fact 6.
(1) A square-free decomposition of polynomials in 
Recall that a minimal telescoper for
3. Polynomials for Residues 3.1. Algorithm. We are interested in a polynomial that vanishes at some or all of the residues of a given rational function. It is a classical result in symbolic integration that in the case of simple poles, there is a resultant formula for such a polynomial, first introduced by Rothstein [35] and Trager [39] . This was later generalized by Bronstein [12] to accommodate multiple poles as well. However, as mentioned by Bronstein, the complexity of his method grows exponentially with the multiplicity of the poles. Instead, we develop in this section an algorithm with polynomial complexity.
Let f = P/Q be a nonzero element in K(y), where P, Q are two coprime polynomials in K[y]. Let alsoQ be a divisor of Q such thatQ and Q/Q are coprime. In our context,Q represents the subset of the roots of Q at which we want to compute an annihilating polynomial of the residues. Let Q 1 Q 2 2 · · · Q m m be a square-free decomposition ofQ. For i ∈ {1, . . . , m}, if α is a root of Q i in an algebraic extension of K, then it is simple and the residue of f at α is the coefficient of t −1 in the Laurent expansion of f (α + t) at t = 0. Consider the polynomial 
Write S i−1 as A i (y)/B i (y) with A i and B i coprime polynomials; 
Expanding the binomial series gives the coefficient of t d as
Am Bm , with
The residues are then cancelled by
(Equality (1) is a consequence of the identity
In our applications, as in the previous example, the polynomials P and Q have coefficients that are themselves polynomials in another variable x. The rest of this section is devoted to the proof of the following. 
Note that rewriting the bound under the equivalent form
shows that the degree in x is bounded by 2d x d y , independently of the multiplicities. The complexity is also bounded independently of the multiplicities by
3.2. Bounds. By Fact 4, the resultant R i has degree in z exactly deg Q i so that the degree in z of the result is bounded by deg
The degree in x is the sum of the degrees in x of all the R i 's. In order to derive a bound on the degree of R i using Fact 4, we first consider the degrees in x and y of A i and B i . The important point is that these degrees do not depend so much on Q as on its square-free part. In order to quantify this precisely, we first focus on power series expansion of a special type about which we state a few useful lemmas.
For a polynomial Q ∈ K[x] and a real number α, we denote by E α (Q) the subset of K(x) [[t] ] formed of power series that can be written
and deg c n nα, for all n (recall that deg 0 = −∞, which makes it convenient to allow negative α). This notation extends to the case when x is a tuple of variables, with α replaced by a tuple of real numbers. The main properties of E α (Q) are summarized as follows.
The products obey
Proof. For (3), if A = n a n t n /Q n and B = n b n t n /R n belong respectively to E α (Q) and E β (R), then the nth coefficient of their product is a sum of terms of the
Therefore, the degree of the numerator is bounded
is proved similarly, the nth coefficient of the product being a sum of terms a i (x)b n−i (x)t n /Q n . In Property (2), the condition on S(0) makes f (S) well-defined. The result then follows from (1).
Proof. For all i, the coefficient of
and using Part (2) of Lemma 9 with f = 1/(1 + y) then gives the result when Q is square-free. Using f = 1/(1 + y) i gives the result for a pure power by Part (1) of the lemma. The general case then follows from Part (3) by induction on the number of parts in the square-free decomposition of Q, using additivity of degree and total degree. Now, we turn to the fraction
We use bidegrees with respect to (x, y) and observe that
The total degrees in (y, t) behave similarly: that of
From there, Part (3) of Lemma 9 shows that the product of these series belongs to 1
Thus the coefficient S i−1 of t i−1 in the power series expansion of F i can be written as A i /B i with
and finally
Fact 4 can now be exploited, leading to a bound on the degree of the resultant:
Next, we sum over the indices i corresponding to factors ofQ. This leads to the following bound for the degree in x of the result
This bound being an increasing function of each of the degrees that appear, it is itself upper bounded by replacing any of those degrees by an upper bound.
In the context of Theorem 8, the bidegrees of P , Q andQ are bounded by (d x , d y ), while those of Q andQ are bounded by (d x , d y ) . This leads to the bound
which rewrites as the bound in the Theorem and completes that part of the proof.
3.3. Complexity. By Fact 6, a square-free decomposition ofQ can be computed usingÕ(d 
y ), and since the degree in y of
Using the (crude) bounds D
which, by using the inequalities D
, as was to be proved. This completes the proof of the theorem. Remark. Note that one could also use Hermite reduction combined with the usual Rothstein-Trager resultant in order to compute a polynomialR(x, z) that annihilates the residues. Indeed, Hermite reduction computes an auxiliary rational function that admits the same residues as the input, while only having simple poles. A close inspection of this approach provides the same bound d y for the degree in y of R(x, z), but a less tight bound for its degree in x, namely worse by a factor of d y . The complexity of this alternative approach appears to beÕ(
3 )) (using results from [3] ), to be compared with the complexity bound from Theorem 8. 
has coefficients in K. This section discusses the computation of Σ c P summarized in Algorithm 2, which can be seen as an additive analogue of the Platypus algorithm of Banderier and Flajolet [2] . We recall two classical formulas for the generating function of the Newton sums (see, eg, [6, §2] ), the second one being valid for monic P only:
Truncating these formulas at order d + 1 makes N (P ) a representation of the polynomial P (up to normalization), since both conversions above can be performed quasi-optimally by Newton iteration [37, 32, 6] . The key for Algorithm 2 is the following variant of [2, §2.3].
Proposition 11. Let P ∈ K[y] be a polynomial of degree d, let N (P ) denote the generating series of its Newton sums and let S be the series
Then the following equality holds
. , S(cy)).
Proof. By construction, the series S is
When applied to the polynomial Σ c P , this becomes
This expression rewrites:
and the last expression equals Ψ c (S(y), S(2y), . . . , S(cy)).
The correctness of Algorithm 2 follows from observing that the truncation orders D + 1 in y and c + 1 in z of the power series involved in the algorithm are sufficient to enable the reconstruction of Σ c P from its first Newton sums by (6) .
We will be interested in the case where P is a polynomial in K[x, y]. Then, the coefficients of Σ c P wrt y may have denominators. We analyze the structure of the coefficients of Σ c P as elementary symmetric functions of the roots of P in order to compute bounds on the bidegree of the polynomial obtained by clearing out these denominators. The rest of this section proves the following result. We also denote
Moreover, this polynomial can be computed inÕ(cd
These bounds are sharp. Experiments suggest that for generic P of bidegree
Similarly, the complexity result is quasi-optimal up to a factor of c only. Proof. This is a consequence of the form of the matrix of the change of bases from the elementary symmetric functions to the monomial symmetric functions as described for instance in the proof of [38, Theorem 7.4.4] . Since P is symmetric and has degree at most d with respect to each variable, it can be written as a linear combination of monomial symmetric functions of the form
For the proof of the bounds in Theorem 12, we write 
Diagonals
In this section we turn to our main topic, namely the computation of annihilating polynomials for diagonals of bivariate rational functions. The algorithm relies on a classical expression of the diagonal as a sum of residues (see Lemma 14) , and on the results of Sections 3 and 4. The conclusions of the analysis of Algorithm 3 can be found in Theorem 18 and Proposition 20.
5.1. Algebraic equations for diagonals. Let F (x, y) = i,j 0 a i,j x i y j be a rational function in K(x, y), whose denominator does not vanish at (0, 0). Then the diagonal of F is defined as Diag F (t) = i 0 a i,i t i . A first basic, but very important, remark is that
When K = C, this coefficient can be viewed as a Cauchy integral and computed by the residue formula [21] . For general K (of characteristic 0), we proceed similarly with a purely algebraic approach, adapted from [23, Theorem 6.1]. (The reader who is not interested in the general proof may also skip directly to Lemma 14.) The starting point is the partial fraction decomposition of G(t, y) := 1 y F ( t y , y) considered as a rational function in K(t)(y):
where
In particular, r i,1 (t) is the residue of G at y i (t) for all i ∈ {1, 2, . . . , n}. By Puiseux's theorem, there exists N ∈ N such that the y i 's and r i,j 's all lie in the field K((t 1/N )). In order to apply the operator [y −1 ] on both sides of Equation (7), it is necessary to find a ring where both the equality and the operator [y −1 ] make sense. We are going to check that A = K((y))((t 1/N )) and [y −1 ] computed coefficient-wise are suitable for this.
First, as a rational function, it is immediate that G(t, y) belongs to A. In order to expand the right-hand side, we consider each term separately and distinguish between the cases val t (y i ) 0 and val t (y i ) > 0. If val t (y i ) 0, f i,j can be written as follows:
Since val t (1/y i ) 0, the series f i,j /r i,j actually belongs to 
Since y i /y ∈ A and val t (y i /y) > 0, this last quantity is the sum of a convergent series (in the sense of formal Laurent series) of elements of A, hence belongs to A. In this case we obtain [y −1 ]f i,j = r i,1 . We have everything we need to apply [y −1 ] on both sides of Equation (7), leading to the generalization to any base field of characteristic 0 of Furstenberg's classical result [21, §2] .
Lemma 14. If F (x, y) is a rational function in K(x, y) whose denominator does not vanish at
where P is the set of poles of
y). The poles y(t) ∈ P such that val t (y(t)) > 0 are called the small branches of Q and we denote their number by Nsmall(Q).
Since the elements of P are algebraic and finite in number and residues are obtained by series expansion, which entails only rational operations, it follows that the diagonal is algebraic too. Combining the algorithms of the previous section gives Algorithm 3 that produces a polynomial equation for Diag F . 
Algorithm 3. Polynomial canceling the diagonal of a rational function. The notation ddeg is defined in Eq. (9); numer denotes the numerator of the irreducible form of a fraction.
By the previous argument, it is an algebraic series, which is the sum of the residues of the rational function G d of Example 7 over its small branches (with x replaced by t). In this case, the denominator is y − t − y 2 . It has one solution tending to 0 with t; the other one tends to 1. Thus the diagonal is canceled by the quadratic polynomial (1).
Example 16. For an integer d > 0, we consider the rational function
. The first step of Algorithm 3 produces 
of exponential growth in the bidegree of F d . In general, these bidegrees do not grow faster than in this example. In Theorem 18 below, we prove bounds that are barely larger than the values above.
Sloped Diagonals. If p and q are relatively prime positive integers and F (x, y) =
so that our bounds and algorithm apply almost directly to these more general diagonals.
Degree Bounds and Complexity.
The rest of this section is devoted to the derivation of bounds on the complexity of Algorithm 3 and on the size of the polynomial it computes, which are given in Theorem 18. Degrees. A bound on the bidegree of Φ will be obtained from the bounds successively given by Theorems 8 and 12.
In order to follow the impact of the change of variables in the first step, we define the lower diagonal degree and upper diagonal degree of a polynomial P (x, y) = i,j a i,j x i y j respectively as the integers
We collect the properties of interest in the following.
Lemma 17. For any P and Q in K[x, y],
(1) ddeg − (P ) deg x P and ddeg
, withP (x, 0) = 0 and
Proof. Part (1) is immediate. The quantities ddeg − (P ) and ddeg + (P ) are nothing else than − val y P (x/y, y) and deg y P (x/y, y), which makes Parts (2) and (3) clear too. From there, we get the identity P Q =PQ for arbitrary P and Q, whence (P ) = P and Part (4) is a consequence of Parts (1) and (3).
Thus, starting with a rational function F = A/B ∈ K(x, y), with (d x , d y ) a bound on the bidegrees of A and B, and (d x , d y ) a bound on the bidegree of a square-free part B of B, the first step of the algorithm constructs G(t, y) = y α P Q , with polynomials P and Q and
We first explain how to compute the number c of small branches of Q. Small branches. It is classical that for a polynomial P = a i,j x i y j ∈ K[x, y], the number of its solutions tending to 0 can be read off its Newton polygon (see, e.g. [42] ). This polygon is the lower convex hull of the union of (i, j) + N 2 for (i, j) such that a i,j = 0. The number of solutions tending to 0 is given by the minimal y-coordinate of its leftmost points. Since the number of small branches counts only distinct solutions, it is thus given by (11) Nsmall(P ) = Nsmall(P ) = val y ([x valx P ]P ).
The change of variables x → x/y changes the coordinates of the point corresponding to a i,j into (i, j − i). This transformation maps the vertices of the original Newton polygon to the vertices of the Newton polygon of the Laurent polynomial P (x/y, y). Multiplying by y ddeg − (P ) yields a polynomial and shifts the Newton polygon up by ddeg − (P ), thus
Nsmall y ddeg − (P ) P (x/y, y) = Nsmall(P ) + ddeg − (P ).
The number of small branches of the polynomial Q constructed above is then given by (12) c := Nsmall (B ) + ddeg − (B ).
Degree in ∆. At this point, there is a slight difference between the cases α 0 and α < 0. Indeed, in the latter case we have to take the additional small branch at 0 into account. To do this, we denote by r the residue of G at 0. Since r is rational, we may compute a polynomial R that vanishes only on the residues at non-zero small branches of the denominator of G. IfΦ(t, ∆) is the polynomial produced by applying Algorithm 2 to (R, c), then the polynomial Φ(t, ∆) =Φ(t, ∆ − r) cancels Diag F . Thus we apply Algorithm 1 to ((y α P )/Q, Q) if α 0, and to (P/(y −α Q), Q) otherwise. By Theorem 8, in both cases we obtain a polynomial R of degree D y , with (14, 13, 12) . Then there exists a polynomial Φ ∈ K[t, ∆] such that Φ(t, Diag F (t)) = 0 and
Algorithm 3 computes it inÕ cD x
Dy c
A general bound on bideg Φ depending only on a bound (d, d) on the bidegree of the input can be deduced from the above as bideg Φ (d(4d + 3), 1) × 2d d .
Optimization.
Assume that the denominator of F (x/y)/y is already partially factored as Q(y) =Q(y)
αi , where the y i 's are k distinct rational branches among the c small branches of Q. Then their corresponding (rational) residues r i contribute to the diagonal. The special case where k = 1 and y 1 = 0 is exactly the situation that occurred in the discussion on deg ∆ Φ before Theorem 18, when α < 0. The trick that we used extends directly to the general case: it suffices to apply Algorithm 1 toQ, Algorithm 2 with c − k roots, and Φ is then recovered through a change of variable.
Generic case.
The bounds from Theorem 18 on the bidegree of Φ are slightly pessimistic wrt the variable t, but generically tight wrt the variable ∆, as will be proved in Proposition 20 below. We first need a lemma. 
where the b 
Then the polynomial computed by Algorithm 3 with input A/B is irreducible of degree
Proof. First apply the change of variables to obtain G = y α P/Q, with
Then, the polynomial Q(1, y) has the form j d t j y j where each of the t j 's is the sum of one of the indeterminates and rational constants. This implies that the t j 's are algebraically independent over Q. Therefore, Q(1, y) has Galois group S d over Q(t 0 , . . . , t d ) and its roots are algebraically independent over Q [41, §57] . This property lifts to Q(x, y) [41, §61] , which thus has Galois group S d and algebraically independent roots, denoted y 1 , . . . , y d . Now define the polynomial R(x, y) = i (y −P (x, y i )/∂ y Q(x, y i )), whereP = y α P if α 0 andP = P otherwise. Since Q has simple roots, this is exactly the polynomial that is computed by Algorithm 1. The family {P (x, y i )/∂ y Q(x, y i )} is algebraically independent, since any algebraic relation between them would induce one for the y i 's by clearing out denominators. In particular, the natural morphism Gal(Q/K) = S d → Gal(R/K) is injective, whence an isomorphism. (Here, Gal(P/K) denotes the Galois group of P ∈ K[y] over K.) Since an immediate investigation of the Newton polygon of Q shows that it has s − small branches, we conclude using Lemma 19 and the fact that the translation of the variable doesn't change the irreducible character of Φ.
Proposition 20 should be viewed as an optimality result. Indeed, for a generic rational function A/B as in the proposition, we have B = B , ddeg
+ (B) = s + and B has s − small branches. This implies that the bound of Theorem 18 for deg ∆ Φ is optimal in this (generic) case.
If one believes that random examples should behave like the generic case, then the proposition means that the polynomial computed by Algorithm 3 will be irreducible most of the time.
As an example, we consider the special case of Proposition 20 where 
so that the bound on deg ∆ Φ is tight in this case and the irreducibility of the output shows that Theorem 18 cannot be improved further.
Walks
The key ingredient in the fact that diagonals may have a big minimal polynomial was the possibility to write them as a sum of residues. The same exponential growth as in Proposition 20 therefore occurs for other functions bearing this same structure. For instance, constant terms of rational functions in C(x) [[y] ] can also be written as contour integrals of rational functions around the origin and thus by the residue theorem be expressed as a sum of residues.
By contrast, such sums of residues of rational functions always satisfy a differential equation of only polynomial size [3] . Thus, when an algebraic function appears to be connected to a sum of residues of a rational function, the use of this differential structure is much more adapted to the computation of series expansions, instead of going through a potentially large polynomial. As an example where this phenomenon occurs naturally, we consider here the enumeration of unidimensional lattice walks, following Banderier and Flajolet [2] and Bousquet-Mélou [10] . Our goal in this section is to study, from the algorithmic perspective, the series expansions of various generating functions (for bridges, excursions, meanders) that have been identified as algebraic [2] . One of our contributions is to point out that although algebraic series can be expanded fast [16, 17, 4] , the precomputation of a polynomial equation could have prohibitive cost. We overcome this difficulty by precomputing differential (instead of polynomial) equations that have polynomial size only, and using them to compute series expansions to precision N for bridges, excursions and meanders in time quasi-linear in N . 6.1. Preliminaries. We start with some vocabulary on lattice walks. A simple step is a vector (1, u) with u ∈ Z. A step set S is a finite set of simple steps. A unidimensional walk in the plane Z 2 built from S is a finite sequence (A 0 , A 1 , . . . , A n ) of points in Z 2 , such that A 0 = (0, 0) and
In this case n is called the length of the walk, and S is the step set of the walk. The y-coordinate of the endpoint A n , namely Following Banderier and Flajolet, we consider three specific families of walks: bridges, excursions and meanders [2] . Bridges are walks with final altitude 0, meanders are walks confined to the upper half plane, and excursions are bridges that are also meanders. Figure 1 , taken from [2] , summarizes these definitions graphically.
We define the full generating power series of walks
where w n,k is the number of walks with step set S, of length n and final altitude k. We denote by B S (x) (resp. E S (x), and M S (x)) the power series n 0 u n x n , where u n is the number of bridges (resp. excursions, and meanders) of length n with step set S.
We omit the step set S as a subscript when there is no ambiguity. Several properties of the power series W , B, E and M are classical:
In what follows, we describe and analyze three methods to compute the power series expansions of B, E and M . In the next two sections, we first study two previously known methods, then we introduce a new one.
6.2. Expanding the generating power series. From now on, we fix a step set S, and we denote by u − (resp. u + ) the largest u such that (1, −u) ∈ S (resp. (1, u) ∈ S). We also define d = u − + u + . The integer d measures the vertical amplitude of S; this makes d a good scale for measuring the complexity of the algorithms that will follow. We assume that both u − and u + are positive, since otherwise the study of the bridges, excursions and meanders becomes trivial. The direct method. The combinatorial definition of walks yields a recurrence relation for w n,k :
with initial conditions w n,k = 0 if n, k 0 with (n, k) = (0, 0), and w 0,0 = 1. Ifw n,k denotes the number of walks of length n and final altitude k that never exit the upper half plane, thenw n,k also satisfies recurrence (16), but with the additional initial conditionsw n,k = 0 for all k < 0. Then the bridges (resp. excursions, meanders) are counted by the numbers w n,0 (resp.w n,0 , kw n,k ). One can compute these numbers by unrolling the recurrence relation (16) . Each use of the recurrence costs O(d) ops., and in the worst case one has to compute O(dN 2 ) terms of the sequence (for example, if the step set is S = { (1, 1) , . . . , (1, d)}). This leads to the computation of each of the generating series in O(d 2 N 2 ) ops. This quadratic complexity in N is unsatisfactory, and any method that requires the complete expansion of the generating series W (x, y) is bound to be quadratic in N . The two other methods that we are going to present are designed to achieve linear or quasi-linear complexity in N . As will be explained, this comes at the cost of a precomputation that must be taken into account in the analysis. Using algebraic equations. In Once a polynomial equation is known for one of these three series, it can be used to compute a linear recurrence with polynomial coefficients satisfied by its coefficients [16, 17, 4] . The naive algorithm introduced above provides a way to compute a sufficiently large number of initial conditions to unroll this recurrence. The situation for differential equations and recurrences is different: B satisfies a differential equation of only polynomial size (see below), whereas (empirically), those for E and M have a potentially exponential size. These sizes then transfer to the corresponding recurrences and thereby to the constant in the complexity of unrolling them. The purpose of Theorem 24 below is to give explicitly the polynomial dependence in d when using this method, showing at the same time that a true improvement over the naive method can be achieved. New Method. We now give a method that runs in quasi-linear time (with respect to N ) and avoids the computation of an algebraic equation. Our method relies on the fact that periods of rational functions such as the one in Part (3) of Fact 22 satisfy differential equations of polynomial size in the degree of the input rational function [3] . We summarize our results in the following theorem, and then go over the proof in each case individually. Input : A set S of simple steps and an integer N Output: Fig. 3 ] R ← the recurrence of order r associated to Proof. See Section 6.4.
Thus, a sufficient number of initial conditions is computed with O(d 5 ) ops by the direct method, and the total cost of the precomputation isÕ(d 5 ), as announced.
Excursions. If B(x) mod x N +1 is known, it is then possible to recover E(x) mod x N +1 thanks to Fact 22 (4) . Expanding E(x) comes down to the computation of the exponential of a series, which can be performed usingÕ(N ) ops. (Fact 1(4) ).
Meanders. As in the case of excursions, the logarithmic derivative of M (x) is recovered from a sum of residues by the following.
Proposition 26. The series W and M are related through
x dx 1 − xΓ (1) .
Proof. Denote by y 1 , . . . , y u − the small branches of the polynomial y
Then M is given as [2, Cor. 1]:
On the other hand,
where the integral has been taken over a circle around the origin and the small branches. Differentiating the equation 1 − xΓ(y) = 0 with respect to x leads to −xΓ (
Thus we apply the same method as in the case of the excursions. We first compute a differential equation for A(x) using the method of [3] . The computation of the initial conditions for A can also be performed naively from its definition as a constant term, by simply expanding yW (x, y)/(1 − y). The formula of the proposition then recovers M (x). The complexity analysis goes exactly as in the previous case, giving a global cost ofÕ(d 5 ) ops.
6.4. Singular recurrences. We now come back to the problem of singular recurrences. In our context, the recurrences that we come across have a very specific structure: they are associated to differential resolvents of polynomials. (The differential resolvent of a polynomial is the least order differential operator canceling all of its roots.) This structure can be exploited to derive bounds on the singularities of our recurrences.
[y] is a polynomial, consider the recurrence associated to its differential resolvent L. The leading coefficient of this recurrence is called the indicial polynomial of L at 0. Its largest integer root will be denoted α. The fundamental idea is that there exists a Laurent series solution of L which has valuation α [26, §15.31] Therefore, it is sufficient to find bounds on the valuations of the solutions of L. This is done in the following theorem. By the multilinearity of the Wronskian, the left-hand side of this inequality is nothing more than val (Wr(y 1 , y 2 , . . . , y n ) 
Moreover, the polynomials W k satisfy (17) deg
It follows that D = R is an anti-symmetric polynomial in y 1 , y 2 , . . . , y n , but R 2 is symmetric, as well as D, so we can apply Lemma 13 to see that R 2 and D belong to K(x). Therefore, the equality Wr(y 1 , y 2 , . . . , y n ) = R D shows that Wr(y 1 , y 2 , . . . , y n ) is the square root of a rational function in x. We are going to use this structure and Lemma 13 to derive the desired bound on the valuation of the Wronskian determinant. Finally, the inequalities val (Wr(y 1 , y 2 , . . . , y n )) We immediately deduce the following corollary on the number of initial conditions required to expand an algebraic power series. Proof. Immediate from the theorem and the discussion that precedes it.
We are now able to prove Proposition 25.
Proof. (of Proposition 25)
We only treat the case where the recurrence is computed for B, and the proof transposes directly to the case of A. Let S and d be as in the Proposition, and denote by P the minimal polynomial of B. Then the recurrence computed by Algorithm 4 is associated to the minimal annihilating differential operator for B, which is also the differential resolvent of P . We denote it by L P . Now since B = [y −1 ]W (x, y)/y, it can be written as a sum of residues similar to formula (8). If we denote by R the polynomial that cancels these residues, then P divides Σ c R for some c. This implies in particular that all the solutions of L P are linear combinations of the roots of R. Thus, if L R is the differential resolvent of R, then all the solutions of L P are solutions of L R . Since W has bidegree (1, d), Theorem 8 and Theorem 27 show that all the roots of P have valuation at most O(d 3 ) , and the result follows.
Conclusion
We gave a complete and efficient algorithm that calculates a polynomial equation satisfied by the diagonal of a bivariate rational function in characteristic 0. Generically, the degree in ∆ of the polynomial P (t, ∆) output by the algorithm is optimal. The bound on the degree in t is not tight. The gap between this bound and the actual degrees is not yet fully understood: it is already present for the Rothstein-Trager and Bronstein resultants. Our complexity results are given in the arithmetic complexity model. The corresponding study in the binary model remains to be done.
The case of positive characteristic requires different methods and algorithms. In that case, diagonals are algebraic even for rational functions with more than two variables. To the best of our knowledge, these questions have never been studied from the complexity viewpoint. One possible direction is to try and make effective the proof by Furstenberg that these diagonals are algebraic [21] . Some work has also been done by Adamczewski and Bell [1] who among other things studied how the sizes of the polynomial equations satisfied by diagonals vary with the characteristic of the base field.
