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ANALYTICAL SIGNATURES AND PROPER ACTIONS
NOE´ BA´RCENAS AND QUITZEH MORALES MELE´NDEZ
Abstract. In this paper we compare Mishchenko’s definition of noncommu-
tative signature for an oriented manifold with an orientation preserving proper
action of a discrete, countable group G with the (more analytical) counter part
defined by Higson and Roe in the series of articles “Mapping Surgery to anal-
ysis”. A generalization of the bordism invariance of the coarse index is also
addressed.
1. Introduction
There are different notions of non-commutative signatures that can be applied
to oriented proper cocompact G-manifolds for a discrete group G. Higson and Roe
studied the relation between a signature of C∗-algebras, an analytic signature and
the coarse index of the signature operator, they also show that these signatures are
bordism and homotopy invariants.
For these definitions, they consider two types of so-called Hilbert-Poincare´ com-
plexes: algebraic complexes of finitely generated projective modules over a C∗-
algebra C and analytically controlled complexes of Hilbert spaces. Both kind of
complexes are required to satisfy suitable versions of Poincare´ Duality. The alge-
braic signature has values in the K-theoryK∗(C) of the algebra C, and the analytic
signature has values in the Mitchener K-theory of a suitable C∗-category.
All these signatures are defined for the case of a compact oriented smooth man-
ifold X and the authors showed that the analytic signature coincides with the
K-theoretic index of the signature operator defined on the L2-completion of the De
Rham complex of X . In this case, it is proven that Mitchener K-theory coincides
with the K-theory K∗(Cr(G)) of the reduced C
∗-algebra of the group G.
Their C∗-algebra signature is defined for finitely generated projective Hilbert-
Poincare´ modules over the algebra C0(X) of continuous functions vanishing at
infinity. In the case of an oriented smooth manifold X˜ with orientation preserving
free action of a discrete group G their definition makes no sense if the quotient X =
X˜/G is not compact, because the complexes considered are not finitely generated
over this algebra and the representation of C0(X) on the given complex is not by
chain maps. The analytic signature does make sense and the proof of its coincidence
with the index of the signature operator generalizes to this context.
On the other hand, Mishchenko defined a signature for finitely generated projec-
tive algebraic Hilbert-Poincare´ complexes over the reduced C∗-algebra C∗r (G) of the
group G. This can be applied to a proper oriented co-compact smooth G-manifold
M with orientation preserving action of the group G. The analytic signature of
Higson and Roe also makes sense in this context for the L2-completion of the De
Rham complex.
In this paper we show that, with slight modifications to the notion of algebraic
Hilbert-Poincare´ complex, the C∗-algebra signature defined by Higson and Roe co-
incides in even dimension with that of Mishchenko. A consequence of this is another
proof of the homotopy and bordism invariance of the signature of Mishchenko. The
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analytic version of the signature can be applied in this context to triangulated
bounded isotropy proper oriented G-manifolds of even dimension. In this case, the
coincidence of the analytic signature with the coarse index of the signature operator
is a consequence of the results proven by Higson and Roe. Also, another version of
bordism invariance is considered in this context. In the last section, we synthetize
the relations between the signatures considered.
2. Aknowledgements
The first author thanks the support of PAPIIT-UNAM grants IA 100315 ”Topolog´ıa
Algebraica y la Aplicacio´n de Ensamble de Baum-Connes”, IA 100117 ”Topolog´ıa
Equivariante y Teor´ıa de I´ndice”, as well as CONACYT-SEP Foundational Re-
search grant ”Geometr´ıa no conmutativa, Aplicacio´n de Baum-Connes y Topolog´ıa
Algebraica ”.
The authors thank the anonymous referee for his constructive criticism that
considerably contributed to improve our inicial manuscript into the present text.
The authors also thank V. Manuilov for helpful comments on the proof of Theorem
8.1 and Tibor Macko for enlightening correspondence concerning algebraic versions
of bordism.
3. Algebraic Hilbert-Poincare´ complexes and their signature
In [9] a signature for a Hilbert-Poincare´ complex was defined. This definition is
as follows.
Let C be a C∗-algebra. Recall that an n-dimensional Hilbert-Poincare´ complex
is a triple (E, b, S) where (E, b) is an n-dimensional chain complex
(3.1) E0 E1
b1
oo · · ·
b2
oo En−1oo En
bn
oo
of finitely generated projective Hilbert modules over a C∗-algebra C, the bk, k =
1, . . . , n are bounded adjointable maps, b = ⊕kbk : E → E, E = ⊕kEk, and
S : E → E is a self-adjoint operator such that
(i) Sk : En−k → Ek, where Sk = S|En−k ,
(ii) bkSk + Sk−1b
∗
n−k+1 = 0 and
(iii) S induces an isomorphism from the homology of the dual complex (E, b∗)
to the homology of the complex (E, b).
The second condition means that S : (E,−b∗)→ (E, b) is a chain map.
We recall the following definition.
Definition 3.2. (conf. [1, def.2.2,p.280]) The mapping cone of a chain map A :
(E′, b′)→ (E, b) is the complex
(3.3) E′′0 E
′′
1b1
oo · · ·oo E′′nbn
oo E′′n+1bn+1
oo
where E′′j = E
′
j−1 ⊕ Ej and differential b′′ : E′′ → E′′ defined by
(3.4) b′′j =
( −b′j−1 0
Aj−1 bj
)
Using the language and notations in [1], the definitions of the signature are as
follows.
Definition 3.5. (Mishchenko, [9, sec.3]). Let (E, b, S) be a Hilbert-Poincare´ com-
plex of Hilbert C-modules (with S self-adjoint and bS+Sb∗ = 0) and let (E⊕E, bS)
the mapping cone of S. Then, the signature of (E, b, S) is the formal difference
[Q+] − [Q−] in K0(C) of the positive and negative projection of the restriction of
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the map BS = b
∗
S + bS to the +1 eigenspace of the symmetry which exchanges the
two copies of E in E ⊕ E.
Remark 3.6. In the previous definition we made use of the fact that the self-
adjoint operator BS = b
∗
S + bS is invertible. Indeed, property (iii) in the definition
of the Hilbert-Poincare´ complex is equivalent to the acyclicity of the complex E⊕E
by lemma 2.3 of [1]. This is equivalent to the invertibility of BS according to
proposition 2.1 of [1].
Remark 3.7. In the construction of Mishchenko [9] the summands in the mapping
cone are interchanged and this gives a different formula for the operator: BS =
bS +TbST , where T is the symmetry interchanging the two summands copies of E
in E ⊕ E (see [9, p.14] and notice the typo in the identity Hk = T ∗kHn−k+2Tk−1).
In the notation used here, Mishchenko’s definition of the mapping cone would be
the complex
(3.8) E′′0 E
′′
1b1
oo · · ·oo E′′nbn
oo E′′n+1bn+1
oo
where E′′j = Ej ⊕ E′j−1 and the differential b′′ : E′′ → E′′ is defined by
(3.9) b′′j =
(
bj Aj−1
0 −b′j−1
)
.
The signature turns out to be just the index in K0(C) of the operator
Gev = b+ b
∗ + S : E → E.
Definition 3.10. (Higson-Roe). Let (E, b, S) be an even dimensional Hilbert-
Poincare´ complex of Hilbert C-modules. The signature of (E, b, S) is the formal
difference [P+]− [P−] of the positive projections of B + S and B − S respectively,
where B = b+ b∗.
Proposition 3.11. Definitions 3.5 and 3.10 coincide.
Proof. Using remark 3.7 one has that P+ = Q+. So, it is enough to prove that the
positive projection of the operator B − S is equivalent to the negative projection
of B + S = b + b∗ + S.
Consider the self-adjoint symmetry ϕ : E → E equal to the identity on E2i, i =
0, . . . , 2l and minus the identity on E2i+1, i = 0, . . . , 2l − 1. This operator inter-
twines B − S with −B − S and, therefore, the positive projection of B − S is
equivalent to the negative projection of b+ b∗ + S. 
Remark 3.12. Higson-Roe definition of the index while more elaborated is more
suitable for the aim of comparison with the index of the signature operator on the
de Rham complex. Mishchenko’s definition is a more straightforward generalization
of the signature of an algebraic Poincare´ complex to the context of C∗-algebras.
4. Bordism invariance of the algebraic signature
Let (E, b) be an (n + 1)-dimensional complex of Hilbert C-modules, (E0, b0) ⊂
(E, b) an n-dimensional subcomplex, more precisely E = E1 ⊕E0 for some E1 and
b|E0 = b0, and S : E → E is a self-adjoint operator such that
(i) Sk : En+1−k → Ek, where Sk = S|En−k ,
(ii) (bkSk + Sk−1b
∗
n−k+2)v for every v ∈ E0 and
(iii) S induces an isomorphism from the homology of the dual complex (E, b∗)
to the homology of the quotient complex (E/E0, b1) where b1 : E/E0 →
E/E0 is the induced boundary operator.
Such a complex is called an algebraic Hilbert-Poincare´ complex with boundary.
Then one can show the analog to [10, lemma 1.1,p.503].
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Lemma 4.1. The boundary complex (E0,
√−1 b0, S0), where S0 = bS + Sb∗|E0 , is
an algebraic Hilbert-Poincare´ complex (without boundary).
Proof. Consider the following diagram
(4.2) 0 // E0
i
// E
j
// E/E0 // 0
0 // E/E0
Sj∗
OO
j∗
// E
jS
OO
S
cc❍❍❍❍❍❍❍❍❍❍❍
i∗
// E0 // 0
where the rows are exact. We will construct a map b0 : E0 → E0 such that
ib0i
∗ = bS + Sd∗.
On one hand the image dS + Sd∗(E) is contained in the subcomplex E0, i.e.
bS + Sb∗(E) ⊂ E0,
so, it can be composed with the inverse i−1 : im i→ E0, and, then S0 can be defined
as
S0 = i
−1[i−1(bS + Sb∗)]∗ = i−1(bS + Sb∗)i−1∗.
(this is just chasing de diagram).
On the other hand, the subcomplex E0 is a direct summand of the complex E,
that is, there is a subcomplex E1 ⊂ E such that
E = E0 ⊕ E1
so the homomorphism S is represented by a matrix, i.e.
S =
(
S2 F
F ∗ S1
)
, S∗2 = S2, S
∗
1 = S1,
where
S1 : E1 → E1, S2 : E0 → E0, F : E1 → E0.
In this terms,
i =
(
1
0
)
, j =
(
0 1
)
, b =
(
b˜0 h
f b˜1
)
,
where ib0 = bi, with b0 being the differential of the chain complex E0, i.e.(
1
0
)
b0 =
(
b˜0 h
f b˜1
)(
1
0
)
,
i.e. (
b0
0
)
=
(
b˜0
f
)
,
i.e. f ≡ 0, b˜0 = b0, and jb = b1j with b1 the differential of the complex E/E0, i.e.
(
0 1
)( b0 h
0 b˜1
)
= b1
(
0 1
)
which means b˜1 = b1.
Also,
0 = b2 =
(
b0 h
0 b1
)(
b0 h
0 b1
)
=
=
(
b20 b0h+ hb1
0 b21
)
=
(
0 b0h+ hb1
0 0
)
i.e.
(4.3) b0h+ hb1 = 0,
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where h : E1 → E0.
Then,
bS + Sb∗ =
=
(
b0 h
0 b1
)(
S2 F
F ∗ S1
)
+
(
S2 F
F ∗ S1
)(
b∗0 0
h∗ b∗1
)
=
=
(
b0S2 + hF
∗ b0F + hS1
b1F
∗ b1S1
)
+
(
S2b
∗
0 + Fh
∗ Fb∗1
F ∗b∗0 + S1h
∗ S1b
∗
1
)
=
=
(
b0S2 + S2b
∗
0 + hF
∗ + Fh∗ b0F + hS1 + Fb
∗
1
b1F
∗ + F ∗b∗0 + S1h
∗ b1S1 + S1b
∗
1
)
.
From the equation j(bS + Sb∗) = 0 we obtain
(4.4) b1F
∗ + F ∗b∗0 = −S1h∗,
b1S1 + S1b
∗
1 = 0.
In addition,
b0F + hS1 + Fb
∗
1 = (b1F
∗ + F ∗b∗0 + S1h
∗)∗ = 0,
i.e.
(4.5) b0F + Fb
∗
1 = −hS1,
bS + Sb∗ =
=
(
b0S2 + S2b
∗
0 + hF
∗ + Fh∗ 0
0 0
)
i.e.
(4.6) S0 = b0S2 + S2b
∗
0 + hF
∗ + Fh∗.
Lets now show that S0 makes E0 an algebraic Hilbert-Poincare´ complex with
the differential
√−1 b0. In this case, we prove that b0S0 − S0b∗0 = 0.
Indeed,
b0S0 − S0b∗0 =
= b0(b0S2 + S2b
∗
0 + hF
∗ + Fh∗)− (b0S2 + S2b∗0 + hF ∗ + Fh∗)b∗0 =
= b20S2 + b0S2b
∗
0 + b0hF
∗ + b0Fh
∗ − b0S2b∗0 − S2b∗20 − hF ∗b∗0 − Fh∗b∗0 =
= b0hF
∗ + b0Fh
∗ − hF ∗b∗0 − Fh∗b∗0.
From (4.3), b0h = −hb1 and h∗b∗0 = −b∗1h∗, substituting
b0S0 − S0b∗0 = b0hF ∗ + b0Fh∗ − hF ∗b∗0 − Fh∗b∗0 =
= −hb1F ∗ + b0Fh∗ − hF ∗b∗0 + Fb∗1h∗ =
= −h(b1F ∗ + F ∗b∗0) + (b0F + Fb∗1)h∗ =
= hS1h
∗ − hS1h∗ = 0.

Now we are able to prove algebraic bordism invariance.
Theorem 4.7. The signature of the boundary complex (E0,
√−1 b0, S0) is equal to
zero.
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Proof. By adding the rows in the diagram (4.2), we obtain the sequence
(4.8) 0→ E0 I→ (E ⊕ E/E0) J→ (E/E0 ⊕ E) I
∗
→ E∗0 → 0
where
I =
(
i
0
)
, J =
(
j 0
0 j∗
)
and the graduated module A = E ⊕ E/E0 is a chain complex with the differential
H =
(
b Sj∗
0 b∗
)
, i.e.
H2 =
(
b Sj∗
0 b∗
)(
b Sj∗
0 b∗
)
=
(
b2 bSj∗ + Sj∗b∗
0 b∗2
)
,
but
bSj∗ + Sb∗j∗ = (bS + Sb∗)j∗ = (j(bS + Sb∗))∗ = 0.
By construction, the sequence (4.8) is exact, i.e.
im I = im i = ker j = kerJ,
im J = im j ⊕ im j∗ = E/E0 ⊕ ker i∗ = ker I∗.
In terms of the decomposition E = E0 ⊕ E1, and rearranging the terms, the
sequence (4.8) takes the form
0→ E0 I→ E0 ⊕ E1 ⊕ E1 J→ E0 ⊕ E1 ⊕ E1 I
∗
→ E∗0 → 0
where
I =

 10
0

 , J =

 0 0 00 0 1
0 1 0

 , H =

 d1 h F0 d2 D2
0 0 d∗2


Note that the complex E1 ⊕ E1 is a chain complex with the differential
δ =
√−1
(
b1 S1
0 b∗1
)
and an algebraic Hilbert-Poincare´ complex with the isomorphism T : E1 ⊕ E1 →
E1 ⊕ E1 defined by the matrix
T =
(
0 1
1 0
)
i.e. δT − Tδ∗ =(
b1 S1
0 b∗1
)(
0 1
1 0
)
−
(
0 1
1 0
)(
b∗1 0
S1 b1
)
=
=
(
S1 b1
b∗1 0
)
−
(
S1 b1
b∗1 0
)
= 0
Now consider the diagram
(4.9) E1 ⊕ E1 f // E0
E1 ⊕ E1
T
OO
E∗0
S0
OO
f∗
oo
where the homomorphism f : E1 ⊕ E1 → E0 defined by the matrix f = ( h F )
is a chain map, i.e.
fδ = ( h F )
(
b1 S1
0 b∗1
)
= ( hb1 hS1 + Fb
∗
1 ) =
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= ( −b0h −b0F ) = −b0f
and S2 defines a homotopy between these maps, i.e.
fTf∗ = ( h F )
(
0 1
1 0
)(
h∗
F ∗
)
= Fh∗ + hF ∗,
but by (4.6),
(4.10) S0 = fTf
∗ + b0S2 + S2b
∗
0.
In particular, this equation means that
H(f)H(T )H(f∗) = H(fTf∗) = H(S0)
is an isomorphism. That is, the complex (E0,
√−1 b0, fT f∗) is an algebraic Hilbert-
Poincare´ complex and the complexes (E0,
√−1 b0, fT f∗) and (E0,
√−1 b0, S0) are
homotopy equivalent according to definition 4.1 of [1, p.285] with the homotopy
given by the identity map E0 → E0. They have the same signature by theorem 4.3
in the same paper.
Finally, it is obvious that the signature of the complex (E0,
√−1 b0, fT f∗) is
equal to zero. 
5. Analytically controlled Hilbert-Poincare´ complexes over
C∗-categories and their signature
Here we recall the definition of an analytically controlled Hilbert-Poincare´ com-
plex, its signature and other relevant constructions from [1].
Consider a triple (H, b, S), where (H, b) is an n-dimensional chain complex
(5.1) H0 H1
b1
oo · · ·
b2
oo Hn−1oo Hn
bn
oo
of Hilbert spaces, the operator b = ⊕kbk : H → H , where H = ⊕kH , is an un-
bounded, closed operator such that b◦b is defined an equal to zero, i.e. Image(b) ⊂
Domain(b), b2 = 0. The map S : H → H is an everywhere defined self-adjoint
operator such that
(i) Sk : Hn−k → Hk, where Sk = S|Hn−k ;
(ii) S : (H,−b∗) → (H, b) is a chain map, i.e. S(Domain(b∗)) ⊂ Domain(b)
and (bS + Sb∗)v = 0 for every v ∈ Domain(b∗);
(iii) S induces an isomorphism from the homology of the dual complex (H, b∗)
to the homology of the complex (H, b).
Such a triple is called an analytic Hilbert-Poincare´ complex.
Definition 5.2. A C∗-category A is an additive subcategory of all Hilbert spaces
and bounded linear maps which is closed under taking adjoint of morphisms and
such that the morphisms sets HomA(H1, H2) are Banach subspaces of the set
Hom(H1, H2) of bounded linear operators from the Hilbert space H1 to the Hilbert
space H2.
Definition 5.3. A C∗-category ideal J of the C∗-category A is a C∗-subcategory
possibly without identity morphisms such that any composition of a morphism in
A with a morphism in J is a moprhism in J.
Remark 5.4. In the case of a C∗-category with a single object, this definition of
ideal coincides with that of a (bilateral) ideal of a C∗-algebra of bounded operators
on a fixed Hilbert space. In all of the following constructions, we will fix this Hilbert
space.
Definition 5.5. An unbounded, self-adjoint Hilbert space operator D : H → H is
said to be analytically controlled over the pair (A, J) if
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(i) H is an object of J,
(ii) the operators (D ± iI)−1 are morphisms of J, and
(iii) the operator D(1 +D2)
1
2 is a morphism of A.
This definition means that f(D) is a morphism of J for every f ∈ C0(R) and
f(D) is a morphism of A for every f ∈ C0[−∞,∞].
Definition 5.6. A complex (H, b) of Hilbert spaces is said to be analytically con-
trolled over (A, J) if the self-adjoint operator B = b + b∗ is analytically controlled
over (A, J) according to definition 5.5.
Definition 5.7. An analytic Hilbert-Poincare´ complex (H, b, S) is said to be ana-
lytically controlled over (A, J) if the complex (H, b) is analytically controlled over
(A, J) in the sense of the previous definition, i.e. if B = b + b∗ is analytically
controlled, and the duality operator T is a morphism in A.
It is shown in [1, lemma 5.8 and the discussion on p.291] that for a Hilbert-
Poincare´ complex analytically controlled over (A, J) the difference P+ − P− of
the positive projections of the operators B + S = b + b∗ + S and B − S = b +
b∗ − S (respectively) belongs to the ideal J of A, where A is the C∗-algebra of
A-endomorphisms of the space H and J is the C∗-algebra of J-endomorphisms of
the same space. This means that the formal difference [P+] − [P−] is an element
of the group Kn(J). There is a natural map Kn(J)→ Kn(J) so there is a class in
Kn(J) determined by the difference [P+]− [P−].
Definition 5.8. Let (H, b, S) be a Hilbert-Poincare´ complex analytically controlled
over (A, J). Its analytical signature is the class determined by the formal difference
[P+]− [P−] in Kn(J).
6. Signatures of a G-manifold
In this section we modify some the notions in [2] to extend the main results there
to include proper, not necessarily free actions. Namely, we extend the definitions
of the control categories. Also, we take into account the additional structure on
the complex Cl
2
∗
(M) of an oriented co-compact G-manifold M (with orientation-
preserving G-action) needed to make it an algebraic Hilbert-Poincare´ complex over
the reduced C∗-algebra C∗r (G). This complex also is interpreted by Higson and
Roe as an analytically controlled Hilbert-Poincare´ complex and, therefore, it has
two signatures. The relation between this signatures is addressed.
6.1. The algebraic signature of a triangulated smooth G-manifold. In [4],
[8] it is shown that a smooth manifold M with proper action of a discrete group
G admits G-invariant triangulations. It is also shown the uniqueness of this piece-
wise linear structure up to barycentric subdivision. In this case one shall choose a
triangulation such that every simplex is either fixed point-wise or permuted by the
action.
Following [2, p.306-310] we denote by C∗(M) the space of finitely supported
simplicial chains on M with complex coefficients. Then, for each p the complex
vector space Cp(M) has a basis comprised of the p-simplices on M . Define an
inner product on Cp(M) such that this basis is orthonormal. The completion of
this space is denoted by Cl
2
p (M), in other words, this is the Hilbert space of square
summable p-chains on M . The differentials ∂p : Cp(M) → Cp−1(M) extend to
operators bp : C
l2
p (M)→ Cl
2
p−1(M).
The operators bp are bounded if the number of simplices in the triangulated
space M with a common boundary is bounded, and this assumption can in turn be
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reduced to requiring that the number of simplices containing a point in the space
M is bounded. Such space M is called of bounded geometry.
Also, the adjoint operators b∗p : C
l2
p−1(M)→ Cl
2
p (M) identify with the extension
of the co-boundary maps. This makes (Cl
2
∗
(M), b) a complex of Hilbert spaces.
Denote by C0(M) the algebra of continuous functions vanishing at infinity. De-
fine a representation of C0(M) on C
l2
∗
(M) as follows: for every f ∈ C0(M) and
chain c =
∑
σ cσ[σ],
f · c =
∑
σ
f(bσ)cσ[σ],
where bσ is the barycenter of the simplex σ. With this and the bounded geome-
try assumption, one might interpret (Cl
2
∗
(M), b) as a complex of Hilbert C0(M)-
modules, but these spaces are not in general finitely generated over this algebra,
and the representation of C0(M) on C
l2
∗
(M) is not by chain maps.
On the other hand, as the action of M × G → M is simplicial, the complex
C∗(M) has a natural action of this group defined by the formula
c · g =
∑
σ
cσ[σ]g =
∑
σ
cσ[σg],
for g ∈ G. The action is simplicial, so it commutes with the boundary map. As
the action either fixes simplices or permutes them, this action is by unitaries, and
it extends to a representation of the reduced C∗-algebra C∗r (G) of the group G.
This means that (Cl
2
∗
(M), b) is a complex of C∗r (G)-modules. If the quotient M/G
is compact, then the modules Cl
2
p (M) are finitely generated: one may assume that
there is a finite number of simplices in the triangulation of the compact quotient
X = M/G induced by the map M → M/G, and this means that there is a finite
number of G-orbits of simplices in M .
In order to analyze Poincare´ duality in this context one shall first give some
explicit expression of the action of G on cochains. If u : Cp(M) → C a p-cochain,
this is defined by the rule
(u · g)[σ] = u([σg−1]),
for a simplex σ ∈ Cp(M).
The Poincare´ duality homomorphism of an oriented, possibly non-compact man-
ifoldM is given by the intersection [M ]∩u of the fundamental class of the manifold
with a finitely supported cochain u. More precisely, let u : Cn−p(M) → C be a
finitely supported (n − p)-cochain and [M ] = ∑σ(−1)ǫ(σ)[σ] be the fundamental
class, where ǫ(σ) denotes the orientation of the simplex σ induced by the orientation
of the manifold M , and the sum runs over all n-simplices in the triangulation of
M . Then, the Poincare´ duality homomorphism Tp : C
n−p(M)→ Cp(M) is defined
by the formula
Tp(u) = [M ] ∩ u =
∑
σ=[v0···vn]
(−1)ǫ(σ)u([v0 · · · vn−p])[vn−p · · · vn].
This map is G-equivariant, i.e. satisfies the identity
Tp(u · g) = (Tp(u)) · g.
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Indeed,
(Tp(u)) · g =

 ∑
σ=[v0···vn]
(−1)ǫ(σ)u([v0 · · · vn−p])[vn−p · · · vn]

 · g =
=
∑
σ=[v0···vn]
(−1)ǫ(σ)u([v0 · · · vn−p])[vn−p · · · vn]g =
=
∑
σ=[v0···vn]
(−1)ǫ(σ)u(([v0 · · · vn−p]g)g−1)[vn−p · · · vn]g =
=
∑
σ=[v0···vn]
(−1)ǫ(σ)((u · g)[v0 · · · vn−p]g)[vn−p · · · vn]g =
=
∑
σg=[v0···vn]g
(−1)ǫ((σg)g−1)(u · g)[v0 · · · vn−p][vn−p · · · vn] =
=
∑
γ=[w0···wn]
(−1)ǫ(γ)(u · g)[w0 · · ·wn−p][wn−p · · ·wn] =
= Tp(u · g).
where γ = σg and in the last step we have used the identity ǫ(γg−1) = ǫ(γ), that is,
one must require that g preserves orientation. The equivariant map T : C∗(M) →
C∗(M) satisfies the classic Poincare´ duality identities and extends to a G-linear
map T : Cl
2
∗
(M) → Cl2
∗
(M). Then, if the dimension of M is even, the operator
S : Cl
2
∗
(M)→ Cl2
∗
(M) defined by the rule
Sp = i
p(p−1)Tp : C
l2
n−p(M)→ Cl
2
p (M)
satisfies the properties:
(i) S is self-adjoint,
(ii) bS + Sb∗ = 0 and
(iii) S induces an isomorphism from the homology of the dual complex (C∗(M), b∗)
to the homology of the complex (C∗(M), b).
Therefore, (C∗(M), b, S) is an algebraic Hilbert-Poincare´ complex over C∗r (G) and
has algebraic signature in K0(C
∗
r (G)) as in definitions 3.5 or 3.10.
With this structure, one obtains another proof of the following:
Proposition 6.1. The signature of Mishchenko is a homotopy invariant.
Proof. This is theorem 4.3 of [1] applied to the signature defined there and recalled
here as 3.10, but using the algebraic Hilbert-Poincare´ complex over the algebra
C∗r (G) that we have just constructed. These signatures coincide by proposition
3.11. 
Remark 6.2. The construction of this Hilbert-Poincare´ complex has been pre-
sented by Mishchenko in several conference talks before 2010, so the authors claim
no originality. We refer to [9, sec.3] and check that this complex satisfies the defi-
nition given there.
6.2. The analytic signatures of a smooth G-manifold. Here we generalize
the C∗-categories considered in [2] and reinterpret the complex (C∗(M), b, S) as an
equivariant analytically controlled Hilbert-Poincare´ complex. Then we show that
the results about invariance of the analytic signature can be applied to bounded
geometry spaces with bounded isotropy action, and that this is the case for proper
spaces with bounded geometry quotient.
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Definition 6.3. Let M be a proper metric space. An M -module H is a separable
Hilbert space equipped with a non-degenerate representation of the C∗-algebra
C0(M) of continuous, complex-valued functions on M vanishing at infinity.
Definition 6.4. Let G a finitely generated discrete group. A G-presented space X
is a proper geodesic metric space presented as the quotient X = M/G of a proper
geodesic metric space M by an isometric proper action µ : G ×M → M of the
group G. The pair (M,µ) is called a G-presentation of X .
For fixed discrete group G and space X , the presentations of X together with
equivariant maps form a category. We avoid the action in the notation and say
that M is a G-presentation of X . We shall assume in the following that all such
presentations have an invariant non-empty open set where the action of the group
G is free.
Definition 6.5. An equivariant G-X-module is an M -module H , where M is a
G-presentation of X equipped with a compatible (faithful) unitary representation
of G.
In the case of an equivariant G-X-module M we will require that the represen-
tation of the C∗-algebra C0(M) restricts to a non-degenerate representations of the
subalgebra C0(U) for a G-invariant non-empty open set U ⊂M .
Given a locally compact, separable and metrizable space, together with a non-
degenerate representation on the Hilbert space H , that is, a nondegenerate contin-
uous ∗-homomorphism
ρ : C0(M)→ B(H),
we define the support of ν ∈ H to be the complement in X of the union of all open
subsets U ⊂ X such that ρ(f)(ν) = 0 for all f ∈ C0(U). An operator T ∈ B(H)
is locally compact on X if fT and Tf are compact operators for all functions
f ∈ C0(M).
Definition 6.6. The support of an operator T ∈ B(H), denoted by Supp(T ), is
the complement in X ×X of the union of all open subsets U × V ⊂ X ×X such
that ρ(f)Tρ(g) = 0 for all f ∈ C0(U) and g ∈ C0(V ). More generally , if C0(X)
and C0(Y ) are non-degnerately represented on Hilbert spaces HX and HY , then
the support of a bounded operator T : HX → HY is the complement in Y ×X of
the union of all open subsets U × V ⊂ Y ×X such that ρY (f)TρX(g) = 0 for all
f ∈ C0(U) and g ∈ C0(V ).
Definition 6.7. LetX be a locally compact separable and metrizable space, proper
in the sense of metric geometry, meaning that closed balls are compact. Let ρ :
C0(X)→ B(H) be a nondegenerate representation on the Hilbert space X .
An operator T ∈ B(H) is boundedly controlled if the support Supp(T ) is at
bounded distance of the diagonal in X ×X , that means
sup
y∈Supp(T ),x∈∆(X)
{(dX×X(y, x)} <∞.
An operator T is locally compact onX if fT and Tf are compact for all functions
f ∈ C0(X).
Given an operator T ∈ B(H), we define its propagation Prop(T ), to be the
following extended real number:
Prop(T ) = sup{dX×X(d(x, y) | x, y ∈ Supp(T )},
and will say that an operator is of finite propagation if this number is finite.
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Definition 6.8. The category A(G,M) = A(X,G,M) is the category where the
objects are equivariant G-X-modules for a fixed presentation M , and the mor-
phisms are norm limits of G-equivariant, bounded, finite propagation, pseudolocal
operators between G-X-modules. The ideal C(G,M) = C(X,G,M) is the cate-
gory with the same objects as A(G,M), and morphisms given by norm limits of
G-equivariant, bounded, locally compact operators.
The category A(G,M) and its ideal C(G,M), are defined in an analogous way
to the categories A(X) and C(X), compare [2, p. 304].
Definition 6.9. Let X be a proper (both in the sense of group actions and metric
geometry), locally compact and metrizable G-space. D : H → H be a bounded
selfadjoint operator . We will say that T is analytically controlled if it is controlled
over (A(X,G,M),C(X,G,M)) in the sense of definition 5.5.
We will now include for the sake of completness the following notion of geomet-
rically controlled operator, which will be relevant for the comparison with Hilbert-
Poincare´ complexes (see Def. 5.3 and 5.5 in [1] for more details on geometric
control):
Definition 6.10. Let X be a geodesic, proper space (in the sense of metric geom-
etry, meaning that closed balls are compact). A complex based vector space V is
called geometrically controlled over X if it is provided with a basis B ⊂ V , and
a function c : V → X with the following property: for every r > 0, there is an
N < ∞ such that if S ⊂ X has diameter less than R, then c−1(S) has cardinality
less than N .
A linear transformation T : V → W between geometrically controlled spaces is
geometrically controlled if
• The matrix coefficients with respect to the basis are uniformly bounded.
• There exists some C > 0 such that the (v, w)-matrix coefficient is zero
whenever d(c(v), c(w)) > C.
For X compact, one can now proof the analogous of lemma 2.12 in [2]:
Lemma 6.11. Let M be a proper (metric) space and G ×M → M be a proper
effective action with X = M/G a compact space. Assume that M is provided with
a G-invariant measure which is finite on compact subsets. Then the C∗-algebra of
endomorphisms of a non-trivial object in C(X,G,M) is Morita equivalent to C∗r (G)
and, therefore, their K-theories are isomorphic.
Proof. We will follow two steps in the proof:
(i) Every non-trivial G-X-module H with an effective representation of G
by unitaries contains a non-trivial subspace which can be endorsed with
the structure of a Hilbert module over Cr(G) whose algebra of compact
operators in the sense of Hilbert modules is isomorphic to the algebra of
endomorphisms of H in the category C(X,G,M).
(ii) There is an example of a Hilbert G-X-module H such that this algebra of
compact operators is isomorphic to Cr(G).
Step (i). Let H be a non-trivial G-X-module for the presentation M (i.e. a
C0(M)-module) with a non-trivial representation of C0(M) and compatible effective
representation of the group G by unitary operators in the sense that (f · v) · g =
fg · (v · g) for every f ∈ C0(M), v ∈ H, g ∈ G, where fg(x) = f(gx), x ∈M . Recall
that a v ∈ H is said to be compactly supported if there is a function f ∈ Cc(M)
acting as the identity on v, i.e. f ·v = v. Denote by HCc(M) the vector space of such
elements. This space is non-trivial: take f ∈ Cc(M) and v ∈ H such that f · v 6= 0
and choose h ∈ Cc(M) such that hf = f , then one has h · (f · v) = (hf) · v = f · v.
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Define a C[G]-valued inner product on HCc(O) by
〈〈v, w〉〉 =
∑
g∈G
〈v · g, w〉[g],
where O ⊂ M is a non-empty G-invariant open subset such that the action G ×
O → O is free. Note that, if supp(f) ∩ supp(h) = ∅ then fh = 0. Assume that
supp(f) ⊂ U for some U ⊂ O such that gU ∩ U = ∅ for g 6= 1. This means that
supp(f) ∩ supp(fg) = ∅, therefore
〈〈v, v〉〉 =
∑
g∈G
〈v · g, v〉[g] =
=
∑
g∈G
〈(f · v) · g, f · v〉[g] =
=
∑
g∈G
〈fg · (v · g), f · v〉[g] =
=
∑
g∈G
〈(f¯ fg) · (v · g), v〉[g] =
= 〈(f¯ f) · v, v〉[1] = 〈f · v, f · v〉[1] = 〈v, v〉[1] = [1],
if ‖v‖ = 1. Here we have used that the adjoint of the operator f : H → H is the
conjugate f¯ of this function, which has the same support.
Similarly
〈〈v, v · g〉〉 = 〈(f¯gfg) · (v · g), v · g〉[g] = 〈fg · (v · g), fg · (v · g)〉[g] =
= 〈v · g, v · g〉[g] = 〈v, v〉[g] = [g].
This computations show that every element in the group algebra C[G] can arise as
the inner product of some elements in HCc(O).
Then one checks positivity, completes simultaneously C[G] to Cr(G) and HCc(O)
to a Hilbert Cr(G)-module HG and writes
HCc(O) = HG ⊗λ l2(G)
where λ : Cr(G)→ B(l2(G)) is the left regular representation. Note that, as Cc(O)
is dense in C0(O) and C0(O)H is dense on H , one has that Cc(O)H is also dense
in H and HCc(O) = H .
Then one proves by analogy with lemma 2.2 and lemma 2.3 of [13, p.243,244]
that the algebra of compact operators of HG in the sense of Hilbert modules is
isomorphic to the algebra of endomorphisms of H in the category C(X,G,M).
Step (ii). The example is the Hilbert space is the completion L2(M) of Cc(M)
with respect to the norm defined by the complex-valued inner product
〈f, g〉 =
∫
f¯(x)h(x)dµ(x)
where µ is a G-invariant measure finite on compact subsets. The proof that this is
an example are precisely lemma 2.2 and lemma 2.3 of [13, p. 243,244 ]. 
Let M be a simplicial complex, and let G ×M −→ M be a proper simplicial
action of a discrete group G. Assume that the quotient M/G is compact. Let FM
the family of (finite) subgroups of G having non empty fixed point set in M , i.e.
FM = {H < G |MH 6= ∅},
where
MH = {x ∈M |hx = x, for every h ∈ H}.
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Definition 6.12. The action G ×M −→ M is said to be of bounded isotropy if
the order of the elements in FM is uniformly bounded, i.e. there is a constant cM
such that |H | < cM for every H ∈ FM .
Lemma 6.13. If the quotient X = M/G is of bounded geometry and the action
G×M −→M is of bounded isotropy, then M is of bounded geometry.
Proof. Take a point x ∈ M and let S(x) the set of simplices containing x. Denote
by p : M −→ M/G the projection on the quotient. Then p(S(x)) = S(p(x)) and,
therefore, #S(x) 6 #S(p(x)) · cM 6 N · cM , where N is the bound on the number
of simplices containing a point in M/G. 
Lemma 6.14. A proper space M with proper, co-compact proper action G×M →
M of a discrete group G is of bounded isotropy.
Proof. Choose finite family (Ui, Gi), i = 1, . . . , N
′ such that Ui ⊂ M are open
subsets and Gi < G are finite subgroups such that, if a point x ∈ gUi for some
g ∈ G, then one has that Gx < gGig−1. Therefore β = maxi |Gi| is a bound on the
orders of isotropy groups of points in the space M . 
We will not discuss the functorial properties of the C∗-alebras associated to
coarse structures of a proper metric space, called in the literature “morphism cov-
ering a coarse map”. However, we will need a restriction map for the inclusion of a
boundary component into a a bordism satisfying some additional assumptions, see
the coments preceeding section 7.
Definition 6.15. Let X be a proper space and M a G-presentation of X . A
Hilbert-Poincare´ complex is equivariantly analytically controlled if it is analyt-
ically controlled over (A(X,G,M),C(X,G,M)), i.e. the modules in the com-
plex are objects of these categories, the operator B = b + b∗ is controlled over
(A(X,G,M),C(X,G,M)) and the duality operator S is a morphism in the cate-
gory A(X,G,M).
In the following, by controlled in the case of a complex of Hilbert modules we
mean equivariantly analytically controlled and in the case of an operator we mean
controlled over (A(X,G,M),C(X,G,M)).
Theorem 6.16. If the quotient X = M/G is of bounded geometry and the action
G×M −→M is of bounded isotropy and orientation preserving, then its Higson-Roe
non-commutative signature is a homotopy and bordism invariant in the controlled
category.
Proof. As M is of bounded geometry, its simplicial chain and cochain complexes
are geometrically controlled. The action either permutes or fixes simplices and is
therefore unitary, and the fundamental cycle of such a triangulation is invariant. By
theorem 3.14 in [2, p.309] geometric control implies analytic control. The comment
before section 3.2 on [2, p.310] ensure that this is true also in the equivariant setting.
This means that the l2-chain complex Cl
2
∗
(M) ofM is an example of an analytically
controlled Hilbert-Poincare complex.
In the case of bordism invariance, one shall assume that one has a triangulated
bordism such that the simplices in the boundary coincide with the given triangu-
lation of M .
The result now follows as a corollary of theorems 5.12 and 7.9 of [1]. 
7. Bordism invariance of the coarse index
In this section, we review the approach to bordism invariance of the coarse index
due to C. Wulff [14] and extend it to the context of manifolds with proper actions
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of a discrete group. This section’s results benefited in a fundamental way from
remarks of an anonymous referee. The authors thank her or him.
We recall that given a smooth manifold with a proper, smooth G-action M , the
existence of G- invariant Riemannian metrics due to Palais [12] implies the existence
of a G-invariant geodesic length metric on M . Recall that this geodesic metric is
proper in the sense of metric geometry, meaning that closed balls are compact. If the
original manifold is geodesically complete, then so is the one with the G-invariant
metric. In the case of a non co-compact manifold M , there might be many quasi-
isometry classes of G-invariant metrics on M . We will fix, however, a boundedly
controlled coarse structure coming from a particular G-invariant, complete geodesic
metric structure for the remain of this section.
In order to define adequately the (coarse index) boundary maps and the functo-
riality properties after K-theory, certain remarks on the bounded coarse structure
on a proper geodesic manifold are pertinent. References for the bounded coarse
bounded structure, and other ones defined on a geodesic metric space include [3],
chapter 6, although we specialize here to the Riemannian manifold case.
Definition 7.1 (Coarse map in the bounded metric structure). Let M and N be
proper Riemannian G-manifolds equipped with G-invariant geodesic length metrics
dM and dN . A map f : N →M is a coarse map if
• The inverse image of every closed ball is compact.
• For every R > 0, there exists δ > 0, such that dN (x, x′) < R implies
dM (f(x), f(x
′
)) < δ.
A coarse map induces a C∗-homomorphism of the alebras of locally compact and
finite propagation operators by lemma 6.3.12 in [3].
Definition 7.2 (Referenced Manifolds ). Let M , N1 and N2 be proper, oriented
G-manifolds of dimension n furnished with an orientation preserving G-action.
Assume that M , N1 and N2 are furnished with the bounded coarse structure
associated to a G-invariant geodesic length metric. The manifolds N1 and N2 are
referenced manifolds with respect to M if they are furnished with a G-equivariant
coarse map i1 : N1 →M and i2 : N1 →M
Definition 7.3 (Referenced Bordism). Let N1 and N2 be referenced manifolds
with respect to M .
A referenced bordism from (N1, f1) to (N2, f2) is a referenced G-manifold W ,
together with a coarse map F :W →M , such that there exists a positive real num-
ber K with the property that the diagram depicting the inclusions of the boundary
components ji : Ni → ∂W ,
N1
j1
//
f1

✷✷
✷✷
✷✷
✷✷
✷✷
✷✷
✷✷
∂W
j

N2
j2
oo
f2
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
W
F

M
commutes up to K, meaning that the inequalities
dM (fi(n), F ◦ j ◦ ji(n)) < K
hold for i = 1, 2 and every n ∈ Ni.
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Definition 7.4. [Analytical referenced bordism] Let M be a complete, proper
metric G-space with an action of bounded isotropy. The analytical referenced
bordism group Ωan,eqn (M) is the group with generators (N, f,E, b), such that
• N is an n-dimensional referenced manifold with respect toM , with bounded
isotropy,
• f : N →M is an equivariant coarse map;
• E is a G-X-Hilbert module with presentation N , i.e. an equivariant N -
module with X = N/G,
• b : E → E is boundedly controlled operator.
Two of such generators (N1, f1, E1, b1) and (N2, f2, E2, b2) are said to be referenced-
bordant with respect to M if there exists a referenced bordism (W,F,E,B) with
respect to M , between N1 and N2, together with a coarse map F : W → M , in-
clusions ji : Ni → W , which induce isometries of Hilbert spaces Ei → E, and a
controlled operator B, restricting to bi.
If the space M is a proper oriented manifold of bounded isotropy, then one
defines the fundamental class in the group Ωan,eqn (M) by taking f = id and, for
example, E = Ω∗L2(M), the L
2-completion of the de Rham complex of M and b as
the signature operator. Although this is an unbounded operator, the generalized
conditions of analytical control meet (meaning that the Cayley transform is locally
compact and of finite propagation and the resolvent has finite propagation).
One can also, take E′ = Cl
2
∗
(M) ⊕ Cl2
∗
(M) and b = BS as in (3.5), where S is
the Poincare´ duality homomorphism completion. Both choices coincide in terms of
index by theorems 5.5 and 5.12 in [2], using the version of analytic control defined
in here.
Definition 7.5. [Coarse Fundamental Signature Class] Let (N, f,E, b) be a refer-
enced manifold with respect to M . The coarse fundamental class of b is the class in
Kn−1(A(X,G,M)/C(X,G,M)) of the boundedly controlled operator b associated
to the Hilbert-Poincare´ complex E.
We interpret now the main result of [14] in an equivariant setting:
Theorem 7.6. The coarse fundamental class is a referenced bordism invariant.
Proof. The situation is completely analogous to [14], where the invariance is seen
to be a consequence of the naturality of the assembly map. Consider the diagram
of G-equivariant inclusions, which are assumed to give coarse maps.
N1 // ∂W

N2oo
W
F

M
The long exact sequence in K-theory of C∗-algebras gives:
Kp+1(A(Wupslope∂W )/C(Wupslope∂W ))
∂
// Kp(A(∂W )/C(∂W )
A∂W

// Kp(A(W )/C(W )
AW

Kp(C
∗(∂W ))
i∗
// Kp(C
∗(W ))
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Where the upper morphism ∂ is the connecting homomorphism, and the vertical
morphisms are coarse assembly maps.
The functoriality of the index morphism, assembly map gives
F∗(AW (i1([b1]))) = F∗(AW (i2([b2]))).

Corollary 7.7. The coarse fundamental class gives a group homomorphism
C : Ωan,eqn (M) −→ Kn−1(A(X,G,M)/C(X,G,M)
Definition 7.8 (Analytical signature). The analytical signature of a referenced
manifold (M, f,E, b) is given as the composition of the coarse fundamental class
morphism C together with the coarse assembly map. (Recall that the coarse as-
sembly map for X is the homomorphism
µ : KGi (M)
∼= Ki+1(D∗G(M)/C∗G(M))→ Ki(C∗G(M)),
where the first instance of K denotes equivariant k-homology for spaces, and all
the others C∗-algebra K-theory, the first isomorphism is given by Paschke duality,
as written in [13, p.242], and the second is the boundary map in the long exact
sequence of K-groups associated to the ideal C∗G(M) in D
∗
G(M).)
In the following we shorten the notation A(X,G,M), C(X,G,M) by A(M),
C(M) respectively.
Recall that a directed bordism, in the sense of 7.4, produces an algebraic Hilbert-
Poincare´ complex with boundary, as in the sense of 4.1. Hence, the algebraic
signature constructed in 3.5 is well defined after passing to geometric bordism.
Definition 7.9. The algebraic signature Σ is the group homomorphism
Ωan,eqn (M) −→ Kn(C∗r (G))
described in 3.5. The fact that the algebraic signature descends to the referenced
bordism groups follow from the fact that a referenced bordism gives an algebraic
Hilbert-Poincare´ complex with boundary, 4.7 proves that the algebraic signature is
the same, and thus the map is well defined on referenced bordism classes.
8. Mapping surgery to analysis
In this section, we will state the main theorem of this paper:
Theorem 8.1. Let M be a proper G manifold with a bounded isotropy action.
Assume that the quotient M/G is compact. Then, we have the following homomor-
phism
Ωan,eqn (M)
C

Σ
--❬❬❬❬❬❬❬
❬❬❬❬❬❬❬❬
❬❬❬❬❬❬❬❬
❬❬❬❬❬❬❬❬
❬❬❬❬❬❬❬❬
❬❬❬❬❬❬❬❬
❬❬❬❬❬❬
Kn−1(A(M)/C(M))
ω1
// KKnG(C0(M),C) ω2
// KKnG(C0(EG),C) µ
// Kn(C
r
∗
(G))
,
where the maps are definded as follows: the map C is the coarse fundamental class,
7.5, the map ω1 is the isomorphism constructed in [13](denoted by ω4 in page 242),
the group homomorphism ω2 is induced by the up to G-equivariant homotopy unique
map M → EG, and µ denotes the analytical Baum-Connes assembly map in KK-
theory. We will call the composition
µ ◦ w2 ◦ w1 ◦ C : Ωan,eqn (M) −→ Kn(Cr∗ (G))
the analytical signature.
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Proof. The analytical Assembly map µ : KKnG(C0(EG),C)→ Kn(Cr∗ (G)) is given
by the composite of the descent homomorphism
KKnG(C0(EG),C)→ KKn(C0(EG)⋊r G,C⋊r G)
followed by composing with the map given by the Kasparov product with the
Mishchenko-Fomenko line bundle for EG,
KKn(C0(EG)⋊r G,C ⋊r G)→ KKn(C, C∗r (G)).
By KK-theoretical homotopy invariance, the composite map
KKnG(C0(M),C) −→
ω2
KKnG(C0(EG),C) −→
µ
Kn(C
r
∗
(G))
agrees with the composite
KKnG(C0(M),C)→ KKn(C0(M)⋊r G,C⋊r G)→ KKn(C, C∗r (G)),
which consists of the descent homomorphism followed by the Kasparov product
with a Mishchenko-Fomenko element for C0(M) (called w5 and w6 in [13], p. 242,
respectively.)
By 4.7, 6.16, the bordism relations are compatible.
Finally, by commutativity of the diagram in page 242 of [13], the assembly maps
commute. 
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