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vRÉSUMÉ
Les progrès réalisés au cours des dernières années dans le domaine du stockage d’électricité ont
permis l’émergence de technologies plus performantes et moins coûteuses, en particulier dans
le secteur des batteries. Ces progrès permettent aujourd’hui d’envisager le déploiement du
stockage à grande échelle sur les réseaux électriques. Cette technologie pourrait bénéficier aux
différents acteurs du système : elle pourrait faciliter, pour l’opérateur de réseau, la gestion
de l’équilibre entre production et consommation ; elle pourrait permettre aux producteurs
(en particulier d’énergies renouvelables) de lisser leur production ; ou encore permettre aux
consommateurs de se couper du réseau en couplant production renouvelable décentralisée et
stockage. L’utilisation qui est faite du stockage dépend donc de son propriétaire. Ce travail se
concentre sur le cas d’une unité de stockage appartenant à un investisseur privé, souhaitant
tirer profit de la volatilité des prix sur les marchés de l’électricité. Il s’agit plus précisément
de profiter des périodes de faibles consommations (et de faibles prix) pour charger notre
unité de stockage, puis de la décharger lors des périodes de fortes consommations (et de prix
élevés). Cette utilisation du stockage est communément appelée arbitrage. Cependant, une
telle utilisation du stockage pourrait avoir un impact significatif sur les prix de l’électricité :
en réduisant l’écart de consommation entre les périodes de creux et les périodes de pic,
l’écart de prix pourrait également diminuer. Le défi pour un investisseur disposant d’une
unité de stockage de grande taille et souhaitant faire de l’arbitrage consiste donc à tenir
compte de l’impact de ses opérations sur les prix de marché lors de sa prise de décision.
L’objectif de ce travail est donc de proposer un modèle permettant à l’opérateur d’évaluer
cet impact, et d’optimiser sa stratégie sur les marchés. Cette approche permettra par la
même occasion d’apprécier la manière dont les prix sur les marchés de l’électricité pourraient
évoluer à la suite de l’intégration massive du stockage. Pour cela, nous avons étudié les
données historiques du marché de l’électricité de l’état de New-York, afin d’en modéliser la
courbe d’offre, permettant d’établir une relation entre les quantités mises en jeu sur le marché
et les prix. Des bornes inférieure et supérieure sur cette courbe sont également modélisées, en
utilisant la méthode des regressions quantiles, pour tenir compte de sa variabilité. Ces bornes
sont ensuite utilisées dans un modèle d’optimisation robuste permettant l’élaboration d’une
stratégie optimale pour l’opérateur de stockage. Le modèle proposé permet de représenter
l’aversion au risque d’un opérateur souhaitant se protéger de possibles pertes financières.
Grâce à cette approche nouvelle, l’opérateur de stockage peut bénéficier de profits élevés
tout en réduisant le risque d’encourir des pertes financières.
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ABSTRACT
Over the last years, great progress have been achieved in the field of energy storage. They
created more efficient and less costly technologies, raising the possibility of a large-scale
deployment of energy storage. These technologies may benefit the different power system
stakeholders. It may facilitate the power system operator’s mission to guarantee the balance
between the supply and the load, it may allow the renewable energy producers to smooth their
output, or even enable the consumers to be independent from the network, using both local
production and storage. Our work focuses on the case where the storage facility is owned by
a private investor who seeks to benefit from the market price volatility. More specifically, the
storage can be used in the following way: electricity can be purchased to charge the facility
during the low demand (and low prices) periods, and electricity can be sold to discharge the
facility during the high demand (and high prices) periods. This application is commonly
referred to as arbitrage. However, these operations could have a significant impact on the
market prices. Since it reduces the gap between the off-peak demand and the peak demand,
it would also reduce the price gap. Hence, it raises a challenge for the operator of a large-scale
energy storage facility wishing to do arbitrage. This operator has to take into account the
impact of its operations on the market price when planning the storage operations. This work
aims at developing a model to simultaneously assess this impact, and optimize the storage
strategy. This approach will also allow to assess the evolution of market prices that would
be provoked by the massive integration of energy storage. To this end, we model the supply
curve from the New-York state electricity market based on historical data. It provides a
relation between the quantity of electricity offered on the market and the price. Lower and
upper bounds on this curve are also modeled, using the quantile regression methodology, to
account for its variability. These bounds are then used as an input in a robust optimization
model that aims at defining optimal strategies for the storage operator. The proposed model
accounts for the risk-aversion of the operator, who seeks to be immunized against potential
financial losses. This novel approach allows to reduce significantly the loss exposure for the
storage operator, while maintaining reasonnably high expected profits.
vii
TABLE DES MATIÈRES
DÉDICACE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
REMERCIEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
RÉSUMÉ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
TABLE DES MATIÈRES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
LISTE DES TABLEAUX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x
LISTE DES FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi
LISTE DES SIGLES ET ABRÉVIATIONS . . . . . . . . . . . . . . . . . . . . . . . xiii
CHAPITRE 1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Contexte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Éléments de la problématique . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Plan du mémoire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
CHAPITRE 2 REVUE DE LITTÉRATURE . . . . . . . . . . . . . . . . . . . . . . 7
2.1 Revue technologique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.1 Stockage gravitaire : les Station de Transfert d’Energie par Pompage 8
2.1.2 Stockage thermodynamique : les CAES . . . . . . . . . . . . . . . . . 9
2.1.3 Stockage électrochimique : les batteries . . . . . . . . . . . . . . . . . 11
2.1.4 Stockage inertiel : les volants d’inertie . . . . . . . . . . . . . . . . . 13
2.1.5 Autres technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.1.6 Bilan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2 Revue des applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.1 Les marchés . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.2 Les services au réseau . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3 Revue des modèles permettant d’estimer l’impact du stockage sur le prix de
l’électricité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.1 Modélisation de l’interaction entre l’opérateur du réseau et l’opérateur
de stockage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
viii
2.3.2 Optimisation de la stratégie de l’unité de stockage . . . . . . . . . . . 23
2.3.3 Intégration du stockage dans le problème de l’opérateur du réseau . . 24
2.3.4 Bilan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
CHAPITRE 3 ARTICLE 1 : ROBUST SELF-SCHEDULING OF A PRICE-MAKER
ENERGY STORAGE FACILITY IN THE NEW YORK ELECTRICITY MARKET 26
3.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.3 Modelling the supply curve in the day-ahead market of NY . . . . . . . . . . 32
3.3.1 New York Electricity Markets . . . . . . . . . . . . . . . . . . . . . . 32
3.3.2 Constructing a nominal supply curve . . . . . . . . . . . . . . . . . . 33
3.3.3 Constructing upper and lower bounds for the supply curve . . . . . . 35
3.4 Robust formulation of the self-scheduling problem . . . . . . . . . . . . . . . 37
3.4.1 Background on robust optimization . . . . . . . . . . . . . . . . . . . 37
3.4.2 The robust optimization model . . . . . . . . . . . . . . . . . . . . . 39
3.4.3 Mixed-integer convex quadratic reformulation . . . . . . . . . . . . . 42
3.5 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.5.1 Robust self-scheduling strategy . . . . . . . . . . . . . . . . . . . . . 45
3.5.2 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.5.3 Impact of the storage operation on the market . . . . . . . . . . . . . 51
3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
CHAPITRE 4 DISCUSSION GÉNÉRALE . . . . . . . . . . . . . . . . . . . . . . . 57
4.1 Comparaison des résultats obtenus avec la littérature . . . . . . . . . . . . . 57
4.1.1 Profits obtenus par le stockage . . . . . . . . . . . . . . . . . . . . . . 57
4.1.2 Impact du stockage sur les prix de l’électricité . . . . . . . . . . . . . 58
4.2 Complément technique : passage au problème dual . . . . . . . . . . . . . . . 59
CHAPITRE 5 CONCLUSION ET RECOMMANDATIONS . . . . . . . . . . . . . 62
5.1 Synthèse des travaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.2 Limitations de la solution proposée . . . . . . . . . . . . . . . . . . . . . . . 63
5.3 Extensions et améliorations envisagées . . . . . . . . . . . . . . . . . . . . . 64
5.3.1 Améliorations portant sur la modélisation des données et la construc-
tion de la courbe d’offre . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.3.2 Améliorations portant sur le modèle d’optimisation de la stratégie du
stockage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
ix
RÉFÉRENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
xLISTE DES TABLEAUX
Table 3.1 Price comparison without and with storage during discharging hours
for different sizes of storage . . . . . . . . . . . . . . . . . . . . . . . 51
Table 3.2 Price comparison without and with storage during charging hours for
different sizes of storage . . . . . . . . . . . . . . . . . . . . . . . . . 52
Table 3.3 Price comparison without and with storage during discharging hours
for different values of Γ . . . . . . . . . . . . . . . . . . . . . . . . . . 53
Table 3.4 Price comparison without and with storage during charging hours for
different values of Γ . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
xi
LISTE DES FIGURES
Figure 1.1 Evolution des coûts des batteries Lithium-ion entre 2010 et 2015 (tiré
de www.bloomberg.com) . . . . . . . . . . . . . . . . . . . . . . . . . 4
Figure 2.1 Schéma de fonctionnement d’une Station de Transfert d’Energie par
Pompage (STEP) (tiré de www.connaissancedesenergies.org) . . . . . 8
Figure 2.2 Schéma de fonctionnement d’un système conventionnel de CAES (tiré
de www.connaissancedesenergies.org) . . . . . . . . . . . . . . . . . . 10
Figure 2.3 Schéma de fonctionnement d’un système adiabatique de CAES (tiré de
www.connaissancedesenergies.org) . . . . . . . . . . . . . . . . . . . . 11
Figure 2.4 Évolution des capacités de stockage issues des STEP aux États-Unis
(tiré de www.energystorageexchange.org) . . . . . . . . . . . . . . . . 15
Figure 2.5 Évolution des capacités de stockage aux États-Unis entre 2012 et 2021
(tiré de www.greentechmedia.com) . . . . . . . . . . . . . . . . . . . 16
Figure 2.6 Technologies ayant contribué à l’augmentation trimistrielle des capaci-
tés de stockage aux États-Unis (tiré de www.greentechmedia.com) . . 17
Figure 3.1 Hourly electricity prices in NY day-ahead market . . . . . . . . . . . 27
Figure 3.2 Best fitted models for the nominal supply curve based on historical data
{(pi, di)}Ni=1. (a) presents the calibrated affine function pˆi(d; δ∗) with
an R2 of 0.5641. (b) presents the calibrated piecewise linear function
pˆi(d; δ∗) with an R2 of 0.5923. . . . . . . . . . . . . . . . . . . . . . . 34
Figure 3.3 Situation where the nominal strategy exposes the operator to a net
financial loss. The values h1 and h2 represent two periods with re-
spectively low and high demand thus motivating a charge at period
1 followed by a discharge at period 2 when considering the nominal
supply curve pˆiw. When implementing this strategy, the operator is
exposed to the risk that the realized market price coincide with the
upper bound pi+w for period 1 and lower bound pi−w for period 2 leading
to a net loss. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
Figure 3.4 Chance-constraint oriented calibration of Γ . . . . . . . . . . . . . . . 41
Figure 3.5 Self-scheduling strategy for the first type of day with varying levels of
protection (Γ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
Figure 3.6 Self-scheduling strategy for the second type of day for all levels of
protection (Γ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
Figure 3.7 Nominal profit for different levels of risk-aversion . . . . . . . . . . . 48
xii
Figure 3.8 Experimental study of the performance of different robust strategies
(corresponding to different values of Γ) for 2016 . . . . . . . . . . . . 49
Figure 3.9 Trade-off between the expected profit and the risk . . . . . . . . . . . 51
Figure 3.10 Storage operation for 2016 . . . . . . . . . . . . . . . . . . . . . . . . 51
Figure 3.11 Price duration curve for 2016 with and without storage . . . . . . . . 53
Figure 4.1 Exemple de courbe d’offre pour le marché de l’Alberta (tiré de Shafiee
et al. (2016)) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
xiii
LISTE DES SIGLES ET ABRÉVIATIONS
STEP Station de Transfert d’Énergie par Pompage
PHS Pumped Hydro Storage
NYISO New-York Independent System Operator
CRSNG Conseil de Recherches en Sciences Naturelles et en Génie du Canada
NEST NSERC Energy Storage Technology’s Network
ISO Independent System Operator
KKT Karush-Kuhn-Tucker
LMP Locational Marginal Price
1CHAPITRE 1 INTRODUCTION
1.1 Contexte
Le secteur de l’énergie est actuellement en pleine mutation : la question de la transition
énergétique, qui doit nous amener vers un système énergétique à faibles niveaux d’émission
en carbone, est un sujet qui préoccupe tous les décideurs politiques.
En effet, la majorité des pays fait face à un double défi : répondre à une demande croissante
en énergie (l’agence internationale de l’énergie prévoit une augmentation de 48% de la de-
mande en énergie finale entre 2012 et 2040), tout en parvenant à diminuer les émissions de
gaz à effet de serre. Aujourd’hui, la production d’électricité est à elle seule responsable de
40% des émissions de gaz à effet de serre. Or, les accords de Paris écrits en 2015 pendant la
COP 21 ont pour objectif de stabiliser le réchauffement climatique dû aux activités humaines
à la surface de la Terre "nettement en dessous" de 2 degrés Celsius d’ici à 2100 par rapport à
la température de l’ère préindustrielle (période de référence 1861-1880) et de poursuivre les
efforts pour limiter ce réchauffement à 1,5 degrés Celsius. Il est donc impératif de subvenir
à cette hausse de consommation d’électricité avec des dispositifs énergétiques qui émettent
très peu d’émissions de gaz à effet de serre.
Les solutions techniques produisant de l’énergie décarbonnée existent (énergies solaire, éo-
lienne, hydraulique, géothermique), et leur déploiement a connu une forte accélération lors
des dernières années. Cependant, le principal obstacle à la généralisation de certaines de ces
énergies renouvelables provient de leur intermittence (liée par exemple à la variabilité des
vents et de l’ensoleillement). En effet, la question de l’équilibre entre production et consom-
mation est une question centrale dans la gestion des réseaux électriques. Cet équilibre est
déjà sujet à de nombreux aléas : les conditions climatiques affectent par exemple la consom-
mation (une légère baisse de température peut causer une augmentation importante de la
consommation, en particulier dans une région comme le Québec où le chauffage électrique
est majoritaire), tandis que la production peut être affectée par des pannes sur des centrales
électriques. Le recours croissant aux sources de production intermittentes, constitue donc
une source de fragilité supplémentaire. Les fluctuations de production, dictées par les aléas
météorologiques, sont indépendantes de la consommation. Il faut donc gérer des situations
nouvelles : surproduction d’électricité renouvelable en période de faible consommation, faible
production renouvelable en période de pointe. Notons que cette difficulté à maintenir l’équi-
2libre entre production et consommation se traduit par une volatilité importante des prix sur
les marchés de l’électricité. Ainsi, en Allemagne où la puissance éolienne installée est particu-
lièrement importante, des épisodes de forte production éolienne conduisent parfois à des prix
négatifs, pouvant descendre jusqu’à -500e/MWh comme ce fut le cas en 2010 (De Vos (2015)).
Pour faire face à ce besoin d’équilibrage, plusieurs solutions existent :
— La solution la plus largement employée à ce jour consiste à faire appel à des moyens
de production dits "de pointe". Il s’agit généralement de centrales électriques fonc-
tionnant au charbon, au gaz, ou au fioul, qui ont la particularité d’être capables de
démarrer rapidement en cas de besoin de rééquilibrage sur le réseau. Cependant, leur
utilisation est amenée à diminuer dans les années qui viennent pour deux raisons. Tout
d’abord, compte tenu des niveaux de pollution qu’elles génèrent, nombre de décideurs
politiques se sont engagées à fermer ces centrales à terme (au Canada, les centrales
au charbon devraient toutes être fermées d’ici 2030). De plus, leur rentabilité va être
progressivement affectée par l’introduction des énergies intermittentes, dont le coût
marginal de production est approximativement nul, et qui remplacent donc régulière-
ment les centrales de production conventionnelles par décalage dans le "merit order"
(ou ordre de préséance économique en français). D’après ce principe, les centrales de
production sont en effet utilisées dans l’ordre croisant de leurs coûts marginaux.
— Une autre approche consiste à faire participer activement les consommateurs à l’équi-
libre du réseau. En mettant en place des incitations financières, le consommateur peut
ainsi être poussé à reporter un usage électrique à plus tard, afin de réduire les tensions
sur le réseau. À terme, cela pourrait aller jusqu’à l’instauration de prix dynamiques,
permettant d’envoyer des signaux en continu aux consommateurs. Bien que cette ap-
proche fasse l’objet d’un intérêt grandissant, elle n’en est qu’à ses premiers stades, et
ne peut à elle seule garantir l’équilibre du réseau.
— Enfin, l’augmentation de la capacité des lignes de transport et de distribution, ainsi
que des interconnexions entre différents réseaux, pourraient contribuer à l’équilibre
offre-demande, en permettant à différentes zones géographiques de s’équilibrer réci-
proquement. Ces projets sont néanmoins très coûteux, et rencontrent régulièrement
une forte opposition de la part des populations affectées.
Le stockage de l’électricité est une solution complémentaire à celles présentées ci-dessus, qui
présente un certain nombre d’avantages :
— C’est une solution qui peut être déployée à différentes échelles, et qui peut donc aussi
3bien répondre aux contraintes locales (maintien de la tension sur les lignes de distri-
bution) que globales (équilibre production-consommation à l’échelle du réseau).
— La plupart des technologies de stockage ne nécessitent pas l’utilisation de ressources
fossiles, ce qui constitue à la fois un avantage économique (le prix des ressources fos-
siles est amené à augmenter dans les années à venir) et écologique.
Le stockage d’électricité répond donc aujourd’hui à un besoin technique, celui de contribuer
au maintien de l’équilibre entre production et consommation, dans un contexte de pénétra-
tion des énergies renouvelables et d’augmentation de la variabilité de la production.
Par ailleurs, le stockage offre également des opportunités économiques, pouvant se matéria-
liser de différentes manières selon le type de marché :
— Dans un marché compétitif, comme c’est le cas du marché de New York qui sera l’objet
de notre étude, le stockage permet par exemple de tirer profit de la volatilité des prix
de l’électricité (décrite précédemment) pour générer des bénéfices ;
— Dans un marché réglementé, comme c’est le cas du Québec, l’utilisation du stockage
peut permettre de réduire les coûts de production, en abaissant par exemple le pic
de consommation, évitant par la même occasion d’avoir à investir dans de nouveaux
moyens de production.
C’est cette combinaison de besoins techniques et d’opportunités économiques qui crée au-
jourd’hui un contexte très favorable au stockage d’électricité. Ce contexte a permis au cours
des dernières années d’abaisser grandement les coûts liés au stockage d’électricité (qui consti-
tuaient jusqu’alors le frein majeur à son déploiement), et d’en augmenter les performances.
Bien que de nombreuses technologies existent, comme nous le verrons par la suite dans notre
revue technologique, ces progrès sont particulièrement marqués dans le secteur du stockage
électrochimique (à travers les batteries). L’essor des véhicules électriques a en effet permis
de faire passer cette technologie à une phase d’industrialisation, et d’en réduire les coûts.
C’est ainsi que le coût moyen des batteries utilisant la technologie Lithium-ion (technologie
la plus souvent utilisée dans les véhicules électriques) a été divisé par 5 entre 2010 et 2015
(voir figure 1.1), d’après une étude menée par Bloomberg New Energy Finance (Bloomberg
(2016)). Cette baisse des coûts a ainsi permis à des projets de stockage de grande taille de
voir le jour, comme ce fut le cas en Californie au début de l’année 2017, avec la mise en place
de trois unités de stockage de très grandes tailles, pour une puissance cumulée de plus de 70
MW (California Independent System Operator (2017)).
Dans ce contexte, le Conseil de Recherches en Sciences Naturelles et en Génie du Ca-
4Figure 1.1 Evolution des coûts des batteries Lithium-ion entre 2010 et 2015 (tiré de
www.bloomberg.com)
nada (CRSNG), qui a financé les travaux présentés dans ce mémoire, a souhaité prendre
les devants en regroupant différents acteurs du secteur de l’énergie (académiques, industriels,
compagnies d’électricité) pour intensifier et accélérer le développement de nouvelles techno-
logies de stockage d’électricité, ainsi que pour réfléchir aux impacts de l’arrivée du stockage
sur le fonctionnement du système électrique. C’est ainsi qu’est né le projet NSERC Energy
Storage Technology’s Network (NEST), qui regroupe 15 universités et 26 partenaires (indus-
triels ou institutionnels) dans le but de réfléchir aux aspects technologiques, économiques, et
politiques liés à l’arrivée du stockage (National Research Council Canada (2015)). Parmi les
thèmes abordés figure le thème de l’impact de l’implémentation du stockage d’électricité à
grande échelle sur les prix de l’électricité : c’est dans le cadre de ce thème que s’inscrit ce
projet.
1.2 Éléments de la problématique
Les applications du stockage d’électricité sont multiples, comme nous le verrons dans la sec-
tion 2.2. Le stockage peut aussi bien être utilisé par l’opérateur du réseau d’électricité pour en
faciliter la gestion, que par un investisseur indépendant souhaitant réaliser des profits. L’une
des applications les plus communes du stockage d’électricité pour un investisseur indépendant
consiste à tirer profit de la volatilité des prix sur les marchés de l’électricité. Cette applica-
tions est communément appelée "arbitrage". Concrètement, cela consiste à stocker (et donc
acheter) l’électricité pendant les périodes de faible demande (qui sont généralement associées
5à des faibles prix) puis à réinjecter dans le réseau (et donc vendre) l’électricité pendant les
périodes de forte demande (durant lesquelles les prix sont généralement élevés).
Compte tenu de la faible puissance des unités de stockage existantes jusqu’à récemment,
on considérait le plus souvent que cette utilisation n’avait pas d’impact significatif sur le
fonctionnement du système électrique. Cependant, dans le contexte décrit précédemment
d’augmentation des capacités de stockage, et d’intégration croissante des unités de stockage,
il convient de s’interroger sur leur impact.
Pendant les périodes de faible consommation, si de nombreuses unités de stockage en profitent
pour stocker de l’électricité, leur action pourrait résulter dans une augmentation significative
de la demande, ce qui conduirait à une augmentation du prix. À l’inverse, pendant les pé-
riodes de forte consommation, une décharge des unités de stockage conduirait à une baisse
des prix. On s’aperçoit donc que la stratégie classique d’un opérateur de stockage faisant de
l’arbitrage pourrait réduire la volatilité des prix, et donc les opportunités d’arbitrage elles-
mêmes.
L’objectif de nos travaux est donc de quantifier l’impact du stockage sur les prix. Pour
répondre à cette problématique, l’approche que nous avons choisi de suivre consiste à s’in-
téresser à la stratégie d’une unité du stockage unique faisant de l’arbitrage, en considérant
que la taille de cette unité est suffisante pour que son impact sur les prix soit significatif.
Il revient donc à l’opérateur de cette unité de stockage d’être capable de mesurer l’impact
de son action sur le prix, afin de pouvoir l’intégrer dans l’élaboration de sa stratégie. Nous
verrons par la suite que plusieurs méthodes existent pour cela.
Le deuxième objectif consiste à modéliser l’incertitude à laquelle est confrontée l’opérateur
de stockage lors de la prévision des prix, et à intégrer cette incertitude dans l’élaboration de
sa stratégie.
1.3 Plan du mémoire
Pour répondre à ces objectifs, nous suivrons les étapes suivantes :
— Le chapitre 2 consistera en une revue des différents aspects du problème. Une revue
technologique approfondie des moyens de stocker de l’électricité nous permettra de
nous apercevoir que l’augmentation actuelle des capacités de stockage, qui a motivé
6cette étude, est principalement due aux progrès réalisés dans le domaine des batte-
ries. Nous détaillerons ensuite l’ensemble des applications possibles pour le stockage
d’électricité. Nous verrons que d’autres opportunités que l’arbitrage existent. Cepen-
dant, pour répondre à notre objectif de modéliser l’impact du stockage sur les prix de
marché, nous nous concentrerons sur l’arbitrage. Enfin, nous dresserons une revue des
différents travaux ayant cherché à tenir compte et à modéliser l’impact du stockage
d’électricité sur les prix de marché.
— Le chapitre 3 constituera le corps de notre étude, puisqu’il présentera l’article soumis
à l’issue de cette maîtrise. Nous y présenterons les différentes étapes de notre travail,
en commençant par l’étude réalisée sur les données du marché de l’Etat de New York
(NY), qui aboutit à la modélisation d’une courbe d’offre nominale pour ce marché,
ainsi que de deux bornes inférieure et supérieure pour en capturer la variabilité. Un
modèle robuste, visant à optimiser la stratégie d’enchères d’un opérateur de stockage
averse au risque, sera ensuite introduit. Enfin, des résultats expérimentaux seront
présentés.
— La portée de nos résultats, ainsi que les pistes d’amélioration et d’approfondissement
envisagées seront présentées au chapitre 4.
7CHAPITRE 2 REVUE DE LITTÉRATURE
L’objectif de ce chapitre est de faire une revue de littérature des différents aspects de notre
problématique. Cette revue portera à la fois sur les technologies de stockage d’électricité, sur
leurs applications, ainsi que sur les modèles permettant d’évaluer leur impact sur les prix de
marché de l’électricité.
2.1 Revue technologique
Sauf dans des cas bien particuliers, il est difficile de stocker l’énergie directement sous forme
électrique. Pour pouvoir la stocker en quantité significative, il faut ainsi la transformer en
une autre forme d’énergie plus facilement stockable (qui peut être de l’énergie mécanique,
de l’énergie thermodynamique, ou encore de l’énergie électrochimique). La transformation
inverse peut ensuite être réalisée lorsque l’on souhaite restituer cette énergie.
Cette section dresse un état de l’art des technologies disponibles ou en développement. Bien
qu’il existe un très grand nombre de technologies différentes, tant la recherche dans ce domaine
est importante, nous n’en avons retenu que quelques unes. Les technologies étudiées dans
cette section ont été sélectionnées compte tenu de leur maturité et de leur potentiel d’être
déployées à grande échelle. Ces technologies se distinguent par des propriétés différentes, des
applications différentes, ainsi que des coûts différents. Cependant, il faut noter que toutes
ces technologies peuvent en grande partie être modélisées à l’aide d’un certain nombre de
paramètres :
— La puissance maximale en charge, que l’on notera P cmax (en mégawatt ou MW) ;
— La puissance maximale en décharge, que l’on notera P dmax (en mégawatt ou MW) ;
— La capacité en énergie (en mégawatt-heure ou MWh), notée Emax par la suite. Elle
peut également être perçue comme indiquant le nombre d’heures durant lesquelles
l’unité de stockage peut fonctionner à pleine puissance ;
— L’efficacité, qui permet de représenter les pertes d’énergie subies lors des phases de
charge ou de décharge. Ainsi, l’efficacité en charge (notée ηc) décrit le ratio entre éner-
gie stockée et énergie soutirée. L’efficacité en décharge (notée ηd) décrit le ratio entre
énergie restituée et énergie stockée.
À ces critères principaux s’ajoutent d’autres critères, comme la durée de vie du système (en
nombre de cycles), le temps de réaction, la densité énergétique, ou encore le taux d’auto-
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Cette étude s’appuie sur plusieurs rapports techniques généraux sur le stockage d’électricité
(US Department of Energy (2013); ADEME (2013); ENEA (2012)). L’objectif à l’issue de
cette section est de retenir une technologie qui sera plus particulièrement l’objet de notre
étude.
2.1.1 Stockage gravitaire : les Station de Transfert d’Energie par Pompage
La technologie déployée la plus largement, et permettant de stocker de l’électricité le plus
massivement est la STEP (Station de Transfert d’Energie par Pompage), dont le principe
de fonctionnement est résumé dans la figure 2.1. Une STEP dispose traditionnellement de
deux réservoirs (ou bassins) situés à des altitudes différentes. Lorsque l’on souhaite stocker de
l’électricité (le plus souvent en période creuse), cette électricité est utilisée pour pomper l’eau
du bassin inférieur jusqu’au bassin supérieur : elle est donc stockée sous forme gravitaire. À
l’inverse, lorsque l’on souhaite restituer cette électricité (généralement en période de pointe
de consommation), l’eau stockée dans le résevoir supérieur est relâchée afin d’entraîner une
turbine et de produire de l’électricité.
Figure 2.1 Schéma de fonctionnement d’une STEP (tiré de www.connaissancedesenergies.org)
9Les STEP sont des solutions de stockage à grande échelle, pouvant déplacer des quantités
massives d’énergie. Le principal inconvénient de cette technologie réside dans la géographie
particulière requise : il faut en effet disposer d’un site avec une variation d’altitude conforme
entre deux bassins. Ce dénivelé est généralement de l’ordre de la centaine de mètres (ENEA
(2012)). Ainsi, la plupart des sites étant propices à ce type d’installation sont déjà utilisés,
la raréfaction de ce type de sites entraîne donc un ralentissement du développement de cette
technologie, ainsi qu’une augmentation des coûts de construction, lié par exemple à le néces-
sité de creuser un (voire deux) bassins artificiels. Pour remédier à ce plafonnement des sites
adaptés, d’autres solutions sont envisagées, comme les STEP marines ou les STEP souter-
raines. Dans le cas des STEP marines, la mer ou l’océan fait office de bassin inférieur. Ce type
de technologie n’est possible que sur des zones côtières présentant un dénivelé important. Le
réservoir supérieur n’existant que rarement, il est souvent nécessaire de le créer artificielle-
ment. Dans le cas des STEP souterraines, le rôle du bassin inférieur est assuré par une cavité
souterraine, qui peut être artificielle ou géologique. Ces deux technologies permettent donc
de trouver de nouveaux sites, mais augmentent significativement les coûts de construction.
Par ailleurs, notons que les STEP ont un rendement limité, qui est généralement compris
entre 70 et 85% (ENEA (2012)).
2.1.2 Stockage thermodynamique : les CAES
Le stockage par air comprimé (ou CAES pour "Compressed Air Energy Storage") est un
mode de stockage qui consiste à utiliser l’excès d’énergie que l’on souhaite stocker pour com-
primer de l’air ambiant à très haute pression (ADEME (2013)). Cette compression entraîne
également un échauffement du gaz, qui atteint alors des températures de plusieurs centaines
de degrés. L’air comprimé est ensuite stocké, généralement dans une cavité souterraine, na-
turelle ou artificielle. En phase de déstockage, l’air comprimé est extrait de son réservoir et
envoyé dans la turbine. L’énergie produite est finalement réinjectée sur le réseau.
Bien que cette technologie existe depuis un certain nombre d’années (la première installation,
qui se trouve en Allemagne, date de 1979), son développement a été limité jusqu’à récemment.
Cela est notamment dû au très faible rendement de la première génération de CAES (de
l’ordre de 50%), qui ne permettait pas d’obtenir un niveau de rentabilité suffisant. En effet,
dans les CAES de première génération, dits conventionnels, l’air chaud comprimé en sortie
de compresseur est directement envoyé dans la chambre de stockage. Bien que cette chambre
permette de maintenir l’air à très haute pression, il est beaucoup plus difficile de le maintenir
à haute température. Lorsque l’air est extrait, sa température a donc largement diminué,
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et il est alors nécessaire d’y ajouter du gaz naturel avant de procéder à une combustion.
Ceci présente le double inconvénient de diminuer le rendement global du système, et de
nécessiter un recours à des énergies fossiles (du gaz naturel en l’occurence). Le schéma de
fonctionnement de ce type de CAES est présenté dans la figure 2.2.
Figure 2.2 Schéma de fonctionnement d’un système conventionnel de CAES (tiré de
www.connaissancedesenergies.org)
Pour pallier à cet inconvénient, d’autres technologies de CAES ont été développées, ce qui a
permis de relancer l’intérêt pour le stockage par air comprimé (ADEME (2013)). En parti-
culier, la technologie de CAES adiabatique fait l’objet de beaucoup de recherche et d’expé-
rimentations (Zunft et al. (2006)).
Le terme "adiabatique" décrit un système qui n’échange pas de chaleur avec l’extérieur.
Les CAES adiabatiques reprennent donc le principe de fonctionnement global des systèmes
conventionnels mais incluent en plus un système permettant de récupérer la chaleur produite
lors de la compression de l’air. Cette chaleur est ensuite stockée dans une unité de stockage
d’énergie thermique, qui est distincte du réservoir contenant l’air comprimé. Cela permet de
surmonter la difficulté de créer un réservoir pouvant assurer en même temps le maintien en
pression et en température de l’air. En phase de déstockage, cette chaleur est restituée à l’air
comprimé avant le passage dans la turbine, ce qui permet de s’affranchir de l’utilisation d’un
combustible fossile et de l’étape de combustion. Les CAES adiabatiques atteignent grâce à
ce système une efficacité de l’ordre de 70% (ENEA (2012)). Cette technologie est encore
actuellement en cours de développement : un premier projet, nommé ADELE, a été lancé en
Allemagne. Il devrait offrir une capacité de stockage de 200 MW, mais sa construction, qui
devait débuter en 2013, n’a toujours pas été entamée (Power (2010)).
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Figure 2.3 Schéma de fonctionnement d’un système adiabatique de CAES (tiré de
www.connaissancedesenergies.org)
2.1.3 Stockage électrochimique : les batteries
Le stockage de l’énergie dans les batteries est la technique la plus répandue pour les petites
quantités d’énergie électrique. Une batterie est constituée d’un assemblage de piles électrochi-
miques, dans lesquelles l’énergie est stockée. Cette technologie existe depuis plusieurs siècles,
puisque le principe de la pile a été découvert par Alessandro Volta en 1800, mais connaît
surtout de grands progrès depuis le début des années 2000. Dans un premier temps, l’ex-
pansion des appareils électroniques nomades a entraîné une augmentation de la demande en
batteries, ainsi que l’intensification des recherches pour en améliorer les performances. Depuis
quelques années, le développement des batteries s’est encore accéléré davantage, notamment
pour répondre aux besoins liés au succès des véhicules électriques. Ces besoins grandissants
ont à la fois permis de diminuer drastiquement les coûts des batteries, comme le montre la fi-
gure 1.1, mais aussi d’en améliorer les capacités et les performances. Les batteries constituent
aujourd’hui un moyen de stocker de grandes quantités d’énergie. Ainsi, en 2012, l’unité de
stockage électrochimique la plus large était développée en Chine et présentait une puissance
de 20 MW (pour une capacité en énergie de 35 MWh) (Energy Storage Council (2015)). En
2016, cette capacité a été largement dépassée dans le cadre de la mise en ligne d’un système
de 70 MW (pour 280 MWh) en Californie (California Independent System Operator (2017)).
Ce record devrait encore être battu dans les années à venir avec le déploiement prévu pour
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2020 d’une batterie de 100 MW (avec 400 MWh de capacité) en Californie, par l’entreprise
AES (Energy Storage Council (2015)).
Le principe général de fonctionnement repose sur l’utilisation d’un couple de deux substances,
capables d’échanger des électrons à travers une réaction d’oxydo-réduction. Une pile est ainsi
constituée de deux électrodes : une électrode composée d’un matériau oxydant, capable d’at-
tirer des électrons (c’est la borne positive de la batterie), et une électrode négative composée
d’un matériau réducteur, capable de céder des électrons (c’est la borne négative de la batte-
rie). Les deux électrodes se trouvent dans une solution conductrice, appelée électrolyte, qui
permet la circulation des ions. La réaction peut se produire dans le sens direct, ou dans le
sens inverse. Lorsqu’elle se produit dans le sens direct, elle libère de l’énergie qui peut alors
être réinjectée dans le réseau : cela correspond à la phase de déstockage. Pour permettre à la
réaction de se produire dans le sens indirect, et ainsi régénérer l’électrode dont le matériau a
été consommé, il est nécessaire de fournir de l’énergie au système : c’est la phase de charge.
De nombreuses technologies de batteries coexistent, elles correspondent à différents choix de
matériaux pour constituer les deux électrodes formant le couple oxydant/réducteur. Chacune
de ces technologies présente des avantages et des inconvénients, et le choix se fait donc selon
l’usage concerné. Les critères qui guident généralement le choix de la technologie sont : le
coût, la durée de vie (en nombre de cycles), la densité énergétique (en particulier pour les
applications où il existe des contraintes en termes de volume occupé et de poids), la nature
des matériaux (rareté, toxicité, ...). On peut citer les trois technologies principales qui sont
actuellement employées.
Les piles plomb-acide constituent la technologie la plus ancienne et la plus mature, ce qui
la rend très fiable et peu coûteuse. C’est pour cette raison qu’elle est employée massivement,
notamment dans l’industrie automobile. Cependant, ses performances restent limitées, en
particulier en termes de durée de vie. L’efficacité est également limitée, elle est généralement
comprise entre 75% et 85% (Battery Test Centre (2016)). Cette durée de vie dépend fortement
de l’utilisation : elle est en particulier affectée par les conditions de température, ainsi que
les décharges profondes. De plus, elle possède une faible densité énergétique, et présente
l’inconvénient d’utiliser un matériau toxique (le plomb), ce qui a causé son déclin au cours
des dernières années.
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Les piles Nickel-Zinc ont connu un développement plus récent. Elles présentent l’avan-
tage d’être moins affectées par les conditions d’utilisation que les batteries plomb-acide. Elles
permettent également une recharge rapide. Cependant, deux inconvénients empêchent tou-
jours un déploiement plus large : le coût du nickel, ainsi que le faible nombre de cycles.
L’efficacité de cette technologie est de l’ordre de 80% (Advanced Energy Center (2010)).
Les piles Lithium-ion connaissent un grand succès depuis quelques années, notamment
grâce à leur utilisation récurrente dans les véhicules électriques. Leur utilisation dans ce
contexte est rendue possible grâce à leur importante densité énergétique, ce qui constitue un
critère déterminant lorsqu’il s’agit d’intégrer une batterie à un véhicule. De plus, c’est une
technologie qui dispose d’une bonne durée de vie, et qui est capable de supporter des décharges
profondes. Son efficacité est également supérieure à celle des autres technologies : elle est
généralement comprise entre 85% et 95% (ENEA (2012)).Son déploiement était initialement
freiné par son coût bien plus élevé que la technologie plomb-acide, mais sa production a grande
échelle a permis d’en abaisser largement les coûts. Des défis restent néanmoins à relever pour
rendre ce système plus fiable (et abaisser en particulier le risque d’inflammation).
2.1.4 Stockage inertiel : les volants d’inertie
Le principe des volants d’inertie consiste à utiliser l’électricité que l’on souhaite stocker pour
mettre en mouvement de rotation une masse (qui prend généralement la forme d’un disque
ou d’un tube), par l’intermédiaire d’un moteur. Une fois cette masse mise en mouvement,
elle peut continuer de tourner sans apport d’énergie : l’électricité est ainsi stockée sous forme
cinétique. Pour éviter que le mouvement de la masse ne soit ralenti, ce qui conduirait à une
auto-décharge du système, il est nécessaire de minimiser les frottements, ce qui peut être réa-
lisé en plaçant le volant d’inertie dans une enceinte sous vide, et en utilisant des roulements
magnétiques pour la liaison rotor-stator. La masse tournante est par ailleurs couplée à un
alternateur, qui permet de récupérer l’énergie stockée lorsqu’on le souhaite.
Il existe deux types de volants d’inertie : ceux fonctionnant à basse vitesse et ceux fonc-
tionnant à haute vitesse. Les premiers sont généralement faits en acier, ils tournent à des
vitesses inférieures à 10.000 tours par minute compte tenu de la capacité limite de l’acier à
supporter de telles contraintes mécaniques. Ils correspondent à la technologie la plus mature.
Les seconds sont faits en matériaux composites, comme la fibre de carbone, et sont donc
capables de résister à des vitesses de rotation de plusieurs dizaines de milliers de tours par
minute. Il s’agit d’une technologie plus récente, dont le coût est également plus élevé, mais
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qui offre une plus grande modularité de la puissance.
Les volants d’inertie présentent l’avantage d’offrir une très forte réactivité, des capacités inté-
ressantes en termes de puissance, ainsi qu’une bonne efficacité. L’efficacité est généralement
supérieure à 90%, aussi bien pour les volants à haute vitesse que ceux à basse vitesse (ENEA
(2012)). En revanche, leur capacité en énergie est généralement très limitée. En pratique, ils
sont utilisés pour un lissage à très court terme de la fourniture d’énergie au sein d’unités de
production.
2.1.5 Autres technologies
Il existe également d’autres technologies prometteuses, mais dont le stade de développement
est moins avancé et ne permet pas aujourd’hui d’envisager une utilisation à grande échelle.
On peut en citer deux principales.
Le stockage sous forme d’hydrogène est souvent considéré comme une solution d’ave-
nir, notamment parce que la matière première impliquée dans cette technologie est l’eau,
présente abondamment sur terre. L’électricité que l’on désire stocker est en effet utilisée pour
réaliser l’électrolyse de l’eau, qui aboutit à la formation de dihydrogène et de dioxygène. Le
dihydrogène peut ensuite être stocké, et éventuellement être acheminé via le réseau de gaz,
avant d’être utilisé pour restituer l’électricité à l’aide d’une pile à combustion. Cependant, le
coût d’investissement de cette technologie demeure aujourd’hui très élevé. De plus, l’efficacité
de cette technologie est encore bien trop limitée : elle est comprise entre 25% et 35% (ENEA
(2012)).
Contrairement aux technologies présentées ci-dessus,
les SMES (Superconducting Magnetic Energy Storage) ne reposent pas sur une
conversion de l’électricité en une autre forme d’énergie. L’énergie est stockée directement sous
forme électrique. Cette technologie repose sur les propriétés des matériaux supraconducteurs,
qui présentent une résistance quasi-nulle, et permettent donc de faire circuler l’électricité en
boucle fermée, indéfiniment et sans perte. Un système SMES est donc constitué d’une bobine
de fil supraconducteur. Le développement de cette technologie est limité par le coût des
matériaux supraconducteurs, et par la nécessité de les refroidir à de très basses températures
pour qu’ils atteignent l’état supraconducteur.
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2.1.6 Bilan
Cette section nous a donc permis d’établir une liste des technologies de stockage d’électricité
existantes, et d’en comprendre les caractéristiques, les applications potentielles, ainsi que le
niveau de maturité. Il en ressort que la technologie la plus mature et la plus utilisée pour
stocker l’électricité en grande quantité est la STEP. Aux Etats-Unis, 93% des capacités de
stockage existantes proviennent de ce type d’installations, qui totalisent une puissance de
23.4 GW (à mettre en relation avec les 25.2 GW toutes technologies confondues). Les STEP
ont été largement déployées au cours du vingtième siècle, comme en atteste la figure 2.4, mais
la capacité totale plafonne depuis une vingtaine d’années. Cela est dû à une saturation des
sites géographiques qui sont propices à ces systèmes. Par conséquent, les STEP ne constituent
pas une solution d’avenir pour le stockage d’électricité, en particulier dans les pays où elles
sont déjà développées.
Figure 2.4 Évolution des capacités de stockage issues des STEP aux États-Unis (tiré de
www.energystorageexchange.org)
Le stockage par air comprimé offre également des perspectives intéressantes, mais la seule
technologie qui est aujourd’hui mature impose le recours à des énergies fossiles, et offre un
rendement très limité (de l’ordre de 50%). Les progrès dans le domaine des CAES adiaba-
tiques pourraient permettre à terme l’émergence de ces systèmes.
Nous avons vu par ailleurs que les volants d’inertie, bien que matures, se destinaient à des
applications très particulières, comme le lissage de la production, compte tenu de leur faible
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capacité en énergie. Or, l’objectif de ce travail est de s’intéresser à la participation du sto-
ckage aux marchés de l’électricité ainsi qu’à l’impact induit sur les prix. Les volants d’inertie
n’entrent donc pas dans ce cadre.
Quant aux batteries, elles constituent la technologie de stockage qui connaît le développement
le plus rapide depuis quelques années. Les figures 2.5 et 2.6 indiquent respectivement les
capacités de stockage déployées aux Etats-Unis au cours des dernières années, et leur origine
en termes de technologie. Elles sont issues d’une étude menée par Greentech Media (2016).
Ces figures permettent de faire deux constats :
— Le déploiement de capacités de stockage aux États-Unis s’est fortement accéléré au
cours des dernières années et ce phénomène va s’amplifier dans les années à venir ;
— Ces nouvelles capacités de stockage proviennent presque intégralement des batteries,
et plus particulièrement de la technologie Lithium-ion. Les seules autres capacités
déployées depuis 2013 proviennent de volants d’inertie.
Figure 2.5 Évolution des capacités de stockage aux États-Unis entre 2012 et 2021 (tiré de
www.greentechmedia.com)
Par conséquent, notre étude, qui vise à intégrer l’impact de l’augmentation des capacités de
stockage sur les prix de l’électricité, se concentrera plus particulièrement sur les batteries,
qui sont la source principale de la pénétration croissante du stockage. Les paramètres utilisés
pour la modélisation de l’unité de stockage considérée seront donc choisis en cohérence avec
la plus grande unité de stockage électrochimique mise en ligne à ce jour. Toutefois, le modèle
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Figure 2.6 Technologies ayant contribué à l’augmentation trimistrielle des capacités de sto-
ckage aux États-Unis (tiré de www.greentechmedia.com)
développé dans l’article présenté au chapitre 3 est très général et pourrait s’appliquer à
d’autres technologies.
2.2 Revue des applications
Ce travail s’intéresse à la participation d’une unité de stockage aux marchés de l’électricité.
Il est important de bien définir la notion de "marchés de l’électricité" car cela recouvre en
réalité différents types de marchés, correspondant à différentes applications possibles pour le
stockage.
Avant toute chose, une première distinction est à faire entre les zones géographiques où le
secteur de l’électricité est régulé, et les zones où ce secteur est dérégulé. Lorsque l’on parle de
"zone géographique", il peut s’agir de différentes échelles : le continent, le pays, ou la province.
Cela dépend de la maille à laquelle est administré le secteur de l’électricité. En Europe, on
s’oriente progressivement vers un marché unique de l’électricité à l’échelle du continent. Aux
Etats-Unis, ce secteur peut être administré à l’échelle d’un seul état (c’est le cas à New-York)
ou de plusieurs états (la Pennsylvanie, le New Jersey, le Maryland forment un marché unique
de l’électricité administré par une autorité nommée PJM). Pour faire référence à ces zones
géographiques, on utilisera le terme de "juridiction".
Dans les juridictions où le secteur est régulé, la fourniture d’électricité constitue un service
public, et il existe souvent une unique compagnie, publique, chargée de produire et d’ache-
miner l’électricité dans la région. C’est par exemple le cas du Québec. Dans cette situation,
il n’existe pas de marché.
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Notre étude se concentre donc sur le deuxième cas, celui des juridictions où le secteur est
dérégulé. C’est notamment le cas de l’état de New-York, qui sera par la suite l’objet de notre
étude au chapitre 3. L’objectif est alors de s’intéresser aux différentes applications possibles
pour le stockage, c’est-à-dire aux différents marchés sur lesquels il peut être valorisé. En effet,
quelle que soit la juridiction considérée, il faut noter qu’il n’existe pas un mais plusieurs
types de marchés de l’électricité. Bien que leurs définitions et leurs fonctionnements soient
différents selon les juridictions, on retrouve généralement la classification établie ci-dessous.
On distingue notamment deux types d’application : les marchés à proprement parler, et les
services au réseau (US Department of Energy (2013); ADEME (2013)).
2.2.1 Les marchés
Dans une juridiction où le secteur de l’électricité est dérégulé, les producteurs, fournisseurs,
parfois consommateurs, mais aussi des traders, s’échangent des volumes d’électricité sur des
marchés. On distingue différent marchés selon la période où se produit l’échange (relativement
à la période où le volume est livré), et selon la durée pendant laquelle est fournie le volume
d’électricité :
— Sur les marchés à terme, des volumes d’électricité livrés sur une période de temps
longue (une année, un mois, ou une journée) sont échangés à l’avance. L’intérêt de ces
marchés pour les fournisseurs (ou consommateurs) est de profiter de prix plus stables
pour couvrir la majeure partie de leurs besoins. Au moment où ces volumes sont
achetés, la consommation ne peut pas encore être prédite avec précision, et l’objectif
est donc de satisfaire la plus grande partie de cette consommation future à partir de
prédictions grossières.
— Des marchés à plus court-terme existent en complément, pour permettre aux four-
nisseurs (ou consommateurs) d’affiner leurs achats d’électricité à une maille plus fine
(horaire, voire demi-horaire), afin de coller au profil de consommation. Il s’agit prin-
cipalement d’un marché "J-1" (ou "day-ahead" en anglais), mais dans certaines juri-
dictions, un marché intra-journalier existe également. Sur le marché "day-ahead",
les échanges se font la veille du jour de livraison, et à une maille horaire.
L’application qui intéresse le stockage dans le cadre de ces marchés est l’arbitrage : cela
consiste à acheter de l’électricité (et donc charger l’unité de stockage) pendant les périodes
où l’électricité est peu chère, et à la revendre (et donc à se décharger) lorsque son prix est
élevé. Cette application tire profit de la volatilité des prix de l’électricité, et s’applique donc
aux marchés court-terme, en particulier le marché "day-ahead".
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2.2.2 Les services au réseau
Le fonctionnement des marchés décrits ci-dessus est supervisé par une autorité, généralement
appelée Independent System Operator (ISO), qui se charge également du bon fonctionnement
du réseau électrique. En particulier, l’ISO est le garant de l’équilibre entre la production et la
consommation à tout instant sur le réseau. Bien que cet équilibre soit censé être garanti par
le fonctionnement des marchés, qui oblige chaque consommateur (ou fournisseur) à acheter
exactement la quantité qu’il consomme (ou qu’il commercialise), des erreurs de prévision gé-
nèrent des légers déséquilibres. Par ailleurs, d’éventuelles pannes ou dysfonctionnements sur
des unités de production peuvent causer des déséquilibres plus importants. Pour ces raisons,
l’ISO met en place un ensemble de mécanismes qui permettent de réagir à rééquilibrer la
production et la consommation. Toutes les unités de production (et de stockage) peuvent
(ou doivent dans certaines juridictions) participer à ces mécanismes, et sont généralement
rémunérées pour cela. Il s’agit donc d’opportunités économiques, et donc d’applications pos-
sibles pour le stockage. Ces mécanismes diffèrent d’une juridiction à l’autre, mais on retrouve
généralement les deux catégories suivantes.
Les services systèmes ("ancillary services" en anglais) permettent de maintenir la fré-
quence et la tension sur le réseau à leur valeur nominale. En particulier, le moindre écart
entre production et consommation sur le réseau se traduit par une déviation de la fréquence.
Pour pallier à ce problème, un certain nombre d’unités de production sont synchronisées avec
le réseau pour adapter leur niveau de production afin de maintenir la fréquence à une valeur
acceptable à tout moment. La participation au réglage de la fréquence nécessite une très
grande réactivité (de l’ordre de la minute).
Les réserves permettent de faire face à des déséquilibres de plus grande ampleur et sur
des plages de temps plus longues. Elles sont généralement dimensionnées pour pouvoir pallier
à un incident sur le plus gros groupe de production du réseau. On distingue généralement
trois types de réserves : la réserve synchronisée, capable de réagir en 10 secondes ; la réserve
non-synchronisée, capable de répondre en 10 minutes ; et la réserve supplémentaire, qui peut
éventuellement remplacer les unités appelées dans le cadre des deux réserves précédentes.
Pour participer à ces mécanismes, il faut pouvoir garantir une disponibilité à tout instant.
Dans le cas du stockage, cela implique d’avoir une réserve en énergie suffisante pour être
capable de la réinjecter en cas de besoin. Ces mécanismes rémunèrent donc principalement
les acteurs qui y participent en fonction de leur temps d’astreinte, et non de l’énergie injectée.
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La participation à ces mécanismes peut être attractive d’un point de vue économique pour
le stockage, en particulier dans les régions disposant d’une part importante de production
intermittente, et où l’équilibrage est donc difficile. Cependant, compte tenu de l’objectif
de notre étude, qui est d’intégrer l’impact du stockage sur les prix de marché, nous nous
limiterons à la situation d’une unité de stockage faisant de l’arbitrage sur les marchés court-
terme. Il faudra garder à l’esprit, pour des travaux futurs, que le stockage peut, en plus des
marchés, participer aux différents services au réseau.
2.3 Revue des modèles permettant d’estimer l’impact du stockage sur le prix
de l’électricité
Comme expliqué en introduction, l’opération d’unités de stockage sur les marchés de l’électri-
cité est susceptible d’avoir un impact sur les prix de marché. Notre objectif est de quantifier
cet impact. Plus précisément, nous allons chercher à intégrer cet impact dans la prise de
décision d’une unité de stockage souhaitant intervenir sur les marchés de l’électricité, et donc
dans le modèle d’optimisation de sa stratégie d’enchères. Nous verrons comment cela peut
être fait dans la section 2.3.2.
D’autres approches ont également été utilisées par le passé pour étudier la manière dont se-
rait affecté le fonctionnement des marchés de l’électricité suite à l’arrivée du stockage (Awad
et al. (2014); Mohsenian-Rad (2016); Nyamdash and Denny (2013)). La première approche
utilise la théorie des jeux pour étudier simultanément deux problèmes interdépendants (Awad
et al. (2014); Mohsenian-Rad (2016)) : d’une part le problème de l’opérateur de réseau (ISO)
(qui cherche à minimiser les coûts totaux de production) et d’autre part la maximisation des
profits pour les unités de stockage (voir section 2.3.1). La seconde approche consiste à étudier
l’impact de l’ajout d’une unité de stockage non marchande sur les coûts de production et
les prix de marché en utilisant le “Unit Commitment Problem”. C’est l’approche suivie par
Nyamdash and Denny (2013) et qui sera présentée dans la section 2.3.3.
Dans la plupart des travaux présentés ci-dessous (à l’exception de la section 2.3.3), l’utilisation
qui est faite du stockage correspond à de l’arbitrage, c’est-à-dire au cas d’un opérateur
de stockage cherchant à tirer profit de la volatilité des prix sur les marchés. Il s’agit bien
de l’application sur laquelle se concentre notre étude comme expliqué dans la section 2.2.
Cependant, d’autres technologies que les batteries sont étudiées, mais cela ne remet pas en
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cause la pertinence de ces modèles dans le cas des batteries.
2.3.1 Modélisation de l’interaction entre l’opérateur du réseau et l’opérateur de
stockage
Les modèles reposant sur la théorie des jeux permettent de représenter l’interaction entre
les décisions prises par différents acteurs (ou joueurs). En particulier, dans le contexte de
notre étude, nous avons vu qu’il existait une interdépendance entre la stratégie d’une unité
de stockage d’électricité et l’évolution des prix de marché.
— D’une part, l’opérateur de réseau (ISO) cherche à maximiser l’utilité des consom-
mateurs, ce qui revient à minimiser les coûts de production. Pour y parvenir, un
problème d’optimisation est résolu sur un certain horizon (une journée dans le cas du
marché “J-1” ou “day-ahead”) afin de trouver la meilleure combinaison des moyens
de production permettant de satisfaire la demande à chaque nœud du réseau et de
respecter les contraintes de flux de puissance sur les lignes du réseau électrique. Lors
de la résolution de ce problème, un prix de l’électricité émerge à chaque nœud. Ce prix
nodal est généralement appelée Locational Marginal Price (LMP) : il correspond à la
valeur optimale de la variable duale associée à la contrainte d’équilibre de la puissance
en ce même nœud. En effet, pour chaque nœud du réseau, une contrainte permet d’ex-
primer l’équilibre nécessaire entre puissance injectée et puissance soutirée. La variable
duale associée à cette contrainte exprime le coût marginal associé à la satisfaction de
cette contrainte, c’est-à-dire le coût de la dernière ressource utilisée pour équilibrer
puissance soutirée et puissance injectée. Ce coût détermine ensuite le LMP. Plus de
précisions sur la théorie de la dualité seront apportées au chapitre 4. Ce problème de
l’opérateur de réseau est affecté par l’opération du stockage de la manière suivante : si
l’unité de stockage se charge, la demande devant être satisfaite au nœud concerné est
accrue, si elle se décharge, la demande est réduite. Les décisions prises par l’opérateur
de stockage ont donc un impact sur ce premier problème.
— D’autre part, l’opérateur de stockage cherche à maximiser le profit qu’il tire de
l’arbitrage : pour cela, un autre problème d’optimisation est résolu afin de décider
quand charger ou décharger. Les prix de marché, qui résultent du premier problème,
interviennent donc dans ce deuxième problème.
On voit donc qu’il existe une interaction entre les décisions prises par les deux acteurs (l’ISO,
et l’opérateur de stockage). Plus précisément, cela peut être perçu comme un problème d’op-
timisation à deux-niveaux : le niveau supérieur est celui de l’opérateur de stockage (“leader”),
qui doit soumettre ses enchères avant de connaître les prix de marché (mais en sachant que
l’ISO agira de manière optimale après avoir observé son action). Le niveau inférieur est celui
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de l’ISO (“follower”), qui réagit optimalement à l’action du “leader”. Le problème d’optimisa-
tion à deux niveaux résultant ainsi que l’existence d’équilibres ont été étudié par Mohsenian-
Rad (2016). La méthode utilisée consiste à reformuler le problème inférieur en utilisant les
conditions d’optimalité de Karush-Kuhn-Tucker (KKT), ce qui aboutit à un ensemble de
contraintes d’égalité et d’inégalité qui peuvent ensuite être réinjectées dans le problème su-
périeur. Notons cependant que les conditions KKT ne garantissent une solution optimale
globale que sous certaines conditions (que la fonction objectif soit une fonction continûment
différentiable et convexe, et que l’ensemble admissible soit convexe). Or, les contraintes décri-
vant le flux de puissance peuvent être non-convexes, et la solution offerte par les conditions
KKT ne correspond alors qu’à un optimum local. Cette difficulté peut être dépassée en uti-
lisant des méthodes de linéarisation, comme cela a été proposé par Virasjoki et al. (2016).
Mohsenian-Rad (2016) utilise donc cette approche pour s’intéresser à l’opération coordonnée
de plusieurs unités de stockage appartenant à un même opérateur et se trouvant placées en
différents points du réseau. Plusieurs scénarios sont étudiés, selon les emplacements choisis,
et selon qu’il existe ou non de la congestion sur le réseau. Cette étude permet de mettre en
avant l’intérêt du stockage dans un contexte de congestion, à la fois pour le système (dont
les coûts sont réduits), et pour l’opérateur de stockage (dont les profits augmentent).
Awad et al. (2014) utilisent une approche similaire pour étudier l’opération et les profits
d’une unité de stockage de 100 MW dans le cas d’un réseau simple, composé de 9 nœuds (6
se trouvant sur le réseau de transport et 3 sur le réseau de distribution). La différence prin-
cipale avec l’étude présentée ci-dessus tient au fait que le problème formulé est un problème
d’équilibre à un seul niveau, ce qui ne permet pas de représenter le fait que l’opérateur de
stockage doit déterminer son planning d’opération avant que l’opérateur de réseau ne déter-
mine le prix de marché. Le problème obtenu est résolu en utilisant les conditions KKT des
deux problèmes (du stockage et de l’opérateur). Dans cet article, une incitation est mise en
place pour favoriser l’opération du stockage : quel que soit son emplacement, le tarif qui est
versé à l’opérateur de stockage lors de ses ventes d’électricité est fixé par le maximum des
LMP.
L’approche développée dans ces deux travaux présente les avantages suivants : elle permet
de tenir compte des contraintes de transmission sur le réseau, et par la même occasion de
s’apercevoir de l’importance de la localisation de l’unité de stockage. Elle permet également
dans le premier travail cité d’étudier la mise en place d’une incitation financière favorisant le
stockage, et dans le deuxième travail cité d’étudier les scénarios ou le réseau est congestionné.
Cependant, cette approche présente également des limites. En particulier, les deux travaux
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cités précédemment font l’hypothèse que l’opérateur de stockage est en mesure de connaître
la stratégie des autres producteurs sur le marché (c’est-à-dire le montant des enchères que
ces autres participants soumettent à l’ISO). En effet, ces enchères sont connues par l’ISO,
au moment où le problème inférieur est résolu, mais ne peuvent être connues par l’opérateur
de stockage à l’instant où il établit son planning d’opération. Or, en intégrant les condi-
tions d’optimalité du problème inférieur dans le problème supérieur, on considère en fait que
l’opérateur de stockage dispose des enchères des autres participants. Cette limite pourrait
possiblement être corrigée à l’aide de modèles de théorie des jeux à plusieurs joueurs, qui
modéliseraient également le comportement des participants autres que l’opérateur de sto-
ckage. Une telle modification augmenterait cependant grandement la difficulté de résolution
du problème.
2.3.2 Optimisation de la stratégie de l’unité de stockage
Une autre approche permet de modéliser de manière plus représentative la prise de décision
d’un opérateur de stockage souhaitant faire de l’arbitrage sur les marchés de l’électricité. Plu-
tôt que de s’intéresser à l’interaction entre l’ISO et l’opérateur de stockage, cette approche
consiste à se concentrer sur l’optimisation de la stratégie du stockage, qui cherche à déter-
miner quand acheter ou vendre de l’électricité en fonction des informations dont il dispose
sur le marché. La représentation du marché dans ce type de modèle est donc exogène. Les
différents travaux ayant suivi cette approche seront présentés dans la revue de littérature de
notre article (voir section 3.2). Nous verrons que ces travaux peuvent être divisés en deux
catégories, selon que la taille de l’unité de stockage soit petite ou grande. Dans le premier
cas, l’opération du stockage n’affecte pas les prix de marché, on dit que l’unité de stockage
est “price-taker”. Dans le deuxième cas (celui qui nous intéresse), les décisions prises par
l’opérateur de stockage affectent la demande sur le marché, et donc les prix, l’unité de sto-
ckage est dite “price-maker”. Nous verrons en particulier que l’impact du stockage sur le prix
dans ce deuxième cas peut être modélisé de deux manières différentes : en utilisant la courbe
de demande résiduelle dans le cas le plus général, ou en utilisant la courbe d’offre dans le
cas (fréquent) ou la demande peut être considérée comme inélastique (c’est-à-dire qu’elle ne
dépend pas du prix de marché).
Cependant, cette approche présente deux limites. La première est liée au fait que le marché
est traité de manière exogène. En procédant ainsi, on suppose que la stratégie des autres
acteurs du marché n’évoluera pas suite à l’arrivée du stockage sur le marché. De la même
manière, cette approche ne permet pas de s’intéresser à l’implémentation de plusieurs unités
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de stockage n’appartenant pas à un même opérateur. Par conséquent, lorsque nous étudierons
l’impact de grandes capacités de stockage sur le marché, nous ferons l’hypothèse que ces
capacités de stockage sont la propriété d’un même acteur. Nous pourrons donc considérer
qu’elles sont toutes opérées de manière coordonnée, ce qui équivaut à considérer une unique
unité de stockage dont la taille correspond au cumul des tailles des différentes unités. La
deuxième limite provient du fait que, contrairement aux modèles reposant sur la théorie des
jeux présentés précédemment, le réseau électrique n’est pas modélisé, et les contraintes de
transmission ne sont donc pas prises en compte. Malgré cette limite, nous privilégierons cette
approche, qui permet de tenir compte du manque d’information de l’opérateur de stockage
concernant les coûts de production ou la stratégie des autres participants, et qui permet
simultanément d’évaluer les opportunités économiques pour le stockage et son impact sur le
prix.
2.3.3 Intégration du stockage dans le problème de l’opérateur du réseau
Enfin, on peut citer une dernière approche ayant cherché à modéliser l’impact du stockage
sur les prix de l’électricité. Alors que la première approche s’intéressait à l’interaction entre
l’ISO et l’opérateur de stockage, et que la seconde se concentrait sur les décisions prises par
l’opérateur de stockage, l’approche présentée ici se focalise sur la prise de décision de l’ISO.
Cette approche diffère des deux approches présentées précédemment, car l’unité de stockage
est ici non marchande : elle n’est pas considérée comme étant la propriété d’un investisseur
privé, qui chercherait à en tirer le plus de profits (en faisant de l’arbitrage par exemple), mais
plutôt comme étant la propriété de l’opérateur du réseau (ISO) qui utiliserait cette capacité
de stockage pour réduire les coûts de production.
Il s’agit donc ici de se concentrer sur le problème résolu par l’ISO, qui consiste à trouver
la meilleure combinaison des moyens de production permettant de répondre à la demande
à moindre coût tout en respectant les contraintes de chaque unité ainsi que du réseau élec-
trique, et en garantissant un certain niveau de fiabilité pour le système (via la mise en place
de réserves). Ce problème est communément appelé “Unit Commitment”. Ce modèle nous
indique à chaque pas de temps le coût total de production, ainsi que le coût du dernier
mégawatt-heure produit (qui est à l’origine du prix de marché).
Nyamdash and Denny (2013) ont ainsi analysé l’impact de l’installation d’une STEP, à
la disposition de l’ISO (d’une puissance comprise entre 200 et 800 MW) sur les coûts de
production et le coût marginal de l’électricité du marché irlandais. Ce modèle met en avant
la réduction des coûts de production permise par l’ajout du stockage. En revanche, d’autres
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effets observés sont plus surprenants. En particulier, on constate une augmentation du coût
marginal de l’électricité, aussi bien pendant la nuit (où la STEP se charge) que pendant la
journée (où la STEP se décharge). L’explication est la suivante : l’utilisation de la STEP
permet régulièrement de se passer de centrales de production au gaz ayant des coûts de
démarrage élevés mais des coûts marginaux moyens. Pour les heures restantes où des moyens
de production complémentaires sont nécessaires, on préférera alors utiliser des moyens de
production aux coûts de démarrage moins élevés mais aux coûts marginaux plus élevés.
2.3.4 Bilan
Parmi les différentes approches présentées ici, nous choisissons donc de nous concentrer sur
l’optimisation de la stratégie d’une unité de stockage de grande taille, en utilisant une repré-
sentation exogène du marché. Cette approche nous permet de modéliser de manière réaliste
la prise de décision d’un opérateur de stockage en fonction des informations dont il dispose.
En particulier, nous verrons qu’il est possible pour notre opérateur d’utiliser les données
historiques du marché pour comprendre et anticiper son impact sur les prix.
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CHAPITRE 3 ARTICLE 1 : ROBUST SELF-SCHEDULING OF A
PRICE-MAKER ENERGY STORAGE FACILITY IN THE NEW YORK
ELECTRICITY MARKET
Auteurs : Adrien Barbry, Miguel F. Anjos, Erick Delage
Cet article a été rédigé au printemps 2017, et a été soumis dans la revue “Energy Economics”
le 30 Mai 2017. Les résultats au cœur de cet article ont également été présentés lors des
“Journées de l’optimisation”, au mois de Mai 2017 à Montréal. Les co-auteurs de cet article
sont Miguel Anjos, et Erick Delage, respectivement directeur et co-directeur de ce projet de
recherche.
3.1 Abstract
Recent progress in energy storage raises the possibility of creating large-scale storage facilities
at lower costs. This may bring economic opportunities for storage operators, especially via
energy arbitrage. However, storage operation in the market could have significant impact
on electricity prices. This work aims at evaluating jointly the potential operating profit for
a price-maker storage facility and its impact on the electricity prices in the New-York state
market. Based on historical data, lower and upper bounds on the supply curve of the market
are constructed. These bounds are used as an input for the robust self-scheduling problem of a
price-maker storage facility. Our computational experiments show that the robust strategies
thus obtained allow to reduce significantly the loss exposure while maintaining reasonnably
high expected profits.
3.2 Introduction
Over the last five years, great progress have been achieved in the field of energy storage.
Among the different technologies of energy storage, this progress has been especially signif-
icant in the field of batteries. A few years ago, provided their limited power and energy
capacity, batteries were mainly considered as a mean to support renewables, damping the
variability of wind and PV systems (Beaudin et al. (2010)). The recent deployment of large-
scale batteries, exemplified by the 70 MW system brought online in California in late 2016
(California Independent System Operator (2017)), heralds new potential applications for
batteries.
At the same time, the deregulation of the electricity sector in many regions has led to the
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emergence of wholesale electricity markets and thus created economic opportunities for energy
storage (Sioshansi et al. (2009)). The price volatility on these markets is indeed a potential
source of profit for energy storage facilities, which can buy (and store) electricity during
periods of low demand (and low prices) and sell it back to the grid during periods of high
demand (and high prices). This type of opportunity in the market is referred to as energy
arbitrage. Other applications exist and may be profitable for energy storage, such as ancillary
services, and operating reserve (US Department of Energy, 2013).
In this paper, we focus on energy arbitrage. This is one of the best understood and more
interesting applications in volatile markets. Such opportunities are especially present in
New York’s day-ahead electricity market, which will be the focus of our study. Figure 3.1a
shows the evolution of the hourly price in 2016. Over the span of this year, the prices
ranged between $0.01/MWh and $93.23/MWh. One can also observe a total of 1000 hours
when a price lower than $8.85/MWh was reached, and 1000 hours with prices greater than
$32.55/MWh. The daily difference between off-peak price and peak-price is illustrated in
Figure 3.1b: this highlights the daily frequency of opportunities for energy arbitrage.
As a result of these opportunities, the energy storage sector is likely to attract investment
in the years to come. However, investing in such large-scale facilities requires to evaluate
accurately the potential benefits of energy arbitrage. One possibility to assess the profits
of a large-scale energy storage facility is to determine what would have been an optimal
operating plan during the past years and compute the associated profit. This consists in
formulating the optimal hourly bids for each day. In practice, in energy markets, the bids
are classified into two types: self-schedule bids and economic bids (Mohsenian-Rad (2016)).
A self-schedule bid does not include a price component: it indicates that the participant is
willing to buy/sell electricity regardless of the price. An economic bid does include a price
component: it indicates that the participant is willing to buy/sell electricity provided that
the cleared market price is at most/at least the submitted price bid. In the case of energy
storage, the self-scheduling formulation is generally preferred (Shafiee et al. (2016); Sioshansi
et al. (2009); Teixeira et al. (2012)), because the hourly bids are interdependent. For instance,
the storage operator needs to be certain that his purchase bids have been accepted so that
he can sell this electricity later.
Many studies have been conducted to assess the profitability of energy storage facilities doing
energy arbitrage in different electricity markets. Different storage technologies are considered
in these studies, but storage facilities are generally characterized by three main features
regardless of the technology: the power capacity (in MW), the energy capacity (typically
given in MWh), and an efficiency quantifying the losses incurred during both charging and
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(a) Year 2016 (b) Off-peak and peak prices in July-August
2016
Figure 3.1 Hourly electricity prices in NY day-ahead market
discharging operations. The energy capacity of a storage device may also be seen as a number
of hours of full power output. These studies may be divided in two categories depending on
the power capacity of the energy storage facility.
The first category assumes that the energy storage facilities are price-takers, which means
that their operation does not affect the market price. This is generally the case when the
storage power capacity is small compared to the total demand or supply in the market, so
that the demand or supply is not affected by the storage operation. The value of small
energy storage devices in two jurisdictions of the US, PJM and New-York state (NY) are
estimated in Sioshansi et al. (2009) and Walawalkar et al. (2007) respectively. Sioshansi
et al. (2009) examines the effects of two parameters on the value of storage (efficiency and
energy capacity) and establishes that this value may range from $60/kW-year to $120/kW-
year depending on these parameters. The impact of the price of fuels (natural gas and coal)
on the value of arbitrage is also highlighted: hourly on-peak prices are often set by natural
gas or coal generation, therefore increases in the price of commodities lead to increases in the
value of storage. Walawalkar et al. (2007) underlines the economic opportunity in NY for
energy storage installations, and compares the economics of two technologies (sodium sulfur
batteries and flywheel). The resulting revenues are comparable with those in PJM. Sioshansi
et al. (2011) explore the value drivers behind energy arbitrage for two different technologies
(pumped-hydro storage and compressed air storage). In particular, it is shown that, due
to its hybrid nature, compressed air storage is more sensitive to gas price fluctuations. A
model is proposed in Drury et al. (2011) to optimize the schedule of energy storage devices
participating in both energy and reserve markets in different regions of the USA. The com-
bination of energy arbitrage and operating reserve increase the value of energy storage in
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some markets. Finally, a novel framework is proposed in Wang et al. (2017) to optimize the
bidding strategy of a storage unit considering both the day-ahead and the following day. A
special emphasis is put on the determination of the optimal state of charge at the end of the
day-ahead.
This first set of studies provide a picture of the arbitrage value of energy storage in different
markets. However, these studies assume that the storage operation does not affect the market
price, which is a valid assumption provided that the storage capacity is sufficiently small.
Our study focuses on larger-scale facilities, such as the 70 MW system brought online in
California, which may affect the demand and supply on the market when they operate.
Charging during low-demand periods and discharging during peak periods will reduce the
price gap, and therefore the arbitrage value. In this case, the energy storage facility is price-
maker. To accurately assess the potential profits of a large-scale energy storage facility, it is
essential to account for the impact of storage operation on the price.
A few studies have addressed the self-scheduling of a large-scale energy storage facility
(Shafiee et al. (2016); Sioshansi et al. (2009); Sousa et al. (2014); Teixeira et al. (2012)).
The general idea is to describe, at each time step, the market price pt as a function of the
quantity qt submitted by the energy storage on the market, i.e. pt = f(qt), where qt can either
be positive (when discharging) or negative (when charging). The variable t refers to the time
slicing of the market, according to the frequency with which the bids are formulated. In the
case of the day-ahead market, bids have to be formulated on a hourly basis. For the sake
of simplicity, it is convenient to express qt as the difference of two non-negative variables:
qt = P dt − P ct where P dt is the discharging power and P ct is the charging power at time step
t. Based on these variables, the energy level of the storage Et at each time step t can be











C(P dt + P ct ) (3.1a)
subject to 0 ≤ P dt ≤ P dmax ∀t ∈ J1, T K (3.1b)
0 ≤ P ct ≤ P cmax ∀t ∈ J1, T K (3.1c)
Et+1 = Et + ηP ct −
1
η
P dt ∀t ∈ J1, T K (3.1d)
0 ≤ Et ≤ Emax ∀t ∈ J1, T + 1K (3.1e)
E1 = ET+1 = Ecyc, (3.1f)
where J1, T + 1K denotes all the integers between 1 and T .
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The objective function (3.1a) describes the profit of the storage operator. The first part
computes the revenues from selling electricity to the market minus the costs from buying
electricity from the market. The operating costs of the facility are substracted in the second
part of the objective function: C corresponds to the marginal cost due to operation and
degradation during the hours of charging and discharging. These revenues and costs are
summed for each hour of the horizon, since the day-ahead market requires hourly bids. Note
that, for each hour t, the price should be expressed as f(P dt − P ct ). But given the operating
cost, it would be suboptimal to charge and discharge at the same time. Hence, the price can
be expressed as f(P dt ) during the discharging hours and f(P ct ) during the charging hours.
Constraints (3.1b),(3.1c) and (3.1e) describe the limits of storage in terms of power capacity
and energy capacity. Constraint (3.1d) computes the state of charge of the storage at each
period of time. The losses during both charging and discharging are taken into account by
means of an efficiency η. The initial and final state of charge are specified in (3.1f).
Two main methods have been proposed to model the function f describing the impact of
storage operation on the price. In both cases, it is necessary to understand the price formation
process. For each hour, suppliers and consumers submit bids (which are composed of a
quantity, and a price) to the market. After collecting and sorting all these bids, a supply
curve and a demand curve may be constructed. The price is then given by the intersection
between the two curves.
The first method is the most general, and uses the residual demand curve, which is defined
as the market demand curve minus the quantity supplied by other participants. It provides
a direct relation between the quantity submitted by the energy storage and the resulting
market price. Teixeira et al. (2012) and Sousa et al. (2014) approximate the residual demand
curve of the Iberian market by a sigmoid function, and solve the corresponding non-linear
self-scheduling problem. This formulation is particularly relevant when the market demand
is elastic.
In practice, it is often the case that electricity demand can be assumed to be inelastic. It
is then sufficient to model the effect of storage operation on price through a supply curve
pi(d), where d is the demand. Hence, the effect of the storage unit can be taken into account
through f(q) = pi(d−q). Since the storage is self-scheduling, its operation is indeed equivalent
to an increase (when charging) or a decrease (when discharging) in the demand. Sioshansi
et al. (2009) and Shafiee et al. (2016) exploit respectively the supply curve of the Alberta
and PJM electricity markets to formulate the self-scheduling problem of a price-maker energy
storage. In Sioshansi et al. (2009), a linear supply curve is constructed for each month based
on historical data of prices and quantities. In Shafiee et al. (2016), actual supply curves
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from the Alberta market are used for years 2010 to 2014. For each hour, based on the supply
curve and the demand, generation price quota curves (GPQC) and demand price quota curves
(DPQC) are constructed to model respectively the price impacts of discharging and charging.
This stepwise approximation of the supply curve around the value of the demand allows the
mixed-integer linear formulation of the self-scheduling problem.
This paper addresses the economic assessment of energy arbitrage opportunities for a large-
scale energy storage operator in the day-ahead market of NY. We will assume that at the
moment of submitting his bids, while the operator of such a facility has an accurate idea of
the hourly electricity demand, he is unaware of the market clearing price and in particular
the exact effect of his bid on this price. This represents realistic operating conditions given
that such operators would usually be unaware of the bids that will be submitted by other
participants, or even of their conditions of operations (e.g. cost of resources, periods of
maintenance, etc.). We will instead assume that the operator employs historical observations
of electricity demand, market price, and available hourly wind power production to construct
an uncertainty model for the potential supply curves, which consists of a nomial supply
curve, a maximal supply curve, and a minimal supply curve. This uncertainty model will be
employed by a robust formulation of the self-scheduling problem (3.1a) that will account for
the level of aversion the operator has with respect to the possibility of daily losses. It is worth
emphasizing that this is in sharp contrast with the approach presented in Shafiee et al. (2016)
and Sioshansi et al. (2009), who both assume that the supply curve for every hour of the day
is exactly known in advance, or equivalently that the operator is insensitive to estimation
errors. Furthermore, our approach will model the supply curve as a piecewise linear function
which better captures the increasing marginal impact of supply on prices during high demand
periods compared to the piecewise constant model employed in Sioshansi et al. (2009).
Overall, the contributions of this paper can be summarized as follows:
— We present for the first time a method to characterize the market price uncertainty
that a price-maker participant is confronted to when submitting a self-scheduled bid in
a day-ahead market. Our approach is based on performing least squares and quantile
regression on historical observations of total demand, market prices, and wind power
contributions.
— We present for the first time a decision model that employs robust optimization to
model the risk aversion of an energy storage operator. In particular, the model will
control using a budget Γ under which magnitude of perturbation of a nominal daily
profit curve is the operator comfortable with the possibility of a financial loss.
— We show that the robust bidding strategy obtained using this model with a budget
of uncertainty of two hours (Γ = 2) allows to reduce the risk of a financial loss
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(from 3.01% to 1.09% with respect to the nominal strategy), while maintaining the
expected profit at a reasonable level (10.8% below the profit obtained with the nominal
strategy).
The remainder of the paper is organized as follows. In section 3.3, the modelling of the supply
curve, and of its variability is described. In section 3.4, the robust self-scheduling problem
of a price-maker storage facility is developed. In section 3.5, the developed model is applied
and the robust strategy of the storage operator, as well as its impact on the market prices,
are explored.
3.3 Modelling the supply curve in the day-ahead market of NY
The methodology used in this paper, which is based on the construction of the supply curve,
requires a good understanding of the organization of the NY electricity markets, as well as
an careful study of the data extracted from this market.
3.3.1 New York Electricity Markets
In the state of New York, electricity is traded in a number of competitive electricity markets,
all of which are administered by the regional transmission organization called New York
Independent System Operator (NYISO). The NYISO is also responsible for operating the
state’s bulk electricity grid, and for long-term planning for the state’s electric power system.
The electricity grid serves about 20 million people and has historically been required to
supply peaks of demand as high as 32 GW in 2015 (see NYISO (2016)). In comparison, the
total power capacity from sources within the state currently reaches 39 GW, with half of the
capacity originating from dual fuel power plants (facilities capable of using natural gas in
combination with another fossil fuel). The other half of the total capacity is mainly nuclear
(14%), hydro (11%), and gas-only (10%) power plants. The NYISO has also ambitious plans
for the development of wind and solar power facilities. In particular, a dramatic increase of
the wind power capacity occured over the last 10 years (from 48 MW in 2005 to 1746 MW
in 2015).
Among all the markets operated by the NYISO, this article focuses on the energy day-ahead
market, which accounts for over 94% of energy exchanges (NYISO (2015)). In this market,
energy suppliers and consumers submit economic bids for each hour of the following day.
While the price curves for supply and demand are the key factors determining the market
prices, the transmission of electricity also plays a noticeable role. Indeed, bottlenecks can
occur on the electricity grid if large volumes need to be transmitted to meet demand in a
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particular zone. Thus, the NYISO employs a nodal pricing scheme, that gives rise to local
marginal prices (LMP) for each of the 11 zones of NY. These LMPs are the result of three
contributions: the marginal cost of energy (which is uniform over the state), the cost of losses
in transmission lines, and a cost related to congestion in the zone considered. Our study will
focus on the main contributor to market prices, namely the marginal cost of energy. The
reasons for doing so are two-fold. First, we do not address the issue of determining the optimal
location for the storage facility. Hence, the most consistent price to take into account is the
marginal cost of energy, which is the same statewide. Secondly, to model the price-maker
effect of energy storage, we will use a relation between the load (or supply) and the price via
the supply curve. Yet the only component of the price which is directly related to the load
is the marginal cost of energy: as the load increases, energy sources with increasingly high
marginal costs of production have to be dispatched to meet the demand. On the other hand,
the two other contributions of the price are not directly related to the load, but rather to
local transmission constraints.
As shown in Figure 3.2a, our data set consists of a list of historical pairs {(pi, di)}N=366×24i=1 ,
ranging from January 1st, 2016 to December 31st, 2016, and describing on an hourly basis the
market price and corresponding electricity demand observed on the energy day-ahead market
supervised by NYISO. One can observe that the supply curve describing the relationship
between the demand and the price is subject to high variability. There are indeed many
reasons why bids submitted by suppliers might vary from day to day (or even hour to hour):
— marginal costs incurred by each supplier in the market fluctuate depending on the
price of commodities such as natural gas, oil, etc.;
— the production capacity of renewable resources is sensitive to meteorological conditions
(wind, rainfall, sunshine) ;
— a power plant may become unavailable at times because of maintenance, etc.
It is reasonable to conclude that predicting exactly where the intersection between the supply
curve and the inelastic demand curve will occur for any given hour of the day is a very difficult
task. Under such conditions one should employ a representation that accounts for variability
in the supply curve when searching for an optimal bidding strategy.
3.3.2 Constructing a nominal supply curve
We first attempt to identify a nominal representation of the supply curve by employing the
least squares method to perform a regression, following the idea proposed in Sioshansi et al.
(2009). Specifically, under the assumption that the supply curve has a parametric form








(pi − pˆi(di; δi))2 .
Figure 3.2 presents the nominal curves obtained when pˆi(d; δ) is chosen to be an affine function
(a.k.a. linear regression) and a piecewise linear function with breakpoints at 25.558 and
28.098. Both of these regressions were performed using the software R version 3.2.0 with
the “Segmented” package (available online) (Muggeo (2008)). This package allows one to
determine jointly the optimal breakpoints and slopes of a piecewise linear function, given
that the number of breakpoints is pre-specified. One can also obtain the R2 statistic of the
fitted function which captures the amount of data variability that can be explained by the
fitted model. The fact that this statistic increases from 0.5641 to 0.5923 when employing the
piecewise linear function seems to confirm that the latter function provides a better fit. We
can also expect that the piecewise linear model provides a more accurate description of how
the marginal market price can be affected by the magnitude of the demand. This is indeed
a key element in the context of the price-maker formulation such as in problem (3.1a)-(3.1f)
given that it defines the impact that the storage facility will have on the market price.
In order to improve the accuracy of our nominal model, we also attempted to model the
influence of wind variability on the supply curve. Indeed, given that wind power capacity
represents approximatively 10% of the average demand and can cause significant changes
in the supply curve, and given that accurate predictors of this production can typically be
used at the time when bids are submitted to the day-ahead market, it becomes relevant to
perform a regression of the market price on both the demand and the wind production in
order to obtain a supply curve. In particular, we used the NYISO data about the hourly
wind power production {(wi)}Ni=1 for each hour of our data set. Since one can usually assume
that wind energy has a negligible marginal cost (Twomey and Neuhoff (2010)), meeting the
total demand at the lowest cost is equivalent to meeting the “net demand” (the total demand
minus the wind power production) at the lowest cost. For this reason, we perform the same
regressions as before but on the modified data set {(pi, ni)}Ni=1 where each ni := di−wi. The
resulting linear and piecewise linear regressions produced R2 statistics of 0.6139 and 0.6485
respectively which seems to support this approach.
The conclusions of this fitting of a nominal supply curve motivate the use of the following
function to model the impact of storage:
fˆ(P dt ) := pˆi(dt − P dt − wt; δ∗) = pˆiw(nt − P dt ) fˆ(−P ct ) := pˆi(dt + P ct − wt; δ∗) = pˆiw(nt + P ct ) ,
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(a) Linear regression (b) Piecewise linear regression
Figure 3.2 Best fitted models for the nominal supply curve based on historical data
{(pi, di)}Ni=1. (a) presents the calibrated affine function pˆi(d; δ∗) with an R2 of 0.5641. (b)




2.086y − 17.354 if y ≤ 25.558
4.249y − 72.636 if 25.558 < y ≤ 28.098
6.705y − 141.45 if 28.098 < y.
3.3.3 Constructing upper and lower bounds for the supply curve
We now turn to the characterization of the variability of the supply curve and the effect of
this variability on the cash flows that will be produced when scheduling storage. We use the
historical data set {(pi, di, wi)}Ni=1 to calibrate two bounding functions pi+w (n) and pi−w (n) so
that they return for a given net load n, a confidence interval [pi−w (n), pi+w (n)] for the realized
market price. This can be done using quantile regression (as introduced in Koenker and
Bassett (1978)).
Quantile regression is similar in spirit to the well-known least squares method. One first
needs to identify a parametric form for pi+w (n) and pi−w (n), which we will refer to as pi+w (n; δ+)
and pi−w (n; δ−). Given a confidence level η, which we choose to be η = 10%, we will fit the
δ+ and δ− parameters to the data set {(pi, ni)}Ni=1 but this time using a regression function
that aims at capturing the η/2-th and 1 − η/2-th percentile respectively. Specifically, the
optimization models take the form:

































Intuitively, the first optimization model penalizes more severely over-evaluations than under-
evaluations of the price in order to return an under-estimator while the second model does
the opposite. The connection to the notion of quantile estimation emerges when one assumes
that, conditionally on observing ni, the η/2-th percentile of the market price can be computed
using a member of the parametric family pi−w (ni; δ−). In this case, as N converges to infinity,
then δ− can be shown to converge in probability to the true value, and similarly in the case of
δ+. In contrast, the method of least squares offers a similar type of convergence but towards
the conditional expected value of the market price. We refer interested readers to Koenker
(2005) for a thorough presentation of this regression scheme.
In our implementation, we model the lower and upper bounds of the supply curve with piece-
wise linear functions. For the sake of consistency with the nominal supply curve determined
in Section 3.3.2, the same breakpoints are used. This modeling decision also has the ad-
vantage of reducing the number of binary variables involved in the mixed integer quadratic
program that is proposed in Section 3.4.3 to identify robust self-scheduled bids. It was how-
ever necessary to include an additional breakpoint at 12.817 GW in order to prevent the
lower bounding function to return negative prices. Negative prices are known not to occur in
the New-York market because of the way the price selection mechanism is designed. This is
however not the case in all electricity market given that negative prices do emerge temporar-
ily in some markets because of generators that are unwilling or unable to interrupt suddenly
their output.
For completeness, we present below the resulting linear program that needs to be solved in











(yi − pi) , ∀ i = 1, . . . , N




δj(ni − γj)1{ni ≥ γj} , ∀ i = 1, . . . , N
δj ≥ 0 , ∀ j = 1, . . . , 3 ,
where γ1 = 12.817, γ2 = 25.558, and γ3 = 28.098 are the three breakpoints at which the
piecewise linear function changes slope, while each δj captures by how much the slope in-
creases from one piece to the other. Finally, 1{y ≥ 0} is the indicator function that returns
one if the condition is satisfied and zero otherwise.
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Based on the result of our calibration, we will employ in the remainder of the paper the
following calibrated curves to capture how low and how huge the market price might be
when submitting a bid of P dt or P ct :
f−(P dt ) := pi−w (dt − wt − P dt ) = pi−w (nt − P dt ) f+(P dt ) := pi+w (dt − wt − P dt ) = pi+w (nt − P dt )




0 if y ≤ γ1
2.269y − 29.081 if γ1 < y ≤ γ2
3.508y − 60.767 if γ2 < y ≤ γ3
6.248y − 137.764 if γ3 < y
pi+w (y) =

2.272y − 9.023 if y ≤ γ2
3.320y − 35.820 if γ2 < y ≤ γ3
7.884y − 164.069 if γ3 < y .
The three curves (nominal, lower bound, and upper bound) can be observed in Figure 3.3.
We observe that the lower and upper bounds allow to encapsulate most of the observations.
However, for a certain range of demand (approximately from 20 GW to 24 GW), abnormally
high values of the price occur. Explaining the origin of these outliers is beyond the scope of
this work, however their existence should be kept in mind.
3.4 Robust formulation of the self-scheduling problem
In this section, we propose a robust optimization model for a storage facility operator that
is risk-averse regarding the uncertainty in the actual market price when submitting self-
scheduled bids to a day-ahead market. We review in Section 3.4.1 some background on
the general methodology before focusing on the choices we made in this application. Next,
Section 3.4.2 discusses how the approach presented in Delage et al. (2015) can be used to
robustify problem (3.1a)-(3.1f) in a way that immunizes the operator against potential daily
losses. We then present in Section 3.4.3 how this robust problem can be reformulated as a
mixed-integer convex quadratic problem.
3.4.1 Background on robust optimization
Robust optimization is a technique for optimization under uncertainty, that has received an
increasing amount of interest in the past ten years. Contrarily to other approaches that handle
uncertainty, such as stochastic programming, it removes the need to identify a probabilistic
model of the likelihood of every possible future outcomes, replacing it with the characteri-
zation of a so-called uncertainty set. In principle, the robust optimization paradigm seeks
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solutions that remain feasible under any potential outcomes that fall within the prescribed
uncertainty set. Its first application to mathematical programming dates from Soyster (1973)
where the authors proposed that each uncertain parameter be circumscribed to its respective
interval. This approach was quickly considered overly conservative as it allowed worst-case
scenarios where all the parameters take on their extreme values simultaneously. This issue
was addressed in Ben-Tal and Nemirovski (1998), where Ben-tal and Nemirovski propose the
use of ellipsoidal uncertainty sets, that do not allow for such events to be considered. Even
more recently, Bertsimas and Sim (2004) introduced a polyhedral set known as the budgeted
uncertainty which allows one to control the level of conservatism through the use of a scaling
parameter Γ which defines how many of the uncertain parameters are allowed to reach an
extreme value. These important works contributed significantly to the popularization of the
method. Overall, one might consider the following advantages that a robust optimization
framework typically has over stochastic programming:
— For many classes of optimization problems, the robust optimization formulation is
computationally tractable (see Bertsimas et al. (2011)) while a stochastic program-
ming approach might be confronted to the challenge of performing high-dimensional
integration.
— The non-probabilistic approach used in robust optimization allows the decision-maker
to immunize against uncertainty without having to define a distribution for the un-
certain parameters.
The latter advantage is especially practical in the case of data-driven problems, where there
is no particular reason to represent the random vector with a distribution of a specific form,
such as the normal distribution. In the case of stochastic programming, it is necessary
to identify and calibrate a joint distribution for the vector of uncertain parameters. This
distribution defines both the marginal likelihood of each parameter taken separately and
the specifics of how each of them is correlated to others. When the random vector is large
and the observations rather limited, then it can easily be the case that there are many
distribution models that could explain the observations equally well thus making this choice
rather arbitrary. This difficulty has given rise to what might be thought of as the “Optimizer’s
curse” (see Smith and Winkler (2006)) given that the solution that is identified by a stochastic
program can easily over-exploit the selected distribution model resulting in an optimistic view
of future performance which can lead to great post-decision disappointment.
For these reasons, the robust optimization approach has been applied in many different
domains including power systems operations. In particular, from the market operator per-
spective, more and more sources of uncertainty have to be taken into account in the unit
commitment problem. Given the increasing penetration of variable energy sources (wind, so-
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lar), and the recent development of price-responsive demand, solving this problem has become
more challenging. Bertsimas et al. (2013) propose a two-stage adaptive robust optimization
model for the security constrained unit commitment problem in the presence of nodal net
injection uncertainty. In Zhao and Zeng (2012), a polytopic uncertainty set is constructed
to capture wind uncertainty, and is then integrated in the robust formulation of the unit
commitment problem. Finally, Jiang et al. (2012) propose a robust optimization approach
to provide a robust unit commitment schedule for the thermal generators in the day-ahead
market that minimizes the total cost under the worst wind power output scenario. We also
refer the reader to Jabr et al. (2015) and Dehghan and Amjady (2016), where robust models
are developed to optimize the long-term investment plans (both in energy storage facilities
and in the transmission network expansion) that will guarantee a feasible system operation
under various renewable energy output scenarios. To the best of our knowledge, there is no
prior work on applying a robust optimization approach to the self-scheduling problem of a
storage facility operator.
3.4.2 The robust optimization model
When confronted to historical observation of market prices such as those studied in Section
3.3, it is easy to see how a storage facility operator might express some concerns regarding the
implementation of a self-scheduling bid strategy that does not account for price uncertainty.
In particular, since supply curves are usually monotonic, it is often the case that such a
“nominal strategy” would recommend to charge the battery during the lowest demand hour,
and sell this electricity back when the demand is at its highest level. As seen in Figure
3.3, when price uncertainty is large, doing so exposes the operator to the risk that the
realized market price for the period with low demand (i.e. a scheduled charge) be higher
than during the period where a discharged was planned, hence leading to a net financial loss.
This motivates the use of a robust optimization approach that will allow the storage facility
operator to control his exposure to net financial losses.
In what follows, we derive a robust optimization model based on the paradigm presented
in Delage et al. (2015) which can directly exploit the description of uncertainty that was
presented in Section 3.3.3, defining a nominal, lower and upper bound for f(·). Specifically,
problem (3.1) is modified by adding a constraint that rejects a self-scheduling strategy if it
has the potential of leading to a net loss when the nominal supply curve suffers a certain
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Figure 3.3 Situation where the nominal strategy exposes the operator to a net financial loss.
The values h1 and h2 represent two periods with respectively low and high demand thus
motivating a charge at period 1 followed by a discharge at period 2 when considering the
nominal supply curve pˆiw. When implementing this strategy, the operator is exposed to the
risk that the realized market price coincide with the upper bound pi+w for period 1 and lower
bound pi−w for period 2 leading to a net loss.
level Γ of perturbation. This gives rise to the following robust self-scheduling problem:
max.



















C(P dt + P ct ) ≥ 0 , ∀ (f1, f2, . . . , fT ) ∈ F(Γ)
(3.2b)
(3.1b)− (3.1f) ,
where F(Γ) captures all supply curves that can be obtained by a Γ perturbation of fˆ , math-
ematically speaking
F(Γ) :=
(f1, . . . , fT )
∣∣∣∣∣∣∣∣∣∃ (θ, θ
−, θ+) ∈ R3T+ ,
θt + θ+t + θ−t = 1 , ∀ t ∈ J1, T K∑
t θ
−
t + θ+t ≤ Γ
ft(·) = θtfˆ(·) + θ−t f−(·) + θ+t f+(·) , ∀ t
 .
In a language similar to the one used by Bertsimas and Sim (2004), one can interpret Γ
as the maximum number of time periods during which the supply curve is allowed to reach
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either of the two supply curve bounds pi−w or pi+w that were identified using the historical
data. One might also recognize that in the construction of F(Γ), we model for each time
period t a triplet (θt, θ−t , θ+t ) that will let the market price at period t take on any convex
combination of f−(·), fˆ(·), and f+(·). Furthermore, when Γ = 0, problem (3.2) reduces to the
nominal problem (3.1) since in this case all (θt, θ+t , θ−t ) = (1, 0, 0) leading to F(Γ) = {fˆ(·)}.










t (−P ct )−
T∑
t=1
C(P dt + P ct ) ≥ 0 ,
which effectively assumes that the market price always end up being the most unfavourable
with respect to the self-scheduling strategy.











C(P dt + P ct ) ≥ 0
)
≥ 1− ε ,
where f˜(·) is the random mapping that is assumed to have produced the historical price
observations, and ε ∈ [0, 1] characterizes the amount of probability with which we are com-
fortable that the constraint might not be respected. Based on the definition of F(Γ), it
is possible to evaluate the probability that the historical observation of market price be a








1{∃ f ∈ F(Γ) , pi = f(0)} ,
where we count what is the proportion of historical observations for which the observed
price could be a result of evaluating one of the functions in F(Γ) at zero (given that the
contribution of the battery facility was null historically). Figure 3.4 presents the estimated
level of protection depending on the size of Γ. This approach can give the decision-maker an
idea of the value of Γ to use depending on the level of protection needed. However, it leads
to an overly conservative choice of Γ. We follow a more empirical approach, which consists
in experimenting with different values of Γ. This will be described in Section 3.5.
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Figure 3.4 Chance-constraint oriented calibration of Γ
3.4.3 Mixed-integer convex quadratic reformulation
The robust model introduced in Section 3.4.1 cannot be solved using off-the-shelf solvers
because it is formulated as a semi-infinite problem. To address this issue, one needs to identify
a tractable reformulation for constraint (3.2b). To do so, we first rewrite the constraint using
the following equivalent form:
ψ(P d, P c) ≥
T∑
t=1
C(P dt + P ct ) (3.3)
where




P dt ft(P dt )− P ct ft(P ct ) .
Based on the definition of F(Γ), one can readily obtain a linear programming representation
of ψ(P d, P c), namely:




θt(P dt fˆ(P dt )− P ct fˆ(−P ct )) + θ−t (P dt f−(P dt )− P ct f−(−P ct ))
+θ+t (P dt f+(P dt ))− P ct f+(−P ct )) (3.4a)
subject to θt + θ+t + θ−t = 1 , ∀ t ∈ J1, T K (3.4b)
T∑
t=1
θ−t + θ+t ≤ Γ (3.4c)
θ ≥ 0 , θ+ ≥ 0 , θ− ≥ 0 (3.4d)
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Moreover, by linear program duality, one can show that the dual problem of problem (3.4)
takes the form:




λt − Γs (3.5a)
subject to λt ≤ P dt fˆ(P dt )− P ct fˆ(−P ct ) , ∀ t = J1, T K (3.5b)
λt − s ≤ P dt f−(P dt )− P ct f−(−P ct ) , ∀ t = J1, T K (3.5c)
λt − s ≤ P dt f+(P dt )− P ct f+(−P ct ) , ∀ t = J1, T K (3.5d)
where λ ∈ RT and s are the dual variables respectively associated to constraints (3.4b) and
(3.4c). Indeed, the fact that ψ(P d, P c) is equal to the optimum of this dual problem is
guaranteed by strong duality which applies since problem (3.4) is both feasible and bounded
for all P d and P c and for all Γ ≥ 0.
Given that we have obtained a representation of ψ(P d, P c) as the optimal value of a maxi-
mization problem, one can establish that constraint (3.3) is equivalent to verifying whether
there exists an assignment (λ, s) that satisfy constraints (3.5b)-(3.5d) and that also satisfies
T∑
t=1
λt − Γs ≥
T∑
t=1
C(P dt + P ct ) . (3.6)















This new formulation allows to overcome the semi-infinite nature of the original robust model.
However, the nature of the resulting problem depends on the nature of the three functions
fˆ(·), f−(·), and f+(·) modelling the effect of the self-scheduled bid on market price under
the nominal, upper and lower supply curve. In the case that the supply curves are piecewise
linear, as those constructed in Section 3.3, one can show that the resulting problem can be
reformulated as a mixed integer convex quadratic problem provided that the slope of each
piece of these supply curves is non-negative. For completeness, we present below the mixed
integer convex quadratic program that is equivalent to problem (3.2). This problem can be
solved using one of several commercial solvers. We used CPLEX version 12.7 to produce the
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λt − Γs ≥
T∑
t=1
C(P dt + P ct ) (3.8b)




−aˆj(ydtj2 + yctj2) + (ntaˆj − bˆj)(ydtj + yctj) + ntbˆj(νdj + νcj ) , ∀ t ∈ J1, T K(3.8d)
λt − s ≤
4∑
j=1
−a−j (ydtj2 + yctj2) + (nta−j − b−j )(ydtj + yctj) + ntb−j (νdj + νcj ) , ∀ t (3.8e)
λt − s ≤
4∑
j=1
−a+j (ydtj2 + yctj2) + (nta+j − b+j )(ydtj + yctj) + ntb+j (νdj + νcj ) , ∀ t (3.8f)
dt − wt − P dt =
4∑
j=1
ydtj , ∀ t ∈ J1, T K (3.8g)
dt − wt + P ct =
4∑
j=1
yctj , ∀ t ∈ J1, T K (3.8h)
γj−1νdtj ≤ ydtj ≤ γjνdtj , ∀ j = 1, . . . , 4 , ∀ t ∈ J1, T K (3.8i)
γj−1νctj ≤ yctj ≤ γjνctj , ∀ j = 1, . . . , 4 , ∀ t ∈ J1, T K (3.8j)
4∑
j=1
νdtj = 1 , ∀ t ∈ J1, T K (3.8k)
4∑
j=1
νctj = 1 , ∀ t ∈ J1, T K (3.8l)
νd ∈ {0, 1}T×4 , νc ∈ {0, 1}T×4 (3.8m)
(3.1b)− (3.1f) ,
where ψ ∈ RT , while the pairs of parameters (aˆj, bˆj), (a−j , b−j ), and (a+j , b+j ) respectively refer
to the slopes and offsets of the j-th linear pieces of pˆiw(·), pi−w (·), and pi+w (·). Finally, γ1, γ2,
and γ3 are the locations of the three breakpoints, while γ0 = 0 and γ4 = maxt dt + P cmax.
3.5 Results and discussion
We study the case of a storage facility with 100 MW discharging and charging power and
300 MWh energy capacity (i.e. 3 hours of full power output), which is a bit more than the
size of the largest battery project brought online so far (CAISO, 2017). For both charging
and discharging operations, we consider a 90% efficiency, and a $1/MWh variable cost due
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to operation and degradation (see Thatte et al. (2013)). We choose a scheduling horizon
of one day, namely T = 24, which is the minimum horizon that can be considered, since
bids have to be transmitted for every hour of the subsequent day on the day-ahead market.
Though longer-term horizons may allow to consider both intra- and inter-day arbitrage, it
appeared that, in the case of NYISO day-ahead market, most of the arbitrage value was
coming from intra-day peak price differential. This is especially the case when the energy
capacity considered for the storage facility is limited: in our case, only 3 hours are necessary
for a full charge. This can be done daily during off-peak hours to take advantage of the peak
hours.
Moreover, this shorter horizon allows to assume that the perfect forecast of future net demand
during each one-day period is available. This assumption is important here because the idea
is to focus on the uncertainty related to the supply curve. Considering simultaneously the
uncertainty in the net demand and in the supply curve would dramatically increase the
complexity of the model.
In Section 3.5.1, we analyze the different bidding strategies obtained according to the chosen
level of risk-aversion (namely the value of Γ). Next, Section 3.5.2 discusses the performance
of these strategies, both in terms of expected profit, and protection against risk of financial
loss. Especially, this evaluation will provide the decision-maker a mean to determine a proper
value of Γ. Finally, the impact of the implementation of energy storage on the market prices
is investigated in Section 3.5.3.
3.5.1 Robust self-scheduling strategy
In this subsection, to demonstrate the importance of the robust formulation, we analyze the
bidding strategy according to the level of conservatism chosen by the storage operator.
To this end, it is necessary to choose a specific day of the year. The bidding strategy indeed
depends on the expected price for each hour of the day, and these price forecasts are computed
based on the hourly load, according to the supply curve. Thus, the bidding strategy varies
with the load profile, which is different every day.
To provide a better comparison, two types of days can be distinguished according to their
load profile. They lead to two different types of strategies, as we will observe further. We
will see that for both types of day, the nominal strategy consists in purchasing electricity to
charge the storage during off-peak hours, before selling electricity and discharging the storage
during peak hours. However, this nominal strategy has to evolve when the storage operator
seeks to be immuned against the risk of loss. This is where the strategies for the two types
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of days start to be different.
The first type of day is the most common, an example of this kind can be observed in Figure
3.5: it corresponds to the case when the price during off-peak hours in the most adverse
situation (namely, the upper curve, since the storage wants to purchase electricity during off-
peak hours) is greater to the price during peak hours in the most adverse situation (namely,
the lower curve, since the storage wants to sell electricity during peak hours). For this type of
day, if the most adverse situation occurs (namely (θt, θ+t , θ−t ) = (0, 1, 0) during the purchasing
hours and (θt, θ+t , θ−t ) = (0, 0, 1) during the selling hours), the storage may incur losses if the
nominal strategy described previously is implemented.
The second type of day offers larger arbitrage opportunities, with a greater peak price dif-
ferential. An example can be observed in Figure 3.6. In this case, the off-peak price in the
most adverse situation is lower than the peak price in the most adverse situation. Thus, the
storage operator is guaranteed to make a profit when implementing the nominal strategy,
even in the most adverse situation.
We may now analyze the bidding strategies observed according to the level of conservatism
(specified by the value of Γ). We start with the first type of day, studying increasing integer
values of Γ.
— When Γ = 0, the robust model is equivalent to the deterministic model. In this case,
the optimal strategy (referred to as the nominal strategy), presented in figure 3.5a,
consists in charging during lowest price hours and discharge during highest price hours,
and all these operations are conducted at maximum power capacity. The charging and
discharging operations are concentrated during the smallest number of hours, to take
advantage of the most favourable hours.
— As Γ increases, the strategy is unchanged until Γ = 3. For small budgets of uncertainty,
the nominal strategy still ensures profits, even in the most adverse situations. Thus,
our model allows to maintain the nominal strategy.
— For Γ = 4, the operator has to modify his strategy, to avoid being exposed to losses:
the operating profit associated to the nominal strategy would be negative in the most
adverse situation. The overall operational trend of the storage facility is still to charge
when prices are low and discharge when prices are high. However, the robust strategy
suggests spreading the purchases and the sales over a greater number of hours, even
if these hours are less favorable in terms of nominal profit (see figure 3.5b). This
strategy avoids being exposed to maximal deviations in the supply curve during each
of the operating hours. When Γ = 5 (see Figure 3.5c), this trend is amplified (the
purchases and sales are distributed over 7 hours and 4 hours respectively, while they
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were distributed over 5 hours and 3 hours with Γ = 4).
— For Γ = 6, the uncertainty is such that no strategy can guarantee positive operating
profit. The optimal strategy thus consists in not operating (see Figure 3.5d). We
understand that there is a certain value of Γ (between 5 and 6) above which the
strategy will consist in not operating. We estimated empirically that this value is
Γ = 5.25.
With the second type of load profile, the price differential between off-peak and peak hours
is such that the nominal strategy guarantees a positive operating profit, even in the most
adverse situation. Thus, the bidding strategy is the same regardless the value of Γ. This
strategy is presented in Figure 3.6.
From this analysis, it emerges that, when a certain level of risk-aversion is reached, the robust
model starts providing different bidding strategies to reduce the risk. But this reduction of
the risk is done at the expense of the nominal profit: these more conservative strategies are
indeed suboptimal in the nominal situation where the supply curve does not deviate from its
expected position (namely (θ, θ+, θ−) = (1, 0, 0)). The reduction in the nominal profit due
to the risk aversion of the operator is quantified in figure 3.7. To this end, we look at the
profit that would have been obtained in the nominal situation with the strategies presented
in Figures 3.5a-3.5d. For values of Γ ranging from 0 to 3, we observed previously that the
bidding strategy was unchanged. Hence, the nominal profit is also unchanged. For Γ = 4
and Γ = 5, the wider distribution of the purchases and the sales causes a slight reduction in
the nominal profit. From Γ ≈ 5.25, the nominal profit is zero, since the optimal strategy for
this level of uncertainty is to not operate.
Figure 3.7 provides, for an arbitrary day of the first type, an idea of the effect of robustness
on the theoretical profit obtained in the nominal situation. Although this figure corresponds
to an arbitrary day, the shape of the curve would be the same for any day of the first
type: the first effect of robustness (for low values of Γ) is indeed to suggest to distribute the
operations, resulting in a slight decrease of the nominal profit. For greater values of Γ the
most conservative strategy is suggested (namely, no operation): it leads to a zero nominal
profit. The value of Γ where the robust solution switches from operating to not operating
depends on the specifics of each day. However, the storage operator needs to choose a value
of Γ that he will use for every day of the year. Hence it is critical to assess the effect of the
choice Γ over an entire year. This can be done by applying the robust strategies obtained
to real instances of the uncertain variables, to evaluate the performance of the robust model
over a larger sample of realizations for (θ, θ+, θ−).
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(a) With Γ ∈ {0, 1, 2, 3} (b) With Γ = 4
(c) With Γ = 5 (d) With Γ = 6
Figure 3.5 Self-scheduling strategy for the first type of day with varying levels of protection
(Γ)
Figure 3.6 Self-scheduling strategy for the second type of day for all levels of protection (Γ)
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Figure 3.7 Nominal profit for different levels of risk-aversion
3.5.2 Experimental results
The sample data of year 2016 is used to test the robust strategies on different instances of the
uncertain variables (θ, θ+, θ−). It follows the idea introduced by Bertsimas and Sim (2004),
and consists in experimenting with different values of Γ, to compare the performance of the
model. It provides the decision-maker with a tool to compare, when increasing Γ, the corre-
sponding loss in the expected profit with the related increase in robustness. This empirical
approach is different from the chance-constraint approximation introduced in Section 3.4.3,
and will be privileged.
We understand that the choice of Γ corresponds to a tradeoff between the expected profit
and the risk. The risk is evaluated using two different metrics: the probability to incur losses,
and the “worst-case” profit (represented by the 2nd percentile of the profits obtained over
the year). The results are presented in Figures 3.8, where the 90% confidence interval is
represented.
Figure 3.8a shows that the expected profit is reduced as Γ increases: this can be referred to
as the price of robustness. However, this robustness allows to reduce the risk, both in terms
of loss probability (see Figure 3.8b) and in terms of “worst-case” profit (see figure 3.8c). For
values of Γ greater than 4, the loss probability equals to zero: the robust model allows to
identify the days when operating is too risky.
These figures highlight the necessity to find a compromise between expected profit and risk.
The objective of the decision-maker is to find a value of Γ for which the expected profit is
not curtailed too much with respect to the deterministic model, while allowing to reduce
the risk. Figures 3.9 illustrate this tradeoff, representing simultaneously the experimental
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(a) Expected profit (b) Loss probability
(c) Second percentile of the profit
Figure 3.8 Experimental study of the performance of different robust strategies (correspond-
ing to different values of Γ) for 2016
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value achieved for both objective (expected profit and risk management). It appears that, in
the case of Γ = 2, the risk is significantly reduced, both in terms of loss probability (1.09%
loss probability compared with 3.01% with the nominal strategy) and “worst-case” profit ($
-83.94 versus $ -1237.54), while the expected profit remains reasonably high ($3143 compared
with $3525 using the nominal strategy).
Therefore, Γ = 2 would be a reasonable choice for the storage operator. Figures 3.10a and
3.10b present the results that would have been obtained for year 2016 for a storage facility
operating using Γ = 2. Figure 3.10a shows the weekly profits obtained: we notice that the
highest profits are reached during the summer, which is, in the case of New-York state, the
period when demand peak occurs. 49% of the profits are realized between the 1st of June
and the 31st of August. Moreover, the general daily price profile observed in Figures 3.5 and
3.6 leads the storage facility to charge during the night (generally between 12 a.m. and 7
a.m.) and to discharge during the evening (mainly between 4 p.m. and 10 p.m.). Despite
the choice to be immunized against risk using Γ = 2, the storage activity in significant, with
more than 300 days of operation in 2016.
3.5.3 Impact of the storage operation on the market
The impact of the storage operation on the price was incorporated into the self-scheduling
problem to avoid over-estimating the potential arbitrage profits for a large storage facility.
This formulation allows to investigate the overall impact of the storage implementation on
the prices. This may be especially interesting from the perspective of the market operator.
Though the size of the energy storage facility considered in the study is comparable to the
biggest existing size for a battery system, it is still marginal with respect to the size of the
market (the charging and discharging power considered is equivalent to 0.3% of the highest
load in New-York state). It might be of interest to study the price impacts of the storage for
greater sizes. The highest sizes considered in this section are not realistic for a single energy
storage facility, but this may be seen as an approximation of the implementation of several
storage facilities on the market, assuming that these facilities are operated simultaneously
by the same player.
Tables 3.1 and 3.2 present respectively the impact of storage on the prices during charging
and discharging hours, for different sizes of storage. The storage facilities are assumed to be
scheduled using Γ = 2.
As expected, we notice that the storage operation reduces the price differential between off-
peak hours (the discharging hours in Table 3.1) and peak hours (the charging hours in Table
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(a) Risk evaluated using the loss probability (b) Risk evaluated using the 2nd percentile
Figure 3.9 Trade-off between the expected profit and the risk
(a) Weekly profit (b) Hours of charging and discharging
Figure 3.10 Storage operation for 2016
Table 3.1 Price comparison without and with storage during discharging hours for different
sizes of storage
Size Size No. hours discharging Price average Price Change
(% of the market) (GW) ($/MWh)
Without With ($/MWh) %
0.3 0.1 1086 28.79 28.59 -0.19 -0.67
1 0.3 1458 27.80 27.38 -0.42 -1.52
2 0.6 1885 27.17 26.56 -0.61 -2.25
5 1.5 2403 26.97 26.02 -0.95 -3.53
10 3 2626 27.27 26.03 -1.24 -4.54
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Table 3.2 Price comparison without and with storage during charging hours for different sizes
of storage
Size Size No. hours charging Price average Price Change
(% of the market) (GW) ($/MWh)
Without With ($/MWh) %
0.3 0.1 1313 12.33 12.49 0.16 1.30
1 0.3 1465 12.36 12.77 0.42 3.40
2 0.6 1698 12.56 13.24 0.68 5.40
5 1.5 1956 13.19 14.33 1.15 8.71
10 3 2035 13.49 15.01 1.52 11.25
3.2). During discharging operations, the energy storage facility causes a significant decrease
in the average price, ranging from 0.67% to 4.54% depending on the size of the storage.
During charging operations, the relative increase in the price varies from 1.30% to 11.25%.
We may also notice that the number of hours of operation, both charging and discharging,
increases with the size of storage. This is due to the integration of the price-maker effect in
the self-scheduling. When the storage size increases, it is sometimes better to distribute the
purchases and sales over more hours to avoid reducing too much the peak price differential.
Figure 3.11 presents the price duration curves without storage and with the largest storage
for the year 2016. For the sake of clarity, the duration curves obtained with other sizes for
the storage facility are not represented. Especially, for smaller sizes, the resulting curve is
closer to the original curve (with no storage in operation). Figure 3.11 allows to measure
the overall impact of storage on the prices for all the hours of the year. We notice that the
presence of storage slightly reduces the volatility of the prices, lowering the highest prices
and increasing the lowest prices. A focus on the 1000 first hours of the price duration curve
(see figure 3.11b) provides a more accurate overview of the impact during the most expensive
hours of the year. The presence of storage allows to lower the maximal price by 12% (from
93.23$/MWh to 82.12$/MWh).
The market operator may also be interested in how this impact on the price is affected by
the risk aversion of the storage. The results presented in Tables 3.1 and 3.2 assume that
the storage operator will choose Γ = 2, but the choice may be different depending on the
operator.
Tables 3.3 and 3.4 present respectively the impact of storage operation on the price during
discharging and charging hours, for the maximal size of storage. We notice that the number
of operating hours decreases when the risk-aversion increases. This result may be surprising,
since we observed that risk aversion led the operator to distribute his purchases and sales
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(a) Global curve (b) 1000 most expensive hours
Figure 3.11 Price duration curve for 2016 with and without storage
over a larger time window. However, the increasing level of risk-aversion concurrently reduce
the number of days when the storage is operating, to avoid incur losses. The decrease in the
number of operating hours is explained by this second effect.
Tables 3.3 and 3.4 both show that the impact of storage on the price is limited when the risk
aversion of the storage increases. The increase during the charging hours drops from 13.36%
for Γ = 0 to 7.62% for Γ = 5, while the decrease during the discharging hours drops from
7.35% for Γ = 0 to 3.51% for Γ = 5. This is due to the conservative strategies, which imply
lower charging and discharging power, because of the distribution of purchases and sales.
Table 3.3 Price comparison without and with storage during discharging hours for different
values of Γ
Gamma No. hours discharging Price average Price Change
($/MWh)
Without With ($/MWh) %
0 3562 25.42 23.55 -1.87 -7.35
1 3383 25.69 24.06 -1.64 -6.37
2 2626 27.27 26.04 -1.24 -4.54
3 1538 31.26 29.97 -1.29 -4.13
4 928 36.23 34.84 -1.38 -3.82
5 630 39.55 38.16 -1.39 -3.51
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Table 3.4 Price comparison without and with storage during charging hours for different
values of Γ
Gamma No. hours charging Price average Price Change
($/MWh)
Without With ($/MWh) %
0 2377 13.26 15.03 1.77 13.36
1 2302 13.27 15.03 1.76 13.26
2 2035 13.49 15.01 1.52 11.25
3 1427 14.55 15.92 1.37 9.45
4 938 16.42 17.8 1.38 8.39
5 666 17.6 18.94 1.34 7.62
3.6 Conclusion
This paper proposes an original approach to determine the optimal bidding strategy of a
large energy storage facility doing arbitrage in a context of price uncertainty. The impacts
of storage operation on market prices are integrated using a representation of the market
supply curve. While the exclusion of the wind production from the supply curve allows to
reduce its variability, the remaining variability is modeled using quantile regressions, which
provides bounds that encapsulate the actual supply curve.
To deal with the uncertainty in the supply curve, a robust optimization framework is pro-
posed. The risk aversion of an energy storage operator with respect to financial loss is thus
modeled. We observe that a broad variety of strategies can be implemented, according to the
magnitude of perturbation with which the operator is comfortable. The nominal strategy (i.e.
Γ = 0) consists in benefiting from the lowest (respectively highest) demand hours to charge
(respectively discharge) the battery with high power output. As the level of risk aversion in-
creases, the general trend is then to distribute the storage operations over an increasing range
of time steps to avoid being impacted by a maximal perturbation at each hour of operation.
Though greater values of Γ provide more conservative strategies, thus lower expected profits,
they result in a decrease in terms of risk exposure. A good compromise between these two
objectives is reacbed using Γ = 2: the loss probability is thus lowered from 3.01% to 1.09%,
while the expected profit is reduced by only 10.80% with respect to the nominal strategy.
Finally, the overall impacts of the implementation of energy storage on the market prices
are assessed. It is found that larger energy storage facilities can provoke a great increase in
off-peak prices (up to 13.36% for zero risk-aversion operators) and a great decrease in peak
prices (up to 7.35%). This effect is mitigated when the storage operator is risk averse.
In this study, the issue relating to the location of the storage facility was not addressed. To
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evaluate the actual profits of the storage facility, transition costs should be incorporated in
the self-scheduling model. The representative supply curves and the developed robust model
could be used in future works to formulate an optimization framework to find the optimal
location for the storage facility.
Finally, we have to keep in mind that the hourly net demand for the 24 hours ahead was
assumed to be known perfectly. Further works could consist in assessing the effects of forecast
errors on the profits obtained.
57
CHAPITRE 4 DISCUSSION GÉNÉRALE
Dans cette partie, nous allons commencer par comparer les résultats obtenus dans notre étude
avec ceux des travaux cités dans notre revue de littérature. Nous profiterons également de
cette partie pour approfondir un point abordé de manière succincte dans l’article présenté
au chapitre 3 : l’utilisation de la théorie de la dualité pour reformuler notre modèle robuste.
4.1 Comparaison des résultats obtenus avec la littérature
L’objectif initial de notre étude consistait à la fois à étudier les opportunités économiques
pour une unité de stockage de grande taille sur le marché de l’électricité de New-York, ainsi
que l’impact de l’opération d’une telle unité de stockage sur les prix de l’électricité. Ce sont
donc ces deux résultats que nous allons comparer aux autres travaux similaires.
4.1.1 Profits obtenus par le stockage
Les résultats expérimentaux présentés dans la section 3.5.2 nous indiquent, pour l’unité de
stockage étudiée (d’une capacité de 300 MW) des profits quotidiens espérés allant de 3525$
(dans le cas où la stratégie nominale est utilisée, c’est-à-dire Γ = 0) à 1026$ (pour Γ = 6).
Pour la valeur de Γ considérée comme optimale (Γ = 2), on obtient 3143$. Afin de pouvoir
comparer ces résultats à d’autres travaux (ayant considéré d’autres tailles pour le stockage),
ces résultats sont exprimés en termes de profits annuels, par unité de puissance. On obtient
ainsi 12,87$/kW (pour Γ = 0), 11,47$/kW (pour Γ = 2), et 3,74$/kW (pour Γ = 6).
Dans le cas de l’étude menée en Alberta par Shafiee et al. (2016), les profits obtenus sont
bien supérieurs : ils varient entre 72,14$/kW et 222,63$/kW selon les années. Cela est dû à
la volatilité des prix, bien plus importante que sur le marché de New-York. En 2013, le prix
était par exemple compris entre 800$/MWh et 1000$/MWh (prix maximum pouvant être
atteint sur ce marché) pendant 204 heures de l’année, tandis que dans le cas de New-York,
le prix maximum atteint en 2016 était de 93,23$/MWh. Cette différence de volatilité peut
également être observée en comparant les figures 4.1 et 3.2. Sur la figure 4.1, où est présenté
un exemple de courbe d’offre pour le marché de l’Alberta, on observe que lorsque la demande
passe de 8 GW à 11 GW, le prix peut grimper d’environ 20$/MWh à 1000$/MWh. Dans le
cas du marché de NY, des variations de prix bien plus faibles sont observées (voir figure 3.2).
Similairement, Sioshansi et al. (2009) annoncent des profits annuels compris entre 60$/kW
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et 110$/kW sur le marché de la juridiction PJM (Pennsylvania-New Jersey-Maryland). Dans
les autres travaux présentés, les profits obtenus pour le stockage ne sont pas indiqués.
Bien que le choix d’utiliser des stratégies robustes soit une des causes de la diminution du
profit espéré, on s’aperçoit que même dans le cas où la stratégie nominale est utilisée, le profit
espéré est bien inférieur à celui pouvant être atteint sur d’autres marchés.
4.1.2 Impact du stockage sur les prix de l’électricité
Le fait que la volatilité des prix est bien moins importante sur le marché de NY que sur
d’autres marchés a une autre conséquence : l’impact de l’opération du stockage sur les prix
de marché est également inférieur.
Nous avons vu dans la section 3.5.3 que, pour l’unité de stockage considérée (d’une taille
de 100 MW), l’impact sur les prix pouvait être de +1,3% pendant les périodes de charge et
de -0,67% pendant les périodes de décharge. Dans le cas du marché de l’Alberta, pour une
capacité de stockage équivalente (90 MW en charge et 140 MW en décharge), l’impact sur
le prix pendant les périodes de charge varie entre +8,3% et +16,1%, et varie entre -5,7% et
-12,2% pendant les périodes de décharge.
Il faut toutefois noter que, même si les tailles de stockage évoquées ci-dessus sont équiva-
lentes, elle ne représentent pas la même proportion de la demande totale sur le marché (le
marché de l’Alberta présente en effet une demande maximale de l’ordre de 10 GW, contre 32
GW pour NY). Pour s’assurer de la comparabilité des résultats, on pourrait choisir d’utiliser
les résultats obtenus avec une unité de stockage de 300 MW dans le cas du marché de NY. Le
constat reste cependant le même, puisque l’impact sur les prix observé pour une telle unité
est de +3,40% pendant les heures de charge et -1,5% pendant les heures de décharge, soit un
impact toujours bien inférieur à celui observé en Alberta.
À la suite à ces différents constats, il pourrait être intéressant d’appliquer le modèle développé
dans nos travaux à des marchés plus volatiles. Premièrement, de larges unités de stockage ont
plus de chances d’émerger dans les années à venir sur ce type de marchés, car les opportunités
économiques y sont plus intéressantes. Deuxièmement, la formulation “price-maker” que nous
avons développée est d’autant plus indispensable que l’impact du stockage sur les prix est
important.
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Figure 4.1 Exemple de courbe d’offre pour le marché de l’Alberta (tiré de Shafiee et al.
(2016))
4.2 Complément technique : passage au problème dual
Compte tenu des restrictions de longueur lors de la soumission de l’article présenté au chapitre
3, nous avons fait le choix de ne pas détailler le passage des équations (3.4) aux équations
(3.5) qui résulte de la théorie de la dualité qui s’applique pour un problème d’optimisation
linéaire. Cependant, nous avons pensé qu’il serait bon de détailler dans ce mémoire les étapes
de transformation de ce problème, ce que nous allons donc faire ici.
Pour rappel, voici le problème que l’on souhaite reformuler :




θt(P dt fˆ(P dt )− P ct fˆ(−P ct )) + θ−t (P dt f−(P dt )− P ct f−(−P ct ))
+θ+t (P dt f+(P dt ))− P ct f+(−P ct )) (4.1a)
subject to θt + θ+t + θ−t = 1 , ∀ t ∈ J1, T K (4.1b)
T∑
t=1
θ−t + θ+t ≤ Γ (4.1c)
θ ≥ 0 , θ+ ≥ 0 , θ− ≥ 0 (4.1d)
Pour obtenir le dual de ce problème, on peut utiliser la technique de relaxation lagrangienne
(voir chapitre 5 de Boyd and Vandenberghe (2004)), qui nous indique que la valeur optimale
du problème (3.4) est égale à :




L(θ, θ+, θ−, λ, s) (4.2)
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où L(θ, θ+, θ−, λ, s) est le lagrangien du problème (4.1), défini par :




θt(P dt fˆ(P dt )− P ct fˆ(−P ct )) + θ−t (P dt f−(P dt )− P ct f−(−P ct ))
















Cette reformulation du problème (4.1) en un problème libre de contraintes (4.2) peut être
comprise de la manière suivante : pour une valeur fixée de (θ, θ+, θ−), si (θ, θ+, θ−) ne satisfait
pas les contraintes (4.1b) et (4.1c), alors le problème de maximisation interne de l’équation
(4.2) peut appliquer une pénalité arbitrairement large à travers λ (si la contrainte (4.1b) est
violée) ou s (si la contrainte (4.1c) est violée), de telle sorte que L(θ, θ+, θ−, λ, s) atteint +∞,
ce qui est bien équivalent à dire que le problème est non réalisable.
Par ailleurs, le problème (4.1) étant faisable et borné quelle que soit les valeurs de Γ et de
(P d, P c), la théorie de la dualité forte s’applique, ce qui se traduit par la possibilité d’inverser
minimisation et maximisation dans le problème (4.2) (Bachern and Kern (1992)). En effet, les
contraintes (4.1b) et (4.1d) nous indiquent que les valeurs de θt, de θ+t , et de θ−t sont toutes
comprises entre 0 et 1, ce qui prouve que le problème est borné puisque la fonction objectif
est une fonction linéaire de (θt, θ+t , θ−t ). D’autre part, le problème est toujours faisable, car
la solution définie par
(θt, θ+t , θ−t ) = (1, 0, 0), ∀t ∈ J1, T K
satisfait les contraintes (4.1b), (4.1c) et (4.1d) quelle que soit la valeur de Γ.
Par conséquent, le problème (4.1) est équivalent au problème suivant (obtenu en inversant
minimisation et maximisation) :




L(θ, θ+, θ−, λ, s) (4.4)
On peut ensuite réécrire le problème (4.4) de la manière suivante (en réarrangeant l’expression
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du lagrangien) :



























−(P dt )− P ct f−(−P ct )− λt + s)
)]
(4.5a)
Pour que le problème de minimisation soit borné, il est nécessaire que les 3 contraintes
suivantes soient satisfaites :
P dt fˆ(P dt )− P ct fˆ(−P ct )− λt ≥ 0 , ∀ t = J1, T K (4.6)
P dt f
+(P dt ))− P ct f+(−P ct )− λt + s ≥ 0 , ∀ t = J1, T K (4.7)
P dt f
+(P dt ))− P ct f+(−P ct )− λt + s ≥ 0 , ∀ t = J1, T K (4.8)
Si ce n’était pas le cas, alors le problème de minimisation pourrait appliquer une pénalité
arbitrairement large à travers θ (si la contrainte (4.6) n’est pas satisfaite), θ+ (si la contrainte
(4.7) n’est pas satisfaite) ou θ− (si la contrainte (4.8) n’est pas satisfaite), de telle sorte que
la quantité à l’intérieur du problème de minimisation atteint −∞.
Finalement, le problème (4.5a) est donc équivalent à :




λt − Γs (4.9a)
subject to λt ≤ P dt fˆ(P dt )− P ct fˆ(−P ct ) , ∀ t = J1, T K (4.9b)
λt − s ≤ P dt f−(P dt )− P ct f−(−P ct ) , ∀ t = J1, T K (4.9c)
λt − s ≤ P dt f+(P dt )− P ct f+(−P ct ) , ∀ t = J1, T K (4.9d)
.
On retrouve donc bien le problème dual présenté dans l’équation (3.5).
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CHAPITRE 5 CONCLUSION ET RECOMMANDATIONS
5.1 Synthèse des travaux
Au cours de cette maîtrise, nous avons donc développé une nouvelle approche permettant à
la fois d’optimiser la stratégie d’une unité de stockage de grande taille sur les marchés de
l’électricité, et d’évaluer l’impact de ces opérations sur les prix de marché.
La première partie de notre travail a porté sur la modélisation de la courbe d’offre du marché
“J-1” de l’état de New-York. Nous avons constaté que, pour un participant au marché, il est
difficile de prévoir avec exactitude l’allure de la courbe d’offre à chaque heure, car celle-ci
est sujette à de nombreuses sources de variabilité. Parmi ces sources, certaines peuvent être
observées, comme la production éolienne (qui peut être prévue avec une certaine précision sur
un horizon court). En excluant la production éolienne dans notre modèle de courbe d’offre,
nous sommes parvenus à réduire sa variabilité. La variabilité résiduelle, dont les sources sont
moins prévisibles, a pu être modélisée en construisant des bornes inférieure et supérieure
pour notre courbe.
La seconde partie de notre travail a consisté à proposer un modèle d’optimisation robuste
permettant à un opérateur de stockage de tenir compte de l’incertitude portant sur la courbe
d’offre lors de l’établissement de sa stratégie d’enchères sur le marché. En particulier, la
stratégie nominale, qui consiste généralement à concentrer les opérations de charge sur les
heures de plus faible demande et les opérations de décharge sur les périodes de plus forte
demande, pourrait conduire à des pertes financières dans certains situations défavorables de
la courbe d’offre. Notre modèle permet de proposer des stratégies différentes selon le niveau
d’aversion au risque de l’opérateur, qui consistent généralement à distribuer les opérations
de charge et de décharge sur un plus grand nombre d’heures. En choisissant le bon niveau
d’aversion au risque, un compromis peut être trouvé entre la maximisation du profit espéré
et la minimisation du risque de subir des pertes. Notre modèle nous permet enfin d’observer
les impacts de l’opération du stockage sur les prix de marché, pour différentes tailles d’unités
de stockage, et différents niveaux d’aversion au risque.
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5.2 Limitations de la solution proposée
Ce travail présente toutefois plusieurs limites. Tout d’abord, la question de l’emplacement
de l’unité de stockage n’est pas prise en compte, bien qu’elle puisse être importante dans un
marché avec une tarification nodale comme c’est le cas de celui de NY. Ensuite, l’impact du
stockage sur le prix est évalué à l’aide de nos courbes représentatives et des données de prix.
Il faudrait idéalement disposer a posteriori des courbes d’offre réelles du marché à chaque
heure pour pouvoir estimer cet impact avec exactitude. Par ailleurs, la production éolienne
est considérée comme étant prévisible de manière exacte sur un horizon de 24 heures. Il serait
intéressant d’évaluer l’impact d’erreurs de prévisions éoliennes sur nos résultats. A terme, un
modèle tenant compte de l’incertitude sur la production éolienne, en plus de l’incertitude sur
la courbe d’offre, pourrait être développé.
D’autres limitations sont liées au fait que notre modèle traite le marché de manière exo-
gène, à travers la courbe d’offre. La première conséquence de ce choix est qu’il ne permet
pas de modéliser la réaction des autres acteurs du marché suite à l’arrivée du stockage. La
courbe d’offre utilisée est obtenue à partir de données historiques. On fait donc l’hypothèse
que la stratégie des autres acteurs demeurera inchangée suite à l’arrivée du stockage, et que
la courbe d’offre restera identique. La deuxième conséquence de ce traitement exogène du
marché est qu’il ne permet pas de modéliser l’interaction de plusieurs unités de stockage
détenues par différentes acteurs. Pour étudier l’impact de l’arrivée massive du stockage sur
le marché, on fait donc l’hypothèse que les différentes capacités de stockage seront opérées
conjointement par un même opérateur, ce qui permet de les assimiler à une unité de stockage
unique.
Enfin, nous avons décidé de nous limiter au cas de figure où l’unité de stockage est la pro-
priété d’un acteur indépendant. Il pourrait être intéressant de considérer le cas de figure où
l’unité de stockage appartient à un producteur du marché. Dans cette situation, on pourrait
imaginer que ce producteur utilise l’unité de stockage pour manipuler stratégiquement les
prix, et augmenter ses profits. Les travaux de Sioshansi (2014) apportent un éclairage sur
cette question : il est notamment démontré que lorsque l’unité de stockage est détenue par un
acteur qui est également producteur, cela peut entraîner une réduction du bien-être social.
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5.3 Extensions et améliorations envisagées
Dans cette section, nous présentons les idées d’amélioration qui pourraient être mises en
œuvre dans le cadre de travaux futurs, aussi bien pour améliorer la modélisation de la courbe
d’offre (en réduisant sa variabilité, ou en parvenant à expliquer les heures de prix extrêmes),
que pour établir des stratégies d’enchères plus performantes à l’aide d’amélioration sur notre
modèle d’optimisation (en ayant une meilleure gestion de l’horizon infini, et en ajoutant de
la structure à notre ensemble d’incertitude).
5.3.1 Améliorations portant sur la modélisation des données et la construction
de la courbe d’offre
Réduction de la variabilité de la courbe d’offre
Nous avons constaté dans la section 3.3.1 que la courbe d’offre du marché de NY pouvait
être très différente d’une heure à l’autre, et nous avons présenté certaines des causes de cette
variabilité. Parmi ces causes, certaines ne sont pas observables (en particulier la stratégie des
autres participants du marché, ou les heures choisies par ces autres participants pour effectuer
des opérations de maintenance), mais certaines peuvent l’être. En particulier, les coûts des
matières premières (comme le gaz naturel), qui déterminent en partie les coûts marginaux des
différentes unités de production, peuvent être connus par l’opérateur de stockage au moment
où il formule sa stratégie. En utilisant cette information, l’opérateur de stockage pourrait
avoir une idée plus précise de l’allure qu’aura la courbe d’offre, ce qui pourrait par exemple
conduire à réduire la largeur de l’enveloppe dans laquelle la courbe d’offre est susceptible de
se trouver, et à donc avoir une approche moins conservatrice.
Plus formellement, cela pourrait être fait en choisissant une forme paramétrique p = pˆi(n, g; δ)
pour la courbe d’offre, où p représente le prix de marché de l’électricité, n la demande nette
en électricité, et g le prix du gaz naturel. Nous prenons ici l’exemple du gaz naturel car il est
très fréquent que les centrales de production reposant sur ce combustible soient marginales,
et fixent donc le prix de marché. Cependant, cette idée peut être étendue en ajoutant d’autres
variables explicatives dans la modélisation du prix p.
Il n’est toutefois pas certain que cette idée aboutisse à une meilleure prévision des prix de
l’électricité. Bien que le prix du gaz naturel puisse être observé, ce prix n’indique pas d’office
le coût encouru par les centrales fonctionnant au gaz. Il n’est pas rare que ce type de centrales
pratiquent le “hedging” pour se protéger des fluctuations du prix du gaz : c’est-à-dire qu’elles
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s’approvisionnent sur des marchés long-terme pour profiter de tarifs plus stables. Il faudrait
donc connaître la stratégie d’approvisionnement en matières premières des différentes unités
de production pour pouvoir mieux anticiper leurs coûts. La difficulté est donc de savoir quelles
données de prix des commodités utiliser dans notre modèle paramétrique.
Explication des heures de prix extrêmes
L’idée présentée ci-dessus pourrait donc permettre d’expliquer et d’anticiper la variabilité
“naturelle” de la courbe d’offre, qui est jusqu’à présent modélisée à l’aide des régressions
quantiles. Cependant, comme expliqué dans la section 3.3.3, les régressions quantiles ne per-
mettent pas de représenter certaines valeurs extrêmes atteintes par les prix. En particulier,
on observe sur la figure 3.3 l’apparition de valeurs de prix anormalement élevées, qui inter-
viennent majoritairement pour des valeurs de demande nette comprises entre 20 et 23 GW.
En parvenant à expliquer l’origine de ces phénomènes, on pourrait permettre à l’opérateur
de stockage d’en tirer profit (à condition que les causes de ces évènements puissent être an-
ticipées).
Certaines hypothèses peuvent être avancées : ces prix pourraient être dûs à une utilisation
particulièrement importante des moyens de production les plus coûteux (comme le fioul), qui
pourrait elle-même résulter de l’indisponibilité de centrales de production à coûts marginaux
plus faibles. Cela pourrait également être dû à des phénomènes de congestion sur les lignes
du réseau électrique, voire à la perte de certaines de ces lignes (cela se produit notamment
lors d’intempéries). Une étude au cas par cas du mix énergétique utilisé lors de chacun de ces
évènements pourrait permettre de déterminer les caractéristiques qui leur sont communes et
éventuellement de valider les hypothèses formulées ci-dessus.
5.3.2 Améliorations portant sur le modèle d’optimisation de la stratégie du
stockage
Gestion de l’horizon fini
Dans l’article présenté au chapitre 3, une question a été abordée de manière très succincte :
il s’agit de la gestion de l’horizon fini. L’utilisation d’un horizon infini, ou a minima d’un
horizon très long (comme celui de la durée de vie de l’unité de stockage) permettrait de
tirer profit des opportunités d’abitrage à des échelles de temps plus grandes. Cependant,
l’horizon utilisé dans le problème d’optimisation (3.1) est en pratique bien plus court, pour
deux raisons. Tout d’abord, il faut noter que plus l’horizon choisi est grand, plus le nombre
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de variables du problème est important, ce qui augmente le temps et la difficulté de résolu-
tion. Par ailleurs, certains des paramètres du problème (comme la demande et la production
éolienne), doivent faire l’objet de prévisions, qui ne peuvent être réalisées avec précision si
l’horizon est trop lointain. Compte tenu de la difficulté de prévoir la production éolienne avec
précision, un horizon minimal (une journée, soit l’horizon sur lequel notre stratégie doit être
soumise au marché) est choisi dans notre étude. Une solution alternative qui permettrait de
choisir un horizon légèrement plus long serait d’avoir un modèle robuste tenant compte à la
fois de l’incertitude quant à la courbe d’offre et de l’incertitude quant à la production éolienne.
Nous faisons donc le choix d’optimiser la stratégie jour par jour. L’inconvénient principal
de ce choix est lié à l’état de charge de la batterie. Si l’on impose aucune condition sur
l’état de charge à la fin de l’horizon, le modèle d’optimisation nous poussera naturellement à
vendre toute l’électricité qui y est stockée. Or, il est important de comprendre que l’état de
charge final à la fin d’une journée correspond également à l’état de charge initial au début
de la journée suivante. Par conséquent, cet état de charge a un impact important pour la
profitabilité du stockage lors de la journée suivante. Pour indiquer cette relation entre état
de charge final et initial, il est donc courant d’utiliser une condition cyclique, comme celle
présentée dans l’équation (3.1f).
Dans le cadre de notre étude, nous avons choisi d’imposer comme condition cyclique un état
de charge nul à la fin (et donc au début) de chaque journée. Compte tenu du profil typique
de la demande en électricité (voir figures 3.5 et 3.6), qui présente un creux entre 0h et 6h et
des pics pendant la journée (les heures et le nombre de pics varient selon les saisons, mais ils
interviennent toujours entre 8h et 21h), il paraît en effet pertinent de chercher à atteindre
un état de charge nul à 0h, afin de bénéficier des heures de creux lors de la phase de charge.
Il pourrait toutefois être intéressant de valider expérimentalement le choix de la condition
cyclique. Cela pourrait être fait en observant les profits obtenus pour différentes conditions
cycliques. En particulier, pour des opérateurs de stockage particulièrement averses au risque,
et utilisant des valeurs de Γ élevées, nous avons vu que les achats d’électricité étaient dis-
tribués sur un grand nombre d’heures. Dans cette situation, il serait peut-être optimal de
débuter la phase de charge de l’unité de stockage (et donc d’achat d’électricité) avant 0h, ce
qui pourrait nous amener à imposer une condition cyclique légèrement supérieure à zéro.
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Ajout de structure dans la définition de l’ensemble d’incertitude
La dernière idée d’amélioration porte sur notre modèle robuste, et plus précisément sur la
définition de l’ensemble d’incertitude considéré F(Γ), défini dans la section 3.4.2. Rappelons
que l’ensemble d’incertitude décrit toutes les réalisations des paramètres incertains (ici, les
courbes d’offre des différentes heures de la journée) pour lesquelles on souhaite avoir la ga-
rantie que notre stratégie de mènera pas à des pertes. Plus l’ensemble d’incertitude considéré
est large, plus l’éventail de réalisations contre lesquelles notre stratégie devra être immunisée
sera large, et plus la stratégie obtenue sera conservatrice. L’enjeu est donc d’éviter de disposer
de réalisations peu probables dans notre ensemble d’incertitude, car cela pourrait conduire à
des stratégies inutilement conservatrices.
Pour rappel, l’ensemble d’incertitude est défini de la manière suivante :
F(Γ) :=
(f1, . . . , fT )
∣∣∣∣∣∣∣∣∣∃ (θ, θ
−, θ+) ∈ R3T+ ,
θt + θ+t + θ−t = 1 , ∀ t ∈ J1, T K∑
t θ
−
t + θ+t ≤ Γ
ft(·) = θtfˆ(·) + θ−t f−(·) + θ+t f+(·) , ∀ t
 .
Tel qu’il est défini, F(Γ) permet aux paramètres incertains constitués par le triplet (θt, θ−t , θ+t )
d’atteindre au cours d’une même journée des valeurs extrêmes dans les deux directions :
la courbe d’offre pourrait en effet coïncider à une heure t1 avec sa borne supérieure (cela
correspond à (θt1 , θ−t1 , θ
+
t1) = (0, 0, 1)) et à une heure t2 à sa borne inférieur (c’est-à-dire
(θt2 , θ−t2 , θ
+
t2) = (0, 1, 0)). Or, on peut penser que ce type de réalisation est peu probable. De
plus, ce type de réalisation peut être très défavorable à l’opérateur de stockage (dans le cas
où la courbe d’offre coïnciderait avec sa borne supérieure pendant les heures de charge, et
avec sa borne inférieure pendant les heures de décharge). Autoriser ce type de réalisations
pourrait donc mener à des stratégies trop conservatrices.
Pour faciliter la compréhension du lecteur, l’explication développée ci-dessus se concentre
sur le cas extrême où les deux réalisations (θt1 , θ−t1 , θ
+




t2) = (0, 1, 0)
se produisent au cours d’une même journée. L’idée que l’on propose ici ne consiste pas
uniquement à exclure cette réalisation particulière de l’ensemble F(Γ), mais à imposer une
limite de manière plus générale sur la distance entre la courbe la plus haute et la courbe
la plus basse atteintes au cours d’une même journée. Cela peut être fait en ajoutant une
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contrainte dans la définition de F(Γ). Cette contrainte pourrait par exemple être :
max
t∈J1,T K θ+t + maxt∈J1,T K θ−t ≤M,
où la valeur de M serait à définir selon les réalisations observées pour le triplet (θ, θ−, θ+).
Notons que le paramètre M est compris entre 0 et 2, et que les deux valeurs extrêmes pour
le paramètre M sont :
— M = 0 : dans ce cas, l’ensemble d’incertitude est réduit à un singleton : la courbe
d’offre ne peut prendre que son allure nominale à chaque heure de la journée.
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