Abstract-We present FaceWarehouse, a database of 3D facial expressions for visual computing applications. We use Kinect, an offthe-shelf RGBD camera, to capture 150 individuals aged 7-80 from various ethnic backgrounds. For each person, we captured the RGBD data of her different expressions, including the neutral expression and 19 other expressions such as mouth-opening, smile, kiss, etc. For every RGBD raw data record, a set of facial feature points on the color image such as eye corners, mouth contour, and the nose tip are automatically localized, and manually adjusted if better accuracy is required. We then deform a template facial mesh to fit the depth data as closely as possible while matching the feature points on the color image to their corresponding points on the mesh. Starting from these fitted face meshes, we construct a set of individual-specific expression blendshapes for each person. These meshes with consistent topology are assembled as a rank-3 tensor to build a bilinear face model with two attributes: identity and expression. Compared with previous 3D facial databases, for every person in our database, there is a much richer matching collection of expressions, enabling depiction of most human facial actions. We demonstrate the potential of FaceWarehouse for visual computing with four applications: facial image manipulation, face component transfer, real-time performance-based facial image animation, and facial animation retargeting from video to image.
F ACE models are of great interest to many researchers in computer vision and computer graphics. Different face models are widely used in many applications, including face replacement, face component transfer, image manipulation, face recognition, facial expression recognition, and expression analysis. In recent years, 3D face models became popular in increasingly complex visual computing applications due to the 3D nature of human faces, crucial in solutions to problems caused by ambiguities and occlusions. For instance, the latest approaches to face component transfer [1] , video face replacement [2] , and single-view hair modeling [3] are all based on 3D face models.
There exist numerous excellent 3D face databases for various purposes. Blanz and Vetter's 3D morphable model [4] is built on an example set of 200 3D face models describing shapes and textures. They then derived a morphable face model, applicable in 3D face reconstruction from a single image. Vlasic et al. [5] presented a multilinear model of 3D face meshes, which contains two separate face models: a bilinear model containing 15 subjects with the same 10 facial expressions and a trilinear one containing 16 subjects with five visemes in five different expressions. The multilinear face model can be linked to a face-tracking algorithm to extract pose, expression, and viseme parameters from monocular video or film footage, and drive a detailed 3D textured face mesh for a different target identity. Yin et al. [6] developed a 3D facial expression database, which includes both prototypical 3D facial expression shapes and 2D facial textures of 100 subjects with seven universal expressions (i.e., neutral, happiness, surprise, fear, sadness, disgust, and anger). The expression database can be used in facial expression recognition and analysis. All of the above face databases contain faces with different identities and expressions, but their expression spaces are not diverse enough for many applications in visual computing, such as the real-time performance-based facial image animation shown in this paper.
We introduce FaceWarehouse, a database of 3D facial expression models for visual computing. With an off-theshelf RGBD depth camera, raw data sets from 150 individuals aged 7-80 from several ethnicities were captured (see Fig. 5 for a few examples). For each person, we captured her neutral expression and 19 other expressions, such as mouthopen, smile, angry, kiss, and eye-shut. For each RGBD raw data record, a set of facial feature points on the color image such as eye corners, mouth boundary, and nose tip are automatically localized, and manually adjusted if the automatic detection is inaccurate. We then deform a template facial mesh to the depth data as closely as possible while matching the feature points on the color image to their corresponding locations on the mesh. Starting from the 20 fitted meshes (one neutral expression and 19 different expressions) of each person, the individual-specific expression blendshapes of the person are constructed. This blendshape model contains 46 action units as described by Ekman's Facial Action Coding System (FACS) [7] , which mimics the combined activation effects of facial muscle groups. It provides a good compromise between realism and control, and adequately describes most expressions of the human face. Owing to the consistent topology of the meshes in the data, we can subsequently organize all the blendshapes of different persons as a rank-3 tensor and construct a bilinear face model with two attributes, identity and expression, through a tensor version of singular value decomposition (SVD).
FaceWarehouse can be used in a wide range of applications in visual computing. In particular, the constructed bilinear face model is used to estimate the identity and expression parameters for faces in images and videos, based on which four applications were developed in this paper. The first application, facial image manipulation, allows users to change geometric facial attributes, such as the size of mouth, the length of face, and ethnicity in a single face image. The second application is face component transfer. Given two images of the same person with different expressions, we can transfer local components such as the mouth or eyes from one image to the other, keeping the transferred components compatible with the overall face shape and other components to give the synthetic image a natural look. The third is real-time performance-based facial image animation, allowing a user to animate a face image of a different person by performing in front of an RGBD camera, all in real time. The final application is facial animation retargeting from video to image. Given video footage with a continuously changing face and a still face image as input, we transfer the head motion and facial expression in the video to the still face in the image.
The main contribution of this paper is an extensive face expression database, which contains 150 persons with 47 different facial expressions for each person. To the best of our knowledge, FaceWarehouse is the most comprehensive 3D facial expression database for visual computing to date, providing data sorely needed in a multitude of applications in both computer graphics and computer vision. To facilitate future research on face related applications, we have made the database available at http://gaps-zju.org/facewarehouse. In addition, we describe how to use the constructed bilinear face model for face identity and expression estimation in facial images and videos. The estimations are accurate enough to support a wide range of applications including animating still face images using real-time RGBD data as well as video footage. We can generate visually plausible facial animations for any portrait image, including those shown in previous work.
In the rest of the paper, we first review some related work in the areas of face model database acquisition and face manipulation applications in Section 2. In Section 3, we elaborate on the pipeline for the construction of FaceWarehouse. Section 4 presents several applications showcasing the potential of FaceWarehouse.
RELATED WORK
In this section, we first discuss related work on 2D and 3D face model databases. Some of them focused on neutral expression models, while others contain multiple expressions for dynamical applications. We then discuss applications involving face and head modeling, including face transfer, reanimation, and performance tracking in images and video.
Face Model Databases
As face databases are of great value in face-related research areas for both modeling and validation of methods, many researchers built their own face database for specific applications. Some of these face databases are composed only of 2D face images, while others contain 3D shape information. Some of them contain only one static expression (the neutral face), which is mostly used in applications involving only static faces, e.g., face recognition, while others also contain other expressions, which can be used in face motion-based applications, e.g., face expression recognition and tracking, and face reanimation in still images and video sequences. In the following, we only review several representative existing works and refer readers to the comprehensive surveys by Gross [8] and Yin et al. [6] .
In computer vision, 2D face databases have been widely used as training and/or validation data in face detection and recognition and facial expression analyses. Yin et al. [6] mentioned that although some systems have been successful, performance degradation remains when handling expressions with large head pose rotation, occlusion, and lighting variations. To address the issue, they created a 3D facial expression database. They used a 3D face imaging system to acquire the 3D face surface geometry and surface texture of each subject with seven emotion-related universal expressions. Such a database with few expressions for each person works fine for their face expression recognition and analysis, but may fall short of the diversity required in some applications of visual computing, such as those shown in this paper.
Blanz and Vetter [4] model variations in facial attributes using dense surface geometry and color data. They built the morphable face model to describe the procedure of constructing a surface that represents the 3D face from a single image. Furthermore, they supplied a set of controls for intuitive manipulation of appearance attributes (thin/fat, feminine/masculine).
Vlasic et al. [5] proposed multilinear models in facial expression tracking and transferring. They estimate a model from a data set of three-dimensional face scans that vary in expression, viseme, and identity. This multilinear model decouples the variation into several modes (e.g., identity, expression, viseme) and encodes them consistently. They estimate the model from two geometric data sets: one with 15 identities each performing the same 10 expressions, and the other with 16 identities, each with five visemes in five expressions (16 Â 5 Â 5) . To construct their multilinear models from data sets with missing data, they propose to fill the missing combinations (e.g., of identity, viseme, and expression) by an expectation-maximization approach.
All of these databases contain face data with different identities, and some even with different expressions. However, they may still be inadequate for facial expression parameterization or rig. Due to their excellent performance, facial rigs based on blendshape models are particularly popular in expressing facial behaviors. Ekman's Facial Action Coding System [7] helps decompose facial behavior into 46 basic action units. Li et al. [9] developed a method for generating facial blendshape rigs from a set of example poses. Our database contains the full set of 46 expression blendshapes which comprise the linear blendshape model for each person.
Face Manipulation Applications
Face manipulation is a convenient tool for artists and animators to create new facial images or animations from existing materials, and hence of great research interest in computer animation. In the 2D domain, Leyvand et al. [10] enhance the attractiveness of human faces in frontal photographs. Given a face image as the target, Bitouk et al. [11] find a most similar face in a large 2D face database and use it to replace the face in the target image to conceal the identity of the face. Joshi et al. [12] improve the quality of personal photos by using a person's favorite photographs as examples.
Recently, 3D face models have become increasingly popular in complex face manipulation. Blanz et al. [13] reanimate the face in a still image or video by transferring mouth movements and expression based on their 3D morphable model [4] and a common expression representation. They also exchange the face between images across large differences in viewpoint and illumination [14] . Given a photo of person A, Kemelmacher-Shlizerman et al. [2] seek a photo of person B with similar pose and expression from a large database of images on the Internet. Yang et al. [1] derive an expression flow and alignment flow from the 3D morphable model between source and target photos, capable of transferring face components between the images naturally and seamlessly. Kemelmacher-Shilizerman et al. [15] generate face animations from large image collections. Dale et al. [16] replace the face in a portrait video sequence through a 3D multilinear model [5] . We demonstrate that FaceWarehouse can provide a rich collection of expression data to facilitate and improve these applications.
FACEWAREHOUSE
In this section, we describe our pipeline for constructing FaceWarehouse and the techniques involved. We use Microsoft's Kinect System to capture the geometry and texture information of various expressions of each subject. We register the frames from different views of the same expression to generate a smooth, low-noise depth map. The depth maps, together with the RGB images, are used to guide the deformation of a template mesh to generate the expression meshes. Once we obtain all the expression meshes of a single subject, we generate her individualspecific expression blendshapes. Fig. 1 shows the entire pipeline of processing one subject. Finally, the expression blendshapes from all subjects constitute our face database. As we have all the face models in a consistent topology, we can build a bilinear face model with two attributes: identity and expression.
Data Capture
A Kinect system is used as our only capturing device, capable of producing 640 Â 480 2D images and depth maps at 30 frames per second. With the low-cost small-size acquisition device, we can capture a person's face in a nonintrusive way, as the person being captured is not required to wear any physical markers or be staged in a controlled environment.
For each person, we capture 20 different expressions: the neutral expression and 19 other specific expressions. These expressions are chosen to be common facial motions that vary widely among different individuals. They contain combinations of the facial muscle group action units in FACS and some asymmetric patterns. Specifically, they are mouth stretch, smile, brow lower, brow raiser, anger, jaw left, jaw right, jaw forward, mouth left, mouth right, dimpler, chin raiser, lip puckerer, lip funneler, sadness, lip roll, grin, cheek blowing, and eyes closed. Face meshes are created by an artist to serve as a guide for each specific expression: G 0 for the neutral expression, and G 1 ; G 2 ; . . . ; G 19 for the other expressions. The guide models are shown to each subject sequentially, and the person is asked to imitate each expression and rotate her head within a small angle range while keeping the expression fixed, assisted by our staff when necessary.
The advantages of the chosen Kinect system, such as low-cost and mobility, come at the price of low quality and severe noise in the captured data. To reduce noise, we aggregate multiple scans by using the Kinect Fusion algorithm [17] to register the 3D information of a specific expression of a person from different views (captured in the head rotation sequence), and generate a smooth, low-noise depth map.
During the capturing process, the person to be captured is required to position his (or her) face inside a rectangle region shown on the screen. The Kinect Fusion algorithm is applied in this rectangle region. When the person is rotating his (or her) head, the algorithm automatically aligns and fuses all the depth data streamed from the camera into a single global implicit surface model, which is then ray traced to generate a smooth depth map for an arbitrary frame. In our experiment, the noise of raw depth data from Kinect has a range up to 4 mm (1.5 mm on average), and the smooth depth map generated by Kinect Fusion has an maximum error of 6 mm (1.8 mm on average). In total, the scanned data have a maximum error of 10 mm (3.3 mm on average). In practice, we found that the data can well capture the 3D geometry of the person's facial features (e.g., the mouth lips, the nose, and the eye sockets), but may lose some high-frequency details such as wrinkles.
Expression Mesh and Individual-Specific Blendshape Generation
From smooth depth maps and corresponding color images, we generate the associated expression meshes. For each expression data, we first use the Active Shape Model (ASM) [18] to locate 74 feature points on the color image, including the face contour, eye corners, brow boundary, mouth boundary, nose contour, and tip. The automatically detected locations may not be accurate in all cases, especially for those expressions with relatively large shape changes (e.g., mouth-open and smile). In the worst case, there are about 20 feature points that do not match the facial features in images. We thus require a small amount of user interaction to refine the positions of these points-the user interaction is as simple as drag-and-dropping the feature points on the image. In our experiment, this takes us about 1 minute for each image on average. Our mesh fitting algorithm is also robust to small errors in feature labeling as feature points are just one item in the mesh fitting energy (see (5) ). The 74 feature points are divided into two categories: the m i internal feature points (i.e., features on eyes, brows, nose and mouth, cf. the green points in Fig. 3 ) located inside the face region, and the m c contour feature points (the yellow points in Fig. 3 ). Given the correspondence between the color image and the depth map, we can easily get the corresponding 3D positions from the depth map for internal feature points. We classify all contour feature points in the image as 2D.
Neutral Expression
We first generate the face mesh for the neutral expression by using a two-step approach. Blanz and Vetter's morphable model is automatically fitted to produce an initial matching mesh. Then, a mesh deformation algorithm is employed to refine this mesh for better matching between the depth map and the feature points.
Blanz and Vetter's morphable model performs principal component analysis (PCA) on 200 neutral face models. Any face can be approximated as a linear combination of the average face and l leading PCA vectors:
F is the average face, and F i is the ith PCA vector. Our goal is to compute the coefficients i to get the closest mesh in the PCA space. The energy to be minimized for feature point matching is defined as
The first term corresponds to internal feature matching. c j is the 3D position of the jth feature point, while v ij is its corresponding vertex on the mesh V . The indices for these internal feature points on the mesh are simply marked on the average face in our implementation. The second term is for contour feature matching. s k is a 2D feature point on the color image, v c k is its corresponding 3D feature vertex on the mesh V , and M proj is the projection matrix of the camera. We use the method described in [1] to determine the indices of the contour feature points on the mesh V : We first project the face region of V to the image to get the 2D face mesh. Then, we find its convex hull to get the points along the contour of the mesh. Among these points, we find the nearest one for each contour feature on the image and assign it as the corresponding feature point on the mesh. The energy term for matching the depth map is defined as
where v dj is a mesh vertex, p j is the closest point to v dj in the depth map, and n d is the number of the mesh vertices that have valid correspondences in the depth map. Note that not all mesh vertices are accounted for in this energy term as some vertices are occluded and cannot get valid positions from the depth map. According to [4] , another energy term is necessary to regularize the PCA coefficients i , based on the estimated probability distribution of a shape defined by i ,
where 2 i is the eigenvalues of the face covariance matrix from PCA. Let Ã ¼ diagð1= 
Putting the three energy terms together, the total energy is defined as
where ! ! 1 , ! ! 2 , and ! ! 3 balance the different energy terms. In our experiments, we set ! ! 1 ¼ 2; ! ! 2 ¼ 0:5. We found that ! ! 3 2 ½0:6; 2 can achieve a good balance between fitting accuracy and face shape fidelity, and chose ! ! 3 ¼ 1 for our database construction. The energy can be minimized via a sequence of least squares optimizations. The least-squares step is iterated five to eight times in our construction. Note that between consecutive iterations, the mesh vertices corresponding to contour feature points in (1) and each mesh vertex's closest point in (2) need to be updated. After an initial mesh is computed, it is refined by a Laplacian-based mesh deformation algorithm [19] . Similar to the optimization process described above, the deformation algorithm tries to minimize E fea and E pos to match the feature points and the depth map. A Laplacian energy is used as the regularization term,
where L is the discrete Laplacian operator based on the cotangent form introduced in [20] , i is the magnitude of the original Laplacian coordinate before deformation, and n is the vertex number of the mesh. In (6), we follow [19] to constrain the target Laplacian coordinate to the direction of the Laplacian coordinate computed from the current mesh while keeping its original length. As pointed out in [21] , such a nonlinear formulation of the target Laplacian coordinate can achieve results superior to linear approximations for large-scale deformations. The mesh deformation energy is then computed as
In our construction, we chose ! !
This energy can be minimized using the inexact Gauss-Newton method as described in [19] .
Mesh deformation helps fine-tune the initial guess. Fig. 2 shows two examples of neutral mesh generation. From the figure, we can see that the refinement process in the second step drastically reduces the mismatch, resulting in a better matching face mesh.
Other Expressions
Once we obtain the face mesh S 0 for the neutral expression, we proceed to compute the face meshes S 1 ; S 2 ; . . . ; S 19 for the other 19 expressions. We first use the deformation transfer algorithm described in [22] to generate the initial meshes for these expressions so that the deformation from S 0 to S i ði ¼ 1 . . . 19Þ mimics the deformation from the guide model G 0 to G i as closely as possible. The same mesh deformation algorithm described above is then used to refine these initial meshes.
The mesh deformation algorithm uses all facial feature points on the color images as additional position constraints. We found in our experiments that these constraints not only greatly reduce the matching errors between the image feature points and their corresponding mesh vertices but also help avoid local minima in the deformation process and improve the matching between the mesh and the depth map, as demonstrated in Fig. 3. 
Individual-Specific Expression Blendshapes
From the expression meshes generated for each person, we can use the example-based facial rigging algorithm proposed by Li et al. [9] to build a linear blendshape model representing the facial expression space of this person. The result is a neutral face plus 46 FACS blendshapes B ¼ fB 0 ; B 1 ; . . . ; B 46 g for each person, capable of replicating most human expressions through linear interpolation of the blendshapes. In other words, an expression H of the person can be expressed by a linear combination of the blendshapes:
Þ, where i is the weight measuring how much the neutral face B 0 is deformed toward B i . The rigging algorithm begins with a generic blendshape model A ¼ fA 0 ; A 1 ; . . . ; A 46 g and employs an optimization procedure to minimize the difference between each expression mesh S j and the linear combination of B i with the known weights for expression j as well as the difference between the relative deformation from B 0 to B i and that from A 0 to A i . See [9] for details of the algorithm.
The generic blendshape model A is generated by an artist based on the Facial Action Coding System, the common standard to categorize the physical expression of emotions. The linear interpolation of these 47 expressions (including neutral expression) can represent most facial expressions very well. We do not capture and reconstruct these 47 expressions directly because among these 47 expressions there are many expressions that are either tiny (e.g., eye open) or asymmetric (e.g., left brow down), which are difficult for our capturing subjects to act out. The algorithm of [9] is designed to generate the 47 blendshapes that best reproduce the input 20 expressions while preserving the controller semantics of the generic blendshape model.
Bilinear Face Model
We obtained the facial geometry of 150 persons and each contains the same 47 facial expressions (one neutral and 46 others) by using the procedure described in the previous section. All these face meshes share the same topology and thus have the same number of vertices. Similar to [5] , we can assemble the data set into a rank-3 (3-mode) data tensor T (11K vertices Â150 identities Â47 expressions). The data tensor is arranged in an obvious fashion, so that each slice with varying second factor and fixed third factor contains face vectors with the same expression (for different identities), and each slice with varying third factor and fixed second factor contains the same identity (with different expressions).
We use the N-mode singular value decomposition to decompose the tensor. As most visual applications only need to synthesize the entire face, we perform the decomposition without factoring along the vertex mode (mode-1). The N-mode SVD process is represented as
where T is the data tensor and C is called the core tensor. U id and U exp are orthonormal transform matrices, which contain the left singular vectors of the second mode (identity) space and second mode (expression) space, respectively. Third-mode SVD helps "rotate" the data tensor and sort the variance of C in decreasing order for each mode. This allows us to truncate the insignificant components of C and get a reduced model of the data set to approximate the original data tensor as
where C r is the reduced core tensor produced by keeping the top-left corner of the original core tensor. U id and U exp are the truncated matrices from U id and U exp by removing the trailing columns. We call C r the bilinear face model for FaceWarehouse. With C r , any facial expression of any person can be approximated by the tensor contraction
where w id and w exp are the column vectors of identity weights and expression weights, respectively. Fig. 4 shows an example of fitting a face mesh using different numbers of components in the core tensor. We found that choosing 50 knobs for identity and 25 knobs for expression provides satisfactory approximation results. Therefore, we use this reduced core tensor (11K Â 50 Â 25) in the following applications.
APPLICATIONS
FaceWarehouse can be employed in various visual computing applications. In this section, we show four example applications: facial image manipulation, face component transfer, real-time performance-based facial image animation, and facial animation retargeting from video to image. Refer to the supplementary material, which can be found on the Computer Society Digital Library at http:// doi.ieeecomputersociety.org/10.1109/TVCG.2013.249, for the video demo.
Facial Image Manipulation
In this application, the user can manipulate facial attributes, such as the length of face, the size of mouth, the height of nose and ethnicity, directly in the single input face image (see Fig. 6 for an example). As we only have the two attributes of identity and expression in FaceWarehouse, we first learn a linear regression model that maps a set of userspecified facial attributes to the identity attribute in the bilinear face model. We then compute the identity and expression weights in our bilinear face model for the input face image. The changes to the user-defined attributes are mapped to the identity weights via the linear regression model, and then, a new 3D face mesh is reconstructed based on these weights. This new 3D face mesh is finally rendered with color textures from the input image to generate a new face image with the relevant features changed.
Facial Feature Analysis
To analyze facial attributes used in natural language (e.g., the width of mouth, the length of face), we use the algorithm of multi-variate linear regression [23] to map these attributes to the identity attribute in our bilinear face model. For every person captured in FaceWarehouse, we have his (or her) identity weights (a k-D vector w id ) and l user-specified attributes ff 1 ; f 2 ; . . . ; f l g which are calculated from the face geometry of this person. We need to construct a k Â ðl þ 1Þ matrix M fea mapping these user-specified attributes to the identity weights,
We assemble the vectors of identity weights and the vectors of user-defined attributes of all 150 persons into two matrices, i.e., W id ðk Â 150Þ and F (ðl þ 1Þ Â 150), respectively. The mapping matrix M fea can be solved as where F þ is the left pseudoinverse of F, i.e.,
. With M fea , we can directly map the changes of the userspecified attributes Áf to the changes of identity weights Áw id , i.e., Áw id ¼ M fea Áf . By adding Áw id to the identity weights of the input face image, we can generate a new face with related attributes changed appropriately.
Fitting 3D Face Mesh to Image
To calculate a 3D face mesh using our bilinear model that can match the face image well, we first localize a set of facial feature points in the image in the same way as we suggest in Section 3.2. Then, we estimate the rigid transformation of the face model as well as the identity and expression weights in the bilinear face model to minimize the matching error between the feature points on the image and the face mesh.
Following previous work [5] , we assume that the camera projection is weakly perspective. Every mesh vertex v k is projected to the image space as
where the rigid transformation consists of a scaling factor s, a 3D rotation matrix R, and a translation vector t. The mesh vertex position v k can be computed from the bilinear face model according to (10) . The matching error of the feature points on the image and the mesh is defined as
where s ðkÞ is the feature point positions on the image. This energy can be easily minimized using the coordinate-descent method as described in [5] .
Compared with previous 3D face databases, our database provides a more diverse spaces of identity and expression for face-related applications. For example, the bilinear model presented in [5] contains the data of 15 persons (with 10 symmetric facial expressions). As their data are not publicly available, we randomly choose the data of 15 identities from our database, construct a bilinear model from these data, and use it in the image manipulation application. Fig. 7 compares the results using different number of identities. As shown, the fitted mesh using 15 identities does not match the input image very well, resulting in unnatural manipulation results (see Figs. 7d and 7e) when the mesh is changed. Note that choosing another set of 15 persons from our database may improve the results in this example, but could also generate worse results for other images.
In Fig. 8 , we further analyze the influence of different number of identities in facial image manipulation. As shown, in this example, the face in the image is made wider. Increasing the number of identities can improve the manipulation results especially in regions around the face contour. However, compared with the result with 150 identities, some artifacts can still be observed around the face contour in the result with 90 identities.
Note that in all applications, we use the full-resolution mesh (11K vertices) in fitting the mesh to the image/video, but only display the frontal region of the mesh along with the image/video for the purpose of better visualization.
Face Component Transfer
This application performs face component copy-and-paste to modify the expression in a facial image. It takes two images of the same person as input: one is the target photo that contains an undesirable expression and the other one is the reference image that contains the desired expression, such as smiling. As modifying expression causes global changes in one's face, if we directly copy the local component from the reference image and paste/blend it to the target, the transferred component may not be compatible with the face contour or other components in the target image. A better approach proposed by Yang et al. [1] is to use 3D face models to guide the component transfer process. We follow this approach and use our bilinear face model to synthesize 3D face models matching the input images.
As the two input images represent the same person, their identity weights w T id should be the same. We, therefore, need to compute the unified identity weights w 
We first use the method described in the last section to compute an initial estimation of the identity and expression weights for each image separately. Then, we fix w expÀ1 and w expÀ2 and compute the unified identity weights w T id by minimizing (15) . Next, w expÀ1 and w expÀ2 are solved again separately with w T id fixed. The latter two steps are performed iteratively until the fitting results converge. In our experiments, three iterations produce satisfactory results.
The two fitted face meshes can be reconstructed as
Following [1] , we use the two face meshes to calculate a 2D expression flow in the target image, which warps the target face to match the desired expression. A 2D alignment flow is also calculated from these two meshes to warp the reference face to an appropriate size and position for transferring. Finally, we select a crop region from the warped reference image and blend it to the warped target image to generate the transferred result. Fig. 9 shows one mouth-open example; our method produces a much more realistic result than the 2D copy-and-paste method.
In Fig. 10 , we compare the face component transfer results using different bilinear models. In this example, the reference face image contains a very asymmetric expression. The bilinear model constructed from 15 persons with 10 symmetric expressions as in [5] fails to reconstruct a proper 3D face mesh for the asymmetric expression, resulting in an unnatural transfer result. Note that in this application, the number of identities does not affect the transfer results much, i.e., 150 Â 10 gives a similar result to 15 Â 10. The reason is that the algorithm does not alter the fitted meshes, but directly warps the images according to the computed expression flows and blends the warped images in the desired region. This can effectively hide the errors from an inaccurate fitted mesh caused by insufficient identities.
Real-Time Performance-Based Facial Image Animation
In this application, a still face image is animated in real time by the facial performance of an arbitrary user (see Fig. 11 ). Again, we first use the algorithm described in Section 4.1 to compute the identity and expression weights to produce a 3D face mesh matching the feature points in the input image. We then generate the individual-specific expression blendshapes for this face mesh using the bilinear face model. Finally, we implement the Kinect-based facial animation system to capture the user's facial expressions expressed as blendshape coefficients, which are then transferred to the individual face model fitted for the image. Assuming that the identity weights computed from the face image are w id , we can construct the expression blendshapes for the person of identity w id as follows:
where U exp is the truncated transform matrix for the expression mode as described in Section 3.3, and d i is the expression weight vector with value 1 for the ith element and 0 for other elements. The generated expression blendshapes, which we call image blendshapes, can then be used to generate new expressions of the same identity by setting different coefficients i for these blendshapes:
We then use a real-time performance-based facial animation system [24] to capture the dynamic expressions of an arbitrary user, who has another set of expression blendshapes (U ¼ fU 0 ; U 1 ; . . . ; U 46 g) constructed by the system during preprocessing. The system is able to track the rigid transformation of the user's head and the facial expressions expressed in the format of blendshapes coefficients i , which are then easily transferred to image blendshapes B to synthesize facial animations that mimic the user's performance.
To render the image animations in a realistic manner, the hair and teeth need to be processed in a proper way. We use a single-view hair modeling technique [3] to reconstruct a strand-based 3D hair model, which is then transformed together with the face mesh and rendered into the image. The teeth are handled using the algorithm described in [13] . Starting from a generic teeth model, we deform it to match the 3D face model. During animation, the motion of the teeth is easy to simulate: the upper jaw teeth are connected and moved with the upper part of the face, while the lower jaw teeth are connected and moved with the tip of the chin.
In Fig. 12 , we compare the effects of different bilinear models in this application. The bilinear model (150 Â 10) constructed from 10 symmetric expressions fails to track the facial animation of some asymmetric expressions (the third row in Fig. 12c ). On the other hand, with only 15 identities (15 Â 47), the fitted mesh does not match the input video frames well in regions around the mouth and face contour, resulting in implausible artifacts (see Fig. 12c ).
Facial Animation Retargeting from Video to Image
The final application takes a video clip containing a continuously changing face as input, extracts the coefficients of expression blendshapes in all frames, and retargets them to a still face image (see Fig. 13 ). It needs to estimate the face identity and construct the expression blendshapes for both the face video and face image. The expression coefficients fitted for the face video are then transferred to the face image (see Fig. 13 ).
The face identity and expression of the image can be estimated using the algorithm described in Section 4.1. For the video, we need to fit a unified face identity for all frames using a simple extension of the joint fitting algorithm described in Section 4.2. We first locate the facial feature points on all frames using the Active Shape Model [18] , and then extend the joint fitting algorithm to multiple frames to account for the matching errors in all frames. After the face identities of the video and image are fixed, we use the method described in Section 4.3 to construct their expression blendshapes.
Note that in this application (and the application in Section 4.3), we transfer the coefficients of the expression blendshapes, instead of the expression weights of the bilinear model as in [5] . Each face shape in the expression blendshapes corresponds to a meaningful expression. As pointed out in [25] , transferring the coefficients of these shapes could generate more pleasant results than transferring the weights of basis shapes of the bilinear model which do not have any physical meaning. In Fig. 14 , we compare the animation transfer results using blendshapes and the bilinear model. While both results are visually plausible, we can still notice that the blendshape results look more natural and better follow the facial expressions in the input video. Moreover, expression bendshapes are widely used in both game and film production. It is convenient for artists to create the FACS blendshape expressions for an arbitrary character, which can be used as 3D avatars in the retargeting applications [24] .
CONCLUSION AND FUTURE WORK
We introduce FaceWarehouse, a 3D facial expression database for visual computing applications. The database contains the facial geometry and texture of 150 subjects, each with 20 expressions. This raw data set is used to construct 47 expression blendshapes for each person, capable of representing most expressions of human faces. All these blendshapes are then assembled into a rank-3 tensor, which is decomposed to build a bilinear face model. This bilinear face model can be used to accurately estimate face identities and expressions for facial images and videos. We demonstrate its relevance in a wide range of applications, such as facial image manipulation, face component transfer, real-time performance-based facial image animation, and facial animation retargeting from video to image. We expect many other applications to benefit from FaceWarehouse in the future, such as face tracking in motion capture and expression recognition/analysis.
Due to the low precision in depth information provided by the current Kinect system, our face data do not contain detailed facial geometries such as wrinkles. In the future, it is possible to employ capturing techniques and more expensive equipment like multiple high-resolution cameras for high-quality facial geometry (e.g., [26] , [27] , [28] ) to acquire data with finer details. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
