Epileptic seizures are characterized by periods of recurrent, highly synchronized activity that spontaneously terminates, followed by postictal state when neuronal activity is generally depressed. The mechanisms for spontaneous seizure termination and postictal depression remain poorly understood. Using a realistic computational model, we demonstrate that termination of seizure and postictal depression state may be mediated by dynamics of the intracellular and extracellular ion concentrations. Spontaneous termination was linked to progressive increase of intracellular sodium concentration mediated by activation of sodium channels during highly active epileptic state. In contrast, an increase of intracellular chloride concentration extended seizure duration making possible long-lasting epileptic activity characterized by multiple transitions between tonic and clonic states. After seizure termination, the extracellular potassium was reduced below baseline, resulting in postictal depression. Our study suggests that the coupled dynamics of sodium, potassium, and chloride ions play a critical role in the development and termination of seizures. Findings from this study could help identify novel therapeutics for seizure disorder.
Introduction
Epileptic seizures are defined as "abnormal, excessive, or synchronous neuronal activity in the brain" (Fisher et al., 2005) ; the occurrence of repetitive seizures is characteristic of epilepsy. A seizure episode generally lasts from a few seconds to minutes and terminates spontaneously, as seen in clinical (Niedermeyer, 2002) and electrophysiological (Steriade, 2003) observations. A seizure that is nonterminating for Ͼ30 min or recurring within 30 min is called a status epilepticus. Any seizure lasting for Ͼ5 min is considered to be a medical emergency and could result in permanent brain injury. The mechanisms of spontaneous seizure termination or the cause of nontermination in status epilepticus are poorly understood.
A particular type of paroxysmal activity called spike-wave seizure, closely resembling the Lennox-Gastaut syndrome in humans (Niedermeyer, 2002) , was intensively studied in experiments with anesthetized and nonanesthetized animals. These electrographic spike-wave seizures originate within the neocortex and consist of spike-wave/polyspike-wave complexes recurring at 2-3 Hz, often interrupted by fast runs at 10 -15 Hz (Steriade, 2003) . Tonic and bursting states commonly occur several times during seizure with spontaneous transitions between these states. One estimate of duration of these states suggests that a typical spike-wave seizure episode includes ϳ80% of bursting activity and only 20% of tonic spiking (Boucetta et al., 2008) .
Ion concentrations inside the cell and in the extracellular space are known to change during epileptic seizures. Particularly, it was suggested that dynamics of extracellular potassium ([K ϩ ] o ) play a critical role in mediating neuronal activity during seizure. It was first observed that the [K ϩ ] o increased during spreading depression (Grafstein, 1956) . Based on several experimental studies, it was proposed that a positive-feedback loop between extracellular potassium concentration and neural activity could result in seizure (Fertziger and Ranck, 1970) . Recent computational studies incorporating extracellular K ϩ concentration dynamics revealed existence of neuronal bistability (coexistence of tonic and clonic states) for a range of [K ϩ ] o Bazhenov et al., 2008) . These findings explained transitions between tonic spiking and bursting commonly observed during epileptic seizures in clinical [Lennox-Gastaut syndrome in humans (Niedermeyer, 2002) ] and experimental [electrographic seizures (Steriade, 2003) ] settings but failed to reveal mechanisms involved in spontaneous termination of seizures.
In contrast to [K ϩ ] o , less is known about the changes in intracellular sodium ([Na ϩ ] i ) during seizure. Nevertheless, the same arguments explaining [K ϩ ] o increase during seizure would suggest a possibility of progressive [Na ϩ ] i increase because of the slow nature of Na ϩ ions removal mechanisms. Several lines of experimental evidence suggest the role of [Na ϩ ] i in epileptogenesis. First, it was shown that extracellular sodium ([Na ϩ ] o ) decreases during epileptiform activity (Meyer et al., 1961; Kraig and Nicholson, 1978; Dietzel et al., 1982; Somjen, 2002) , which likely corresponds to increase of [Na ϩ ] i . Second, evidence comes from studies of conventional antiepileptic drugs. It has been shown experimentally that, although phenytoin (conventional antiepileptic drug affecting Na ϩ channels) increases seizure threshold, it also increases seizure duration (Ebert et al., 1997) . The last may arise because of slower accumulation of [Na ϩ ] i from phenytoinmediated reduction of voltage-sensitive Na ϩ currents. Third, in a recent study, direct measurements of intracellular Na ϩ concentration using high-speed fluorescence imaging showed progressive accumulation of Na ϩ ions during repetitive stimulation in the axonal segment (Fleidervish et al., 2010) . Increase of [Na ϩ ] i was removed by diffusion away from axonal hillock, which occurred at the timescale of several seconds, suggesting a possibility of progressive buildup of [Na ϩ ] i during seizure. In this study, we explored possible mechanisms of spontaneous seizure termination using a realistic computational model of the cortical network, including variable extracellular and intracellular concentrations for Na ϩ and K ϩ ions and variable intracellular concentrations for Cl Ϫ and Ca 2ϩ ions. We found that progressive increase in [Na ϩ ] i over the course of seizure leads to the changes in balance of excitatory and inhibitory currents that mediate spontaneous seizure termination and may explain postictal depression state. Our results provide testable hypotheses for additional experimental studies and suggest strategies for antiepileptic treatments.
Materials and Methods

Intrinsic properties of pyramidal cells and interneurons.
The pyramidal cells (PYs) and fast-spiking inhibitory interneurons (INs) were modeled as twocompartment neurons with axosomatic and dendritic compartments described using conductance-based approach. The following equations describe the evolution of voltage in time for the two compartments (Mainen and Sejnowski, 1996; Bazhenov et al., 2004; :
where V d is the voltage of the dendritic compartment, I d leak includes sodium, potassium, and chloride leak currents (PY, g K ϭ 0.044, g Na ϭ 0.02, g Cl ϭ 0.01; IN, g K ϭ 0.048, g Na ϭ 0.0215, g Cl ϭ 0.003 mS/cm 2 ), I s leak includes sodium and potassium leak (PY, g K ϭ 0.042, g Na ϭ 0.0198; IN, g K ϭ 0.048, g Na ϭ 0.0225 mS/cm 2 ), I d int and I s int are the sum of intrinsic currents for axosomatic and dendritic compartments, respectively. The I d pump and I s pump are the sum of Na ϩ and K ϩ ionic currents (I Na pump , I K pump ) from the Na ϩ /K ϩ exchange pump for each compartment. The axosomatic and dendritic compartments are coupled by axial current (PY, g c ϭ 1.65 S; IN, g c ϭ 0.5 S). As in previous studies (Mainen and Sejnowski, 1996; Bazhenov et al., 2004; , the axosomatic currents are assumed to be strong enough to change the somatic membrane voltage instantaneously; thus, there is no capacitance current for the axosomatic compartment in this model. This assumption allows using a larger integration time step size, resulting in increased computational efficiency while still reproducing biophysically realistic neuronal activity. The current from Na ϩ /K ϩ pump was determined by [Na ϩ ] i and [K ϩ ] o and was given by the following equations (Kager et al., 2000; Bazhenov et al., 2004) :
where K o␣ ϭ 2.5 mM and Na i␣ ϭ 20 mM, and I max ϭ 20 mA/cm 2 . In general, all intrinsic currents were given by the following equation:
where G i is the maximal conductance, m and h are gating variables, and E i is the reversal potential. The gating variables are given by either its steadystate value (m ϱ , h ϱ ) or by the following differential equations: The axosomatic compartment of the pyramidal neuron also included persistent sodium (G NaP ϭ 3.5 mS/cm 2 ) and sodium-activated potassium channels (G KNa ϭ 1.3 mS/cm 2 ). The dendritic compartment had high-threshold calcium, I Ca , calcium-activated potassium I KCa , slowly activating potassium, I Km , persistent sodium, I NaP , hyperpolarization-activated depolarizing mixed cationic, I h , voltage-gated sodium (I Na ), and leak conductances (PY, G Ca ϭ 0.0165; G KCa ϭ 2.5; G Km ϭ 0.01; G NaP ϭ 3.5; G h ϭ 0.1 mS/cm 2 ; G Na ϭ 1.1; IN, G h ϭ 0.1, G Na ϭ 1.0 mS/cm 2 ). The following set of equations describes the evolution of intrinsic currents and gating variables over time:
Voltage-sensitive sodium current:
where ϭ 2.95. Delayed-rectifier potassium current:
where a ϭ 0.02
Persistent sodium current (Alzheimer et al., 1993) :
Mixed cation current:
Sodium-sensitive potassium current (Wang et al., 2003) :
Slowly activating potassium current:
High-threshold calcium current:
Calcium-sensitive potassium current: (Kager et al., 2000; Bazhenov et al., 2004; and was given by the following:
where k (conversion factor) ϭ 10, F ϭ 96489 C/mol, 
The equations for the other three concentrations are given as follows:
The intracellular chloride concentration varied based on the following equations:
where [Cl Ϫ ] iϱ ϭ 5 mM, Kocl ϭ 0.08 s, Clϱ ϭ 2 ϫ 10 4 , and k ϭ 100. These parameter values were chosen to match the experimental data regarding the effect of [K ϩ ] o on the efficiency of KCC2 pump (Payne et al., 2003) . The last equation represents one of the isoforms of the K-Cl cotransporters that uses electrochemical gradient of K ϩ to move both K ϩ and Cl Ϫ ions outward. The intracellular calcium concentration was given by the following:
where ca ϭ 300 ms and D Ca ϭ 0.85. The reversal potential for each current was determined by Nernst equation for the ions passing through the respective channels [ When Poisson noise was used in a network model, few changes were made to the neuronal model. Changes that were made included increasing conductance of the leak current (PY: soma, gKl ϭ 0.047; dendrite, gKl ϭ 0.044; IN: soma, gKl ϭ 0.048; dendrite, gKl ϭ 0.047) as seen in the study by van Welie et al. (2006) , reduction of conductances for highthreshold [Ca 2ϩ ] (G Ca ϭ 0.013) (O'Leary et al., 2010) and fast sodium currents (PY and IN: G Na ϭ 3000) (Grubb and Burrone, 2010) , and increasing conductance for chloride leak current (PY: g Cl ϭ 0.014; IN: g Cl ϭ 0.013) and sodium leak current (PY: soma, g Na ϭ 0.0212; dendrite, g Na ϭ 0.021; IN: soma and dendrite, g Na ϭ 0.024).
Synaptic connections and network topology. For both small and large networks, synaptic connectivity was random (connection probability, p ϭ 0.1) with doubled value of p within local footprint (radii: PY-PY, 5; PY-IN, 1; IN-PY, 5). All excitatory connections had a fast AMPA and a slow voltage-dependent NMDA components [total conductances: (Destexhe et al., 1994; Timofeev et al., 2000) and are given by the following:
where ⍜(x) is the Heaviside function, and t 0 is the time of spike. The parameters for the neurotransmitter pulse were amplitude A ϭ 0.5 and duration t max ϭ 0.3 ms. The rate constants, ␣ and ␤, were ␣ ϭ 10 ms and ␤ ϭ 0.25 ms for GABA A synapses and ␣ ϭ 0.94 ms and ␤ ϭ 0.18 ms for AMPA synapses. In this model, postsynaptic events were generated only when presynaptic membrane voltage exceeded zero threshold. Therefore, synaptic transmission was absent during depolarization block. This model dynamic was consistent with recent findings of the abolition of evoked synaptic responses during experimental seizures (Seigneur and Timofeev, 2011) .
A short-term synaptic depression was included in which the maximal synaptic conductance was multiplied by a depression variable (D Յ 1) (Tsodyks and Markram, 1997) . This variable represents the amount of available synaptic resources and was varied based on the following equation:
where U ϭ 0.07 is the fraction of resources used per action potential, ϭ 700 ms is the time constant of recovery of the synaptic resources, D i is the value of D just before the ith event, and (t Ϫ t i ) is the time since the ith event.
A fourth-order Runge-Kutta method was used for all integration. For the bifurcation analysis, XPP-AUTO (Ermentrout, 2002) was used.
To ensure structural stability of the model dynamics, the main properties of the model, including stability of the baseline asynchronous state, existence of transitions between tonic and clonic activity, and termination of seizure, were tested against synaptic and intrinsic parameter change. This included varying of synaptic coupling, maximal conductances of intrinsic currents, and parameters characterizing dynamics of different ions.
Results
The neuron dynamics were modeled using a conductance-based model, which included axosomatic and dendritic compartments and was derived from the studies by Bazhenov et al. (2004) and . The selection of currents (see Materials and Methods) was determined by the goal of describing the major known electrical properties of cortical neurons. Specifically, we used a model of regular spiking cells for excitatory neurons and fast spiking cells for inhibitory interneurons (Mainen and Sejnowski, 1996) . Reversal potentials for the ions passing through the membrane were determined by the ion concentrations. The change in ion concentrations was computed based on the currents entering and leaving the neuron through active channels, Na ϩ /K ϩ exchange pump, KCC2 pump, and ion flow in the extracellular space mediated by diffusion. Additionally, glial buffering was simulated to control [K ϩ ] o . To simulate electrogenic properties of the Na ϩ /K ϩ exchange pump, both cell compartments included currents mediated by the pump.
Despite the complexity of the ionic dynamics, this model achieved stable equilibrium with all the ion flows balancing each other, and membrane voltage stabilized at the physiological rest-ing potential, V m ϭ Ϫ65 mV. Sufficiently small external perturbations decayed in time, and the membrane voltage returned to the resting state.
State transitions mediated by ionic dynamics in a single-cell model
To elaborate response properties of a single model neuron, direct current (DC) input was applied to an isolated cell to elicit a brief period of high-frequency spiking activity (Fig. 1 A) . This resulted in a flow of K ϩ ions to the extracellular space and a gradual increase in the [K ϩ ] o during the stimulation period ( Fig. 1 B) . After the termination of DC input, the neuron exhibited a period of bursting activity (with transient depolarization block during each burst) and then tonic spiking activity, before returning to the resting state ( Fig. 1 A) (Fig. 1 B) The three-dimensional plots in Figure  1C show the evolution of voltage and ion concentrations during DC input and selfsustained activity from various projections of the state space (state space is defined as a high dimensional space with all the variables of the model as individual dimensions). Notably, within these plots are distinct regions in the state space that correspond to different states of activity of the neuron. Such segregation of regions, when plotted against the ion concentrations, suggests a strong coupling between different ion concentrations in our model. Indeed, the change in one ion concentration resulted in change of neuronal activity, which in turn resulted in changes in other ion concentrations, leading to a specific trajectory in the state space. vations of state transitions between tonic and clonic states of seizure (Steriade, 2003) , although it failed to explain termination of paroxysmal oscillations.
To explore the effect of synaptic connectivity in the new model incorporating and [Ca 2ϩ ] i dynamics, a small network of 10 pyramidal neurons and 2 inhibitory interneurons was stimulated by DC input applied to all pyramidal neurons. In this simple model, all excitatory pyramidal cells were connected with AMPA-and NMDA-type synapses and projected to two inhibitory interneurons, which provided GABA Atype feedback inhibition to pyramidal cells. Figure 2 , A and B, shows the activity of a single representative pyramidal neuron and a raster plot of activities of all pyramidal neurons in the network. After stimulus offset (stimulus duration is marked with green bar in Fig. 2 A) , the network exhibited a series of selfsustained tonic and bursting periods lasting for ϳ100 s total before terminating, with bursting lasting ϳ75% of the total seizure duration. Excitatory cells displayed trains of single spikes or spike doublets during tonic phase and periodic bursting with typical PDS waveform during clonic phase of oscillations. These bursts typically included few spikes at the beginning of the burst depolarization, few spikes at the end, with no spiking throughout the middle of the burst. The exact pattern depended on the level of [K ϩ ] o . This wave form is typical for paroxysmal depolarization shift observed during cortical epileptic seizures (Timofeev et al., 2002; Timofeev and Steriade, 2004) . Inhibitory interneurons fired continuously during periods when pyramidal neurons were bursting but were usually silent during tonic spiking epochs (Fig. 2C) . This finding was in agreement with experimental data (Timofeev et al., 2002) and suggested that excitatory drive from pyramidal cells was not sufficiently synchronized during tonic spiking to trigger reliable responses of inhibitory interneurons (Fig. 2D) . In contrast, during network bursting, all pyramidal neurons fired synchronously, leading to large amplitude excitatory currents from pyramidal to inhibitory neurons that mediated interneuron activity during bursting epochs.
Similar to results obtained with a single-cell model (Fig. 1) , the [K ϩ ] o increased during transient network stimulation and then oscillated for the duration of seizure (Fig. 3A) . The dynamics of [K ϩ ] o was closely tied to the spiking frequency; thus, it decreased during bursting and increased during tonic spiking periods. A transition from tonic spiking to bursting occurred at a higher level of [K ϩ ] o compared with a transition from bursting back to tonic mode. This was a result of bistability: tonic spiking and bursting regimens coexisted for a range of [
] (Fröhlich and Bazhenov, 2006) (for more details, see Fig. 4 ). The neuron stayed in tonic spiking mode (in this state, the outward flow of K ϩ was higher than K ϩ regulatory mechanisms could accommodate, which led to overall increase of [ 
, followed by switching back to tonic spiking; this led to repetitive transitions. However, in this new model, transitions between two active states did not last indefinitely but terminated after only a few cycles. The total duration of the active state was ϳ100 s, which is consistent with typical seizure duration studied in vivo . After termination of seizure, [K ϩ ] o showed a reduction below baseline (Fig. 3A) . Similar reduction in [K ϩ ] o below baseline has been observed experimentally (Heinemann et al., 1977; Jensen and Yaari, 1997) (Fig. 3B) .
To reveal factors contributing to termination of paroxysmal oscillations, we examined the dynamics of sodium and chloride ion concentrations (Fig. 3C-F) . The [Na ϩ ] i rapidly increased during stimulation phase and then showed oscillatory pattern similar to [K ϩ ] o along with an increment at every transition from bursting to tonic states (Fig. 3C) . In contrast to the single-cell model (Fig. 1 B) phase of the network activity. This was a result of the higher frequency of cell firing in the network and explained progressive [Na ϩ ] i accumulation during seizure. The [Cl Ϫ ] i increased primarily at the early stage of seizure within the first 50 s, and later maintained a steady range of values ϳ9 mM (Fig. 3F ) in agreement with experimental observations, showing elevation of GABA A reversal potential during the early stage of seizure (Timofeev et al., 2002 Fig. 6 B) .
After seizure termination, [Na ϩ ] i remained elevated before returning to the baseline several seconds later. (Fig. 3B) .
Bifurcation analysis explains mechanisms of seizure termination
To understand how changes in ion concentrations may lead to the termination of seizure, a reduced model of a single pyramidal neuron with all ion concentrations fixed was studied. Since ion concentration changes were much slower in our model than dynamics of membrane voltage or the gating variables of intrinsic currents, we used fast-slow decomposition analysis (Rinzel and Ermentrout, 1989 ) assuming all the ion concentrations to be fixed model parameters.
With this "open-loop" method , the modulation of ionic concentrations by neural activity was artificially removed. By choosing different values for ion concentrations, the corresponding neuronal activity patterns for each set of ion concentrations can be determined ("open loop" dynamics). Thus, the neuron activity was computed for a given fixed set of values of all ion concentrations, and we explored how neuronal dynamics depend on changes in ion concentrations. The neuron dynamics were categorized into resting, spiking/bursting, and depolarization block state for each set of ion concentrations. (Heinemann et al., 1977 used bifurcation analysis (or numerical continuation) (Kuznetsov, 1995) (Kuznetsov, 1995) . This bifurcation corresponded to transition to another silent state of the model neuron corresponding to depolarization block when membrane voltage was locked at a relatively elevated level (Ϫ29.67 mV). This state is commonly observed during epileptic seizures (Ziburkus et al., 2006) .
In the previous analysis, [K ϩ ] o was varied as a sole bifurcation parameter (Fig. 4 A, (Fig. 4 A, middle) and [Cl Ϫ ] i (Fig. 4 A, (Fig. 4 A (Fig. 4 A,  right) . This corresponded to earlier transition to spiking. (Fig. 4 B Fig. 4 B, middle/top). The existence of bistability leading to hysteresis was shown in our previous studies . However, our new model revealed that (1) an increase in [Na ϩ ] i reduced the range of [K ϩ ] o where tonic spiking regimen was possible (Fig. 4 B To further elucidate the role of [Na ϩ ] i on seizure termination, we again allowed all the ion concentrations to evolve freely according to the model equations. This corresponds to "closeloop" dynamics with all the ion concentration being updated based on the neuronal activity rather than being fixed as we did in the bifurcation analysis on the Figure 4 . The entire episode of seizure was plotted in the state space of the neuron model along with the bifurcation points. Figure 5B shows the state trajectory in the space of [K ϩ ] o and [Na ϩ ] i corresponding to the membrane voltage evolution during episode of seizure presented in the Figure 5A . The blue lines in Figure 5B (Payne et al., 2003) . In our model, the [Cl Ϫ ] i rapidly increased during the early stage of seizure (Fig. 3) , similar to results of experimental studies (Timofeev et al., 2002 (Figs. 4 B, 5) . To directly test the role of KCC2 pump efficacy on seizure duration, we reduced the time constant of KCC2 pump (Fig. 6 A) . As a result, pump performance was less affected by extracellular potassium concentration, leading to slower [Cl Ϫ ] i buildup; this decreased seizure duration and could even prevent initiation of seizure for the same strength of external DC stimulation. When KCC2 pump time constant was small, paroxysmal activity terminated almost immediately after offset of DC stimulation, even though [K ϩ ] o still reached high levels (Fig.  6 A) (Fig.  6 B) . When [Na ϩ ] i remained low, the paroxysmal state never ended for even very long simulations (Fig. 6 B, left, three leftmost data points). In contrast, when Na ϩ contribution from action potentials was high, we could not initiate self-sustained seizure and network activity terminated almost immediately after stimulus offset.
Duration of seizure also depended on the strength of excitatory and inhibitory connections. In the model of 10 pyramidal cells and 2 inhibitory interneurons, selfsustained seizure was absent for low values of PY-PY (AMPA) and IN-PY (GABA A ) connections (Fig. 6C) . In this case, the network model behaved similar to an isolated neuron. There was, however, one important difference. Even with all synaptic connections blocked, the neurons within a network could communicate by means of ion diffusion between extracellular compartments associated with individual neurons. As a result, when strength of initial DC stimulation was increased, it led to short episodes of seizure-like activity (data not shown). The seizure duration depended on both excitatory (PY-PY) and inhibitory (IN-PY) connections; removing either excitation or inhibition reduced seizure duration (Fig.  6C, left) . For high values of PY-PY and IN-PY connection strength, seizure-like activity lasted continuously. The relative strength of PY-PY and IN-PY connections also determined the dominant state in which neurons stayed during seizure. Increase in both PY-PY and IN-PY connection strength led to longer burst duration (Fig. 6C, right) . Since [Na ϩ ] i level remained relatively low in bursting mode, it was not sufficient to promote termination of seizure when the model burst continuously, which explains continuous oscillations for high synaptic strength.
Below baseline reduction of the extracellular potassium mediates postictal depression state The network model described in the previous sections included only 10 excitatory pyramidal neurons and 2 inhibitory interneurons. To test whether our results can be generalized to larger networks, we simulated a model including 100 PY and 20 IN cells. To make simulations more realistic, we also included background noise that was modeled as Poisson-distributed spike trains delivered through AMPA-type synapses to all neurons in the network. To account for homeostatic changes found experimentally in the neurons driven by external noise, we increased slightly conductance of the [K ϩ ] leak current, as seen in the study by van Welie et al. (2006) , reduced conductances for high threshold [Ca 2ϩ ] (O' Leary et al., 2010) and fast sodium currents (Grubb and Burrone, 2010) , and increased conductance for Cl Ϫ leak current (see Materials and Methods). With these changes, the network was stable and displayed spontaneous random spiking activity at a mean rate of 0.5 Hz (Fig. 7) .
The mean frequency of the external Poisson input was transiently increased from 140 to 400 Hz for 2 s (Fig. 7B, red bar) . This initiated seizure-like oscillations, which included sequences of bursting and tonic spiking episodes lasting for ϳ200 s total. Sim- ilar to smaller networks (Fig. 2) , this larger network displayed a high level of synchrony across the entire population of neurons during bursting episodes and reduced synchrony during tonic spiking (Fig. 7A) . Bursting episodes were primarily found during earlier phases of epileptiform activity and were interrupted by epochs of fast runs during later phases of the seizure (Fig. 7B) . To quantify the change in synchronization, cross-correlation was computed between all pairs of pyramidal neurons separately for bursting and spiking periods. Bursting periods were identified as the periods when membrane potential was consecutively above Ϫ20 mV for Ͼ200 ms; spiking periods were identified as consecutive 500 ms periods with firing rate Ͼ10 Hz when there was no bursting. Cross-correlation was higher during bursting periods compared with spiking periods (Fig. 7C) , with the nearby cells showing highest cross-correlation as seen by increase in the values near the diagonal in Figure 7C (left). Distribution of delays to the main peak of the cross-correlation function suggests formation of clusters during bursting periods while spiking periods showed random pattern of delays (Fig. 7C, right) .
To initiate self-sustained paroxysmal oscillations, transient increase of the Poisson input had to exceed certain minimal level suggesting existence of the threshold for seizure initiation as we previously reported (Fröhlich et al., 2010) . Indeed, small perturbations only led to short transient firing rate increase followed by return to the baseline firing, therefore indicating stability of the physiological (random spiking) state in our model including dynamics of different ion concentrations.
Concentration of sodium, [Na ϩ ] i , increased progressively during seizure, reaching it maximum just before activity termination in agreement with our results from smaller networks (Fig. 8 A) . Interestingly, [K ϩ ] o displayed complex nonlinear dynamics, reaching its peak soon after seizure onset and remaining relatively constant (except for low amplitude oscillations associated with tonic-clonic transitions) during a later phase. Seizure termination was followed by a period of postictal depression. The last appeared as a relatively small hyperpolarization of membrane voltage after termination of paroxysmal rhythm (Fig. 7B, inset) . Postictal state lasted for several minutes. Neuronal excitability was reduced during postictal state that was sufficient to prevent spontaneous spiking in the model. As we previously described, this effect was mediated by residual elevation of intracellular sodium concentration that activated Na ϩ /K ϩ exchange pump forcing [K ϩ ] o to remain below baseline (Figs. 3A, 8B ).
Discussion
In this study, we used a detailed conductance-based model of the neocortical network, incorporating intracellular and extracellular dynamics of Na ϩ and K ϩ ions as well as intracellular Cl Ϫ and Ca 2ϩ dynamics to explore involvement of ionic concentration dynamics in the development and termination of paroxysmal seizure-like events. Sufficiently strong transient network stimulation led to selfsustained periodic transitions between tonic and clonic (bursting) activities mediated by [K ϩ ] o -dependent bistability between tonic and clonic network states. The duration of bursting periods was ϳ80% of the duration of the entire seizure episode, similar to previous experimental findings (Nita et al., 2008) . Progressive increase of [Na ϩ ] i over the course of seizure reduced the range of [K ϩ ] o that allows bistability to exist, ultimately making it impossible for paroxysmal oscillations to sustain after a few minutes of activity. This resulted in seizure termination and neuronal silence usually associated with postictal depression. The model revealed how complex interactions between sodium, potassium, and chloride ionic concentrations involving Na ϩ /K ϩ and KCC2 pumps and glial buffering may affect development of epileptiform events. Although our results are built on the background of previous computational studies (Kager et al., 2000; 
