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1 I N T R O D U C C I Ó N
La inquietud del ser humano por el conocimiento de la natu-
raleza, de la física y, más concretamente de la óptica, dio lugar
hace varios siglos a que éste se diera cuenta de que la luz que
atraviesa una gota de agua sufre una desviación en su interior
que da lugar a imágenes aumentadas del objeto del cual procede
la luz. Se había descubierto la primera lente y con ello había
empezado el camino de la microscopía moderna. Un camino
que, sin solución de continuidad, sigue hoy día y que ha ido
evolucionando desde sus inicios.
1.1 antecedentes
La microscopía, entendida como el conjunto de técnicas o mé-
todos destinados a hacer visibles los objetos que, por su tamaño,
están fuera del rango de resolución del ojo humano, apareció en
las primeras décadas del siglo XVII. Hasta esta fecha los seres
vivos más pequeños conocidos eran insectos diminutos y además,
no se pensaba que pudieran existir organismos con vida de me-
nor tamaño. En este momento los naturalistas podían describir
con detalle organismos que, hasta ese momento, eran inobserva-
bles y los anatomistas podían descubrir estructuras, que por su
tamaño, no eran visibles anteriormente [1].
La evolución de la microscopía va ligada al desarrollo de la
tecnología. Así, primero apareció el microscopio simple [2], forma-
do únicamente por una lente y, posteriormente, el microscopio
compuesto [3] constituido por un acoplamiento de varias lentes,
inventado en 1590 por el holandes Zacharias Jansen [4]. Hubo
una evolución paulatina en la construcción de microscopios en
la que se fueron mejorando las características de estos. En 1665,
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Robert Hooke publicó Micrographia [5], uno de los libros más im-
portantes en microscopía durante esa época y épocas posteriores.
La microscopía no dejaba de desarrollarse en gran medida por
la evolución tecnológica de los microscopios. No obstante, las
lentes que se utilizaban en estos microscopios eran imperfectas,
de superficies irregulares. Entonces apareció Anton Van Leeu-
wenhoek también sobre mediados del siglo XVII. Leeuwenhoek
usó lentes simples pero de dimensiones muy reducidas, lo que
aumenta la apertura numérica del sistema óptico. Llegó a con-
seguir obtener aumentos de hasta 270 veces el tamaño real del
objeto observado con buena resolución. Con estos microscopios
consiguió observar por primera vez bacterias y protozoarios o
animálculos como él los llamó entonces [6].
La microscopía seguía evolucionando y, en la segunda mitad
del S. XIX Ernest Abbe haría su aparición para dejar una serie de
resultados teóricos e invenciones de instrumentos en el campo
de la óptica que aceleraron la evolución en este campo [7]. En
1868 inventó las lentes apocromáticas que eliminan la aberración
cromática primaria y secundaria debidas a variaciones en el ín-
dice de refracción del material de la lente, efecto que producía
una imagen coloreada en los bordes. Dos años más tarde desa-
rrollaría una teoría, llamada relación de los senos, que establece
las condiones de un sistema óptico para generar imágenes libres
de aberración esferica. Esto le lllevaría a inventar el condensador
de Abbe que permitía una iluminación más extensa de la mues-
tra. Tras esto siguió aportando avances en este campo junto a la
empresa creada por su amigo Carl Zeiss.
La evolución de la microscopía ha sido exponencial. De hecho
en las últimas décadas ha cambiado tanto que en sus inicios los
primeros microscopios tenían la función de observar muestras
microscópicas con el ojo desnudo y a día de hoy son sistemas
mucho más complejos formados por ordenadores, medios de
captura de alta sensibilidad, láseres y mecanismos motorizados,




Existen dos límites que nos impone la naturaleza ondulatoria
de la luz y que no seremos capaces de sobrepasar con las técni-
cas proporcionadas por la microscopía convencional. La primera
limitación que nos encontramos está en la resolución predicha
por la difracción. En 1879, John William Strutt (Lord Rayleigh)
realizó uno de los descubrimientos más importantes dentro del
campo de la óptica: determinó la existencia de un límite máximo
en la resolución que se podía obtener en la imagen capturada por
un sistema óptico convencional. Esta resolución depende de las
características del sistema óptico utilizado para la observación y
de la longitud de onda de la luz empleada [8]. En sus estudios
Lord Rayleigh determinó que las imágenes de dos estrellas que
emitian en la misma región espectral estaban en contacto entre
ellas, es decir estaban en el límite para poder afirmar la existencia
de dos fuentes distintas, cuando la separación angular estre ellas
era Θ =1.22 λD , siendo λ la longitud de onda de la luz y D el
diametro de apertura del objetivo del telescopio. Se establecía,
por tanto una relación inversa entre la apertura de la lente que
forma la imagen y la resolución angular del sistema. Para un mi-
croscopio fue Abbe quien estableció de modo similar su límite en
resolución espacial, obteniendo que éste venía dado (al emplear





donde NA = n sin α representa la apertura numérica del objetivo
del microscopio, siendo n el indice de refracción del medio entre
el objetivo y la muestra y α la mitad del ángulo del cono de
admisión de luz de dicho objetivo.
Gracias a los avances tecnológicos en la construcción de objeti-
vos de microscopio [9] se consiguió alcanzar este límite impuesto
por la naturaleza de la luz. Estos objetivos están construidos con
una combinación de lentes tal que, la apertura numérica efectiva
en el espacio objeto de la muestra, alcanza valores próximos
a 1 con objetivos diseñados para ser utilizados en aire y, algo
superiores a 1 cuando hay un medio inmersión, en contacto entre
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la lente y la muestra, de índice de refracción mayor al del aire.
Dicho límite se refiere a sistemas convencionales pero en las
últimas décadas se han desarrollado técnicas no convencionales
que permiten sobrepasar estos límites. El estudio y el análisis de
la resolución en algunas de las técnicas existentes y la innovación
de otras en algunos casos, tras un proceso de estudio del compor-
tamiento de los campos electromagnéticos en diferentes sistemas
ópticos, es uno de los principales objetivos de este trabajo.
La otra limitación que nos presenta la naturaleza de la luz es la
capacidad de seccionado óptico de un sistema de captura [10], es
decir, la capacidad que tiene un sistema óptico para capturar la
información que proviene de un plano de la muestra discriminan-
do el resto de planos transversales ortogonales al eje óptico del
sistema de captura. Esta cualidad es la que nos permite obtener
la información tridimensional de la muestra. Los microscopios
convencionales no poseen capacidad de seccionado óptico. Una
de las razones de este hecho es que la tecnología existente hoy
día nos proporciona sensores bidimensionales. Estos sensores
detectan la intensidad de los fotones procedentes de la muestra
independientemente del plano del que provengan, con lo que la
información tridimensional de la muestra acaba entremezclan-
dose en el sensor, perdiendo así la capacidad de reconstruir la
muestra tridimensional. Además, se produce una pérdida de
contraste del plano de foco debido a la luz procedente de planos
desenfocados. Por todo esto, el estudio y la busqueda de técni-
cas que posean la capacidad de obtener seccionado óptico en el
proceso de captura de la muestra se convertirá en otro objetivo
importante.
Aparte de las limitaciones puramente teóricas debidas a la
difracción de la luz, en la práctica la velocidad de captura y
visualización de la información en un sistema de microscopía es
también una característica muy importante. Una alta velocidad
en la captura de la información tridimensional de un objeto nos
permite, por ejemplo, estudiar muestras biológicas en movimien-
to. Además, una velocidad elevada en la reproducción de esta
información puede dar la posibilidad de realizar estudios bioló-
gicos en tiempo real o la reproducción de videos que realmente
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reproduzcan imágenes tridimensionales de una muestra, entre
otras aplicaciones.
Estas limitaciones han generado un interés evidente en la
necesidad de encontrar otras técnicas microscópicas capaces de
solventar estos inconvenientes. Son muchas las técnicas existentes
hoy en día para resolver estos problemas. No obstante, cada una
de ellas presenta sus ventajas e inconvenientes. Entre ellas, en
este trabajo nos centraremos en una de ellas: la microscopía por
iluminación estructurada (SIM del inglés Structured Illumination
Microscopy) [11, 12], y una combinación de ésta con una técnica ya
clásica de imagen 3D, la microscopía confocal de barrido (CLSM
del inglés Confocal Laser Scanning Microscopy) [13-15].
Aunque en capítulos posteriores realizaremos una descrip-
ción detallada de las distintas técnicas, vamos a hacer una breve
introducción a las características de estas técnicas de captura,
procesado y visualización de objetos microscópicos tridimensio-
nales.
Una de las técnicas comentadas es la SIM. Esta técnica es capaz
de aumentar la resolución final de la imagen hasta el doble de lo
que obtendríamos con un sistema convencional utilizando el mis-
mo sistema formador de imagen compuesto por un objetivo de
microscopio conjugado a infinito y una segunda lente conocida
como lente de tubo que forma la imagen. Además, posee la capa-
cidad de obtener seccionado óptico de la muestra. La captura de
la información es bastante rápida pero necesita hacer 3 capturas
de la muestra, por cada orientación y plano axial, cambiando la
fase del patrón de iluminación periódicamente entre ellas. No
obstante, para poder reproducir la información procedente del
objeto es necesario un procesamiento digital de la información
capturada.
La CLSM proporciona un ligero aumento en la resolución la-
teral aunque su principal ventaja con respecto a los sistemas
convencionales es la capacidad de seccionado óptico. Esta técnica
requiere del barrido tridimensional de la muestra con un haz fo-
calizado, lo que repercute en el tiempo de captura con respecto a
otros sistemas. Por ello el inconveniente en esta técnica radica en
el tiempo de captura principalmente. La necesidad de incremen-
tar el tiempo de captura hace que esta técnica no sea útil para la
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observación de muestras biológicas en movimiento. Utilizaremos
algunos de los principios físicos que rigen esta técnica para crear
una técnica de microscopía totalmente innovadora.
1.3 objetivos
Son muy diversos los objetivos en esta tesis, pero se pueden
resumir diciendo que en este trabajo se han estudiado las propie-
dades ópticas de distintos sistemas de microscopía manipulando
convenientemente el modo en el que se ilumina la muestra o en el
que se registra la luz que parte de la misma. Este amplio estudio
ha llevado al conocimiento necesario para realizar modificacio-
nes de algunas técnicas en algún caso, o la invención de nuevas
técnicas en otros casos, para la mejora de estás propiedades
ópticas.
Para ello este trabajo se ha dividido de la siguiente manera: en
el primer capítulo aparece una introducción para contextualizar
al lector. En el segundo capítulo presentaremos la microscopía
convencional, realizando tanto los desarrollos teóricos como las
demostraciones necesarias para la fácil y rápida comprensión de
las principales características ópticas de este tipo de sistemas mi-
croscópicos. A continuación, desarrollaremos el bloque dedicado
a la SIM. En él, primero mostraremos los detalles conceptuales
de este tipo de sistemas. El cambio de fase en el patrón de ilumi-
nación en esta técnica no siempre es algo trivial, por lo que en
este trabajo desarrollaremos una forma para la detección precisa
de la fase del patrón de iluminación. Otro de los factores condi-
cionantes que se presentan cuando utilizamos la técnica SIM es la
relevancia que tiene en ella la iluminación. En esta técnica es muy
importante que la iluminación se produzca a través de un patrón
periódico. En condiciones normales este patrón de iluminación
puede poseer una estructura aperiódica debido a imperfecciones
en los elementos ópticos tanto en el sistema de iluminación como
en el de colección. Por este motivo, abordaremos una propues-
ta de solución a este problema. Además, un análisis y estudio
exhaustivo dio lugar a la creación de una nueva técnica de mi-
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croscopía que sobrepasa las técnicas existentes en términos de
resolución, seccionado óptico y tiempo de procesamiento digital
de la información, que combina la arquitectura de la CLSM y
la estrategia de la SIM. También presentaremos esta técnica con
todo detalle matemático y pruebas de su validez tanto mediante
simulaciones como a través de resultados experimentales.

2 M I C R O S C O P Í AC O N V E N C I O N A L
2.1 introducción
La microscopía óptica es el conjunto de técnicas que proporcio-
na información de objetos a escala microscópica por medio del
empleo de elementos ópticos como lentes, diafragmas, filtros y
un largo etcetera. Sin embargo, la microscopía va más allá de
esta simple definición. Al fin y al cabo, dentro de la óptica, uti-
lizamos la luz como medio de información para poder conocer
tanto las características intrínsecas del objeto (distintos índices
de refracción de las sustancias que conforman el objeto, inten-
sidad de la luz procedente de cada punto del objeto,...), como
extrínsecas al objeto (situación tridimensional espacial del obje-
to). Es decir, la luz nos proporciona la información necesaria del
objeto a estudiar, pero para obtenerla tenemos que ser capaces
de registrar de forma adecuada esta información procedente de
los campos electromagnéticos emitidos, reflejados o transmitidos
por la muestra.
Para estudiar las técnicas de microscopía capaces de mejorar
las propiedades ópticas de la microscopía convencional, prime-
ro tenemos que entender en profundidad las características de
los sistemas de microscopía convencional y los motivos de sus
limitaciones en las propiedades ópticas alcanzables. Para lograr
este fin tenemos que empezar desarrollando conceptos simples
que desembocarán en conceptos, o incluso teorías, de mayor
complejidad.
2.2 óptica ondulatoria
De aquí en adelante se considerará el efecto de la difracción em-
pleando la aproximación escalar de los campos electromagnéticos,
9
10 microscopía convencional
es decir, ignoraremos el carácter vectorial de las distribuciones de
amplitud de los campos [16]. Adicionalmente, consideraremos
la aproximación paraxial en la propagación de la luz debido a
que la propagación de estos campos se produce para ángulos pe-
queños (alrededor de 5o) respecto del eje óptico del sistema [17].
En la aproximación paraxial tendremos en cuenta la velocidad
de oscilación de cada uno de los términos a la hora de cortar el
polinomio tras el desarrollo en serie de Taylor. Así, por ejemplo,
la amplitud compleja E(r) de una onda esférica monocromática





i 2πλ |r| =
E0√






donde r = (x, y, z) es el vector de posición del punto de obser-
vación. El tratamiento paraxial pasa por aproximar el resultado
anterior, para puntos de observación cercanos al eje óptico y no








siendo k = 2πλ el número de onda de la radiación, y donde hemos
considerado una aproximación a orden cero para el denominador,
cuyo significado está directamente relacionado con la amplitud
del campo, y a primer orden en el argumento de la exponencial,
la cual está vinculada con la oscilación de la fase, cuya frecuencia
de oscilación es mucho mayor a la de la amplitud.
Los objetos de estudio de este trabajo son los dispositivos de
formación de imágenes de objetos 3D. Los sistemas de formación
de imágenes son arquitecturas ópticas lineales en la amplitud
compleja del campo luminoso, de modo que si partimos de una
distribución o(x0, z0) en el espacio objeto, la respuesta final en el




o(x0, z0)h̄(x′, z′; x0, z0)d2x0dz0 , (2.3)
donde h̄(x′, z′; x0, z0) es la respuesta 3D del sistema en las coorde-
nadas (x′, z′) del espacio imagen generada por un punto emisor
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(de amplitud unidad) con coordenadas (x0, z0) en el espacio obje-
to. De ahora en adelante, en las parejas (x, z), x = (x, y) represen-
tará la posición en el plano transversal al eje óptico que contiene
el punto analizado, mientras que z representará la localización
axial de dicho plano. A la función h̄ se la denomina respuesta
unidad, respuesta impulsional o función de Green, aunque em-
plearemos de ahora en adelante el nombre más habitual en los
sistemas de formación de imágenes: función de esparcimiento de
un punto (PSF, de sus siglas en inglés point spread function). La
linealidad no es la única condición que ha de cumplir un sistema
de formación de imágenes ideal. El otro requerimiento necesario
es su invariancia a desplazamientos, que requiere que un despla-
zamiento del punto objeto genere únicamente un desplazamiento
proporcional de la PSF del sistema. Matemáticamente, para que
un sistema sea invariante a desplazamientos se ha de cumplir
∀(x0, z0) ∈ R3, ∃!KT, KA ∈ R/
h̄(x′, z′; x0, z0) = h̄(x′ − KTx0, z′ − KAz0; 0, 0) . (2.4)
Cuando esto ocurre, la Ec. 2.3 se transforma en un convolución












⊗3 h(x′, z′) , (2.5)
donde h(x′, z′) = h̄(x′, z′; 0, 0) representa la PSF para un pun-
to objeto situado en el origen de coordenadas, es decir, para
(x0, z0) = (0, 0).
A continuación estudiaremos cómo un sistema óptico focal (es
decir, cuyos focos y planos principales se encuentran a distancia
finita del sistema) no puede considerarse un sistema de forma-
ción de imágenes de objetos 3D. Posteriormente demostraremos
que un sistema afocal telecéntrico sí que cumple esta condición, y
que por ello son el tipo de sistemas que se emplean para capturar
imágenes de muestras 3D. Es importante indicar que, siempre
que no sean relevantes, se obviaran factores constantes en las
expresiones matemáticas que iremos obteniendo en lo que queda
de este trabajo.
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2.2.1 Sistema óptico focal
Consideremos, pues, un sistema óptico focal como el de la
Fig.2.1, en el que los puntos principales y focales se han represen-
tado por H y F en el espacio objeto, y por H′ y F′ en el espacio
imagen, mientras que el punto axial de la pupila de salida del
sistema se ha representado por P′. El origen de coordenadas en















Figura 2.1: Esquema de un sistema óptico de focal imagen f iluminado
por la radiación de un punto O. El punto O′ representa la
imagen de O de acuerdo con la Óptica Geométrica.
Sea un punto objeto O de coordendas (x0, z0) que emite ra-
diación monocromática de longitud de onda λ. Mediante la
consideración de estar trabajando bajo condiciones paraxiales,
es sencillo probar que sobre la pupila de salida del sistema se
obtiene una distribución de amplitudes compleja del campo que
corresponde a una onda esférica con foco en el punto imagen
(de acuerdo con las leyes de la Óptica Geométrica) O′, cuyas
coordenadas en el espacio imagen vendrán dadas por
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siendo f la distancia focal imagen del sistema y el aumento lateral
M0 = f /z0, como se deduce de las ecuaciones de conjugación
de Newton [18]. Es sencillo demostrar que además de esta onda
esférica aparece un factor de fase relacionado con la posición del
punto objeto, de modo que, tras la pupila de salida del sistema,
la distribución de amplitudes vendrá dada por
U′(x′P, z
′












donde z′P representa la coordenada axial de la pupila de salida,
siendo p′(x′P) su transmitancia en amplitud y k =
2π
λ el número
de onda de la radiación. Finalmente, para determinar la PSF en
el caso no telecéntrico, h̄NT, en una posición axial cualquiera z′
aplicaremos el operador paraxial de la propagación libre [16],
obteniendo



























siendo ⊗2 la operación de convolución 2D en las coordenadas
transversales, y donde se han sustituido las coordenadas en el
espacio imagen del punto emisor de acuerdo con las Ecs.2.6. La
dependencia de esta PSF con las coordendas (x0, z0) del punto
fuente deja claro que no es posible cumplir la condición 2.4, por lo
que estos sistemas focales no serán invariantes a desplazamientos
3D y, por tanto, inadecuados para obtener imágenes de muestras
no planas.
2.2.2 Sistema óptico afocal telecéntrico
Consideremos ahora un sistema afocal telecéntrico, es decir,
un sistema compuesto, en su configuración más simple, por dos
subsistemas focales dispuestos de modo que el foco imagen del
primero coincide con el foco objeto del segundo y en el que el
diafragma de apertura se encuentra situado sobre este plano focal
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común. En un microscopio óptico típico, el primer subsistema
se corresponderá con un objetivo de microscopio (Lob) corregido
al infinito, es decir, que en su disposición óptima una muestra
plana se coloca en su plano focal objeto y su imagen se forma
en el infinito. El segundo subsistema, conocido como lente de
tubo (LT), forma la imagen de la muestra 2D en su plano focal
imagen.
Supongamos ahora que tenemos un punto emisor en el espacio
objeto del primer subsistema, tal como se puede apreciar en la Fig.
2.2. En este caso, por comodidad, el origen de coordenadas en el
espacio objeto se tomará en el foco objeto del primer subsistema,
mientras que en el espacio imagen se fijará en el foco imagen del
segundo subsistema. En el espacio intermedio, se tomará como
origen el foco común de los dos subsistemas. Consideraremos,
como en el apartado anterior, que las coordenadas del punto
objeto son (x0, z0). El sistema completo generará una distribución
de amplitudes en el espacio imagen del segundo subsistema
que definirá la PSF del sistema telecéntrico, h̄T(x′, z′; x0, z0). Para
obtener la distribución de intensidades en el espacio imagen
haremos un recorrido paso a paso por el camino que seguirá esta
distribución de amplitudes desde que parte del punto fuente.
Para empezar, siguiendo el razonamiento ya empleado en la
sección anterior, el campo generado sobre el plano focal imagen
del primer subsistema, en el que se sitúa el diafragma de apertura,
vendrá generado por la amplitud correspondiente a una onda
esférica proveniente del punto imagen (de acuerdo con las leyes
de la Óptica Geométrica) O′ a través del primer subsistema, es
decir,










donde p(xP) respresenta la transmitancia en amplitud del dia-
fragma de apertura, y donde las coordenadas de O′, (x′0, z
′
0) se
obtienen a través de las Ecs. 2.6 sustituyendo f por la focal del
primer subsistema, fob.
Por otro lado, se puede demostrar que dada una distribución
compleja en el foco objecto de un sistema, la propagación de este
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Figura 2.2: Esquema de un sistema óptico afocal telecéntrico, cons-
tituido por el acoplamiento confocal de dos subsistemas
focales Lob y LT , iluminado por la radiación de un punto
O. El punto O′ representa la imagen de O a través de Lob
de acuerdo con la Óptica Geométrica. Análogamente, O′′
denota la imagen de O′ a través de LT .
campo hasta el foco imagen de éste se puede expresar matemá-
ticamente simplemente realizando la transformada de Fourier
escalada al campo inicial [16]. Teniendo esto en consideración, po-
demos escribir el campo sobre el plano focal imagen del segundo
subsistema como,
























siendo fLT la distancia focal del segundo subsistema y donde
f̃ (u, z) representa la transformada de Fourier de la función f (x, z)
respecto de las coordenadas transversales x = (x, y). Los valores
(x′′0 , z
′′
0 ) corresponden a las coordenadas de la imagen geométri-
ca del punto fuente en el espacio imagen final. Aplicando las
ecuaciones de conjugación de Newton sobre las coordenadas en
el espacio intermedio (x′′0 , z
′′
0 ) y relacionando éstas del mismo
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modo con las coordenadas originales del punto fuente, es sencillo
obtener que en este caso
x′′0 = Mx0 ,
z′′0 = M
2z0 , (2.11)
donde M = − fLT/ fob. Nótese que este valor es constante inde-
pendientemente del punto O considerado en el espacio objeto.
Considerando este resultado y usando también que M0 = fob/z0
es directo comprobar que los dos primeros factores de fase de la
Ec. 2.10 se cancelan mutuamente. Así,









Finalmente, si propagamos libremente esta distribución de ampli-
tudes una distancia genérica z′, obtendremos la PSF del sistema
telecéntrico. Actuando como en el apartado anterior,


















donde se han empleado las Ecs. 2.11. A partir de este resultado,
es evidente que los sistemas afocales-telecéntricos tienen una
PSF que cumple la condición 2.4, con KT = M y KA = M2. Así
pues, se trata de sistemas formadores de imágenes adecuados
para registrar la estructura de objetos 3D, tal y como se comentó
anteriormente. Por este motivo a lo largo de todo este trabajo,
siempre que deseemos estudiar sistemas ópticos que generen la
imagen de distintos planos axiales del espacio objeto, haremos
uso de sistemas afocales-telecéntricos.
2.3 formación de imágenes
Existen dos escenarios muy diferentes cuando hablamos de
formación de imágenes en términos de la respuesta de la muestra
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a la iluminación. Un primer caso se da cuando iluminamos
la muestra coherentemente y ésta reacciona transmitiendo o
reflejando la luz . Cuando recogemos la información tendremos
la superposición coherente de las imágenes de cada uno de los
puntos de la muestra en el espacio imagen.
El segundo caso que nos podemos encontar se da cuando se
ilumina coherentemente la muestra y la posterior respuesta de
ésta se produce de forma incoherente (por ejemplo por medio
de emisores fluorescentes con los que se haya tintado la muestra
o cuando la iluminación de la muestra es incoherente). Esta
respuesta incoherente de la muestra a la iluminación se traduce
en una distribución de irradiancia en el espacio imagen dada por
la superposición incoherente de la distribución de intensidades
generada por cada uno de los puntos emisores del objeto. Esta
diferencia hace que el proceso de formación de imágenes en
ambos sistemas sean distintos con diferencias sustanciales como
veremos a continuación.
2.3.1 Sistemas formadores de imagen coherentes
En el caso en el que se ilumine un objeto con una iluminación
coherente1 y, este objeto, transmita o refleje esa luz, y se recoja
mediante un sistema afocal-telecentrico, como el descrito anterior-
mente, en el espacio imagen se tiene la superposición coherente
de las imagenes de cada uno de los puntos del objeto que han
sido atravesados (o reflectados) por el haz de iluminación. Pode-
mos considerar a cada uno de los puntos que componen el objeto
como puntos emisores secundarios del frente de ondas según el
principio de Huygens [16]. De este modo la distribución compleja
de amplitudes en el espacio imagen, cuando se considera el caso
1 Se dice que una iluminación se considera coherente cuando proviene de un
único punto y que conserva una relación de fase constante. Es decir, cuando
conocido el valor del campo electromagnético en un punto es posible predecirlo
en cualquier otro.
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en el que se ilumina un objeto de reflectancia o transmitancia en




h(x′ −Mx0, z′ −M2z0)o(x0, z0)d2x0dz0 .
(2.14)
Podemos identificar la convolución existente en la ecuación












⊗3 h(x′, z′) . (2.15)
En esta última expresión podemos ver que el hecho de que la
integral la podamos escribir como una convolución tridimensio-
nal significa que estos sistemas son sistemas lineales e invariantes
a desplazamientos 3D.
Acabamos de determinar la distribución de amplitudes en el
espacio imagen generada por el sistema óptico, pero los sensores
en los sistemas formadores de imágenes típicamente registran
la intensidad de las ondas electromagnéticas. Por esto, una vez
capturada la información lo que tendremos será lo siguiente,











Esta última expresión deduce la habilidad de estos sistemas
para generar imágenes en sentido estricto, es decir, reproducen en
el espacio imagen la distribución tridimensional de intensidades
objeto reescalada, en la que cada punto se ve afectado de igual
manera por la respuesta impulsional del sistema. Además, esta
contribución se refiere a la distribución de amplitudes lo que
generará un ruido de fase en la distribución de intensidades final
debido a las interferencias producidas por esta superposición en
la contribución de amplitudes en el espacio imagen.
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2.3.2 Sistemas formadores de imagen incoherentes
Supongamos un sistema formador de imágenes incoherente,
es decir, cada punto de la distribución de irradiancia objeto emite
de forma independiente al resto de puntos. En la práctica, existen
dos situaciones en las que se puede dar este supuesto:
1. Muestra tintada. Tras la iluminación del objeto mediante un
haz monocromático, este absorbe un fotón de una longitud
de onda y emite otro de longitud de onda mayor mediante
un proceso denominado fluorescencia.
2. Muestra iluminada uniformemente. Al iluminar el objeto
uniformemente empleando luz que provenga de una fuen-
te incoherente, llamada iluminación de campo claro, este
reflejará la luz generando una distribución de irradiancia
incoherente.
Para expresar la distribución de intensidades en el espacio
imagen debida a todos los puntos del objeto podemos seguir un




∣∣h(x′ −Mx0, z′ − z0)∣∣2 |o(x0, z0)|2 d2x0dz0 ,
(2.17)




∣∣∣∣o( x′M , z′M2
)∣∣∣∣2 ⊗3 ∣∣h(x′, z′)∣∣2 . (2.18)
En el caso coherente teníamos la superposición en amplitud
de la contribución de cada punto del objeto, lo cual generaba esa
interferencia antes de calcular la intensidad. Ahora, en el caso
incoherente tenemos la contribución de cada punto a la distri-
bución final igual que antes, pero ahora esta superposición se
produce en intensidad lo cual no genera ningún tipo de término
adicional debido a interferencias.
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Todas las técnicas que veamos en este trabajo estarán basadas
en la respuesta incoherente de la muestra a la iluminación, es
decir trabajaremos siempre con muestras fluorescentes que ab-
sorben los fotones en la iluminación y emiten bajo otra longitud
de onda evitando ese ruido coherente.
2.4 propiedades ópticas
A continuación vamos a ver algunas de las propiedades ópticas
y limitaciones que presentan los sistemas formadores de imáge-
nes descritos anteriormente y que son la base de las técnicas de
microscopía convencional.
2.4.1 Límite de resolución espacial
Se puede demostrar que, bajo el criterio de Rayleigh [19], la
distancia mínima a la que dos puntos emisores de luz de igual
irrandiancia pueden estar separados en el plano focal objeto y






donde NA es la apertura numérica del sistema óptico, λ la lon-
gitud de onda de la luz y n el índice de refracción en el espacio






Según el criterio de Rayleigh podemos ver claramente que un
sistema óptico tendrá unas resoluciones lateral y axial máximas
que dependen directamente de la apertura númerica del sistema
óptico así como de la longitud de onda de la iluminación. La
máxima apertura númerica de los objetivos de microscopio en
aire es 1 y las longitudes de onda de la radiación utilizada en el
visible también están limitadas a unos valores máximos alrededor
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de los 500 nm. Es decir, es evidente que para incrementar las
resoluciones sin modificar la λ ni la NA necesitamos recurrir a
técnicas no convencionales.
2.4.2 Capacidad de seccionado óptico
Hasta ahora hemos analizado la capacidad teórica de forma-
ción de imágenes 3D de los sistema ópticos. Sin embargo, aunque
podamos generar estas distribuciones 3D en el espacio imagen
no se dispone actualmente de un sistema de registro 3D que
permita acceder simultáneamente a todos los puntos del espacio
imagen. Los sistemas de registro de imagen actuales tienen una
estructura esencialmente 2D y la captura de una distribución 3D
de intensidad se realiza típicamente tras un proceso de barrido
axial, capturando en cada paso una sección transversal de la
imagen. Una característica muy importante en la formación de
imágenes 3D es el contraste de las imágenes 2D proporciona-
das por el sistema para distintos planos transversales, ya que
la contribución de los planos desenfocados de la muestra sobre
el plano conjugado con el plano del sensor genera un ruido que
puede afectar de modo muy acusado a la imagen de la sección
enfocada. Una manera de estudiar la contribución de cada plano
desenfocado sobre el plano de foco consiste en evaluar la in-
tensidad total distribuida en cada sección transversal de la PSF
en irradiancia del sistema. A este parámetro lo denominaremos




|h(x, z)|2 d2x . (2.21)
Por otro lado, este parámetro puede estudiarse también analizan-
do el contenido espacio-frecuencial de esta PSF, que más adelante
analizaremos con detalle. Así, en el espacio reciproco de Fourier,





|h(x, z)|2 e−i2πuxe−i2πwzd2xdz , (2.22)
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donde u = (u, v) y w son las frecuencias laterales y axiales









P(z)e−i2πwzdz = P̃(w) , (2.23)
o, recíprocamente,
P(z) = H̃(0,−z) . (2.24)
Así pues, la transformada de Fourier del contenido de frecuencias
espaciales axiales de la PSF en irradiancia establece el trasvase
de energía entre los planos desenfocados y el plano de foco en
los sistemas de captura de imágenes 3D. La aptitud para recoger
la máxima proporción de la energía del campo luminoso del
plano en foco frente a la de planos desenfocados se denomina
capacidad de seccionado óptico. Nótese que cuanto más picada
sea esta intensidad integrada en torno al plano de foco (z = 0)
menor será este efecto de solapamiento de los planos desenfocados
y, por tanto, mayor será el seccionado óptico proporcionado por
el sistema. Por otro lado, a partir de la Ec. 2.24 se deduce que
cuanto mayor sea la anchura de la función H(0, w) mayor será la
capacidad de seccionado óptico del sistema considerado.
Ahora bien, en un sistema convencional las leyes de la física
nos dicen, por conservación de la energía, que la potencia trans-
portada sobre cada plano transversal de un punto objeto debe
ser constante. Así que podemos escribir,
Pconv(z) = P . (2.25)
o bien, en el dominio de Fourier,
Hconv(0, w) = P δ(w) . (2.26)
Así pues, la anchura de la función Hconv(0, w) es la mínima
posible. Concluimos, por tanto, que los sistemas convencionales
carecen completamente de seccionado óptico. Las técnicas que
estudiaremos en esta tesis mejoran esta capacidad, imprescindible
para poder realizar una reconstrucción adecuada de muestras
3D.
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2.4.3 Funciones de transferencia
En el anterior apartado hemos analizado el contenido de fre-
cuencias espaciales de la PSF en el espacio imagen pero única-
mente en la dirección axial. El estudio de la forma de la trans-
formada de Fourier 3D de la PSF es una manera alternativa de
analizar el efecto del sistema de formación de imágenes sobre la
estructura de las imágenes 3D. Para entender esta aproximación,
partiremos de las Ecs. 2.14 y 2.18, que representan la relación
entre las distribuciones del campo en el espacio objeto e imagen
a través de convoluciones con la correspondiente PSF. En primer
lugar, cuando el sistema de formación de imágenes funciona con
radiación coherente, la Ec. 2.14 conduce, tras una transformación
de Fourier, al resultado
õ′(u, w) = õ(Mu, M2w)Hc(u, w), (2.27)
donde Hc(u, w) = h̃(u, w). Así, el contenido frecuencial de la
distribución 3D de amplitudes en el espacio imagen es una ver-
sión escalada del contenido frecuencial de la amplitud del objeto
multiplicada por una función de transferencia Hc, que es la trans-
formada de Fourier de la PSF en amplitud del sistema. A esta
función se la denomina función de transferencia coherente (CTF,
del inglés coherent transfer function). Su estudio permite determi-
nar cómo se modifica cada una de las frecuencias espaciales de
la amplitud del objeto para generar la amplitud de la imagen.
Por otro lado, para sistemas de formación de imágenes incohe-
rentes, la Ec. 2.18 conduce a un resultado similar pero para las
distribuciones 3D de intensidad, es decir
Ĩ′(u, w) = Ĩ(Mu, M2w)H(u, w), (2.28)
donde H(u, w) es en este caso la transformada de Fourier de la
PSF en intensidad, |h(x, z)|2. Para estos sistemas, la función de
transferencia entre el contenido frecuencial de la distribución 3D
de intensidades en el espacio objeto y el espacio imagen ,H, se la
denomina función de transferencia óptica (OTF, del inglés optical
transfer function). Estrictamente, la definición de la OTF incluye
un factor de normalización que obviaremos aquí por simplicidad.
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Desde este punto de vista, es interesante definir la resolución
de un sistema óptico a partir de la extensión del soporte de la
función de transferencia, a la que llamaremos ancho de banda
frecuencial. Nótese que la determinación de la resolución de
un sistema en el espacio de Fourier no depende de la muestra
considerada si no que depende únicamente del sistema óptico.
A continuación presentaremos algunos resultados de estas fun-
ciones de transferencia asociadas a sistemas con diafragma de
apertura con soporte circular, que es el más común en microsco-
pía.
2.4.3.1 Función de transferencia coherente de sistemas con si-
metría de revolución
Para obtener la forma de la CTF en este tipo de sistemas,
recordaremos la definición de la PSF a partir de la transmitancia
p(xp) de su diafragma de apertura, considerando que éste estará
limitado por un soporte circular centrado en el eje de radio rp.





h̄(x̄, z̄)e−i2πūx̄e−i2πw̄z̄d2x̄dz̄ , (2.29)
donde hemos introducido las variables normalizadas, para dar















y donde por simplicidad de notación hemos expresado f = fLT.
Utilizando este cambio de variables podemos escribir la respuesta
impulsional del sistema de la siguiente manera,
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con w0 = 1/λ. Introduciendo esta última expresión en la Ec. 2.29
y realizando la integral pertinente [20], llegamos a








Figura 2.3: Representación de la función de transferencia coherente 3D
en un microscopio convencional en la que aparece explíci-
tamente la frecuencia de corte normalizada del sistema en
la dirección transversal (ρ0) y la ausencia de las frecuencias
axiales (salvo para w̄ = w̄0).
En la Fig. 2.3 se puede ver una representación de la ecuación
anterior en la que se aprecia que la CTF 3D es una superficie
definida por un casquete parabólico sobre el que se proyecta
transversalmente la forma de la función pupila del sistema óptico.
Así que una vez conocida la función pupila de un sistema óptico
podemos determinar directamente la resolución transversal de
éste. De este modo, la resolución transversal de un sistema viene
determinada por la máxima frecuencia espacial transmitida por
la función pupila.
Deshaciendo la normalización de las coordenadas realizada al
inicio, podemos determinar la frecuencia espacial de corte en un
sistema óptico coherente con simetría de revolución en torno al









Podemos ver que obtenemos la misma dependencia con la NA
y la λ que la predicha por el criterio de Rayleigh, teniendo en
cuenta la relación inversa entre la resolución y la frecuencia de
corte del sistema óptico.
En relación a la resolución axial, en la Fig. 2.3 podemos ver
como la funcion de transferencia coherente presenta una delta de
Dirac sobre el eje axial, lo que implica que los sistemas conven-
cionales formadores de imagen coherentes no poseen capacidad
de seccionado óptico de la muestra.
2.4.3.2 Función de transferencia incoherente de sistemas con
simetría de revolución
De forma análoga al subapartado anterior, expresamos la OTF
3D de un sistema óptico incoherente como la transformada de




|h̄(x̄, z̄)|2e−i2πūx̄e−i2πw̄z̄d2x̄dz̄ . (2.34)
Podemos expresar la PSF como el producto de la respuesta
impulsional coherente por su complejo conjugada
|h(x̄, z̄)|2 = h(x̄, z̄)h(x̄, z̄)∗ . (2.35)
y, a partir del teorema de la convolución podemos expresar la
OTF 3D como la autocorrelación (∗3) de la CTF 3D realizando la
transformada de Fourier a la Ec. 2.35, que es lo que expresa la
integral en Ec. 2.34
H̄(ū, w̄) = H̄c(ū, w̄)⊗3 H̄c(−ū,−w̄)∗ = H̄c(ū, w̄) ∗3 H̄c(ū, w̄) .
(2.36)
En la Fig. 2.4 podemos apreciar la autocorrelación de los dos
casquetes parabólicos enfrentados expresados en la Ec. 2.36. Con-
sideraremos a continuación el cáculo de la OTF 3D de un sistema
con difragma de apertura cuya transmitancia tenga simetría de
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Figura 2.4: Representación gráfica del proceso de la convolución de la
CTF 3D con su complejo-conjugada.
revolución. En ese caso, podemos expresar la autorrelación de la




P(ρ̄, α)δ(w̄ + αρ̄)dα , (2.37)

















es la proyección sobre el eje α del producto de las funciones
p̄(α, β) con simetría radial desplazadas una distancia ρ̄ a lo largo
de este eje. Resolviendo la integral de la Ec. 2.37 obtenemos una










En particular, considerando el caso habitual de un sistema ópti-
co con diafragma de apertura circular transparente, la función
P(ρ̄, α) vendrá dada por la proyección sobre el eje α del area
común de los dos circulos separados una distancia ρ̄. Mediante
un razonamiento puramente geométrico obtenemos [20]
























A partir de esta última expresión podemos extraer la frecuencia












)2 = 0 . (2.42)
De esta ecuación podemos determinar que la frecuencia de cor-
te del sistema en las coordenadas normalizadas vale ρ̄0 = 2.
Deshaciendo el cambio de las Ecs. 2.30, la frecuencia de corte





A la vista de este último resultado podríamos concluir que un
sistema formador de imágenes incoherente posee el doble de
resolución que un sistema coherente. No obstante, está afirmación
no es correcta. Para empezar, como puede verse en la Fig. 2.5(a),
los detalles más pequeños del objeto, es decir las frecuencias
más altas que aparecen radialmente más alejadas del centro de
la OTF, poseen menor peso que las frecuencias bajas situadas en
el centro geométrico de la OTF. Esto supone que las frecuencias
más altas tendrán menor contraste que las bajas. Por otro lado,
la CTF representa el espectro de la distribución de amplitudes,
en cambio, la OTF nos muestra el espectro de la distribución de
intensidades, por lo tanto no son directamente comparables.
A partir de la Ec. 2.37 es sencillo ver que aparece una dis-
continuidad infinita (tipo delta de Dirac) en el origen de las
frecuencias espaciales y que la función es nula en el resto de
las frecuencias axiales. En la Fig. 2.5(b) se puede apreciar una
representación bidimensional de la OTF 3D para v̄ = 0. En ella
vemos que existe una región cónica en torno a la dirección axial
dentro del cual las frecuencias espaciales que no se transmiten
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Figura 2.5: Representación de secciones de la OTF 3D en un sistema
con pupila circular transparente: (a) plano ū-v̄ (transversal);
y (b) plano ū-v̄. En la subfigura (a) se representa en color
naranja la circunferencia correspondiente a la frecuencia es-
pacial de corte en la dirección transversal, y en la subfigura
(b) el cono de pérdidas de las frecuencias espaciales en la
dirección axial.
por el sistema óptico. Esta región es conocida como cono de
pérdidas. Este cono de pérdidas es el que justifica la ausencia
de frecuencias axiales en el espacio imagen, y por lo tanto de
seccionado óptico, en un sistema convencional trabajando con
luz incoherente o con una respuesta incoherente de la muestra
debido a la fluorescencia de la misma.
2.4.4 Tiempo de captura.
La diversidad existente entre las distintas técnicas de micros-
copia es tal que los distintos tiempos de captura, procesado o
reproducción de la información procedente de la muestra puede
variar de forma notable. La velocidad en cada uno de estos proce-
sos puede no ser relevante si queremos estudiar la morfología de
materiales inertes. No obstante, el estudio de muestras biológicas
en movimiento requiere una técnica de captura de la información
suficientemente rápida como para poder discriminar entre las
distintas posiciones de la muestra biológica en su movimiento.
Hay que tener en cuenta que la captura digital de la informa-
ción en forma de fotones requiere un tiempo en el que los fotones
están impactando contra el sensor, otro tiempo para convertir la
información analógica en digital y otro tiempo para guardar esta
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información, lo cual impone un tiempo mínimo para el proceso
de registro. Por otro lado, para la formación de imágenes 3D,
típicamente se necesita un barrido tanto axial como lateral de la
muestra, de modo que el límite no solo viene dado por el sensor
si no por el sistema de barrido. Además, existe un límite físico
relacionado con el número de fotones mínimo necesario para que
la captura no esté afectada por el ruido. También hay que tener
presente que un tiempo de captura bajo implica menor número
de fotones de información y este aspecto será relevante a la hora
de elegir la técnica de captura ya que unas técnicas funcionan
mejor que otras con un número bajo de fotones.
Todo esto nos ha llevado a estudiar técnicas de microscopía
capaces de ejecutar sus procesos de captura, procesamiento digi-
tal y reproducción de la información 3D con la mayor velocidad
posible.
2.4.5 Profundidad de campo
Es conocido que, debido a la extensión de los elementos de
registro del sensor empleado para capturar la imagen (p.e., los
píxeles en un sensor digital), los sistemas presentan una cierta
tolerancia al desenfoque. Dicho de otro modo, la respuesta del
sensor a un punto conjugado exactamente con él es la misma
que si este punto se proyecta ligeramente desenfocado. Para que
esto ocurra, la mancha desenfocada del punto ha de ocupar una
extensión menor o igual al tamaño de los elementos del sensor.
Al intervalo axial en el espacio objeto en el que la imagen de
cualquier punto genera la misma respuesta que un punto en
foco se denomina intervalo de nitidez y su extensión se llama
profundidad de campo (DoF del inglés depth of field). El estudio
difractivo de la DoF de un sistema formador de imágenes es com-
pleja, pero optaremos aquí por dar una aproximación geométrica
que nos permita estimar este parámetro aproximadamente.
Consideraremos un sistema afocal-telecéntrico como el de la
Fig. 2.6, ya que es el tipo de arquitectura que estudiaremos en
este trabajo por su capacidad de registro de imágenes 3D, como
ya hemos comentado. Además, tomaremos como plano objeto
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conjugado con el sensor el plano focal objeto del primero de
los subsistemas, ya que es así como trabajan óptimamente los
microscopios que funcionan con objetivos corregidos al infinito.
Realizaremos por simplicidad un análisis 1D, suponiendo un



















Figura 2.6: Esquema empleado en el cáculo de la DoF proporcionado
por un sistema afocal-telecéntrico. Suponemos un tamaño
de los elementos de sensor c, cuya antiimagen en el espacio
objeto tendrá una extensión c̃.
Analizaremos el sistema en el espacio objeto, estudiando qué
puntos axiales O1 y O2 proyectan sobre la antiimagen del píxel
(cuyo tamaño denotaremos por c̃) una zona iluminada del mismo
tamaño que dicha antiimagen. A partir de la igualdad de los








donde z1 es la distancia del foco objeto del primer subsistema
Lob a O1 y rp representa, de nuevo, el radio del diafragma de
apertura. Si tenemos en cuenta la relación de conjugación entre







siendo M el aumento del sistema afocal. Combinando estas dos





donde NA es la apertura numérica del primer subsistema. Repi-
tiendo el mismo razonamiento para O2 se obtiene z2 = −z1, lo
que muestra que el intervalo de nitidez en estos sistemas es simé-
trico respecto del plano de enfoque. Finalmente, la DoF vendrá
dada por




En la Fig. 2.7 podemos apreciar la diferencia entre una captura
realizada con un sistema óptico con una profundidad de campo
reducida, a la derecha, y otra con una profundidad de campo
mayor, a la izquierda. Para la realización de estas capturas se
utilizó un objetivo fotográfico con diafragma variable. Se fijaron
las posiciones de la escena y del sistema óptico. Cerrando el
diafragma se capturó la imagen de la imagen de la izquierda,
ya que al cerrar el diafragma estamos reduciendo el tamaño de
la lente efectiva del objetivo y con esto la NA de éste, lo que
aumenta la DoF. De forma análoga se capturó la imagen de la
derecha con el difragma del objetivo abierto.
Figura 2.7: Imágenes ejemplo capturadas con un sistema óptico con
poca profundidad de campo (derecha) y otra con mayor
DoF (izquierda).
Para mostrar el efecto de la profundidad de campo se utilizó
un objetivo fotográfico, pero cabe matizar que típicamente los
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objetivos de microscopio tienen aperturas numéricas altas que
hacen que la profundidad de campo sea bastante reducida (del
orden de decenas de micras a cientos de nanómetros).

3
M I C R O S C O P Í A P O R
I L U M I N A C I Ó N E S T R U C T U R A DA
( S I M )
3.1 introducción
Una de las características principales que definen la micros-
copía convencional se refiere al tipo de iluminación sobre la
muestra. En cualquier microscopio convencional, la muestra se
ilumina uniformemente. En el caso particular en el que se ilumina
una muestra fluorescente, esta iluminación uniforme produce la
excitación homogénea de los fluoroforos contenidos en la mues-
tra. Cada fluoroforo de la muestra actuará como emisor puntual,
una vez haya emitido la energía en forma de fotón debido al
decaimiento de los niveles energéticos.
La microscopía por iluminación estructurada (SIM, como ya
abreviamos en el capítulo anterior) no cumple este principio y
por tanto no pertenece a las técnicas de microscopía inscritas
dentro del marco de la microscopía convencional. En esta técnica,
la muestra se ilumina mediante un patrón estructurado. Este
procedimiento permite codificar información de altas frecuencias
espaciales de la muestra en bajas frecuencias espaciales. Así es
posible capturar frecuencias espaciales del objeto tales que el
microscopio convencional no sería capaz de detectar debido al
límite en resolución transversal marcado por la difracción de la
luz como ya vimos en el apartado 2.4.1. Esta técnica requiere
capturar una serie de imágenes y aplicar un algoritmo de re-
construcción antes de poder obtener la imagen final con aquellas
frecuencias altas que el microscopio convencional no es capaz
de capturar. De este modo, esta técnica nos permite obtener imá-
genes que pueden llegar a mejorar la resolución transversal en
un factor 2 respecto de un sistema convencional con los mismos
elementos ópticos. Por otro lado, esta técnica también posee la
capacidad de obtener seccionado óptico de la muestra aunque
en muchos casos en una configuración en la cual el aumento
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en resolución transversal está limitado. Como ya vimos, los mi-
croscopios convencionales carecen de la capacidad de obtener
seccionado óptico.
En este bloque estudiaremos los procedimientos necesarios
para implementar esta técnica tanto teórica como experimental-
mente. Para este fin se irá realizando un desarrollo de la técnica
partiendo de los conceptos más simples. Una vez introducidas
todas las propiedades y conceptos necesarios para entender en
profundidad las ventajas que esta técnica nos puede proporcionar
se analizarán los avances innovadores que hemos conseguido,
tales como un nuevo algoritmo para la determinación precisa del
desplazamiento del patrón, el aumento de contraste en el patrón
de iluminación o la creación de una nueva técnica de microscopía
capaz de conseguir seccionado óptico y aumentar en un factor 2
la resolución lateral del microscopio simultaneamente.
3.2 sistema de iluminación
Para empezar vamos a estudiar el proceso de iluminación de
la muestra. Como ya se ha comentado, la iluminación se produce
mediante un patrón estructurado. La forma más habitual consiste
en generar un patrón transversal de perfil cosenoidal en amplitud
mediante la interferencia de una serie de ondas planas coherentes
entre sí tanto temporal como espacialmente. Típicamente la vía
para generar este patrón cosenoidal es la de hacer interferir dos
ondas planas con distinta inclinación respecto del eje óptico del
sistema [21-23]. En este caso, la interferencia de las dos ondas
planas genera un patrón de iluminación cosenoidal en los planos
transversales al eje óptico del sistema.
Otra alternativa utilizada es la de generar tres ondas planas con
distinta inclinación [24, 25]. En esta configuración dispondremos
de las dos ondas descritas anteriormente y adicionalmente otra
onda plana que viaje en la dirección del eje óptico. En este
caso tendríamos el patrón cosenoidal transversal al eje óptico
descrito anteriormente y, además, una modulación axial con otro
patrón cosenoidal. Esta modulación axial se emplea para obtener
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seccionado óptico adicional y mejora de la resolución lateral de
la muestra.
Existe otro método alternativo que emplea iluminación estruc-
turada para obtener seccionado óptico de la muestra por medio
de la proyección incoherente de un patrón de iluminación. No
obstante, este tipo de iluminación no es un patrón de iluminación
cosenoidal en amplitud sino en intensidad, lo que lo convierte
en un sistema de iluminación estructurada completamente dis-
tinto al que usaremos en este trabajo. El modelo de microscopio
Apotome R© perteneciente a la empresa Zeiss sigue este concepto
de iluminación incoherente. Este microscopio comercial tiene la
capacidad de generar la imagen de una red de difracción sobre la
muestra que hace que este tipo de técnica posea seccionado ópti-
co. Sin embargo, esta técnica no tiene la capacidad de aumentar
la resolución transversal del microscopio. Otra de las limitaciones
que posee es la poca flexibilidad a la hora de elegir la frecuencia
de modulación del patrón de iluminación, ya que al estar gene-
rando la imagen de un objeto determinado, (una serie de rendijas
separadas periódicamente), solo es posible cambiar la frecuencia
de modulación del patrón cambiando el objeto que se utiliza
para generar el patrón. En concreto este microscopio dispone de
3 tests con diferente período [26]. Sin embargo este método es
distinto tanto en la práctica como en su concepto de la técnica
que vamos a analizar. En este documento nos vamos a ceñir a
la primera alternativa en la cual consideraremos únicamente un
patrón puramente cosenoidal en una dirección transversal al eje
óptico y constante e infinitamente extenso en la dirección del eje
óptico (es decir, sin modulación axial) mediante la interferencia
de un par de ondas planas.
Para la generación de las ondas planas que se van a utilizar
para producir el patrón de iluminación estructurada cosenoidal
también existen diferentes métodos. A continuación vamos a
describir el método utilizado comúnmente para generar estas
dos ondas planas coherentes entre sí. Este método emplea una
red de difracción unidimensional. Si se ilumina esta red mediante
un haz colimado dispondremos de una serie de ondas planas
con diferentes direcciones y coherentes entre sí tras atravesar
la red, donde el ángulo que forman cada par de ondas planas
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contiguas depende del período de la red de difracción. Dado
que en este método SIM necesitamos únicamente dos ondas
planas, típicamente se utilizan los órdenes +1 y -1 de la red, entre
otras cosas por ser los órdenes simétricos con mayor peso en
intensidad. Para ello se bloquea mecánicamente el orden cero
tras la red de difracción y los órdenes superiores se extraen
fuera del sistema haciendo uso del tamaño finito de la pupila del
objetivo de microscopio.
Consideremos, por tanto, una red de difracción unidimensional
iluminada por una onda plana monocromática paralela al eje






i2π np x , (3.1)
siendo cn los coeficientes de peso para cada uno de los órdenes
de la red, p el período de la red y donde, por simplicidad, hemos
elegido la modulación de la transmitancia en la dirección del eje
OX. El campo 3D difractado por este objeto puede calcularse,
como ya se introdujo en el capítulo anterior, como

















p x , (3.2)
siendo z la distancia de propagación desde la red. Esta dis-
tribución de amplitudes se proyectará a través del sistema de
iluminación del microscopio sobre el espacio de la muestra. Este
sistema, como hemos indicado, bloquerá todos los órdenes del
sumatorio anterior excepto los correspondientes a n = ±1. El
caso más habitual en fluorescencia es considerar un sistema de
iluminación afocal constituido por una primera lente L1, de focal
f1 y con la red sobre su plano focal objeto, y el propio objetivo
del microscopio. A partir de los resultados del capítulo anterior,
se deduce que, siempre que la frecuencia fundamental u0 = 1/p
de la red quede por debajo de la frecuencia de corte coherente












Mil p , (3.3)
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donde se han omitido factores de fase irrelevantes para el resul-
tado que buscamos y donde Mil = fob/ f1. En el caso en que la
transmitancia de la red de difracción sea real y centrosimétrica,
algo que suele ser habitual, los pesos de los órdenes simétri-
cos respecto del orden cero cumplirán c+n = c−n. Con todo, la
distribución de amplitudes en el espacio de la muestra queda










Así, la distribución de intensidades del patrón de iluminación
cosenoidal proyectado sobre el espacio de la muestra del micros-
copio será,











Por lo tanto mediante este procedimiento proyectamos un patrón
cosenoidal sobre la muestra del microscopio cuya frecuencia
depende exclusivamente de la frecuencia de la red y del aumento
producido por el sistema de iluminación. En la fig. 3.1 se puede
apreciar una ilustración del sistema de iluminación que se ha
estudiado en este apartado.
 Lente  L1
Objetivo de 
microscopio 




Figura 3.1: Esquema del sistema de iluminación en un sistema SIM
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3.3 sistema de colección
A continuación pasamos a estudiar la respuesta del sistema al
iluminar la muestra con un patrón estructurado. La iluminación
coherente excitará cada uno de los fluoroforos de la muestra
fluorescente. De este modo tendremos que la luz emitida in-
coherentemente por la muestra es debida a la iluminación de
un patrón cosenoidal puro. Así que, la respuesta de la muestra
compuesta por una distribución de fluoroforos O(x, z), será de la
siguiente forma
Iill(x, z) = S(x, z) ·O(x, z) , (3.6)
siendo S(x, z) la distribución de intensidades del patrón de ilumi-
nación. La imagen de Iill por medio del sistema afocal telecéntrico
que constituye el microscopio, proporcionará una distribución

















⊗3 hinc(x, z) . (3.7)
donde la PSF 3D del sistema de colección en irradiancia viene
dada por hinc(x, z) = |h(x, z)|2, como vimos en el apartado 2.4.3,
y el aumento del microscopio M = − fLT/ fob es el definido en el
capítulo anterior. En la Fig. 3.2 se puede apreciar una ilustración
del sistema de colección.
Para poder analizar las características más relevantes de es-
tas expresiones matemáticas, vamos a movernos del espacio de
posiciones a su espacio recíproco de frecuencias, realizando la
transformada de Fourier de esta última expresión. Así, el espectro
de frecuencias de dicha distribución será,
Ĩ(u, w) =
[
S̃(Mu, M2w)⊗3 Õ(Mu, M2w)
]
· H(u, w) , (3.8)
siendo H(u, w) la OTF del sistema. En el caso en el que la ilu-
minación sea uniforme, lo que tendremos será la convolución
de una delta de Dirac centrada en el origen, con el espectro de
frecuencias del objeto recortado por la extensión frecuencial per-
mitida por la OTF. Es decir, tenemos la información obtenida










Figura 3.2: Esquema del sistema de captura en un sistema de Micros-
copía por Iluminación Estructurada
por un microscopio convencional en el que la máxima frecuencia
espacial del objeto que somos capaces de capturar nos la limita
la OTF del sistema. En cambio, si aplicamos la iluminación de
un patrón puramente cosenoidal, como el descrito en la Ec. 3.5
del apartado anterior, tendremos la siguiente expresión,













Õ(Mu−, Mv, M2w) +
1
2
Õ(Mu+, Mv, M2w) ,
(3.9)
donde u± = u± 2pMMil . Así, el contenido espectral en el espacio
imagen vendrá dado por
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donde A = 2Mil p . En esta última expresión podemos ver clara-
mente diferenciados tres términos. El primero de ellos nos da
información de las frecuencias del objeto centradas en el origen
y limitadas por la OTF del sistema igual que tendríamos en un
microscopio convencional. Aparte, tenemos otros dos términos
desplazados simétricamente del orden cero que acabamos de
describir. Estos términos nos dan información de las frecuencias
espaciales del objeto desplazadas proporcionalmente a la frecuen-
cia del patrón de iluminación, también limitadas por el soporte
finito de la OTF del sistema.
Es evidente que en esta situación tenemos mayor información
de los detalles de la muestra que en el caso convencional, pero
está entremezclada. Necesitamos poder extraer la información
del objeto por partes, y para ello necesitamos encontrar un pa-
rámetro que varie dichas componentes y así generar un sistema
de ecuaciones compatible determinado. A partir de ahora, los
términos F0, F−1, F+1 indicados en la Ec. 3.10 se denominarán
componentes de Fourier o frecuenciales en la imagen SIM.
3.4 método de reconstrucción
3.4.1 Descomposición de las componentes
Para poder aislar las componentes que están entremezcladas
una solución es emplear técnicas de corrimiento de fase. Supon-
gamos que tenemos la capacidad de introducir un desfase o
desplazamiento de la fase del patrón de iluminación cosenoidal
de manera controlada. En este caso, la distribución de amplitudes
del patrón adquiriría la siguiente forma,
Si(x, z) ∝ 1 + cos (2πAx + φi) , (3.11)
siendo φi el desfase introducido al patrón original con una fase
inicial nula. Reproduciendo el análisis ejecutado anteriormente,
en el espacio de Fourier, sobre el sensor tendremos una distribu-
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ción de intensidades debidas a la emisión de los fluoroforos cuya
transformada de Fourier tiene la siguiente forma,




F−1(u, w)e−iφi + F+1(u, w)eiφi
]
. (3.12)
A partir de esta útima expresión podemos ver que una captura
nos proporciona una ecuación en la que aparecen las 3 compo-
nentes frecuenciales, las cuales podemos considerar como las 3
incógnitas del sistema de ecuaciones. Modificando el valor de φi
tres veces realizaremos el primer paso para conseguir un sistema
de ecuaciones. La modificación de esta fase no es más que el des-
plazamiento lateral del patrón de iluminación. Dado que tenemos
la capacidad de imponer el desfase deseado, la elección de este
desplazamiento la realizaremos eligiendo valores que simplifi-
quen el cálculo matemático. Para ello elegimos un valor simétrico
del desplazamiento a partir de una fase inicial nula, es decir, que
los tres desfases introducidos serán φ1 = −φ, φ2 = 0, φ3 = φ.
Con todo esto, la distribución de frecuencias espaciales en el
espacio imagen debida a cada uno de los desplazamientos del
patrón mencionado en este párrafo quedarán de la siguiente
forma






















Podemos reescribir este sistema de ecuaciones en su expresión















Con el sistema en su forma matricial buscamos las soluciones
mediante la regla de Cramer. Para ello primero calculamos el de-
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terminante de la matriz de coeficientes del sistema de ecuaciones,
det{R} = i sin φ (1− cos φ) , (3.15)
de donde podemos extraer que los valores que anulan el de-
terminante del sistema no cumplen las condiciones para que
el sistema sea compatible determinado y por lo tanto debemos
descartarlas. Según este razonamiento los valores φ = nπ, con n
cualquier numero entero, dan lugar a un sistema de ecuaciones
sin solución única. Podemos hacer un razonamiento sencillo so-
bre esta conclusión: en el caso en el que eligieramos un desfase
de π, estaríamos realizando el mismo desplazamiento tanto en la
primera captura como en la última, lo que nos proporcionaria un
sistema de 3 incógnitas con 2 ecuaciones, que corresponde a un
sistema compatible indeterminado. Teniendo en consideración
todo esto, podemos escribir la solución al sistema de ecuaciones
de la siguiente forma,
F−1 =
Ĩ−φ(e−iφ − 1) + Ĩ02i sin φ + Ĩφ(1− eiφ)
2i sin φ(1− cos φ)
F0 =
Ĩ−φ − Ĩ02 cos φ + Ĩφ
2(1− cos φ)
F+1 =
Ĩ−φ(1− eiφ) + Ĩ02i sin φ + Ĩφ(e−iφ − 1)
2i sin φ(1− cos φ) .
(3.16)
Estas son las soluciones generales al sistema de ecuaciones plan-
teado para cualquier valor de φ 6= nπ. En este punto tenemos la
información frecuencial del objeto separada en las tres componen-
tes. Esto se puede ver a partir de la definición de las componentes
en la Ec. 3.10, cuya expresión es
F0(u, w) = Õ(Mu, M2w) · H(u, w)
F±1(u, w) = Õ
(
M(u± Â), Mv, M2w
)
· H(u, w) ,
(3.17)
cuya transformada de Fourier la podemos escribir como sigue,



















⊗3 hinc(x, z) ,
(3.18)
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siendo Â = AM la frecuencia de modulación del patrón cosenoidal
de iluminación escalada por las características del sistema óptico
en el espacio de posiciones. Podemos analizar este resultado
desde el espacio de posiciones o bien desde el de frecuencias.
Desde el punto de vista del espacio de posiciones, tenemos
una componente (F̃0) que nos proporciona la información que
obtendríamos en un microscopio convencional. Adicionalmente,
tenemos otras dos componentes afectadas por un factor de fase
lineal (F̃±1). Volviendo al espacio de frecuencias en la Eq. 3.10,
resulta más sencillo de visualizar que lo que tenemos es una
componente frecuencial limitada por la extensión frecuencial
de la OTF del sistema. Adicionalmente, otras dos componentes,
también limitadas por la extensión frecuencial de la OTF, pero
en este caso el origen de esta información, es decir, las mínimas
frecuencias del objeto, no se posicionan en el centro de la OTF del
sistema sino que aparecen desplazadas debido a ese factor de fase
lineal que vemos en las expresiones en el espacio de posiciones.
Este desplazamiento del origen de frecuencias del objeto, hace
que, en una dirección determinada, desaparezcan frecuencias
en un sentido pero en el sentido contrario aparecen frecuencias
del objeto mayores a las que teníamos en el orden cero. De este
modo tenemos 3 componentes espectrales de Fourier separadas
y desplazadas respecto de su posición original debido al factor
de fase lineal introducido por el patrón de iluminación, como se
ve en la Fig. 3.3.
En este punto disponemos de la información de altas frecuen-
cias del objeto separada por componentes. A continuación vere-
mos el procedimiento necesario para componer esta información
y obtener el resultado final deseado en el que conseguiremos
ver detalles en la muestra imperceptibles con un microscopio
convencional.
3.4.2 Reconstrucción de la información frecuencial
La recuperación del contenido de frecuencias espaciales de
la muestra a partir de las imágenes Ii(x, z) se realiza convencio-
nalmente tras un procesado digital [24]. En primer lugar, para
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-1  0 +1
Figura 3.3: Componentes frecuenciales. De izquierda a derecha, ejem-
plo de representación de las componentes frecuenciales F−1,
F0 y F+1 en el plano w = 0. Por motivos gráficos, el patrón
estructurado se ha implementado a 45o del eje OX.
eliminar los efectos de borde en la la estimación de sus trans-
formadas de Fourier, cada imagen se multiplica por una ventana
apodizadora (típicamente una función coseno centrada con pe-
riodo igual a la mitad de la anchura de estas imágenes). Tras
la transformada de Fourier digital sobre las imágenes apodiza-
das, se resuelve el sistema de ecuaciones 3.13 y se estiman las
componentes F′i (u, w).
Para compensar el desplazamiento producido por el patrón de
iluminación y posicionar cada una de las frecuencias espaciales
en su posición correcta tenemos dos maneras de entenderlo.
La primera forma de interpretarlo es considerando el espectro
de frecuencias del objeto recortado por la OTF del sistema pero
desplazada en cada caso a la posición determinada por el período
del patrón de iluminación, representado esquematicamente en la
Fig. 3.4.
La otra forma de verlo es a partir de las componentes repre-
sentadas en la Fig. 3.3. Podemos recolocarlas de forma que el
origen de frecuencias coincida en la misma posición en las tres
componentes como se puede apreciar en la Fig. 3.5. En definitiva
estamos haciendo lo mismo, en un caso estamos desplazando
el espectro de frecuencias dejando fija la OTF y en el otro caso
desplazamos la OTF dejando fijo el espectro de frecuencias.
No obstante, falta tener en consideracion un aspecto más. El
hecho de que la OTF del sistema no es una función uniforme hace
que haya que tenerlo en cuenta a la hora de obtener el resultado
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Figura 3.4: Representación esquemática de la reconstrucción de la in-
formación frecuencial (en el plano w = 0) de un sistema
SIM considerando la distribución frecuencial del objeto
recortada por la OTF desplazada.
final. Para solucionar este inconveniente es necesario aplicar un
filtro de Wiener con una OTF estimada del sistema Ĥ(u, w),
realizando una desconvolución de cada una de las componentes.
Por otro lado, los picos de intensidad que corresponden a la
frecuencia central del espectro de las muestras convencionales
presentan una intensidad desproporcionadamente alta frente al
resto de la energía distribuida en cada componente. Este efecto
limita fuertemente el contraste y genera patrones de franjas
residuales en las reconstrucciones obtenidas. Para mejorar este
aspecto se aplica un filtro tipo “notch” N(u, w) (generalmente en
forma de dos funciones gaussianas invertidas sobre los órdenes
±1) que reduce esta distorsión. Finalmente, para evitar los efectos
de borde en la transformada de Fourier inversa que reconstruye la
imagen de la muestra, se vuelve a aplicar una función apodizante
con una extensión igual a la del soporte de la OTF extendida,
Ĥext(u, w). De esta forma podemos escribir la reconstrucción
48 microscopía por iluminación estructurada (sim)
Figura 3.5: Representación esquemática en el plano w = 0 de la re-
construcción de la información frecuencial de un sistema
SIM considerando las componentes frecuenciales F−1, F0 y
F+1 cada una en su posición determinada por el período
de modulación del patrón de iluminación.







Ĥ∗(u, w)F′i (u, w)
|Ĥ(u, w)|2 + W2
⊗3 δ(u− iÂ, v, w)
]
N(u, w)Ĥext(u, w) .
(3.19)
El parámetro W es el coeficiente ajustable del filtrado de Wiener.
Hay que reseñar que la convolución con la delta de Dirac que
aparece en esta última expresión, no es más que el reposiciona-
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miento correcto de las componentes explicado al principio del
apartado.
3.4.3 Aumento de resolución isótropo
Cabe decir que todo el análisis realizado en este capítulo ha
sido considerando las variaciones de intensidad del patrón de
iluminación en una única dirección. Esto repercute en un au-
mento en la resolución de la imagen final únicamente en dicha
dirección. Para generar una reconstrucción final cuyo incremento
en resolución sea isótropo habría que repetir el proceso rotan-
do la proyección del patrón sobre la muestra para cada uno de
los ángulos entre 0o y 90o. No obstante, este proceso requeriría
un tiempo y necesidad de procesamiento muy elevados. En la
práctica, realizando este proceso con tres rotaciones del patrón
separadas angularmente equidistantes (-60o, 0o, 60o) se rellena
la OTF sintética prácticamente por completo1. Así, podemos es-
cribir las distintas orientaciones del patrón de iluminación de la
siguiente forma
Sji(x, z) ∝ 1 + cos
(
2πAj · x + φi
)
, (3.20)
donde ahora, el vector Aj no solo contiene la información de la
frecuencia |Aj| = A de modulación del patrón de iluminación,
sino que además nos indica la orientación de dicho patrón. Por
tanto el proceso de reconstrucción proporcionado por la Ec. 3.19











⊗3 δ(u− iÂj, w)
]
N j(u, w)Ĥ jext(u, w) .
(3.21)
1 Es muy importante diferenciar entre el desfase del patrón de iluminación en el
cual se desplaza este patrón en la misma dirección en la que se genera el patrón,
y entre la rotación del patrón sobre la muestra en la cual va cambiando el
ángulo que forman entre la dirección del patrón y el eje x. Para mayor claridad,
a lo largo del trabajo, los ángulos relativos al desplazamiento del patrón se han
escrito en radianes y los relativos a la rotación del patrón en grados.
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donde N representa el número de direcciones del patrón con-
sideradas. Cabe precisar que todo el análisis realizado en este
capítulo está sujeto al conocimiento exacto del desplazamiento de
fase del patrón. Una determinación errónea del desplazamiento
del patrón produce irregularidades en la reconstrucción final
generando un resultado con pérdida de contraste y resolución.
Además, las soluciones no serán correctas y, por ello, el espectro
estimado obtenido del objeto no se corresponderá con su espec-
tro real. En el siguiente capítulo presentaremos un método para
determinar con precisión el desplazamiento de fase del patrón
de iluminación a partir de las imágenes del objeto iluminado por
el patrón y sin ningún conocimiento previo de las características
del sistema óptico de captura.
4 E S T I M A C I Ó N D E LC O R R I M I E N TO D E FA S E
4.1 motivación
En el anterior capítulo hemos visto, de una forma teórica, el
proceso completo de la técnica SIM. El desfase introducido en
el patrón de iluminación se realiza, típicamente, mediante un
proceso mecánico. Para ello es habitual desplazar, ortogonalmen-
te al eje óptico del sistema, el elemento utilizado para generar
el patrón cosenoidal utilizando un motor con desplazamiento
de precisión. Es evidente que este movimiento mecánico ha de
tener un intervalo de incertidumbre por el mero hecho de ser un
movimiento discreto y no continuo. Para conseguir un resultado
final satisfactorio en el que las componentes frecuenciales (F0,
F−1 y F+1) estén perfectamente separadas, es esencial una deter-
minación precisa del desplazamiento de fase del patrón ya que,
en caso contrario obtendríamos un resultado erróneo.
Existen en la literatura, diferentes métodos para determinar el
desplazamiento de fase del patrón de iluminación, incluso sin
conocer de antemano las características del sistema óptico. Shroff
et al. [27] propusieron un método que se basaba en la medida de
la fase en los picos secundarios del espectro de frecuencias de las
imágenes elementales, es decir, en las transformadas de Fourier
de las imágenes capturadas con el objeto iluminado por el patrón
con sus diferentes desfases. Llamaremos a este método: Medida
de la Fase en los Picos (MFP). Este método, aunque es robusto y
rápido, produce errores superiores al 10 % cuando los desplaza-
mientos del patrón son pequeños y, mucho más importante, tiene
poca precisión en la determinación del desplazamiento cuando
la frecuencia de modulación del patrón es igual o superior al
85 % de la frecuencia de corte determinada por la OTF del sis-
tema. Esto limita el aumento en resolución alcanzable ya que
para obtener un aumento en resolución del 100 %, respecto de
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un sistema convencional con los mismos elementos ópticos, es
necesario que la frecuencia de modulación del patrón de franjas
coincida con la frecuencia de corte del sistema. Para resolver es-
tos inconvenientes Wicker et al. propusieron un método capaz de
determinar el desplazamiento de fase incluso cuando los picos
de las componentes frecuenciales no eran visibles claramente
[28]. Este método consiste en minimizar la correlación cruzada
entre las componentes capturadas cambiando iterativamente la
fase estimada. Sin embargo, dado que se basa en el cálculo de
correlaciones cruzadas de los espectros de frecuencias, es un
método muy lento en el que el tiempo de computación se incre-
menta considerablemente. Lamaremos a este método: Método
de la Correlación Cruzada (MCC). Para intentar disminuir el
tiempo de procesado, Wicker [29] propuso una alternativa a su
método anterior en un único paso pero los resultados dejaban
de ser tan precisos especialmente en condiciones en las que el
número de fotones detectados es bajo o baja relación señal-ruido.
A continuación vamos a presentar un innovador método para
detectar el desplazamiento de fase del patrón de iluminación
[30-32].
4.2 análisis teórico
Para una determinación precisa del desplazamiento de fase
del patrón de iluminación, en primer lugar consideraremos que
la fase introducida por el desplazamiento del patrón es desco-
nocida. Tras la captura de la imagen del objeto iluminado con
el patrón cosenoidal, se realiza su transformada de Fourier y se
determinan las posiciones de los picos de las componentes -1, 0
y +1. A continuación se varía la fase en la Ec. 3.16 hasta obtener
la fase real. Para la determinación de la fase real se utilizará un
método al que llamaremos Diferencia en la Intensidad de los
Picos Normalizada (DIPN). Hay que tener en mente que hasta
el momento estamos estudiando el procedimiento considerando
una única dirección en la proyección del patrón y que, por tanto,
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así solo estaremos aumentando la resolución en la dirección de
desplazamiento del patrón.
Consideremos un sistema SIM como el descrito en el Cap.3.
Para ilustrar este proceso simularemos la formación de imágenes
en un SIM utilizando una imagen 2D de un test de resolución
USAF 1951 R©.
(a) (b) (c)
Figura 4.1: (a) Test USAF 1951 R© empleado en (b) para la simulación
de la distribución de intensidades de una imagen 2D cap-
turada en un SIM y (c) su transformada de Fourier en la
que se aprecia el origen de frecuencias de los órdenes -1, 0
y +1. De nuevo, se ha supuesto una modulación a 45o de la
dirección horizontal. Por simplicidad, se ha tomado M = 1.
En las subfiguras Fig. 4.1(a) y Fig. 4.1(b) podemos ver la simula-
ción del test en el espacio objeto y la distribución de intensidades
en el espacio imagen sobre el plano del sensor de este test de
resolución.
Típicamente el espectro de frecuencias de cada una de las
imágenes capturadas tiene 3 picos claramente diferenciados, que
corresponden a la frecuencia u = 0 del objeto. Llamamos imagen
elemental a cada una de las imagenes capturadas del objeto
iluminado por el patrón con distintos desplazamientos de fase.
En la subfigura 4.1(c) mostramos la transformada de Fourier de
la imagen elemental que aparece en la subfigura 4.1(b). En ella
se aprecian el origen de frecuencias de cada uno de los órdenes
que caen dentro del soporte compacto de la OTF del sistema.
Recordando y apoyándonos en la Ec. 4.1
54 estimación del corrimiento de fase









Mu + A, Mv, M2w
)




podemos ver que cada uno de los picos de la imagen se corres-
ponde con el origen de frecuencias espaciales de los distintos
términos de la ecuación. Es decir, el pico central representa las
frecuencias más bajas correspondientes al primer termino de la
Ec. 4.1. A medida que nos alejamos radialmente del pico cen-
tral nos estamos desplazando a frecuencias superiores de este
término . Lo mismo ocurre si nos posicionamos en los picos
adyacentes, cada uno tiene la información de bajas frecuencias
del objeto, y estas frecuencias aumentan a medida que nos aleja-
mos radialmente. Podemos relacionar la posición de cada uno de
estos picos con la frecuencia de modulación del patrón de ilumi-
nación a partir de las coordenadas dadas por el vector pjm = mÂj,
siendo m = (−1, 0, 1). Un proceso ilustrativo de la medida de
las posiciones de los picos de cada componente a partir de las
imagenes elementales está representado en la Fig. 4.2
En un proceso experimental típico se capturan tres imágenes
(para cada posición axial de registro) con diferente fase en el
patrón de iluminación φ = (−α, 0, α), donde el valor de la fase
α es desconocido. A continuación resolvemos nuestro sistema
de ecuaciones de la Ec. 3.14 pero teniendo en cuenta que no
conocemos el valor del desplazamiento, por tanto consideramos
un valor arbitrario α′ del desfase entre los distintos patrones
cosenoidales φ′ = (−α′, 0, α′), al cual llamaremos estimación del
desplazamiento de fase del patrón. Así que la Ec. 4.2
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Figura 4.2: Esquema del algoritmo. Ilustración de la medida de la
posición de los picos de las componentes a través de la






















nos proporcionará una estimación de las soluciones. Esta estima-
ción solo será igual a la solución real cuando la fase estimada
sea igual a la fase real α′ = α. En este caso las 3 componentes
del espectro estarán perfectamente aisladas y por tanto cada una
de las componentes solo tendrá un pico correspondiente a la
mínima frecuencia espacial proveniente del objeto. Atendiendo
a este razonamiento y apoyandonos nuevamente en la Fig. 4.2,
podemos calcular las intensidades del pico de cada una de las
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componentes y sus residuos, es decir, la intensidad del pico de la
componente que se está desligando, como sigue 1
impico =
∣∣∣F̂jm (u = mÂj)∣∣∣2 , (4.3)
imresi =
∣∣∣F̂jm (u = −mÂj)∣∣∣2 , (4.4)
donde F̂jm son las soluciones estimadas proporcionadas por la Ec.
4.2. En ellas m puede tomar típicamente 3 valores m = (−1, 0, 1),
no obstante en el análisis que vamos a realizar haremos uso
exclusivamente de m = ±1, que son los valores que se corres-
ponden con las componentes de alta frecuencia. Además dado
que ambas componentes son completamente simétricas, veremos
que puede ser suficiente con aplicar el método DIPN para una
de ellas únicamente.
Introduciendo una fase estimada en la Ec. 3.10 y resolviendo
el sistema, por ejemplo, mediante la regla de Cramer, obtenemos











2i sin α′(1− cos α′) ,
(4.5)
donde, recordemos que, α representa los valores reales del des-
plazamiento del patrón, y que aparecen dentro de las imágenes
capturadas Ĩ, y α′ representa las estimaciones del desplazamiento
del patrón de iluminación. Introduciendo ahora las expresiones
de las intensidades reales proporcionadas por cada una de las
capturas expresadas en la Ec. 3.13, obtenemos una expresión para






[i sin (α− α′) + i sin α′ − i sin α]






[−i sin (α + α′) + i sin α′ + i sin α]
2i sin α′(1− cos α′) ,
(4.6)
1 Por simplicidad de notación, obviaremos en este capítulo la dependencia de
las funciones en la frecuencia axial w.
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donde tenemos una combinación de fases reales y fases estimadas
que harán que F̂+1(u) solo sea la exacta cuando la fase estimada
sea igual a la fase experimental. Podemos observar que en esta
componente no existe contribución de la componente cero a la
solución independientemente de los valores del desplazamineto
de fase. Definimos ahora una función que nos proporcione la
diferencia en la intensidad de los picos normalizada (DIPN), por








que da una medida absoluta de la diferencia de intensidades
entre los picos de las dos componetes de alta frecuencia. Esta
función ε es uno de los puntos claves de este método. Valores
próximos a cero de este parametro ε(α′) indican que ambas
intensidades son parecidas y por tanto las componentes siguen
ligadas. En cambio, el valor máximo de este parámetro indica
el valor de la fase estimada que hace que la información de
una de las componentes desaparezca y tengamos la información
separada como deseábamos.
Introduciendo la Ec. 4.6 en la Ec. 4.4 podemos reescribir los
valores de las intensidades de los picos como
i+1pico(α
′) = |K · Õ(0) + L · Õ(2Aj)||H(−Âj)|2
i+1resi(α







sin α′ + sin (α− α′)− sin α






sin α′ − sin (α + α′) + sin α
2 sin α′ (1− cos α) . (4.9)




(L2 + K2)(1 + η) + 4KL Re(η)
, (4.10)
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donde η =
∣∣∣ Õ(2Aj)Õ(0) ∣∣∣. Teniendo en cuenta la atenuación de la in-
formación de las frecuencias altas para muestras típicas respecto
de las bajas frecuencias, sobretodo debido a la forma de la OTF
(como vimos en el apartado 2.4.3.2), η puede ser despreciada, ya
que
|Õ(0)|  |Õ(2Aj)| −→ η  1 . (4.11)
Para comprobar la convergencia del método propuesto, anali-
zamos la variación de la función ε frente a la fase estimada α′ en




(cos α′ − cos α) sin α
−1 + cos α′ cos α . (4.12)
Cuando se iguala esta derivada a cero obtenemos como resultado
α′ = ±α + 2nπ, siendo n cualquier número entero. Trivialmente,
vemos que la segunda derivada nos ofrece un resultado negativo
en cualquier caso. Esto indica que la función que estamos ana-
lizando tiene un máximo absoluto cuando la fase estimada es
igual a la fase real, obviando la multiplicidad de las soluciones
debido a la periodicidad de la fase. Para demostrar este resultado
realizamos un proceso iterativo dando valores a la fase estimada
entre 0 y π para un valor determinado de la fase real. La sucesión
de estos puntos dan lugar a una de las curvas representadas en la
Fig. 4.3. En esta figura representamos curvas ε(α′) para distintos
valores de la fase real introducida α. En la figura podemos ver
que todas las curvas presentan un máximo absoluto cuando el
valor de la fase estimada coincide con el de la fase real. Usaremos
este parámetro como métrica de la bondad de la estimación de la
fase al introducirla en la Ec. 3.14. Realizamos un proceso iterativo
en el que las soluciones estimadas son obtenidas a partir de la
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En la Fig. 4.4 se puede apreciar una ilustración del funcionamien-
to del algoritmo de convergencia.
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Figura 4.3: Curvas de pico de intensidad normalizada para diferentes
valores del desplazamiento real del patrón.
Figura 4.4: Ilustración del método de convergencia. Ejemplo de la
convergencia de la solución para encontrar el valor que
hace que la fase estimada (α′) coincida con la real (α).
En esta ilustración se puede comprobar cómo a medida que
las fases estimadas se van aproximando a los valores de las
fases reales, las componentes frecuenciales se van desligando
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quedando un único origen de frecuencias referente a una de las
componentes.
Hay que decir que la precisión en la estimación de la fase
depende del paso utilizado (∆α) y que esta fase estimada solo
será exactamente igual a la fase real cuando ∆α −→ 0. Una vez
desarrollado el método propuesto analíticamente, pasamos a
corroborar este análisis de diversas formas empezando por un
estudio mediante simulaciones.
4.3 simulación del proceso de captura y
reconstrucción
A continuación vamos a verificar la eficacia del método en
condiciones ideales mediante simulaciones. Estas simulaciones
estarán ausentes de ruido (excepto el ruido electrónico debido al
sensor que si se ha tenido en cuenta), poseerán un contraste del
patrón máximo y la frecuencia de modulación del patrón estará
próxima a la frecuencia de corte de la OTF. Para este fin, primero
procederemos a realizar un estudio de la convergencia de la
función de mérito que utilizamos, es decir, la maximización de
la diferencia de intensidad entre los picos de los órdenes de las
componentes normalizadas (DIPN). A continuación, utilizaremos
este análisis para proponer un algoritmo iterativo eficiente en
términos de tiempo de convergencia y lo compararemos con los
métodos más utilizados para este fin.
Empezamos la simulación generando un objeto cuya finali-
dad es únicamente la de medir la resolución de la imagen en
la reconstrucción final. Por este motivo será un objeto binario
compuesto por una serie de rectangulos cuyo tamaño cambia a lo
largo de la dirección diagonal, como podemos ver en la Fig. 4.5.
Simulamos la iluminación del objeto con un patrón cosenoidal,
a 45o de la dirección horizontal, con una frecuencia espacial del
92 % respecto de la frecuencia de corte de la OTF del sistema
óptico.
El espectro frecuencial resultante tras la transformada de Fou-
rier del objeto iluminado con un patrón cosenoidal, se filtra
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Figura 4.5: Objeto generado computacionalmente para la comproba-
ción simulada de la determinación del desplazamiento
del patrón del sistema de iluminación estructurada. El
objeto consiste en una serie de rectangulos cuyo tamaño se
va reduciendo de izquierda a derecha y de arriba a abajo.
haciendo uso de una función OTF simulada y, después, se realiza
otra transformada de Fourier para producir la distribución de
intensidades de la imagen simulada, tal y como muestra la Ec.
3.10. En la Fig. 4.6 podemos ver tanto la distribución de intensi-
dades del objeto iluminado sobre el plano del sensor (a), como su
transformada de Fourier (b). En esta simulación introducimos un
desplazamiento del patrón cosenoidal conocido para capturar las
tres imágenes elementales requeridas para obtener el resultado
final tras su procesado digital. Todas las simulaciones que hemos
realizado estaban afectadas por ruido de Poisson para tener en
consideración el ruido electrónico producido por el sensor. Para
comprobar la validez del método propuesto (DIPN), hemos reali-
zado distintas simulaciones variando el desfase introducido por
el desplazamiento del patrón entre 0 y π.
Teniendo en consideración estos aspectos, las imágenes ele-
mentales simuladas se introducen en el algoritmo propuesto,
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Figura 4.6: (a) Distribución de intensidades en el plano imagen del
sistema de captura SIM, del objeto que aparece en la Fig.
4.5, (b) transformada de Fourier de la imagen que aparece
en (a)
diseñado para extraer la estimación de la fase debida al despla-
zamiento del patrón. A partir de la simulación de intensidades
en el plano del sensor en el espacio imagen, realizamos su trans-
formada de Fourier y, tras considerar el tamaño finito de la OTF
del sistema, aplicamos un algoritmo de detección de picos. Así
determinamos la posición tanto del orden 0, que ha de estar en
el centro geométrico de la transformada de Fourier de la imagen,
como de los ordenes ±1, cuya distancia respecto al orden cero
está directamente relacionada con la frecuencia de modulación
del patrón cosenoidal de franjas tal como se aprecia en la Fig.
4.2. Hemos de tener en cuenta que la precisión a la hora de
detectar la posición puede mejorarse simplemente realizando
un zero-padding en las imágenes elementales [33]. De modo que,
para un valor determinado del desplazamiento real del patrón,
obtenemos un conjunto de soluciones aportadas por la expresión
Ec. 4.6, cambiando iterativamente el valor de la fase estimada.
Realizamos este proceso de determinación de la fase estimada
dando valores a esta fase estimada entre [0, π], utilizando un pa-
so entre las distintas fases estimadas de ∆α = 10−6rad. Para cada
uno de los valores de las fases estimadas medimos la intensidad
de los picos en una de las componentes, por ejemplo m = 1, para
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calcular los valores de la intensidad en el pico de la componente
que estamos desligando (i+1pico) y la intensidad en el residuo de
la otra componente que está desapareciendo (i+1resi). Cabe decir
que este procedimiento es análogo a medir el pico de una de
las componentes y el residuo de la otra componente, es decir,
i+1pico y i
−1
resi. Introducimos estos valores en la Ec. 4.7 para generar
la curva ε(α′). Este proceso se repite para distintos valores del
desplazamiento real del patrón para generar las distintas cur-
vas ε(α′). Las curvas resultantes se pueden ver en la subfigura
superior de la Fig. 4.7.
Cada una de las curvas representadas en la Fig. 4.7(arriba)
posee un máximo que se corresponde con el valor real del des-
plazamiento del patrón, tal y como predecía nuestro cálculo
analítico en la Ec. 4.12. Para demostrar que los valores otorgados
por nuestro algoritmo de las fases estimadas coinciden completa-
mente con los desplazamientos del patrón reales, medimos los
valores estimados y los comparamos con los valores reales. Como
resultado de estas medidas comparativas se extrae que las fases
estimadas coinciden con los valores simulados con una precisión
que depende estrictamente de la precisión del paso utilizado
a la hora de cambiar entre las distintas fases (∆α), tal como se
muestra en la Tabla 4.1.
Tabla 4.1: Valor de la fase estimada (α′) devuelta por el algoritmo
propuesto para distintos pasos (∆α) entre los posibles valores






Las curvas de maximización de pico de intensidad normali-
zadas que aparecen en la Fig. 4.7(arriba) muestran claramente
diferentes formas dependiendo del valor real de la fase, tal y
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Figura 4.7: Representaciones gráficas para la determinación de la fa-
se real del desplazamiento del patrón de iluminación si-
muladas. (arriba) distintas curvas simuladas variando la
fase real del desplazamiento del patrón en las que el valor
máximo de cada curva devuelve el valor estimado por el
algoritmo, (abajo) medida de la anchura a media altura
de cada una de las curvas representadas en la subfigura
superior con fases estimadas entre 0 y π.
como predecían las curvas calculadas en el apartado analítico.
Estas curvas son simétricas para valores próximos a π/2 y se van
haciendo más estrechas y asimétricas a medida que el valor de
la fase se aleja de este valor. Podemos asumir que las soluciones
obtenidas por el método propuesto, son más estables y menos
sensibles a errores experimentales cuando la curva es más ancha.
La explicación a este razonamiento se basa en el hecho que para
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una curva ancha el error en la determinación del máximo de
εm(α′) es menos relevante que para curvas más estrechas. En
base a esta explicación, medimos las anchuras a media altura
(FWHM) de cada una de las curvas con una α distinta y repre-
sentamos estos valores en función de la fase estimada. La curva
resultante muestra un máximo perfectamente definido, como se
puede observar en la Fig. 4.7 (abajo). Los valores experimentales
obtenidos se ajustaron a un polinomio de grado n, siendo n = 4
el grado del polinomio que ajustaba con mayor precisión estos
valores, con un coeficiente de correlación R2 = 0,9993. A partir
de la curva ajustada, el valor máximo de la anchura a media
altura estimada se obtiene para α = π/2.
Podemos concluir que para desplazamientos del patrón corres-
pondientes a un desfase de π/2, las soluciones proporcionadas
por la Ec. 4.6 son las más estables para el método propuesto. Se
vuelven más inestables a medida que el valor real del desfase
difiere de este valor. Es por este motivo que a partir de ahora
cuando necesitemos realizar algún desplazamiento de fase del
patrón de iluminación, procuraremos que esté próximo a este
valor óptimo en nuestro método de α = π/2.
4.3.1 Velocidad del algoritmo
Hasta ahora hemos hecho un estudio analítico donde hemos
realizado los razonamientos y explicaciones de forma sencilla y
ordenada. Sin embargo, la velocidad del algoritmo puede ser fá-
cilmente optimizada. En lugar de calcular cada uno de los valores
de la curva ε(α′), podemos empezar con una precisión baja, por
ejemplo ∆α = π/4 hasta encontrar el valor máximo, y entonces
reducir el paso y buscar cerca del máximo obtenido en el paso
anterior. Se repite este procedimiento hasta la mínima precisión
deseada. Aplicando este método, se obtiene una precisión en la
fase de ∆α = 10−6 en 64 iteraciones. El código ha sido imple-
mentado en Matlab c© y ejecutado en un ordenador i7-6700HQ
(2.60GHz) con 8GB de RAM en el cual el tiempo de cómputo para
la determinación de la fase ha sido de 2.03 s. Implementamos el
algoritmo basado en la correlación-cruzada (MCC) presentado
66 estimación del corrimiento de fase
en [29], y, para una precisión del paso determinada e igual en
ambos casos, obtuvimos un tiempo de computo de 7.01 s. Es
notable hacer ver que este tiempo representa la aplicación del
algoritmo para una única dirección de la proyección del patrón
y este proceso debe hacerse para tres direcciones distintas con
el fin de lograr una mejora en resolución isótropa. En la Fig. 4.8
se representa el tiempo de cómputo en relación a la precisión en
el desplazamiento del patrón de iluminación estimado para el
algoritmo iterativo de la correlacion cruzada al igual que para
nuestro método. Como puede verse, aunque ambos algoritmos
MCC
DIPN
Figura 4.8: Comparación del tiempo de computo del algoritmo en la
detección de la fase. Comparación del tiempo de cómputo
necesario para la estimación del desplazamiento de fase
para una única dirección en la proyección del patrón sobre
la muestra para diferentes precisiones en la determinación
(∆α) entre nuestro método y el método de la correlación
cruzada. El número que aparece sobre los puntos de la
gráfica corresponde al número de iteraciones necesarias
para la precisión correspondiente.
convergen aproximadamente en el mismo número de iteracio-
nes, el algoritmo propuesto es más de 3 veces más rápido que
el método basado en la correlación cruzada, que de hecho es
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el método más utilizado hasta hoy en día para determinar el
desplazamiento de fase del patrón.
4.3.2 Reconstrucción final
Por último, dentro de la validación de nuestro método me-
diante simulaciones, se llevo a cabo una simulación completa
con su respectiva reconstrucción de un sistema SIM usando la
imagen del objeto sintético generado para las demostraciones
anteriores. Se aplicó el método propuesto para 3 direcciones
del patrón de iluminación distintas con el fin de generar una
resolución final isótropa. Para este fin se eligieron orientaciones
de (−60◦, 0◦, 60◦) usando el valor óptimo del desplazamiento
de fase determinado con anterioridad (−π/2, 0, π/2) y un paso
mínimo en la iteración de ∆α = 0,001. Hay que tener en cuenta
que el paso en la iteración puede tomar cualquier valor pero
hemos considerado este valor mínimo por obtener un error final
en la fase inferior al 1 %. Las distribuciones en intensidad de la
imagen convencional así como la reconstruccion de las imágenes
de SIM y sus respectivas transformadas de Fourier se muestran
en la Fig. 4.9.
En el espectro de Fourier de las imágenes de SIM no se observa
ninguna imperfección tal como se espera cuando la estimación
del desplazamiento del patrón es precisa. La frecuencia de modu-
lación del patrón en este caso está muy próxima a la frecuencia
de corte de la OTF del sistema óptico (alrededor del 95 % de
la frecuencia de corte). La reconstrucción muestra una mejora
visual en la resolución lateral de la imagen SIM respecto de la
convencional. Una vez medida esta mejora en resolución, se obtu-
vo un resultado de 1.93 veces la resolución obtenida en la imagen
convencional.
Como ya comentamos al inicio de este capítulo, vamos a mos-
trar cómo afecta al resultado final una erronea determinación
de la fase introducida por el desplazamiento del patrón. En la
Fig. 4.10 mostramos una gráfica en la que hemos representado
como varia la reconstrucción final de un test de resolución USAF
1951 R©en función del error en la determinación de la fase com-
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Figura 4.9: Simulaciones sistema convencional y SIM. Comparación
entre la imagen convencional simulada del objeto binario
(a) con su correspondiente espectro de frecuencias (b), y el
resultado SIM obtenido a partir del algoritmo propuesto (c)
y (d).
parándolo en cada caso con una reconstrucción realizada con
la fase correcta. Para ello hemos realizado una reconstrucción
con nuestro algoritmo utilizando la fase real. Una vez tenemos
el resultado correcto, hemos realizado distintas reconstrucciones
introduciendo errores en la determinación de la fase cada vez ma-
yores, desde un 0 % de error respecto de la fase real aumentando
el valor del error hasta alcanzar un error del 20 % que equivale a
un error en la fase estimada de 0,3 rad. En el eje vertical de esta
gráfica hemos representado la correlación entre la reconstrucción
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Figura 4.10: Variación del resultado final esperado en función del
error en la determinación de la fase estimada. Gráfica
que representa la correlación entre el resultado final exac-
to y el resultado final obtenido con fases erroneas cuyos
valores están comprendidos entre un 0 % y un 20 % res-
pecto del valor exacto de la fase real.
obtenida utilizando en cada caso la fase estimada errónea con la
reconstrucción obtenida utilizando la fase real, es decir la corre-
lación del resultado exacto con el resultado inexacto otorgado
por la determinación equivocada en cada caso. En esta gráfica
podemos observar como a medida que aumenta el error en la de-
terminación de la fase linealmente, el resultado final difiere cada
vez más del real. Esta relación confirma la necesidad de obtener
una determinación precisa del desplazamiento del patrón para
obtener un resultado final satisfactorio. En la Fig. 4.11 mostramos
tanto las reconstrucciones finales como sus transformadas de
Fourier para tres valores en el error de la determinación de la
fase (0 %, 9.4 % y 19.8 %). En el zoom realizado en las figuras se
puede apreciar esas imperfecciones en la reconstrucción final, que
aumentan a medida que aumenta el error en la determinación
de la fase. En sus transformadas de Fourier todavía se aprecia
con mayor claridad como las componentes no se han separado
correctamente. Estas imperfecciones que aparecen en las image-
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Porcentaje de error en la determinación de la fase estimada respecto de la fase real
0% 9.4% 19.8%
Figura 4.11: Reconstrucciones finales utilizando distintos valores
erroneos en la determinación del desfase introducido
por el patrón de iluminación. Reconstrucciones finales
(fila superior), zoom representativo en el que se aprecia
las imperfecciones en las reconstrucciones finales debidas
a la erronea separación de las componentes frecuencia-
les (fila intermedia) y sus respectivas transformadas de
Fourier (fila inferior).
nes del espacio de posiciones reflejan el patrón de iluminación
que no ha sido eliminado correctamente.
De esta forma damos por finalizado el análisis simulado. Hasta
ahora hemos verificado la efectividad de nuestro método tan-
to mediante el cálculo analítico como mediante simulaciones.
A continuación vamos a corroborar estos resultados realizan-
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do reconstrucciones experimentales haciendo uso para ello de
capturas reales.
4.4 estudio experimental
A continuación vamos a analizar el comportamiento del méto-
do propuesto haciendo uso de capturas experimentales a partir
de muestras reales. Para este fin construimos un sistema SIM co-
mo el que aparece esquemáticamente en la Fig. 4.12, compuesto
por una serie de elementos que se describirán desde la salida
de la fuente de iluminación hasta la captura de la imagen en el

















Figura 4.12: Esquema de un sistema SIM con red de difracción.
montaje es una fibra óptica acoplada a un láser monocromático
de λ =488 nm. Esta fuente puntual se posiciona en el foco objeto
de la primera lente de un sistema afocal telecentrico formado
por 2 lentes de focal 50 mm. Entre la fuente puntual y la primera
lente se situó una red de difracción de 50 lp/mm (Pasco R©). En el
plano imagen de la fuente a través del sistema afocal-telecentrico
(o relay) focalizan las distintas ondas planas generadas por la
red de difracción. Es en este plano en el que se filtra el orden
cero de la red. Tras esto disponemos de otro relay óptico similar
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al anterior con el que se conjugaba el plano donde acabamos
de filtrar el orden cero de la red con el plano de la pupila del
objetivo de microscopio. A continuación un objetivo de microsco-
pio Olympus R© con M = 50× (nominal) y NA=0.5. Los órdenes
superiores se filtraron haciendo uso del tamaño finito del dia-
fragma de apertura del objetivo de microscopio. Ya en el brazo
de colección, una lente de tubo cuya focal es fLT =200 mm y
por último una cámara Hamamatsu R© OrcaFlash 4.0 sCMOS con
2048x2048 píxeles de 6.5 µm de tamaño. La iluminación de la red
de difracción mediante una onda esférica genera una separación
de los órdenes de difracción variable en función de la distancia
a la que se encuentra la red de difracción de la fuente de ilu-
minación. Esto cambia la frecuencia de modulación del patrón
de iluminación [21]. La red de difracción se montó sobre una
montura rotatoria la cual era controlada por un motor mecánico
de pasos (Owis R©) para desplazar el patrón de franjas cosenoidal
lateralmente y también para cambiar la orientación de la pro-
yección del patrón y así poder generar una reconstrucción que
aumente la resolución isotrópicamente. Se usó un filtro pasa-alta
(λcut =530 nm) para filtrar la luz proveniente del láser en el
camino de colección permitiendo así el paso de longitudes de
onda de emisión de la muestra tras la excitación con la longitud
de onda del láser.
Mediante este montaje vamos a comprobar la validez del mé-
todo experimentalmente. Para ello usamos como muestra fibras
de algodón tintadas de forma que cada punto de las fibras tinta-
do emitiera incoherentemente respecto del resto. Se capturaron
series de imágenes elementales SIM para distintos desplazamien-
tos del motor antes descrito. Una de las imágenes elementales
capturadas por el sistema y su correspondiente transformada de
Fourier se muestran en la Fig. 4.13.
Para cada uno de los sets de imágenes elementales, calculamos
las curvas de la diferencia de intensidad de los picos normalizada.
Cada uno de los máximos de estas curvas nos proporciona una
estimación de la fase mediante el método propuesto. Entonces,
representamos los valores de los pasos del motor frente a los
valores de la estimación de la fase obtenida, la cual muestra un
comportamiento lineal como se esperaba. Se puede observar este
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Figura 4.13: Imagen elemental. (a) imagen elemental de una mues-
tra de fibras de algodón tintadas obtenida con nuestro
montaje SIM y (b) su respectiva transformada de Fourier.
comportamientamiento en la Fig. 4.14 (izquierda). A continuación
Puntos Experimentales
Curva de Ajuste 
















   
   
   










Desplazamiento del motor (pasos)
Figura 4.14: Picos de intensidad normalizada experimentales. (iz-
quierda) Estimación del desplazamiento del patrón en
términos de los pasos del motor. (Derecha) Medida de la
anchura a media altura de cada una de las curvas experi-
mentales de la determinación de la fase estimada.
se midió la anchura a media altura de las curvas de intensidad
normalizadas y se representaron estos valores en función de la fa-
se estimada. En la parte derecha de la Fig. 4.14 se puede apreciar
este ajuste. El ajuste muestra un comportamiento polinomial de
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cuarto orden, con un coeficiente de correlación R2 = 0,956 y con
un máximo en π/2. Estos resultados coinciden perfectamente
con las conclusiones extraidas en la parte de la simulación. Hay
que tener en cuenta que el contraste del patrón (Fig. 4.13) es
relativamente bajo (alrededor de 0.27), pero como se esperaba,
aún así podemos determinar con precisión el desplazamiento del
patrón.
Con el montaje presentado podemos realizar una prueba de
concepto para demostrar la mejora en resolución utilizando pa-
ra ello un objetivo de microscopio de baja apertura numérica,
NA=0.1 y M = 4× (nominal). Como muestra utilizaremos un test
USAF 1951 R© con el que nos es muy sencillo comparar y compro-
bar las resoluciones finales. En estas condiciones, realizamos una
reconstrucción completa con SIM aplicando el método DIPN para
determinar el desplazamiento del patrón capturando un conjun-
to de imágenes con un desplazamiento del patrón desconocido
para tres orientaciones distintas del patrón proyectado rotadas
en pasos de 60o . En la Fig. 4.15 se puede apreciar la compara-
ción entre la reconstrucción SIM obtenida tras aplicar el método
propuesto en la determinacion de la fase del desplazamiento del
patrón y la imagen obtenida utilizando un microscopio conven-
cional. Es importante hacer notar que no existe ningún tipo de
irregularidad ni en la reconstrucción final de la imagen SIM ni,
sobretodo, en su transformada de Fourier. Este último apunte es
importe ya que esto es lo que nos asegura que la fase estimada
coincide exactamente con la fase real del desplazamiento. En la
comparación de las reconstrucciones se obtuvo una mejora de
5 grupos entre los test de resolución de la imagen SIM y de la
convencional, lo cual equivale a un aumento en resolución de 1.8
aproximadamente.
Por último, hicimos uso de una serie de reconstrucciones de
unos archivos públicos disponibles a través de la base de datos
publicada por el Proyecto fairSIM (https://www.fairsim.org/,
SLM-SIM 200 nm-Tetraspeck 680 nm), para demostrar la validez
del método con imágenes en las que los paramétros de adqui-
sición nos sean completamente desconocidos. Estas imágenes
estaban capturadas haciendo uso de cuatro direcciones distintas
de la proyección del patrón. En la Fig. 4.16 se aprecia perfecta-
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Figura 4.15: Reconstrucción experimental SIM. Distribución de in-
tensidades de la reconstrucción convencional (a) y su
respectiva transformada de Fourier (b). Distribución de
intensidades de la reconstrucción SIM (c) y su espectro
(d) utilizando el método propuesto. Se muestra un per-
fil del último grupo resuelto tanto en la reconstrucción
convencional como en la de SIM.
mente que tras la reconstrucción completa, el metodo propuesto
obtiene una imagen final sin ningún tipo de irregularidad, así
como en su transformada de Fourier. Tal y como se comparó
en los ejemplos anteriores, se puede apreciar perfectamente el
aumento en resolucion utilizando el método propuesto respecto
de la imagen final obtenida en un microscopio con un sistema
óptico convencional.
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Figura 4.16: Reconstrucción realizada usando el método propuesto
para un conjunto de datos publicados por el Proyecto
fairSIM (a) Distribución de intensidades tras la recons-
trucción convencional y (b) su respectiva transformada
de Fourier. (c) Distribución de intensidades tras la recons-
trucción SIM y (d) su respectiva transformada de Fourier.
En el siguiente apartado veremos lo que ocurre cuando el
desplazamiento del patrón no es simétrico.
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4.5 extensión a desplazamientos de fase
asimétricos
En el apartado anterior hemos visto la necesidad de determinar
con precisión el desplazamiento de fase del patrón de ilumina-
ción para conseguir unos resultados finales satisfactorios. Para
ello hemos validado el método mediante la demostración teórica,
la verificación simulada y por último la verificación experimental
de su validez. No obstante, en aras de facilitar la comprensión
al lector de este extenso análisis del apartado anterior, se ha
estado considerando un desplazamiento simétrico del patrón.
En la práctica esto no ocurre así. De hecho, el razonamiento
aplicado en el anterior apartado acerca de la incertidumbre en
el desplazamiento del patrón debida al movimiento, usualmente
mecánico, del elemento que sujeta la red de difracción, se puede
aplicar igualmente a la hora de realizar cada uno de los despla-
zamientos dentro de la captura de las 3 imágenes necesarias. Es
decir, el desfase introducido a la hora de desplazar el patrón en
general será de φ = (φ0 − α, φ0, φ0 + β), siendo φ0 el desfase
inicial. Dado que la forma en la que se define el desplazamiento
de fase del patrón es arbitraria debido a que depende del ori-
gen que elijamos como primera posición de la fase, podemos
reelegir el origen de fases e ignorar la fase inicial simplemente
haciendo φ0 = 0, lo cual no afecta en ningún caso al tratamiento
matemático.
4.5.1 Análisis teórico
A partir de las indicaciones anteriores, podemos desarrollar
un análisis teórico similar al del apartado anterior. Así, conside-
remos un sistema SIM en el que se capturan 3 imágenes con sus
respectivos desfases. Podemos escribir el sistema de ecuaciones






















Dado que ahora tenemos dos desplazamientos del patrón posi-
blemente distintos, el sistema de ecuaciones nos dará una esti-
mación de las soluciones que solo será exacta cuando las fases
estimadas sean iguales a las fase reales aplicadas al desplaza-
miento del patrón. Es decir, cuando α′ = α y además β′ = β.
Ahora se puede definir una función de mérito bidimensional
en lugar de la unidimensional que teníamos en el anterior análisis.
Esta función representará una superficie en la que el máximo de
la función nos proporcionará las fases estimadas (α′ y β′) que
determinarán los valores reales de los desplazamientos de fase
del patrón de iluminación. Nuestra propuesta de función DIPN







′, β′)− imresi (α′, β′)
impico (α
′, β′) + imresi (α
′, β′)
, (4.16)
con m = ±1. Resolviendo el sistema de ecuaciones expresado
en la Ec. 4.14 obtenemos como determinante, det{R′ (α′, β′)} =
i[sin α′(cos β′ − 1) + sin β′(cos α′ − 1)]. Igual que comentamos en
la sección del caso unidimensional, este determinante ha de ser
distinto de cero para que el sistema sea compatible determinado
y por tanto α′ 6= pπ y β′ 6= qπ, siendo p y q números enteros. De
acuerdo con esto, la solución para la componente frecuencial +1












i[sin α′(cos β′ − 1) + sin β′(cos α′ − 1)] .
(4.17)
Sustituyendo las 3 imágenes capturadas en la ecuación anterior


























e−iα − eiα′ − eiβ + e−iβ′ + ei(α′+β) − e−i(α+β′)






e−iα − e−iα′ − eiβ + eiβ′ + e−i(α′−β) − e−i(α−β′)
i[sin α′(cos β′ − 1) + sin β′(cos α′ − 1)] .
(4.19)
Como se puede ver en la Ec. 4.18, no existe ningún tipo de
contribución del orden cero de la iluminación estructurada a la
solución estimada de la componente +1, independientemente
de los valores del desplazamiento de fase, tal y como ocurría







































Dado que en el conjunto de imágenes elementales que com-
prende una captura SIM, los valores de las fases reales (α y β)
están fijados, nuestra función de mérito será una función bidi-






(|K (α′, β′) | − |L (α′, β′) |)(1− η)
(|L (α′, β′) |+ |K (α′, β′) |)(1 + η) , (4.21)
donde de nuevo podemos despreciar η por el mismo razona-
miento realizado con anterioridad. Así, la función de mérito
representa una superficie bidimensional para las variables de las
fases estimadas α′ y β′ con una forma que depende de las fases
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reales α y β. Calculando el gradiente y la matriz hessiana de la
funcion de mérito de la Ec. 4.21 obtenemos que dicha función
tiene un máximo absoluto. Este análisis se realizó calculando las
derivadas parciales haciendo uso del programa Mathematica R©
y resolviendo el sistema de ecuaciones resultante. Obtuvimos
como resultado que las derivadas parciales eran igual a cero
cuando α′ = ±α + 2nπ y β′ = ±β + 2n′π, siendo n, n′ números
enteros cualesquiera. Se puede demostrar que el determinante
de la matriz hessiana en estos puntos es siempre negativo, lo que
supone la existencia de un máximo absoluto en las superficies
cuando la fase estimada coincide con la fase real. Hay que tener
en cuenta que los desplazamientos de fase son inferiores a 2π,
lo cual nos permite eludir la multiplicidad de las soluciones.
Para tal propósito, se muestran algunos ejemplos con diferentes









Figura 4.17: Superficies de picos de intensidad normalizados analí-
ticas. Superficies teóricas ε(α′, β′) para diferentes depla-
zamientos del patrón reales α y β. Los puntos marcados
representan los valores máximos de cada superficie, los
cuales coinciden con la estimación de las fases.
En esta Fig. 4.17 se puede observar que las superficies mues-
tran un máximo cuando tanto la fase estimada como la real son
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completamente iguales. De este modo, ε(α′, β′) puede conside-
rarse la función de mérito óptima. Cuanto mayor es el valor
de la función de mérito más próxima será la estimación de las
componentes a la solución del sistema.
A continuación vamos a ratificar este estudio. Primero simu-
laremos un conjunto de nanoesferas en condiciones extremas
de ruido, contraste del patrón de iluminación y alta frecuencia
de modulación del patrón. Ante estas condiciones estudiaremos
como se comporta la técnica propuesta en la determinación de
la fase real del desplazamiento del patrón. A continuación rea-
lizaremos capturas y reconstrucciones con muestras reales para
validar el método en este caso bidimensional.
4.5.2 Simulación
En esta sección vamos a validar el método propuesto utilizando
para ello simulaciones en las que se determinan los desplaza-
mientos de fase del patrón asimétricos, es decir, en los que, el
desplazamiento real sea φ = (−α, 0, β). Para este fin se generó un
objeto que consiste en un conjunto de objetos puntuales donde
el tamaño de cada objeto es 5 veces inferior a la PSF del sistema.
En la Fig. 4.18 se puede ver el objeto, su distribución de intensi-
dades en el espacio imagen del sistema óptico y el espectro de
frecuencias de la imagen elemental.
Con este objeto se simula el proceso de captura . Para ello se
simula una iluminación estructurada cuya frecuencia de modula-
cion espacial es del 95 % de la frecuencia de corte de la OTF del
sistema. El espectro resultante se filtra con una OTF simulada
y se realiza la pertinente transformada de Fourier para generar
la distribución de intensidades en el plano del sensor, como se
describe en la Ec. 3.10. Para estudiar la tolerancia del método a
la presencia de ruido se tuvo en cuenta factores determinantes
como la ganancia del sensor, el ruido electrónico debido también
al sensor, el ruido fotónico que no procede de los emisores in-
coherentes de la muestra y el número máximo procedente de
la muestra directamente relacionado con la intensidad que se
ilumina la muestra o con la emisión de los fluoroforos. Para
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Figura 4.18: Proceso de simulación en un Microscopio por Ilumina-
ción Estructurada. (a) Objeto sintético que consiste en un
conglomerado de puntos cuyo tamaño es 5 veces inferior
a la PSF del sistema óptico. (b) Distribución de intensida-
des de la imagen elemental del objeto sintético simulado.
(c) Transformada de Fourier. Las flechas muestran las
posiciones de los distintos picos de la componentes.






+ nr(x) , (4.22)
donde Ip(x) = Ī(x) · nmax, siendo Ī(x) la versión normalizada
de la irradiancia imagen teórica dada por la Ec. 3.7, y nmax el
número máximo de fotones que llega de un punto de la muestra.
En este modelo, g es la ganancia del sensor (se considera igual a
la unidad para simplificar el análisis realizado), np(x) fotones de
ruido de detección y nr(x) el ruido de fondo de la cámara. Así,
las imágenes elementales en términos del número de fotones se
calcularon a partir de la Ec. 4.22. Todas las imágenes simuladas
se verán afectadas tanto por ruido Gaussiano (nr(x)) como de
Poisson (np(x)). Para realizar una validación del método, se
simularon la adquisición de 3 grupos de imágenes elementales
con un número máximo de fotones proveniente de la muestra de
nmax = 2000 y para unos desplazamientos de fase de ( 3π4 , 0,
3π
5 ),
( 3π4 , 0,
π




5 ). En la Fig. 4.18 se puede observar el campo
capturado para una de las imágenes elementales simulada, así
como de su transformada de Fourier. Se calculó la superficie de
nuestra función de mérito ε(α′, β′) para cada simulación con el
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mismo paso utilizado en el calculo unidimensional, ∆α = ∆β =









Figura 4.19: Superficies simuladas de los picos de intensidad nor-
malizados. ε(α′, β′) superficies calculadas a partir de la
simulación para diferentes valores del desfase reales. Las
superficies presentan un máximo absoluto cuando las po-
siciones de las fases estimadas coinciden con los valores
reales de los desfases.
Mediante un simple análisis visual se puede comprobar la gran
similitud existente entre estas últimas representaciones con los
resultados analíticos obtenidos en la Fig. 4.17. Para confirmar este
análisis visual, se midieron los valores máximos de cada super-
ficie y se compararon con las fases simuladas. Como resultado,
la fase estimada coincidia con la simulada con una imprecisión
σ(α), σ(β) que dependía estrictamente del paso aplicado en la
determinación de la fase estimada (∆α y ∆β), tal y como muestra
la Tabla 4.2.
A continuación vamos a estudiar la validez del método en fun-
ción del número máximo de fotones provenientes de la muestra,
nmax. La idea de este estudio es reducir el número de fotones para
ponernos en condiciones muy desfavorables en las cuales la mues-
tra emite muy poco o en las que no se puede iluminar la muestra
con altas exposiciones de luz debido al posterior photobleaching
de ésta. En la Fig. 4.20 se pueden observar algunos ejemplos de
este estudio en condiciones de bajo número de fotones en las
imágenes elementales (nmax={30, 100, 200}) con sus respectivas
distribuciones de intensidad en el dominio frecuencial. De esta
figura podemos concluir que, incluso en el caso más desfavorable
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Tabla 4.2: Valores de las fases estimadas (α′, β′) calculadas mediante el
método propuesto para diferentes pasos en la determinación
de la fase ∆α, ∆β. Todos los valores están expresados en
radianes.
∆α, ∆β α α′ σ(α) β β′ σ(β)
0.01 3π/4 2.36 0.01 3π/5 1.88 0.01
0.001 3π/4 2.356 0.001 3π/5 1.885 0.001
0.0001 3π/4 2.3562 0.0001 3π/5 1.8849 0.0001
en el que la cantidad de fotones de ruido es del mismo orden de
magnitud que la cantidad de fotones procedentes de la muestra,
el algoritmo es capaz de detectar los picos de las componentes y
determinar con exactitud la fase del desplazamiento para realizar
la posterior reconstrucción. Es evidente que la baja cantidad de
fotones procedentes de la muestra generan una reconstrucción
final muy pobre. Como dato clarificador cabe decir que una cap-
tura típica en condiciones normales suele darse con un número
de fotones provenientes de la muestra de 105 fotones.
Para comprobar la eficacia de nuestro método en condiciones
de baja emisión de fotones procedentes de la muestra, lo com-
paramos con otros métodos ya existentes. Para ello, se aplicó
el método propuesto (DIPN) y, paralelamente, el método de la
correlación cruzada (MCC) [29] y el método basado en la medida
de la fase en los picos (MFP) [27]. Para dicha comparación, se
varió el número máximo de fotones proveniente de la muestra
entre 10 y 3000 fotones añadiendo el correspondiente ruido de
Poisson y un número máximo de 10 fotones de ruido Gaussiano.
Se realizó el cálculo del error en la determinación del desplaza-
miento de fase a partir de las fases estimadas y las simuladas.
Esta medida se repitió 30 veces para cada valor de los fotones
máximos emitidos por la muestra nmax para tener un resultado
promedio de las desviaciones, ya que para cada una de las medi-
das el ruido es aleatorio. Una media de las 30 medidas, así como
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Figura 4.20: Simulación de imágenes elementales en presencia de
ruido. (arriba) Distribuciones de intensidad de las imá-
genes elementales de la conglomeración de puntos para
diferentes valores del máximo número de fotones proce-
dente de la muestra (nmax = {30, 100, 200}). (abajo) Sus
correspondientes transformadas de Fourier.
las desviaciones estandard, se representan en la parte izquierda
de la Fig. 4.21
Como se puede observar, el error obtenido en la estimación
del desplazamiento de fase para el método de MFP [27], en el
que mide la fase en los picos frecuenciales secundarios, es rela-
tivamente alto en comparación con cualquiera de los otros dos.
Además podemos ver que la precisión del algoritmo de MFP
permanece constante en el rango de error de 10−2rad. Por otro
lado, tanto nuestro algoritmo como el algoritmo de la correlación
cruzada MCC, muestran un comportamiento similar para un
número de fotones emitido por la muestra relativamente bajo,
nmax>500. Adicionalmente, en la parte derecha de la Fig. 4.21 se
ve una ampliación de la figura adyacente en la que se muestra el
comportamiento de nuestro algoritmo y el algoritmo de las corre-
laciones cruzadas para condiciones de bajo número de fotones de
la muestra, nmax<250. En esta figura se puede ver como el com-































Figura 4.21: Comparación en la tolerancia al ruido. Comparación en
el error de la fase estimada en función del número máximo
de fotones entre los tres métodos: el de la determinación
de la fase en los picos secundarios (MFP), el método de la
correlación cruzada (MCC) y nuestro método propuesto
(DIPN). Adicionalmente al ruido electrónico se ha aña-
dido un ruido de fondo Gaussiano de 10 fotones a cada
imagen simulada. Las bandas coloreadas representan la
desviación estandard de errores.
portamiento de ambos algoritmos es muy similar para nmax>100
fotones, en cambio, cuando el número de fotones proveniente de
la muestra es menor a este valor el único algoritmo que devuelve
una fase del desplazamiento satisfactoria es el DIPN. Este método
proporciona estimaciones del desplazamiento del patrón precisas
incluso cuando la relación entre el número máximo de fotones
provenientes de la muestra y el número de fotones de ruido son
muy similares (nmax=30). En estos casos la reconstrucción de las
imágenes estaba muy afectada por el ruido pero el algoritmo
propuesto era capaz de determinar el desfase introducido para la
descomposición de las componentes y su posterior reubicación
dentro de la OTF del sistema. En la Fig. 4.22 se muestran algunos
ejemplos de reconstrucciones completas con el método propuesto
para 3 orientaciones distintas del patrón giradas en intervalos de
60
o con el fin de conseguir un resultado final con una resolución
aproximadamente isótropa.
Hasta ahora, hemos considerado un patrón ideal cuyo con-
traste es igual a la unidad. En la práctica este valor puede estar
afectado por la coherencia de la fuente de iluminación, por una
distribución asimétrica de la potencia de cada una de las ondas
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Convencional SIM TF-SIM
Figura 4.22: Simulaciones de imágenes convencionales y SIM en
función del número máximo de fotones emitidos por
la muestra. Comparación entre la simulación de imáge-
nes reconstruidas convencionales y SIM para diferentes
valores del número máximo de fotones emitidos por la
muestra (nmax = {30, 100, 200}). Se representa adicional-
mente el espectro frecuencial. Aunque las imágenes estén
afectadas por el ruido en gran medida, en el peor de los
casos (nmax = 30) el algoritmo es capaz de devolver una
fase estimada con un error inferior al 5 % respecto de la
fase real.
que generan el patrón interferencial, o por cualquier tipo de in-
tensidad procedente de planos fuera de foco. Vamos a estudiar
el comportamiento del algoritmo para distintos contrastes del
patrón utilizando el algoritmo de MCC y el nuestro. Al estu-
dio de la sección anterior vamos a añadir el ruido medio ya
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comentado y el número máximo de fotones procedentes de la
muestra (nmax). Los resultados mostraban un comportamiento
similar para contrastes superiores a 0.2 en el que determina-
ban con precisión la fase del desplazamiento. En la Fig. 4.23 se
puede ver la comparación del error en la determinación de la
fase utilizando nuestro algoritmo en comparación a utilizar el
algoritmo de la correlación cruzada. Como podemos observar
Figura 4.23: Comparación en función del contraste del patrón de ilu-
minación. Valor promedio de los errores en la estimación
de la fase como función del contraste del patrón de ilumi-
nación para un número máximo de fotones procedentes
de la muestra igual a 200 y a 2000 fotones. Las bandas
coloreadas representan la desviación standard de las 30
medidas realizadas para cada valor del contraste.
en la parte izquierda de la Fig. 4.23 ambos algoritmos funcionan
correctamente para casi cualquier tipo de contraste en condicio-
nes en las que el número de fotones emitidos por la muestra es
de nmax=2000. En cambio, si nos fijamos en la subfigura que se
encuentra en el panel derecho de Fig. 4.23 podemos ver que para
un número relativamente bajo de fotones, nmax=200, el método de
las correlaciones cruzadas empieza a fallar drásticamente cuando
el contraste cae por debajo de 0.2. Cabe comentar que las curvas
representadas en la Fig. 4.23 son el producto de haber ejecutado
un valor promedio tras capturar 30 curvas distintas para cada
valor del contraste promediando así el ruido de fondo aleatorio,
así como las desviaciones standard, como se realizó en el análisis
anterior.
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En la Fig. 4.24 se puede observar una reconstruccion completa
utilizando nuestro método para nmax = 200 con contrastes del
patron de 0.1 y 0.5. Ambas reconstrucciones muestran el aumento
en resolución lateral esperado con una mayor influencia del ruido
en aquella en la cual el patrón tiene un menor contraste.
Convencional SIM TF - SIM
Figura 4.24: Tolerancia al contraste del patrón. Simulaciones conven-
cional y SIM para contrastes del patrón de 0.1 y 0.5. El
valor máximo del número de fotones procedentes de la
muestra era de 200 fotones. Incluso en estas condiciones
tan desfavorables, nuestro algoritmo devuelve una fase
estimada con un error inferior al 1 % respecto de la fase
real.
Podemos concluir que en condiciones no extremas (alto núme-
ro de fotones procedentes de la muestra, bajo nivel de ruido y
alto contraste del patrón) ambos métodos presentan resultados
similares en términos de precisión. En este sentido, el método
propuesto en este trabajo representa una simplificación compu-
tacional frente al método MCC. Consecuentemente, el método
presentado puede realizar los cálculos computacionales con ma-
yor rapidez que el método estándard para la determinación del
desfase introducido por el patrón. Para imágenes superiores a
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Fase Estimada Fase Estimada
Figura 4.25: Superficies para la determinación de la fase mediante
nuestro método para distintos valores reales del desfa-
se. El desfase del patrón fue generado mediante un des-
plazamiento lateral de la red de difracción a través de un
motor de precisión.
En esta sección vamos a realizar algunas reconstrucciones ex-
perimentales con las que demostraremos dos aspectos: la validez
del método comparando los resultados experimentales con los
analíticos y teóricos, y la mejora al utilizar la búsqueda de la fase
asimétrica respecto de la simétrica.
4.5 extensión a desplazamientos de fase asimétricos 91
Utilizando las mismas capturas del objeto utilizado en el ca-
so unidimensional, una solución de fibras de algodón tintadas
con Rodamina 123, se aplicó el algoritmo de búsqueda ahora
utilizando la asimetría en el desplazamiento de fase. Una de las
imágenes elementales capturada y su respectiva transformada de
Fourier se muestran en la Fig. 4.13 de la sección unidimensional.
En la Fig. 4.25 se pueden observar los resultados devueltos por
nuestro algoritmo en unos pocos casos mostrados como ejemplo.
Una vez realizada esta última representación, podemos comparar
las figuras que hemos ido mostrando a lo largo de este bloque
de Iluminación Estructurada y darnos cuenta de la similitud
existente entre las gráficas de los cálculos analíticos, las de las
simulaciones y estas últimas, de los resultados experimentales.
La alta correlación entre estas figuras confirma la robustez de
este exhaustivo estudio.
Por último, se realizó la misma reconstrucción de los archivos
publicados por el Proyecto fairSIM ya usados en las secciones
previas, pero en este caso considerando un desplazamiento asi-
métrico del patrón. La comparación de este resultado Fig 4.26 con
la Fig. 4.16 en la cual la búsqueda del desplazamiento se realizó
considerando un desplazamiento de la fase simétrico, confirma
la sustancial mejora.
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Figura 4.26: Reconstrucción realizada mediante nuestro método pa-
ra un conjunto de datos publicados por el Proyecto fair-
SIM. (a) Imagen convencional y (c) SIM usando como
muestra nanopartículas de unos 100 nm de tamaño. Sus
respectivas transformadas de Fourier aparecen en (b) y
(d).
5 O P T I M I Z A C I Ó N D E LC O N T R A S T E E N E L PAT R Ó N
5.1 introducción
En SIM, la muestra se ilumina típicamente con un patrón co-
senoidal generado bien por la proyección incoherente de una
serie de rendijas [35-37] o bien por la interferencia de 2 ó 3 ondas
planas [21-25]. La primera propuesta fue publicada por Gus-
tafsson [22] y se basaba en la generación del patrón cosenoidal
mediante la interferencia de dos ondas planas monocromáticas
procedentes de una red de difracción. Para ello, se basó en la
idea del experimento de Young para separar una fuente puntual
en dos fuentes puntuales coherentes entre sí. Cabe la posibili-
dad de utilizar dispositivos con cualidades ópticas características
como pueden ser el biprisma de Fresnel [21, 25] o el prisma de
Wollaston [38]. Estos elementos tienen la capacidad de generar
dos réplicas iguales y coherentes entre sí, a partir de una única
fuente puntual [17]. Una vez generadas las réplicas coherentes
de la fuente puntual solo hay que situarlas en el plano focal
objeto de una lente para tener, al otro lado de esta, la interfe-
rencia de dos ondas planas. La utilización de un biprisma de
Fresnel (o un prisma de Wollaston) tiene la ventaja de producir
un patrón puramente cosenoidal al hacer interferir únicamente
dos ondas planas. Sin embargo, el tamaño finito de los elementos
del sistema de iluminación genera en la práctica una función
envolvente que modula y limita transversalmente este coseno a
un cierto campo de observación (FoV, del inglés Field of View). Si
bien es cierto que el peso de esta función en comparación con
el peso del coseno no es demasiado relevante en muchos casos,
en determinadas circunstancias puede ser una peculiaridad que
nos impida desenvolvernos en la técnica SIM utilizando todo su
potencial.
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Por otro lado, el ruido coherente asociado al empleo de una
fuente puntual monocromática puede suponer una distorsión
importante en el patrón de iluminación teórico. El empleo de
fuentes espacialmente incoherentes ha sido ya explorado con
éxito en la generación de patrones de iluminación estructurada
con bajo ruido a partir de estos elementos [39, 40]. Sin embargo,
en la práctica el uso de fuentes extensas genera una modulación
axial de la visibilidad V de los patrones de iluminación que no
aparece (idealmente) en el caso de iluminación coherente [41].
La idea principal de este capítulo es estudiar dos de las propie-
dades de un sistema SIM como el indicado anteriormente, como
son la visibilidad del patrón de iluminación, V, y la extensión
lateral del FoV. Para ello empezaremos por el caso más sencillo y
avanzaremos hacia casos más complejos para una comprensión
más profunda de los detalles del estudio. Analizaremos teórica-
mente tanto la V como el FoV en un sistema SIM iluminado por
una fuente puntual. Posteriormente introduciremos una fuente
de iluminación incoherente y veremos cómo se modifican estas
propiedades, así como las ligaduras existentes entre ellas y cómo
optimizar el diseño del sistema.
5.2 campo y visibilidad en un sistema sim
coherente
Vamos a introducir la generación de la iluminación en un
sistema SIM que usa un biprisma de Fresnel. El biprisma de
Fresnel es un dispositivo formado por la unión por su base de
dos prismas ópticos delgados, que tiene la capacidad de generar
dos réplicas iguales y coherentes entre sí, a partir de una única
fuente puntual tal como se puede apreciar en la Fig. 5.1.
Cuando se ilumina el biprisma con una onda esférica proceden-
te de la fuente puntual original, éste genera dos fuentes gemelas
en el mismo plano en el que se encuentra la fuente original. Estas
fuentes virtuales se sitúan simétricamente respecto de la posición
de la fuente original en la direccion ortogonal a la arista central
del biprisma. La separación entre estas dos fuentes virtuales (2a)




















Figura 5.1: Esquema representativo de las propiedades del biprisma
de Fresnel. (a) Esquema real dónde se representan las po-
siciones de los distintos elementos y la forma del haz de
iluminación en el espacio objeto. (b) Esquema que repre-
senta las posiciones de los distintos elementos y las distri-
buciones de amplitudes una vez ha actuado el biprisma de
Fresnel.
es proporcional a la distancia que existe entre la fuente original
y el biprisma de Fresnel (η). Esta separación se puede expresar
de la siguiente forma
2a = 2(n− 1)η tan δ , (5.1)
donde n, η y δ son, respectívamente, el índice de refracción del
biprisma de Fresnel, la distancia entre la fuente puntual y el
biprisma, y el ángulo de refringencia del biprisma de Fresnel.
Una vez generadas las réplicas coherentes de la fuente puntual
las situamos en el plano focal objeto de una lente para tener, al
otro lado de ésta, la interferencia de dos ondas planas. En el caso
en el que el centro geométrico entre las dos fuentes virtuales
coincida con el eje óptico del sistema, tendremos dos ondas
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que viajan con unos ángulos de propagación que son iguales en
módulo y opuestos en signo, y podemos decir que la dirección de
propagación del patrón de franjas coincide con el eje óptico. En
cambio, si el centro geométrico de las dos fuentes virtuales no
coincide con el eje óptico, tendremos una dirección de propagación
del patrón que formará un cierto ángulo con el eje óptico. Por
tanto, la proyección de dicho patrón sobre un plano transversal se
desplaza lateralmente a medida que nos desplazamos axialmente
por el eje óptico.
El sistema que aparece en la Fig. 5.2 es similar al descrito en
capítulos anteriores con la salvedad de que ahora generaremos el
haz de iluminación mediante un biprisma de Fresnel en lugar de
usar una red de difracción. El sistema óptico está formado por
un biprisma de Fresnel, 2 lentes convergentes que componen un
relay (L1 y L2), un espejo dicroico, un objetivo de microscopio,
una lente de tubo (TL) y un sensor.
La Ec. 5.1 muestra que la separación entre las fuentes virtuales
puntuales puede ser variada cambiando la posición axial del
biprisma, η. Dado que estas dos réplicas proceden de la misma
fuente puntual, son coherentes entre sí. Tras la lente L1 nos en-
contramos con la interferencia coherente de ambas ondas planas.
Así que la distribucion de amplitudes compleja tras la lente L1
tomará la siguiente forma,
U(x, z) = Ua−(x, z) + Ua+(x, z) , (5.2)
donde z representa la distancia desde la lente L1. Podemos ex-
presar cada una de los dos ondas planas de la siguiente manera,




















siendo fL1 la focal imagen de L1. La distribución de amplitudes
tras la interferencia en cualquier plano transversal tendrá la
siguiente forma,




























Figura 5.2: Esquema SIM. Esquema completo de un sistema de ilumi-
nación y captura SIM utilizando un biprisma de Fresnel
como elemento generador del patrón interferencial en el
brazo de iluminación.
y la distribución de intensidades se obtiene calculando el módulo
cuadrado de la distribución de amplitudes,



























2η(n− 1) tan δ , (5.6)
Con este resultado, la variación del período del patrón de franjas
como función de la posición axial del biprisma (η) es evidente.
Es importante darse cuenta que en la configuración de la Fig. 5.2,
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la visibilidad permanece constante y con valor máximo (V = 1)
independientemente del plano transversal en el que nos encon-
tremos. Adicionalmentre, dado que las dos fuentes virtuales
gemelas completamente coherentes entre sí se proyectan sobre
la pupila a través del sistema de iluminación compuesto por L1
y L2 en la Fig. 5.2, la visibilidad del patrón estructurado creado
por el biprisma se transmite sin ninguna pérdida al espacio de la
muestra.
El razonamiento anterior no tiene en cuenta el tamaño finito
de los elementos ópticos del sistema. Sin embargo, ésta es una
consideración importante, ya que esto conlleva una limitación
en la extensión del FoV del patrón estructurado en diferentes
planos transversales. Aunque en rigor sería necesario estudiar el
efecto difractivo del tamaño de todos los elementos del sistema,
realizaremos aquí un aproximación simplificada. En primer lugar,
despreciaremos este efecto en todos los elementos salvo en el
que sea más restrictivo desde el punto de vista de la extensión
del haz de rayos de luz que atraviesa el sistema, en el contexto
de la Óptica Geométrica. En particular, supondremos que el
elemento que más restringe dicho haz es la lente L1. Por otro
lado, consideraremos que el efecto del recorte del haz por este
elemento se puede aproximar a la limitación generada por su
sombra geométrica.
La Fig. 5.3 ilustra el trazado de rayos sobre el sistema que
estamos describiendo y muestra la extensión del FoV, ∆(s), en
función del plano de observación indicado por la distancia z = s
a la que se encuentra de la lente L1. El patrón de franjas se
encuentra confinado lateralmente dentro de un cono cuya proyec-
ción bidimensional se aprecia en la Fig. 5.3 pintado interiormente
en color rosáceo, y que corresponde a la región de solapamiento
de las ondas planas recortadas por la lente. El vértice (B′) de
este cono está situado a una distancia −s′B a la que se sitúa el
plano imagen de la arista real del biprisma (B) a traves de la lente
L1. Para conseguir obtener una expresión que relacione el FoV
con las características geométricas del sistema óptico, vamos a

















Figura 5.3: Ilustración del FoV del patrón de franjas interferencial
creado por el biprisma de Fresnel en el sistema óptico
propuesto.
realizar una serie de cálculos trigonométricos. Apoyándonos en










siendo x0 = ∆(0)/2. Hacemos uso de la ecuación de conjugación
de Gauss para determinar la imagen de la arista del biprisma a





y dado que sB = fL1 − η, entonces
s′B = −
f 2L1 − η fL1
η
. (5.9)
Teniendo en mente estos resultados, podemos obtener la siguien-










donde hemos restringido el análisis a los valores s ∈ (s′B, smax]
(región sobreada en azul en la Fig. 5.4), siendo ∆max = ∆(smax) el













   Región de solapamiento 
Eje óptico
Figura 5.4: Ilustración del FoV del patrón de franjas interferencial
creado por el biprisma de Fresnel en el sistema óptico
propuesto.
máximo valor de la extensión del FoV es este intervalo. A partir














f 2L1 − η( fL1 − s)
f 2L1 − η fL1
2x0 .
(5.11)
Recordando las relaciones 5.7 y 5.1 entonces obtenemos
∆(s) = 2
f 2L1 − η fL1 + ηs
fL1
(n− 1) tan δ , (5.12)
La Ec. 5.12 nos proporciona la extensión del campo lateral del
patrón de iluminación estructurado en términos de las distancias
η, fL1 y la posición del plano de observación s considerando
que el elemento limitante del sistema es la lente L1. Dado que
la distancia η puede ser variada a voluntad para modificar el
período del patrón de iluminación, como consecuencia, ∆ tam-
bién varía. Recordemos que esta expresión es válida para valores
s ∈ (s′B, smax]. Como se puede ver en la Fig. 5.3 y Fig. 5.4 la
distancia smax en la cual podemos encontrar el máximo campo






L1 − η fL1
2η
, (5.13)
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donde L es el diámetro de la lente L1. Nos encontraremos pues





[L + 2( fL1 − η)(n− 1) tan δ] . (5.14)
Hay que tener en cuenta que ambas ecuaciones Ec. 5.13 y Ec. 5.14
dependen de la posición axial del biprisma (η). Es interesante
darse cuenta de que la extensión del FoV variará linealmente
desde un valor nulo para s = s′B hasta el valor dado por la Ec.
5.14 que se alcanza para la distancia s fijada por la Ec. 5.13. A
partir de este plano, para valores s > smax el valor de ∆ decrece
también linealmente al mismo ritmo, hasta volver a anularse para
s = 2smax − s′B, como puede deducirse de la Fig. 5.3. Con todo, la
extensión axial de la región de franjas, es decir, la longitud del
intervalo de valores de s para los que se obtiene un patrón de
franjas de extensión no nula, vendrá dada por





2(n− 1) tan δ + fL1 − η
)
. (5.15)
5.3 campo y visibilidad en un sistema sim
incoherente
En la situación descrita hasta ahora teníamos dos fuentes pun-
tuales coherentes entre sí que generan, en el plano objeto del
microscopio, un patrón interferencial cosenoidal en la dirección
x, como se muestra en la Fig. 5.5(a).
Supongamos ahora, que en lugar de tener una fuente puntual
con su réplica, lo que tenemos son dos fuentes puntuales con sus
respectivas réplicas. La linea imaginaria que une dichas fuentes
reales es perpendicular al eje óptico y ademas al eje x, y por
tanto paralela al eje y, tal como se aprecia en la Fig. 5.5(b). En
este supuesto, la fuente que aparece marcada con un 1 en la
Fig. 5.5(b), interferirá con la 2 de la misma forma que hemos
explicado anteriormente, ya que es su réplica y por tanto son
coherentes entre sí. Por otro lado no existe la interferencia entre



































Figura 5.5: Esquema ilustrativo. Esquema que refleja las posiciones
de las coordenadas espaciales de (a) las fuentes virtuales, 1
y 2, generadas por una fuente puntual, situada sobre el eje
óptico, y (b) las fuentes virtuales ,1 y 2, generadas por una
fuente puntual y las fuentes virtuales, 3 y 4, generadas por
otra fuente puntual incoherente con la anterior.
1 y 3 o entre 1 y 4 por la falta de coherencia entre las fuentes.
Del mismo modo, existirá interferencia entre 3 y 4, generando
un patrón que espacialmente se sitúa en la misma posición que
el generado por 1 y 2. Esto es así porque, tal y como indicamos
anteriormente, un desplazamiento de la fuente puntual respecto
del eje óptico genera una inclinación adicional en la dirección
de las ondas planas que interfieren tras L1 tal que produce una
deriva progresiva de los patrones transversales en esa misma
dirección. Al tratarse de patrones sin variación de irradiancia en
la dirección y (que es la dirección de desplazamiento considerada
en este caso), de modo efectivo se produce la misma distribución
de franjas que en el caso de la fuente en eje. El hecho de que
ambos patrones se sitúen en la misma posición espacial, hace
que el resultado en intensidad no sea más que la suma de las
distribuciones en intensidad de ambos patrones. Esto hace que
el posible ruido que aparezca en un único patrón, se promedie y
el patrón final muestre una forma cosenoidal con mejor relación
señal-ruido. Este ruido puede provenir del ruido electrónico
del sensor, del ruido coherente proveniente de fuentes de luz
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indeseadas o de aberraciones debidas a la difracción generada
por suciedad o motas de polvo, entre otros motivos. Si en lugar
de tener dos fuentes puntuales, disponemos de muchas más, es
decir una rendija extensa en la dirección y, e infinitesimal en la
dirección x, este promedio reducirá en gran medida este ruido y
tendremos un patrón de iluminación cosenoidal casi carente de
ruido. Por este motivo vamos a estudiar el mismo sistema SIM
que hemos estado viendo hasta ahora, pero en lugar de utilizar
una fuente puntual vamos a utilizar una rendija infinitesimal
orientada en la dirección y.
A continuación vamos a describir la implementación incohe-
rente del sistema propuesto. Ahora, el biprisma de Fresnel está
iluminado por la radiación que emerge de una rendija espacial-
mente incoherente en lugar de provenir de una fuente puntual.
Recordemos que, en esta configuración, la rendija está orienta-
da paralela al eje del biprisma. Una propiedad de este sistema
incoherente de iluminación estructurada es que los patrones de
iluminación de la Ec. 5.5 son invariantes a lo largo tanto de la
direccion y como de la dirección z. Así, cada una de las fuentes
puntuales de la rendija, genera el mismo patrón interferencial
de alto contraste en cualquier plano donde exista la interferencia
de las ondas planas. De este modo, en ausencia de ruido, dado
que cada punto incoherente produce la misma distribución de
irradiancia (Ec. 5.5), el resultado final será simplemente una señal
de intensidad reforzada comparada con el caso de una fuente
puntual. Sin embargo, en presencia de ruido, aunque el patrón
de franjas es el mismo para todos los puntos en la rendija, cada
uno de ellos está distorsionado de manera diferente por el ruido
coherente. Así, la implementación de la rendija proporciona el
mismo patrón cosenoidal que la fuente puntual pero con mayor
relacion señal-ruido (SNR).
Sin embargo, en una situación más realista, la anchura de la
rendija a lo largo de la dirección x no puede ser despreciada. En
este caso, el uso de una rendija de tamaño finito da lugar a patro-
nes cosenoidales cuya visibilidad no permanece constante para
diferentes planos transversales de observación. De hecho, si una
fuente lineal incoherente cuya anchura es Ω, se usa en el montaje
SIM propuesto, entonces la distribución de irradiancias para cada
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uno de los planos de interferencias (Irendija(x, z)) se determina
como la convolución entre la distribución de irradiancias de una
versión escalada de la irradiancia de la fuente (Irendijas (x)) y la
distribución de irradiancias generada en el plano de observación
por una fuente puntual axial localizada en el plano transversal
que contiene la rendija (I(x, z) de la Ec. 5.5 ) [41]. De este modo,
la distribución de irradiancia a una distancia z = s de la lente L1
viene dada por





⊗2 I(x, s) , (5.16)
donde
Ms =
f 2L1 + η(s− fL1)
η fL1
. (5.17)
Considerando en este caso Irendijas (x) = rect (x/Ω), la operación
anterior se puede escribir como














que corresponde a una distribución cosenoidal, con periodo p





f 2L1 + η(s− fL1)
f 2L1
) ∣∣∣∣∣ , (5.19)
donde u0 =
(n−1) tan δ
λ . A partir de esta última expresión es di-
recto darse cuenta que la visibilidad del patrón de iluminación
depende tanto de la posición del biprisma η como de la posición
axial del plano de observación s.
5.4 compromiso entre la visibilidad y el
campo
Podemos observar a partir de las ecuaciones Ec. 5.12 y Ec.
5.19 que la distancia s óptima para lograr el máximo FoV no
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es la misma que para obtener la máxima visibilidad del patrón
interferencial de iluminación. De hecho, es importante resaltar
que cuando el patrón de franjas alcanza la máxima visibilidad,
la extensión del FoV es nula. Esto significa, que nuestro sistema
está sujeto a un compromiso entre la visibilidad y el campo de
iluminación del patrón interferencial. Para lograr la optimización
de estos dos parámetros, es necesario llegar a un compromiso
entre ellos.
Como ya se ha comentado, los valores tanto de la visibilidad
como del campo de iluminación cambian con el plano de obser-
vación. Para optimizar estos dos parámetros nos fijaremos en el
patrón que se proyecta sobre el plano focal objeto del objetivo
del microscopio en el espacio de la muestra. A partir de la Fig.
5.2 es fácil darse cuenta que el plano focal objeto de la lente L2
está conjugado con dicho plano, dada la configuración afocal
telecéntrica del sistema. De este modo, para analizar el compro-
miso entre el campo y la visibilidad fijamos nuestro plano de
observación en el plano focal objeto de la lente L2. La forma de
hacer esto es variando la distancia existente entre las dos lentes
L1 y L2, mientras mantenemos fija la posición de la rendija en el
plano focal objeto de la lente L1 y el biprisma entre la salida de
la fuente y la lente L1. Es importante tener en mente que el valor
de η cambia la frecuencia espacial del patrón de iluminación.
Vamos ahora a estudiar la configuración óptica óptima de
nuestro sistema de iluminación propuesto modificando apro-
piadamente estas dos distancias. Para una comprensión más
simplificada de los conceptos posteriores vamos a realizar una
serie de cambio de variables. Las ecuaciones de la visibilidad y
del campo (Ec.5.19 y Ec.5.12) se pueden reescribir de la siguiente
manera,









)) ∣∣∣∣∣ , (5.21)
donde r = η/ fL1 (siendo el rango de r entre 0 y 1) y α = s− fL1.
El parámetro r representa cada una de las posibles posiciones
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del biprisma entre la fuente (r = 0) y la lente L1 (r = 1), mien-
tras que α varía con la distancia e entre las lentes, ya que se
considera siempre s = e − fL2 y por tanto α = e − ( fL1 + fL2).
Por simplicidad, variaremos esta distancia empezando por la
situación en la cual ambas lentes (L1 y L2) están pegadas entre
sí (α = − fL1 − fL2), pasando la configuración afocal (α = 0) y
acabando cuando las lentes se encuentran al doble de distancia
que en la configuracion afocal (α = fL1 + fL2).
Para optimizar conjuntamente la extensión lateral de franjas
del campo y la visibilidad, es necesario encontrar una función de
mérito que combine, de alguna manera, ambas funciones. Dado
que el mejor escenario es encontrar el valor máximo posible para
ambos, FoV y visibilidad, la función de mérito elegida se basará
en el producto normalizado de ambas funciones. Por otro lado,
una de las características más interesantes del sistema SIM de
la Fig. 5.2 es su capacidad de generar diferentes frecuencias de
modulación variando el parámetro r. Así pues, acumularemos
todos los valores del producto de funciones citado para todas








La disposición óptima de las lentes se fijará, entonces, a partir de
la obtención del valor αmax que maximiza la función de mérito,
es decir




(αmax) = 0 . (5.23)
A modo de ejemplo de aplicación del método propuesto, ob-
tendremos el diseño óptimo de un sistema SIM para un caso
particular, en el que las focales de las lentes L1 y L2 son res-
pectivamente fL1 = 100 mm y fL2 =250 mm, u0 = 0,0484 µm−1,
λ = 0,488 µm y L = 25,4 mm. La Fig. 5.6 muestra una repre-
sentación de la correspondiente función de mérito. En este caso
se obtuvo numéricamente un valor αmax = 92,5 mm, que corres-
ponde a una distancia optima entre L1 y L2 de eopt = 442,5 mm.
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Figura 5.6: (a) Producto normalizado sugerido para la optimización
de la visibilidad y el FoV en el sistema propuesto de ren-
dija incoherente SIM. (b) Medida del área de cada uno de
los cortes de la función anterior respecto el parámetro r
(función de mérito Φ(α)).
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M I C R O S C O P Í A P O R
I L U M I N A C I Ó N E S T R U C T U R A DA
E S C A N E A DA
6.1 introducción
A lo largo de este trabajo ha quedado patente que una de las
propiedades ópticas más importantes en un sistema de captura
óptico es la resolución lateral de la imagen final. Para conseguir
alcanzar el mejor resultado posible en términos de resolución,
rompiendo la barrera impuesta por la difracción de la luz, han ido
apareciendo diversas técnicas [22, 24, 44-56]. Podemos diferenciar
estas técnicas separándolas entre las que necesitan de un escaneo
lateral de la muestra y las que no lo necesitan. Las técnicas que
necesitan un escaneo de la muestra adquieren la capacidad de
conjugar un único punto de la muestra con el sensor mediante la
acción de un estenope que bloquea la luz de planos fuera de foco,
facilitando la capacidad de seccionado óptico así como el aumen-
to en resolución lateral por ser capaces de reducir la PSF del
sistema. La microscopía por agotamiento de emisión estimulada
(Stimulated Emision Depletion, STED) [44] se encuentra entre las
técnicas derivadas de la microscopía confocal [20, 56-59]. En el
otro grupo se encuentran técnicas que utilizan una iluminación
extensa de la muestra. Entre ellas está la ampliamente abordada
en este trabajo SIM [22, 24, 45-52], la microscopía de localización
fotoactivada (Photo-activated Localization Microscopy, PALM)
[53, 54] o la microscopía por reconstrucción óptica estocástica
(Stochastic Optical Reconstruction Microscopy, STORM) [55]. Es-
tas técnicas que necesitan de un post procesado pueden verse
afectadas por errores en la reconstrucción.
A continuación vamos a presentar una técnica de microscopía
tan innovadora que hoy día está bajo trámites de patente [60]. La
técnica puede ser considerada como una técnica híbrida entre
SIM y microscopía confocal. El microscopio construido para rea-
lizar esta técnica utiliza un patrón de iluminación estructurada
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para iluminar la muestra y, al mismo tiempo, requiere de un
estenope para la detección de la luz, tras el escaneo lateral de
la muestra. Este microscopio es capaz de conseguir resoluciones
que duplican la resolución de un microscopio convencional, y al
mismo tiempo tiene la capacidad de aportar seccionado óptico
de la muestra. Ya vimos que con la técnica SIM somos capaces
de obtener resoluciones que duplican la resolución de un micros-
copio convencional o multiplican por 1.5 la resolución y aportan
seccionado óptico. Esta técnica es capaz de proporcionarnos estas
dos mejoras simultaneamente lo que la convierte en una de las
técnicas más potentes que existen. Veamos con detalle el análisis
teórico de esta técnica así como sus validaciones simuladas y
experimentales.
6.2 análisis teórico
Consideremos un microscopio en el cual tenemos una muestra
tridimensional formada por una distribución de fluoroforos O(r)
iluminada por un patrón de intensidad S(r). La distribución de
intensidades 3D en el espacio imagen del sistema óptico tiene la
siguiente forma, de acuerdo con la Ec. 3.7
I(r) = [O(r)S(r)]⊗3 hinc(r) , (6.1)
donde por sencillez hemos considerado el aumento M = 1, r =
(x, y, z) representa las coordenadas espaciales y hinc(r) representa
la respuesta impulsional tridimensional del sistema.
Es inmediato observar que cuando la iluminación (S(r)) es una
función armónica, por ejemplo un patrón interferencial cosenoi-
dal, la expresión de la Ec. 6.1 no es más que la ecuación inicial
que utilizamos para describir la técnica SIM. Con el mero hecho
de realizar la transformada de Fourier de la Ec. 6.1 obtenemos la
distribución de intensidades en el dominio de Fourier contenida
en la imagen, la cual viene dada por
Ĩ(ρ) = [Õ(ρ)⊗3 S̃(ρ)]H(ρ) , (6.2)
donde ρ = (u, w) representa las coordenadas frecuenciales y
H(ρ) es la OTF 3D del microscopio. En el caso de la técnica SIM
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el término que se encuentra dentro de los corchetes representa
el conjunto de réplicas del espectro del objeto, el cual está re-
cortado por el soporte compacto de la OTF del sistema óptico.
Aunque este conjunto de réplicas está entremezclado, la técnica
SIM utiliza los desplazamientos de fase para generar un sistema
de ecuaciones con las imágenes capturadas y poder separar la
información de las distintas componentes espectrales. Para es-
te fin, la técnica SIM necesita la captura, al menos, del mismo
número de imágenes que el número de órdenes de frecuencias
espaciales, cada una de ellas con un desplazamiento del patrón
apropiado. Además, el patrón de iluminación ha de ser rotado
al menos 3 veces para conseguir un aumento en la resolución
final prácticamente isótropo. De esta forma, el proceso de captura
completo se traduce en la captura de 9 imágenes en el caso en
que estemos usando dos ondas planas de iluminación, y este
número aumenta a 15 imagenes en el caso de iluminar con 3
ondas. A continuación, se procesan las imágenes y recombinan
de la manera adecuada, es decir, haciendo uso de un algoritmo
computacional que, entre otros cómputos, necesita procesar de-
convoluciones para recuperar las componentes de alta resolución
para reducir las imperfecciones en la reconstrucción final, tal y
como se presentó en el capítulo anterior.
Con el fin de aligerar la tasa de imagenes necesarias y la re-
ducción tanto del tiempo de computo como del esfuerzo compu-
tacional, proponemos una nueva técnica de microscopia 3D inno-
vadora. Esta propuesta es en esencia diferente a la técnica SIM
pero basada en el mismo principio de iluminación estructurada.
Hemos llamado a esta técnica microscopía por iluminación estruc-
turada escaneada (SISM del inglés Structured Ilumination Scanning
Microscopy). La principal diferencia radica en el hecho de que
en este nuevo caso la iluminación permanece fija sin necesidad
de realizar ningún desplazamiento del patrón de iluminación.
La muestra se escanea, es decir, se desplaza sucesivamente de
modo controlado, y solo la luz que pasa por un estenope situado,
típicamente, en el centro de la imagen en el plano del sensor,
es capturada. Así pues, para cada una de las posiciones del ob-
jeto escaneadas (rs), la intensidad de una pequeña porción de
la imagen es medida al igual que se ejecuta en un microscopio
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confocal. Así pues, para un desplazamiento dado del objeto (rs),




{[O(r + rs)S(r)]⊗3 hinc(r)}δ(r)d3r , (6.3)
En esta ecuación δ(r) es la función delta de Dirac que tiene en
cuenta el efecto del estenope. Se puede escribir la operación de




O(rs − α)S(−α)hinc(α)d3α , (6.4)
siendo α las coordenadas tridimensionales de la convolución. En
el caso en el que el patrón de iluminación sea simétrico respecto
del origen de coordenadas, podemos reescribir la Ec. 6.4 como
una nueva convolución,
ISISM(rs) = O(rs)⊗3 [S(rs)hinc(rs)] . (6.5)
A partir de esta última Ec. 6.5, se muestra que tras el escaneo
tanto transversal como axial, el proceso es lineal e invariante a
desplazamientos. En otras palabras, la imagen 3D es el resultado
de la convolución entre el objeto 3D y la nueva PSF 3D. Dicha
PSF no es más que el producto entre el patrón de iluminación y
la PSF del sistema. Este efecto se puede comprender mejor en el
dominio de Fourier,
ĨSISM(ρs) = Õ(ρs)[S̃(ρs)⊗3 H(ρs)] , (6.6)
siendo ρs = (us, ws) las coordenadas espacio-frecuenciales de la
imagen producida por un escaneo 3D de la muestra. Los términos
que aparecen en el interior de los corchetes representan la nueva
OTF (HSISM), la cual es el resultado de la convolución entre la
antigua OTF y el espectro frecuencial del patrón de iluminación.
Consideremos ahora un patrón de iluminación generado por
la interferencia de 4 ondas planas que viajan respetando una
simetría, 2 a 2, en términos de ángulos respecto del eje óptico.
En términos matemáticos, supondremos una generalización de
la iluminación propuesta en 3.5 tal que ahora tenemos
s(x, z) ∝ 2 cos (πAx) + cos (πAy) . (6.7)
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Una vez interactua con los fluoroforos de la muestra, este patrón
de iluminación se puede expresar de la siguiente manera,
S(x, z) = |eiπAx + e−iπAx + eiπAy + e−iπAy|2 . (6.8)
Desarrollando esta expresión, obtenemos
S(x, z) =4 + ei2πAx + e−i2πAx + ei2πAy + e−i2πAy+
+ eiπA(x+y) + eiπA(x−y) + eiπA(y−x) + e−iπA(x+y) .
(6.9)
Teniendo en cuenta este tipo de iluminación en la Ec. 6.6, pode-
mos expresar
ĨSISM(ρs) = Õ(ρs)HSISM(ρs) , (6.10)
donde
HSISM(ρs) = 4H(ρs)+
+ H(us − A, vs, ws) + H(us + A, vs, ws)+




























Como puede verse esto significa que la técnica SISM genera
una OTF 3D que está compuesta por la superposición de varias
OTF convencionales, las cuales están desplazadas del origen a
posiciones dadas por los órdenes de difracción de la ilumina-
ción. En particular, si la frecuencia de modulación del patrón de
iluminación (A) coincide con la frecuencia de corte del sistema
óptico, entonces la OTF resultante dobla la resolución en ambas
direcciones x e y simultáneamente, además de incrementar la
resolución en la dirección diagonal en 1.5 veces. A estas alturas
la potenciabilidad de esta nueva técnica ya quedaría patente,
pero esta técnica proporciona otras propiedades ópticas como
el seccionado óptico. Como se puede ver en la Fig. 6.1, la OTF
3D resultante es capaz de rellenar el cono de perdidas en el
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dominio de Fourier, lo cual indica que este nuevo microscopio
tiene la capacidad de generar seccionado óptico similar al que
se obtendría con un microscopio confocal. Este resultado no solo
aporta el máximo aumento en resolución capaz de generar un sis-
tema SIM, sino que además posee la capacidad de proporcionar
seccionado óptico simultáneamente. Nótese que en un SIM por
interferencia de dos ondas no es posible duplicar la resolución de
la reconstrucción y obtener seccionado óptico simultáneamente.
(a)
(b)
Figura 6.1: Representación gráfica tridimensional de la OTF-3D en un
sistema convencional (a) y en el sistema SISM propuesto
(b). La OTF-3D convencional presenta el típico cono de
pérdidas de las frecuencias axiales prohibiendo el seccio-
nado óptico de la muestra. Las réplicas en la OTF-3D del
sistema SEISM llenan el cono de pérdidas garantizando el
seccionado óptico de la muestra en este caso.
Hay que tener en cuenta que en este caso no es necesario un
procesado adicional tras la captura para lograr un incremento en
resolución transversal, con su tiempo de cómputo respectivo. Es
de destacar que este sistema se diferencia sustancialmente de un
sistema SIM multifocal [57], en el cual se usa un array de puntos
focalizados para obtener una reducción sustancial en el tiempo
de adquisición.
Para validar esta técnica innovadora primero se relizarán una




Para la simulación en primera instancia, se generó computacio-
nalmente una muestra bidimensional uniforme, infinitesimal en
la dirección axial, y energéticamente homogénea (O(r) = δ(z)).
Dicha muestra se iluminó con un patrón interferencial como el
que aparece en 6.9 y se simuló la formación de imágenes. Se
consideró una frecuencia para el patrón sobre la muestra del
98 % de la frecuencia de corte de la OTF del sistema de colección.
En la Fig. 6.2 se puede observar la distribución de intensidades
Figura 6.2: (a) Imagen simulada de una muestra fluorescente unifor-
me de extensión axial infinitesimal, sometida al patrón de
iluminación SISM propuesto. Nótese que éste es invarian-
te con la posición axial considerada. (b) Transformada de
Fourier de dicha imagen. La frecuencia del patrón de ilu-
minación se ha ajustado al 98 % de la frecuencia de corte
de la OTF.
en el espacio imagen del sistema óptico y su correspondiente
transformada de Fourier. Para facilitar la visualización de esta
última, se añadió a la muestra un ruido blanco de bajo nivel
que proporciona un fondo casi uniforme dentro del soporte de
la OTF. A continuación, se simuló el escaneo necesario de la
imagen midiendo la intensidad capturada por uno de los píxeles
correspondiente a un máximo de la iluminación del patrón para
cada uno de los pasos, lo que da lugar a la intensidad escaneada
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(ISISM). Todos los calculos fueron realizados usando el programa
Matlab R©.
En primer lugar, con el fin de estudiar la PSF de este nuevo
sistema SISM se generó un objeto puntual, es decir, O(r) = δ(r).
Las simulaciones generadas y sus comparaciones con un sistema




Figura 6.3: Comparación de la OTF en el plano ws = 0. Compara-
ción de la PSF transversal (zs = 0) (primera columna), de
la OTF transversal (ws = 0) (columna central) y de la re-
construcción final de un test de resolución USAF 1951 R©
(última columna), entre un microscopio convencional (pri-
mera fila) y la propuesta SISM (segunda fila) con la misma
frecuencia óptica de corte original. De los círculos disconti-
nuos de igual radio se observa el doble ancho de banda en
SISM respecto la convencional.
del sistema SISM llega a ser hasta 2 veces más estrecha que en
un sistema convencional. Esta mejora, y en general cualquier con-
cepto dentro de este marco óptico, se puede entender mejor en el
dominio de Fourier, el cual corresponde, de hecho, con la OTF del
sistema. Como puede verse en la Fig. 6.3, la OTF posee el doble
de ancho de banda respecto a la simulación convencional en dos
direcciones transversales perpendiculares entre ellas, a la vez que
se incrementa en un factor 1.5 en la diagonal. Adicionalmente, se
realizó una simulación en SISM usando como objeto la imagen
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de un test USAF 1951 R©. En este resultado se aprecia una mejora
en resolución de un grupo en ambas direcciones perpendiculares
comparado con la imagen convencional, lo cual corresponde con
una mejora en la resolución espacial en un factor cercano a 2.
6.4 validación experimental
6.4.1 Montaje experimental
Para la validación experimental, se construyó un sistema SISM
formado por un microscopio convencional de campo claro al que
se le injertó un brazo de iluminación el cual nos proporcinaba
el patrón de iluminación estructurada con las 4 ondas planas

















Figura 6.4: Esquema del dispositivo experimental.
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Aunque existen diversas formas de generar el patrón de franjas
deseado (por ejemplo un modulador espacial de luz o redes de
difracción), usamos la combinación de 2 biprismas de Fresnel con
diferente ángulo de refringencia (1o y 1.5o) dispuestos de forma
que sus aristas estuvieran perpendiculares entre sí. Este elemento
ha sido usado anteriormente para generar iluminación estructu-
rada [61] y [21], tal y como indicamos en capítulos previos. Hay
que destacar que para nuestro fin, este elemento es especialmente
adecuado dado que prácticamente toda la luz que lo atraviesa se
emplea en la iluminación. Los biprismas se sitúan entre la salida
de la fibra del laser (λ=488 nm) y la lente colimadora de 100
mm de focal. Este montaje genera 4 fuentes puntuales coherentes
entre sí tanto espacial como temporalmente, equidistantes todas
ellas respecto del eje óptico, es decir, localizadas en los vértices de
un cuadrado. Como ya se comentó, la distancia entre las distintas
réplicas de la fuente puntual depende del ángulo del biprisma y
de la distancia de estos biprismas con la salida de la fibra óptica.
Es importante la equidistancia de las fuentes virtuales respecto
del eje óptico. Para elegir una distancia óptima entre ambos
biprismas, las 4 fuentes virtuales debían estar situadas en los
vértices de un cuadrado y no de un rectángulo, en cuyo caso
la frecuencia de modulación del patrón será distinta en ambas
direcciones ortogonales y, por tanto, la resolución de la imagen
final también será distinta dependiendo de la dirección. Una vez
fijada la distancia entre los biprismas, se podían desplazar estos
biprismas entre la salida del láser y la lente colimadora para elegir
la frecuencia de modulación del patrón generado a voluntad. La
lente de iluminación (L2) de 300 mm de focal genera una imagen
de las fuentes virtuales sobre la pupila de un objetivo conjugado
con el infinito, generando así el patrón de iluminación deseado
en el espacio objeto del objetivo. La luz emitida por la muestra
es entonces recogida por el mismo objetivo de microscopio y,
a traves de la lente de tubo de 300 mm de focal, se genera la
focalización de la luz, y consecuentemente la imagen, en el sensor
de la camara. Esta distancia focal de la lente de tubo se escogió
de manera que la PSF ocupara suficientes pixeles en el sensor
como para poder ser muestreada apropiadamente. La muestra se
montó sobre un desplazador piezo-electrico (Piezosystem Jena R©),
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el cual permitía un rango de desplazamiento de 80 µm con una
precisión de 0.1 µm. Para obtener el escaneo de la intensidad
capturada se usó una interfaz en el programa Labview R©. Esta
interfaz nos facilitaba la selección de unos pocos píxeles del
sensor e integraba su intensidad para cada uno de los pasos del
escaneo [58], actuando a modo de pinhole virtual.
6.4.2 Resultados
En una primera etapa de validación, se construyó un experi-
mento como prueba de concepto para validar la mejora en la
resolución producida por el sistema propuesto. Se usó un test de
resolución USAF 1951 R© fluorescente como objeto, y un objetivo
de microscopio de baja apertura numérica (M = 10×, NA=0.1).
La distribución de intensidades resultante de la interacción entre
la muestra y el patrón de iluminación se puede observar con el
mero hecho de capturar el campo del espacio objeto del objeti-
vo de microscopio mediante una captura de campo claro (Fig.
6.5(a)), es decir sin necesidad de escanear la muestra. Este modo
Figura 6.5: (a) Distribución de intensidades en el plano de la cámara
como resultado de la interacción entre la muestra y el
patrón de iluminación. (b) Transformada de Fourier.
de campo claro es especialmente útil a la hora de seleccionar la
frecuencia de modulación del patrón de iluminación, ya que fiján-
donos en la transformada de Fourier somos capaces de aumentar
o disminuir la frecuencia de modulación hasta el momento en
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el veamos los órdenes de difracción próximos a los extremos
del soporte compacto de la OTF del sistema (Fig. 6.5(b)). Como
predice la teoría en Ec. 6.10 y Ec. 6.11, existen 9 componentes en
el dominio de Fourier del objeto con el patrón de iluminación.
Con el fin de obtener una imagen SISM se selecionó un estenope
sintético de 2× 2 píxeles y se llevó a cabo un escaneo transver-
sal de los grupos de mayor frecuencia espacial del test con los
que demostraremos el aumento en resolución. Se capturó una
segunda imagen tras la retirada de los biprismas de Fresnel, lo
que equivale a una captura con un sistema convencional. Tanto
la imagen convencional como la realizada con SISM se mues-
tran en la Fig. 6.6. En esta figura se puede apreciar el sustancial
aumento en resolución adquirido con esta nueva técnica. En la
imagen procesada con SISM, la mínima anchura de línea que se
resuelve, tomando el convenio de Rayleigh, es de 1.38 µm. Esto
supone que la imagen obtenida por el sistema SISM posee una
resolución igual a la que se obtendría en un sistema convencional
que poseyera un objetivo de microscopio cuya apertura numérica
fuera de NA=0.18, valor muy próximo al NA=0.2, límite predicho
por la teoría.
Con el fin de comprobar que la frecuencia del patrón de ilu-
minación estructurada proyectado sobre la muestra afecta a la
resolución final de la imagen, se llevaron a cabo una serie de
medidas utilizando distintas frecuencias de modulación del pa-
trón. Esta variación de la frecuencia espacial puede ser realizada
simplemente desplazando los biprismas axialmente entre la sa-
lida de la fibra y la lente colimadora. Se realizó una selección
representativa de frecuencias de modulación del 20 %, 60 % y
90 % de la frecuencia de corte del objetivo de microscopio. Las
imágenes SISM del test y sus respectivas transformadas de Fou-
rier se muestran en la Fig. 6.7. Como se puede ver en la figura,
la resolución de las imágenes mejora a medida que la frecuencia
espacial del patrón de iluminación incrementa.
Una vez validado el método para una apertura numérica relati-
vamente baja, nuestro objetivo ahora es mostrar la funcionalidad
de la técnica SISM haciendo uso de un objetivo de microscopio
de mayor apertura numérica. Dado que estamos limitados por el
menor paso que nuestro desplazador piezo-eléctrico nos puede
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Figura 6.6: (a) Distribución de intensidades tras el escaneo de la mues-
tra en un microscopio convencional y (b) su respectiva
transformada de Fourier. (c) Distribución de intensidades
tras el escaneo en el SISM y (d) su transformada de Fourier
proporcionar, usamos un objetivo de microscopio cuya apertura
numérica era de NA=0.6. Sin embargo, hay que tener presente
que no existen límites teóricos o prácticos en términos de la
apertura numérica que puede ser usada. Medimos el tamaño
transversal del diámetro de la PSF usando una serie de nanoesfe-
ras fluorescentes de 100 nm de radio aproximadamente. Como
se puede apreciar en la Fig. 6.8, la técnica SISM proporciona una
PSF que transversalmente es menor en tamaño que su homóloga
convencional. Se realizó la medida y se calculó el valor medio de
una serie de perfiles del diámetro de la nanoesfera, tal como se
puede ver en la Fig. 6.8.
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Figura 6.7: Imágenes de un test de resolución USAF 1951 R©fluorescente
y sus correspondientes transformadas de Fourier captu-
radas utilizando distintas frecuencias de modulación del
patrón: con un 20 % de la frecuencia de corte de la OTF
(a-b), un 60 % (c-d) y un 90 % (e-f).
Coordenada transversal (nm)















Figura 6.8: Medida de la PSF mediante el escaneo de un objeto puntal
fluorescente menor que la PSF del sistema, en un sistema
convencional (a) y en el SISM (b). Un perfil de ambas PSFs
(derecha) muestra la diferencia de tamaños.
A partir de estos perfiles se midió la anchura a media altura
(FWHM) de un corte transversal de la PSF. La PSF convencio-
nal media 0.59 µm, coincidiendo con el valor teórico para una
apertura numérica de NA=0.6, mientras que la anchura a media
altura en el SISM era de 0.31 µm. Esto se corresponde con una
apertura numérica efectiva de 1.1 lo que está próximo a doblar
la resolución del objetivo de microscopio. Tengamos en cuenta
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que sin un medio de inmersión para la muestra, no es posible
alcanzar valores de NA superiores a la unidad en microscopios
con sistemas convencionales.
En un tercer experimento se obtuvo la imagen de una solución
de fibras de celulosa similar a la utilizada en el capítulo 4.4. Se
adquirieron imágenes con un campo en el espacio objeto del
objetivo de microscopio de 8× 8 µm con el sistema convencional
y con el SISM, tal como aparecen en la Fig. 6.9.
Figura 6.9: Imágenes de muestras de celulosa y sus correspondientes
transformadas de Fourier para un microscopio convencio-
nal (a-b) y para el SISM (c-d).
En la distribución de intensidades de la muestra, a simple vista
podemos reconocer un aumento en la resolución, como podemos
ver en la comparación de las subfiguras Fig. 6.9(a) y Fig. 6.9(c).
Para realizar una justificación de este aumento de la resolución
más fundamentada se realizaron las transformadas de Fourier
de ambas imágenes y así se pudo cuantificar este aumento. A
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partir del espectro frecuencial, no solo se puede apreciar la forma
teorica del SISM, sino que además se puede medir ese aumento
doble en el ancho de banda frecuencial entre ambas imágenes.
Una medida del valor de la fecuencia de corte del sistema SISM
proporcionó un valor de 3,3 µm−1. Esta frecuencia de corte es
equivalente a poseer un objetivo de microscopio cuya NA=1.1.
De nuevo, este valor está muy proximo al límite teórico de 1.2.
Como último experimento para dicha validación experimental
del método se evaluó empíricamente la capacidad de seccionado
óptico del sistema. Para este propósito, se llevo a cabo un escaneo
axial de una muestra fluorescente delgada en la dirección z, usan-
do para ello el mismo objetivo de microscopio (NA=0.6) tanto
con iluminación estructurada como uniforme. En la Fig. 6.10
se pueden observar las distribuciones de intensidad escaneadas.
Debido a la ausencia de seccionado óptico, la lámina uniforme
produce una intensidad integrada prácticamente uniforme en
el caso convencional. Por el contrario, el escaneo SISM muestra
claramente su capacidad de seccionado óptico dado que la luz
fuera de foco ha sido completamente eliminada. La anchura a
media altura de la intensidad integrada para este caso es de unas
2 µm. Este valor está próximo al que se obtiene con un micros-
copio confocal con la misma apertura numérica cuya resolución
axial es de 1.7 µm aproximadamente.
Figura 6.10: Comparación de la medida en intensidad del escaneado
axial en una muestra delgada en la dirección axial en un
microscopio convencional (a) y en el SISM (b). La gráfica
de la derecha representa la intensidad integrada de ambas
medidas.
7 C O N C L U S I O N E S
A lo largo del trabajo hemos obtenido resultados que facilitan y
mejoran los procesos de captura y reconstrucción de imágenes mi-
croscópicas 3D en diferentes ámbitos. Al inicio del estudio hemos
presentado cuáles son las propiedades ópticas más importantes
en los sistemas de microscopía óptica, como son la resolución, la
capacidad de seccionado óptico y la velocidad tanto de captura
como de reconstrucción de la información tridimensional. Un
detallado estudio del proceso que conlleva la captura de la infor-
mación 3D en los sistemas SIM ha desembocado en la propuesta
de una técnica innovadora para la determinación del desplaza-
miento automática del patrón de iluminación, con sus respectivas
demostraciones teórica, simulada y experimental. A continuación,
hemos incorporado el efecto del tamaño finito de los elementos
ópticos que conforman un sistema SIM, realizando un análisis
de dos de las propiedades del patrón de iluminación generado:
la extensión del campo útil de iluminación y su visibilidad. Este
estudio ha permitido diseñar la disposición de los elementos
óticos del sistema SIM para optimizar ambas características de
modo conjunto. Por último, el estudio de diversas técnicas de
microscopia nos ha llevado a la invención de un nuevo tipo de
microscopio capaz de alcanzar resoluciones laterales por encima
del límite impuesto por la difracción y simultáneamente con
la capacidad de obtener seccionado óptico de la muestra. Estas
características se logran por la correcta combinación entre una
iluminación estructurada de la muestra seguida de un escaneo
estructurado de la misma. En el caso en el que la frecuencia
de modulación espacial del patrón de iluminación esté próxi-
ma a la frecuencia de corte de la OTF del sistema, esta técnica
es capaz de obtener el doble de resolución lateral que un siste-
ma convencional. Además, la técnica es estable y no requiere
la necesidad de un post procesado de la información ni de un
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desplazamiento del patrón de iluminación sobre la muestra para
conseguir imágenes con superresolución, a diferencia de lo que
ocurre en la técnica SIM. Con ello se limitan fuertemente los
requerimientos computacionales, tanto de velocidad de cálculo
como de disponibilidad de memoria. Adicionalmente, el patrón
de iluminación es extenso lateralmente al contrario de lo que
ocurre en un microscopio confocal, así evitamos el photobleaching
de la muestra que puede ocurrir en técnicas que requieren un
haz de iluminación focalizado. La validación de la técnica se ha
realizado tanto teóricamente como mediante simulaciones, así
como a través de resultados experimentales.
B I B L I O G R A F Í A
[1] K. Uluç, G. C. Kujoth y M. K. Başkaya, «Operating mi-
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