manufacturing resources and their respective processes in the BOM, we can construct their RCN modules, as shown in Fig. 9 , where dotted areas are common transitions and common transition subnets, denoted with the same labels. Table I shows the meanings of the places while the transitions denote the start and/or end of some operation. After merging the modules, we obtain a system model in Fig. 10 .
It can be verified that the system net only has one minimal siphon that does not contain a marked trap: S 1 = fp 6 ; p 12 ; p 26 ; p27; p28; p29; p30g. From Property 3, the condition of Theorem 1 holds if F (S1) > 0. After some algebraic manipulations, it can be shown that F (S1) > 0 iff (k1 < b2) _ (k2 < 2):
It can be shown that condition 4 is necessary as well. Thus, the net is reversible iff condition 4 holds. If it does not hold, i.e., (k1 b2) and (k2 2), then the , where a = minfk 1 0 b 2 ; 1g, leads to a deadlock such that all transitions except those related to U3 (i.e., t17 ; t18; t19; t20; t21 ; t22 , and t25) are not firable forever. Since Restriction 4 is not satisfied, we must generate FCF components to check the potential firability of each transition. For example, the net of Fig. 11 is an FCF component N 1 of the resultant net G 3 after the resource places are removed from the system net. f (N1) is the resultant net after the resource places are added to N1. It is a marked graph and is live iff every resource place is initially marked. As a result, every transition in N1 is potentially firable. Similarly, it can be shown that transitions not in N 1 are potentially firable as well. Therefore, the system net is live if condition 4 holds.
VII. CONCLUDING REMARKS
In this paper, we have analyzed Petri nets resulting from merging Resource Control Nets introduced in [5] . Our analysis has been based on siphons. It has been shown that a RCN-merged net is reversible iff no siphon in it can become empty. Under the reversibility, the liveness of the RCN-merged net reduces to its potential liveness. If each transition in the net does not create parallel processes, the net is proven to be potentially live. Otherwise, the analysis is based on the notion of FCF components. Finally, relations between siphons, circular structure, and circular-wait have formally been established. The results in this paper have been compared with those in [5] . The superiority of the former has been shown.
We notice that the number of siphons to be examined grows exponentially with the number of RCN's involved. Therefore, to apply the results of this paper to synthesizing large resource control systems, one could use the mixed-integer programming approach proposed in [3] for checking, without explicit enumeration of siphons, the existence of potential deadlocks.
Assessing Determinism of Photo-plethysmographic Signal

Joydeep Bhattacharya and Partha Pratim Kanjilal
Abstract-A study was performed to analyze the signal obtained from a noninvasive photo-plethysmographic device from four subjects in different clinical conditions. With the help of the theory of nonlinear dynamics, it is verified that the cardiovascular dynamics is dominated by an underlying chaotic attractor. A new robust and computationally efficient method is presented for the detection of the hidden deterministic structure of a time series. It is shown that the degree of chaos as well as the underlying determinism is directly related to the subject's clinical stability. [2] , [9] , [18] , [27] have shown that the heart rate variability time series shows evidence of chaos. This is important because the identification of a phenomena as deterministic chaos may introduce new therapeutic strategies possible. Heart rate can be deduced directly from an electrocardiogram (ECG), as the RR series, i.e., the sequence of successive interbeat intervals. Heart rate variability (HRV) time series contain the information in terms of the period variation of the parent ECG series. So relevant information (i.e., phase or pattern, scaling factors, or amplitudes) other than the period variations are overlooked.
Index Terms-
In this work, the signal obtained from digital blood volume pulsations through a noninvasive transmittance type photoplethysmographic device has been analyzed. The photo plethysmograph is a noninvasive device for detecting blood volume changes in living tissue by optical means [8] , [12] , [25] . This plethysmographic signal is synchronized with the beating of the heart; the shape of this pulsatile signal is similar to the arterial blood pressure waveform, obtained through direct catheterization. Instead of analyzing the HRV time series (which can also be obtained from the plethysmographic waveform), the plethysmographic waveform is considered as the desired signal which are assumed to contain sufficient information about the underlying cardiovascular dynamics. The determination of the dimension may be useful in characterizing the state of the heart and its control mechanisms [9] . The correlation dimension of plethysmographic waveform from four subjects in different clinical conditions has been evaluated. A new method has been proposed for the qualitative assessment of the underlying nonlinear deterministic dynamics of the time series.
II. PHOTO-PLETHYSMOGRAPHIC DEVICE
The transmittance type photo-plethysmograph comprises two infrared (940 nm) light emitting diode (connected in series) as the light source, and two photo-transistors (connected in parallel) as the detector; both the source and the detector are placed inside a fingerencircling cuff. The light source is driven by a pulse of frequency 3 KHz, acting as a carrier wave. The pulsatile blood volume signal detected by the photo-transistors is modulated by the carrier wave. The use of modulation saves power, protects the optical assembly through intermittent operation, and segregates the signal in frequency domain and thereby increases the noise immunity. The output of the photo-transistors is passed through a notch filter with a notch frequency of 50 Hz, which is followed by an amplifier and a fourthorder Butterworth filter having a cutoff frequency of 40 Hz. The resulting filtered output is the required pseudo-blood-pressure signal, which is stored in a PC using a data acquisition system (PCL-718, ALS, Bangalore, India) with a 12-bit A/D converter (sampling frequency 122 Hz). All the analyses have been done off-line.
III. DIMENSION ESTIMATION PROCEDURE
The constructions of phase space trajectory is a crucial step in the nonlinear analysis of the photo-plethysmographic series, where the univariate voltage data are transformed to its trajectory in a multidimensional phase-space. It has been shown [16] , [21] that it is possible to build a dynamic system with a unique variable and phase space reconstruction with time-delayed values of the series.
For a time series fx(1) = x(1); x(2); ...; x(L)g, the phase space vector x(k) is constructed as x(k) = (x(k);x(k + );x(k + 2); ... ; x(k + (m 0 1))), where is the delay-time and m is the embedding dimension. This m-dimensional reconstructed phase space has topological properties identical to those of the system's attractor. For a smooth one-to-one mapping, the reconstruction requires an embedding dimension m 2D 2 + 1, where D 2 is the dimension of the original process. We use , as the first zero crossing of the autocorrelation function [1] . On reconstruction of multidimensional phase space trajectory, the dynamical parameter, the attractor dimension or correlation dimension [5] may be calculated. Correlation dimension (D2) measures the number of couples of state vectors (x(i); x(k)) whose distance is less than a given radius r. Under certain conditions, it can be approximated as the lower bound to the process dimension. The correlation dimension is computed as D2 = lim r!0 log C(r) log(r)
where the correlation integral, C(r), the probability that a pair of two arbitrary points in the phase space is separated by a distance r, can be calculated as follows:
where 2 is the Heaviside function (i.e., 2(r) = 0;r < 0; 2(r) = 1;r 0) the index w has been introduced by [22] to exclude the near neighboring points from the calculation. In a log-log plot, the slope of log C(r) versus log(r) gives the dimension D2(m) corresponding to the embedding dimension m. The resulting dimension is a measure of its complexity. If a process is strictly periodic, D2 will be 1; for a quasiperiodic process, D 2 is n where there are n incommensurate frequencies [17] . A noninteger D 2 implies the process to be chaotic, whereas D2 will be always equal to the embedding dimension for a stochastic one because the random data always fill the phase space, be it of any embedding dimension. D 2 is computed for different embedding dimension m and the profile of D2 versus m is examined. In deterministic chaos, a saturation of D 2 is observed at a final fractional value, which is the dimension of the underlying attractor. But there are many caveats [23] in the dimension estimation algorithm. It requires a long stationary data series [19] . With increasing D 2 , a successful application calls for an exponentially increasing data length (10 D ) but physiological time series (e.g., the heart rate series, the photo-plethysmographic series) does not remain stationary over a long period [10] . So the results of the dimension analyses should be analyzed with caution. Therefore new methods are needed for the proper assessment of the underlying dynamical characteristics of the physiological process.
IV. DETECTION OF DETERMINISM
In this paper, a novel algorithm based on singular value decomposition is proposed to detect the underlying deterministic nature of the Singular value decomposition (SVD) [4] , [11] of any m2n matrix A is given by A = U6V T (2) where U(R m2m ) and V(R n2n ) are orthogonal matrices 6(R m2n ) = diag(1; 2; . ..;r : 0); r = min(m;n) and 1 2 111 r 0:
The number of nonzero singular values ( i ) gives the rank of A. If the series fx(k)g is strictly periodic with a period length N; A N will (with row length n = N) be a rank-one matrix, when 1 only will be nonzero and 2 = 1 1 1 = r = 0.
Remark 1:
When the period length of fx(k)g is different from the row length of A or fx(k)g is not strictly periodic, 1 < Rank(A)) min(m; n). This feature has been successfully used for the detection of hidden periodicity in any time series and for the modeling and long-term prediction of nearly periodic and aperiodic time series [11] , [13] .
Remark 2: SVD is remarkably robust numerically and there are computationally stable as well as efficient implementations available [4] .
Proposed Algorithm: For a stochastic process all the singular values will be high, whereas for a nearly periodic process depending on the matrix configuration only first few singular values can be high. This fact is utilized in the proposed algorithm, which consists of the following steps.
1) Take the series and remove the mean, and normalize it to unit variance.
2) Construct matrix AN as in (1) Here, we explore the fact that a chaotic process requires finite number of modes for description whereas a stochastic process requires infinitely large number of modes. So for a nondeterministic or stochastic process, all the singular values will be of comparable magnitude, thus the required distribution will be gradually increasing tending to saturate at a high value, since the singular values are arranged in a nonincreasing order. But for a deterministic chaotic process, with increasing i, the singular values will be having decreasing magnitudes tending to be vanishingly small, and hence i 2 m (i)
will be eventually tending to saturate at a low value asymptotically. The inherent determinism of the underlying system can be verified by statistically comparing (Mann-Whitney rank-sum statistic, Z) the i 2 m (i) distribution of the original series to the i 2 m (i) distributions of the surrogate series, a nondeterministic counterpart of the original series. The nondeterministic surrogate series is so generated that has certain similar characteristic features as the original signal, which are the mean, the variance, and the temporal correlation, reflected by the Fourier power spectrum. For a two-tailed test at = 0:05; t 0:052);1 = 1:96; if jZ j > t 0:05(2);1 , we can say that the probability () that the two sets of i 2 m (i) distributions are random samples of the same distributions is less than 0.05 [26] . One can use different methods (e.g., (un)windowed Fourier transform, amplitude adjusted Fourier transform) to generate the surrogate series. In this paper, amplitude adjusted Fourier transform surrogate generator [24] has been used, which is based on the null hypothesis that the concerned time series is nothing but a point-by-point transformation of a linear Gaussian process. An ensemble of 16 surrogates are generated for a single set of the original time series.
In all the earlier studies [3] , [6] on the use of global SVD to distinguish chaotic dynamics from random signal, the trajectory matrix has been formed from the time-lagged delay coordinates and the gradual decay of the singular values has been examined. It is reported [20] that this approach cannot distinguish between different dynamical processes with the same power spectrum. The data matrix is applied to the successive singular values (i); this way the weaker (in terms of energy) modes represented by later singular values are given more importance, as the desired distinguishing feature is expected to be associated with the nonprime singular values.
Remark 3:
Here we assume N s = 30, since it can be expected that 30 coordinates (or modes) will be sufficient to describe the underlying process dynamics. For different matrix configurations, an averaging has been done over all the singular value distributions; the total information is kept undisturbed. The proposed algorithm is relatively insensitive to the choice of N s as long as it is sufficiently large, as discussed further in the next section.
V. RESULTS AND DISCUSSION
Beat-to-beat photo-plethysmographic signal of four individuals were recorded; one subject was normal (case-1) and all three others were diseased in different clinical states, namely post-operative stable state (case-2), post-operative quasistable state (case-3), and hypoxic brain-damage (case-4) unstable state. The profiles of subjects are summarized in Table I . Fig. 1 shows the three-dimensional phase space trajectory of the time series data for four subjects. The blood pressure waveform is synchronized with the heart beat. A nested pseudo-loop corresponds to dicrotic notch is observed for case-1; we find different concentric structure having regularly shaped loops with irregular transition between the loops. A more orderly limit cycle behavior is observed for case-2. In case-4, we obtain a space-filling complicated trajectory, which may arise due to two reasons: 1) the underlying attractor is high-dimensional chaos; 2) the dynamics are purely random. For the conventional correlation dimension estimation 4000 data points (i.e., 25 s duration) are used, and the results are shown in Table I . We find that the dimension of stable subjects is 2.1-2.3 which confirms the low-dimensional chaotic attractor in healthy state. The dimension gradually increases with the decreasing clinical stability of the subjects. In completely unstable state, it reaches to approximately five.
First we apply the proposed algorithm for the detection of determinism on a stochastic self-similar process with power law behavior as well as on some well known chaotic processes. Table II summarizes the results, listing the corresponding Mann-Whitney rank-sum statistic, jZ j. In all three chaotic processes (namely the Lorenz equation, the Rossler equation and the Mackey-Glass equation), we obtain jZ j 1:96 thus rejecting the null hypothesis of linearity, whereas for self-similar stochastic process [15] , jZ j 1:96 leads to the acceptance of null hypothesis. Remark: It has been reported [7] that the detection of underlying deterministic structure is especially problematic for high-dimensional systems. It is shown here that this algorithm is able to identify even the high-dimensional chaos (i.e., D 2 > 20 for Mackey-Glass series with = 300) from stochastic signal. (Fig. 2) . It is clear that for case-1 and case-2 the processes belong to the lower dimension, i.e., (healthy) stable physiological state refers to the low-dimensional nonlinearity which can be ascribed to the lowdimensional chaos, whereas the degree of determinism decreases with the gradual increase of pathological instability.
Remark 1: In this study, a small data segment (of only 1300 data points) was shown to adequate for the assessment of the determinism here. The alternative standard topological invariant measures (such as the correlation dimension, Lyapunov exponent, Kolmogorov entropy) cannot be performed over such small data lengths with confidence [14] . Use of larger data segments does not alter the outcome of the proposed method for the detection of determinism. This is of 
VI. CONCLUSION
A robust yet simple method has been proposed for the assessment of the determinism in a time series. The method is shown to be able to produce a measure of the degree of determinism in stable and unstable humans from photo-plethysmographic signal of limited lengths.
