This paper reformulates and streamlines the core tools of robust stability and performance for LTI systems using now-standard methods in convex optimization. In particular, robustness analysis can be formulated directly as a primal convex (semidefinite program or SDP) optimization problem using sets of Gramians whose closure is a semidefinite cone. This allows various constraints such as structured uncertainty to be included directly, and worst-case disturbances and perturbations constructed directly from the primal variables. Well known results such as the KYP lemma and various scaled small gain tests can also be obtained directly through standard SDP duality. To readers familiar with robustness and SDPs, the framework should appear obvious, if only in retrospect. But this is also part of its appeal and should enhance pedagogy, and we hope suggest new research. There is a key lemma proving closure of a Gramian that is also obvious but our current proof appears unnecessarily cumbersome, and a final aim of this paper is to enlist the help of experts in robust control and convex optimization in finding simpler alternatives.
I. INTRODUCTION
Convex optimization, especially Semidefinite Programing (SDP), is an essential tool in robust control theory. Many existing results can be stated as a feasibility problem with Linear Matrix Inequality (LMI) constraints [1] , which can be solved via SDP. In addition, SDP duality is being used to provide control theoretical insights on these results [2] , [3] , [4] . In particular, the dual LMI approach is used to extract the worst case frequency variable and disturbance in [3] , [4] .
However, a recent paper shows that this dual LMI has its own right as a well-defined optimization when it comes to H ∞ analysis [5] . In [6] , we also report that the Kalman-Yakubovich-Popov (KYP) lemma [7] is an SDP dual of this optimization problem, which should be obvious to the experts. This being said, this dual LMI can be a starting point of robustness analysis, and the KYP lemma can be obtained through SDP duality, i.e., reversing the theoretical developments.
To this end, this paper provides a complete characterization of Gramians generated by a linear time invariant (LTI) system. It turns out the closure of a set of Gramians is an intersection of a subspace and a semidefinite cone. This semidefinite representation allows us to compute H ∞ norm using SDP as well as formulate extended H ∞ analysis, where we can directly capture numerous prior information on the disturbance including structural properties, as an SDP. In addition, the SDP dual of our primal optimization is closely related to the well-known LMI characterizations of system behaviors. We exemplify this procedure for the bounded real lemma, but the result can be easily extended to more general disturbance setting, and our approach provides an arguably simple proof through standard SDP duality.
Finally, we show that the same approach can be used to derive the scaled small gain test for robust stability. Our primal formulation provides a specific input-output pair proving that the system is not robustly stable, which is not a trivial task in the scaled small gain test.
Our new approach to robustness analysis should be obvious to the experts, which shows a pedagogical benefit of our approach. We also hope that our new tool opens up a new research direction in robust control theory.
A. Notation
H n , H n + , H n ++ are sets of n × n Hermitian, positive semidefinite, and positive definite matrices, respectively. The generalized inequality X 0 means X ∈ H + , and X 0 means X ∈ H ++ . We use l 2 for l 2 [0, ∞), the Hilbert space of square summable sequence with the starting index 0. The bold Latin letter x means a sequence in l 2 . In addition, for a vector and vector-valued signal, · 2 is the two norm. For a matrix and linear operator, · F is the Frobenius norm, and ρ(A) denotes the spectral radius of A, A * denotes a Hermitian/Adjoint operator. Finally, for two square matrices
II. A SEMIDEFINITE REPRESENTATION OF GRAMIANS
For a signal u ∈ l 2 1 , we define the Gramian Λ : l 2 → H + ,
Notice that the gramian is well-defined because each entry of the matrix is finite, and H + is closed. In addition, for notational convenience, we often use Λ(u, v) for Λ u v .
Suppose we have matrices
In this paper, we consider a set of Gramians, D Gram , generated by M AB ,
1 In this paper, we only consider the discrete time case, but the similar result can also be obtained in the continuous time setting. See [8] In terms of x, w, the Gramian can be seen as
From this definition, we can easily see that the Gramian captures various input-output relationships in the system. For example, w 2 2 = Tr (W ), and Cx + Dw 2 2 = Tr C * C C * D D * C D * D V . However, checking V ∈ D Gram is not a trivial task, because one should search over the l 2 space to find a signal w generating V . Therefore it is desirable to find a convenient way to characterize the set D Gram . To this end, let us consider the following set
Notice that D SDP is a finite dimensional closed, convex cone that is semidefinite programming (SDP) representable.
The following proposition shows an interesting observation between these two sets.
Since x 0 = 0, I n 0 n,m V I n 0 n,m * = ∞ k=0 x k+1 x * k+1 , and therefore V ∈ D SDP . Now the immediate, and important question arises. Is D SDP equal to D Gram ? Unfortunately, this is not the case. However, we have a surprising fact: D SDP is the closure of D Gram . We present the main result here, and relegate the sketch of the proof to the appendix. We want to emphasize that our proof is constructive, therefore for a given V ∈ D Gram , we can find a signal w that approximates V arbitrarily close.
Lemma 1: Suppose V ∈ D SDP . Then for all ε > 0, there exists w ∈ l 2 with finite number of non-zero entries such that
The following is immediate.
The above two results are key lemmas in this paper. Many robustness analysis can be stated as an optimization problem with Gramians, that has a linear objective function. Therefore, a set of Gramians, D Gram , can be replaced by D SDP without any conservatism, and more importantly the resulting problem becomes an SDP.
Before concluding this section, we present a connection between the controllability of (A, B) and the geometric property of the SDP cone D SDP .
is controllable, and it is easy to check that (A, B) is controllable.
III. H ∞ ANALYSIS AND THE BOUNDED REAL LEMMA

A. H ∞ analysis
In H ∞ analysis, we would like to find the worst-case disturbance that maximizes the output norm. Specifically, let z = Cx + Dw. Then we want to solve
The optimal value of (4) is the square of the H ∞ norm of the system. In fact, we can use the Gramian
This shows that the optimization (4) is equivalent to
However the above problem is hard to solve because the feasible set D Gram is hard to describe. Using Lemma 1 and 2, we can replace D Gram with D SDP which results in an SDP that computes the H ∞ norm of the system. Let F = {V ∈ H : Tr 0 m,n I m V 0 m,n I m * = 1}, then we have the following result.
Therefore, from the continuity of Tr (·), we can replace D Gram in (5) with D SDP without changing the optimal value.
Clearly, the above optimization is an SDP, and has the same form as [5] , [6] . More importantly, without going through an additional proof, we can easily check the equivalence between the finite-dimensional SDP (6) and an infinitedimensional optimization (5) . Notice that after obtaining the optimal solution of (6), we can construct a signal w that asymptotically achieves the optimal value using the proof of Lemma 1.
The following is the SDP dual of (6):
subject to
which is the exactly same problem derived from the KYP lemma. In addition, we can easily check that strong duality holds between (6) and (7) because the dual program (7) is strictly feasible.
Proposition 4: (7) is strictly feasible.
Proof: Since A is stable, there exists P such that A * P A − P + C * C ≺ 0. Then by taking λ large enough, we can find a strictly feasible point of (7) .
As a result, we have the following corollary from the Conic duality theorem [9] .
Corollary 1: The duality gap between (6) and (7) is zero, and the primal problem (6) is solvable.
However the dual optimum may not be attained. In order to ensure the existence of a multiplier P (a dual optimal solution), we need the controllability assumption. As a corollary, we have the following result on strong duality. Suppose (A, B) is controllable. Then strong duality holds and (6) and both the primal problem (6) , and dual (7) are solvable.
Corollary 2:
B. A proof of the bounded real lemma
From the primal-dual picture, we can derive the bounded real lemma very easily.
Theorem 1 (Bounded real lemma, non-strict inequality): Suppose (A, B) is controllable. Then µ ∞ ≤ 1 if and only if there exists P ∈ H n such that
Proof : Since (A, B) is controllable, from Corollary 2, strong duality holds and the dual is always solvable. Therefore if µ ∞ ≤ 1, then there exists a dual feasible point (λ, P ) where λ = 1. For the converse direction, since the dual optimum is bounded by 1, from strong duality, we can conclude the proof.
IV. EXTENDED H ∞ ANALYSIS
In H ∞ analysis, a disturbance w is assumed to have an unit energy, w 2 = 1. Suppose more information about a disturbance is known beforehand. Then H ∞ norm becomes conservative since the analysis does not exploit this additional information. Therefore, it is natural to ask a question whether we can capture more general disturbance sets beyond w 2 = 1, and formulate appropriate H ∞ optimization. In this section, we propose extended H ∞ analysis with different constraints on the disturbance. Some of these results are known from [10] in the form of the scaled small gain test, but we explicitly propose a well-defined optimization problem which contains a disturbance information which allows us to extract the worst-case disturbance, and provide its exactness without additional effort. Now consider the following disturbance set.
where each f i is a matrix valued linear function maps H to H. This set can be used to capture some interesting prior knowledge on the disturbance. These examples show that our modeling framework can capture various information on the disturbance. Now the next step is to find a computationally tractable method to analyze the worst-case performance as in the H ∞ case. In other words, we would like to find a way to solve the following infinite dimensional optimization.
Using the Gramian V = Λ(M AB (w), w) as in the H ∞ analysis, the above optimization is equivalent to
In H ∞ analysis, we replace D Gram by D SDP which is an SDP representable set. For (10), we can also apply the same procedure. The following proposition can be seen as a generalization of the Proposition 3. Here F = {V ∈ H : Therefore, the optimization (10) is equivalent to the following SDP.
Notice that as in the H ∞ analysis case, once the optimal solution of (11) is obtained, we can explicitly construct the worst case disturbance w (approximately) achieves the maximum value, and this is not available in [10] .
Moreover, it is easy to derive the dual program using SDP duality and the KYP lemma like result can be obtained for a given disturbance set. For example, for the square H ∞ analysis, the optimal value of (11) is less than 1 if and only if there exists P, Y such that
where Y is a diagonal matrix. Notice that this result can also be found in [10] , but the proof in here is significantly simplified.
V. ROBUST STABILITY ANALYSIS
The robust stability analysis investigates the stability of the feedback interconnection between the nominal plant G, a bounded operator from l 2 to l 2 , and the uncertain operator ∆, a bounded operator from l 2 to l 2 , which belongs to a set ∆. The plant G is said to be robustly stable with respect to ∆ if I − ∆G has bounded inverse for all ∆ ∈ ∆ [12] .
In this section, we investigate the possible connection between the robust stability analysis and our key Lemmas, Lemma 1 and 2.
To begin with, we assume that the uncertainty set ∆ admits the equivalent input-output characterization [13] , [14] , that is, there exists a set R a such that Example 8 (Integral quadratic constraints, [16] ):
Then, f (Λ(z, w)) = Tr (ΠΛ(z, w) ).
Notice that using this set description of R a , we have
Therefore, if there exists w = 1 such that (Gw, w) ∈ R a , then G is not robustly stable. Since R a is determined by f , it is easy to see that the set
has no common element with H + , i.e., G ∩ H + = ∅ if and only if w such that (Gw, w) ∈ R a and w = 1. In other words, G ∩ H + = ∅ then the system G cannot be robustly stable. Therefore we can change the robust stability question to a set relationship question, but characterizing G may not be trivial. However, if G has a state-space form such that x = M AB (w), and z = Cx + Dw, then we have the following proposition which is a direct consequence of our main result.
Then the closure of G is given by
This shows
Recall that cl D Gram = D SDP . Using the continuity of f , we can conclude the proof. Since D SDP is an SDP representable cone, the above characterization is much easier to handle compared to G. In fact, using the theorem of alternatives, we can obtain the very interesting LMI characterization of cl G ∩ H + = ∅.
Proposition 8: Exactly one of the following is true.
Proof: Let
Then cl G ∩ H + = ∅ if and only if there exists V such that A(V ) 0, but A(V ) = 0, and B(V ) = 0. We can rescale V , if necessary, to satisfy the trace condition. Notice that the adjoint of the right bottom block of A(V ) is given by
Using this fact together with the theorem of alternative (Thereom 5 in [17] ), we can conclude the proof.
The above Proposition is indeed very interesting. It presents the equivalent LMI characterization of separating two sets. For example, in the Example 7, since f *
Since Y 0, by left and right multiplying diag I, Y −1/2 to the above expression, we can recover Y −1/2 GY 1/2 ∞ < 1, which is a scaled small gain test.
In fact, it turns out that our approach provides the sufficient and necessary condition for robust stability when R a can be completely determined by the function f . However, due to the space limitation, we only provide the partial results in the above. See [8] for the detailed analysis.
VI. CONCLUSION
In this paper, we propose an alternative, reverse direction of theoretical development for robust control theory. Based on our Lemma 1, an SDP representation of a set of Gramians, we show that the robust analysis and stability question can be directly formulated as a primal optimization. Moreover, we show that the well-known results in robust control theory can be obtained via SDP duality, an arguably simple machinery to prove many interesting results, and this shows that our approach is a primal formulation of robustness analysis. Therefore, we believe that our paper provides an alternative "primal-dual" picture in robust control theory, and this new development not only opens up the new research direction, but also enhances pedagogy.
Proof: See [6] .
B. Proof of Lemma 1
Now we are ready to prove the key lemma of this paper. The main idea of the proof is as follows.
Any rank one matrix in D SDP can be generated by a sinusoid w, but a sinusoid is not in l 2 . Therefore we approximates this sinusoid using an l 2 signal. For a full rank matrix in D SDP , we firstly decompose this matrix to rank one matrices, then find a signal that approximates each rank one matrices. Then, we pad them together to approximate a full rank matrix as in [19] . 
Proof: [Sketch of the proof] Suppose Rank (V ) = 0. Then w = 0 satisfies (13) and (14) . When Rank (V ) = 1, then there exists x s , w s such that V = x s w s
x s w s * . Moreover, from Lemma 3, there exists θ such that e jθ x s = Ax s + Bw s . Now, for a given N ∈ N, define w
It is easy to see that Λ(w) = w s w * s , and by taking N → ∞, we can bound the error by .
Proof: [Sketch of the proof of Lemma 1] From the Proposition 9, we can decompose V = n+m i=1 V i where V i ∈ D SDP , and Rank (V i ) ≤ 1. Let us rearrange these terms, so that V = r i=1 V i where Rank (V i ) = 1. We now use an induction on r.
When r ≤ 1, then from Proposition 10, the proof is done. Assume the induction hypothesis holds. Then for Then by constructing the following signal w
where T is a constant such thatw k = 0 for all k ≥ T , i.e., we padw, andŵ. Let x = M AB (w), then
for some positive constant C. By letting N → ∞, we can bound the error by .
