In this paper, we formulate the feasibility problem corresponding to a filter design problem as a convex optimization problem. Combined with a bisection rule this leads to an algorithm of minimizing the design parameter in the filter design problem. A safety margin is introduced to solve the numerical difficulties when solving this type of problems numerically. The numerical experiments illustrate the validity of this approach for larger degrees of the filter as compared to similar previous algorithms. In this paper, we formulate the feasibility problem corresponding to a filter design problem as a convex optimization problem. Combined with a bisection rule this leads to an algorithm of minimizing the design parameter in the filter design problem. A safety margin is introduced to solve the numerical difficulties when solving this type of problems numerically. The numerical experiments illustrate the validity of this approach for larger degrees of the filter as compared to similar previous algorithms.
Motivation
In this paper, a low-pass filter design problem is considered where the parameters of the problem are the passband ripple, stopband attenuation and the degree of the filter transfer function. In [3] , Genin et al. show that such a filter design problem can be solved by combining a bisection rule on one of these design parameters and an optimization scheme solving a feasibility problem. The feasibility problem can be reformulated as a convex optimization problem over the cone of nonnegative * The research was partially supported by the Research Council K.U.Leuven, project OT/10/038 (Multi-parameter model order reduction and its applications), CoE EF/05/006 Optimization in Engineering (OPTEC), and by the Interuniversity Attraction Poles Programme, initiated by the Belgian State, Science Policy Office, Belgian Network DYSCO (Dynamical Systems, Control, and Optimization). The scientific responsibility rests with its author(s).
1 trigonometric polynomials. In [5, 6, 12, 4] , it is shown that these polynomials can be parameterized by using Hankel and/or Toeplitz matrices. In [3] , the authors focus on minimizing one of the three parameters, more precisely, the stopband attenuation. Their optimization method is implemented by using the LMI Toolbox of MATLAB but it breaks down as soon as the degree of the filter is greater than 7.
The aim of this paper is to design an algorithm that can be used for much higher degrees of the filter. We first reformulate the feasibility problem of the filter design problem as a convex optimization one, more precisely, as a conic programming problem [1, 7] . In our numerical experiments, this is solved by using the cvx Toolbox [9, 7, 8] . This approach is then used to develop an algorithm to solve the filter design problem in which passband ripple and stopband attenuation are minimized simultaneously. In fact, this algorithm is just a modification of the one in [3] but it turns out to be valid for much larger values of the filter degree. Finally, we discuss the behavior of the minimal value of the whole problem when the filter degree, passband and the difference between stopband and passband change.
Nonnegative trigonometric polynomials
In this section, we introduce some results on complex-valued functional systems and on the cones of nonnegative trigonometric polynomials on the unit circle and its symmetric arcs. One can find more details in [12] 
Complex valued functional systems in the complex plane
Let Γ be an arbitrary set in the complex plane. Given a system S = {ψ 0 (z), . . . , ψ r−1 (z)} of linearly independent complex-valued functions ψ i (z) on Γ and a real-valued weight function ϕ(z) that is nonnegative on Γ, define the finite-dimensional cone
where
2 We take N ≥ r. Define the squared functional system
and two vector functions,
T whose components span a finite-dimensional space that covers S 2 . Continuing, define two spaces:
with corresponding complex-valued inner products, respectively,
We can define a linear operator Λ : E → F as
Nonnegative trigonometric polynomials
We summarize the results given in [11, section 2.3] . A trigonometric polynomial of degree d is of the form
with a k , b k ∈ R, k = 0, 1, . . . , d. Without loss of generality, we can assume b 0 = 0. If we set z = e jθ , where j = √ −1, then z belongs to the unit circle T and it is easy to see that
, we call p a cosine polynomial. Let ω z denote the argument of the complex number z with ω z ∈ (−π, π]. For each pair (u, v) ∈ T 2 with 0 ≤ ω v − ω u < 2π, let us denote the arc from u to v on T as
In the case 0 ≤ ω u < π, we write T u , T u instead of T uu , T uu , respectively.
As a particular case in the previous subsection, we take S = {1, z, . . . , z d }, ϕ(z) = 1 and Γ is one of the subsets T or T uv . Then ψ(z) can be chosen as
T and a minimal basis for S 2 corresponds to the vector function
T . This implies r = d + 1 and s = 2d + 1. Additionally, E = C d+1 and F = H d+1 , the set of all Hermitian matrices of order d + 1. The cones of nonnegative trigonometric polynomials on T and T uv , respectively, are defined as follows
The linear operator corresponding to Γ = T is T : 
Nonnegative trigonometric polynomials and Hermitian matrices
We start this subsection by introducing some notations. Let T (n) k denote the Toeplitz matrix of order n whose first column is two times the kth unit vector, except for k = 1 where just the first unit vector is taken without multiplication by the factor two and whose first row is the zero vector in R n . Let S n , S n + and H n + be the sets of all real symmetric, real symmetric positive semidefinite and Hermitian positive semidefinite matrices, respectively. The next three propositions give the relations between the set of all nonnegative trigonometric polynomials on either the unit circle or some of its (symmetric about the horizontal axis) arcs and the set of all Hermitian positive semidefinite matrices. 
Proof. In [11, (2.29) ] it is proven that the polynomial (3) is nonnegative on the unit circle if and only if there exists X ∈ H d+1 + such that
It is easy to check this fact is equivalent to (4). 
where p 1 (z), p 2 (z) are nonnegative on the unit circle.
Applying the Proposition 2 for T u , (0 ≤ ω u < π) and its complement T u , respectively, we have
If the matrix X ∈ H d+1 and the polynomial p(z) satisfy the equalities in (4), we then call them corresponding or associated. Similarly, if the polynomial p(z) has the sum-form as on the right hand side in either (5) or (6), p 1 (z), p 2 (z) are not necessarily in K T , we will call the matrices X 1 , X 2 which are corresponding to p 1 (z), p 2 (z), respectively, corresponding or associated matrices of p(z). The corresponding matrices of a nonnegative trigonometric (resp. cosine) polynomial are Hermitian (resp. real) symmetric [2] .
The next proposition is a consequence of the two former ones.
Proposition 3.
If the trigonometric polynomial p(z) of degree d is nonnegative on T u (or T u ) then there exist two Hermitian positive semidefinite matrices
+ such that the coefficients of p(z) are linearly dependent on the entries of X 1 and X 2 .
T denote the column vectors of coefficients of the trigonometric polynomials p, p 1 and p 2 , respectively, then (5) 
. . .
A similar formulation for (6) is
Choose two matrices X 1 , X 2 which are corresponding to p 1 (z), p 2 (z), respectively as in Proposition 1 and by substituting into the above equations, we are done.
In the next section, we will show that in our approach, it is sufficient to deal with only cosine polynomials and therefore their associated matrices are real symmetric. As a corollary of Proposition 3, we have the following proposition in which the polynomials are cosine and the matrices are real symmetric. This is used to prove Proposition 5 and 6 in the next section.
respectively. Theñ
Filter design problem
A lowpass filter design problem can be stated as follows. Consider a class of discrete-time systems whose input signal y and output signal w satisfy a linear constant coefficient difference equation of the form
and where y[i], w[i] denote the input, respectively, output signal at discrete time i. The corresponding frequency response is the function
In practice, linear time-invariant discrete time systems are often used to implement frequency-selective filters. We focus on discrete-time infinite impulse response (IIR) lowpass filters, for which the passband is centered around zero. A similar reasoning can be followed for other locations of the passband. Figure 1 illustrates the corresponding specifications, its mathematical formulation is as follows
where a, b ∈ T, 0 < ω a < ω b < π, 0 < l 1 < 1, u 1 > 1 and δ > 0. Here, because H(e jθ ) is 2π−periodic and H(e −jθ ) = H(e jθ ), it is sufficient to study the design problem on the interval [0, π] instead of (−π, π]. On the other hand, the above inequalities are best written using the squared magnitude of the filter frequency 
To complete the formulation of the optimization problem, an objective function must be added to the above constraints. It depends on the specific problem which we want to deal with. Here are three standard ones 1. minimize the passband ripple, given a stopband attenuation: minimize(u 1 − l 1 ); d, δ are fixed 2. minimize the stopband attenuation: minimize(δ); d, l 1 , u 1 are fixed 3. minimize the degree d of the filter: minimize(d); δ, l 1 , u 1 are fixed. A straightforward approximation of the semi-infinite inequality constraints can be performed by sampling these inequality constraints in N ≃ 15d [13, 3] 
Instead, we will keep the original inequality constraints.
In our work, we deal with the problem of minimizing the passband ripple 8 and stopband attenuation simultaneously. Note that also other combinations are possible. To do this, we couple the values l 1 and u 1 to the value δ as follows
Notice that the passband ripple and stopband attenuation are 2δ and δ, respectively. We then consider the problem of minimizing δ subject to
We see that R(θ) = |q 1 (e jθ )| 2 |q 2 (e jθ )| 2 where q 1 (z), q 2 (z) are two complex polynomials in variable z ∈ C. So the feasibility problem is to find two polynomials q 1 (z), q 2 (z) satisfying (9) . Additionally, it follows from the theorem of Fejér-Riesz [11, Theorem 2.15] that this is equivalent to the problem of finding trigonometric polynomials p 1 (z) and p 2 (z) which are nonnegative on the unit circle T and p i (z) = |q i (z)| 2 , i = 1, 2. The feasibility problem corresponding to our rational lowpass filter design problem can now be reformulated as follows. Find the trigonometric polynomials p 1 (z), p 2 (z) with real function value such that the following design constraints are satisfied with z = e jωz , ω z ∈ (−π, π]:
The above inequalities are transformed into the following ones that are appropriate for our purpose later
It is clear that if two trigonometric polynomials p 1 (z), p 2 (z) satisfy (11) then also (10) holds. Our optimization 9 problem thus becomes minimize δ subject to condition (11)
Additionally, as was already shown in [3] the relation among the polynomials in (11) can be represented with their coefficient vectors as follows
Then, (11) is also equivalent to
In [3] , problem (12) is solved by using a bisection rule on δ. For each δ > 0, the feasibility problem becomes: find two polynomials p 1 , p 2 satisfying (13) and (14).
Even though we have formulated several results in a general form, i.e., using Hermitian matrices and corresponding trigonometric polynomials, our experiment which is discussed in the last subsections only needs a formulation in terms of real symmetric matrices and corresponding cosine polynomials.
In the next subsections, we shall reformulate the feasibility problem of the filter design problem (12) as a convex optimization problem and then we propose an algorithm to find the minimal value of δ, i.e., solve (12).
The feasibility problem is a convex optimization problem
We now return to the feasibility problem of finding two trigonometric polynomials p 1 (z), p 2 (z) of degree d satisfying the conditions (13) and (14). Notice that this problem is corresponding to a given value δ ∈ (0, 1). Let Y 1 ∈ H d+1 be the matrix which is corresponding to q 1 as in Proposition 1 and
, 4 be corresponding to q i as in Proposition 3. As we have discussed above, it is sufficient to deal with real symmetric positive semidefinite matrices. Hence, this problem can be stated as follows: find
such that the corresponding cosine polynomials of the above matrices satisfy (13) and (14). Notice that the polynomials p 1 , p 2 can be derived fromx. One can see in [10, section 7 .1] that the Hilbert space of all symmetric matrices of order n endowed with the trace inner product is bijective to R n(n+1)/2 with the inner product defined as follows. Suppose thatx ∈ R n(n+1)/2 is indexed asx = [x 11 , . . . , x 1n , x 22 , . . . , x 2n , . . . , x nn ]
T . Then, for anyx,ỹ ∈ R n(n+1)/2 , define ⟨x,ỹ⟩ =x T Dỹ,
T . Hence, the listx can be also interpreted as a variable in R µ , µ = 4
, with the appropriate inner product. Now, keeping the notations of the matrices Y 1 , Y i1 , Y i2 and there images under the bijections we have mentioned above, let S denote the set of all the vectors of the form
satisfying
One can see the set S is a convex cone. Moreover, it follows from Proposition 3 that (13) can be represented as a homogeneous system of linear equations in variable x ∈ R 1+µ . Because of the facts we have discussed, the following problem is a conic programming problem.
To solve the feasibility problem for a given δ ∈ (0, 1), one considers the following convex optimization problem minimize(s) subject to condition (13)
We will see from the following proposition that in case the above problem is feasible, the minimal value then must be nonpositive. 
are. Letq 1 =p 1 ,q i , i = 2, 3, 4 be the corresponding polynomials of the last matrices, respectively. Since r > 0, it follows from Proposition 4 that the polynomial q 1 (z) ≥ q 1 (z), ∀z ∈ T. A similar reasoning is valid for the cases (Y i1 + rI, Y i2 + rI), i = 2, 3, 4. This means that the polynomialsp 1 ,p 2 ,q i , i = 1, . . . , 4 satisfy (14). Finally, we determine a number
T is also a feasible point of the problem (16). This number can be chosen as the negative of the minimum of all eigenvalues of the matrices
The remaining problem is to compute the minimal value for δ ∈ (0, 1).
Minimizing the parameter δ
The algorithm in this subsection is just a modification of the one which is proposed in [3] . In [3] the algorithm has been implemented by using the LMI Control Toolbox of MATLAB and it breaks down as soon as d ≥ 7. In our work, it is implemented by the cvx Toolbox [9, 7, 8] and the problem has been solved where the degree of the filter can be up to 70 or more. The following algorithm uses a bisection rule to minimize the parameter δ ∈ (0, 1). Let s(δ) denote the optimal value of problem (16) corresponding to δ.
Algorithm 1.
Input: d, 0 < ω a < ω b < π, δ 0 ∈ (0, 1) such that s(δ 0 ) < 0 and precision ϵ > 0. Output: A minimal value δ min ∈ (0, δ 0 ] and two cosine polynomials p 1 , p 2 which are nonnegative on the unit circle and satisfy (12) .
, obtain the optimal value s k+1 = s(δ k+1 ). The algorithm was implemented using the cvx Toolbox [9] .
If minimal value s
Example 1. We have used the above algorithm for the filter degree up to 70. However, in this example we present the filter design problem with the filter degree d = 26 and ω a = 0.225, ω b = 0.275 and δ 0 = 0.25. We choose the precision ϵ = 10 −3 . The algorithm stops at iteration k = 13 and we get δ min = δ 13 ≃ 52.10 −4 , s 13 ≃ −96.10 −13 . Figure 2 illustrates the amplitude of H(e jθ ) which is defined by the two cosine polynomials p 1 (z) and p 2 (z) corresponding to δ min . Algorithm 1 is based on a bisection rule on parameter δ. It turned out that in several experiments the numerically minimal value δ min is much smaller than the theoretically minimal value δ * of the problem (12) . To get insight into this numerical problem, we first state the following proposition.
Proposition 6. Given two numbers 0 < δ 2 < δ 1 < 1. Suppose that the solution of the convex optimization problem (16) gives us the two corresponding optimal values s i = s(δ i ), i = 1, 2. Then s 1 ≤ s 2 .
Proof. Suppose that our conclusion is false, i.e., s 1 > s 2 . We will show that there exists a vector [s 2 , . . . ,p 1 ,p 2 ]
T being a feasible point of the problem (16) for δ 1 and this gives a contradiction to the fact that s 1 is minimal. We first note that if s i , i = 1, 2 exists then it is nonpositive because of Proposition 5. Now, assume δ 2 = δ 1 − ε for some ε > 0. Let P 1 = Q 1 , P 2 , Q i , i = 2, 3, 4 be the cosine polynomials satisfying (11) such that the corresponding vector [s 2 , . . . , P 1 , P 2 ]
T solves the feasibility problem (16) for δ 2 . Then, let
Since P 1 = Q 1 , P 2 , Q i , i = 2, 3, 4 satisfy (11) for δ 2 , so do the ones However, we have seen in our numerical experiments that when the parameter δ becomes smaller the sign of s as computed by solving the feasibility problem (16) is not computed accurately. An illustration is presented in Figure 3 . The "green line" denotes the graph of the function s = s(δ) in theory. The "red points" denote the points (δ, s(δ)) determined by our numerical experiment. To get around this problem in Algorithm 1, we determine a margin for the parameter s. This is a value slightly smaller than the minimum of all those values of s corresponding to the values of δ in the unreliable interval. This margin depends on the filter degrees, the passbands and stopbands. For all the cases of the filter degrees less than 70 and ω a = 0.225, ω b = 0.275, one can determine this margin numerically as s margin = −10 −9 . Using this margin, we can modify Algorithm 1 in which the condition "s k+1 > 0" is replaced by the one "s k+1 > s margin ". We now resume the problem which was considered in Example 1. 4 Dependence of δ on the parameters of the filter design problem
In this section, we will discuss the dependence of the minimal value δ of the filter design problem we have discussed on the filter degree d, the difference aux = ω b −ω a and the passband ω a . Firstly, we define the "delta-function" in three variables as follows. Let ∆ : N × (0, π) × (0, π) → (0, 1) be the function defined by our filter design problem. Namely, for each (d, aux, ω a ), solving the problem (12) we get (a numerical approximation of) the minimal value δ. Then ∆(d, aux, ω a ) = δ. We will see in the following examples that the function ∆ is nonincreasingly monotonic in either variable d or aux. For the remaining variable, it is neither increasing nor decreasing. In the following experiments, we take a precision ϵ = 10 Figure 5 presents the result. The first figure in Figure 5 presents the homotopy of the amplitude corresponding to each step i.
For the last experiment, we fix d = 26 and aux = 0.05. For each i = 0, 1, . . . the experiment proceeds with ω a = 0.125 + 0.005i and ω b = ω a + aux. The results for 0.125 ≤ ω a ≤ 3.14 are shown in Figure 6 in which the first figure indicates the homotopy of the amplitude corresponding to each step i.
Conclusion
We have shown that the feasibility problem of a filter design problem can be reformulated as a conic programming problem. We have also proposed an algorithm to solve the filter design problem minimizing the passband ripple and stopband attenuation simultaneously. This is a modification of the algorithm in [3] . Our method is a combination of a bisection rule on the parameter which is coupled by passband ripple and stopband attenuation, and a convex optimization scheme solving the feasibility problem. A numerical problem of the first version of the algorithm was identified and solved by introducing a safety margin when performing the bisection rule. Our algorithm is implemented by using the cvx Toolbox and its validity is shown by numerical experiments for values of the filter degree up to 70.
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Figure 5: "delta function" in "distance-omega variable" Figure 6 : "delta function" in "ω a " variable
