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Abstract
Many polymer processing flows, such as the spinning of a nylon fiber, have a free sur-
face, which is an interface between the polymeric liquid and another fluid, typically
a gas. Along with the free surface and the complex rheological behavior of the poly-
meric liquid these flows are further complicated by wetting phenomena which occur
at the attachment point of this free surface with a solid boundary where a three-phase
juncture, or contact line, is formed. This thesis is concerned with developing accurate
and convergent finite element simulations of steady, viscoelastic free-surface flows in
domains with and without contact lines.
The flow of a liquid film down an inclined solid surface is chosen as a model free-
surface flow problem without contact lines. Kapitza (1965) was the first to observe
experimentally that the base flow of a flat film became unstable to trains of periodic
and solitary-like waves which propagated down the film at constant speed and with-
out significantly changing their shape. A large number of subsequent experimental,
analytical and numerical work has been devoted to understanding the variety of wave
profiles which can appear on the surface of the film.
A comprehensive study of the validity of various theories for Newtonian film flow
which are simplifications of the full Navier-Stokes equations is presented in this thesis.
The shape and flow field of a train of periodic waves propagating at a constant
speed serves as the model test problem for comparison of these theories with finite
element simulation of the Navier-Stokes equations. Long-wave theories are shown to
yield quantitative comparisons with the finite element simulations for small amplitude
waves, but deviate qualitatively when the wave amplitude exceeds approximately 10
per cent of the average film thickness. Boundary layer theories do not suffer from such
amplitude restrictions but are shown to differ qualitatively from the finite element
predictions for small values of the surface tension.
The effect of viscoelasticity on the film flow is determined by considering the
flow of a viscoelastic fluid described by the Oldroyd-B model. Calculations using
the EVSS method of Rajagopalan et al. (1990b) confirm earlier predictions of Gupta
(1967) and Shaqfeh et al. (1988) that viscoelasticity destabilizes the flow at low values
of the Reynolds number, significantly increasing wave amplitudes and wave speeds.
In fact, for a non-vertical film, where the Newtonian flat film is always stable, a
purely elastic instability is observed, in agreement with the predictions of Shaqfeh
et al. (1988).
The extrusion of a fluid from a planar die is chosen as a model problem of a
free-surface flow which possesses a contact line. At the attachment point of the free
surface with a sharp die exit the sudden change in boundary condition gives rise to a
singularity in the stress fields. This singularity has been the source of computational
difficulties in both Newtonian and viscoelastic extrusion flow calculations. Mesh
refinement techniques are used to explore the solution structure near this singularity
on length scales three to four orders of magnitude smaller than previous calculations,
and to make fairly precise statements about the flow field in this region.
For the extrusion of a Newtonian fluid the finite element results indicate that
the meniscus attaches to the die exit at an angle determined by coupling with the
global flow field and with infinite curvature as the die lip is approached, confirming
an earlier hypothesis of Schultz & Gervasio (1990). Allowing the fluid to slip along
the die wall in accordance with Navier's slip law (1827) changes the stress singularity
from geometric to logarithmic for the case of large (infinite) surface tension. For the
extrusion of a Newtonian fluid with finite surface tension and slip the stress field at
the die exit is shown to be more singular than the no-slip case. This behavior is
explained by considering several model flow problems that use various combinations
of no-slip, slip and shear-free boundary conditions, where it is shown that the slip
surface behaves asymptotically like a shear-free surface at leading order.
The extrusion of a viscoelastic fluid described by the Giesekus model is determined
using the EVSS-G method of Brown et al. (1993). The finite element calculations are
shown to be convergent with mesh refinement and to yield integrable stresses at the
flow singularity at the die exit. Replacing the sharp die exit with a rounded exit and
allowing the fluid to wet the die face eliminates the stress singularity. The sharp and
rounded exits yield similar predictions for the local flow fields and the total swell for
moderate values of the elasticity and surface tension. However, for small values of
the surface tension the existence of solutions in the rounded exit case is shown to be
sensitive to the details of the die geometry and attachment point of the contact line,
in agreement with experimental results of McKinley (1995).
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Chapter 1
Introduction
Polymers have become a staple of people's lives. Their versatility and range of use
makes them the material of choice for applications which range from such basic items
as plastic bottles and cups to advanced materials used in today's high technology
products, such as photoresists used in photolithographic processing of microelectronic
devices and polymers used to make high strength composites.
The design of a successful manufacturing process for polymeric materials demands
an understanding of the physical properties of these materials. In the field of clas-
sical Newtonian fluid mechanics there has been considerable success in the design
of processing equipment. The reason for this is that the rheological behavior of low
molecular weight liquids, such as water, is easily characterized. Knowledge of the
Newtonian fluids rheology and its effect on the fluid mechanics of a system has been
helpful in the design of chemical plants and processes. This knowledge has also served
as a useful tool for performing parametric studies on a process which aid in deter-
mining optimal operating conditions for obtaining a product with a desired quality.
Unfortunately, very few real problems have been successfully solved in the field of
polymer fluid mechanics. The attributes which make polymers so attractive for a wide
range of applications are precisely the source of this difficulty. The major attribute
which polymers possess is that they have a microstructure, which, if successfully
tailored, can create a multitude of materials, ranging from high strength plastics to
liquid crystalline computer displays. A direct consequence of this microstructure is
that polymers typically have a very complex rheological behavior, exhibiting shear-
thinning and nonlinear elastic effects (Bird et al., 1987a,b). Thus, understanding the
processing of polymers and its effect on properties requires being able to accurately
describe the rheological behavior of these complex materials.
The constitutive equations which have been developed to describe the rheological
behavior of polymeric materials are significantly more complicated than their New-
tonian counterparts (Bird et al., 1987a,b; Joseph, 1990). Usually, the combination
of conservation and constitutive equations which describe the flow of a polymer do
not admit closed-form solutions. For this reason the approach has been to numeri-
cally solve the problem. However, numerically simulating the flow of a polymer in a
realistic flow situation is a nontrivial task. This is for several reasons. To illustrate
the difficulties associated with these calculations we will consider the extrusion of a
polymer from a die; see Figure 1-1. In this system the polymer flows through a tube,
enters a contraction, enters the die, then swells as it leaves the die. There are several
aspects of this flow which make analysis difficult:
1) An accurate constitutive model is needed to characterize the behavior of the
polymer as it experiences stresses and strains in the flow. Rheological models have
been developed in recent years which are able to accurately predict the behavior of
polymers in many simple flows. Some models are rigorously based on kinetic theory
while others are empirical (Bird et al., 1987a,b). The numerical solution of flow prob-
lems using these constitutive models is difficult because of the mixed mathematical
type of the conservation and constitutive equations and the memory in the model for
the polymeric stress (Joseph et al., 1985).
2) The geometry possesses several key features which make the computation
difficult. There are two singularities present in the flow domain. These singularities
arise due to either an abrupt change in the boundary shape and/or an abrupt change
in a boundary condition. By a singularity we mean a point in the flow domain where
the stress and pressure fields become infinite. Flow singularities have been fairly
well-studied for incompressible Newtonian fluids by using a self-similar form for the
velocity and pressure fields (Dean and Montagnon, 1949). The flow field local to the
NFigure 1-1: Die Swell
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singularity gives rise to physically well-posed behavior, i.e., finite forces along the
boundary. The situation for viscoelastic constitutive models is quite different. No
general closed form solutions exist for the local behavior, although several numerical
and analytical studies suggest that accurately calculating the stress fields near the
singularity is a difficult task (Apelian, 1987; Renardy, 1993; Davies and Devlin, 1993;
Hinch, 1993; Renardy, 1994; Coates, 1992). In some instances the problem appears
to be physically ill-posed (Apelian, 1987; Coates, 1992). The extrudate also has a
free surface as it leaves the die, which means that not only the flow field but the
domain shape must be solved for. The effect of surface tension on the shape of the
interface and the existence of solutions for small values of surface tension is also an
outstanding issue.
3) Finally, there is the issue of flow regimes. Experimental work by Muller
(1986) for the flow of a fluid through an axisymmetric sudden contraction found that
at low flow rates the flow is steady and well-behaved. As the flow rate is increased
a vortex or recirculation develops at the leading edge of the contraction. Further
increasing the flow rate causes this recirculation to grow and spread upstream un-
til eventually there is a transition to three-dimensional time-periodic flow at large
flow rates. The simulation of three-dimensional, time-dependent viscoelastic flow is
currently not practical using most algorithms and computer architectures, although
continuing advances in these areas will hopefully allow such calculations in the near
future.
From the above discussion it is apparent that solving realistic polymeric flow
problems is a formidable task. To address all of the issues outlined above is beyond
the scope of any thesis. However, work has been done by previous researchers on
specific issues mentioned above. Rajagopalan (1990a,1990b) has developed numerical
methods which are robust for differential constitutive equations, Coates (1992) has
simulated the flow in a domain which possesses a singularity, and Northey (1991)
and Szady (1995) have developed stable and convergent time-dependent numerical
formulations. The goal of this thesis is to incorporate detailed rheological models
into steady, two-dimensional flows which have a free surface and singularities.
The thesis is structured in the following fashion. Chapter 2 outlines the govern-
ing equations which describe the flow of polymeric liquids. Since polymeric liquids
exhibit non-Newtonian behavior such as shear-thinning and normal stress effects, a
description of these phenomena is presented. These are illustrated using several in-
teresting examples which clearly show how polymeric liquids differ qualitatively from
their Newtonian counterparts.
The wide variety of constitutive equations which have been proposed to describe
the rheological behavior of polymers is then presented. This thesis is primarily con-
cerned with differential constitutive equations, where the stress of a fluid element is
related to the strain history via a hyperbolic differential constitutive equation. Inte-
gral equations, which express the stress of a fluid element as an integral over the strain
history of the fluid element, are another alternative, and the reader is referred to Bird
et al. (1987a,b) for details. The differential constitutive equations which are discussed
include the upper-convected Maxwell (UCM) and Oldroyd-B (Oldroyd, 1950) mod-
els, which are quasi-linear constitutive equations. Examples of models which include
stress invariants are the modified upper-convected Maxwell (MUCM) and White-
Metzner models (White and Metzner, 1963). The MUCM model was introduced by
Apelian (1987) as a model which recovered Newtonian-like stress fields near regions
of high stress. Nonlinear models include the Giesekus (1982), and Phan-Thien and
Tanner (1977) models. These nonlinear models are better able to capture shear-
thinning of the viscosity and normal stresses. Multi-mode models, where instead of a
single polymer relaxation time a spectrum of relaxation times are incorporated, have
been successfully used to fit the complex rheological behavior of polymer solutions
over a wide range of shear rates (Quinzani et al., 1990). The concept of a spectrum
of relaxation times is illustrated using the multi-mode Phan-Thien & Tanner and
Giesekus models. In this thesis the single-mode Oldroyd-B and Giesekus models are
used exclusively.
The finite element method, which is used almost entirely in this work, is presented
in Chapter 3. It is introduced by considering a simple two-point boundary-value
problem in one spatial dimension. The extension of the finite element method to
treating fluid mechanics problems is then illustrated for Stokes flow. This serves as
an excellent example of the use of a mixed finite element method to solving a system
of partial differential equations. Extension of the finite element method from the
calculation of Stokes flow of a Newtonian liquid to the analysis of flow of a polymeric
liquid is a non-trivial task, the details of which are discussed in Chapter 4. The one
feature of most successful methods for solving polymer fluid mechanics problems is the
solution of a constitutive equation for the polymeric stress. The constitutive equation
is associated with the propagation of information in a preferred direction, which in
polymeric fluid mechanics can be shown to be precisely the streamlines. This method
of information propagation is a characteristic of hyperbolic equations, and numerical
methods which take this into account are discussed, including artificial diffusion.(AD),
streamline-upwinding (SU) and the streamline-upwinding Petrov-Galerkin (SUPG)
method.
The finite element discretization of a Newtonian or a polymeric fluid mechanics
problem typically results in a large system of nonlinear equations. Methods for so-
lution of systems of nonlinear equations are iterative. In this work we use Newton's
method (Dahlquist and Bjork, 1974) for the solution of this large system of nonlinear
equations. The derivation of Newton's method and its ability to track solutions in
parameter space are presented, along with certain computational issues which arise
in its practical implementation.
Since this thesis is primarily concerned with fluid mechanics problems which have
free surfaces, an overview of methods for treating such problems is also presented in
Chapter 3. These include the free-spine method and mapping methods. The free-spine
method has been a workhorse of finite element simulations of free-surface flows (Kistler
and Scriven, 1983). However, it is somewhat limited in its applicability to compli-
cated geometries, whereas mapping methods are more robust in terms of the types of
problems which they can address (Tsiveriotis and Brown, 1992; Christodoulou and
Scriven, 1992).
The ability to resolve large gradients in the solution field, whether in boundary
layers or near singularities, is essential for developing a numerical method which is
accurate and can treat the types of problems which are addressed in this thesis.
Mesh refinement techniques, which are based on embedded, irregular elements, are
presented (Tsiveriotis and Brown, 1993). This technique is used in Chapters 7, 8 and
9 to resolve the flow field near the singularity occurring at the die exit in die swell
and to make fairly precise statements about the behavior of Newtonian and polymeric
constitutive equations in these regions.
An alternative to using mesh refinement in regions of rapid variation of the solution
field, is to incorporate the local behavior into specially constructed finite element
shape functions (Strang and Fix, 1973). This requires knowledge of the structure of
the solution field in these regions, and can significantly improve the accuracy of the
calculations and reduce the computational expense if this local behavior is known. A
discussion of this technique and examples from Newtonian fluid mechanics where it
has been successfully applied are given.
In Chapter 4 the mixed mathematical type of the conservation and constitutive
equation set along with numerical methods which are designed to respect the mathe-
matical type are discussed. Work in this area has been ongoing since the late 1970's.
Early attempts in this area were inundated with difficulties. Probably the most pro-
nounced difficulty was the failure of the calculations as the elasticity of the fluid, as
measured by the Deborah number (De), was increased. This failure manifested itself
through the appearance of fictitious limit points, which were highly mesh dependent
(Kim-E, 1984). In fact, as the finite element mesh was refined the calculations failed
at successively lower values of De. This suggested one of two possibilities; (1) the
mathematical problem was ill-posed, or (2) the numerical method was inadequate.
This issue of the inability to obtain converged solutions has become known as the
high Deborah number problem (Keunings, 1986).
Significant progress has been made in the last decade in the development of nu-
merical methods which are capable of computing accurate and convergent solutions
to high values of De in smooth flow geometries. These methods include the Explicitly
Elliptic Momentum Equation (EEME) method of King (1987), the stress sub-element
method of Marchal & Crochet (1987), the Elastic-Viscous Split Stress (EVSS) method
of Rajagopalan et al. (1990b) and the Elastic-Viscous Split Stress velocity Gradient
(EVSS-G) method of Brown et al. (1993). The methods are successful for two rea-
sons: (1) they recover an elliptic operator in the momentum equations, and (2) they
use an upwinding method for integrating the hyperbolic viscoelastic constitutive equa-
tion for the polymeric stress. These methods have been applied to smooth problems
such as the flow in a wavy-walled tube, the flow in a journal bearing and the flow in
a periodic array of cylinders, with consistent results having been achieved among all
of methods. For this reason it is generally believed that the high Deborah number
problem has been resolved for the class of smooth problems. All of these methods are
discussed in Chapter 4.
Since this thesis is interested in solving flow problems that contain singularities,
examples of different types of flow singularities which can arise in fluid mechanics
problems are also introduced in Chapter 4. These include geometric singularities
which occur when the boundary changes shape, as in the abrupt contraction, and
flow singularities which occur when there is a sudden change in boundary conditions,
as in static and dynamic contact line problems. A more detailed review of work done
towards understanding the behavior of models for Newtonian and polymeric liquids
near these singularities is presented in Chapters 7, 8 and 9.
The flow of traveling waves on an inclined Newtonian film is considered as a
model problem for analysis of free-surface flow in Chapter 5. The motivation for
studying this problem is two-fold. First, there exist significant experimental and
analytical results for the Newtonian flow with inertia to which numerical results may
be compared (Chang, 1993). Second, this is one of the few free-surface problems
for which contact lines, singularities, and inflow/outflow boundary conditions do not
have to be considered and hence is a good introductory problem to consider before
treating a more complicated problem such as die swell. A review of experimental and
analytical work for this problem is presented along with recent results of a steady-
state finite-element code used to calculate traveling waves on an inclined plane. These
results illustrate the range of validity of various theories describing thin film flow and
the important role which surface tension plays in the formation of wave patterns on
the falling liquid film.
In Chapter 6 the effect of viscoelasticity on the wave profiles on a falling liquid
film is considered. A review of previous analytical and numerical work in this area
is presented. The EVSS finite-element method for the treatment of the viscoelastic
traveling wave problem is then introduced. Results which illustrate the qualitative
effects which viscoelasticity has on the wave profiles are then presented by considering
the film flow of an Oldroyd-B model fluid. These results show that at low Reynolds
numbers viscoelasticity significantly increases the magnitude of disturbances and can
also be the cause of a purely elastic instability.
A review of previous work on Newtonian die swell is presented in Chapter 7.
This problem is significantly more complicated than the film flow problem discussed
in Chapters 5 and 6 due to the presence of a flow singularity at the die exit. An
outstanding question for this problem has been determining the nature of this flow
singularity. This is investigated using the mesh refinement techniques which are
introduced in Chapter 3. We present results which show that the free surface attaches
to the die lip at a finite slope which is determined by matching of the local flow field
to the global flow field. A direct consequence of the free surface detaching at a
finite slope is that the normal stresses in the fluid become singular as the die lip
is approached. A meniscus with a singular curvature is required in order to satisfy
the normal stress balance between surface tension, which acts through the curvature
of the interface, and the singular fluid normal stresses along the free surface. This
confirms an earlier hypothesis of Schultz & Gervasio (1990) and illustrates how the
flow singularity influences the free-surface shape.
The effect of allowing the fluid to slip along the die wall in accordance with Navier's
slip law (Navier, 1827) is also investigated in Chapter 7. Slip has been observed ex-
perimentally and appears to precede the onset of shark-skinning in the extrusion of
polyethylene (Weill, 1990). For large surface tension (Ca = 0) an exact asymptotic
formula for the local behavior at the die exit in the presence of a slip boundary condi-
tion is presented. Comparison with finite element results shows excellent agreement
for the local flow field and confirms the asymptotic behavior. An interesting aspect
of the local behavior is that the flow field is still singular, although the strength of
the singularity is weaker than when the no-slip condition is used exclusively. This is
an important result because it shows that Navier's slip law, which was reintroduced
by Silliman & Scriven (1980) as a means of alleviating the singularity in the shear
stress, still gives rise to singular behavior in the normal stresses. Another interesting
observation is that when slip is used in calculations with finite surface tension the
singularity in the stress field at the die exit is stronger than for a no-slip solid surface.
The success of using the finite element method to determine the local behavior
near the die exit in Newtonian die swell is extended in Chapter 8. The motivation for
this chapter is to understand why, for finite surface tension, adding a small amount
of slip along the die wall gives rise to a solution field which is more singular than
the Newtonian case. By examining several model flow problems which incorporate
Navier's slip law along parts of the boundary the local flow behavior along a slip
surface is determined. It is shown that at leading order a slip surface behaves like a
shear-free surface, and that appropriate asymptotic analysis for the shear-free case is
directly applicable (Moffatt, 1964). These results also explain why the stress field in
Newtonian die swell with slip is more singular than the no-slip case.
The die swell of a viscoelastic fluid is considered in Chapter 9. A review of
previous analytical and numerical work is presented. Since it is believed that many
of the difficulties associated with simulating viscoelastic die swell are associated with
the stress singularity at the die exit, we are interested in a prescription to the local
physics which is either non-singular or has as weak a singularity as possible. The
results presented in Chapters 7 and 8 give a fairly complete description of the local
flow behavior in Newtonian die swell using no-slip and slip boundary conditions along
the die wall. These results indicate that, with the exception of the large surface tension
limit, using a slip boundary condition results in a flow problem which is more singular
than for a no-slip boundary. For this reason all calculations for polymeric die swell
presented in Chapter 9 use the no-slip condition.
The finite element method which is used to solve the viscoelastic die swell problem
is the EVSS-G method of Brown et al. (1993), which has been shown to be a con-
vergent and accurate method for viscoelastic flow calculations in smooth geometries.
Coates (1992) has used the EVSS method of Rajagopalan et al. (1990b) to calculate
the flow of a Giesekus fluid in an abrupt, axisymmetric contraction. In this singu-
lar geometry Coates (1992) showed that the Giesekus model yielded convergent and
physically admissible solutions, with the stress singularity exhibiting Newtonian-like
behavior. We extend Coates calculation to the die swell of a Giesekus model fluid
and show that convergent and physically admissible solutions are obtained. In fact,
the Giesekus model yields a stress singularity which is remarkably Newtonian-like, in
agreement with the simulations of Coates (1992).
The issue of the complex wetting phenomena which occur at the contact line
appearing at the die exit is also addressed in Chapter 9. This is done by replacing the
sharp die exit with a rounded exit and allowing the fluid to wet the outer surface of
the die. This prescription of the local physics is shown to eliminate the singularity at
the die exit, and for moderate values of the elasticity and surface tension yields similar
predictions for the macroscopic behavior, as measured by the total swell, compared
to the sharp exit case. However, the existence of solutions for small surface tension
is shown to be sensitive to the details of the local behavior. These results are in
agreement with calculations of Kistler & Scriven (1994) for the existence of solutions
in the tea-pot effect.
Chapter 2
Governing Equations
The equations governing viscoelastic flow with a differential constitutive equation are
discussed in this Chapter. The conservation equations, or equations of change, are
presented in Section 2.1. This is followed by a discussion of the qualitative differences
between Newtonian and non-Newtonian fluids in Section 2.2. The characterization of
flows as being either shear or shearfree is presented in Section 2.3. Finally, in Section
2.4 several differential rheological models are presented along with a discussion of both
their predictive abilities and limitations. The reader is referred to the texts by Bird,
Stewart and Lightfoot (1960) and Batchelor (1967) for derivations of the transport
equations and to Bird et al. (1987a,b) and Joseph (1990) for a detailed description
of the fluid mechanics of polymers.
2.1 Conservation Equations
The flow of a fluid is governed by a set of partial differential equations which relate
the velocities, pressure, stresses, temperature and body forces. For a single compo-
nent system there are three fundamental quantities which must be conserved: mass,
momentum and energy. This thesis is only concerned with mass and momentum con-
servation of a homogeneous isothermal polymer melt or solution and hence only these
quantities will be discussed. The mass and momentum equations are completed by
specifying a constitutive relation between the fluid stress and the strain or strain rate.
This relation is material dependent and is referred to as the constitutive equation.
The mass conservation equation is written as
8p + V.pv = 0, (2.1)
where p is the fluid density and v is the fluid velocity. If we assume that the density
p is a constant, eq. (2.1) reduces to the equation of continuity for an incompressible
fluid
V-v =0. (2.2)
The momentum conservation equation for a fluid is
-pv = -(V.pvv) - (V.a) + pg, (2.3)
where a is a second-order tensor which relates the transfer of momentum through
molecular motions of the fluid and pg is a body force per unit mass of fluid, e.g.,
gravity or electrostatic forces. The total stress tensor a is assumed to be symmetric,
i.e., aoij = aoji. Most kinetic theories for polymer mechanics support this hypothesis
although experiments have not yet been able to measure antisymmetrical contribu-
tions. One model of a polymeric system which gives rise to antisymmetrical stress
contributions is the multirod-rod model. This model is similar to the multibead-rod
model but with the beads replaced with a collection of "needles" of finite length con-
necting the rigid rods (Bird et al., 1987b). The antisymmetrical contributions to the
stress occur because of the inclusion of the hydrodynamic torque associated with the
finite size of the beads or "needles".
By making use of the equation of continuity the momentum equation is rewritten
as
p a + pv.Vv = -V.o + pg. (2.4)
Introducing the substantial derivative, D/Dt = - /&t + v.V, which represents the
time rate of change in a coordinate system moving along with the fluid, we obtain
Dv
p Dt - --V. + pg. (2.5)
The equations of motion and continuity which have been derived are exact for any
fluid. However, we have not in any way described the total stress tensor o'. The total
stress tensor is typically split into two parts
a = pI + 7, (2.6)
where p is the thermodynamic pressure, I is the identity tensor and the deviatoric
stress r depends upon the particular fluid. The tensor 7 is often referred to-as the
extra or deviatoric stress tensor since it is identically zero when the fluid is motionless.
The deviatoric stress 7 depends upon the fluid. If a low molecular weight fluid such
as water is placed between two parallel plates it is found that the force per unit area
required to maintain a one-dimensional shearing flow is linearly proportional to the
velocity gradient, where the constant of proportionality is referred to as the viscosity.
This is referred to as Newton's law of viscosity. For an arbitrary flow of such a fluid
the extra stress tensor of a Newtonian fluid is written as
= (2.7)
where
= w v + (VV)T (2.8)
is the rate-of-strain tensor and r7 is the viscosity of the fluid. The total stress tensor
o for an incompressible Newtonian fluid is
a = pI + r = pI - 77,. (2.9)
2.2 Non-Newtonian Fluids
Before we describe the structure of the stress tensor 7 for various models of non-
Newtonian fluids we shall describe some of the features regarding these fluids which
differ from Newtonian fluids. An interesting phenomena regarding non-Newtonian
fluids is that not only do they differ quantitatively from Newtonian fluids, but quali-
tatively as well (Bird et al., 1987a).
2.2.1 Shear-thinning viscosity
Non-Newtonian fluids typically have a viscosity which depends upon the shear rate
experienced by the fluid. To exhibit this, two experiments are shown in Figure 2-1. In
the first experiment two vertical tubes are filled, one with a polymer, the other with
a Newtonian fluid. The two fluids are chosen so that they have the same viscosity at
very low shear rates. An example of a low shear rate would be if two small spheres
are dropped in each tube. If both spheres fall at the same rate in each tube then we
would say that both the Newtonian fluid and the polymer have the same viscosity.
If this were the only experiment which we performed we might be tempted to say
that both fluids have the same viscosity and hence would show very similar behavior
in any flow. However, if we now remove the plate covering the bottom of the two tubes
and observe the rate at which the fluids exit the tubes we would see an interesting
phenomena. The polymer exits the tube at a much faster rate than the Newtonian
fluid, appearing to have a lower viscosity; this is known as "shear thinning". Most
polymer melts and solutions exhibit this characteristic. The physical basis for this is
that while the fluid is at rest the polymer molecules are randomly oriented. When
the fluid begins to flow the polymer molecules align themselves in the direction of the
flow, breaking entanglements. This alignment of the molecules with the flow makes
it easier for one layer of polymer molecules to move past an adjacent layer of polymer
molecules. This change manifests itself in the effect of the polymer flowing out of the
tube faster than the Newtonian fluid.
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Figure 2-1: Shear-thinning experiment.
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Figure 2-2: Simple shear flow
2.2.2 Normal Stress Differences
Polymeric liquids differ from Newtonian liquids in that they exhibit non-zero normal
stress differences in "shear flows" (Bird et al., 1987a). What is meant by a normal
stress difference? We will consider the simple shearing flow depicted in Figure 2-2.
We shall denote the principle direction of flow as the "1" direction, in this case the
x-direction. The direction across which the velocity varies will be denoted as the "2"
direction, in this case the y-direction. The remaining direction will be notated as the
"3" direction, in this case the z-direction, which is an axis coming out of the paper.
The term 711 - 7 22 is called the first normal stress difference, and 722 - 733 is called
the second normal stress difference.
For most polymers the first normal stress difference is negative. This means that
most polymers will exhibit an extra tension along the streamlines of the flow. This
has a physical basis when one considers that the polymer molecules will tend to align
themselves with the direction of flow and will be subjected to shearing forces which
will cause the polymer to extend along its length, with a resultant tension along the
length of the molecule, similar to the stretching of an elastic band.
The second normal stress difference has been shown experimentally to be positive.
Numerically it is considerably smaller than the first normal difference and in most
cases is of opposite sign, usually positive. This corresponds to an extra tension in the
"3" or neutral direction. There are no simple physical explanations for the occurrence
of a second normal stress. Kinetic theories are only beginning to be able to describe
this phenomenon. The successful ones are quite complex.
There are several interesting examples of how normal stress differences can have
a significant effect on a flow system. One example of these is rod-climbing (Garner
and Nissan, 1946). If a beaker is filled with a Newtonian fluid and a rotating rod
is placed inside the beaker, the Newtonian fluid is pushed away from the rod by the
centripetal force and a small dip in the surface of the Newtonian fluid is formed. In
contrast if a polymer is placed in a beaker with a rotating rod the polymer begins to
climb the rod. This occurs because the streamlines for the flow are around the rod
and the normal stresses result in a tension which forces the fluid up the rod.
2.2.3 Secondary Flows
Typically the primary flow is associated with viscous effects while the secondary flow
is associated with inertial or "elastic effects" (Bird et al., 1987a). The following
examples describe some of these secondary flows.
If a rotating disk is placed on top of a beaker filled with fluid one sees that the
primary flow is that which is tangent to the rotation of the disc. In the case of a
Newtonian fluid a secondary flow is observed where the fluid near the rotating disc is
pushed outward toward the wall of the beaker, down the side of the beaker, in along
the bottom of the beaker, and finally up the center of the beaker back towards the
disc. This flow is approximately 10% of the primary flow.
If a polymer solution is placed in the same situation an entirely different secondary
flow would develop (Hill, 1972). In the case of a polymer solution the secondary flow
is in the opposite direction, down the center of the beaker, out along the bottom, up
the outer wall, and in along the top. In this case the normal stresses, which were
responsible for rod climbing, also are responsible for this behavior.
Another interesting example involves placing a revolving sphere in a fluid. The
primary flow has streamlines which are concentric to the sphere and are in the plane
of rotation of the sphere. For a Newtonian fluid a secondary flow occurs where one
observes tracer particles approaching the axis of the sphere and exiting along the
equatorial plane of the sphere. This is a purely inertial effect, where we see the fluid
being "thrown" away from the sphere in the radial direction. If the Newtonian fluid
is replaced with a polymer solution the exact opposite is observed (Giesekus, 1965).
Tracer particles approach the sphere along the plane of rotation and exit at the poles
of the sphere. One suspects that the non-zero normal stresses are responsible for this
behavior.
2.3 Shear and shearfree flows
Incompressible Newtonian fluids can be characterized by two material constants, the
fluid density (p) and viscosity (I). When these quantities are known then the equa-
tions governing the flow of the fluid are fixed for a particular flow system.
From the previous section we have seen that there are striking differences between
Newtonian and non-Newtonian fluids. Whereas experiments done on a Newtonian
fluid will yield only a single material constant, the viscosity (p), we expect the same
experiments performed on a non-Newtonian fluid to yield material functions which
depend upon the shear rate, frequency, time, etc. These material functions are used
to fit parameters in constitutive equations describing non-Newtonian flow and also
serve as a measure of the predictive capabilities of these models. A brief description
of the two basic types of flows used to characterize polymeric liquids is given below,
as well as the important features for each flow.
2.3.1 Shear Flow
A simple shear flow is given by v_ = 4y.y, vy = vz = 0, where the shear rate, 4/,
may be a function of time. For a steady shear flow, two particles which are initially
located on the y-axis and are a distance l0 away from each other will be the following
distance away from each other after a time interval At has elapsed
1 = l0V1 + (1At) 2 - 10oAt, for At -- oo and where ý = constant. (2.10)
In steady shear flows the material functions obtained are the viscosity (7), first
normal stress coefficient (I'), and second normal stress coefficient ('2), where the
material functions are given by
T= 77(4 Y (2.11)
TXX - "yy = - Xpl(' *2}, (2.12)
ryy - Tzz = -'2(Y)'7ýyx (2.13)
For flows different from steady shear flows somewhat different material functions
have been defined (Bird et al., 1987a). Other flows which are used to determine ma-
terial functions include both the start-up and cessation of steady shear flow, small
amplitude oscillatory flows, creep, stress relaxation after a sudden shearing displace-
ment, and constrained recoil after steady shear flow.
2.3.2 Shearfree Flows
Simple shearfree flows are given by the velocity field
1
vz = -• (1 + b)x,
2
1
vy = - (1 - b)y, (2.14)
2
vz =+4z
where 0 < b < 1 and i is the elongation rate. There are several special cases for
particular choices of the parameters b and ý:
Elongational Flow:
Biaxial Stretching Flow:
Planar Elongational Flow:
(b = 0, ý > 0),
(b = 0, ý < 0),
(b = 1).
Shearfree flows exhibit the property that two fluid particles which are located on the
z-axis and are a distance l0 apart will show an exponential increase in their separation
distance as time increases
1 - loe At . (2.15)
For steady shearfree flows the
are '1 and ý2. These are given by
material functions used to characterize the flows
(2.16)
(2.17)
Tzz - 7TX = - 2(E, b),.
Tyy - "zz = -? 2(i, b)&.
Other types of elongational flows include stress growth on inception of steady
shearfree flow, elongational creep, and free recovery after steady elongational flow
(Bird et al., 1987a).
2.4 Non-Newtonian Constitutive Equations
The simplest non-Newtonian constitutive equations are those for the generalized New-
tonian fluid(GNF). The GNF model allows the viscosity in Newton's law of viscosity
to depend upon the shear-rate. Unfortunately the generalized Newtonian fluid is valid
in only certain limiting cases, primarily for steady-state shearing flows. In these cases
knowledge of the shear-rate dependent viscosity is sufficient to calculate the flow rate
as a function of pressure drop.
The question then arises as to when the generalized Newtonian fluid model be-
comes invalid. This typically occurs when elastic effects become important in the
fluid. It is necessary at this point to introduce a dimensionless time constant, the
Deborah number. The Deborah number is defined as
De -A (2.18)
tflow
where A is a characteristic time for the fluid, usually taken to be the time scale asso-
ciated with the longest relaxation mode of the material, and tflow is a characteristic
time scale of the flow system. When the Deborah number is small elastic effects can
be neglected and the GNF model is valid. However, for a Deborah number which is
0(1), it is necessary to develop more sophisticated constitutive equations which are
able to account for normal stress effects along with the varying viscosity.
The first attempt to obtain a constitutive equation which described the viscous
and elastic effects of a fluid was that postulated by Maxwell in 1867 in an attempt
to describe the behavior of gases. The linear Maxwell model is given by
7 + A1 7 = -o0Y. (2.19)
This model falls into the class of linear viscoelastic constitutive equations. Unfor-
tunately, linear viscoelastic models are very restrictive in that they are unable to
predict shear rate dependent viscosities, normal stress phenomena and must be re-
stricted to infinitesimally small displacement gradients and flows where there are no
superimposed rotations (Bird et al., 1987a).
The retarded motion expansion was developed in an attempt to describe small
departures from Newtonian behavior. The retarded motion expansion is a Taylor
expansion about the Newtonian fluid which adds successive terms to account for
deviations from Newtonian behavior. Introducing the following terminology for the
n-th convected derivative of the rate-of-strain tensor -7(),
7(1) = 7,
7(n+i) = .7(n) - [(VV)T. 7 (n) + 7(n)(VV) (2.20)
the retarded-motion expansion can be written as
7 = -[bly() + b27(2) + bll(7() 7(i))] + higher order terms: (2.21)
The second-order fluid model results from retaining the terms which contain up to
quadratic velocity gradients. These are the terms preceded by b1, b2, and b1l. In-
cluding higher-order terms yields the third-order fluid constitutive equation, etc. The
retarded-motion expansion allows the study of normal stress effects and gives an idea
of how a fluid deviates from Newtonian behavior when higher order effects are con-
sidered. Unfortunately it is only valid for slow, slowly varying flows. Attempts to
apply the retarded-motion expansion to other flow systems have often resulted in
aphysical behavior. For example, it is possible to predict negative viscosities or that
the second-order fluid is unstable in the rest state (Bird et al., 1987a).
The equations introduced so far have had several drawbacks. The generalized
Newtonian fluid model is only valid where the shear-rate dependence of the viscos-
ity is the dominant factor, primarily in steady shear flows. The linear viscoelastic
models are valid for infinitesimally small displacements and only where there are no
superimposed rotations. The retarded motion expansion is only valid for slow, slowly
varying flows.
To construct a constitutive equation which is valid for arbitrary, time-dependent
flows requires introducing a convected derivative which is indifferent to the frame of
reference of the coordinate system. Several examples of objective derivatives satisfy
this requirement. In this work we will consider the upper convected time derivative
of the stress tensor
D
=(i)  - [(Vv)T~r + r.(Vv)j,
Dt
- -7 - (r.Vv)T - (r-V'v) (for symmetric r). (2.22)Dt
With the definition of r(1) it is possible to construct a constitutive equation which is
independent of superimposed rotations by replacing ir7/t by r(1) and "j '/Ot" by
7(n+1) (Bird et al., 1987a). The introduction of these terms in the linear viscoelastic
models results in quasi-linear viscoelastic models, referred to as quasi-linear due to
the presence of terms that are the products of stresses and velocity gradients in the
convected derivative of the stress tensor.
Making these substitutions in the Maxwell model we obtain the simplest frame-
indifferent constitutive equation, the upper convected Maxwell model or UCM model:
r + A1r() = -770o. (2.23)
In steady shear flow the UCM model predicts a constant viscosity, a constant first
normal stress coefficient, and a zero second normal stress coefficient. In shearfree flow
the UCM model predicts an infinite elongational viscosity at a finite elongation rate.
It is not capable of predicting stress overshoot in the start-up of shear flow. Although
the UCM model is incapable of predicting many aspects of a flow problem, it is one of
the most widely used differential models in the numerical computation of viscoelastic
flow. The mathematical difficulties which arise even from a limited model such as
UCM are quite considerable and have received significant attention; see Chapter 4.
A further extension of the UCM model is to include the time derivative of -4 yield-
ing Oldroyd's fluid B (Oldroyd, 1950). This model describes the stresses of a dilute
solution of a polymer in a Newtonian solvent,
7 + Air(1) = -7o(7(1)+ A27(2)), (2.24)
where 770 is the zero shear-rate viscosity, A2 is the retardation time of the solvent and
A1 is a relaxation time of the polymer. The Oldroyd-B model can be written in terms
of a polymer and a solvent contribution to the stress as
r = 7r + rp, (2.25)
S= -(2.26)
rp + Airp(1) = -qpI. (2.27)
The zero-shear-rate viscosity ro, and the retardation time A2 are given in terms of r77
and 74, as follows:
710 = rs + p, A2  1 = (2.28)
The UCM model, second-order fluid model, and Newtonian flow can be obtained
by an appropriate choice of the AXs. The Oldroyd fluid B model gives a constant
viscosity and first normal stress coefficient and is unable to predict stress overshoot
in the start-up of shear flow. The class of fluids known as Boger fluids (Boger and
Nguyen, 1978), which exhibit a fairly constant viscosity over a wide range of shear
rates but significant normal stress effects, has been shown to be well-characterized by
this model.
The quasi-linear viscoelastic models, although an improvement over the linear
viscoelastic fluid models in that they are valid for arbitrary flows, i.e., they are frame
invariant and are valid in flows with superimposed rotations, are still not able to
adequately describe real material properties. To accomplish this we need to look
at nonlinear differential constitutive equations. Several approaches have been taken.
These are the inclusion of invariants, inclusion of quadratic terms in velocity gradient
and the inclusion of nonlinear terms in stress.
As an example of the inclusion of invariants we will consider the modified upper-
convected Maxwell equation (MUCM), a modification of the UCM equation with a
time constant which depends upon the stress. This equation was derived by Apelian
(1987) to remedy the poor performance of the UCM equation near flow singularities.
For example, in the die swell of a fluid there is a singularity at the fluid-solid-gas
interface at the exit of the die. It can be shown that for a Newtonian fluid the solution
is well behaved near this point, i.e., the stresses are integrable at the singularity and
result in finite forces. Due to the complexity of the UCM equation it is difficult
to determine the behavior of the stresses near the singularity, although numerical
evidence indicates that the stress is not well-behaved (Apelian et al., 1988). To
remedy this problem, Apelian made a modification to the UCM equation, requiring
that in regions of large normal stresses the time constant for the fluid, A1, becomes
negligible. This is achieved by making the time constant A1 dependent upon the trace
of the stress
r + Al(tr 7r)7(1) = -77o0, (2.29)
with A1 (tr r) given by
Al (tr 7) =0 (2.30)1 + [F(Ao) tr ](-) (2.30)
The constant A0 corresponds to the UCM limit time-constant, F(Ao) corresponds to
a critical level for the stress, tr r is the trace of the stress tensor' 7, and a determines
the sensitivity of the fluid relaxation time to the critical stress level. In the region
near the flow singularity large normal stresses are present and the term tr 7 becomes
much larger than unity. This causes the time constant to become small and results in
the fluid exhibiting leading order Newtonian behavior near the flow singularity (this
behavior is discussed in greater detail in Chapter 7).
Another example of the inclusion of invariants is the White-Metzner model (White
and Metzner, 1963). In this model it is assumed that the viscosity appearing in the
constitutive equation is no longer a constant but is dependent upon the shear rate
7 + = -1(N)7(1), (2.31)
where G is a constant modulus. This equation yields reasonable predictions for the
shear-rate dependent viscosity and first normal stress coefficient. However, it predicts
infinite elongational viscosities at finite elongation rates, much like the UCM model.
The White-Metzner model also has no linear viscoelastic limit and hence is not capable
of describing time-dependent flows properly.
The inclusion of terms which are quadratic in velocity gradients yields the Oldroyd
8-constant model (Oldroyd, 1958):
1 1 1
7- + AIr(1) + 2A(7() + i-7(1)) + jA5(tr r)7( 1) + 2I(7:))
-70[/(J) + A27(2) + 4 f(1)' (1) +2 A7(7():7Yl)I]. (2.32)
With such a more extensive model we would expect that the ability to predict mate-
rial properties would be greatly improved. This is somewhat true in that the Oldroyd
8-constant model is able to qualitatively predict a wider range of behavior than the
White-Metzner model in simple shear and shear-free flows. These include stress over-
shoot in start-up of steady shear flow and a bounded elongational viscosity. However,
when comparing results for steady shear flow the White-Metzner model gives a much
more quantitative fit for the shear viscosity and the first normal stress coefficient.
As an example of nonlinear terms in stress we will consider the Giesekus model
(Giesekus, 1982)
7 = 7r + lrp, (2.33)
TS = -- (2.34)
Ir + Ai-p(l) - CATp.p } = 77_(2.35)
where we have split the stress into a solvent and a polymer contribution. The four
parameters are AX, a relaxation time, Us and up, the solvent and polymer contributions
to the zero shear-rate viscosity, respectively, and a, the dimensionless mobility factor.
The term containing a arises from anisotropic Brownian motion and/or anisotropic
hydrodynamic drag on the polymer molecules. The Giesekus model is such that the
second-order fluid, convected Maxwell, and Oldroyd's fluid B can be obtained with
an appropriate choice of the parameters.
The predicted behavior of the material functions is much more realistic than that
of the Oldroyd 8-constant model. Considerable shear-thinning is observed for the
viscosity and normal stress coefficients. The second normal stress coefficient is non-
zero and can be varied relative to the first via X2,0 = -(a/2)I,0o. Also, C must be
restricted to lie within 0 < a < 1/2 for realistic properties. The predicted rheological
behavior for the Giesekus model is shown in Fig. 2-3 for steady shear and in FIg. 2-4
for steady elongational flow.
Although the nonlinear Giesekus equation is better able to predict the shear rate
and elongational properties of polymers, quantitative agreement has still not been
achieved. This is because a polymer solution is not characterized by a single relax-
ation time but rather a spectrum of relaxation times. To capture this behavior it has
been necessary to incorporate this spectrum of relaxation times into the model. To
accomplish this with differential constitutive equations the approach has been to ex-
press the polymeric part of the stress as the sum of contributions from each relaxation
time. Each contribution is governed by a differential constitutive equation having its
own characteristic relaxation time and viscosity. The differential constitutive equa-
tion used to describe each mode can be either a generalized linear viscoelastic model
or a nonlinear model, though the nonlinear models tend to better predict the flow
properties of a polymer solution.
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Figure 2-3: Dimensionless steady shear flow material properties for the Giesekus
model with A2/A1 = 10- 3 and various values of a: (a) viscosity, (b) first normal stress
coefficient, (c) second normal stress coefficient. Note that the retardation time is
given by A2 = Al1is/(7, +7 7p). Reproduced from Bird et al. (1987a).
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Figure 2-4: Dimensionless shearfree flow material functions for the Giesekus model
with A2/A1 = 10- 3 and various values of a for elongational (ý > 0) and biaxial
elongational (i < 0) flow for b = 0. Reproduced from Bird et al. (1987a).
Phan-Thien and Tanner (1977) have derived a multi-mode differential constitutive
equation which is based on a network theory for concentrated polymer solutions
N
r = i, (2.36)
i=1
Z(tr 7i)ri + A-•r~i) + ±Xi{'*i + 7i.'} = -'if, (2.37)
where two functional forms for Z(tr ri) have been used
Z = 1 - cAitr ri/hi, (2.38)
and
Z = exp(-cAitr ri/rih), .(2.39)
The model also is an example of the inclusion of invariants in stress, as is evidenced
through the dependence of Z on the trace of 7r. The model predicts stress overshoot in
the start-up of steady shear flow, finite elongational viscosities and has the property
that the ratio of the first and second normal stress differences can be adjusted with
the parameter ý. The model is able to accurately predict experimental data on low-
density polyethylene melts well (Phan-Thien and Tanner, 1977).
The multi-mode Giesekus equation is written as
N
r = -rs,' + • p i, (2.40)
i=1
7pi + Airpi(l) - aCi A- {rpi.ri} = -rpi~j. (2.41)
r7lpi
This model has been used to successfully fit the rheology of a polyisobutylene solution,
the details of which are described in the following section.
Polyisobutylene (PIB); Exxon Vistanex; Mi, 1.8 x 106 g/mol; 0.31 wt %
Polybutene (PB); Amoco; i1,M , 1000 g/mol; 94.86 wt %
Tetradecane (C14); C14H30 ; Mw = 198 g/mol; 4.83 wt %
Table 2.1: Composition of polyisobutylene Boger fluid used by Quinzani et al. (1990).
2.5 Rheology of Polyisobutylene Solutions
In this section the rheology of a polyisobutylene solution is discussed, with experimen-
tal data being taken from Quinzani et al. (1990). The fluid consists of a semi-dilute
solution of polyisobutylene in a very viscous Newtonian solvent, polybutene. This
fluid is an example of a Boger fluid (Nguyen and Boger, 1979), and has the char-
acteristic that the viscosity remains approximately constant over a wide range of
shear rates. This occurs because the polybutene solvent is the major contributor to
the viscosity of the solution and effectively masks the shear-thinning viscosity of the
polyisobutylene. The large viscosity of the solvent also ensures that inertial effects in
the flow are small. Although the viscosity of the solution suggests that the fluid is
Newtonian, the addition of the polyisobutylene does contribute significant viscoelastic
properties to the fluid by producing a large relaxation time.
The composition of the PIB Boger fluid is shown in Table 2.1. Steady shear
material functions for this fluid are shown in Fig. 2-5. The viscosity appears to be
essentially constant over the entire range of shear rates and exhibits a small amount
of shear-thinning at large shear rates. The first normal stress coefficient for this
fluid exhibits a fairly complex behavior, exhibiting a plateau region or shoulder at
intermediate shear rates. At high shear rates the first normal stress coefficient thins
with a slope of approximately -1.0.
The complex behavior in the first normal stress coefficient cannot be modeled
by a single viscoelastic constitutive equation. As described previously, the multi-
mode constitutive equations offer the best possibility for fitting this complex behavior.
Quinzani et al. (1990) used a four-mode Giesekus model to fit the viscosity and the
first normal stress coefficient. The parameters which they have used to fit the four-
mode Giesekus model to the viscometric data are presented in Table 2.2. The fit to the
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Figure 2-5: Steady shear properties of polyisobutylene Boger fluid used by Quinzani
et al.(1990). The solid curves correspond to a fit of the data to a four-mode Giesekus
model by Quinzani et al. (1990); reproduced from Coates (1992).
Table 2.2:
Mode No. r7i(Pa s) Al,i (s) ai
1 1.108 2.755 0.5
2 1.677 0.736 0.0001
3 1.657 0.109 0.001
4 1.211 0.010 0.5
solvent 8.118 - -
Parameters used in the fit of a four mode Giesekus model fluid to the
viscometric data of the polyisobutylene Boger fluid; from Quinzani et al. (1990).
experimental data of Quinzani et al. (1990) is also shown in Fig. 2-5 and illustrates
that the multi-mode constitutive equation is capable of accurately reproducing the
rheology of a complex fluid.
Chapter 3
Finite-Element Method
Analytical solutions to the viscoelastic flow equations can be derived for only a few
limiting cases (Bird et al., 1987). In most general flows it has been necessary to
make use of numerical methods to approximate the continuous problem as a discrete
problem. The finite-element method has had considerable success, not only in the
field of viscoelastic fluid flow, but in most other fields of science and engineering.
The finite element method is a weighted residual method (Finlayson, 1967). The
idea behind the weighted residual method is to relax the exactness of the solution at
each point of the domain which is required by the differential equation, and replace
it with an integrated average or weak form expressed over the domain. In certain
special cases this weak formulation is equivalent to the minimization of a functional
over a space of trial functions, although no minimization problem exists for most
transport problems. Even in the absence of such minimization functionals there
exists a very sound theoretical basis for the finite element method (Strang and Fix,
1973). Nonetheless, application of the techniques to solve problems which do possess
a minimization functional can and has been extended to those problems which do not
have a functional form. The success with which this has been done is testimony to
the applicability of the method.
This chapter presents the essential issues of the finite-element method by applying
the method to a two-point boundary-value problem in Section 3.1. Implementation
of Galerkin's method using linear finite-element approximations is discussed. The
mixed finite-element method for Stokes flow is described in Section 3.2. The tech-
niques used to solve hyperbolic differential equations are discussed in Section 3.3.
Newton's method and solution tracking are discussed in Section 3.4 as solution meth-
ods for solving systems of nonlinear algebraic equations that arise from finite element
discretizations. Computational issues which arise in the implementation of Newton's
method are discussed in Section 3.5. The treatment of free-surface problems and map-
ping methods are presented in Section 3.6. The local mesh refinement used to explore
the solution field in Newtonian and viscoelastic die swell is discussed in Section 3.7.
Methods for treating flow singularities are discussed in Section 3.8.
3.1 A Two-Point Boundary-Value Problem
Consider a one-dimensional two-point boundary-value problem to help illustrate the
finite-element method (Strang and Fix, 1973):
S(P(x)- ) + q(x)u = f(x), (3.1)dx dx
where p(x) > 0 and q(x) 2 0. At x = 0 the essential, or Dirichlet, boundary
condition, u(0) = 0 is applied, and at x = 7r the natural, or Neumann, boundary
condition, u'(7-) = 0 is used. The function f(x) is considered as data.
From a purely mathematical point of view the above differential equation and
boundary conditions can be combined into a single equation Lu = f, where L is a
linear operator acting on a certain class of functions u also satisfying the appropriate
bounfdary conditions. We will restrict our choice of allowable inhomogeneous data to
functions f(x) which are square-integrable, i.e.,
f [f ()]2 dx < c. (3.2)
Functions satisfying this criterion are said to be in the function space L2 [0, r], i.e.
f E L 2[0, 7r]. Smooth functions f are allowed, but distribution functions such as the
Dirac delta function 6(x) (Carrier and Pearson, 1988), defined as
w(x)6(x - xo)dx = w(xo), (3.3)
are not.
Since f(x) is restricted to be in L 2 [0, r] it is expected that similar restrictions
would be placed on the left-side of the equation Lu. The left-side consists of contribu-
tions from u, u', and u". Thus, it is expected that the condition of square-integrability
should apply to all three of these terms
f' [u(X)2 + u(X) 2 + UII(X)2] dz < 00. (3.4)
Functions which satisfy this criterion are said to be in the function space H2[0, r],
where the superscript 2 refers to u having a square-integrable second derivative and
the subscript B refers to the essential boundary condition at x = 0. In general, a
function v = v(x) is in the space H m if v and all of its derivatives of order less than
or equal to m (m being a nonnegative integer) are members of L 2 [0, 7]; i.e.,
[V()2 + (v(X))2 + +* (V(z)) )2] dX < C. (3.5)
From this definition of H m we see that Ho and L 2 are equivalent.
Thus, the operator L is a transformation from HB to Ho such that for each f a
unique u exists. As f gets small we expect u to get small accordingly. To quantify
this concept the following norms, 1I Ilo and 11 112 are introduced:
|1 [Jo (g(sX))2 d 1/2 , (3.6)
and
112 [(())2 + (v(x))2 + (v2(x))2] dx] 1/2 (3.7)
With this nomenclature the relationship between the inhomogeneous data f and the
solution u is expressed qualitatively as
|u112 • cllfll0, (3.8)
which applies to an elliptic equation of second order. For an elliptic equation of order
2m the appropriate analog to eq. (3.8) is
|IU112m < KIlf lo, (3.9)
where the norm IIU112m is defined as
U11I2 m = ( [U(X)2 + (UI(X))2 +... + (U2m(X))2] dx) 1/2 (3.10)
A variational framework also exists for the elliptic operator (3.1). The linear
equation Lu = f is also related to the quadratic functional
I(v) = (Lv, v) - 2(f, v), (3.11)
where ( , ) represents an appropriate inner product between two quantities (Strang
and Fix, 1973). The relationship is as such: I(v) is minimized at v = u only if
its derivative, or first variation, vanishes there. The condition which arises for this
to occur is precisely the Euler equation Lu = f. Thus, there are two methods
of approaching this problem; one dealing directly with the equation Lu = f and
the second dealing with the quadratic functional I. The first method dealing with
L is referred to as an operational form, while the second method dealing with the
functional I is referred to as a variational form (Strang and Fix, 1973).
If we consider L, u and f to be real numbers then the quadratic function I(v) =
Lv 2 - 2fv describes a parabola. An extremum occurs at dl/dvl,,= = 2(Lu - f) = 0
and is a minimum if L > 0. This can be extended to the case where v and f are
n-dimensional vectors and L is a symmetric positive-definite matrix. The quadratic
functional can then be expressed as
I(v) = E Ljkvkg - 2 fjvj. (3.12)
j,k j
Noting that Lj = Lkj from symmetry, the Euler equation is
-v= _ = 2 LmkUk - fm = for m = 1,..., n. (3.13)
These n simultaneous equations make up the system Lu = f. The restriction that
L is positive-definite guarantees that I(v) is an n-dimensional parabaloid opening
upward with a global minimum at u = L-If (Strang and Fix, 1973).
In terms of satisfying a minimization principle for the differential equation the
solution u must satisfy
1(u) <_ I(u + ev) = 1(u) + 2c[(Lu, v) - (f, v)]. + E2 (Lv, v). (3.14)
Since E can be of any sign and arbitrarily small, the coefficient of the second term,
the term containing 2e, must vanish. This gives
(Lu, v) = (f, v), V v, (3.15)
which is called the weak form, or the Galerkin form, of the problem. It is referred
to as the weak form in that no longer is the solution expected to be exact at a point
in space, but rather the error of the solution weighted with an appropriate function
is supposed to be small when integrated over the domain. This can best be seen by
writing the above equation as
(Lu - f, v) = 0. (3.16)
This form of the problem no longer requires that L be either positive-definite or
symmetric, because it no longer deals with a minimum but only a stationary point.
Galerkin's method thus tries to determine a stationary point to the equation Lu = f
by requiring that the error in the residual (Lu - f) is orthogonal to a set of functions
v. In contrast, the Rayleigh-Ritz method (Strang and Fix, 1973) relies on deriving
the variational form and minimizing it over a certain class of functions. Since most
problems do not possess a variational form the finite-element method is generally
applied in the Galerkin form. The success of Galerkin's method in treating problems
lacking a variational form is testimony to its versatility. In the case where a variational
form does exist, as in the two-point boundary-value problem, Galerkin's method is
equivalent to the Rayleigh-Ritz method.
The functional 1(v) = (Lv, v) - 2(f, v) is developed by defining the inner products
(f, v) = f (x)v(x)dx (3.17)
and
(Lv, v) = [-(pv')' + qv]vdx = [p(v') 2 + qv 2]dx - pv'v . (3.18)
If v satisfies the boundary conditions the integrated terms vanish and the quadratic
functional is
I(c) [p()(v'(x))2 + q(x)(v(x)) 2 - 2f(x)v(x)]dx, (3.19)
which is the functional to be minimized.
The solution which minimizes this functional is expected to correspond to the
solution of the differential problem Lu = f. However, the class of functions for the
solution search must be specified. Variational theory requires that this space be Hk,
the set of all functions with square integral first derivatives and satisfying the essential
boundary condition (Strang and Fix, 1973). The minimization principle applied to
the quadratic functional yields
I(u) :< I(u+ev) = I(u)+2e (pu'v' + quv - fv)dx+ 2 j (p(v') 2 + qv 2)dx. (3.20)
The typical variational argument requires that the first variation must vanish for the
extremum to be achieved:
0 = j (pu'v' + quv - fv)dx = [-(pu')' + qu - f]vdx + p(r)u'(r)v(7r). (3.21)
Again, if u has two derivatives then the expression will be zero for all v E Hi only if
- (pu')' + qu = f (3.22)
and
u'(7r) = 0 (3.23)
holds at the boundary. This completes the demonstration that the minimization of
the functional I(v) for v E Hk is equivalent to the solution of Lu = f. The differential
and variational forms are equivalent (Strang and Fix, 1973).
Also, the problem, in variational form, is to minimize the quadratic functional
I(v) = [p(x)(v'(x))2 + q(x)(v(x)) 2 - 2f(x)v(x)]dx (3.24)
over the infinite-dimensional space v E HE. The Rayleigh-Ritz version of the finite-
element method makes this problem tractable by replacing the infinite-dimensional
space Hk with a finite-dimensional space S C HE. More appropriately a sequence of
subspaces Sh C Hk are used, each of which is contained within HE. The elements
O^ contained in Sh , Oý E Sh, are referred to as basis functions because they provide
a basis for the finite-dimensional subspace Sh. The Rayleigh-Ritz method minimizes
the functional I on the subspace Sh, i.e., I(uh) < I(vh) Vvh E Sh, Sh C H'.
Rather than discuss the Rayleigh-Ritz method version in any more detail we shall
instead consider the implementation of the Galerkin finite-element method to deter-
mine the solution uh. Because the operator L is symmetric and positive-definite the
solution of Galerkin's method corresponds to the minimum of the functional over Sh
and the two methods are equivalent.
The implementation of Galerkin's method is considered for linear, Lagrangian
finite-elements. The finite-element method expresses the dependent variable u ~ uh
as a linear combination of piecewise linear functions
N
uW =. o h(). (3.25)
i=1
The functions ih (x) make up the basis for the subspace Sh C H' and the coefficients
u0 E Sh of the expansion are the unknowns. The determination of the approximate
solution u4 is the objective of the finite-element method.
An essential aspect of the finite-element method is the way in which the basis
functions are defined. The finite-element method divides the domain into intervals
(which are not necessarily of equal size). The Lagrangian basis functions are then
defined so that they are non-zero over only a small portion of the domain, this quality
being referred to as compact support. In the case of piecewise linear basis functions,
each element has two nodes, one at each end of the interval. Each node is associated
with a particular basis function. The basis function 0h(x) is defined to be non-zero
on the interval xj- 1 < x < xj+1 and zero everywhere else. Within the interval
xj_-1 <_ x < xj+l, 04(x) is defined such that at node xj the value of the basis function
is 1 while at nodes xj-1 and xj+l the value of the basis function is 0; see Figure 3-1.
The construction of the basis functions in this fashion gives physical significance to
the coefficients u . Evaluating u' at node xj we obtain uh(xj) = Ci-,1 Uzi4 (Xj) = Uj.
Thus, each coefficient corresponds to the value of the dependent variable at that
particular node.
Galerkin's method requires that the residual R -= Lu - f is orthogonal to uh
and hence to Sh (since uh is comprised of functions which serve as a basis for Sh).
This requirement is met by forcing the solution to be orthogonal to each of the basis
functions 04(x) as
-dz [ ()_- du + q(x)uh(x) -_ f (x) (x)dx = 0, for j = 1,2,..., N.
(3.26)
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Figure 3-1: Linear finite element basis functions
Integrating the second derivative term by parts and substituting in the expansion for
the solution uh we obtain
_ [ p(x)dd + q(x)hc ) =j f(x)h (x)dx for j = 2,..., N.
(3.27)
The weak form is not applied at the node corresponding to x = 0. This equation is
replaced by the essential boundary condition u(0) = 0. The above set of equations
along with the essential boundary condition at x = 0 correspond to a set of N linear
algebraic equations in N unknowns, uh . The compact support of the basis func-
tions ensures that the matrix problem is sparse. In fact, with linear finite-elements
the matrix arising from this set of equations is tridiagonal and both symmetric and
positive-definite. The properties of being symmetric and positive-definite guarantee
that Gaussian elimination is numerically stable for solving the system of equations.
The banded structure is advantageous computationally in that the number of arith-
metic operations and storage requirements are considerably less than for a dense
matrix (Golub and Van Loan, 1989).
Now that we have shown how the finite-element method may be implemented, it
is useful to determine how close the Rayleigh-Ritz approximation uh is to the true
solution u. Defining the inner product, which arises naturally from the two-point
boundary-value problem by integrating (Lv, w) by parts, we obtain
a(v, w) = (p(x)v'(x)w'(x) + q(x)v(x)w(x)) dx.0 (3.28)
This inner product is often referred to as the energy inner product. From finite-
element theory it is possible to show the following (Strang and Fix, 1973):
1) If u minimizes 1(v) over the full admissible space H1, and Sh is any closed
subspace of HE, then we can show that the error in the solution (u - uh), when
measured in the energy inner product a(u - uh, u - uh), is a minimum
(3.29)a(u - uh , u -- uh) = min a(u - vh , u - vh).
thESh
2) In terms of the energy inner product, uh is the projection of u onto Sh, which
is a statement that the error (u - uh) is orthogonal to Sh, i.e.
a(u - uh, vh) = 0,
3) The minimizing functional satisfies
a(uh, vh) = (f , vh),
V vh E Sh.
V vh E Sh.
In the case where Sh is the whole space HE this becomes
a(u, v) = (f, v), V vE H%.
The above relations do not in any way show that the solution uh we have obtained
exists or that it is unique. To accomplish this we need to prove that the approximat-
ing subspace Sh is closed. This means that the subspace contains its own limiting
functions, i.e., if there is a sequence vNv E Sh such that
a(VN - VM, VN - vM) -+ 0,
(3.30)
(3.31)
(3.32)
as N, M --+ o, (3.33)
then there exists a limit v E Sh, such that
a(vN - v, VN - V) -- O, as N -+ oc. (3.34)
This is always the case if the subspace Sh is finite-dimensional, and which is the case
in the Rayleigh-Ritz method. If the subspace is not closed, as in the case Sh = HB,
then it is possible to choose functions which are arbitrarily close to v, but for which
there is no closest one.
To prove that the exact solution u exists, which is found by minimizing the func-
tional 1(v) over the space HE, we need to show that the space Hi is closed. However,
this was done when we expanded our space of allowable functions from H% to H%.
In particular, the natural boundary condition u'(7r) = 0 is dropped. The only minor
discrepancy was that the space was completed in the energy inner product (3.28).
However, the energy inner product can be shown to be equivalent to the H' norm,
i.e., there exist positive constants K and a such that
a(v, v) < K jvj, (3.35)
a(v, v)> 1 ly . (3.36)
Equation (3.36) yields the uniqueness of u and uh since the energy must be posi-
tive definite. This means that the surface 1(v) is strictly convex and has only one
stationary point, located at the global minimum.
From the above results we are able to show that the error in the approximate
solution uh, when measured in the energy norm, is given by
Ilu - uhllo < C1h21lf lo, (3.37)
where h is a characteristic element size. For Galerkin's method it can be shown that
this convergence rate is optimal since uh is the "closest" to u of all vh E Sh when
measured in the energy inner product. This optimal convergence rate is guaranteed
to be obtained when the operator is symmetric and positive-definite (Strang and
Fix, 1973). The stationary point determined from Galerkin's method is exactly the
solution which minimizes the functional over the space Sh and is identical to the
Rayleigh-Ritz solution. To improve upon the error in the solution we simply decrease
the characteristic element size h.
A second method for improving the error estimate in the solution involves changing
the basis functions Oh used in the approximating space. This is typically done by
increasing the degree of polynomial used. For the case of a polynomial basis function
of degree k the error obeys
IIU - uhllo • C2hk+llfll0o. (3.38)
Again, this convergence rate is optimal for Galerkin's method, because the operator
is symmetric and positive-definite (Strang and Fix, 1973).
All of these convergence results assume that u has two derivatives, which was a
consequence of restricting the inhomogeneous data f to be square-integrable. If we
relax this restriction, for example allowing f to be the delta function, it can be shown
that the error, when measured in the energy norm, is O(h). For an arbitrary function
u which lies in HE, it is impossible to say anything about the rate of convergence of
the solution. It is possible that the convergence rate is arbitrarily slow as h -+ 0.
The extension of the finite-element method to higher-dimensions uses the same
principles (Strang and Fix, 1973; Carey and Oden, 1983). In two-dimensions the
finite-elements used are typically either triangles or quadrilaterals. For ease of com-
putation these elements are mapped via an isoparameteric transformation to a master
element on which all integrals are evaluated. The ability to use triangles or quadrilat-
erals is what makes the finite-element method more attractive than finite-difference
approximations since the finite-elements can easily be pieced together to approximate
arbitrarily shaped domains.
3.2 Stokes Flow
The numerical solution of the inertialess flow of a Newtonian liquid, or Stokes flow is
an important component of the research described here. The equations which govern
this flow are
- /V 2v + Vp = g, (3.39)
V.v = 0, (3.40)
with v = 0 on the boundary of the domain, where v is the velocity, p is the pressure,
Mu the viscosity, and g is a body force, typically gravity. This equation set is similar
to the two-point boundary-value problem studied in the previous section in that
the dominant term in the momentum equation is an elliptic operator. The major
difference is the presence of the pressure gradient in the momentum equation.
It is possible to apply Galerkin's method to this problem. This requires that we
weight each equation with the set of trial functions associated with one of the vari-
ables, either the velocity v or the pressure p. However, we do not know which variable
we should associate with which equation. Since there are two equations associated
with the fluid momentum and only one equation related to the incompressibility con-
straint, we might expect the correct choice would be to use the trial functions for the
velocities with the momentum equations and the trial function for the pressure with
the incompressibility constraint. This turns out to be the correct choice. To better
explain why this is correct we will consider the weak form of the problem.
With the following definition for the functional J(v),
J(v) f{ V v:Vv - g-v}dA, (3.41)
which is a measure of the total energy, the variational form of the Stokes problem
amounts to minimizing J over all velocities which satisfy the incompressibility con-
straint (Carey and Oden, 1983), i.e., finding u such that
J(u) • J(v), Vv E HO I V-v = 0. (3.42)
This problem is of the form of a constrained minimization, with the continuity equa-
tion playing the role of the constraint. Constrained minimization problems typically
are solved by introducing a Lagrange multiplier. The Lagrange multiplier method
involves taking the original minimization problem and adding to it a term which
contains the Lagrange multiplier multiplied by the constraint which we desire to be
satisfied (Carey and Oden, 1983). To express the variational formulation as a La-
grange multiplier formulation we introduce the Lagrangian
L(v, p) = J(v) + (p, V.v), (3.43)
where
(p, Vv) - p vdA (3.44)
The pressure is indeed playing the role of a Lagrange multiplier (Carey and Oden,
1983). A saddle point of the Lagrange multiplier problem corresponds to the solution
of the Stokes flow problem. A saddle point exists if the operator is elliptic (true for
the Laplacian operator) and if the pressure and velocity satisfy a consistency con-
dition. This condition states that there must exist a constant 3 > 0 such that for
any velocity in the appropriate space V and pressure in the appropriate space P the
following is satisfied: there exists a 3 > 0 such that
OjIq IP < sup fq(V'v)dA I V q E P. (3.45)
veVv O II V lv
This condition is referred to as the Ladyzhenskaya-Brezzi-Babuska (LBB) (Babuska
et al., 1977; Brezzi, 1974) or inf-sup condition. If this condition is violated then the
solution of the continuous problem is not unique. For the discrete problem there is
an equivalent discrete (LBB) condition, the violation of which results in a solution
which is contaminated with spurious wiggles and oscillations. Several bases for the
velocity and pressure have been shown to satisfy the discrete LBB condition, one is
biquadratic Lagrangian interpolation of the velocity components and bilinear interpo-
lation of the pressure, the bases used in the finite-element method of this work. It can
also be shown that if the bases for the velocity and pressure satisfy this consistency
requirement, optimal convergence properties are obtained for Galerkin's method. For
example, with biquadratic velocities and bilinear pressures we expect the error for
the velocity and the pressure to satisfy (Carey and Oden, 1983)
I u - uh 11, Ch2 (1 u 113 + 11 P 112),
Ip .-phlo 1 • Ch2(l U 11 3 + l P 112z),
(3.46)
where C is a constant independent of the mesh parameter h.
3.3 Hyperbolic Equations
The preceding two problems, an elliptic, two-point boundary-value problem and
Stokes flow both had variational forms. The convergence properties of Galerkin's
method for both problems were shown to be optimal. The optimal convergence prop-
erties were a consequence of applying Galerkin's method to equations which possessed
a dominant elliptic operator. This section explains why Galerkin's method is not well-
suited for hyperbolic equations and illustrates methods which have been devised to
remedy this problem.
The difficulty with hyperbolic equations lies in the method by which information
is propagated. Unlike elliptic equations, which propagate information in all directions
in a diffusive manner, hyperbolic equations have a preferred direction for information
transfer. For example, in the equation v.VT = 0, which models heat flux in a system
dominated by convection, we see that the temperature T is convected downstream
by the velocity field v. In this case the preferred direction is along the streamlines
of the velocity field v. The modeling of viscoelastic flow involves equations which
are first-order and of hyperbolic character. Methods of dealing with the hyperbolic
equations are necessary to successfully model viscoelastic flow problems.
It is possible to apply Galerkin's method to the solution of this equation. However,
the equation is not elliptic and does not possess a variational form and associated
minimum. Because of this we do not expect to obtain the optimal convergence rate of
Galerkin's method. In fact, for a polynomial basis of degree k -1 it can be shown that
the error, when measured in the energy norm, is O(hk-1), which is a factor of h worse
than the optimal convergence rate expected from Galerkin's method (Strang and
Fix, 1973). Furthermore, Johnson et al. (1984) have shown that unless the solution
is globally "smooth", Galerkin's method, although accurate, is numerically unstable
and becomes contaminated with spurious wiggles and oscillations. This is due to
the lack of an elliptic operator which tends to diffuse these spurious wiggles and
oscillations and stabilize the solution.
One of the ways in which this problem is remedied is through the introduction of
artificial diffusion. This remedies the problem by modifying the differential equation
with the addition of a small elliptic term. Galerkin's method is then applied to
this modified problem. The small dissipative term is usually of the form V.(F.VT)
where F is the isotropic artificial diffusivity tensor that scales with the mesh as O(h).
Although the addition of this term improves the stability of the method and results in
smooth solutions, the method is limited to O(h) accuracy. Additionally, the isotropic
nature of the diffusivity tensor F is such that excessive diffusion occurs in a direction
perpendicular to the streamlines (Brooks and Hughes, 1982).
To remedy the problem of excessive diffusion across streamlines an anisotropic
artificial diffusivity tensor F is defined, where F = avv/(v.v) and a is a scalar
constant which is of order of the mesh size (Brooks and Hughes, 1982). This method,
known as Streamline-Upwinding (SU), yields a stable solution which is more accurate
than artificial diffusion due to the elimination of diffusion across streamlines, but is
still only O(h) accurate due to the modification of the differential equation.
Brooks and Hughes (1982) have developed a method which eliminates the O(h)
convergence properties of Streamline-Upwinding. The method, known as the Streamline-
Upwind Petrov-Galerkin (SUPG) method, overcomes this deficiency by modifying the
weighting functions used in Galerkin's method instead of the differential equation,
assigning a higher weight to information in the upstream direction. The modified
weighting functions used in SUPG are
wh = Dh + a.V4 h, (3.47)
where a is O(h). This improves the accuracy to O(h3 /2), which is not quite the
optimal convergence of O(h 2) expected from Galerkin's method, but is better than
the O(h) convergence of either artificial diffusion or Streamline-Upwinding.
3.4 Newton's Method and Solution Tracking
In general the finite-element method yields a system of N nonlinear algebraic equa-
tions in N unknowns. The solution of this type of equation set usually involves an
iterative procedure. The method of choice is Newton's method (Dahlquist and Bjork,
1974), where quadratic convergence is obtained.
To illustrate Newton's method we consider the N-dimensional set of equations
arising from a finite element discretization
R(u) = O, where R, u E RN. (3.48)
Newton's method is based on the assumption that if an approximate solution at a
particular iteration k exists, an optimal method would have the next iterate satisfy
the residual equations exactly; i.e.
R(U(k+l)) = R(u(k) + Au(k)) = 0. (3.49)
Expanding the middle term in a Taylor Series about u(k) we obtain
R(u(k+ l ) + Au(k)) = R(u(k)) + J(u(k))Au(k) + H. O. T., (3.50)
where J(u(k)) is the Jacobian matrix evaluated at u(k). Since R(u(k+l) + ZAU(k)) is
to be zero, after dropping higher order terms,
J(u(k))AU(k)= R(u(k)). (3.51)
This linear equation set has the form Ax = b and is solved at each iteration to yield
the update to the solution, _AU(k). Newton's method can be shown to yield quadratic
convergence (Dahlquist and Bjork, 1974), defined as
II u - u(k+l) 11• CII u - U(k) 112, (3.52)
or
II u(k+1) II Au(k) 112I (3.53)
where 11 | denotes an appropriate vector norm. The iteration is stopped when
some convergence criterion is met by the update AU(k) or the residual R(u(k)).
There are some drawbacks to Newton's method. At each Newton iteration one has
to solve the system JAU(k) = -R, which can be expensive computationally. Also,
one must give an initial approximation that is "sufficiently close" to the true solution
for the method to converge.
Newton's method can easily be extended to tracking solutions in parameter space.
This can be seen if we consider the N-dimensional equation set
R(u, A) = 0, (3.54)
where we have included the parameter A. Assuming that u0 corresponds to a solution
to the equation set at Ao and Taylor expanding around uo gives
Bu OR
R(uo + Au, Ao + AA) = R(uo, Ao) + J(uo, Ao) AA + AA + higher order terms.
(3.55)
Neglecting the higher-order terms and noting that the solution at the new value of
the parameter should satisfy the residual equations gives
J(uo, Ao) uOR O) (3.56)
ao0) = A(0, A 0). (3.56)
This equation set is of the same form as the Newton iteration with a different vector on
the right side. The behavior of the solution is obtained by using the LU decomposition
from the converged solution to solve upper and lower triangular equations with the
vector -Rl/OA. The initial guess for Newton's iteration at the new value of the
parameter is given as
Ou
u = u0 + -AA. (3.57)
This method is known as analytic continuation and yields a better estimate of the
solution at the new value of A than uo(Ao) is. This is illustrated in Figure 3-2 where
we plot a measure of the solution versus the parameter A.
Newton's method with analytic continuation is useful unless the solution exhibits
folds in parameter space, i.e., a limit point, as shown in Figure 3-3. At the limit
point the parametric representation of the solution breaks down. To circumvent this
problem a new parameter, the arclength s, which is a measure of the solution family
along the solution curve, is introduced
(s - so)2 = ( 1 - u1,0)2 + (U2 - U2,0)2 + ... + (UN - UN,0)2 + (A - A)2, (3.58)
where so corresponds to the arclength at the converged solution (uo, Ao) (Keller, 1977).
The arclength acts as a parameterization along the solution curve and is implemented
by treating the above equation as an additional algebraic equation which needs to be
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Figure 3-2: Measure of solution as a function of the parameter A
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Figure 3-3: Limit point
satisfied. It allows one to step along the solution curve in increments of s and make
the turn around the limit point.
3.5 Computational Issues
An important issue when implementing Newton's method involves the actual forma-
tion of the Jacobian entries J(u(k)) and residuals R(u(k)) at each iteration. For some
problems, such as the two-point boundary-value problem in Section 3.1, it is a simple
task to evaluate analytically the entries of the Jacobian matrix and residual vector.
However, in problems in which there are either complex equations, as in the modeling
of viscoelastic flows, or implicit dependencies, as in free-surface flows, analytically
evaluating the Jacobian and residual entries becomes complicated.
To aid in their evaluation many algorithms make use of numerical integration
techniques for the evaluation of integrals arising in the residual equations. These nu-
merical integration techniques can then be coupled into a finite-difference scheme for
approximating the entries in the Jacobian matrix. The numerical integration tech-
niques in this work use Gaussian quadrature rules, which involve approximating the
integral by a weighted sampling of the integrand at certain points in the integration
domain (Dahlquist and Bjork, 1974; Strang and Fix, 1973)
N] (x)dx wiq (xi), (3.59)
i= 1
where {wi} are the weights, {xz} are the Gaussian quadrature points and N is the
order of the quadrature formula. Although the Gaussian quadrature formula of order
N can approximate a polynomial of order 2N - 1 exactly (Carey and Oden, 1983),
only sufficient accuracy is needed to guarantee that the numerical integration does
not incur any errors greater than that expected by the finite-element method.
With these numerical integration techniques the finite-difference Jacobian is easily
evaluated. To illustrate this consider the finite-difference approximation to the Jaco-
bian entry corresponding to the partial derivative of the i-th equation with respect to
the j-th unknown:
1 (4(u(k)) Ri(u(k) + Se) - R_(u(k)) (3.60)Jij(U(k)) (3.60)
where 6 is some small number and where Ri(u(k) + Sej) and Ri(u(k)) are evaluated
using numerical integration. The finite difference Jacobian entries, and hence the
convergence, can be very sensitive to the parameter 6. Care must be taken to ensure
that the parameter 6 is chosen to yield the optimal quadratic convergence expected
from Newton's method.
In the calculations presented in Chapters 5 and 6 finite difference approximations
are used to evaluate the Jacobian entries. For the calculations presented in Chapters
7, 8 and 9 analytical evaluation of the Jacobian matrix is performed, with the Jacobian
entries being checked for consistency by using a finite difference algorithm.
3.6 Treatment of Free-Surface Problems
The introduction of a free surface into a flow problem complicates matters in that
no longer is the computational domain fixed but is another unknown which must be
computed. As an example of the application of the finite-element method to free-
surface flows we will consider the flow of a fluid down an inclined plane. We will
assume that a periodic disturbance, or wave is traveling down the plane at a constant
speed c and we will restrict ourselves to looking at one wavelength of the disturbance
while traveling in a reference frame moving with the wave at the speed c.
A finite-element mesh for such a flow is depicted in Figure 3-4. The mesh is
constructed such that there are N, nodes in the x-direction and Ny nodes in the
y-direction. The location of the free surface is assumed to be given by a single-valued
function of the x-coordinate, h(x). The free surface is parameterized by locating
spines along the solid surface. Here the spines are taken to be straight lines, each
of which is defined by a base point xs and a direction ei. The locations of the top
and bottom boundaries of the i-th spine are noted as hl and h' respectively. The
Figure 3-4: Finite element mesh for one wavelength of the traveling wave problem.
location xk of the node k(i, j) below the free surface on the i-th spine can now be
expressed as a function of the free-surface parameterization
k =XB +[h± + wj( - h')]ei, (3.61)
where the {wj } are weights which are used to describe the spacing of the nodes
between the base point and the free surface. In this work all of the spines are perpen-
dicular to the solid surface. The weights are chosen so that the nodes are equispaced in
the vertical direction. This parameterization of the free surface introduces additional
unknowns, namely the locations of the intersection of the spine with the free surface.
These unknowns are solved for simultaneously with the other primary variables. The
mesh is updated using the new free-surface locations after each Newton iteration.
Following the work of Kistler and Scriven (1983), the distinguished condition for the
free surface is taken to be the kinematic condition, with the normal and tangential
stress balances naturally incorporated into the weak form of the momentum equation.
The free-surface parameterization (3.61) is adequate when the free surface is a
single-valued function of x. When the free surface becomes steep or reentrant the
above parametric representation fails and a new representation is required. As an
example of such a representation we will consider the boundary conforming mapping
method developed by Tsiveriotis and Brown (1992) for the modeling of directional
solidification.
The mapping problem for a three-dimensional region involves finding the trans-
formed coordinates (i(l, x2, 2 3)), i = 1, 2, 3, which describe a one-to-one mapping
of each point (x, 2, x3) of the physical domain onto a point (1, ý2, 3) of a trans-
formed domain. Boundary conforming mappings require that the boundaries in the
physical domain coincide with coordinate lines of the transformed domain. Three
characteristics quantitatively describe a mapping: the smoothness, orthogonality, and
mesh concentration. A variety of mappings have been proposed (Thompson, 1982,
1985). Algebraic mappings can control the concentration of coordinate lines near
an interface but are not able to control smoothness of orthogonality and may result
in highly deformed meshes. Variational methods combine functionals describing the
three characteristics of the mapping to form a composite functional
I = Is + Aolo + AvIv, (3.62)
where Ir, Io and I, are functionals which are a measure of the smoothness, orthogonal-
ity and concentration, respectively, and A0 and A, are weights used to determine the
relative importance of the smoothness, orthogonality and mesh concentration. This
method is only good for moderately deformed domains and performs poorly when the
domain becomes highly deformed; see Figure 3-5.
Tsiveriotis and Brown (1992) have developed a mixed mapping method which is
able to ensure that coordinate lines parallel to the interface(ý-curves) follow or even
concentrate close to the interface, while the coordinate lines normal to the interface
(7q-curves) are required to intersect smoothly and orthogonally with the i-curves.
Variational forms are not able to capture this anisotropy in the mapping transfor-
mation. The mixed mapping method accomplishes this via a two-step methodol-
ogy, requiring first that a set of c-curves follow the interface as closely as possible,
and second, keeping the i-curves constant, a set of n-curves are constructed so that
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Figure 3-5: Variational method for mapping moderately deformed interfaces (repro-
duced from Tsiveriotis and Brown, 1992).
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Figure 3-6: Mixed mapping method for steep and reentrant regions (reproduced from
Tsiveriotis and Brown, 1992).
smoothness and orthogonality of the coordinate system are optimized. This involves
enforcing the ellipticity of the mapping equations via a Poisson equation used to de-
fine the r7-coordinate and the Euler-Lagrange equation for a functional combining the
orthogonality and smoothness for the i-coordinate. This combination of the varia-
tional form and the ellipticity preservation of the mapping is referred to as a mixed
mapping method. Results of Tsiveriotis and Brown (1992) illustrating their method
for highly-deformed and reentrant regions are presented in Figure 3-6.
In the calculations presented in Chapters 5 and 6 the free-spine method has
been used, while the results of Chapters 7, 8 and 9 use the mapping equations of
Christodoulou and Scriven (1992), who have also independently developed a map-
ping method which they have applied to coating flows. The details of the method are
discussed in Chapter 7.
3.7 Local Mesh Refinement
To obtain highly accurate finite element approximations in regions of rapid changes
of the solution fields, such as exist in the neighborhood of the die edge, requires
the use of discretizations with very small finite elements in these regions. Although
the finite element method allows for elements of unequal size, meshes with wide
variations in element size are difficult to construct when the meshes are regular,
i.e. the number of rows and columns of elements are kept the same throughout the
domain. Tsiveriotis and Brown (1993) developed finite element approximations with
quadrilateral elements in which finer discretizations can be embedded within elements
by using element splitting techniques. This concept is shown schematically in Fig.
3-7 for a bilinear finite element approximation, which is defined at the four vertex
nodes of each element. The local mesh refinement introduces quasi-nodes that are
associated with finite element approximations in the smaller embedded elements, but
not in the adjacent, larger element; for example the G-node in Fig. 3-7 is a vertex
node in elements 5 and 6, but not in element 2. In the finite element approximation
of Tsiveriotis and Brown (1993) the values of variables at quasinodes are determined
by interpolation between the solution values at the adjacent nodes on the boundary
in the larger element; for example, the value at node G is determined by interpolation
between the values at nodes F and H.
The finite element algorithm used in these calculations allows element splitting
from one to two elements, as shown in Fig. 3-7. This mesh refinement strategy is used
to refine successively the mesh in a region about the die edge. These elements can be
sequentially split to halve the element size. In the calculations presented in Chapters
7, 8, and 9 meshes are used with up to 16 refinement levels. An expanded view of
the die edge for the most refined mesh used in the Newtonian die swell calculations
presented in Chapter 7 is shown in Fig. 3-8. This finest mesh (M5) has 171,258
degrees-of-freedom in the analysis of the free-surface flow and has a smallest element
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Figure 3-7: Schematic diagram of irregular mesh that shows one level of mesh refine-
ment. Elements are denoted by numbers in circles, and nodes by letters. Nodes E
and G are quasinodes.
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Figure 3-8: (a) Finite element mesh M5 used for the stick-slip problem. This mesh
has 171,258 unknowns and 16 levels of radial refinement in the region of the die lip
(x, y) = (0, 0), resulting in a smallest element of dimension hmin = 3.8 x 10- 7. (b) An
expanded view of the region adjacent to the die lip.
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near the die edge of size hmin = 3.8 x 10-7. Calculations with this finest mesh resolve
the solution structure on length scales three to four orders of magnitude more refined
than previous work (Apelian, 1987).
3.8 Simulations in Domains with Flow Singulari-
ties
Flow singularities are points in the flow domain where a sudden change in boundary
shape and/or boundary conditions occurs. They arise from a continuum descrip-
tion of phenomena which is occurring on microscopic or molecular length scales and
which may not be well described by a simple continuum model. This continuum
approximation results in local flow fields which have infinite gradients and stresses
near the flow singularity, and which are difficult to approximate. The typical method
for computationally treating these singularities is to refine the numerical grid in the
region local to the singularity, using techniques similar to those discussed in the pre-
vious section. This method does yield a satisfactory solution and is recommended by
Strang & Fix (1973) as a way of resolving the solution field. Unfortunately consider-
able computational effort must be expended to resolve the steep gradients near the
singularity.
One approach which researchers have used involves incorporating the local asymp-
totic behavior of the solution into the numerical method. As an example of how this
is done we will consider the work of Georgiou et al. (1990), who have used the finite-
element method to solve the sudden contraction and die swell problems.
The finite-element method is based upon choosing an appropriate class of trial
functions to represent the velocity, pressure, and other solution fields within the flow
domain. The standard basis functions used by Georgiou et al. (1990) are biquadratic
in velocity and bilinear in pressure. Their work involves using different trial functions
which are able to capture the asymptotic behavior of the flow near the singularity.
As an example of this we will consider the velocity field. The trial functions for the
velocity field are written as
'= NV( )P1 (7l), (3.63)
where N'(ý) and P'(7r) are usually quadratic basis functions. In this method the
Pi are chosen to vary quadratically to satisfy matching at the element boundaries
whereas the N1 are chosen to incorporate the leading-order asymptotic behavior for
both symmetric and antisymmetric flow
N = Ao0 + A1 "' + A 2 n2 + A 3 n3 + A4 " 4, (3.64)
where nl = 0.544, n2 = 0.909, n3 = 1, and n4 = 2 for the sudden expansion problem
and nl = 5, = = 1, n 3 = 11, and n4 = 2 for the stick-slip problem. The constants Ai
are determined by requiring that Ni(,j) = 6ij. The determination of the exponents
{ni} is discussed in greater detail in Chapter 7.
The pressure trial functions are written as
Ti = M'(0)Q'(7), (3.65)
where Mi and Qi are typically expressed as linear basis functions. In this method Qi
is chosen to vary linearly for continuity at interelement boundaries while M' has the
form
M = B 1 ~"'-' + B 2ýn 2 - 1 + B 3 n3- 1 + B4 n 4- 1 .  (3.66)
The powers ni are given by the sudden-expansion or stick-slip asymptotics and the
constants Bi are determined by requiring that Mi(Vj) = 6ij.
Incorporation of this local behavior into the solution results in a method which
converges significantly faster than that of mesh refinement with regular elements for
both the sudden-expansion and die-swell problems. In a comparison between the reg-
ular and singular meshes for the die swell of a Newtonian fluid, Georgiou et al. (1990)
found that the results for all of the singular mesh solutions are indistinguishable, while
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the regular meshes appear to be converging very slowly to the correct solution.
Georgiou et al. (1990) were able to obtain solutions which have a higher rate of
convergence for both the sudden-expansion and die swell problems using singular finite
elements. The local asymptotic behavior is known for the sudden-expansion problem
and Georgiou et al. (1990) are able to show that the finite-element result recovers
the known asymptotics. For the die-swell problem the singular finite-element method
converges much more rapidly than the standard finite elements when local asymptotics
for the stick-slip problem are used. Unfortunately the correct asymptotic behavior for
the die swell of a Newtonian fluid is not known and no comparison has been made to
determine if the local asymptotics are consistent. This issue is discussed in Chapter
7, where results are presented which suggest that for Newtonian die swell the local
asymptotics are governed by the behavior of a shear-free surface intersecting a solid
surface at an arbitrary angle. This angle is determined from coupling of the local
free-surface shape with the global flow field. This prescription of the local physics
gives rise to a free-surface shape which has a singular curvature, which is required to
balance the singular normal stresses in the fluid. Thus, an appropriate singular finite
element would allow for not only the coefficients {Ai} to be unknowns, but also the
leading-order exponent nl as well. Since the free-surface curvature is also singular,
the functions describing the boundary shape might also incorporate this behavior.
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Chapter 4
Simulation with Viscoelastic
Constitutive Equations
Numerical simulation of viscoelastic flow was begun in the late 1970's. Most of this
work involved extending existing numerical methods developed for Newtonian flow.
This was accomplished by replacing the Newtonian constitutive equation with a con-
stitutive equation that described the stresses in a polymeric material. The governing
equations were then treated with standard finite-element methods for Newtonian flow,
typically Galerkin's method. As the Deborah number, or the effect of elasticity, in-
creased, these methods exhibited numerical instabilities which manifested themselves
in the form of spurious oscillations and fictitious limit points. Instead of improv-
ing the solution, mesh refinement actually worsened the numerical instabilities, with
the observed limit points occurring at successively lower values of the Deborah num-
ber (Miendelson et al., 1982; Yeh et al., 1984; Beris et al., 1984, 1986; Brown et al.,
1986). This inability to develop a convergent method has become known as the "High
Deborah Number Problem".
Investigation by Joseph et al. (1985) showed that the coupled equation set arising
from the constitutive, momentum and continuity equations was of mixed mathemati-
cal type, with the constitutive equation exhibiting hyperbolic characteristics and the
momentum and continuity equations exhibiting elliptic characteristics. This has led
to the recent development of many successful formulations which are based on re-
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specting the mathematical type of the equation set and applying a suitable method
for hyperbolic problems, such as Streamline-Upwinding or the Streamline-Upwind
Petrov-Galerkin method, to the constitutive equation, and Galerkin's method to the
momentum/continuity pair. Several of the formulations to be discussed reformulate
the momentum equation in order to obtain an explicit elliptic operator to which
Galerkin's method may be applied (King et al., 1988; Rajagopalan et al., 1990a,
1990b) whereas the mixed method of Marchal and Crochet (1987) is based on a com-
patibility or inf-sup condition for the stress. These formulations have been shown to
be convergent to high values of the Deborah number in smooth geometries. How-
ever, in non-smooth geometries, i.e., domains which possess a singularity, such as die
swell, successful numerical formulations have not been developed. This is partly a
consequence of not knowing the correct behavior of the constitutive equations near
the singularity and is discussed in greater detail in Chapters 7, 8 and 9.
Various successful methods which have been developed for simulation with vis-
coelastic constitutive equations are described in this Chapter. The mathematical type
of a system of partial differential equations (PDE's) is described in Section 4.1 along
with a discussion of what this form of analysis reveals about the UCM and Oldroyd-B
constitutive equations coupled with the momentum and continuity equations. Nu-
merical methods which have taken into account the mixed mathematical type of the
equation set are then presented in Section 4.2. These include the viscous formulation,
Explicitly Elliptic Momentum Equation (EEME) formulation of King et al. (1988),
Elastic-Viscous Split Stress (EVSS) formulation of Rajagopalan et al. (1990b),the
mixed finite-element method of Marchal and Crochet (1987), the Elastic-Viscous Split
Stress velocity Gradient (EVSS-G) formulation of Brown et al. (1993) and the dis-
crete Elastic-Viscous Split Stress method of Guenette and Fortin (1995). The advan-
tages and disadvantages of coupled and decoupled methods for solving the equation
set are discussed in Section 4.3. The types of flow singularities which can arise in a
fluid mechanics problem are introduced in Section 4.4.
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4.1 Type Analysis
To develop a consistent strategy for numerically simulating the flow of viscoelastic
fluids it is necessary to understand the mathematical type of the system of partial dif-
ferential equations made up of the momentum, continuity and constitutive equations.
The mathematical type of a system of equations describes how information is prop-
agated and suggests different numerical treatments depending upon the particular
characteristics of the problem.
There are three types of partial differential equations: elliptic, hyperbolic and
parabolic. Elliptic problems have an infinite speed of propagation of information
in all directions, i.e. every spatial point influences and is influenced by every other
spatial point. An example of this is Laplace's equation
uzz + upy = 0. (4.1)
Hyperbolic problems are associated with information traveling in a preferred di-
rection. An example of this is the equation
Ut = uX, (4.2)
which has solution u(t, x) = u(t + x). Any initial condition is simply translated in
the negative x-direction at a speed of 1.
Finally, there are parabolic equations, such as the heat equation
Ut = uz + uyy, (4.3)
where at a fixed time the solution exhibits elliptic character in space but still retains
the evolutionary character of a hyperbolic equation in time.
The analysis of a mathematical system of n-th order partial differential equations is
determined by recasting the equation set into a system of first-order partial differential
equations (Carrier and Pearson, 1976). In the case of two independent variables x
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and y this set is written as au auA- + B = F. (4.4)Ox Oy
The type of the system of equations is then determined by the condition that
det A - -B = 0, (4.5)
Oy
which yields the characteristic slopes a = zOx/y. Imaginary characteristics are asso-
ciated with ellipticity while real characteristics are associated with hyperbolicity.
Joseph et al. (1985) performed a type analysis for the UCM model in creeping
flow, for which the governing equations are
V*r +Vp = 0,
VYv = 0, (4.6)
"A1•+(1) =- -i707
The six canonical variables for the equation set are the three components of the stress,
the two velocities and the pressure. The six characteristics a are given by
•It = +i,
a2 --i,
03 = VX/Vy,
Ce = v-/v,
a6= [A-7y - ~e t (A 1r - 77o Iý) (71o -
The first two characteristics are purely imaginary and hence of elliptic type, the second
two characteristics are purely real and of hyperbolic type, and the remaining two
characteristics can be either complex or real depending upon the tensor X - A17r-7701.
If X is negative-definite then the determinant will be negative and there will be
complex roots and elliptic characteristics.
Joseph et al. (1985) have shown that the two real streamwise characteristics are
105
associated with the constitutive equation, the two purely imaginary characteristics
are associated with the incompressibility constraint, and the remaining two charac-
teristics are associated with the vorticity or momentum equation. The fact that the
momentum equation can change type is an artifact of the UCM model., as will be
illustrated in the next example.
Joseph et al. (1985) extended this analysis to the Oldroyd-B fluid. The governing
equations for the Oldroyd-B fluid in creeping flow are given by
-q77V2v + V.7* + Vp = 0,
V.v = 0, (4.7)
Irp + A1irp(1  = -77pY.
The characteristics a are given by the equation
qs(l + a 2)2(_-v + avy) 3 = 0. (4.8)
The canonical variables are the three components of the stress tensor, the pressure and
the three components of the velocity gradient tensor. There are three real hyperbolic
and four imaginary elliptic characteristics. The three real hyperbolic characteristics
are associated with the components of the stress and the constitutive equation, while
the four imaginary characteristics are associated with the momentum and continu-
ity equations. The addition of a solvent term, rlV 2 v, has a singular effect on the
mathematical type of the equation set, increasing the number of canonical variables
from six to seven and making the type of the momentum equation independent of the
tensor X and always elliptic.
The type analysis is informative for several reasons. It indicates that, in general,
the constitutive equation can be associated with hyperbolic characteristics and the
momentum equation with elliptic characteristics. Second, in the case of the UCM
model we saw that the type analysis gives a criterion for determining when a numerical
method is diverging. Finally, the type analysis also is important in determining what
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boundary conditions may be specified in a problem.
4.2 Numerical Formulations
From the mathematical type analysis of the previous section we see that the system
of partial differential equations governing the flow of viscoelastic fluids is of mixed
type. The momentum and continuity equations are associated with elliptic charac-
teristics while the constitutive equation is associated with hyperbolic characteristics.
The formulations discussed in this section all use methods which respect this math-
ematical type. The constitutive equation is treated with a suitable upwinding tech-
nique, either Streamline-Upwinding (SU) or the Streamline-Upwind Petrov-Galerkin
(SUPG) method, while the momentum and continuity equations are treated with
Galerkin's method. The formulations which are discussed are the viscous formulation,
explicitly elliptic momentum equation (EEME) formulation of King et al. (1988), the
Elastic-Viscous Split Stress (EVSS) formulation of Rajagopalan et al. (1990b), the
mixed method of Marchal and Crochet (1987), the EVSS-G formulation of Brown
et al. (1993) and the discrete EVSS method of Guenette and Fortin (1995).
4.2.1 Viscous Formulation
The viscous formulation is applicable to constitutive equations which possess a New-
tonian solvent contribution. The method is based on the elliptic Stokes operator
,3V2v which arises as a consequence of the addition of a solvent. As an example
of this consider the inertialess flow of an Oldroyd-B fluid which is governed by the
equations
-pYV2v + V.rp +Vp = 0,
V-v = 0, (4.9)
7p + Derp() + - = 0,
o70
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where 3 = 77rs/r0 is the ratio of the solvent viscosity to the total zero shear-rate
viscosity of the solution. The viscous formulation treats the hyperbolic constitutive
equation with the SUPG method and the momentum and continuity equations with
Galerkin's method. This results in the following equation set for the finite-element
formulation
OD n(Vv)ekdlek + I0 /V .(Vv).ek + :VU)T Vek dA (4.10)
+ JA p + Vp).ekdA = 0, k = 2,
D(rp + Der() i + : emen( TP + hv .VqTP)dA = 0, m, n = 1,2, (4.11)
ID(Vv)OfdA = 0, (4.12)
where ek is the k-th base vector of the coordinate system, h is the characteristic
element size and n is the outward pointing unit normal on the boundary of the
domain. bV, Of and TIP are the basis functions corresponding to the velocity, pressure
and polymeric stress, respectively. Since Galerkin's method allows integration by
parts of elliptic terms only, the term -/V 2v is treated in this fashion. The term
V.i-p is treated as inhomogeneous data.
The viscous formulation gives convergent results for small values of the Deborah
number and large values of 3 (Rajagopalan, 1990b). As the solvent contribution
decreases the effect of the elliptic Stokes operator is diminished and mesh-sized oscil-
lations are observed in the solution field. A similar effect is observed when increasing
the Deborah number at fixed /. Although the viscous formulation has been proved
to be convergent for small values of De (Baranger and Sandri, 1991) the method is
most successful for values of / near unity. As / deviates from unity exceedingly fine
meshes may have to be used to resolve the elliptic operator.
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4.2.2 Explicitly Elliptic Momentum Equation
The explicitly elliptic momentum equation (EEME) was derived by King et al. (1988)
and is based on a proof of the existence and uniqueness of solutions to the UCM
equation by Renardy (1985). The formulation is based on the negative-definiteness of
the tensor X = Der - I for inertialess flows. The negative-definiteness of this term
is used to derive an explicitly elliptic operator in the momentum equation.
The governing equations in dimensionless form for the inertialess flow of a UCM
fluid are given by
V*r + Vp = 0, (4.13)
7 + Der(i) + = 0. (4.14)
V*v = 0. (4.15)
The first step involved in deriving EEME necessitates taking the divergence of the
constitutive equation and substituting this into the momentum equation
V.r = -DeV.{v.Vr - (Vv)T.- " - 7.Vv} - V.y. (4.16)
Rearranging the equation and introducing a modified pressure q defined by
q = p + Dev*Vp, (4.17)
we are able to recast the momentum equation into the following form
V.(X.Vv) + DeVv.(V.-r) + Vq = 0 (4.18)
with
X = Der - I, (4.19)
where X is the change of type tensor and I is the identity tensor. For a steady,
inertialess flow X is always negative-definite and hence the term V.(X.Vv) is always
elliptic. This is the final form of the momentum equation that is used in the finite-
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element method.
The momentum and continuity equations are treated with Galerkin's method and
the constitutive equation is treated with the SUPG method. This gives rise to the
following set of equations for the finite-element formulation
LD rn.[(Der - I).(Vv)].ek dl + - V V .-[(Der - I)-(Vv)]-ek dA (4.20)
I [e/[(Der - I).(Vv)] T : Vek] dA
- D [Of[De(Vv)-(V.r) + Vq].ek] dA = 0, k = 1, 2,
D[r + Der(j) + ] : emen(qO + hv.VgO) dA = 0, m, n = 1, 2, (4.21)
(VI v) dA = 0, (4.22)
where we note that only the explicitly elliptic term V.(X-Vv) has been integrated
by parts, and j, Q9 and ¢7 are the basis functions corresponding to the velocity,
modified pressure and stress, respectively.
King et al. (1988) showed that the use of this formulation with biquadratic veloc-
ities and stresses and bilinear pressures results in a method which is stable to high
values of De and convergent with mesh refinement. Comparison of the EEME finite
element formulation of King et al. (1988) and the spectral element calculations of
Beris et al. (1986) for flow in the eccentric cylinder geometry shows excellent agree-
ment between the two methods.
Rajagopalan et al. (1990a) extended the EEME methodology to the Oldroyd-B
model. Application of the EEME methodology results in the following form of the
momentum equation
V.[(Der, - I)-Vv] + DeVv.(V-.r) + Vq
-Deo[(Vv).(V 2v) + v-V(V2 v)] = 0, (4.23)
where the singular effect of the solvent viscosity appears in the presence of third-order
derivatives on velocity. These third-order derivatives are best treated by introducing
110
the vorticity
w = Vx V (4.24)
and noting that for a divergence-free velocity field V 2v = -V x w. This yields the
following equivalent form of the momentum equation
V[(De•r, - I).Vv]
-Deo[(Vv).(V x w)
DeVv.(V.-r) + Vq
v.V(V x w)] = 0.
Galerkin's method is applied to the momentum and continuity equations and SUPG
to the constitutive equation. The presence of second-order derivatives on the vorticity
is alleviated by integrating this term by parts and explicitly interpolating the vorticity
using a bilinear basis. The coefficients in the expansion are determined by a least-
squares interpolation of the velocity field. This gives rise to the following set of
equations for the finite-element formulation
JOD qy n . [(De-r - I).(Vv) + De3v(V x w)] *ek dI
+ fD-VY [(DeIp - I).(Vv) + Deov(V x w)] .ek dA
+ J- Y [(Der, - I).(Vv) + Defv(V x w)]T: Vek dA
+ [De(Vv).(V-rp) + Vq + De(Vv).(V x w)] ek dA = 0,
(4.26)
k = 1, 2,
D[, + Derp(7) + ] :eme-n(O; + hyv.V5")dA = 0, m,n = 1, 2,
D(Vv)dA = 0,
(w - V x v)qOdA = 0.
(4.27)
(4.28)
(4.29)
Biquadratic velocities and polymeric stresses and bilinear pressure bases are used.
Flow calculations in the corrugated-tube geometry with the EEME finite-element
formulation using the Oldroyd-B model were shown to be convergent. The results
agreed quite well with the spectral element results of Pilitsis and Beris (1989) for
0 = 0.85 over a large range of the Deborah number. The EEME finite-element
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(4.25)
method was unable to reach as high a limiting value of Deborah number due to the
formation of steep boundary layers in stress near the tube wall.
Calculations were also performed in the eccentric cylinder geometry. Calculations
with this formulation were convergent at low values of the Deborah number even for
high values of P. Increasing the Deborah number for fixed / resulted in steep elastic
boundary layers developing in the solution. Increasing the solvent contribution #
for fixed Deborah number results in deterioration of the solution with mesh-sized
oscillations being exhibited. These oscillations are removed by mesh refinement and
are a direct consequence of the inability of the EEME finite-element method to deal
with the third-order derivatives now appearing in the momentum equation.
Thus the EEME finite-element method is an excellent method for computing vis-
coelastic flows near the UCM limit. However, it has difficulties when the third-order
terms in the momentum equation begin to dominate and which occurs when the con-
tribution from the solvent is large. Also, with constitutive equations which exhibit
shear-thinning, such as the Giesekus model, the EEME formulation performs poorly
because the shear-thinning behavior of the polymeric stress causes the explicitly el-
liptic operator in the momentum equation to decrease in importance relative to the
third-order terms introduced by the solvent. The EEME formulation also has two
other drawbacks. When significant inertia is introduced it may be difficult to numeri-
cally resolve the ellipticity of the EEME operator and the numerical formulation may
not reflect the mathematical type of the momentum equation, which should remain
elliptic for all values of the Reynolds number and Deborah number. Second, the
EEME form of the momentum equation is difficult to derive for many of the more
complex nonlinear models, if it exists at all.
4.2.3 Elastic-Viscous Split Stress Formulation
The Elastic-Viscous Split Stress method of Rajagopalan et al. (1990b) is based on
writing the momentum equation in terms of a viscous elliptic Stokes operator which is
formed from both the solvent and polymer contributions to the stress tensor. There
are two justifications for adding a solvent contribution to the polymeric stress: 1)
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for modeling the flow at shear rates where the Newtonian solvent contribution is
important, and 2) for the singular effect which it has on the type of the equation
set. As an example of the Elastic-Viscous Split Stress method we will consider its
application to the inertialess flow of a Giesekus fluid, discussed in Section 2.4, for
which the governing equations are
V.r + Vp = 0, (4.30)
V.v =0, (4.31)
Tr -risf + rp, (4.32)
7p + Derp(1) - aDe 1{rp.rp} = _. (4.33)
17P lip
The elastic-viscous splitting is obtained by separating the extra stress into both
elastic and viscous components. The elastic stress is defined as
S+ . (4.34)
The equation set which arises for the Giesekus model with this definition of the elastic
stress is
- V 2v + V.' + Vp = 0, (4.35)
aDeZ + DeL(1) - (1 - 1)De (l) -De + aDe(EZ-4 + 4.L')
1-P
-aDe(1 - 3)4.4 = 0, (4.36)
V'v = 0. (4.37)
The advantage of the EVSS formulation now becomes apparent in that the Stokes
operator is not weighted with any parameter.
The important aspect of Rajagopalan's successful method is how the derivatives
of the velocity gradient which arise in the term 4(1) are treated. Guillopd and Saut
(1989) have inferred that it is necessary to have a velocity basis which is twice differ-
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entiable to prove existence of a solution of transient flows with an Oldroyd-B model,
which arises in the limit a -+ 0. If the velocities are twice differentiable then the term
is well-defined and the constitutive equation may be integrated to obtain E. How-
ever, interpolating the velocity field in terms of biquadratic Lagrangian finite element
approximation leads to singularities in the approximation of '(f) and hence numerical
instabilities. Mendelson (1982) and others acknowledged (Apelian et al., 1988; Beris
et al., 1984) this difficulty and integrated that term by parts to yield the weak form
of the constitutive equation, with the boundary integrals being evaluated either as
data or parts of the equation set. These methods all lead to numerical instabilities
which can be traced to the constitutive equation being hyperbolic in E. The term
4(1) is simply inhomogeneous data and hence should not be integrated by parts.
The EVSS method circumvents these problems by interpolating the velocity deriva-
tives onto a bilinear basis for -, where the discontinuous data are transformed onto
a smooth, continuous basis
ID [ -(Vv) - (Vv)T] ¢FdA = 0. (4.38)
The term j(1) may now be evaluated directly.
The equation set is solved by applying Galerkin's method to the momentum and
continuity equations and SUPG to the hyperbolic constitutive equation. This results
in the following set of equations for the finite-element formulation
- OD Yn.( Vv).ek dl + V .(Vv).ek + Y(Vv)T : Vek] dA (4.39)
+ f y(Z + Vp)ek dA = 0, k = 1, 2,
(Vv)'7 dA = 0, (4.40)
D [-(Vv) - (Vv)T] qO dA = 0, (4.41)
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ID [Z + DeL()] : emen(Os + hv.Vs ) dA (4.42)
- I[De(1 - ).+ e : emen(¢s + hv.VCS) dA1-0De(1 [ );') -• I -/3
+ J [aDe(p + Z.y)] : emen( j + hv.V f) dA
- [aDe(1 - /) ] :emen(O + hv.V ) dA = 0, m, n = 1, 2,
where {'f} and {qf} are the basis functions used to interpolate the elastic stress
and velocity-gradient, respectively. Biquadratic velocities and stresses and bilinear
pressure are used.
The method was applied to both the eccentric cylinder and the corrugated tube
geometries. Calculations with the Giesekus model in the eccentric cylinder geometry
and several successively refined meshes showed that the method was indeed con-
vergent. Calculations with the Oldroyd-B model in the eccentric cylinder geometry
and for a range of / and Deborah number indicate that for 0 < < _ 1 the EVSS
finite-element method yields smoother solutions than either the EEME or viscous
formulations with the exception that EEME is somewhat better in the limit / --+ 0.
There is also quantitative agreement between the EVSS method and results reported
by Pilitsis and Beris (1989) for the flow of an Oldroyd-B fluid through a corrugated
tube.
The EVSS method is valid over the entire range 0 < 3 _ 1, unlike either the
viscous or the EEME formulations. The method is easily extendible to a wide vari-
ety of constitutive equations, with or without a solvent viscosity, and to multimode
models. Application to free surface flows is also easily accomplished by applying the
divergence theorem to the terms V*• and Vp so that a boundary integral containing
the total stress n-"r appears.
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4.2.4 Mixed Method of Marchal and Crochet
The mixed method of Marchal and Crochet (1987) is based on the development of a
successful mixed method for the problem of Stokes flow, with the primitive variable
formulation; here the interpolated variables include velocity, pressure and stress. The
success of the method is dependent on a compatibility, or inf-sup condition, which
must be satisfied by the finite element basis for the stress, pressure and the velocity
field (Fortin and Pierre, 1989). The equations governing the flow are
V.r + Vp = 0, (4.43)
V.v = 0, (4.44)
r = -77(Vv + VvT). (4.45)
Marchal and Crochet (1987) showed that solving the Stokes flow Newtonian stick-slip
problem using the stress-velocity-pressure formulation with biquadratic velocities and
stresses and bilinear pressures results in solutions which are contaminated with wiggles
and oscillations while the standard velocity-pressure formulation with biquadratic
velocities and bilinear pressures yields smooth solutions.
The poor performance of the stress-velocity-pressure formulation arises from in-
compatibilities in the bases chosen for the stress and velocity. This is evident when
considering the equation arising from application of the finite-element method to the
constitutive equation
JA[r + i(Vv + Vv')>]TdA = 0, (4.46)
where the {T'} are the basis functions associated with interpolating the stress compo-
nents. The incompatibility arises because the stress is a continuous function while the
velocity gradient, in general, can not be guaranteed to be continuous. Marchal and
Crochet (1986) showed that it is possible to redefine the velocity basis through the use
of Hermitian finite elements such that the additional continuity requirement on the
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velocity gradient is met. Unfortunately the extension of this method to quadrilaterals
is extremely difficult and the elements used must be restricted to rectangles.
Instead, the approach taken by Miarchal and Crochet (1987) has been to redefine
the basis for the stress as a series of successively refined approximating spaces which
converge toward the solution of the velocity-pressure formulation. For biquadratic
velocities and bilinear pressures this is accomplished by dividing the element into
n2 bilinear sub-elements for the stress. As n increases the subspace for the stress is
expected to converge to the subspace for the velocity gradient. Marchal and Cro-
chet (1987) found that for n = 4 or 16 sub-elements the results obtained for the
Newtonian stick-slip problem are essentially equivalent to the velocity-pressure for-
mulation. Fortin and Pierre (1989) have shown that the element with n = 4 satisfies
the compatibility condition between the stress and the velocity.
Marchal and Crochet extended this methodology to the computation of viscoelas-
tic fluid flow with methods that respect the mathematical type of the equations set.
For the flow of a Maxwell fluid in smooth geometries, such as the flow around a sphere
and the corrugated tube, the SUPG method applied to the constitutive equation and
Galerkin's method to the momentum/continuity pair yielded convergent results to
high values of the Deborah number. These results agreed well with the results of
other researchers (Pilitsis and Beris, 1989; Lunsmann et al., 1991). Application of
this method to the flow of a Maxwell fluid in the stick-slip problem was shown to
be contaminated with spurious wiggles and oscillations (Marchal and Crochet, 1987).
This was a failure of the SUPG method in the neighborhood of the flow singularity.
Marchal and Crochet (1987) showed that applying the streamline-upwind method
(SU) to the constitutive equation yielded convergent, although less accurate, solu-
tions.
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4.2.5 Elastic-Viscous Split Stress Velocity Gradient Method
The Elastic-Viscous Split Stress Velocity Gradient method of Brown et al. (1993)
was derived to alleviate a purely numerical instability observed in time-dependent
simulations of planar Couette flow. This instability only manifested itself in time-
dependent simulations; calculations in various steady-state benchmark problems have
shown that the EVSS method, as mentioned above, yields convergent and accurate
results. In planar Couette flow a fluid is placed between two plates, one of which is
stationary and the other translating at a constant velocity. Analytical solutions for
the linear stability of the planar Couette flow of an upper-convected Maxwell fluid
have been derived by Gorodstov and Leonov (1967). These results show that the
UCM fluid is always stable to small amplitude disturbances, with the decay rate of
the disturbances being proportional to -1/De. Calculations to high values of De are
difficult because the decay rate, although negative, approaches zero. This requires a
numerical method which is capable of adequately resolving these small decay rates.
Northey (1991) applied the EVSS method of Rajagopalan et al. (1990b) to the
linear stability of planar Couette flow. At low values of the Deborah number (De <
1) Northey correctly predicted that the flow was stable and that the decay rate of
the disturbances was approximately -1/De. However, at higher values of De the
EVSS method predicted that the flow was linearly unstable, which is in apparent
contradiction with the results of Gorodstov and Leonov (1967), who prove that the
flow should always be stable. Analysis of the structure of the numerically computed
disturbance showed that most of the energy of the disturbance was concentrated near
the non-moving wall.
Motivated by the results for the non-moving wall, Northey (1991) performed two
additional calculations. In the first, the plates were translated at equal speeds but in
opposite directions. In this case the same stability results were predicted as for the
case of one plate stationary and the second plate translating; the flow was stable at
low values of De but unstable at higher De. The only significant difference for this
calculation was that the energy of the disturbance was concentrated at the center-line
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of the channel, which is where there is identically a zero velocity streamline.
The second calculation translated both plates in the same direction, but with one
plate moving at a speed U relative to the other plate. In this calculation Northey
(1991) found that the flow was linearly stable for all De, and that the predicted
structure of the solution resembled that of the analysis of Gorodstov and Leonov
(1967). Thus, the numerical instability appeared to be due to the presence of a
streamline with zero velocity.
Brown et al. (1993) have inferred that this numerical instability occurs because
of an incompatibility between the velocity gradients and the rate-of-strain tensor in
the constitutive equation. The incompatibility occurs because along a zero velocity
streamline the constitutive equation reduces to an algebraic relation between the
above mentioned quantities. This algebraic relation places certain restrictions on the
velocity gradient and the rate-of-strain tensor. This is most easily seen by writing
the Giesekus constitutive equation for the case of a zero velocity streamline, where
the term v.V-Vp is identically zero, which results in the following algebraic system of
equations
p, - (Vv)T*rp + rp.(Vv) - c {--{7.7} = -77p•. (4.47)
Examination of this discrete algebraic system of equations for the EVSS formula-
tion shows that a term containing the discontinuous velocity gradient is being inter-
polated onto the continuous rate-of-strain tensor along the zero velocity streamline.
To alleviate this incompatibility Brown et al. (1993) instead interpolated the ve-
locity gradient tensor (Vv) instead of the rate-of-strain tensor -'. This is done sim-
ilarly to EVSS by using a least-squares approximation to the components of (Vv).
The compatibility requirements of (4.47) are then satisfied. The interpolation of (Vv)
is shown here
mD M h [Gh - ( V vh)] OD = 0, (4.48)
Vmh E Mh, where Mh is the finite element approximation space for the interpolated
velocity gradient Gh.
Application of the EVSS-G method to the linear stability of planar Couette
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flow allowed convergence to arbitrarily high values of the Deborah number. Brown
et al. (1993) have computed the correct stability behavior for De in excess of 200, re-
producing the -1/De decay rate in the disturbance. The EVSS-G method has been
shown to yield convergent and accurate results in several of the standard benchmark
problems, including the flow in a wavy-walled tube and the flow in eccentric cylinders
(Szady et al., 1995b).
4.2.6 Method of Guenette and Fortin
Guenette and Fortin (1995) have developed a new method for the computation of
viscoelastic flows. This method is similar to the EVSS and EVSS-G methods in that
it introduces the rate of strain tensor as an additional unknown. However, unlike the
EVSS and EVSS-G methods there is no splitting of the stress into a purely elastic
and a purely viscous component and hence no change of variable is required in the
constitutive equation. This has the additional advantage of allowing the computa-
tion of solutions for viscoelastic constitutive equations where the stress can not be
split into an elastic and a viscous component. An example of this type of model in-
cludes constitutive equations which account for microstructure through internal state
variables. Such rheological models have been used to describe polymer melts, fiber
suspensions and liquid crystalline polymers.
To illustrate the method of Guenette and Fortin we consider the flow of a Giesekus
model fluid, which is governed by equations (2.33)-(2.35). Similar to the EVSS
method Guenette and Fortin (1995) introduce the elastic stress variable E as
E -r7 - 2Ca + 0pj, (4.49)
where ac is a positive parameter. This is different from the EVSS-G method in that
the coefficient a is now variable. Guenette and Fortin (1995) have shown that the
optimum choice of a is 1/2, which reduces to identically the EVSS and EVSS-G
methods. The method of Guenette and Fortin (1995) is obtained by taking the
divergence of (4.49) and substituting this into the momentum (2.4), continuity (2.1),
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constitutive (2.35) and velocity-gradient (4.48) equations, where we obtain
- 2aV.4 + Vp = V.7p - 2aV., + P3V-Y, (4.50)
V.v = 0, (4.51)
7, + A1rp(G) - a-- {I,.7} = -jp':, (4.52)7rip
S= ', (4.53)
and the variable E corresponds to the rate-of-strain tensor. For the continuous prob-
lem the underlined terms identically cancel each other and we are left with the original
conservation equations. The real modification occurs only when the discrete version
of the governing equations is considered, where the variable i will be approximated
using a continuous bilinear approximation and the variable j will be calculated from
the biquadratic velocity field and hence will be linear and discontinuous.
Guenette and Fortin (1995) then test this method on two problems: the 4:1 abrupt
contraction problem and the stick-slip flow. The method appear to be convergent and
to give smooth values for the stress fields in these flows. Unfortunately they have not
performed a rigorous test of refinement near the singularities present in these flows,
and it is not clear whether the upwinding techniques which they have used are giving
rise to the smooth stress fields.
Szady et al. (1995a) have extended this method by interpolating the velocity gra-
dient tensor (Vv) instead of the rate of strain tensor 'I, and which would correspond
to the method of Guenette and Fortin (1995) based on the EVSS-G method. The
motivation behind this is to remove any numerical instabilities which may be present
in the time dependent simulation, similar to what had been done for the EVSS-G
method. Tests of this modified method of Guenette and Fortin for the calculation
of steady-state flows such as the flow in an array of cylinders shows that it gives
very similar convergence properties as the EVSS-G method. Szady et al. (1995) have
also shown that this modified method gives similar results for the start-up of planar
Couette flow as the EVSS-G method of Brown et al. (1993).
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4.3 Coupled Versus Decoupled Methods
Solving the full set of equations arising from a finite-element discretization of the
momentum, continuity and constitutive equations can be accomplished either via
coupled or decoupled techniques (Keunings, 1990). In the coupled approach the
full set of equations is solved simultaneously for all of the primary variables and is
usually accomplished by Newton's method. In the decoupled approach the viscoelastic
extra stress is computed separately from the kinematics. With fixed kinematics the
viscoelastic extra stress is determined from the constitutive equation. The kinematics
are then recomputed with the viscoelastic extra stress acting as a body force in the
momentum equation. This scheme is continued until a convergence criterion is met.
Decoupled methods have the advantage that the overall computational work per
iteration is less. Unfortunately, decoupled methods have at best linear convergence
with the number of iterations. Due to the extreme sensitivity of the viscoelastic extra
stress to slight changes in kinematics, the change in the viscoelastic stress field is
often restricted to prevent divergence. This has the undesirable effect of making the
solution change at each iteration arbitrarily small and can give the impression that the
solution is converging when it actually is not. This presents difficulties in viscoelastic
flow calculations when trying to determine if a solution is converging, particularly
in the neighborhood of irregular points, e.g., limit points, transcritical bifurcations,
etc. With decoupled methods it is difficult to determine whether a solution is not
converging due to the iterative scheme itself or because of an irregular point.
The coupled method is quite different. When using Newton's method it is easy to
determine when convergence is occurring. An initial guess which is sufficiently close
to the solution is guaranteed to converge. Solution tracking in the neighborhood of
irregular points is readily handled by Newton's method. Because the coupled method
has these convergence and solution tracking abilities it will be the method used in
this work.
Rajagopalan (1991) has studied the performance of decoupled methods for solving
differential and integral constitutive equations in standard flow problems such as the
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flow between eccentric cylinders. The decoupled integral method of Rajagopalan
(1991) gives results comparable to the fully-coupled EVSS method for quasi-linear
constitutive models for moderate values of the elasticity and dimensionless solvent
viscosity, although the decoupled integral method does not yield accurate predictions
for the stress fields if the solvent viscosity becomes small.
Comparison of the decoupled integral method to a decoupled method for a quasi-
linear differential constitutive equation showed that the differential and integral meth-
ods had similar accuracy and computational expense (Rajagopalan, 1991). However,
the differential method is superior for the consideration of transient problems, due
to the inherent difficulty of the transient integral method in incorporating a time-
dependent velocity field, while the integral method is better able to treat nonlineari-
ties in the stress. The real benefit of the decoupled integral method becomes apparent
when multi-mode constitutive models are considered, where the cost scales linearly
with the number of modes. For a multi-mode, nonlinear model with three or more
modes and a dimensionless solvent viscosity of 0.5, Rajagopalan (1991) showed that
the decoupled integral method resulted in similar accuracy and significant computa-
tional savings when compared to the fully-coupled EVSS finite element method.
4.4 Types of Flow Singularities
One of the still unresolved problems in viscoelastic fluid mechanics is the behavior
of constitutive equations near flow singularities (Keunings, 1990). Flow singularities
arise from abrupt changes in either boundary shape and/or boundary conditions.
To illustrate how these singularities may arise in a fluid mechanics problem we will
consider three types of flow singularities, as shown in Figure 4-1
1) Geometric singularity - as in the case of the flow of a fluid through an abrupt
contraction; see Figure 4-1(a). A singularity in the pressure and the stress occurs
at the corner as a result of the imposition of the no-slip boundary condition (Dean
and Montagnon, 1949). In the case of Newtonian flow the singularity is well-behaved.
The form of the solution is known near the singularity and results in square integrable
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Figure 4-1: Examples of flows possessing singularities: (a) flow in an abrupt contrac-
tion; (b) extrusion flow of a fluid; and (c) motion of a liquid drop down an inclined
surface.
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stresses and finite forces along the boundary. Of the three singularities discussed
in this section this presents the least problems from a numerical standpoint for a
Newtonian fluid because the exact form of the asymptotic solution is known near
the singularity. However, this singularity still presents considerable difficulties for
viscoelastic flow simulations, mainly because the nature of the singularity is not known
and hence whether the problem is well-posed is still an open question.
2) Static Contact Line - as in the case of the die swell of a fluid; see Figure 4-
1(b). The singularity occurs at the lip of the die and arises as a sudden change in
boundary shape and boundary conditions (Moffatt, 1964); the boundary condition
abruptly changes from a no-slip to a shear-free boundary condition, and the interface
intersects the die edge at a finite slope to form a wedge. Until recently the correct
asymptotic behavior for this problem was not known even for Newtonian flow and
was a consequence of not knowing how the free surface separates from the lip of the
die (see Chapter 7 for details).
3) Moving contact line - This flow singularity arises in situations where a fluid wets
a surface, as in the case of a drop of liquid rolling down an inclined surface; see Figure
4-1(c). The singularity occurs at the fluid/gas/solid interface and is a consequence
of enforcing the no-slip boundary condition for the fluid at the solid surface (Dussan
and Davis, 1974). This singularity is the most severe of the three because the no-slip
requirement results in non-integrable (infinite) forces at the fluid/gas/solid interface.
Of the three flow singularities only the geometric singularity has been successfully
treated numerically (Georgiou et al., 1990; Coates et al., 1992). The problem of die
swell has been attempted by many researchers but a convergent method which predicts
consistent behavior both near the flow singularity and downstream has not been
shown. The third flow singularity, the moving contact line, necessitates incorporating
a slip boundary condition to relieve the non-integrable stress. Efforts have been
devoted towards determining a mechanism, either microscopic or molecular, for the
basis of slip. Bhave et al. (1991) have developed a phase-space kinetic theory for
dilute polymer solutions which accounts for the effects of nonhomogenous velocity
and stress fields and which predicts apparent fluid slip near solid boundaries.
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This is a brief listing of the types of flow singularities which occur in fluid me-
chanics problems. This work is concerned with flow singularities of the second type,
static contact lines, in particular the development of a convergent numerical scheme
which represents the correct behavior of the die swell of a viscoelastic fluid. A detailed
review of the issues surrounding the singularity in the die swell of a Newtonian fluid
is presented in Chapter 7, and analytical and numerical work examining the behavior
of viscoelastic constitutive equations near flow singularities is presented in Chapter
9.
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Chapter 5
Traveling Waves on Vertical
Newtonian Films
Results are presented in this Chapter for calculations of the nonlinear dynamics of
steady waves traveling on a vertical Newtonian film. A review of previous experimen-
tal, analytical and numerical work is presented in Section 5.1. The development of
the mathematical description of the viscous, free-boundary problem is presented in
Section 5.2. This includes the development of long-wave and boundary-layer approxi-
mations to the full Navier-Stokes equations and boundary conditions. The numerical
methods used to solve both the two-dimensional viscous free-surface flow and the long-
wave approximations are described in Section 5.3. The accuracy of these methods
is discussed in Sections 5.4.1 and 5.4.2. The results for the two-dimensional analysis
and the long-wave approximations are compared in Section 5.4.3. The comparisons
with the experimental results of Kapitza (1965) and the calculations of Ho and Patera
(1990) are presented in Section 5.4.4. Finally, algorithms for solution tracking and
computationally implemented bifurcation analysis are used in Section 5.4.5 to explore
nonlinear wave interactions and to compare the results of finite element analysis to
predictions of the long-wave theories and boundary-layer approximations.
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5.1 Introduction
The waves created on a Newtonian film flowing down an inclined solid surface
are one of the most studied viscous free-surface, hydrodynamic instabilities. Kapitza
(1965) first characterized the types of wave structures seen on an initially flat film.
If the flat film is allowed to become unstable to random disturbances, the film profile
does not have regular structure. however, if small-amplitude, synchronized pulses are
used to disturb the flow, the film develops a periodic wave train that travels down
the film with constant speed. Less frequent and stronger pulses lead to isolated or
solitary-like waves. Shock-like film profiles also have been observed when the flow
rate is either increased or decreased abruptly (Alekseenko et al., 1985).
The goal of a large amount of weakly nonlinear analysis has been to predict the
onset of this instability and the evolution of these wave patterns. Yih (1955) was
the first to formulate the linear stability problem describing the evolution of two-
dimensional disturbances that are spatially periodic in the direction of flow down the
surface. This equation was subsequently solved by Benjamin (1957) for the instability
and yields the Reynolds number Re of the film as the control parameter, defined as
p2gh0 sin aRe 2 (5.1)
2772
where p is the fluid density, g is the gravitational acceleration, h0 is the thickness of
the flat film, a is the angle of inclination of the flat plate, and 77 is the viscosity of the
Newtonian fluid. The analysis of the appropriate Orr-Sommerfeld equation gives the
critical value for the instability, Re = Recrit, as a function of the spatial wavenumber
of the disturbance, defined as
u - ho/lo, (5.2)
where 27rlo is the wavelength of the disturbance in the flow direction.
As Yih (1955) realized, the results of this analysis are greatly simplified when the
wavelength of the disturbance is assumed to be long compared to the thickness of the
film, i.e. p <K 1. In this long-wavelength limit, the critical value Recrit for instability
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is simply
5
Recrit = - cot + O(2), (3.3)4
which has been recently verified experimentally by Liu et al.(1993) . The dimension-
less wave speed is
c = 2+ O(p 2) (34)
where the velocity scale has been selected as the velocity of the surface of the unper-
turbed film, Uo = pgh2 sin cv/2. Yih (1963) confirmed the calculations of Benjamin
(1957) in the limit p << 1 by using an expansion in y as a small parameter, a so-called
long-wave expansion.
Benney (1966) was the first to use the idea of a long-wave expansion to consider the
evolution of finite amplitude disturbances to the flat film. By expanding variables in
powers of g he demonstrated that the entire set of governing equations for the viscous
free-surface flow can be reduced to a single nonlinear partial differential equation for
the evolution of the free surface that is valid up to a particular order in p. The
analysis also involves the additional assumption that Re = 0(1) and We = 0(1),
where We is the Weber number,
We ghsin(5.5)pgh0 sin a'
which is a measure of the ratio of surface tension a to hydrostatic forces in the film.
Benney (1966) showed that solitary and shock-like film profiles are possible solutions
to the free-surface evolution equation, but failed to predict the existence of finite-
amplitude traveling waves near the onset of the instability because his scaling left
surface tension out of the governing evolution equation. Because surface tension sta-
bilizes the film, it is needed for the existence of steadily propagating waves. Lin (1969)
used the scaling M2We = 0(1) and an analysis based on the work of Reynolds and
Potter (1967) to show that stable traveling wave states indeed exist as supercritical
solutions; i.e. for Re - Recrit I > 1. This approximation corresponds well to the
experiments of Kapitza (1965) for vertically falling films of alcohol and water. Gjevik
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(1971) amended the long-wave evolution equation of Benney (1966) to account for
the scaling 2~We = 0(1) in an evolution equation accurate to QO(t2) and confirmed
the prediction of supercritical traveling wave states satisfying t <« 1.
Since this seminal work, there has been a substantial effort (Gjevik, 1971; Gjevik,
1970; Nakaya, 1975; Nakaya, 1989; Pumir et al., 1983; Chang, 1986; Chang, 1989; Joo
et al., 1991; Rosenau et al., 1992) directed towards analysis of the long-wave surface
evolution equations developed to various orders of accuracy in I and with ordering of
either We = 0(1) or I 2XVe = 0(1). Other analyses have been directed towards the
solution of surface evolution equations derived using boundary-layer approximations
to the governing equations (Trifonov and Tsvelodub, 1991; Tsvelodub and Trifonov,
1992; Chang et al., 1993b; Prokopiou et al., 1991) . All of these studies have focused
on prediction of the nonlinear dynamics of the film at finite values of I Re - Recrit I-
The purpose of this chapter is two-fold. First we present a finite element method
for direct calculation of the steadily traveling wave solutions to the full two-dimensional
viscous, free-surface flow problem. Second, we use the finite element method to estab-
lish the range of validity of several long-wave approximations and the boundary-layer
model of Chang et al. (1993b).
The finite element formulation used here is based on the methodology presented by
Rajagopalan et al. (1992) for viscous, free-surface flows. Steadily traveling waves are
computed by replacing the time-dependent problem that is described in an Eulerian
reference frame with a steady-state problem formulated in the Lagrangian frame that
moves down the surface with the speed of the wave. The wave speed is computed
simultaneously with the velocity and pressure fields and the free-surface shape by
setting the phase of the wave; this formulation is similar to that of Schrider and
Keller (1990) for calculation of traveling waves in Taylor-Couette flow.
The comparison of the results for the full viscous, free-surface flow problem with
the results of approximate analyses is best motivated by reviewing some of the predic-
tions of the long-wave theories and boundary-layer approximations. Our comparison
with the predictions of the long-wave asymptotic analysis follows the development of
long-wave evolution equations by Nakaya (1975), who derived an equation valid to
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O(P1 3) for We = 0(1), and Gjevik (1971), who derived an equation valid to O(P 2)
for p 2 We = 0(1). Nakaya (1975) and Gjevik (1971) showed that supercritical wave
motions are possible using both scalings, although for We = 0(1) it was necessary
to include terms to O(p 3) to observe supercritical waves. Nakaya's result is impor-
tant because it demonstrates the sensitive interplay of the long-wave approximation
and surface tension in the qualitative structure of the solutions: if We = 0(1), it is
necessary to include terms of O(p 3) to get an accurate enough representation of the
free-surface curvature to predict correctly the stabilizing effects of surface tension.
Calculations of the predictions of the evolution equations developed from long-
wave approximations at finite amplitude, i.e. for IRe - Recrit I = 0(1), are plentiful
because of the simplicity of calculations with these one dimensional evolution equa-
tions. Pumir et al. (1983) computed both the steady and transient solutions of the
O(Mu) evolution equation derived for tp2 We = 0(1). By considering steadily traveling
waves in the translating reference frame, these authors characterized periodic solu-
tions as closed curves in the three-dimensional phase space formed by decomposing
the resulting third-order evolution equation into a system of three ordinary differ-
ential equations. Pumir et al. (1983) computed solitary waves by a trial and error
process involving variation of the wave speed, to find the homoclinic orbits of this
equation set that separate closed from open trajectories. Families of solitary waves
were computed for specific sets of flow conditions, with each member of the family
characterized by the number of undulations or humps in the solitary wave. Interest-
ingly, each family of solutions existed for only a finite range of Reynolds number; a
limiting value, Re - Relimit, appeared where the family turned back to lower values.
Two solutions, corresponding to two solitary-like waves with the same number of
humps, but different wave speeds were computed for a range of Re. This qualitative
behavior was observed for each family of waves, irrespective of the number of humps
in the wave. Pumir et al. (1983) used time-dependent integration of the initial value
problem defined by the 0(p) evolution equation to demonstrate that all the solitary
waves with multiple humps and the single hump waves that exist beyond the limit
point, and which do not connect to the neutral stability curve as Re approaches zero,
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are unstable. Hence only the single hump wave can be seen for Recrit < Re < Relimit.
Nakaya (1989) computed solutions of the O(p) evolution equation and showed
the same solution structure reported by Pumir et al. (1983) for both solitary and
periodic waves. The evolution of the multiple families of spatially periodic, steady
traveling waves predicted by Nakaya is the starting point for our comparison of the
finite element analysis of the full governing equation set to the predictions of the long-
wave approximations. We reproduce Nakaya's analysis in Section 2.1 for the O(I)
evolution equation and extend the analysis to the O(p2) evolution equation. Both
approximations predict limiting values of Re = Relimit for each family of solutions;
moreover, the value of Rejimit increases with the number of humps that describe
the traveling wave. This observation was the basis for Nakaya's explanation of the
experiments of Kapitza (1965).
Comparison with the experimentally measured shapes and wave speeds reported
by Kapitza (1965) for both periodic and solitary waves requires comparison for fixed
values of /t, Re and We. For the experiments cited by Nakaya and used in the
discussion in Section 4.4, the value of Re for the experimental film is beyond the limit
point value of the single hump solution computed with the O(4/) evolution equation,
which is apparently the only stable solution (Pumir et al., 1983). Nakaya attempted
to explain this difference by trying to correlate the interface shape and wave speed
seen by Kapitza with results for multiple hump traveling waves predicted by the
evolution equation and which do exist at the experimental value of Re.
We show here that the limiting values of Re predicted by the evolution equation
are an artifice of the failure of the long-wave approximation, as truncated at either
O(t) or O(t,2), to accurately represent the highly distorted free-surface profile that
exists at finite values of I Re - Recrit I. The solutions of the fully two-dimensional
film flow equations by finite element analysis do not exhibit limit points for any of
the conditions studied here or by Nakaya (1989). Moreover, the experimental results
of Kapitza (1965) can be reproduced reasonably well by considering periodic travel-
ing waves that evolve from the neutral stability curve with the spatial wavenumber
observed by Kapitza.
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Our calculations for the conditions of Kapitza's experiments are in good agree-
ment with the time-dependent, spectral element simulations of flow down an inclined
plane by Ho and Patera (1990). The only other relevant numerical simulations are
the time-dependent, finite element simulations of Kheshgi and Scriven (1987) and of
Malamataris and Papanastasiou (1991). Kheshgi and Scriven's (1987) results agree
well with Orr-Sommerfeld theory for the onset of instability for periodic disturbances
on an inclined plane of indefinite length and they predict the existence of finite am-
plitude periodic waves beyond a critical value of Re. Their study of film flow in
the inception region of an inclined plane of finite length predicts that disturbances
develop rapidly and are convected out of the flow domain. Malamataris and Papanas-
tasiou (1991) studied the waves generated from the inception of the two-dimensional
film flowing down an inclined plane of finite length using a new free-boundary condi-
tion at the outflow. These authors observe that, above a critical value of Re, small
disturbances begin to grow as they propagate downstream. For high values of Re,
the disturbance develops rapidly (in less than 40 film thicknesses) to a solitary wave
with approximately constant form. In both Kheshgi and Scriven's (1987) and Mala-
mataris and Papanastasiou's (1991) studies of the evolution of disturbances in the
inception region it is necessary to limit the computational domain to a finite length
downstream to make the calculations tractable. It is unclear that this description
allows for perturbations or wavelengths longer than the computational domain and
hence may cause a critical value of Re that is artificially high.
One of the outstanding questions in our understanding of unstable film flows is
whether the waveforms observed experimentally are uniquely selected by the fluid
mechanics of the film or are dependent upon the frequency at which the film is
perturbed. This question is directly related to the general issue of pattern formation
in dissipative systems and is of great interest in a much broader context. Several
experimental studies are directly relevant. Kapitza (1965) found that, although the
unperturbed flow developed a wavy character, it was necessary to perturb the flow
artificially to realize a definite wave form. Brauner and Maron (1982) studied the
development of waves and their mass transfer characteristics for a fluid layer flowing
133
down a non-vertical plate and showed that high-frequency perturbations introduced
at the upstream region evolved into lower-frequency waves, thereby implying that
nonlinear interactions amplify subharmonic components of the wave form. In a recent
paper, Liu and Gollub (1993) showed that periodic waveforms are unstable to both
sideband and subharmonic instabilities. Each of these instabilities occurs in distinct
frequency ranges, with the sideband instabilities occurring at higher frequencies near
the critical curve, and the subharmonic instabilities occurring at lower frequencies.
We demonstrate in Section 5.4.5 that subharmonic nonlinear transitions do oc-
cur for the two-dimensional viscous free-surface flow and correspond to period dou-
bling of the spatial wave form. The appearance of subharmonic instabilities of
these monochromatic waves is not surprising. Recently, Cheng and Chang (1992b)
have used a center manifold analysis to predict that finite-amplitude monochromatic
states become unstable to subharmonic instabilities for waves beyond a critical am-
plitude. Prokopiou et al. (1991) explained the experimental observations of Brauner
and Maron (1982) as a subharmonic instability to monochromatic waves that ap-
pears as a period doubling bifurcation. New wave forms result because of doubling of
the spatial period, as well as other, more complicated transitions, thereby increasing
the multitude of possible states. Other forms of instability include the well-known
side-band or Eckhaus instability (Eckhaus, 1963; Benjamin and Feir, 1967; Cheng
and Chang, 1992b; Cheng and Chang, 1990; Cheng and Chang, 1992a; Tsiveriotis
and Brown, 1989) which defines a stability boundary within the neutral curve for
linear stability to disturbances with a slow modulation of the spatial wavenumber.
Tsiveriotis and Brown (1989) have shown that the Eckhaus instability corresponds
to a sequence of secondary bifurcations from the monochromatic state with increas-
ing values of the control parameter - Reynolds number for this problem. The center
manifold analysis of the sideband instability by Cheng and Chang (1990) implies the
same result.
The potential for nonlinear wave interactions has led many researchers to study
these phenomena using various models for thin film flow. Such information on the
types of secondary transitions and the stability of the resulting wave patterns is
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fundamental to our understanding of the dynamics of thin film flow and is especially
relevant to the calculations of the nonlinear interactions presented in Section 5.4.5.
There has been a substantial effort devoted towards analyzing the various nonlin-
ear solutions of the long-wave equation and their stability. Cheng and Chang (1992a)
studied the stability of small-amplitude waves near the neutral curve to side-band
disturbances and showed that these waves are unstable to length-modulated distur-
bances, thereby correcting an earlier prediction of Lin (1974). Other analyses have
considered the various nonlinear solutions predicted by the long-wave equation or
studied the time-dependent initial-value problem. Pumir et al.'s (1983) and Nakaya's
(1989) studies using the long-wave equation showed that multiple periodic and soli-
tary waves existed at given values of Re, We and tL where the waves were classified
by the number of principle humps in the wave train. Pumir et al. 's (1983) analysis of
the time-dependent initial-value problem suggests that small-amplitude single-hump
waves are the most stable. Rosenau et al. (1992) have studied the time-dependent
initial-value problem for the long-wave equation and shown that the equation can
exhibit finite-time blow-up of the solution. Our results suggest that this is directly
linked to the failure of the long-wave equations to predict accurately large amplitude
traveling waves past a limiting value of Re.
One particular evolution equation deserves special mention, the Kuramoto-Sivashinsky
(KS) equation. The KS equation can be derived directly from the full viscous, free-
surface flow for near-critical conditions I Re - Recrit -+ 0, if it is assumed the
wavelength A is long and that the amplitude of the wave scales as A- (Lin, 1974; De-
mekhin, 1983; Neopomnyaschy, 1974), and has only a rescaled wavenumber a as a pa-
rameter. The simple form of the equation and the fact that time-dependent solutions
do not blow up in finite time (Roseneau et al., 1992), make the KS approximation
very attractive for analysis and it has been used by many for this purpose(Chang,
1986; Chang et al., 1993b; Demekhin, 1983; Demekhin et al., 1991; Chang et al.,
1993a) . Demekhin et al. (1991) have studied the steady-periodic and also stochastic
solutions of the KS equation and have presented a bifurcation diagram depicting the
branching behavior of the various wave families. Stability analysis of these waves
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indicates that only a small number of solutions are stable.
Models based on a boundary-layer type analysis have been used to describe the
nonlinear dynamics of moderate amplitude disturbances for values of the Reynolds
number significantly away from criticality. These models also used long-wave approx-
imations in the derivation of evolution equations for the free surface. Trifonov and
Tsvelodub (1991) used a long-wave, boundary-layer like analysis with the assumption
of a self-similar velocity profile to develop an evolution equation that predicts a single
class of monochromatic waves as a function of wavenumber. Floquet stability analysis
indicates that there are regimes where these waves are unstable to length-modulated
disturbances, and suggests that this instability may narrow the range of experimen-
tally observable wave profiles. Tsvelodub and Trifonov (1992) extended this analysis
to compute classes of traveling waves which are parameterized by wavenumber at
fixed Reynolds number. Analysis of the stability of these different waves to two-
dimensional, infinitesimal disturbances shows that there is a wave pattern that is
more stable than the monochromatic wave, and suggests that this wave form will be
experimentally observed.
In a very recent paper, Chang et al. (1993b) developed an evolution equation
based on a long-wave approximation for the surface and a boundary-layer approx-
imation for the velocity and pressure fields. Because of assumptions made in the
derivation, this equation is expected to be valid for large surface tension, defined so
that We-2 /3 < 1 for vertical films. Their approximation does not assume a self-similar
velocity profile and is expected to provide a better description than Trifonov and
Tsvelodub's approximation (1991, 1992) for larger amplitude waves where the veloc-
ity profile no longer satisfies the self-similarity condition. To leading-order in the am-
plitude the model of Chang et al. (1993b) reduces to Trifonov and Tsvelodub's (1991,
1992) averaged equation, and the two evolution equations give the same results for
I Re - Recrit I < 1. For higher values of Re, Chang et al. (1993b) predict a distinctly
different bifurcation structure and attribute the inability of the equation of Trifonov
and Tsvelodub to predict this structure to the incorrect assumption that the velocity
profile is self-similar. In particular, with increasing Re Chang et al. (1993b) compute
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changes in bifurcations along existing wave families which both eliminate existing
wave families and give rise to new families. They successfully compare their results
to experimentally observed wave profiles and wave speeds of Nakoryakov et al. (1985)
for water. Stability analysis is used to predict which wave families are expected to
be observed experimentally. The results computed with either boundary-layer ap-
proximation do not predict the limit points with increasing Re seen with long-wave
asymptotic theories.
The variety of predictions from the long-wave and boundary-layer approximations
and sensitivity of the results to subtle approximations, such as either the ordering of
the Weber number contribution in the long-wave theory or the form of the velocity
profile in the boundary-layer theory, make it important to establish the ranges of
validity of these approximate results. Numerical solution is the only robust method for
establishing these limitations. The comparison of the finite element results presented
here with these approximate theories establishes such limits.
5.2 Flow Geometry and Governing Equations
The physical model of two-dimensional flow down an inclined plane is depicted in
Figure 5-1. A Newtonian fluid of density p and viscosity qr flows along a flat plate
which is inclined at an angle a to the horizontal. Gravitational acceleration g acts in
the vertical direction and is the driving force for the flow. A train of fully-developed
periodic waves of wavelength 27rlo is assumed to propagate down the inclined plane
at constant speed c. These waves appear steady when viewed in a reference frame
translating at the wave speed, such that the coordinates in the flow direction in the
two frames are related by x = X - ct, where X refers to the fixed reference frame
and x the moving reference frame. The plate is idealized to be infinite in width and
the flow field and interface shape are assumed to be two-dimensional. For most of
the analysis, the computational domain is taken to contain a single wave, and the
governing equations and boundary conditions are written in the translating reference
frame. In the dimensionless equations presented below lengths are scaled with the
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Figure 5-1: Schematic diagram of two-dimensional flow down an inclined plane.
base film thickness ho, velocities are scaled with the velocity at the free surface of the
unperturbed film flow Uo = pgh' sin a/277 and the pressure is scaled with pgho sin a.
The governing equations for this flow are
1
-Rev.Vv + V-a - csc aj = 0, (5.6)2
V.v = 0, (5.7)
where v is the velocity vector, ao is the total stress tensor, and j = sin ae. + cos aey
is the unit vector pointing in the direction of gravity. The factor of 1/2 in eq. (5.6)
arises from the definitions of the characteristic velocity and the Reynolds number,
eq. (5.1). In all of the calculations presented here we have considered the case of a
vertical film (a = 900). The total stress tensor c is decomposed into the isotropic
pressure p and the deviatoric stress tensor 7-
oa = pI + 7. (5.8)
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The deviatoric stress tensor 7- for an incompressible Newtonian fluid is
1
= (5.9)
where - - (Vv) + (Vv)T is the rate-of-strain tensor.
The problem statement is completed by specifying boundary conditions at the
solid surface and the gas/liquid interface. The solid surface is taken as an impene-
trable, no-slip surface, so that
v = -cex. (5.10)
On the free surface, kinematics and balances of the normal and shear components of
the force dictate
v.n = 0, (5.11)
nn : a - Apgas + 2HWe = 0, (5.12)
tn : a = 0, (5.13)
where
2H - [hx/(1 + hi) 3 /2], (5.14)
is the curvature of the interface, ApgaS is the reference pressure difference across the
meniscus, and n and t are the unit normal and tangent vectors to the free surface,
respectively. In eqs. (5.11 - 5.14), the free-surface shape has been represented by the
single-valued function y = h(x).
The reference pressure difference Apg,, is determined by the constraint that the
volume of fluid in the wave is that of the base flow, i.e.
ho 27rlo/ho
0] h(x)dx = 1. (5.15)
The specification of the traveling wave state is completed by a condition that sets the
139
phase of the interface deflection
r2 -b/ho
10 h. sin (xho/lo) dx = 0. (5.16)
A reference value p(O, 0) = 0 sets the magnitude of the pressure and all of the field
variables and the interface shape are assumed to be (27rlo/ho)- periodic in the x-
direction.
5.2.1 Long-wave Approximation
The long-wave approximation developed by Benney (1966) reduces the Navier-
Stokes equations and boundary conditions to a single nonlinear evolution equation
for the free-surface location h = h(X, t), where the x-coordinate has been scaled with
the characteristic disturbance length 10. We consider the conditions p < 1, Re =
0(1) and A 2We = 0(1) for which the free-surface equation derived by Gjevik (1971)
and accurate to O(p 2) is
ht + [A(h) +p (B(h)hx + C(h)hxxx) + 2 (D(h)h2x + E(h)hxx
+ F(h) hxxxx + G(h)hxhxxx + H(h) h X + I(h)h hxx)]X = 0, (5.17)
where the coefficients A(h) - I(h) are
2 8 2 2A(h) h, B(h) Reh6 - c cth3' C(h) 2 2Weh33 15 3 3
1016 14 32
D(h) 116 Re2h 9 + - -Re cot ah 6,315 3 15
32 40
E(h) Re 2h + 2h _ Recotah63 63
402 7 16
F(h) -2ReWeh7, G(h) • 2ReWeh6
H(h) !-p2ReWeh6, I(h) 32 2•ReWeh5. (5.18)5 5
Linear stability analysis of eq. (5.17) is performed by perturbing the free surface
shape about that of the base flow, h = 1 + Eq(X, t), where the disturbance amplitude
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satisfies e < 1. Making this substitution into eq. (5.17) and retaining terms linear in
Svyields
,lt + A'(1)iqx + p [B(1)77xx + C(1)rqxxxx]
+ t2 [E(1)7xxx + F(1)x77xxxx] = 0, (5.19)
which has the solution 77(X, t) = a expi(x - ct), where c = c, + ici, and
32 [1  40 ]
c, = 2 - 2  Re2 + 2 - (Re cot a + Re2We)] , (5.20)
8 2 2
ci = P( -Re - - cot a) - P -We. (5.21)15 3 3
For long waves (Pt < 1) on a nearly vertical film (cot ca 0) the critical Reynolds
number Rec,it for instability is
5 5
Recrit = - cot a + 5p 2 We (5.22)4 4
and the speed of propagation of the disturbances down the inclined plane is precisely
cr. Equation (5.22) describes the neutral stability curve for the evolution of travel-
ing wave states and defines an infinite collection of such waves that may evolve with
increasing value of Re, as a function of the wavenumber p. We consider families
of traveling waves that evolve either with increasing Re and constant wavenumber
P or with constant Re and decreasing wavenumber P. The question of the value
of Ip selected in experiment, i.e., the spatial wavelength of the pattern, is addressed
through calculations in Section 5.4.5 of nonlinear interactions of families with spa-
tially resonant wavenumbers and by comparison with experiments in which specific
wavenumbers are observed.
Traveling wave solutions to eq. (5.17) are considered which are steady when viewed
in a reference frame translating at the wavespeed. The evolution equation (5.17) is
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written in this moving reference frame as
-ch, + [A(h) + , (B(h)h., + C(h)h zz) + _2 (D(h)h 2+ E(h)hz
+ F(h)hxxxx + G(h)hxhxxx + H(h)h X + I(h)h hx)] = 0. (5.23)
The O(p) approximation to the evolution equation is obtained by retaining only
the terms A(h) through C(h) and the term -ch.. The description of the traveling
wave state is completed by using eq. (5.16) for setting the phase of the interface
deflection.
5.2.2 Kuramoto-Sivashinsky Equation
The Kuramoto-Sivashinsky equation predicts a rich solution structure that has
been well studied (Chang, 1986; Chang et al., 1993b; Demekhin et al., 1991; Chang
et al., 1993a); the equation is
H, + 2HHE + HC + Hccc = 0 (5.24)
and describes the dynamics of a disturbance H in a reference frame traveling at the
critical wave speed of c = 2. Transforming eq. (5.24) to a moving coordinate system
with speed A, where A now represents the deviation from the critical phase velocity
of c = 2, yields
- AH, + 2HHx + Hxx + Hxzzx = 0. (5.25)
Equation (5.25) is invariant under the transformation
H -+ -H, x -4 -x, A -+ -A. (5.26)
This property, referred to as reversibility, means that for every forward propagating
wave with speed A there is an inverted wave propagating in the opposite direction
with the same speed. Chang et al. (1993a) have studied the effect which dispersion
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has on the solution structure predicted by the KS equation and on the stability of
the remaining wave families. Their results show that dispersion breaks the symmetry
present in the solution structure of the KS equation; as the influence of dispersion
is increased the multitude of wave families is reduced until above a critical level
of dispersion a single family, resembling a single-hump positive solitary wave with
wave speed in excess of c = 2, remains. Chang et al.'s (1993a) result is extremely
important because it illustrates the singular effect which dispersion has on the solution
structure. The extent to which this symmetry affects the solution structure of the
full, free-surface flow problem is addressied in Section 5.4.5.
The solution structure for the KS equation is depicted in Fig. 5-2 for a single wave
evolving off of the neutral stability curve with decreasing wavenumber a, where the
spatial wavelength in the KS equation has been rescaled with the critical wavelength
such that a = 1 corresponds to a neutral disturbance. The various wave profiles
associated with each of the solution branches also are shown. At a = 1 a sinusoidal
wave evolves from the neutral curve with deviation speed A = 0. At a = 0.4978 this
solution family joins with a second family of sinusoidal waves which has bifurcated
from a = 1/2. At a = 0.5547 a pitchfork bifurcation occurs and the sinusoidal wave
bifurcates to either a positive solitary wave moving faster or a negative solitary wave
moving slower than the sinusoidal wave. These two families are reversibly related
by the symmetry of the KS equation. The relevance of the solution structure to the
calculations for the full free-boundary problem is discussed in Section 5.4.5.
5.2.3 Boundary-Layer Approximation
In a recent paper Chang et al. (1993b) have numerically constructed stationary
waves from a boundary-layer approximation of the equations of motion. The three
parameters (6,E,a) in the boundary-layer approximation and the wavespeed c* are
directly related to (Re,We,p) and c in the finite element simulations via the following
relations
2Re 1 ao 3S5 -_ a -0r p, c2 / -c (5.27)45We/ 3 ' 15We2/3 a o ( 2'
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Figure 5-2: Wavenumber a versus deviation wave speed A for the primary wave
families of the Kuramoto-Sivashinsky equation. Sample wave profiles are depicted for
the various families. At (a, A) = (1, 0) the primary sinusoidal family bifurcates off of
the fiat film and evolves towards smaller a with increasing amplitude and constant
speed A. At a -• 0.49 this family coalesces with another sinusoidal family which
bifurcated from a = 1. A bifurcation occurs at a ,- 0.55 and gives rise to single-
humped negative and positive wave families which travel faster than and slower than
A = 0, respectively.
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where ao and uo are the wavenumbers of neutral disturbances for the boundary-
layer approximation and the finite element method, respectively. The parameter
c is inversely related to the magnitude of the surface tension. The parameter 6
corresponds to a Reynolds number which has been rescaled with We" /3 .
The velocity and length scales used in the derivation of the boundary-layer approx-
imation are the average film velocity and the average film thickness of the flat-film
base state. A long-wave expansion is also used to rescale the spatial and temporal
variables and the y component of velocity using the long-wave parameter e while the
pressure is rescaled by 6. To leading-order in e, the boundary-layer equations are
(d U dU DuN +O 1 (d2U d2U6T-+U-+v- + V_ - +3 =6 (5.28)
a t xu Oy x 15 y2  ) '(5.28)
p r(2U u av\
= 
•  156 UT + (5.29)
1y ay2 Y at
Bu 8v+ - = 0, (5.30)
v = ht + uhs, y = h(x, t), (5.31)
p+ hxx - Po= 2 hh + - hy , y = h(x, t), (5.32)5 h4 X a2s Dy ayI]
= 156 h u 4h- , y = h(x, t). (5.33)ay IBy ax 1y9
Equations (5.28)-(5.30) correspond to the x- and y-momentum equations and the con-
tinuity equation, respectively, while eqs. (5.31)-(5.33) correspond to the kinematic
condition and normal and tangential stress balances at the free surface, respectively.
The boundary-layer approximation studied by Chang et al. (1993b) is obtained by
setting E equal to zero. The KS equation is recovered from the boundary-layer ap-
proximation for near-critical conditions (6 -+ 0).
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5.3 Numerical Methods
5.3.1 Full Equations and Boundary Conditions
The Galerkin finite element method is used to discretize the viscous free-surface
flow problem defined by equations (5.6) and (5.7) and the boundary conditions (5.10)
- (5.13). In this approximation the field variables are expanded in a series of La-
grangian basis functions, that are only C o continuous over interelement boundaries
and that have compact support throughout the computational domain. The choices
for the polynomials and the methods for discretization follow mixed finite element
methods which have been shown to be convergent for Stokes and Navier-Stokes prob-
lems (Babuska et al., 1977; Brezzi, 1974) . The velocity components are approximated
by expansions in biquadratic basis functions {OY(x, y)} and the pressure by an ex-
pansion in bilinear basis functions {F p(x, y)}. Galerkin's method is used to discretize
the equation set.
The computational domain, taken to be a single wave in the periodic wave train
shown in Fig. 5-1, is subdivided into isoparametric, biquadratic elements such that
there are Nx elements in the x-direction and N, elements in the y-direction. The loca-
tion of the free surface h(x) is parameterized by locating spines along the solid surface,
where each spine is taken to be a straight line which extends vertically from the solid
surface. In the calculations presented here, nodes are equidistant along each spine and
equidistant in the x-direction. The shape of the free surface is approximated by an
expansion in a set of one-dimensional quadratic basis functions {Of (x, y)}, which is
consistent with the isoparametric transformation for the biquadratic elements. This
parameterization of the free surface introduces the locations of the intersection of the
spine with the free surface as additional unknowns, which are computed as part of
the problem. Finite element approximations to the field variables (v, p) and free-
surface shape (h) are denoted by a superscript h, i.e. vh, ph and hh, to indicate the
dependence of the approximation on the mesh. Note that the normal and tangent
vectors to the free surface also depend on the mesh, i.e. nh and th, through the
approximation to the interface shape.
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Following the work of Kistler and Scriven (1983) and Rajagopalan et al.(1992) we
use the kinematic condition, eq. (5.11), to determine the shape of the free surface,
and we incorporate the normal (5.12) and tangential (5.13) stress balances into the
weak form of the momentum equation. The residual equation for the free surface
shape becomes
D [(v hnnh)ds = 0, V {J J}, (5.34)
where S6D is the free surface and s is a coordinate measured along the free surface
in the flow direction. The incompressibility condition is weighted with the basis
functions for the pressure to give the residual equation
D (V.vh)dA = 0, V }. (5.35)
The divergence theorem is applied to the Galerkin weighted residual equations for
each component of the momentum equation to give
ID K[ (Revh.Vvh - csc aj) ek _ h:V ek - VY .o'h.ek] +
D (nh.h.ek) ds = 0, (k = ,y), V{ }. (5.36)
In the rectilinear coordinate system used here, the unit vectors ek are independent of
position, i.e. Vek = 0.
The integral along the boundary (6D) is split into contributions from each segment
of the boundary (SD 1, SD 2, 6D 3, 6D 4). The contributions along the periodic segments
of the boundary, (6D 2, 6D 4), cancel because these integrals are identical except that
the normal vectors point in opposite directions. The contribution along the solid
surface (Da3 ) is not included because the velocity components along this boundary
are replaced by the essential condition (5.10). The remaining contribution to the
boundary integral is computed along the free surface, where the normal and tangential
components of the stress balance are applied. The quantity (nh.*h) in the boundary
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integral in eq. (5.36) is decomposed as
nh h = (nhnh:hh)nh + (thnh:oh)th = (\_ph, - 2HhWe)nh. (5.37)
The local mean curvature 2Hh is written in terms of the surface derivative of the
local tangent vector th (Weatherburn, 1927) as
dth
2 Hhnh = d (5.38)
so that the normal stress balance reduces to
dth
nh.ah = h h- We d h  (5.39)
= gas ds
Substituting eq. (5.39) into eq. (5.36) and integrating the term containing dth/ds by
parts gives
q (nh.h.ek) ds = J (Apasnh ek + Wedek.th + We~tek ds.
JD1  =D, gas ds ds
(5.40)
In rectilinear coordinates dek/ds = 0. Substituting eqs. (5.40) and (5.8) into eq.
(5.36) yields the weak form of the momentum equation in terms of the dependent
variables. The entire set of nonlinear algebraic equations for the unknowns (vh, ph,
hh, Ap,, cA) are formed from the residual equations (5.34) - (5.36), the volume
constraint (5.15), and the phase constraint (5.16).
Newton's method (Dahlquist and Bjork, 1974) is used to solve this set of nonlinear
equations because it converges quadratically from a good initial guess and because
it is the basis for efficient methods for solution tracking in parameter space. The
components of the Jacobian matrix needed in the Newton iteration are evaluated
numerically (Burdette et al., 1989). The set of linear equations, which is generated
at each Newton iteration, is solved by direct LU decomposition using frontal methods
for storage of the matrix.
The convergence of the Newton iterations is highly dependent upon the initial
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approximation. This issue is particularly important in the analysis presented below
because of the multiplicity of steady state solutions: both the planar film and trav-
eling wave states coexist for the same values of operating parameters. Convergence
to traveling wave solutions is accomplished by starting the Newton iteration with an
approximation for the velocities, pressures, free surface profile and wavespeed that
is within the domain of attraction of the traveling wave solution. An initial approx-
imation to the interface shape of the traveling wave is formed from the sinusoidal
perturbation to the base flow
h(x) = 1 + Ahsin(xho/lo), (5.41)
where Ah is the magnitude of the perturbation, and the field variables are estimated
from the O(p) approximation derived by Gjevik (1971) for the case A2We = O(1).
The wavespeed is taken to be the leading order approximation, c e 2.
5.3.2 Long-wave approximation
Following the work of Nakaya (1989) and Gjevik (1971) we compute the free-
surface shape h = h(x) of a steady traveling wave state from the long-wave evolution
equations by expanding the shape h(x) in a Fourier series about the planar film as
Nmodes Nmodes
h(x) = 1+ E aj sin(jx) + bj cos(jx), (5.42)
j=1 j=1
where Nmodes is the number of Fourier modes and {aj, bj} are unknown amplitudes.
The evolution equation (5.23) is discretized by Galerkin's method to give
2 r )-ch, + [A(h) + p(B(h)h + C(h)h zz) + A2 (D(h)h2 + E(h)hz +
F(h)hxxxx + G(h)hxhxx h)h + H(h)h (h) h h ]dx = 0, (5.43)
where the weighting functions {Oi(x)} are {sin(ix), cos(ix)}, as appear in the Fourier
series (5.42). The phase condition (5.16), used to determine the phase of the interface
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deflection. is an additional constraint which must be satisfied and is equivalent to
setting bl = 0.
The system of nonlinear algebraic equations resulting from eq. (5.43) is solved by
using Newton's method; again the components of the Jacobian matrix are evaluated
numerically. The dense linear system of equations that is generated at each Newton
iteration is solved by direct LU decomposition using an algorithm with full-pivoting.
5.4 Results
The finite element analysis is a useful tool for checking the accuracy of the pre-
dictions of both the long-wave asymptotic theories and the boundary-layer approxi-
mations. Such a comparison is reported here for both small amplitude and moderate
amplitude waves on a vertical (a = 900) film.
5.4.1 Convergence for Small Amplitude Waves
In this Section results are presented for vertical traveling wave solutions at Re
= 2.1, We = 1000 and I = 0.04; these values for u and We were chosen to satisfy
<L < 1 and p2We = 0(1) and hence are expected to be suitable parameter values
for computation with the long-wave approximation. The critical Reynolds number
predicted by eq. (5.22) for wavenumber t = 0.04 is Recrit = 2, and the wave speed
of these small amplitude disturbances is c = 1.997. The pair of values /Z = 0.04
and Re = 2.1 corresponds to a point in (p, Re) space in the unstable region. Because
I Re-Recrit I /Re = 0.05, the traveling wave state is expected to be well approximated
as a sinusoidal perturbation to the planar film.
The free-surface height h = h(x) is plotted in Fig. 5-3 for Re = 2.1, We = 1000
and p = 0.04, as computed with a finite element mesh with (Nx, Ny) = (40, 10). The
initial approximation used for Newton's method is a sinusoidal perturbation with
Ah = 0.02 in eq. (5.41). The finite element solution has a wave amplitude that
is approximately 1.5% of the base film thickness and the predicted wave speed is
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Figure 5-3: Free-surface profiles h(x) computed from the finite element analysis and
the long-wave evolution equations; Re = 2.1, We = 1000 and / = 0.04. The shapes are
for a 40 x 10 finite element mesh with hmax = 1.0153 and c = 1.996 ( ),
and the evolution equations with an 80-mode Fourier series representation for the free
surface, the O(/,) approximation with hmax = 1.0166 and c = 2.000 (e- - - e- ),
and the O(IL2) approximation with hmax = 1.0165 and c = 1.996 (-*---.---*-- - ).
151
c = 1.996. The sinusoidal character of the wave profile is evident.
Solutions to the O([i) and O(p 2) evolution equations obtained by using a Fourier
series representation for the free-surface shape with Nmodes = 80 are shown in Fig. 5-3
for the same parameter values; Re = 2.1, We = 1000 and i = 0.04. The wave shape
is sinusoidal with a wave amplitude of approximately 1.6% of the base film thickness.
The O(p) equation predicts that the wave speed is the leading order prediction from
stability theory, c = 2, whereas the O(f 2) equation, which contains higher-order
nonlinearities that modify the wavespeed, predicts c = 1.996.
Comparison of the wave profile for the finite element solution of Fig. 5-3 and the
profiles of both the O(/) and O(j 2) long-wave approximations shows that the shape
of the interface deflection is essentially the same for all three cases, with the long-
wave approximations predicting a slightly larger disturbance amplitude. The main
discrepancy, although small in magnitude, occurs in the values of the wave speed:
both the O(p 2) and finite element solutions predict c = 1.996, but the O(/) equation
gives c = 2.
5.4.2 Convergence for Moderate Amplitude Waves
Contours of the x-component of velocity (v.) computed by the finite element
analysis are plotted in Fig. 5-4 for Re = 9.1, We = 76.4 and y = 0.07 and for three
finite element meshes: (N., N,) = (40, 10), (80, 20) and (160,20). These parameter
values correspond to those for an experiment of Kapitza (1965), which is discussed in
Section 5.4.4. As the discretization becomes more refined, the contours of the velocity
field become smoother and the maximum and minimum values of the x-component
of velocity approach constant values, indicating the convergence of the numerical
method to the solution of the viscous, free-surface flow. As a measure of convergence,
the maximum height of the wave hmax and wave speed c are listed in Table 5.1 as
a function of the characteristic mesh size for four different finite element meshes; in
addition to the three meshes listed above, this comparison includes the coarser mesh
with (NI, N,) = (20, 5). As the characteristic mesh size decreases both the height
of the wave hmax and wave speed c approach constant values, demonstrating the
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Max(O): 0.04519
Min(O): -2.606
Max(e): -0.05294
Min(O): -2.791
V
Max(@): -0.05364
Min(O): -2.753
Figure 5-4: Contours of the x-component of velocity (vX) computed from finite element
analysis of a large amplitude, nonlinear wave; Re = 9.1, We = 76.4 and t = 0.07.
Results are shown for (a) 40x10 (b) 80x20 (c) 160x20 meshes. Maximum (*) and
minimum (o) values of the fields are denoted.
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Table 5.1: Maximum wave height hmax and wave speed c computed by finite element
analysis as a function of the characteristic mesh size; Re = 9.1, We = 76.4 and
p = 0.07.
Nmodes hmax c
5 2.171 2.435
20 1.9335 2.484
80 1.9335 2.484
Table 5.2: Maximum deflection of the wave and the wave speed computed by solution
of the O([L 2) evolution equation for Re = 5.083, We = 1000 and t = 0.04; results are
shown for three different Fourier discretizations.
convergence of the calculations.
Contours of the remaining field variables (vy, p) and the stream function ('0) are
shown in Fig. 5-5 for Re = 9.1, We = 76.4 and t = 0.07 as computed with the finite
element mesh with (Nx, Ny) = (160, 20). An important feature of the wave shape is
the presence of small amplitude crests, or bow waves, downstream of the main wave.
As discussed in Section 5.4.3, solutions of the O(p) and O(p 2) evolution equations
are not possible for the parameter values (Re, We, L) = (9.1, 76.4, 0.07) for a wave
form that evolves continuously in Re from the neutral stability curve. Instead the
convergence of the Fourier series solution of the O(p 2 ) evolution equation is tested for
the values of We and p, used in Section 5.4.1, but with Re increased so that the ampli-
tude of the wave is larger. The free-surface shape at (Re, We, p) = (5.083, 1000, 0.04)
is plotted in Fig. 5-6 for Fourier series representations with Nmodes equal to 5, 20 and
80. The accuracy of these calculations is highlighted by the maximum deflection hmax
of the wave and the wave speed c, as listed in Table 5.2. Clearly, the calculations with
the finer two discretizations appear to have converged to within the number of digits
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(Ni, NV,) degrees of freedom mesh size hmax c
(20,5) 1042 0.05 1.9503 2.4616
(40,10) 3882 0.025 1.9112 2.4987
(80, 20) 14962 0.0125 1.8822 2.5033
(160,20) 29922 0.00625 1.8815 2.5031
vy
Max(e): 0.3668
Min(O): -0.2295
P
Max(O): 3.425
Min(O): -10.33
Max(e): 0.000
Min(O): -1.619
Figure 5-5: Contours of the y component of velocity (vy), pressure
function (4) as computed with a 160 x 20 finite element mesh; Re =
and y = 0.07. Maximum (e) and minimum (o) values of the field are
(p) and stream
9.1, We = 76.4
denoted.
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Figure 5-6: Free-surface profiles computed as solutions to the O(p 2) evolution
equation: Re = 5.083, We = 1000 and p = 0.04. Results are shown for 5
Fourier modes ( ), 20 Fourier modes (-- - -e - ), and 80 Fourier
modes (-*---*--.--).
156
shown here. The poorer resolution of the coarsest discretization also is apparent from
the wiggles in the surface profile shown in Fig. 5-6; these undulations could easily
be mistaken for bow waves if the convergence of the calculations with Nmodes was not
checked.
5.4.3 Large Amplitude Waves
The predictions of the finite element analysis of the viscous free-surface problem
and the numerical solutions of the evolution equation from the long-wave approxi-
mations are compared directly for p = 0.04 and We = 1000 to assess the validity
of the long-wave approximations. The maximum height hmax is plotted as a func-
tion of Re in Fig. 5-7a, and in an expanded view near the onset of instability in
Fig. 5-7b; results are shown for the finite element analysis and the O(,U) and O(4 2)
approximations. For small amplitudes, there is quantitative agreement between the
calculations. however, at larger amplitudes the predictions differ qualitatively; the
long-wave approximations fail to predict the continued existence of traveling wave
solutions past a limiting value of the Reynolds number Re = Relimit; this observation
is in agreement with the calculations of Nakaya (1989), as discussed in Section 5.1.
Elementary ideas from bifurcation theory (Iooss and Joseph, 1980) indicate that the
approximate solutions beyond the limit point are temporally unstable, thus explain-
ing the inability of Pumir et al. (1983) to find these solutions by integration of the
time dependent long-wave evolution equation.
The qualitative difference in the predictions of the finite element analysis and the
long-wave approximations points to a serious limitation in the range of validity of the
long-wave approximations. The loss of validity is due to large amplitudes disturbances
requiring the inclusion of important higher-order terms in the asymptotic expansion
for the free-surface height. These terms appear as powers of the shape function, e.g.
hP, p > 1, and cause the approximation to be divergent as h tends to unity and above.
Calculations with negative solitary waves, for which the principle wave deviation is
into the film, can remain accurate to much higher values of Re than their positive
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Figure 5-7: Amplitude of the wave hmax as a function of Reynolds number Re for
traveling wave solutions computed with the finite element method (---------------)
and the O(M) ( ) and 0(p 2) (-- - - ) evolution equations; L =
0.04 and We = 1000. Calculations using the finite element method are for a 80 x 20
mesh and calculations for the O(I) and O(p2) evolution equations use an 80 mode
Fourier series. An expanded view near the onset of instability is shown in (b).
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solitary wave counterparts and confirm this reasoning for the failure of the long-wave
approximations.
The inaccuracy of the long-wave theory also is apparent in the comparison of the
computed wave speed c, as shown in Fig. 5-8a and in an expanded view near the
onset of instability in Fig. 5-8b. The prediction from the O(p) analysis only agrees
with the finite element calculation for values of Re very near onset. For larger Re, the
predictions deviate qualitatively; the finite element analysis predicts that c decreases
with Re, whereas the O(p) approximation predicts that c increases with Re. Even
at onset, Re = Recrit = 2.0, the value of c computed from the O(y) approximation
differs from the finite element approximation by 0.4%, as noted in Section 5.4.1.
The prediction of c from the O(p12) approximation is in agreement with the finite
element calculation over a larger range of Re and captures, for I Re - Recrit I - 0(1),
the decrease in c. However, the prediction of c also diverges to increasing values as
Re is increased toward the limiting value of Re.
5.4.4 Comparison of Finite Element Calculations with Ex-
periments and Other Calculations
The predictions of the finite element analysis of the full free-surface equations
are compared to the numerical simulations reported by Ho and Patera (1990) and
to the shadowgraphs of waves on inclined films reported by Kapitza; see Kapitza
(1965). Two sets of operating conditions are reported. The first corresponds to
Re = 9.1, We =76.4 and p/ = 0.07, with the base film thickness ho determined
from the experimentally reported flow rate; the film profiles for these conditions are
shown in Fig.5-9. The waves are localized in the long wavelength to the extent
that they appear as almost solitary waveforms. Both computed wave forms and the
experimental observation have the same qualitative character,- as noted by a large
wave preceded by small crests, or bow waves. The most noticeable difference between
our finite element calculations and the results of the spectral element simulation of
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Figure 5-8: Wavespeed c as a function of Reynolds number Re for traveling
wave solutions computed with the finite element method (---------- ) and the
O(/0) ( ) and O(12) (- - - - ) long-wave evolution equations;
P = 0.04 and We = 1000. Calculations using the finite element method are for a
80 x 20 mesh and calculations for the O(M) and 0(p 2) evolution equations use an 80
mode Fourier series. An expanded view near the onset of instability is shown in (b).
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Figure 5-9: Comparison of wave profiles taken from (a) the experimental work of
Kapitza (1965) , (b) the finite element calculations presented here, and (c) the spectral
element calculations of Ho and Patera (1990) for Re = 9.1, y = 0.07 and We = 76.4.
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Ho & Patera (1990) is the thickness of the region between the wave crests; the finite
element analysis predicts thinner regions.
The wave speed reported by Ho & Patera (1990) was 24.7 cm/s compared to the
result c = 23.5 cm/s from our finite element analysis, a difference of five percent. The
experimentally observed wave speed was c = 19.7 cm/s (Kapitza, 1965). The dis-
crepancy between experiment and simulation may be due to using the experimentally
reported flow rate of the traveling wave state to determine the base film thickness
ho. This assumption gives too large a value for the base film thickness ho due to the
enhancement of the flow rate from the wave motion. A decrease in the film thickness
by 8.5%, gives parameter values of Re = 6.97, We = 91.3 and M = 0.064, which leads
to a predicted wave speed of c = 19.7 cm/s, in better agreement with experiment.
The second set of conditions for comparison is Re = 30.1, We = 220.5 and t =
0.14 for which the results are shown in Fig. 5-10. The experimental profile and
both numerical calculations are very similar; the waves appear as a periodic train of
closely spaced waves. The wave speed predicted by Ho and Patera (1990) is c = 22.8
cm/s and is identical to three significant figures to the result of the finite element
calculations; this value compares well with Kapitza's measurement of c = 21.7 cm/s.
Again, the difference appears connected with a lower value of the flow rate reported
in the experiments. Decreasing the film thickness by 4% gives parameter values of Re
= 26.6, We = 239.3 and s = 0.1344 and leads to a predicted wave speed of c = 21.7
cm/s. The major difference between the two numerical calculations of the film profile
is the appearance of small scale undulations on the crest of the waves predicted by
the spectral element approximation, but that are not present in the finite element
calculation.
Nakaya (1989) has attempted to match the experimental results of Kapitza (1965)
by using long-wave evolution equations. It is interesting to compare the predictions of
these theories to the finite element calculations for the values of Y and We described
above. The predictions of the wave speed c for p = 0.07, We = 76.4, and 0 < Re < 10
are shown in Fig. 5-11a and in an expanded view near the onset of instability in Fig.
5-11b.
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Figure 5-10: Comparison of wave profiles taken from (a) the experimental work of
Kapitza (1965), (b) the finite element calculations presented here, and (c) the spectral
element calculations of Ho and Patera (1990) for Re = 30.1, p = 0.14 and We = 220.5.
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Figure 5-11: Wavespeed c as a function of Reynolds number Re for traveling
wave solutions computed with the finite element method (--------------- ) and the
O(m) ( ) and QO(/ 2) (- - -- ) long-wave evolution equations for
M = 0.07 and We = 76.4. Calculations using the finite element method are for an
80 x 20 mesh, and calculations for the O(/z) and O(jL2 ) evolution equations use an 80
mode Fourier series. An expanded view near the onset of instability is shown in (b).
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Again, there is quantitative agreement between the finite element predictions and
both the O(t) and O(4 2 ) approximations for low Re, but the long-wave approxima-
tions diverge with increasing Re. Both asymptotic approximations predict loss of the
traveling wave solution at limiting values of Re that are well below the value Re =
9.1 for the experiment of Kapitza. Calculations for the second set of conditions with
# = 0.14 and We = 220.5 are not shown, but yield the same qualitative conclusions.
Nakaya (1989) attempted to explain the discrepancy between Kapitza's observa-
tions and the predictions of long-wave approximations by the growth of groups of
traveling waves associated with spatially-resonant values of the wavelength. For ex-
ample, he proposed that the solitary-like waves seen by Kapitza at the conditions
M = 0.07, We = 76.4 and Re = 9.1 were the result of the nonlinear interaction of
the waves created by considering waves with wavenumber p composed of three small
amplitude waves with wavenumber 3#. Similarly, the periodic waves for p = 0.14,
We = 220.5 and Re = 30.1 are described in terms of nonlinear interactions of two
traveling waves with initial wavenumber 2p considered as waves with wavenumber
g. Our results show that no such nonlinear interactions are needed to compute wave
forms very similar to those observed by Kapitza (1965).
5.4.5 Nonlinear Wave Interactions
The richness of the solution structure of the long-wave evolution approximations
to the flow down an inclined plane and the nonlinear interactions present in other
free-surface pattern forming problems makes it very likely that nonlinear interactions
between waves occur. We have explored this possibility by computing the evolution
of multiple waves from the neutral stability curve.
Nonlinear interactions between waves are induced in calculations in which the
computational domain is expanded to include multiple periodic waves which evolve
from the neutral stability curve. For example, in the finite element analysis the length
of the computational domain for computing a traveling wave with wavenumber t is
increased to 2(2irp - 1 ) so that two waves are computed. Calculations with decreasing p
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are performed to search for secondary bifurcation to a new family of waves without this
symmetry and which have double the spatial period; hence such transitions are period
doubling bifurcations. This formulation only allows the consideration of resonant
interactions between waves with integer multiple wavenumbers. Solution tracking
and computer-implemented bifurcation analysis (Yamaguchi et al., 1984) are used
to compute families of traveling waves that satisfy the nonlinear equations and this
constraint.
Predictions of nonlinear interactions from the finite element analysis and the O(/ 2)
evolution equation are compared in Section 5.4.5 for small amplitude waves. The finite
element predictions are compared in Section 5.4.5 to results of the boundary-layer
approximation of Chang et al. (1993b).
Two-wave Interactions
The results of the finite element analysis for the viscous film flow computed for Re
= 3.1, We = 1000 and a computational domain consisting of two waves are displayed
in Fig. 5-12 as a plot of the wave speed c as a function of wave number IL. Calculations
use a (Ni, Ni) = (40, 10) finite element mesh and are restricted to 0.01 _< _< 0.05.
A family of waves composed of two monochromatic waves emanates from the neutral
stability curve at wavenumber (0O) = 0.0498 and evolves to lower values of ti. These
waves are identical to those that are computed individually in a computational domain
of half the length.
Secondary bifurcations are detected at p(t) = 0.0247 ± 0.0001, jL(2) = 0.0208 ±
0.0001, P(3) = 0.0141±0.0001 and L(4) = 0.0122±0.0001. These families evolve either
subcritically or supercritically from the bifurcation point and, at the bifurcation point,
have a spatial wavenumber which is one-half of the monochromatic wave. Sample
wave forms on the primary and secondary families are shown in Fig. 5-13 for the
wave families labelled on Fig. 5-12. The evolution of the subharmonic wave forms
corresponds to a doubling of the spatial period and is in qualitative agreement with
the subharmonic transition observed by Prokopiou et al. (1991) using a boundary-
laver model.
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Figure 5-12: Evolution of wavespeed c with wavenumber M for traveling wave solutions
computed using the finite element method with Re = 3.1 and We = 1000 evolving in
a computational domain consisting of two waves. The two-wave solution is denoted
by ( ) and bifurcates off of the flat film (o). The bifurcating solutions
are denoted by (--------------- ) and arise from secondary bifurcations (o) which each
lead to doubling of the spatial period. An expanded view near the fourth subharmonic
transition p(4) is shown in (b). Letters correspond to sample wave profiles shown in
Figure 5-13.
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Figure 5-13: Sample interface shapes for waves represented in Figure 5-12; (a-c)
shapes in monochromatic family; (d-f) shapes in family created by first subharmonic
transition at L(1) = 0.0247; (g-i) shapes in family created by second subharmonic
transition at p(2) = 0.0208; (j-1) shapes in family created by third subharmonic tran-
sition at P(3) = 0.0141; and (m-o) shapes in family created by fourth subharmonic
transition at p(4) = 0.0122. The abscissa and ordinate for all profiles are 0 < x < 2r
and 0.9 < h(x) < 1.1, respectively.
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The predictions of the O(p 2) evolution equation computed for Re = 3.1, We =
1000 and a computational domain corresponding to two waves is depicted in Fig.
5-14 as a plot of the wave speed c as a function of wave number M; the calculations
used a 20-mode Fourier series representation for the free-surface profile. A family
of waves composed of two monochromatic waves emanates from the neutral stability
curve at wavenumber p(0) = 0.0497 and evolves to lower values of p. These waves
are identical to those that are computed individually in a computational domain of
half the length. Secondary bifurcations are detected at ~(') = 0.0248 ± 0.0001, A(2) =
0.0209 + 0.0001, P(3) = 0.0142 ± 0.0001 and p(4) = 0.0123 + 0.0001. These families
evolve either subcritically or supercritically from the bifurcation point and, at the
bifurcation point, have a spatial wavenumber which is one-half of the monochromatic
wave. The locations of the bifurcations M(0) p~(1), p( 2), P(3) and L (4) are in quantitative
agreement with the predictions of the finite element calculations.
The interaction of the two waves in the period doubling bifurcation gives rise to
new wave forms which are distinctly different from the monochromatic wave evolv-
ing from the neutral stability curve; for example, the wave form evolving from the
bifurcation occurring at p(') has a large dip prior to the tail of the forward wave
and undulations present along the main crest of the wave and resembles a negative
solitary wave. The waves evolving from p(2) have the two principle humps of the
monochromatic wave coalescing with decreasing p and forming a two-humped posi-
tive solitary wave with the wave speed increasing above 2. The wave forms predicted
by the O(p2) evolution equation, although not shown, are in quantitative agreement
with those depicted in Fig. 5-13.
The bifurcation structure for two-wave. interactions deviates significantly from the
bifurc'ations predicted by the KS equation, as reported in Demekhin et al. (1991). We
have not attempted to classify the bifurcations predicted by the finite element analysis
in terms of nonlinear states for the KS equation. Rather, our intent is to demonstrate
that this solution structure is adequately predicted by the O(p/2) long-wave equation
as evidenced with the quantitative comparison with the finite element solution of the
full two-dimensional viscous free-surface problem. These results indicate that the
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Figure 5-14: Evolution of wavespeed c with wavenumber p for traveling wave solutions
computed using the O(p 2) evolution equation with Re = 3.1 and We = 1000 evolving
in a computational domain consisting of two waves. The two-wave solution is denoted
by ( ) and bifurcates off of the flat film (e). The bifurcating solutions
are denoted by (--------------- ) and arise from secondary bifurcations (o) which each
lead to doubling of the spatial period.
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long-wave evolution equation does predict the correct bifurcation structure for small
amplitude disturbances and that this structure is not recovered from the KS equation.
Comparison to the Boundary-Layer Approximation
The predictions of the finite element analysis are compared to the numerical simu-
lations reported by Chang et al. (1993b) for the boundary-laver approximation with
E = 0. Finite element analysis has been used to probe the validity of this approxima-
tion for E in the range 0.001 < E < 0.005; we use 6 = 0.062 to compare directly to
the results reported by Chang et al. (1993b). We have not attempted to construct
all solutions of the full equation set but rather restricted our attention to the slow
(71) and fast (y2) waves with one hump and to the sensitivity of the structure of
these solutions to changes in e with fixed 6; the nomenclature yi and 72 used here
corresponds to the notation adopted by Chang et al. (1993b) for these wave families
while slow and fast refer to waves which travel less than and greater than c = 2,
respectively.
The solution branches for slow (i7) and fast (72) waves computed by finite element
analysis for Re = 11.4 and We = 544 are depicted in Fig. 5-15 as a plot of the wave
speed c as a function of wavenumber y. These values of Re and We correspond to 6 =
0.062 and e = 0.001 in the boundary-layer approximation. The calculations used both
(N., Ny) = (40,10) and (Nz, Ny) = (160, 20) finite element meshes, with the more
refined mesh used to resolve the larger amplitude waves. The family of slow waves (7i)
is seen to emanate from the neutral stability curve and evolves continuously towards
decreasing M while the family of fast waves (72) emanates subcritically from the
interaction of two nearly sinusoidal waves. The structure of these solution branches
is in quantitative agreement with Fig. 8 of Chang et al. (1993b) for the case of
6 = 0.062. Contours of the streamfunction (b) are depicted in Fig. 5-16 for wave
forms on the slow ('1) and fast (72) families labelled in Fig. 5-15. The wave profiles
and wave speeds are in quantitative agreement with Fig. 7(a) in Chang et al. (1993b).
The solution branches for slow (7y) and fast (72) waves computed by finite element
analysis for Re = 5.09 and We = 48.7 are depicted in Fig. 5-17 as a plot of the wave
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Figure 5-15: Computed wave branches for the primary one-hump slow (i/) and fast
(7-2) wave families at Re = 11.4 and We = 544 corresponding to 6 = 0.062 and
E = 0:001. The slow family (yi) emanates from the neutral curve at (e) while the
fast family (72) arises from a period doubling bifurcation at (o). Letters correspond
to sample wave forms shown in Fig. 5-16.
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Figure 5-16: Contours of the stream function (7p) for wave forms presented in Fig.
5-15. The sample wave profiles are; (a-d) shapes in the one-hump negative solitary
wave family (-yl); and (e-h) shapes in the one-hump positive solitary wave family (12).
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speed c as a function of wavenumber p. These values of Re and We correspond to
6 = 0.062 and e = 0.005 in the boundary-layer approximation. The calculations used
both (N,, NV,) = (40, 10) and (NV, Ny) = (160, 20) finite element meshes, with the
more refined mesh used to resolve the larger amplitude waves. In this case we see
that the solution structure is reversed from that shown in Fig. 5-15. The family of
fast waves (7'2) emanates from the neutral stability curve and evolves continuously
towards decreasing j while the family of slow waves (-yl) emanates subcritically from
the interaction of two nearly sinusoidal waves. The solution structure has changed
dramatically and indicates the important effect surface-tension, as scaled by We or e,
has on the qualitative behavior of the wave families. Contours of the stream function
(0) are depicted in Fig. 5-18 for wave forms on the slow (-yl) and fast (%'2) families
labelled in Fig. 5-17.
To further illustrate this qualitatively different behavior a sequence of solution
branches is depicted in Fig. 5-19 for 6 = 0.062 and 0.001 < e < 0.005. It is clear
that a transcritical bifurcation occurs for E = Etc where etc lies within the range
0.0034 < etc <0 0.0035; an expanded view of the solution branches near the transcrit-
ical bifurcation is shown in Fig. 5-20.
These results call into question the ability of the boundary-layer approximation
to predict the behavior of the large-amplitude waves with significantly localized wave
form, which exhibit either large gradients in the surface shape or curvature, that
are observed in their calculations for larger values of 6. It also is not known what
effect these errors have on the stability classifications predicted by the boundary-layer
analysis. An interesting observation is that for this particular choice of Re and We,
or equivalently 6 and e, the scalings on surface tension and inertia are such that the
KS equation gives a qualitatively good approximation to the solution structure. This
is evidenced in the comparison of Fig. 5-19d with the solution structure shown in
Fig. 5-2 for the KS equation. however, a significantly altered picture is observed for
We, or equivalently e, deviating from this value.
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Figure 5-17: Computed wave branches for the primary one-hump slow (71) and fast
(72) wave families at Re = 5.09 and We = 48.7 corresponding to 6 = 0.062 and
E = 0.005. The fast family (72) emanates from the neutral curve at (e) while the slow
family (7y) arises from a period doubling bifurcation at (o). Letters correspond to
sample wave forms shown in Fig. 5-18.
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Figure 5-18: Contours of the stream function (*) for wave forms represented in Fig.
5-17. The sample profiles are; (a-d) shapes in the one-hump negative solitary wave
family (-y); and (e-h) shapes in the one-hump positive solitary wave family (72).
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Figure 5-19: Computed wave branches for the one-hump slow (7y) and fast (72) wave
families for 6 = 0.062 and e in the range 0.001 < e < 0.05; (a) e = 0.001 (Re = 11.4
and We = 544), (b) e = 0.003 (Re = 6.58 and We = 105), (c) e = 0.0034 (Re = 6.18
and We = 86.8), (d) e = 0.0035 (Re = 6.09 and We = 83.1), (e) e = 0.004 (Re = 5.70
and We = 68.0), (f) e = 0.005 (Re = 5.10 and We = 48.7). Wave families emanating
from the neutral curve and period doubling bifurcations are notated by the symbols
(.) and (o), respectively.
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Figure 5-20: An expanded view of the slow (1yl) and fast ('72) wave branches near the
broken transcritical bifurcation of (a) Fig. 5-19c; (b) Fig. 5-19d.
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5.5 Summary
The finite element calculation of finite amplitude solutions to the full free-surface
viscous flow problem that defines two-dimensional film flow down an inclined plane
has produced new understanding of the traveling wave states observed experimentally
in these films. The analysis is both accurate and efficient. The efficiency is, in part,
a result of posing the analysis in terms of direct calculation of the traveling wave
states by defining the problem in the translating reference frame and computing
the wave speed as part of the solution of the steady-state-like problem. Hence, the
calculation of the time-periodic state involves the solution of a slightly augmented
steady-state problem, and its cost scales appropriately. The savings in computation
time relative to that for integration of the time-dependent equations to the steadily
traveling waves can be substantial. The relaxation time for the viscous film flow to the
traveling wave state is expected to scale as Re- 1 and will be slow for high Reynolds
numbers; moreover, calculations with high values of the Weber number, i.e., large
surface tensions, are difficult for time-integration formulations that do not treat the
surface tension contribution to the normal stress balance implicitly (Ho and Patera,
1990).
The direct analysis of the traveling wave states has allowed the systematic calcu-
lation of families of waves that evolve from the neutral stability curve as functions of
increasing Reynolds number, which would correspond experimentally to decreasing
the viscosity of the liquid. We compute families of solutions with fixed wavenumber
that evolve continuously with increasing Re. As the Reynolds number is increased
the amplitude of the wave increases, and the wave speed either increases or decreases
depending upon the choice of the wavenumber and Weber number. For the range
of parameter values which we have considered our results indicate that there are
two types of monochromatic waves evolving from the neutral curve with increasing
Re; either a single-hump positive solitary-wave with speed in excess of c = 2 or a
single-hump negative solitary-wave with speed less than c = 2. These states also are
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predicted by both the long-wave (Chang, 1989) and boundary-layer approximations
(Chang et al., 1993b). We have not performed a detailed analysis of the solution
structure for various values of Re and We and have not confirmed the sequence of
secondary transitions observed by Chang et al. (1993b) for the boundary-layer ap-
proximation.
The results of the calculations are in good agreement with the numerical simu-
lations of Ho and Patera (1990) and in reasonable agreement with the experimental
observations of Kapitza (1965). The surface profiles observed by Kapitza are quan-
titatively similar to those predicted by our calculations. Moreover, the discrepancy
in the wave speed, which is 20 percent in the worst case, may be explained by error
in the measurement of the flow rate for the base film flow. The successful compar-
isons to Ho and Patera (1990) are particularly interesting because their method is
a time-dependent method, which may selectively choose the most stable wave fam-
ily for a given set of flow conditions, and lends credibility to the argument that the
single-hump positive and negative solitary waves are the least unstable.
The finite element analysis gives a framework for quantitatively assessing the range
of validity of the predictions from long-wave analysis of film flow. Finite element cal-
culations are compared precisely with both O(i) and O(p 2) versions of the evolution
equation derived by assuming p <K 1. Although the predictions of the finite element
calculations and these evolution equations agree for very small amplitude waves, i.e.
for I Re - Recrit I < 1, the predictions deviate qualitatively from the finite element
calculations as the Reynolds number is increased. Both long-wave approximations
predict limiting values Re = Relimit, beyond which there is no steady, traveling wave
with the selected wavenumber p that evolves continuously from a single wave form at
| Re - Recrit I < 1. This divergence of the predictions of the long-wave theories and
the solution of the full, two-dimensional viscous free-surface problem is due to the
large amplitude disturbances requiring the inclusion of important higher-order terms
in the asymptotic expansion for the free-surface height.
The limiting value of Re for calculations with the long-wave theories makes straight
forward prediction of the waves observed by Kapitza impossible, as noted by Nakaya
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(1989). Nakaya (1989) circumvented this difficulty by proposing that the observa-
tions of Kapitza (1965) are the result of the evolution of a packet of wavenumber P
of periodic waves with spatially resonant wavenumber 3g. This view requires that
nonlinear interactions occur among families of traveling wave solutions that decrease
the spatial symmetry inherent for I Re - Recrit I < 1 and give rise to waves with
wavenumber y, as observed by Kapitza (1965). The comparison of our calculations
to the experiments of Kapitza (1965) suggests that these nonlinear interactions are
not needed to explain the measurements.
Nonlinear interactions have been observed which occur in the form of subharmonic
secondary bifurcations that increase the spatial period of the waves. Sample calcu-
lations of the period doubling transition from waves with wavenumber 2A to a wave
with wavenumber p confirm the subharmonic instability observed experimentally by
Brauner and Maron (1982) and Liu and Gollub (1993) and predicted by Prokopiou
et al. (1991) and Chang et al. (1993b) using the boundary-layer approximation.
Comparison of the finite element analysis with the O(tt2) evolution equation for
two-wave interactions shows quantitative agreement for the case of small amplitude
waves which are about 5 percent of the average film thickness. The Kuramoto-
Sivashinsky equation does not predict these interactions. This is not surprising be-
cause the KS equation was derived with the assumption that the disturbance ampli-
tude is 0(t 3 ), so that many nonlinear effects are not included.
The failure of the long-wave evolution equations to predict correctly the solution
structure for moderate amplitude waves leaves the boundary-layer approximations as
the best hope for analysis of film flow instabilities using a relatively simple, nonlinear
evolution equation. The comparison of the finite element calculations with predic-
tions of the boundary-layer approximation of Chang et al. (1993b) shows a dramatic
sensitivity of this analysis to the approximation made by passing to the limit E -+ 0,
i.e. the limit of large surface tension. For 6 = 0.062 and E = 0.001 the results are
in excellent agreement, while the results for larger E - 0.003 differ dramatically. In
fact, a transcritical bifurcation between the families of slow and fast monochromatic
waves is demonstrated by finite element analysis which qualitatively changes the so-
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lution structure from that predicted by the boundary-layer evolution equation in the
E --+ 0 limit. Physically, this implies that the nonlinear dynamics predicted by the
boundary-layer analysis for fluids such as mercury would agree with the finite element
calculations, but results for water or low-molecular weight hydrocarbons at moderate
Reynolds number would not; see Table 1 in Chang et al. (1993b) for values of Re, 6
and E for water, glycerin and mercury.
The implication on the overall solution structure is that there may exist two
distinctly different wave regimes. The results also indicate that the boundary-layer
approximation of Chang et al. (1993b) may not accurately represent the effect of
surface tension, in particular, the results for large amplitude waves with increasing
6 and the associated bifurcation structure. A comprehensive analysis of the solution
structure as a function of Re and We is warranted using the full viscous, free-surface
problem. Of equal importance is the contribution of surface-tension to the stability of
these waves. Unfortunately our analysis does not allow us to give a rule for selecting
the types of waves that are observed experimentally. This is because our analysis does
not indicate the stability of the computed traveling waves. Linear stability analysis
of the computed traveling wave states based on Floquet theory would resolve this
issue, but leads to very large (104) degrees-of-freedom and dense monodromy matrices
for the finite element discretization and makes eigenvalue analysis for the Floquet
multipliers prohibitively expensive. Numerical integration of the time dependent
equations is a viable alternative and can be applied to the linearized equations to yield
linear stability information (Northey et al., 1990). Integration of the full nonlinear
equations will shed insight into the wave forms expected in experiments.
Two points are worth noting from the structure of the secondary bifurcations
observed for the calculations of two-wave interactions. First, although we have com-
puted subharmonic instabilities, sideband instabilities also exist, and indicate that
there may be different flow regimes where each of these secondary instabilities is dom-
inant, as suggested by Cheng and Chang (1992b) , Chang (1994) and Liu and Gollub
(1993). Furthermore, although the experimentally observed wave profiles have been
shown to be well-approximated by a small subset of the large number of possible waves
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which are the least unstable to secondary instabilities, these waves may eventually un-
dergo additional transitions further downstream which involve both subharmonic and
side-band mechanisms, and which may result in a spatially and temporally chaotic
two-dimensional interface (Chang, 1994). Second, it is important to note that the
collection of traveling wave states at fixed Reynolds number and wavenumber have
similar speeds but distinctly different wave profiles. Thus the wave speed is a poor
measure of comparison between theory and experiment and that it is essential to
compare the wave profiles.
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Chapter 6
Steady Viscoelastic Film Flow
Results are presented in this Chapter which illustrate the qualitative effects which
viscoelasticity has on steady traveling waves on a vertical film. A review of previous
theoretical work is presented in Section 6.1. The governing equations and boundary
conditions for the film flow of an Oldroyd-B fluid are presented in Section 6.2. The
EVSS method applied to the calculation of periodic, viscoelastic traveling waves is
presented in Section 6.3. Finally, results for the Oldroyd-B model are presented in
Section 6.4.
6.1 Introduction
A comprehensive review of experimental, analytical and numerical work done in un-
derstanding the film flow of a Newtonian fluid has been presented in Chapter 5 and
the reader is referred to that Chapter for details. For film flow of polymeric liquids
there has been a large effort aimed at understanding the effect which elasticity has
on the stability of the base flow of a flat film. This was first addressed by Gupta
(1967) who performed a linear stability analysis for the flow of a second-order fluid.
Gupta's (1967) analysis was based on a long-wave expansion and showed that near
criticality elasticity had a destabilizing effect. Gupta and Rai (1967,1968) extended
this analysis, studying the stability of the second-order and Oldroyd-B fluids and
showed that for the Oldroyd-B fluid elasticity also had a destabilizing effect.
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More recently, Shaqfeh et al. (1988) performed a comprehensive study of the sta-
bility of an Oldroyd-B fluid, numerically studying the appropriate Orr-Sommerfeld-
type equation which governs the stability of the vertical film. They observed two
interesting phenomena. First, at low Reynolds numbers, elasticity was shown to
destabilize the flat film, in agreement with the results of others (Gupta, 1967; Gupta
& Rai, 1967, 1968). However, the computed growth rates of the purely elastic insta-
bility was so small as to bring into question whether the instabilities can be observed
experimentally. Second, at moderate Reynolds numbers, the effect of elasticity was
shown to be stabilizing, affecting both the range of wavenumbers which becomes un-
stable and the growth rates of these disturbances. An interesting aspect of Shaqfeh
et al. 's (1988) analysis is that it suggests that there is the possibility of a purely elastic
instability occurring near the critical Reynolds number for stability of the Newtonian
film. This behavior is illustrated in Figure 6-1 where a schematic diagram of the
neutral stability curves for a Newtonian and a polymeric liquid film are depicted. At
low Reynolds numbers viscoelasticity destabilizes a larger band of wavenumbers than
the Newtonian case, whereas at moderate Reynolds numbers the opposite effect is
observed. This behavior is explored in Section 6.4.
Joo (1994) has considered the stability and nonlinear flow properties of a polymeric
film described by the Oldroyd 4-constant model. He used a long-wave approximation
to derive an evolution equation for the free-surface location h(r, ý)
h,r + Gh 2hý + e (i Gh 6h + Sh 3hý + G2Deh4 hj), + G DeQh4h~ = 0, (6.1)
where 7 and ý represent rescaled temporal and spatial coordinates, respectively, G
represents a Reynolds number, S represents a Weber number, De is a Deborah num-
ber, the parameter Q controls the level of shear-thinning in the model, and 6 is a
long-wave parameter. Linear stability analysis of (6.1) near criticality shows that
elasticity destabilizes the film, with a broader range of wavenumbers becoming unsta-
ble than the Newtonian film. Joo (1994) also performed a weakly nonlinear analysis
to study finite-amplitude disturbances to the film and observed the existence of steady
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Figure 6-1: Schematic of neutral stability curves for a Newtonian (De = 0) and a
viscoelastic (De > 0) film flowing down a vertical plate. Stable and unstable regions
are denoted.
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traveling waves. Interestingly, Joo (1994) predicts the catastrophic growth of the in-
terface for an appropriate choice of parameters. This behavior also has been observed
for other evolution equations which describe the dynamics of Newtonian thin film
flow(Joo et al., 1991). The results of Salamon et al. (1994) suggest that the catas-
trophic growth of the interface predicted by these evolution equations may in fact be
an artifact of the approximate equation.
In a very recent paper Kang and Chen (1995) have derived an evolution equation
for the thickness of a thin film of a viscoelastic fluid described by the Oldroyd-B
model. Similar to Benney (1966) and Joo (1994) they use a long-wave analysis to
simplify the full problem, obtaining the following equation
ht + 2h 2hx + p [A(h)hx + F(h)hxxx] + / 2 [B(h)hxx + C(h)h2
+ D(h)h2X hx + E(h)h2XX + G(h)hxhxxx + H(h)hxxxx]x = 0, (6.2)
where the coefficients A(h) - H(h) are
8 6_2 4A(h) Reh - cota h + 3De(1 - )h4,  (6.3)15 3 33 2 R + 8B(h) 6 Re3he o + 2h4  40Reh cot9 + De(1 - )( h5 cot (6.4)63 63 15
272 ) 28 16
+ -Reh') + De2(1 - )(- + 16 3 h),315 15 15
14 1 0 1 6 e2h9 32
C(h) 4 -h 3 + 15 Re2 - Reh6 cot 9 + De(1 - /) (6.5)
902 188h 76h
x (2h4 cot 9 + Reh 7 ) + De 2(1 - )(- + 7 5)315 15 15
16
D(h) -16ReWep2h 5 - 8De(1 - O)Wep 2h3, (6.6)
8E(h) 8 ReW e 2h6 - 4De(1 - m)Wep 2h4, (6.7)
F(h) 3 Wep2h3, (6.8)
8G(h) - 3ReWe2h6 - 5De(1 - h)Wep2 4 , (6.9)
20 4
H(h) 2 lReWep2h 7 - De(1 - 3)Wep 2h5. (6.10)
Linear stability analysis of (6.2) shows that elasticity has a destabilizing effect. Per-
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forming a weakly nonlinear analysis Kang & Chen (1995) observe both supercritical
and subcritical waves, with the supercritical waves occurring at shorter wavelengths
and the subcritical waves occurring at longer wavelengths. The equation of Kang and
Chen (1995) allows a wider range of behavior to be predicted than that of Joo (1994),
including non-vertical films.
From the above analysis it is apparent that viscoelasticity can have significant
effects on film flow. However, as pointed out in Chapter 5 evolution equations which
attempt to describe the dynamics of even Newtonian films yield qualitatively differ-
ent predictions when the wave amplitudes become greater than ten per cent of the
film thickness or surface tension is small. This suggests that the use of numerical
simulation of the full, two-dimensional viscoelastic free-surface flow will shed light on
the nonlinear dynamics of polymeric film flow.
6.2 Governing Equations and Flow Geometry
The governing equations, flow geometry and boundary conditions are identical to
those presented in Chapter 5, with the exception of the constitutive equation for the
extra stress 7. For an Oldroyd-B fluid this is given by
7 = r7 + rp, (6.11)
where we have split the extra stress 7 into a solvent (-rs)
7 = , (6.12)2
and a polymer (rp) contribution.
, + Der( = (1 - ). (6.13)
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With this definition for the extra stress the total stress o- is now given by
cr = pI + 7p - -2 . (6.14)
This slightly modified version of the extra stress is now substituted in the momentum
equations given in Chapter 5.
6.3 Numerical Method
The finite-element analysis of the viscoelastic traveling wave problem is based on
the EVSS method of Rajagopalan et al. (1991) for the treatment of viscoelastic free-
surface flow problems. The EVSS method is based on splitting the extra stress into an
elastic and a viscous contribution. The motivation for this splitting is that it recovers
an elliptic operator on velocity in the momentum equations (see Chapter 4).
The EVSS formulation is implemented by the definition of the elastic stress vari-
able E as
2 - 7 p +  . (6.15)
This results in the following form for the total stress
(1- 3)S= pl + - 2 - . (6.16)2
The resulting momentum and continuity equations are equivalent to those presented
in Chapter 5, the only change being the appearance of the term E in the total stress
in eq. (6.16). However, the reformulated constitutive equation is now given by
(1 -f)S+ DeE(1) 2 1) = 0. (6.17)
The dependent variables are now (v, E,p). Note that the substitution of the elastic
stress into the constitutive equation has introduced the term (l), the upper-convected
derivative of the rate-of-strain tensor, which contains second derivatives of the veloc-
ity. This term will require special treatment in the finite element analysis and is
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described below.
The application of the finite element method to the momentum and continuity
equations and the kinematic condition along the free surface is equivalent to that
presented in Chapter 5, with eq. (6.16) now being the appropriate definition for
the total stress. The velocity and pressure are taken to be continuous biquadratic
and bilinear approximations, respectively, while the free-surface shape is assumed to
be a one-dimensional quadratic variable. The constitutive equation, eq. (6.17), is
discretized by using a finite element method which is appropriate for hyperbolic dif-
ferential equations; we use the SUPG method of Brooks and Hughes (1982). Note
that the implementation of the EVSS method has introduced the term ) into the
constitutive equation (6.17). Since the velocity field is approximated by functions
which are only Co-continuous across interelement boundaries, the second derivatives
of velocity appearing in the term "(,) are ill-defined along these boundaries. In the
EVSS method of Rajagopalan et al. (1991) this difficulty is circumvented by interpo-
lating the discontinuous rate-of-strain tensor - onto a continuous bilinear function,
such that is now a well-defined quantity. The least squares approximation to the
rate-of-strain tensor - is written as
I G (ýh- [(vVh) + (VVh)T]) OD = 0, (6.18)
V09, where _h is the finite element approximation to the interpolated rate-of-strain
tensor and 09 are the associated basis functions, which are taken to be continuous
bilinear functions. The superscript h denotes the dependence of the approximated
variable on the finite element mesh.
The SUPG formulation of the EVSS form of the constitutive equation is written
as
Io E [h + Deu ) (1 - 0),2 D = 0, (6.19)
where the weighting functions IE are formed from the finite element basis for the
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stress OE as
O hvhh + jvh  (6.20)
and h is the characteristic element size. The renormalization of the velocity field is
introduced so that the weighting function remains 0(1) in regions where the velocity
field vanishes. Similar to the method of Rajagopalan et al. (1991) the elastic stress
Zh is approximated as a Co-continuous biquadratic variable.
The remaining requirements to specify completely the problem are that the elastic
stress Zh and the interpolated rate-of-strain tensor 4/h satisfy the same periodicity
constraints which were imposed upon the velocity, pressure and free-surface shape for
the Newtonian film flow in Chapter 5. The viscoelastic wave profiles are generated
by first computing a Newtonian traveling wave and then performing continuation in
De.
6.4 Results
Contour plots of the streamfunction (0) are shown in Figure 6-2 for traveling waves
with wavenumber M = 0.12, Re = 0.035, We = 1.0, 3 = 0.5 and a sequence of De
for the flow of an Oldroyd-B fluid on a vertical film. The values of P, Re and We
have been chosen because they correspond to conditions where the Newtonian film
is in the unstable flow regime but near criticality, so that small amplitude waves are
expected for the Newtonian flow. The value of 3 = 0.5 corresponds to a value which
describes the polyisobutylene/polybutene Boger fluid of Quinzani et al. (1990). For
these calculations a finite element mesh with 80 x 20 elements is used, corresponding
to 38,002 unknowns in the finite element formulation. The flow shown in Fig. 6-2a
corresponds to the Newtonian (De = 0) traveling wave with speed c - 1.99. The
amplitude of the wave is approximately two per cent of the base film thickness and
hence its profile is not discernible on the plot. A viscoelastic wave at the same
conditions but with De = 0.25 is shown in Figure 6-2b. For this value of elasticity the
speed of the wave has increased to c -- 2.35 while the wave amplitude has increased
to approximately forty per cent of the base film thickness. This illustrates that the
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Figure 6-2: Contours of the streamfunction for the flow of an Oldroyd-B fluid on a
vertical film with Re = 0.035, wavenumber p = 0.12, / = 0.5 and We = 1; (a) De =
0; (b) De = 0.25; (c) De = 0.45. Calculations use a finite element mesh with 80 x 20
finite elements.
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addition of a small amount of viscoelasticity can have a significant effect on the wave
profiles. An additional traveling wave at De = 0.45 is shown in Figure 6-2c and
further illustrates this effect.
In Figure 6-3 the wave height hmax and wavespeed c are plotted as a function of De
for the finite element solutions presented in Figure 6-2. As the elasticity is increased
the wave amplitude also increases. Interestingly, for this range of De studied the
wave amplitude appears to increase linearly with De. This behavior is also observed
in Figure 6-3 for the wavespeed c. For this value of the Weber number We there also
is no appearance of a bow wave preceding the main crest of the disturbance.
Plots of the remaining field variables for the solution in Figure 6-2b are shown
in Figure 6-4. From the contours of the variables 7-p_ and p,,y it is apparent that
the normal stresses in the fluid have a significant effect on the deformation of the
meniscus and are primarily responsible for its large deflection. This is also evidenced
in Figure 6-5 for a wave which is slightly longer in length than that shown in Figure
6-4, and with a wavenumber of p = 0.02.
To further illustrate the effects which elasticity can have on film flow we consider
the flow conditions Re = 1.3 x 10- 4, We = 1.0, p = 0.12 and an inclination angle of
a = 780. At these flow conditions the critical Reynolds number for instability for a
Newtonian film is Recrit = 0.26 and the Newtonian film is stable to all infinitesimal
perturbations. Thus, a flat film with a semi-parabolic velocity profile is the expected
solution for the film flow. Contours of v, for the Newtonian film at these flow condi-
tions are shown in Figure 6-6a that illustrate this base flow velocity profile. In Figure
6-6b a steady .traveling wave for an Oldroyd-B fluid at the same conditions but with
De = 0.46 P = 0.6 and / = 0.12 is shown. These parameter values correspond to
characteristic values for a polyisobutylene/polybutene Boger fluid used by McKinley
(1991) in experimental investigations of viscoelastic flow in complex geometries. The
Boger fluid consists of a high-molecular weight polymer (polyisobutylene) in a very
viscous solvent (polybutene) and is well-characterized by the Oldroyd-B model due to
its approximately constant viscosity and significant normal stress effects over a large
range of shear rates. For these parameters the thickness of the base film would be
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Figure 6-3: Wave height hmax and wave speed c versus De for traveling wave solutions
using an Oldroyd-B model fluid as computed with the finite element method using
an 80 x 20 mesh; p = 0.12, Re = 0.035, 3 = 0.5 and We = 1.0.
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Figure 6-4: Contours of streamfunction (4), pressure (p), x and y-component of
velocity (vx, vy), and yx, yy and zz-components of polymeric stress (-pyx, -pyyI 7)
for the flow of an Oldroyd-B model fluid as computed with a 80 x 20 finite element
mesh for an Oldroyd-B fluid model; Re = 0.035, De = 0.25, 3 = 0.5 p = 0.12 and
We = 1.
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Figure 6-5: Contours of streamfunction (4), pressure (p), and yx, yy and xx-
components of polymeric stress (7-y., 7pyy, r•xx) for the flow of an Oldroyd-B model
fluid as computed with a 80 x 20 finite element mesh; Re = 0.035, De = 0.25, 3 = 0.5
p = 0.02 and We = 1. Maximum (e) and minimum (o) values of the fields are denoted
and the zero contour is drawn with a thicker pen.
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Figure 6-6: Contours of the x-component of velocity (vx) for Re = 1.3 x 10- 4 , We
= 1.0, Mt = 0.12 and a = 780 as computed using the finite element method with a
80 x 20 mesh; (a) Newtonian fluid (De = 0); (b) Oldroyd-B fluid with De = 0.46 and
0 = 0.6, hmax = 1.22 and c = 2.13.
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approximately 19 mm, and would result in a surface velocity Uo of 11 mm/s. The
steady traveling wave shown in Figure 6-6b has an amplitude of hmax = 1.22 and
a speed c = 2.13. This confirms the linear stability results of Shaqfeh et al. (1988)
that viscoelasticity can give rise to an elastic instability which was not present in the
purely inertial case.
6.5 Summary
The finite element calculations presented in this Chapter have shed new insight into
how viscoelasticity can affect the inertial instability occurring in thin film flow. The
results confirm the postulate put forward by previous authors (Gupta, 1967; Shaqfeh
et al., 1988) that at low Reynolds numbers viscoelasticity destabilizes the film, caus-
ing a larger band of wavenumbers to become unstable. In fact, for a non-vertical
viscoelastic film it was shown that a purely elastic instability could occur that would
not have been present for the Newtonian film, confirming the predictions of Shaqfeh
et al. (1988).
There are several areas in which finite element simulation of the full two-dimensional
viscoelastic free-surface flow would shed insight into the nonlinear dynamics of poly-
mer film flows. Calculation of steady traveling waves at moderate Reynolds numbers
would determine how significant the nonlinear effects of viscoelasticity are on the
restabilization phenomena observed by Shaqfeh et al. (1988). Comparison of the fi-
nite element calculations to the evolution equations of Joo (1994) and Kang & Chen
(1995) for wave profiles, wave speeds and nonlinear wave interactions would deter-
mine the range of validity of the approximate equations and the range of parameters
where they are suitable for describing viscoelastic film flow. Time-dependent simula-
tion of the full viscoelastic free-surface flow problem would determine how important
nonlinear effects are in viscoelastic wave growth and whether they would be signifi-
cant enough that a viscoelastic instability could be observed experimentally. Finally,
simulations at moderate to high Reynolds numbers on a near horizontal film is an
area which has not received considerable attention for both the Newtonian and vis-
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coelastic cases and would shed insight into how elasticity influences the flow when
inertial effects are significant.
199
Chapter 7
Newtonian Die Swell
This Chapter is concerned with the planar die swell of a Newtonian fluid. A descrip-
tion of the importance of extrusion flows and contact lines in polymer processing is
presented in Section 7.1. The issues surrounding the structure of the flow field near
a fixed contact line have been recognized by many others; the discussion of previous
work in Section 7.2 gives an overview of many of these contributions. The finite el-
ement method is then presented in Section 7.3. Numerical results without fluid slip
along the die wall are presented in Sections 7.4.1 and 7.4.2. The effect of inertia
on the local and global flow fields is also discussed in Section 7.4.2. The effect of
introducing the Navier slip law is described in Sections 7.4.3 and 7.4.4.
7.1 Introduction
Models for the free-surface flows of Newtonian and viscoelastic fluids often include
the three phase contact lines between two immiscible fluids and a solid. Perhaps the
simplest problem containing such a trijunction is the extrusion of liquid cylinders or
sheets from a solid die, the so-called die swell problem (Nickel et al., 1974). In models
of extrusion flow the liquid/fluid interface is usually assumed to be attached to the
die exit, which is approximated as a mathematically sharp corner. The shape of the
interface evolves from this point until, in the absence of streamwise normal stresses,
200
the sheet or cylinder reaches a final thickness. We refer to this trijunction as a fixed or
static contact point, as opposed to liquid/fluid/solid moving contact lines where the
contact point moves along a solid surface (Dussan V., 1979). Analysis and numerical
simulation of these flows, even for Newtonian inertialess motions, are notoriously
difficult because the liquid/fluid interface and the trijunction at the die edge introduce
mathematical singularities in the components of the rate-of-deformation and stress
tensors, and lead to questions of the well-posedness of both the mathematical problem
and the numerical approximation. These issues become even more important when
attention is turned from Newtonian to viscoelastic fluid models.
The tremendous importance of flows with static contact points in modeling poly-
mer processing and coating operations makes analysis of the effect of the singularity
on the free-surface flow crucial in understanding the importance of surface tension
in these problems. Here we characterize the importance of surface tension by the
capillary number Ca, which is the ratio of viscous to surface tension forces along the
interface. The goal of this paper is to present a careful set of numerical simulations
of the die extrusion of a Newtonian, two-dimensional sheet that elucidates the struc-
ture of the flow singularity near the trijunction. The computations are possible using
a newly developed finite element analysis that combines quasi-orthogonal mapping
methods for handling of the free-surface problem with local, adaptive mesh refine-
ment that allows the creation of finite element meshes with microscopic numerical
accuracy near the contact point. These features allow very accurate calculations in
the neighborhood of the trijunction and fairly precise statements about the structure
of the flow in this region as a function of Ca.
7.2 Mathematical and Numerical Analysis of Flows
with Fixed Contact Lines
The two-dimensional, Newtonian free-surface flow problem considered here is
201
shown schematically in Fig. 7-1. Here, fluid enters upstream in the die as a fully-
developed parabolic profile and exits far downstream as a flat liquid sheet. The final
thickness of the sheet, and hence the value of its uniform axial velocity, are set by
a momentum balance throughout the die extrusion process (Huilgol, 1975). For the
discussion here and the analysis presented in the remainder of the paper, we describe
variables in a cartesian coordinate system fixed at the edge of the die, as shown in
Fig. 7-1. The free surface ODf attaches to this edge at an angle c0 and evolves
with increasing x to a flat planar sheet far from the die. The contact angle c9 is
not specified, but is determined as part of the solution to the problem. We consider
mainly Stokes flow, with inertial effects discussed in Section 7.4.2. The usual forms
of the momentum and continuity equations are summarized in Section 7.3. For the
discussion presented in this section only the boundary conditions on the die wall and
at the free surface are of importance. These are written here in dimensionless form by
scaling lengths with the half-width of the die (H), velocities with the average velocity
at the inlet &Di, (U), and pressure with (lqU/H), where 77 is the viscosity of the liquid.
The boundary conditions along the free surface are
(v.n) = 0, (7.1)
(tn : c) = 0, (7.2)
(nn : o) - 27iCa-' = 0, (7.3)
where (n, t) are unit normal and tangent vectors to the free surface. The New-
tonian form of the stress tensor is expressed in terms of the pressure p and the
non-equilibrium stress tensor r as
a = -pl + r = -pI + (Vv) + (Vv)T}. (7.4)
Equation (7.1) is the kinematic condition, eq.(7.2) forces the vanishing of the shear
stress on the interface, and eq.(7.3) is a balance of the normal component of the stress
with surface tension, which acts through the curvature of the liquid/melt interface,
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(a) dDf
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dD,
dD,1
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dDo
(b)
Figure 7-1: (a) Two-dimensional flow through a channel for a Newtonian fluid with
finite surface tension (Ca > 0). (b) An expanded view of the meniscus shape near
the die edge (x, y) = (0, 0).
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or meniscus. The ratio of the magnitudes of the normal viscous stress to surface
tension a is described by the capillary number Ca rjU/u. If the meniscus can be
represented as a single-valued function of z, i.e., y = h(x), then the curvature 2W is
expressed as
2- - [hzz/(1 + h )3/2] = (dtn), (7.5)
s being the arc-length along the meniscus (Weatherburn, 1927).
Along the solid surface of the die, the boundary conditions on the velocity are
written generally as
(n.v) = 0, (7.6)
(t.v) = -#(tn:o), (7.7)
where eq.(7.6) describes an impenetrable solid, eq.(7.7) is Navier's slip law (Navier,
1827) and / is the dimensionless slip coefficient, which in dimensional form has units
of the characteristic length divided by the viscosity of the fluid. Setting 3 = 0 reduces
eq. (7.7) to the usual no-slip boundary condition; in the limit as 3 --+ co eq. (7.7)
describes a shear-free surface on which there is perfect fluid slip. We redefine the slip
coefficient as
# = (7.8)
so that the range of the slip coefficient / (0 < /3 < oo) is mapped to the interval
0<6<1.
Much attention has been focused on the structure of the flow field near the fixed
contact line (x, y) = (0, 0) for the case of a no-slip boundary, / = 6 =. 0. The simplest
analysis is based on the local similarity solutions to Stokes's equations introduced by
Dean and Montagnon (1949), where solutions for the streamfunction of the form
*(r, 6) = r g\ (9) (7.9)
are sought in a polar coordinate system (r, 0) centered at the die edge and shown in
Fig. 7-lb. Stokes' equation gives the functional form of gx(O) in terms of four scalar
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coefficients that are found by imposing the boundary conditions on the die wall and
the meniscus. This form can be made to satisfy the conditions, eqs. (7.1), (7.2),
(7.6) and (7.7) without slip (3 = 0) and when the meniscus is locally straight, but
attached to the edge of the die at an arbitrary contact angle cd. Hence, for a no-slip
solid surface the similarity solution satisfies all the local conditions for the flow and
meniscus, except the normal stress balance (7.3).
The eigenvalue problem which results from requiring that (7.9) satisfies the bound-
ary conditions yields a sequence of Ai whose values are found from the solvability
condition for this four-dimensional equation set; we assume that these are ordered so
that R(A1) < R(A2) < etc. Because we are. only interested in the dominant term in
this expansion we set A = A1. Moffatt (1964) showed that for a flat meniscus with
contact angles satisfying td9 > -1020, A is real and that for 9~ <5 -90' , R(A) > 3.
An important special case occurs for Vt = 00, which is consistent with a globally
flat meniscus. This problem is referred to as the stick-slip problem and is formally
equivalent to the free-surface problem in the limit Ca -+ 0, where the normal stress
balance, eq. (7.3), reduces to the equation for a surface of zero curvature. The most
important element of this result is the strength of the singularity at the die edge,
which is measured by A; for the flat meniscus (dc, = 00), this corresponds to A = 1.5
and gives the most singular contribution to the pressure and stress as r- 1/2 (Moffatt,
1964; Sackinger and Brown, 1989).
Explicit knowledge of the form of the velocity field in the neighborhood of the
singularity is crucial for the application by Richardson (1970) of the Wiener-Hopf ex-
pansion method for the solution of the stick-slip problem. Trogden and Joseph (1980)
extended the Wiener-Hopf method to the calculation of an axisymmetric version of
the stick-slip problem and demonstrated that mathematically equivalent solutions are
obtained by using non-self-adjoint eigenfunction expansion methods.
Proper analysis of the local form of the solution for finite values of the capillary
number is considerably more difficult because the shape of the free surface must be
included in the calculation through the normal stress balance, eq. (7.3). Michael
(1958) predicted that for vanishingly small surface tension, Ca -4 co, the menis-
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cus must join the die with i0 = 00 to satisfy the normal stress balance. Trogden
and Joseph (1981) published the first analytical attempt at including surface tension.
They used a regular perturbation analysis about the limit Ca = 0 by using domain
perturbation methods to develop an expansion about the flat meniscus for Ca << 1
based on the Wiener-Hopf solution for the stick-slip problem. Their analysis gives the
interface shape for O(Ca) as a regular perturbation correction to the flat surface and
predicts two possible angles for the meniscus at the die edge, 19, = 00 and another
arbitrary value. Trogden and Joseph argue that the value de = 0' is most physically
reasonable, because it does not lead to discontinuities in streamlines near the die.
However, the validity of the regular perturbation analysis is somewhat in doubt, be-
cause the local form of the velocity gradients and pressure near the edge are singular,
so that the solutions may not be regular as r -+ 0.
Schultz and Gervasio (1988, 1990) have suggested an alternate form for the free-
surface shape near the die edge as
h(x) = a + bx + cx", (7.10)
which predicts a finite contact angle, but an infinite curvature for the interface for
1 < n < 2, and which also satisfies the condition for the integrability of the normal
stress. Accordingly, the effect of surface tension enters into the normal stress balance
at the die edge through an infinite curvature, which balances singularities in the
normal viscous stress and pressure. This picture is consistent with the recent analysis
of Anderson and Davis (1993) for the flow of two immiscible fluids in a wedge, which
also suggests that surface tension may enter into the dominant balance of normal
stresses along the meniscus through an infinite curvature. This result indicates that
singular perturbation methods, with appropriate matching conditions to the flow
field away from the singularity, are necessary for analysis, as suggested previously by
Richardson (1970).
In an attempt to determine the coefficients in this expression, Schultz and Gervasio
(1990) used an eigenfunction expansion method similar to the one used in Trogden and
206
Joseph (1981) to compute the flow and surface shape for extrusion of an axisymmetric
fiber that is only slightly perturbed from the perfectly cylindrical shape. Evaluating
the eigenfunction expansions near the singularity proved difficult because of poor
convergence, but the results strongly suggest that the coefficient b in eq. (7.10) is
nonzero, so that the free surface attaches to the edge at a finite angle; unfortunately
values of c and n in eq. (7.10) could not be determined.
One of the primary goals of the calculations described here is to confirm the
hypothesis, eq. (7.10), of Schultz and Gervasio (1990) for the form of the meniscus
near the die edge. We do this through a series of finite element calculations using
extremely refined meshes near the die edge, from which we are able to determine
the values of the coefficients (b, c, n) in eq. (7.10) and their dependence on Ca. The
calculations also predict values of A in the asymptotic form that are consistent with
the results of the analysis of Moffatt (1964), for a value of the contact angle that
depends on Ca. The values of A are in the range, -0.55 < A < -0.50, and correspond
to singular, but integrable, stresses and pressures at the die edge. Perhaps the most
interesting aspect of the results presented in Section 7.4.2 is that the region near the
die edge where the asymptotic form eq. (7.10) is valid depends strongly on Ca and
that its size vanishes for Ca -+ 0, i.e. as the stick-slip limit is approached. This
result suggests that calculations with Ca << 1 are extremely difficult because of
the singular nature of the problem. This singular structure is not captured by the
regular domain perturbation calculations of Trogden and Joseph (1981) or Schultz
and Gervasio (1990).
It does not appear that the value of b in eq. (7.10), which sets the contact angle
for the meniscus with the die, is determined solely by local analysis. Sturges (1979)
first suggested that this contact angle was determined by matching to the bulk flow.
Ramalingam (1994) came to the same conclusion in an attempt to construct a matched
asymptotic solution for the die swell problem.
One of the important issues surrounding the introduction of stress singularities
into the description of flows with fixed contact lines is the effect of the presence
of these singularities on the performance of numerical methods for the solution of
207
these flows. We focus on conventional mixed finite element methods, as developed
for Newtonian flow with and without inertia (Carey and Oden, 1986). Although
there is no completely rigorous theory of convergence for finite element analysis of
viscous free-surface flows with fixed contact lines, Blum (1988, 1990) has studied
the effect of stress singularities introduced by sharp solid corners on the accuracy of
finite element analysis for Stokes flow and the solution of scalar convected diffusion
equations (Blum, 1990). Blum finds that for Stokes flow, the effect of the singularities
is confined to reducing the accuracy of the solution field in the neighborhood of the
flow singularity, but it does not propagate away from that region. Blum suggests
that the error close to the singularity only can be controlled by mesh refinement to
capture the singularity; this is the approach used here. On the contrary, for the
convection-diffusion equation, the pollution of the solution caused by the singularity
is convected downstream from the sharp edge and actually may be larger away from
the corner (Blum, 1990), causing large-scale oscillations in the solution which are seen
far downstream. In the extrusion problem, these oscillations are expected close to
the meniscus and may be devastating for convergence, especially for calculations of
viscoelastic fluids, where the stress field is governed by a tensorial hyperbolic transport
equation, the limit of a convected-diffusion equation for infinite Peclet number (King
et al., 1988; Apelian et al., 1988).
One approach to the solution of problems with contact lines has been to attempt
to alleviate the singularity by introducing slip along the solid surface through the
Navier slip condition, eq. (7.7). This approach was revived by Silliman and Scriven
(1980) in finite element calculations of die extrusion, who first demonstrated that
small amounts of slip, i.e. 6 << 1, reduced the magnitude of the shear stress along
the solid surface and seemed to alleviate the singularity at the die edge. Since this
effort, fluid slip has been studied by several researchers as a method for alleviating
the nonintegrable stress singularity that appears at a moving contact line (Hocking,
1976; Hocking, 1977; Dussan V., 1976; Dussan V. and Davis, 1974).
Silliman and Scriven's (1980) calculations were pioneering, but were performed
before more advanced finite element methods and faster computers allowed careful
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mesh refinement of the die edge and close examination of the effect of slip on the
structure of the flow and stress field there. We present in Section 7.4.3 calculations
that support the proposition that the singularity in the shear stress is alleviated at the
die edge, although the pressure and viscous normal stress remain singular. However,
the length scales for the flow structure near the die edge are still extremely small,
even as 6 is increased towards unity. As a result, very accurate calculations with
Navier's slip law are extremely difficult.
Analysis of the structure of the flow near the contact point with slip is possible,
based on the work of Kondrat'ev (1967), who has proposed general solutions to the
biharmonic equation in a wedge, and Kriner (1987, 1988), who has recently proved
the existence of solutions for two-dimensional, free surface flows with moving contact
lines and slip by using functional analytic methods. In the Appendix we extend
Kondrat'ev's (1967) and Kr6ner's (1987, 1988) analyses and determine the asymptotic
behavior of the solution near the die edge for the Stokes flow of a large surface tension
(Ca = 0) fluid with finite values of the slip coefficient 6 along the die wall. Predictions
for the asymptotic form of the solution near the die edge are shown to be in excellent
agreement with the calculations presented in Section 7.4.3; these confirm that the
shear stress singularity is alleviated at the die edge.
There are several additional interesting points from Krdner's (1987, 1988) analysis
that pertain directly to the calculations described here. First, his analysis is based on
the assumption of a solution to the velocity field that is in the space of functions with
square integrable second derivatives. This implies that the introduction of slip serves
to regularize the flow field. Moreover, the meniscus is shown to meet the die edge at a
finite contact angle and a finite curvature. Interestingly, Krbner's proof for existence
and his derivation of the local form of the flow both require that neither Ca - 1 or
the slip coefficient 6 vanish. The second condition is obvious from his assumption
of the integrability of the solution. The first condition suggests that, in some sense,
the problem with vanishing surface tension may be ill-posed. Other mathematical
analyses (Solonnikkov, 1983) of the existence of solutions for free-surface flows also
suggest this constraint.
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7.3 Problem Definition and Finite Element Anal-
ysis
The computational domain D for the planar die extrusion problem is shown schemat-
ically in Fig. 7-1 and is formed by extending the die a distance L upstream and the
free-surface a distance L downstream of the die edge (x = 0). In all of the calculations
presented here L/H = 16. The governing equations for the flow of an incompressible
Newtonian fluid are
Rev.Vv - V.o = 0, (7.11)
V.v = 0, (7.12)
where the Reynolds number is defined as Re =_ pUH/q7 , p is the liquid density, and
a is given by eq. (7.4). The boundary conditions on the free-surface, dDf, are given
by eqs. (7.1)-(7.3) and the boundary conditions on the die surface, DD,, are given by
eqs. (7.6) and (7.7). At the inflow boundary, &Di, both components of velocity are
specified, i.e.
vX = V(y), vy = 0 on 8Di (7.13)
and on the outflow boundary, 0Do, natural boundary conditions are set to force the
flow to be fully-developed:
(nn:a) = 0, vy = 0. (7.14)
The reflective symmetry about the center plane is specified by the conditions
(tn:u) = 0, v = 0. (7.15)
The problem is completed by setting boundary conditions on the meniscus shape,
written in terms of y = h(x), as
dh
h(O) = 0, dh(L/H) = 0, (7.16)
and by setting a reference pressure within the fluid as p(L/H, y) = 0.
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The steady-state free-surface flow problem defined by eqs. (7.1)-(7.3), (7.6)-(7.7)
and (7.11)-(7.16) is solved by a finite element analysis which combines features from
several previous algorithms: quasi-orthogonal mapping methods for representing the
free-boundary, mixed finite-element methods for discretizing the equations, boundary
conditions and mapping equations, and local irregular mesh refinement for computing
highly accurate solutions near the trijunction. Each of these features is described in
turn.
7.3.1 Quasi-Orthogonal Mapping Method
The deformation of the meniscus and its coupling to the finite element discretiza-
tion of the domain D is accounted for by mapping the free-boundary problem to a
fixed domain D with coordinates (ý, 77) that describes the same domain, but with a
flat meniscus, and which corresponds to the domain of the stick-slip problem. The
mapping from the (x, y) domain to the (ý, r7) domain is based on the solution of two
elliptic partial differential equations which are formulated to control the smoothness
and orthogonality of the transformed coordinates (ý, 77); such mapping equations have
been used by Christodoulou and Scriven (1992) and Tsiveriotis and Brown (1992) for
the solution of other free-surface problems. We use the formulation of the mapping
equations developed by Christodoulou and Scriven (1992) , which is written in terms
of equations for x = x(ý, 27) and y = y(ý, 7r) as
F+ _e V - In [(z + y )f()] = 0, (7.17)
V.[ + ) + el V2 - ln [( + y)g(17)] =0, (7.18)
\X2 + yC / Jo277 77 77
where J is the Jacobian of the transformation. The parameter 6 controls the smooth-
ness of the mapping relative to the degree of orthogonality demanded of the trans-
formed coordinates, while el and E2 control the concentration of coordinate lines in
the (- and 27-directions, respectively. The functions f(ý) and g(r7) also affect the
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concentration of the coordinate lines in the ý- and r7-directions; both functions have
been set to unity in the calculations presented here. The partial differential equations
(7.17) and (7.18) are solved simultaneously with the free-boundary problem written
in the (ý, q) coordinate system. The boundary conditions for eqs.(7.17) and (7.18)
force the boundaries to conform to the boundaries in the original domain; hence, the
mapping method is termed boundary conforming.
7.3.2 Mixed Finite Element Method
The finite element formulation applied here is based on the formulation of Rajagopalan
et al. (1992) for viscous and viscoelastic free surface flow problems and is simi-
lar to other formulations for viscous free-surface flow problems (Christodoulou and
Scriven, 1989, 1992). The method is based on mixed order, Lagrangian polyno-
mial interpolations for the velocity and pressure fields that satisfy the compatibility
condition for Stokes flow in confined domains discretized by quadrilateral isoparam-
eteric finite-elements; the domain D is discretized this way, as shown in Fig. 7-
2. The finite element approximations for the velocity and pressure fields and the
meniscus shape are denoted in the transformed coordinates (, 7r) as (v h, h, hh) =
(vh(ý, rl),ph( , 77), hh(ý, 77)), where the superscript h denotes the dependence of the
approximated variable on the mesh, signified by the characteristic mesh size h. Sim-
ilarly, finite element approximations to auxiliary variables are (Vvh, h 0 h, nh, th) =
(Vvh(ý, 77), 0 ^h(J, r), nh(J, r7), th(, 77)), which are computed explicitly from the finite
element approximations.
The finite element formulation of the momentum and continuity equations is a
modification of the standard finite element method for confined flows without free-
boundaries that takes into account the modifications caused by the boundary con-
ditions, eqs. (7.1)-(7.3). The finite element approximation to the velocity field is
constructed in the space of functions with square integrable first derivatives (written
precisely as the appropriate Sobolev space (Carey and Oden, 1986) such that the
no penetration condition on all boundaries, except the meniscus, is automatically
satisfied; we refer to this approximation space as VhZ((b). The pressure field is as-
212
(a)
LL~i±:=
3LH1i1~ 4iii
N
FI
16
(b)
0.02
0.02
1 I I I I
1.13
16
0.024
0.02
Figure 7-2: (a) Finite element mesh M5 used for the stick-slip problem. This mesh
has 171,258 unknowns and 16 levels of radial refinement in the region of the die lip
(x, y) = (0, 0), resulting in a smallest element of dimension hmin = 3.8 x 10- 7. (b) An
expanded view of the region adjacent to the die lip.
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sumed to be square integrable, and the approximation space is written as ph(b).
The approximation of the free-surface shape is taken to be in the space of functions
with square integrable first derivatives expressed along this boundary and is denoted
as Sh(Dbf). The weak forms of the momentum and continuity equations and their
associated boundary conditions are written for vh E Vh(b),ph E ph(D) as
u h,Revh.Vv") + (orh,Vuh) b- =, n h)auau^= 0 (7.19)
(qh , V.vh)b = 0, (7.20)
(gh, nh.v h)abS = 0, (7.21)
Vuh E Vh(D), qh E ph() and gh E Sh(Dbf). Equations (7.19) and (7.20) are the
weak forms of the momentum and continuity equations, (7.11) and (7.12), respec-
tively. Equation (7.21) is the variational form of the kinematic condition along the
meniscus, /bD, in the transformed coordinate system. The notation in eqs. (7.19)-
(7.21) uses (-, .)b to denote the vector inner product defined on the domain b and
(', )aobuoabsuoab to denote the inner product written as a line integral over the section
of the boundary denoted by the subscript.
The finite element formulation given by eqs. (7.19) - (7.21) is similar to the for-
mulation introduced by Verfiirth (1987, 1991) to incorporate properly slip boundary
conditions into confined flows with rigid boundaries described exactly as coordinate
surfaces. If the shape of the die were not a coordinate surface in the (x, y) coordi-
nate system, the variational formulation would need to be augmented to take into
account the no penetration condition on (aD,), for example by using either of the
two formulations described by Verfiirth (1987, 1991).
The shear and normal stress conditions, eqs.(7.2) and (7.3), along the free-surface
&Db, Navier's slip condition (7.7) along the solid boundary DS,, and the symmetry
condition (7.15) along the symmetry plane &Db are incorporated by rewriting the
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normal stress in components as
nh'h = (nhn h: h)nh + (thnh:oh)th, (7.22)
which becomes
nh.o h = (nhn h:0h)nh on 8Dc, (7.23)
nh.a.h = (nhnh: ch)nh = (2?7hCa-1)nh = Ca- ) on &Df, (7.24)
•n h = (nhn h:Oh) -h 1 6 th.h) th on b,, (7.25)
where 2 -h is the finite element approximation to the mean curvature. Substituting
eqs. (7.23) - (7.25) into eq. (7.19) gives the weak form of the momentum equations.
The line integral on the meniscus ODf is simplified further by using integration by
parts to give
( bh /duh  •U h, nh.h) . dsU, Ca-L th + Ca-1 [Uh .th]x=L/H (7.26)Kab
The resulting formulation is identical to the one used by Kistler and Scriven (1983)
and Rajagopalan et al. (1992); it also was used by Salamon et al. (1994).
The eqs. (7.19)-(7.21) must be solved simultaneously with the weak forms of the
mapping equations (7.17) and (7.18) and boundary conditions. These are written by
assuming that the approximations to the original coordinates (xh(ý, i), yh(, q7)) are
in the function space of square integrable first derivatives, where the approximation
space is written as Xh (D), and satisfy the boundary conditions
+ (y) 2] / [(Xh)2 + (yh) 2] +l nh.V,, ds h
-KE In [(x )2 + (yh)2] , ah) B = 0, (7.27)
(mh)2 2 [(2 2 hV bh
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-E2 (In [(x) 2 + (yh)2 , bh)a = 0, (7.28)
for all ah, bh E X h()), which weakly enforces orthogonality of the coordinates along
the boundary 9D. With these assumptions the weak forms of the mapping equations
are
(x)2+ (y)2] [(h)2 + (yh)2] + e, JVah) -( In +2 •2 (y)2] = 0,
(7.29)
[()2 + (y)2] / [()2 + (y)2 + , JVbh) - (2 n (xh)2 + (yh)2] bh) = 0,
(7.30)
Discrete forms of eqs. (7.19) - (7.21) and (7.29)-(7.30) are created by express-
ing velocity components in expansions of Lagrangian biquadratic polynomials Qh (D)
constructed so that Q (D) C Vsh, (b). The finite element approximation to the pres-
sure field is written as an expansion of bilinear Lagrangian polynomials denoted by
Q (D) C Ph (D). The mapping variables (xh(X , ~), yh(, 0)) are discretized by us-
ing biquadratic polynomials, i.e. Q )(D) C X h (b), so that the boundary shape is
approximated isoparametrically. The free surface shape and the normal and tangen-
tial vectors (hh, nh, th) are recovered explicitly from the coordinate transformations
evaluated along the meniscus.
These discretizations yield a large set of nonlinear algebraic equations which we
solve by Newton's method. The components of the Jacobian matrix needed at each
Newton iteration are computed in closed form and the resulting linear equation set is
solved by direct LU factorization by using frontal matrix methods (Hood, 1976). The
convergence of the Newton iteration is sensitive to the initial guess for nonzero values
of Ca. Calculations for Ca > 0 are performed by using continuation in Ca started
from the stick-slip solution, which is the limit of the die swell problem for Ca = 0.
7.3.3 Local Mesh Refinement
To obtain highly accurate finite element approximations in regions of rapid changes
of the solution fields, such as exist in the neighborhood of the die edge, requires
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A &
Figure 7-3: Schematic diagram of irregular mesh that shows one level of mesh refine-
ment. Elements are denoted by numbers in circles, and nodes by letters. Nodes E
and G are quasinodes.
the use of discretizations with very small finite elements in these regions. Although
the finite element method allows for elements of unequal size, meshes with wide
variations in element size are difficult to construct when the meshes are regular,
i.e. the number of rows and columns of elements are kept the same throughout the
domain. Tsiveriotis and Brown (1993) developed finite element approximations with
quadrilateral elements in which finer discretizations can be embedded within elements
by using element splitting techniques. This concept is shown schematically in Fig.
7-3 for a bilinear finite element approximation, which is defined at the four vertex
nodes of each element. The local mesh refinement introduces quasi-nodes that are
associated with finite element approximations in the smaller embedded elements, but
not in the adjacent, larger element; for example the G-node in Fig. 7-3 is a vertex
node in elements 5 and 6, but not in element 2. In the finite element approximation
of Tsiveriotis and Brown (1993) the values of variables at quasinodes are determined
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Mesh Number of unknowns Levels of refinement MIesh size hmin
M1 14, 903 (16, 625) 0 1.0 x 10-2
M2 50, 389 (56, 163) 4 1.6 x 10- 3
M3 72, 649 (80, 999) 8 9.7 x 10- 5
TM4 105, 334 (117, 444) 12 6.1 x 10-6
M5 153, 628 (171, 258) 16 3.8 x 10-'
Table 7.1: Properties of finite element meshes used in this paper. Numbers in paren-
theses represent the total number of unknowns in the presence of a free surface.
by interpolation between the solution values at the adjacent nodes on the boundary
in the larger element; for example, the value at node G is determined by interpolation
between the values at nodes F and H.
The finite element algorithm used in these calculations allows element splitting
from one to two elements, as shown in Fig. 7-3. This mesh refinement strategy is
used to refine successively the mesh in a region about the die edge. These elements
can be sequentially split to halve the element size. In the calculations presented
below meshes are used with up to 16 refinement levels. An expanded view of the
die edge for the most refined mesh is shown in Fig. 7-2. This finest mesh (M5) has
171,258 degrees-of-freedom in the analysis of the free-surface flow and has a smallest
element near the die edge of size hmin = 3.8 x 10- 7 . The characteristics of the five
finite element meshes that employ embedded irregular mesh refinement near the die
edge are summarized in Table 7.1. Calculations with the finest mesh resolve the
solution structure on length scales three to four orders of magnitude more refined
than previous work (Apelian et al., 1988). An important feature of these meshes is
that the unrefined mesh M1, which includes no embedded elements, is equivalent to
the finest mesh used in other calculations; hence solution variables in the far field
away from the die edge will be as accurate as reported by others. Moreover, the local
mesh refinement near the corner does not significantly change the computations in
the far field; this point is emphasized below.
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7.4 Results
The calculations are summarized in this Section according to the values of the capil-
lary number (Ca) and reduced slip coefficient (6) used in the analysis. The calculations
in Sections 7.4.1, 7.4.3 and 7.4.4 are all inertialess; the effect of Reynolds number (Re)
on the predictions is considered in Section 7.4.2. The influence of mesh refinement
on the calculations is addressed throughout this section.
7.4.1 The Stick-Slip Problem: Ca = 0, 6 = 0, and Re = 0
Because the free-surface shape is known for the limit Ca = 0, the stick-slip problem
is a very useful test for the accuracy of the finite element simulations. Contours
of the field variables (vx(x, y), vy(x, y), p(x, y), 4(x, y)), where 4(x, y) is the stream
function, are shown in Fig. 7-4, as computed with the mesh M5. As is well known
the rearrangement of the velocity field occurs within a region of order the channel half
width (Nickel et al., 1974; Richardson, 1970). The singularity in the pressure field is
evident in Fig. 7-4 where the pressure is observed to have a large spike located at
the die edge. Plots of the pressure field along the solid boundary and the free-surface
(y = 0), and the axial velocity component along the centerplane (y = -1) are shown
in Figs. 7-5a and 7-5b for several meshes. Refining the mesh has almost no effect on
vX(x, -1) and only changes p(x, 0) in the immediate neighborhood of the die edge;
this variation is not easily resolved on this length scale.
The convergence of the finite element calculations with mesh refinement is best
seen by comparing.values of the velocity and the total pressure drop computed for the
five meshes; these values are listed in Table 7.2. As the mesh refinement at the corner
is increased, both the pressure drop and the velocity approach limiting values to at
least 5 significant figures, indicating the convergence of the solution. In Fig. 7-5c
the pressure field along the channel centerline p(x, -1) is plotted, where the reference
pressure p = 0 is set at x = +L. The pressure field is in excellent agreement with the
analytical results of Richardson (1970) and with the numerical calculations of Nickel
et al. (1974).
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Figure 7-4: Contours of the x-component of velocity (vx), y-component of velocity
(vy), pressure (p), and stream function (0) as computed with mesh M5 for Re =
0 and Ca = 0. Note that the dimensions of the figures are not drawn to scale to
facilitate viewing of the solution. Maximum (x) and minimum (o) values of the fields
are denoted.
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Figure 7-5: (a) Pressure p(x, 0) plotted along the die wall (y = 0); (b) axial velocity
component v(x(, -1) plotted along the channel centerline (y = -1); and (c) pressure
p(x, -1) plotted along the channel centerline (y = -1) for Re = 0 and Ca = 0 for
several meshes; M1 (e-----o---), M3 (.----+-*-- ), and M5 ( ).
221
I.. '1[
iI I I I I I I • .
Table 7.2: Total pressure drop AP and axial velocities at (x, y) = (0, -0.025), (x, y) =
(0, -1) and (x, y) = (1, 0) computed by finite element analysis as a function of mesh;
Re = 0.0 and Ca = 0.0.
Table 7.3: Comparison of coefficients for vs(x, 0) = 2a 1/2 1/2 - 20 3/ 2 3/2 + 2a 5/2 X 5/ 2
in the interval 0 < x < 1 for finite element results obtained with mesh M5 with the
results of other analyses; Ca = 0 and Re = 0.
To demonstrate the accuracy of the finite element results near the die edge, the
x-component of velocity along the free surface (y = 0) and in the interval 0 < x < 1
is fit to the equation
vX(x, 0) = 2al/2x1/ 2 - 2C3/ 2x3/2 + 25/2X5/ 2 , (7.31)
which- is the anticipated form of the axial velocity from the local asymptotic analysis.
The computed values for the coefficients al/2, a3/2 and a5/2 are shown in Table
7.3, along with those obtained by Richardson (1970) using the Wiener-Hopf method,
Georgiou et al. (1989) using singular finite elements, Ingham & Kelmanson (1984)
using a singular boundary integral method, and Tanner and Huang (1993) using the
J-integral method. The finite element results are in excellent agreement.
The benefit of the local mesh refinement near the die edge is emphasized by exam-
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Mesh AP v'(0, -0.025) v-(0, -1) v.(1, 0)
M1 48.84486 0.218378 1.33984 0.945339
M2 48.85886 0.235190 1.34141 0.944575
M3 48.85951 0.234876 1.34149 0.944544
M4 48.85955 0.234856 1.34149 0.944542
M5 48.85956 0.234855 1.34150 0.944542
Source 1a/2 03/2 a5/2
Present work 0.69160 0.27183 0.05232
Georgiou et al. (1989) 0.69173 0.27168 0.05013
Ingham & Kelmanson(1984) 0.69108 0.26435 0.04962
Richardson(1970) 0.69099 --- - - -
Tanner & Huang(1993) 0.69099 - - - -
ining the asymptotic behavior of the pressure in that region by plotting In (-p(x, 0))
as a function of ln(x), as shown in Fig. 7-6. The inner region, in which the pres-
sure is proportional to x(A- 2) is clearly visible for x < 1 x 10-1. A linear regression of
In (-p(x, 0)) in the region I x 10- 6 < x < 1 10- 2 gives (-2) -0.50+0.02, in very
good agreement with the asymptotic theory of Moffatt for the stick-slip limit (Moffatt,
1964). The structures of the velocity, pressure and velocity gradients ((Vv)xx, (Vv)V,)
near the die edge are portrayed in Figs. 7-7a - 7-7d by plots near the singularity for
y = 0; the underlying calculations were performed with mesh M5. The dependent
variables in Figs. 7-7b - 7-7d show singular behavior at x = 0, as a result of the
abrupt change in the boundary conditions from the no-slip solid to the shear-free
liquid surface. The self-similarity of the solution structure that is expected from eq.
(7.9) is evident from the plots of these variables on different length scales. Moreover,
the pressure field shows the adverse effect of the singularity by producing an overshoot
just upstream of x = 0 that is typical of Gibbs phenomena in the approximation of
very steep functions with Lagrangian polynomials (Strang, 1986).
7.4.2 Planar Die Swell: Ca > 0, J = 0, and Re > 0
Introducing finite surface tension by setting Ca > 0 causes the free-surface to deform
from the flat meniscus; this is illustrated for the solution at Ca = 1 with contours of the
variables (v.(x, y), vy(x, y), p(x, y), 4(x, y)) shown in Fig. 7-8. Again the deformation
of the surface and the evolution of the field variables from the channel flow to the plug
motion of the free sheet is confined to a region on the order of the channel half-width.
The singularity of the pressure field at the die edge is clear from the large magnitude of
the pressure field concentrated at the die edge. The convergence of the finite element
calculations of the free-surface flow with mesh refinement is demonstrated in Table
7.4 for meshes M1 to M5. The variables away from the singularity have converged to
five significant digits.
The slope of the free surface, dh(x)/dx, is plotted as a function of the downstream
coordinate x in Fig. 7-9. It is evident from these results that, to within the length
scales of 0(10- 6) resolved by the finite element mesh M5, the meniscus is separating
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Figure 7-6: Dependence of In(-p) on
with mesh M5; Re = 0 and Ca = 0.
In(x) along the line y = 0 for x > 0 as computed
Table 7.4: Total pressure drop AP, velocity vz(0, -0.025) and final swell amplitude
hfinal computed by finite element analysis as a function of mesh; Re = 0.0 and Ca =
1.0.
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Mesh AP vz(0, -0.025) hfinal
Ml 48.88079 0.222026 0.13050
M2 48.86884 0.255131 0.12909
M3 48.86845 0.255299 0.12906
M4 48.86842 0.255312 0.12906
M5 48.86842 0.255313 0.12906
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Figure 7-8: Contours of v_, vy, p, and V) as computed with mesh M5 for Re = 0.0 and
Ca = 1.0. Note that the plot dimensions are not drawn to scale to facilitate viewing
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Figure 7-9: (a) Free-surface slope dh/dx plotted as a function of x for the finite
element solution shown in Figure 7-8; Re = 0 and Ca = 1.0. (b) An expanded view
adjacent to the die lip. The line (---------) corresponds.to a curve fit of the
free-surface shape h(x) to the form a + bx + cx", where a = 0, b = 0.176, c = 0.0263
and n = 1.43.
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from the die edge at a finite contact angle that is given by tan c, = dh(0)/dx. Also,
there is a region contained in x < 0.01 where the meniscus has a large positive
curvature, as denoted by the large value of d2 h(x)/dx2 in the neighborhood of the die
edge. These observations support the hypothesis of Schultz and Gervasio (1990) that
the capillary term in the normal force balance, eq. (7.3), enters through an infinite
curvature into a dominant balance with the singular fluid normal stresses. Fitting eq.
(7.10) to the local form of the free-surface shape in Fig. 7-9 gives the values a = 0.0,
b = 0.176, c = 0.0263 and n = 1.43 for Ca = 1. The value predicted for the order of
the singularity (n - 2) = -0.57 in the meniscus curvature is in good agreement with
the singularity in the pressure field (A - 2) = -0.55. The values of c and n are the
first reported in the literature and illustrate the ability of the finite element analysis
with local mesh refinement to examine the local solution structure.
We choose to represent the size of the region of large positive curvature by the
location of the inflection point Xinfl of the free surface, which is the location where the
slope dh(xinf)/dx is a maximum, as shown on Fig. 7-9. The location of this point is
plotted as a function of capillary number in Fig. 7-10, as computed from calculations
with mesh M5. The size of this asymptotic region increases with increasing Ca,
indicating that the constant c in eq. (7.10) satisfies c(Ca) > 0 and that dc/dCa > 0.
Calculations were carried out with values of Ca up to 100. At higher values of
Ca, the meniscus has mesh-sized oscillations. We believe that these oscillations are
caused by the less refined part of the mesh away from the die edge being unable to
resolve the capillary contribution for these high values of Ca. A more appropriate
mesh refinement strategy would include small elements all along the free-surface,
as implemented by Tsiveriotis and Brown (1993) for a problem with high effective
Capillary number.
The strength of the singularity at the die edge is estimated computationally from
plots of In (-p(x, h(x))) as a function of In (x) in the neighborhood of the singularity,
similar to Fig. 7-6, and fitting the behavior in the inner region as x(A- 2). The
values of A = A(Ca) determined in this way are plotted in Fig. 7-11 for 0 <Ca
< 100 as a function of the contact angle )c(Ca) determined for each calculation. The
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Figure 7-10: Size of region of positive curvature h_,, defined as the location infl where
dh(xinfl)/dx = 0, as a function of Ca. All calculations are for Re = 0.0 and use mesh
M5.
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Figure 7-11: Values of the pressure singularity (A - 2) versus separation angle t9c
determined from the finite element simulations (symbols) and predicted by asymptotic
analysis (solid line) for a wedge consisting of a planar free surface and a solid boundary
as a function of the wedge angle for Re = 0.0. Note the trend towards decreasing
wedge angle and singularity power for Ca > 1, which is consistent with Michael's
[109] analysis for the case Ca -+ oo.
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results are in reasonable agreement with the predictions of the simple asymptotic
theory of Moffatt (1964). As the free-surface deforms, the stress field becomes more
singular up to Ca = 0(1); above this capillary number the contact angle begins to
gradually decrease. For large values of Ca, the strength of the singularity also begins
to decrease. These results agree qualitatively with the prediction of Michael (1958)
that a straight interface without surface tension (Ca -4 oc) must separate at a contact
angle t19(c0) = 00 in order for the normal stress condition to be satisfied; however,
very high values of Ca might be needed to approach this limit. We have not focused
on these calculations.
The effect of inertia on the finite element calculations is investigated for the case
of the no-slip boundary condition (P = 6 = 0), Ca = 1 and a range of Re. In Fig. 7-12
the free-surface slope is plotted as a function of x for Ca = 1, 6 = 0 and Re = 0, 1,
2, 5, 10 at the die edge. The addition of inertia drastically changes the local solution
behavior in the region of the die edge, causing the free-surface slope to decrease. This
confirms the hypothesis of Ramalingam (1994) that coupling of the global solution
to the local solution determines the local asymptotics for the flow problem, with the
coupling occurring through the deformation of the free surface.
7.4.3 Effect of Slip on Stick-Slip Flow: Ca = 0, 6 > 0, and
Re = 0
The effect of including slip along the die surface, described by the Navier boundary
condition (7.7), is studied by calculations for the stick-slip problem (Ca = 0 and Re
= 0), but with a non-zero value for the slip coefficient. The convergence of these
calculations with mesh refinement is shown in Table 7.5 where results for the total
pressure drop AP, and axial velocity at two locations are tabulated for the five finite
element meshes. A typical calculation for 6 = 1 x 10-2 is shown in Fig. 7-13. For this
low value of 6 the macroscopic flow away from the die edge is indistinguishable from
the calculations without slip; compare contours of (v., vy, V/) with those in Fig. 7-4
for 6 = 0. The local effect of slip on the flow near the die edge is shown in Fig. 7-14
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Figure 7-12: Free-surface slope dh/dx plotted as a
0 = 0 and 0 < Re < 10; calculations use mesh M5.
Table
(x,y)
Re =
0.010
function of x for Ca = 1.0, 6 =
7.5: Total pressure drop AP and axial velocities at (x, y) = (0, -0.025) and
= (0, 0) computed with slip by finite element analysis as a function of mesh;
0.0, Ca = 0.0 and 6 = 1.0 x 10-2.
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(Re = 0)
(Re = 1)
--------------------------.-------------------
(Re = 2)
(Re = 5)
(Re 10)
(Re = 10)
Mesh AP vx(0,-0.025) vx(0,0)
M1 47.35402 0.284647 0.150762
M2 47.34956 0.296615 0.171466
M3 47.34956 0.296617 0.171498
M4 47.34956 0.296617 0.171499
M5 47.34956 0.296617 0.171499
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Figure 7-13: Contours of v,, vy, p, and V as computed with mesh M5 for Re = 0.0
and Ca = 0.0 and for the Navier slip law with 6 = 1.0 x 10- 2. Maximum (x) and
minimum (o) values of the fields are denoted.
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by plots of the axial velocity, pressure and velocity gradients ((Vv)xx, (Vv)y,) along
the surface y = 0 and near the die edge. The axial velocity appears continuous along
this streamline with a rapid rise near x = 0. Plots of the pressure and the velocity
gradients ((Vv),x, (Vv),y) are shown in Figs. 7-14b-7-14d for several of the finite
element meshes. The pressure field still has a sharp dip near the die edge, but does
not have the overshoot characteristic of the calculations without slip. The region
of rapid variation of these variables gets smaller with increasing mesh refinement.
Moreover, the pressure and the axial normal stress at the die edge (x, y) = (0, 0)
decrease with increasing mesh refinement, indicating that both variables are still
singular. The shear stress along the die wall and the shear-free surface is shown in
Fig. 7-14d and appears to approach a constant value at x = 0 and to decrease in
magnitude upstream of the die edge. It is zero along the free surface, in agreement
with the shear-free boundary condition (7.2).
A more fundamental understanding of the local flow behavior in the neighborhood
of the die edge is constructed by extending the work of Kondrat'ev (1967), who
proposed a general solution to the biharmonic equation in a wedge, and Kr6ner (1987,
1988), who used this form of the solution to solve the moving contact line problem
with fluid slip. The details of the analysis are presented in the Appendix and show
that the stream function of the form
*(r, ) = j -(r ' l nS j r)gij(O) (7.32)
i j
= rg1o(0) + r 2 Inrg21 (0) + r 292(0) + r3 In2 r g32(0) + r3 lnr g31(0) + rg930o()
satisfies the Stokes flow equation (7.9) along with the mixed boundary conditions
(7.6) and (7.7). This form for the stream function predicts that in the neighborhood
of the die edge the following asymptotic behavior should be observed:
r, ire- " O(C + r In r), (7.33)
P, irr, /00 O(ln r), (7.34)
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Figure 7-14: Effect of mesh refinement on the solution structure near the die-lip
located at (x, y) = (0, 0) for Re = 0.0, Ca = 0.0 and 6 = 1.0 x 10- 2 . Plots of the local
behavior of (a) vx, (b) p, (c) (Vv)x,, and (d) (Vv)y, along the line y = 0 for several
meshes; MI1 (---------), M3 (------------ ), and M5 ( ). Note the
expanded length scales in the horizontal direction which are used in the plots in the
right column.
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while the total normal stress along the boundary a,, = -p + A n remains 0(1).
The predictions of the finite element calculations are in excellent agreement with
the asymptotic forms given by eqs. (7.33) and (7.34). The singularity in the pressure
field is shown in Fig. 7-15a by a plot of p(x, 0) as a function of In x for x > 0. Along
this coordinate line, the pressure is dependent on In x. Contours of the pressure
field around the die edge are shown in Fig. 7-15b for r = (2 + y2)1/ 2 < 0.001
and demonstrate that p(r, 0) is proportional to In r and has no angular dependency
at leading order. This logarithmic singularity in the pressure field with no angular
dependence arises from a term in the streamfunction that is proportional to r 20.
Fitting the asymptotic form to the pressure field yields a value for v,(0, 0) to within
1.0 percent of the value obtained from the finite element solution. The shear stress
along the die wall is plotted in Fig. 7-16 as a function of x In (-x) and shows that
along this coordinate line the shear stress is proportional to C + r In r, in agreement
with the asymptotic form. The leading order behavior for the streamfunction near
the die edge suggests that the dominant term is b(r, 6) = Br sin 0, which satisfies the
biharmonic equation and yields a constant radial velocity along the die wall at r = 0.
Fitting the coefficient B to the contours of O(r, 8) gives vr(0, 0) to within 0.2 percent
of the value obtained from the finite element solution. The asymptotic form for the
stream function also predicts that the logarithmic singularities in the pressure and
viscous normal stresses cancel along the die wall and free surface and that the total
normal stress ayy(x, 0) = 0(1). The total normal stress is plotted in Fig. 7-17 along
the die wall and free surface and confirms this prediction. The excellent agreement
between the asymptotic form and the finite element calculations further illustrates
the usefulness of the local mesh refinement in confirming the local asymptotic form
for the solution field in the presence of slip.
7.4.4 Planar Die Swell with Slip: Ca > 0, J > 0, and Re = 0
The effect of slip on calculations of the free surface flow was analyzed by a series of
calculations with varying Ca and 6. The convergence of these calculations with mesh
refinement is demonstrated in Table 7.6 by calculations of the pressure drop (AP),
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Figure 7-15: (a) p(x, 0) plotted as a function of ln(x) along the line y = 0, x > 0,
for Re = 0.0, Ca = 0.0, and 6 = 1.0 x 10-2 for the solution shown in Fig. 7-13. (b)
Expanded contour plots of the pressure field for the solution shown in Fig. 7-13. The
domain of the plot is -0.001 < x < +0.001 and -0.002 < y _'0.00. Maximum (x)
and minimum (o) values of the fields are denoted.
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Figure 7-16: Shear stress (Vv)y, plotted as a function of xlIn(-x), x < 0 for Re =
0.0, Ca = 0.0 and 6 = 1.0 x 10-2 for the solution shown in Fig. 7-13.
Table 7.6: Total pressure drop AP, axial velocities at (x, y) = (0, -0.025) and (x, y) =
(0, 0) and final swell amplitude hfinal computed by finite element analysis as a function
of mesh; Re = 0.0, Ca = 1.0, and 6 = 1.0 x 10- 4.
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mesh AP vx(O, -0.025) vX(O, 0) hfinal
M1 48.86452 0.223299 3.15992 x 10-3 0.13031
M2 48.85149 0.256545 1.95115 x 10-2 0.12883
M3 48.85125 0.256653 2.32668 x 10-2 0.12881
M4 48.85127 0.256643 2.27090 x 10-2 0.12881
M5 48.85132 0.256623 2.02612 x 10-2 0.12881
-10 0 10
X
Figure 7-17: Total normal stress -cry, plotted as a function of x along the die wall
and free surface (y = 0) for Re = 0.0, Ca = 0.0, and 6 = 1.0 x 10-2 for the solution
shown in Fig. 7-13.
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Table 7.7: Total pressure drop AP, velocity v,(0, 0) and final swell amplitude hfinal
computed by finite element analysis with mesh M5 as a function of the slip coefficient
6 ; Re = 0.0, Ca = 1.0.
final film thickness or swell (hfinal), and the axial velocity at (x, y) = (0, -0.025) and
at the die edge (x, y) = (0, 0) for the five finite element meshes; the calculations are
for Ca = 1 and 6 = 1 x 10- 4. The macroscopic variables AP, hfinal, and vX(0, -0.025),
converge with mesh refinement. However, the axial velocity at the die edge v (0, 0)
appears to have converged to only one significant digit. This result illustrates the
difficulty which the free-surface calculations with slip present to the numerical for-
mulation; the relevance of the numerical formulation to the local solution behavior at
the die edge is discussed in greater detail at the end of this section.
The effect of varying the slip coefficient is clearly seen in Table 7.7 where AP,
hfinal, and vx(0, 0) are tabulated for Ca = 1, Re = 0 calculations with mesh M5 and
6 varying from no-slip (6 = 0) to almost perfect slip (6 = 0.99). As expected, small
values of the slip coefficient (6 < 1 x 10- 4) have very little effect on the solution
structure away from the die edge. However, increasing the slip coefficient leads to
0(1) velocities tangential to the solid at (x, y) = (0, 0) and decreases the die swell, as
noted first by Silliman and Scriven (1980). For perfect slip there is no swell at all.
Before we present results examining the solution behavior in the region of the die
edge (x, y) = (0, 0), it is useful to discuss, based on the work of other authors and
the results presented in Section 7.4.3 and the Appendix, what the anticipated local
results should be for calculations with slip and a free surface. Schultz and Gervasio
(1990) have pointed out that for calculations with slip, the meniscus must separate
from the die edge with an angle of Vc = 00. The reason is that any other angle would
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6 AP vX(0, 0) hfinal
0.0 48.8684 0 0.12906
1.0 x 10-6 48.8682 2.90828 x 10- 3 0.12905
1.0 x 10- 4 48.8513 2.02612 x 10-2 0.12881
1.0 x 10-2 47.3486 0.12069 0.11848
0.99 0.1610 0.99825 0.00025
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Figure 7-18: Free-surface slope dh/dx plotted as a function of x for the solution
computed with mesh M5 for 6 = 1.0 x 10- 4 and 6 = 1.0 x 10-2; Re = 0.0 and Ca =
1.0.
result in a "bent" streamline possessing a non-zero velocity, and which will give rise
to non-integrable stresses in the region of the die edge. Furthermore, the results of
Section 7.4.3 and the Appendix suggest that in a neighborhood of the die edge the
pressure and the viscous normal stresses should be O(ln r), whereas the velocity and
shear stress should be O(C + r In r).
The effect of slip on the shape of the free surface near the die edge is shown in
Fig. 7-18 by calculations for Ca = 1, 6 = 1 x 10- 4 and 6 = 1 x 10- 2 , and mesh
M5. The meniscus still appears to separate from the die edge at a finite contact
angle, which decreases in magnitude with increasing slip coefficient. Moreover, the
very steep change in the interface slope, dh(x)/dx, near the die edge suggests that, at
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least on the 0(10-6) length scales resolved by finite element mesh M5, the meniscus
still has a singular curvature, and the capillary force term still enters into a dominant
balance of the singular normal stresses in the fluid. Thus, the local form for the
free surface shape appears to be in contradiction with the postulate of Schultz and
Gervasio (1990) for a meniscus which attaches at t9c = 00.
To further demonstrate the local solution behavior in the region of the die edge,
plots of In (-p(x, h(x))) versus In x are shown in Fig. 7-19 for varying slip coefficient.
It is interesting that, although the macroscopic pressure drop across the die decreases
with increasing 6, as shown in Table 7.7, the magnitude of the pressure near the die
edge and its rate of increase, as measured by the slope for small values of x in Fig.
7-19, are larger for 6 = 1.0 x 10-2 than for 6 = 0. This result is counter to those for
calculations with Ca = 0 presented in Section 7.4.3, where it was observed that the
introduction of small values of the slip coefficient J caused a monotonic decrease in
the pressure and stress fields at the die edge.
The local finite element results for the free-surface shape and the stress fields are
counter to those expected from the work of Schultz and Gervasio (1990) and the
results in Section 7.4.3 and the Appendix. This discrepancy suggests one of four
possibilities: (i) The length scale over which the asymptotic behavior is expected
to be observed is smaller than can be resolved by the calculations presented in this
paper: (ii) The observed local behavior may be an artifact of an inappropriate numer-
ical implementation of the slip and free-surface boundary conditions at the die exit:
(iii) The free surface separates at a finite angle, but the velocity and shear stress
become zero at the die lip: (iv) The problem is ill-posed. We discount possibility
(i) due to the large increase in the magnitude of the pressure field at the die edge
with the addition of small amounts of slip. The possibility (iii) is similar to that
predicted by Moffatt (1964) for two free surfaces intersecting to form a wedge, and
Kroner (1987,1988) who has analyzed the moving contact line problem. Whether the
asymptotic results presented in the Appendix can be extended to this case is an out-
standing question. The possibility (ii) has been addressed by Verfiirth (1987, 1991),
who has shown that incorrect implementation of traction boundary conditions along
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Figure 7-19: In(-p(h, x)) plotted as a function of In x for the solution computed with
mesh M5 for 6 = 0, 6 = 1.0 x 10-2, and 6 = 0.99; Re = 0.0 and Ca = 1.0.
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curved boundaries which are approximated using polygonal shapes can give rise to
singularities at finite element boundaries: this is the well-known Babuika paradox in
solid mechanics (1963). Verfiirth (1991) has derived an alternative penalty formu-
lation for implementing these boundary conditions and has proved mathematically
that this formulation will not give rise to these singularities. We are in the process of
implementing Verfiirth's (1991) formulation to determine if it recovers the expected
asymptotic behavior.
7.5 Summary
The finite element calculations of the full viscous free-surface flow problem have
provided insight into the local flow structure near static contact lines predicted by
the Navier-Stokes equations. The analysis has allowed the exploration of the solution
structure on a length scale that is 0(10-6) times the channel half-width; this provides
three to four orders of magnitude higher resolution than previous simulations. The
efficiency of the calculations is due to the use of mesh refinement based on one-to-two
element transitions near the lip of the die.
The results presented in Sec. 7.4.1 demonstrate the convergence and accuracy of
the finite element calculations; for example, the O(r - 1/2) singularity in the pressure
field for the stick-slip problem (Ca = 0) is recovered. This analysis is extended to finite
capillary number, where it is computed that the free surface separates from the die
lip at a finite angle. A region exists adjacent to the die edge where the meniscus has
a large positive curvature, with the magnitude of the curvature becoming greater as
the die lip is approached. These results confirm the earlier hypothesis of Schultz and
Gervasio (1990), who suggested that surface tension enters into a dominant balance
with the normal stresses across the interface through an infinite curvature.
Important results of these calculations include the calculation of (i) the contact
angle for the free surface at the die, (ii) the size of the region of large meniscus
curvature adjacent to the die edge, (iii) the strength of the stress singularity at the
244
die lip, and (iv) the sensitivity of these quantities to changes in Ca. These calculations
are equivalent to determining the sensitivity of the coefficients (b, c, n) in eq. (7.10)
to changes in Ca. Although the results of Schultz and Gervasio (1990) indicate that
the coefficient b is non-zero, they are unable to obtain estimates for the coefficient c
and exponent n due to the poor convergence of their matched eigenfunction method
near the die lip. Our results indicate that the slope b and size of the region of large
positive curvature c increase with increasing capillary number until Ca 0 O(1). For
Ca > 0(1), the free surface slope begins to decrease, in qualitative agreement with
the predictions of Michael (1958) for jets with zero surface tension, while the size
of the region, scaled by c, appears to approach a constant value. The power of
the singularity, as determined from the pressure field, is shown to be consistent with
asymptotic analysis for a planar free surface separating from a straight edge, although
it is unclear that the planar analysis is appropriate for the case where the free surface
is curved.
The effect of the global flow field on the local asymptotics is shown through
coupling with the free-surface shape. This is demonstrated by the addition of inertia,
which decreases the contact angle at the die and thereby changes the local behavior.
This result is in agreement with the work of Ramalingam (1994) who showed that
coupling of the global flow determines the local asymptotics. This is not expected
for Ca = 0, where for steady flow one can use simple scaling arguments to show that
there always exists an inner region where the Stokes flow solution remains valid.
Incorporation of slip along the solid boundary for Ca = 0 drastically changes
the form of the solution at the die lip. Although the slip boundary condition serves
effectively to bound the shear stress at the die edge, the pressure and the viscous
normal stress still appear singular, exhibiting a logarithmic singularity (In r) as the
die edge is approached. This behavior in the numerical calculations is confirmed by the
asymptotic analysis presented in the Appendix, which presents a solution to the Stokes
flow equations which satisfies the slip boundary conditions. The excellent agreement
between the asymptotic results and the finite element calculations illustrates the
usefulness of local mesh refinement in elucidating solution structure.
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Incorporation of slip for the case of finite surface tension (Ca > 0), explored
in Section 7.4.4, shows that the addition of a free surface makes the calculations
considerably more difficult. This is evidenced by the fact that, even though the
global solution appears to be converged for the finest mesh M5, the solution in the
immediate vicinity of the die edge is not. This result has significant consequences
for viscoelastic die swell simulations, where slip is often used to relieve the stress
singularity at the die edge. In die swell calculations with viscoelastic fluids there has
been considerable difficulty in obtaining converged solutions. These problems have
often been attributed to possible aphysical behavior of the viscoelastic constitutive
model. The results of Section 7.4.4 suggest that at least part of the difficulty may be
attributed to the application of the slip boundary condition at the die edge.
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Chapter 8
Local Similarity Solutions in the
Presence of a Slip Boundary
Condition
Results are presented in this Chapter for calculations of the local solution behavior
near corners formed by the intersection of a slip surface with either a no-slip or a shear-
free boundary. The relevance of understanding the local solution behavior along a
slip surface is discussed in Section 8.1. A review of previous work done in determining
local similarity solutions near wedges with various combinations of velocity and stress
boundary conditions is presented in Section 8.2, along with a new hypothesis for the
local similarity solution along a slip boundary described by Navier's slip law. The
finite element method is described in Section 8.3. Numerical results which test out
the hypothesis put forward in Section 8.2 are presented in Section 8.4.1 the flow in
a tapered contraction and in Section 8.4.2 for the flow in a sudden expansion and a
planar die.
8.1 Introduction
The issue of defining appropriate boundary conditions at solid boundaries, along
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inflow/outflow surfaces and along free surfaces is essential for describing fluid mechan-
ics problems. The no-slip condition, where the fluid "sticks" along a solid surface, has
been the boundary condition most used in viscous fluid mechanics along solid surfaces.
However, there are several instances where the no-slip condition either does not ade-
quately describe experimentally observed behavior or leads to an aphysical solution.
One example of the first instance is the extrusion of a polyethylene polymer melt from
a die, where at sufficiently high flow rates the melt is observed alternately to slip and
to stick along the inner surface of the die, with the onset of this "slip-stick" behavior
resulting in the appearance of high-frequency undulations in the extrudate surface
downstream (Weill, 1990; Piau et al., 1990; Denn, 1990; Pudjijanto and Denn, 1994;
Dealy, 1994; Ramamurthy, 1986). This phenomena is known as "shark-skinning" and
appears to be directly related to the onset of the "slip-stick" behavior in the interior
of the die. An example of a fluid mechanics problem where the no-slip boundary
condition leads to an aphysical solution is the moving contact line (Dussan V., 1976;
Dussan V. and Davis, 1974; Dussan V., 1979), where a nonintegrable stress singular-
ity results from the enforcement of the no-slip condition. Allowing the fluid to slip
along the solid boundary removes the nonintegrable stress singularity.
A tremendous effort has been devoted to understanding the effect of boundary
conditions on both local and global flow structure. Of particular interest is deter-
mining the solution structure near wedges formed from the intersection of planar
surfaces, with each surface possessing possibly different boundary conditions. These
abrupt changes in geometric shape and/or boundary conditions are commonplace
in mathematical approximations to physical problems. Explicit knowledge of the
solution structure is essential for determining the well-posedness of the prescribed
mathematical problem, as is evidenced in the appearance of the nonintegrable force
in the aforementioned moving contact line problem.
Most previous work has relied on the existence of similarity solutions to the gov-
erning equations and boundary conditions, which are valid as the corner of the wedge
is approached asymptotically. Local similarity solutions in the neighborhood of two
planar surfaces meeting to form a wedge, where each of the two surfaces may have
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different velocity or stress boundary conditions, have been determined by various au-
thors (Dean and Montagnon, 1949; Moffatt, 1964; Kondrat'ev, 1967; Kroner, 1987,
1988). These results have almost entirely been restricted to the cases where the sur-
faces are combinations of either no-slip or shear-free conditions, which correspond
to boundary conditions of the first (Dirichlet) and second (Neumann) type. The slip
condition, which is a boundary condition of the third-type, is more difficult to analyze
due to the mixed nature of the boundary condition; the local asymptotic behavior in
the region of a slip surface is the focus of this work.
Of the variety of slip boundary conditions, probably the most widely used is the
condition originally proposed by Navier (1827), who postulated that the fluid velocity
tangent to a solid surface was directly proportional to the tangential shear stress
(t.v) = -/(tn : c), (8.1)
where v is the velocity, or is the total stress tensor, t and n are the unit tangent and
normal vectors to the surface, respectively, and the constant of proportionality 3 is
the slip coefficient, which in dimensional form has units of length/viscosity. Other
slip conditions exist and are typically of a nonlinear form (Dussan, 1976; Cox, 1986;
Georgiou and Crochet, 1994). The Navier slip condition is used exclusively in this
paper.
The tremendous importance of flows where fluid is observed to slip makes anal-
ysis of the local behavior along a slip boundary essential. In this paper numerical
simulations of the two-dimensional flow of a Newtonian fluid in several model flow
problems are used to investigate the local behavior near a slip boundary. The three
model flow problems which we consider are the flow in a tapered contraction, the
flow in a sudden expansion, and the die extrusion of a two-dimensional sheet. The
flow in the tapered contraction is used to investigate a slip surface meeting a no-slip
surface to form a wedge, whereas the sudden expansion and the die swell problems are
used to investigate a slip surface meeting a shear-free surface to form a wedge. The
goal of this paper is to present a careful set of numerical simulations which elucidates
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the structure of the solution along the slip boundary, with particular emphasis on
determining the behavior of the velocity, pressure, and stress fields near the point
where the slip surface intersects an adjoining surface to form a wedge. The compu-
tations are possible because of a newly developed finite element analysis that uses
local, adaptive mesh refinement that allows the creation of finite element meshes with
microscopic numerical accuracy near the transition from the slip boundary to either
a no-slip or a shear-free boundary (Tsiveriotis and Brown, 1993). This allows very
accurate calculations in the neighborhood of the transition point and fairly precise
statements about the flow structure in this region.
8.2 Mathematical and Numerical Analysis Near
Wedges with Differing Velocity and Stress
Boundary Conditions
The flow geometries considered here are shown schematically in Figure 8-1. The
flow in a tapered contraction is depicted in Fig. 8-1a, the flow in a sudden expansion
in Fig. 8-1b and the die swell of a planar sheet in Fig. 8-1c. These geometries
are chosen for their shape, with each geometry possessing a wedge-like feature, and
because they easily allow the implementation of different velocity and stress boundary
conditions. Since we are concerned with the local behavior along surfaces where these
different conditions are being imposed, only the boundary conditions along the solid
and the free surfaces will be considered in this section. The remaining equations and
boundary conditions are discussed in greater detail in Section 8.3.
Along the solid boundaries depicted in the flow geometries in Fig. 8-1 the condition
(v.n) = 0 (8.2)
specifies that no fluid can penetrate the solid surface. In viscous fluid mechanics,
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Figure 8-1: Two-dimensional flow of a Newtonian fluid in several model flow geome-
tries: (a) tapered contraction; (b) sudden expansion; and (c) planar die swell. Note
the origin (x, y) = (0, 0) in each of the flow geometries and which corresponds to the
location of an abrupt change in boundary shape and boundary conditions.
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completely specifying the boundary conditions at the solid surface requires specifying
additional velocity or stress conditions. In this paper we shall consider either a no-slip
condition
(v.t) = 0, (8.3)
a shear-free condition
(tn : o) = 0, (8.4)
or Navier's slip law
(1 - 6)(v.t) = -6(tn : o), (8.5)
along the solid boundaries. Conditions (8.3), (8.4) and (8.5) correspond to boundary
conditions of the first (Dirichlet), second (Neumann) and third(mixed) kind, respec-
tively. Furthermore, we have chosen to redefine the slip coefficient 3 = 6/(1 - 6) in
Navier's slip law, so that the range of the slip coefficient 0 <_ 3 oo is now mapped
to the interval 0 < 6 < 1. Finally, for the planar die swell problem depicted in Figure
8-1c, the boundary conditions along the meniscus are
(v.n) = 0, (8.6)
(tn : o) = 0, (8.7)
(nn : o) - 2LCa - 1 = 0, (8.8)
where 271 is the curvature of the meniscus and Ca = i7U/a is the capillary number,
a ratio of viscous to surface tension forces in the flow, where a is the surface tension.
The Newtonian form of the stress tensor is expressed in terms of the pressure p and
the non-equilibrium stress tensor 7r as
S= -pI+r = -pI + (V ) + (Vv)T}. (8.9)
Note that eq. (8.6) is the kinematic condition, eq. (8.7) forces the vanishing of the
shear stress on the interface, and eq. (8.8) is a balance of the normal component of
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aFigure 8-2: Two-dimensional flow past a wedge of total angle a.
the stress with surface tension, which acts through the curvature of the meniscus.
For the discussion here and the analysis presented in the remainder of the paper,
we describe variables in a Cartesian coordinate system which is centered at the loca-
tion in the flow geometries where an abrupt change in both the boundary condition
and the boundary shape occurs. In the tapered contraction this corresponds to the
juncture of the tapered wall with the downstream channel, in the sudden expansion
this corresponds to the juncture of the upstream channel wall with the opening flange,
and in the planar die swell problem this corresponds to the juncture of the upstream
channel wall with the meniscus, which is assumed to attach at the die exit; these
locations are clearly depicted in Figs. 8-la, 8-1b and 8-1c, respectively.
Considerable attention has focused on the structure of the flow field near the
location (x, y) = (0, 0) where there occurs an abrupt change in the boundary condition
and the boundary shape. This local analysis is equivalent to solving for the local flow
field in the neighborhood of a two-dimensional wedge of total angle a, a schematic of
which is depicted in Fig. 8-2. The simplest analysis is based on the local similarity
solutions to Stokes's equations introduced by Dean and Montagnon (1949) for the
case where the wedge surfaces are no-slip boundaries, and where solutions to the
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stream function of the form
,0/(r, 9) = r g (0) (8.10)
are sought in a polar coordinate system (r, 0) centered at the fixed point (x, y) = (0, 0).
Stokes equation gives the functional form of gx(O) in terms of four scalar coefficients
that are found by imposing boundary conditions along the surfaces forming the wedge.
The eigenvalue problem which results from requiring that (8.10) satisfies the boundary
conditions yields a sequence of Ai whose values are found from the solvability condition
for this four-dimensional equation set; we assume that these are ordered so that
J(Ao) < ~(A 1 ) < etc. Moffatt (1964) and Dean & Montagnon (1949) showed that for
flow past a wedge with no-slip boundaries the resulting eigenvalue problem is
sin(A - 1)a = + sin a. (8.11)
For total wedge angles a less than 1460 the exponent A is complex and a sequence
of recirculating vortices occurs near the wedge apex, whereas for a less than 1800 we
have R(A) > 2. The (+) and (-) signs in the above equation correspond to symmetric
and antisymmetric flow.
Extension of this analysis to the case where one of the no-slip boundaries is
replaced with a shear-free planar surface is straightforward and has been done by
Moffatt (1964). In this case only the symmetric flow is relevant, and the resulting
eigenvalue problem is
sin(A - 1)a = +sin a. (8.12)
In numerical simulations of planar Newtonian die swell, Salamon et al. (1995) have
shown that the local asymptotic behavior predicted by Moffatt (1964) for a planar
shear-free surface intersecting a solid surface accurately describes the stress fields in
the fluid near the die lip where the free surface attaches, although it is unclear that
the analysis for the planar free surface is applicable to this case. Another interesting
feature of Salamon et al. 's (1995) calculations is that the free surface approaches
the die lip with an ever increasing curvature which becomes singular at the point of
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attachment at the die lip. Salamon et al.'s (1995) result confirms an earlier hypothesis
of Schultz and Gervasio (1990) that surface tension forces balance the singular fluid
normal stresses at the die lip through an infinite curvature. The relevance of these
calculations to the die swell results which incorporate a slip boundary condition is
discussed in Section 8.4.2.
Analysis of the flow where one of the boundaries is a slip surface is considerably
more complicated due to the mixed boundary condition associated with Navier's
(1827) slip law. Krdner (1987, 1988) has extended the work of Kondrat'ev (1967),
who proposed general solutions to the biharmonic equation in a wedge, to solve for
the local behavior in the vicinity of a moving contact line. Salamon et al. (1995) have
extended this analysis to the planar "partial-slip/pure-slip" problem, where there is
an abrupt change from Navier's slip condition to a shear-free condition in a smooth
planar channel. This corresponds to the extrusion of a sheet of material in the limit
of large surface tension (Ca = 0). The interesting point of both Kroner's (1987, 1988)
and Salamon et al.'s (1995) analyses is that, unlike the local similarity solutions of
Dean & Montagnon (1949), more than one term is required to describe the leading
order local asymptotic behavior.
The primary goal of this paper is to elucidate the local asymptotic behavior along
a slip boundary which meets another surface to form a wedge-like geometry. To
determine this behavior we postulate that a self-similar Moffatt-like form exists for
the stream function, and that for total wedge angles other than 7r, which corresponds
to the smooth channel analysis considered by Salamon et al. (1995), the slip surface
behaves identically to that of a shear-free surface at leading order. To see this we
write the streamfunction as a summation of terms
00
0(r, 0) = -(i) = (0) + p() + etc. =r Aog0 (0) +rAlgA~(9) + etc. (8.13)
i=0
where the 0(i) are of the form r 'g ,(O), and the Ai are ordered such that R(Ao) <
R(A1) < etc. Substitution of the above expansion (8.13) for the streamfunction into
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the Navier slip condition yields the following relation
1 1
-(rg\OAo(0) + r'g,\ (0) + - - .)0 = -f (rgxO()+ T+ g (09) +1 * )oo (8.14)
along the slip boundary, where the subscript 9 denotes differentiation with respect
to the angular coordinate. This condition (8.14) must be satisfied at all orders in
the variable r. We note that there is one term in (8.14), namely Or-2*z4), which
has a radial dependence of r(Ao - 2), and which, due to the assumed ordering of the
Ai, cannot be matched by any other term. This then implies that for (8.13) to be
a valid expansion, the condition (-prAx-2g.o)oo = 0 must be satisfied along the slip
boundary. However, we note that this is identically the condition (tn : a(0)) = 0, the
shear-free condition, along an impenetrable boundary. Thus, the leading order term
in the streamfunction, V(0), must satisfy both the no-penetration and the shear-free
condition along the slip boundary. Additionally, when the exponent A0o is in the range
1 < A0 < 2, the requirement that velocities remain finite along the slip boundary also
ensures that 0(0) satisfies the shear-free condition along the slip surface. The above
simple analysis indicates that a slip boundary at leading order behaves like a shear-
free surface and that local asymptotic behavior which has been derived for a shear-free
surface intersecting either a solid surface or a shear-free surface should be applicable.
These results have been determined previously by Moffatt and are restated here. A
wedge of total angle a with no-slip and shear-free boundaries has asymptotic behavior
described by eq. (8.12). A wedge formed from two shear-free surfaces has asymptotics
described by
(A - 1) cos(Aa/2) cos((A - 2)a/2) = 0. (8.15)
For A real the smallest possible value of A no less than unity yields
A = 2 - r/a if a > 7r, (8.16)
and
A = 7r/a if a < 7r. (8.17)
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This proposition will be tested in Section 8.4 on the aforementioned model test prob-
lems.
8.3 Problem Definition and Finite Element Anal-
ysis
The computational domain for the tapered contraction, sudden expansion, and planar
die swell problems are depicted in Figs. 8-1a, 8-1b, and 8-1c, respectively. For the
inertialess flow of an incompressible Newtonian fluid the governing equations are
V'v = 0,
V.Z) = 0,
(8.18)
(8.19)
where o is given by eq. (8.9). Along inflow boundaries, aDi, both components of
velocity are specified, i.e.,
vX = V(y), vy =0 on ODi, (8.20)
and along the outflow boundary, 9D o, natural boundary conditions are set to force
the flow to be fully developed,
(nn : a) = 0, vy = 0 on 0Do. (8.21)
The reflexive symmetry about the centerplane is specified by the conditions
(8.22)
Along solid boundaries either the no-slip condition (8.3), the shear-free condition
(8.4), or Navier's slip law (8.5) are specified; the solid boundaries where each of these
conditions is implemented are noted in Figs. 8-1a, 8-1b, and 8-1c. For the die swell
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(tn : a) = O, v, = 0.
problem depicted in Fig. 8-1c additional boundary conditions are required for the
meniscus shape, written in terms of y = h(x), as
dhh(O) = 0, -(L/H) = 0, (8.23)dz
and by setting a reference pressure within the fluid as p(L/H) = 0.
The steady-state flow problem defined by (8.3)-(8.5), (8.18)-(8.19), and, if there is
a free surface (8.6)-(8.8) and (8.23), is solved by a finite element analysis which com-
bines features from several previous algorithms: mixed finite element methods for dis-
cretizing the equations and boundary conditions, quasi-orthogonal mapping methods
for representing the free boundary in the die swell problem, and local, irregular mesh
refinement for computing highly accurate solutions near the fixed point (x, y) = (0, 0).
The quasi-orthogonal mapping method, the mixed finite element method and the lo-
cal mesh refinement have been discussed in other references (Tsiveriotis and Brown,
1992, 1993; Salamon et al., 1995), and the reader is referred to these for details. Only
the essential features of the mixed finite element method are discussed here.
The finite element formulation used here is based on the formulation of Ra-
jagopalan et al. (1992) for viscous and viscoelastic free surface flow problems and
is similar to other formulations for viscous free-surface flow problems (Christodoulou
and Scriven, 1989, 1992). The method, although developed for treating free-surface
flows, easily incorporates the boundary conditions in the tapered contraction and
sudden expansion flow problems discussed in Sections 8.4.1 and 8.4.2. The method
is based on mixed order, Lagrangian polynomial interpolations for the velocity and
pressure fields that satisfy the compatibility condition for Stokes flow in confined do-
mains discretized by quadrilateral isoparameteric finite-elements; sample meshes for
the tapered contraction and die swell problems are shown in Fig. 8-3. The finite
element approximations for the velocity and pressure fields are denoted as (vh, ph)
where the superscript h denotes the dependence of the approximated variable on the
mesh, signified by the characteristic mesh size h. For the planar die swell calculations
the meniscus shape is an additional unknown which is denoted as (hh).
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Figure 8-3: (a) Finite element mesh TC270 used for the 2-1 abrupt contraction. (b)
An expanded view of the region adjacent to the reentrant corner. (c) Finite element
mesh DSWL used for the die swell problem. (d) An expanded view of the region
adjacent to the die lip.
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The finite element formulation of the momentum and continuity equations uses
features of standard finite element methods for confined flows without free-boundaries,
with modifications caused by the boundary conditions, eqs. (8.6)-(8.8), taken into
account for the planar die swell problem. The finite element approximation to the ve-
locity field is constructed in the space of functions with square integrable first deriva-
tives such that the no penetration condition on all solid and symmetry boundaries
is automatically satisfied; we refer to this approximation space as Vh. The pressure
field is assumed to be square integrable, and the approximation space is written as
ph. The weak forms of the momentum and continuity equations and their associated
boundary conditions are written for vh E Vh, ph E ph as
(h, Vuh) - (U h nh.o )AD = 0, (8.24)
(q , V-vh)D = 0, (8.25)
Vuh E Vh and qh E ph. The finite element approximations to the auxiliary variables
(Vvh, -h, nh, th) are computed explicitly. Equations (8.24) and (8.25) are the weak
forms of the momentum and continuity equations, (8.18) and (8.19), respectively. The
notation in eqs. (8.24)-(8.25) uses (., ")D to denote the vector inner product defined on
the domain D and (, ')aD to denote the inner product written as a line integral over
the section of the boundary denoted by the subscript. For the tapered contraction
and sudden expansion flow problems the domain D refers to the physical domain
(x, y), whereas in the calculations for the planar die swell problem the momentum
and continuity equations are solved on a transformed domain D corresponding to a
set of coordinates ((, rl) which appear in the mapping equations.
In the presence of the free surface in the planar die swell calculations, the dis-
tinguished condition for the interface is taken to be the kinematic condition. The
approximation of the free-surface shape is taken to be in the space of functions with
square integrable first derivatives expressed along this boundary and is denoted as
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Sh. The weak form of this equation is written as
(gh, nh.vh)oDf = 0, (8.26)
gh E Sh.
The remaining boundary conditions which require implementation are Navier's
slip condition (8.5), the shear-free condition along solid and symmetry boundaries
(8.4), and the normal (8.8) and tangential (8.7) stress conditions along the free surface
in the planar die swell problem. These boundary conditions are incorporated by
rewriting the normal stress in components as
n"h.ah = (n hnh:O.h)nh + (thnrh:oh)th. .(8.27)
Along shear-free boundaries this reduces to
nh .oh = (n hnh:ah)nh, (8.28)
while along slip boundaries this becomes
nh.h = (nhn:h - (n ( th.vh) th. (8.29)
Finally, in planar die swell the shear and normal stress conditions along the meniscus
are written as
nh .*h = (n hnh:ah)nh = (27-ChCa-)nh = Ca-dth (8.30)
where 27-lh is the finite element approximation to the mean curvature. Substituting
eqs. (8.28) - (8.30) into eq. (8.24) gives the weak form of the momentum equations.
The resulting formulation is identical to the one used by Kistler and Scriven (1983)
and Rajagopalan et al. (1992); it also was used by Salamon et al. (1994, 1995).
In Section 8.4.2 we explore the use of a slightly modified formulation for the planar
die swell problem. This formulation entails replacing the tangential component of
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the momentum equation at the die exit with the kinematic condition along the free
surface. Denoting this equation as uxit, such that (0, 0).e = ), this is written
as
(Uhxit.ex, nh.Vh)oD, = 0. (8.31)
This formulation is consistent with satisfying the kinematic condition along the entire
free surface.
The eqs. (8.24)-(8.26) must be solved simultaneously with the boundary con-
ditions and, in the planar die swell problem, with the weak forms of the mapping
equations utilized in the quasi-orthogonal mapping method. We use the mapping
equations of Christodoulou & Scriven (1992) to solve for the mapping of the physical
domain (x, y) to the transformed domain (ý, 7r). The mapping equations are written
by assuming that the approximations to the original coordinates (xh(E, 7), yh((, 7))
are in the function space of square integrable first derivatives, where the approxima-
tion space is written as Xh. The weak forms of the mapping equations are
(1[h2+ (y4)2] / [(X)2 + 2 + , V) - ( i [( h) 2 +(2 , a) = 0,
(8.32)
( )2 (y)2] / [(X)2 + (y2] + e, Vb - 2 )2 + (2 , b = 0,
(8.33)
Vah, bh E Xh, where it has been assumed that the mapping equations weakly satisfy
orthogonality along the boundary OD.
Discrete forms of eqs. (8.24) - (8.26) and (8.32)-(8.33) are created by expressing
velocity components in expansions of Lagrangian biquadratic polynomials Qh con-
structed so that Qh C V h . The finite element approximation to the pressure field is
written as an expansion of bilinear Lagrangian polynomials denoted by Qh c ph. For
the planar die swell problem the mapping variables (xh(E, 77), yh(, 77)) are discretized
by using biquadratic polynomials, i.e. Qh C Xh, so that the boundary shape is
approximated isoparametrically. The free surface shape and the normal and tangen-
tial vectors (hh, nh, th) are recovered explicitly from the coordinate transformations
evaluated along the meniscus.
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These discretizations yield a large set of nonlinear algebraic equations which we
solve by Newton's method. The components of the Jacobian matrix needed at each
Newton iteration are computed in closed form and the resulting linear equation set
is solved by direct LU factorization by using frontal matrix methods (Hood, 1976).
For the planar die swell problem the convergence of the Newton iteration is sensitive
to the initial guess for nonzero values of Ca. Calculations for Ca > 0 are performed
by using continuation in Ca started from the stick-slip solution, which is the limit of
the die swell problem for Ca = 0.
The finite element algorithm used in these calculations allows element splitting
from one to two elements. This mesh refinement strategy is used to refine succes-
sively the mesh in the wedge-like region where there is a sudden change in boundary
shape and boundary conditions. These elements can be sequentially split to halve
the element size. In the calculations presented below meshes are used with up to
16 refinement levels. A sample mesh used in the tapered contraction flow is shown
in Fig. 8-3a, with an expanded view of the reentrant corner for this mesh shown in
Fig. 8-3b. This mesh has 149,154 degrees-of-freedom, 16 levels of refinement and
a smallest element near the reentrant corner of size hmin = 7.6 x 10- 1. A similar
refinement strategy is used for the sudden expansion and the die swell problems. A
sample mesh used in the planar die swell calculation is shown in Figs. 8-3c, with an
expanded view of the die edge for this mesh shown in Fig. 8-3d. This mesh has 80,999
degrees-of-freedom in the analysis of the free-surface flow and a smallest element near
the die edge of size hmin = 7.2 x 10- 6. Characteristics of the finite element meshes
used in these calculations are listed in Table 8.1.
8.4 Results
In this section results are presented for finite element simulations of the inertialess
flow of a Newtonian fluid in several geometries. Various combinations of no-slip, slip
and shear-free boundary conditions are used to characterize the boundaries of these
geometries. The results attempt to illustrate the hypothesis put forward in Section
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Contraction Number of Levels of Mesh size
Mesh Flow problem Ratio unknowns refinement hmin
TC180 tap. cont. (a = 1800) 1 to 1 153, 628 16 3.8 x 10- 7
TC183 tap. cont. (a = 182.90) 1 to 0.9 142,187 17 7.5 x 10-7
TC189 tap. cont. (a = 189.10) 1 to 0.84 151, 846 15 1.5 x 10-6
TC207 tap. cont. (a = 206.60) 1.5 to 1 142, 974 15 1.5 x 10-6
TC225a tap. cont. (c = 2250) 2 to 1 69, 281 7 3.9 x 10- 4
TC225b tap. cont. (a = 2250) 2 to 1 103,056 11 2.4 x 10-5
TC225c tap. cont. (a = 2250) 2 to 1 152, 374 15 1.5 x 10- 6
TC270 tap. cont. (a = 270') 2 to 1 149, 154 16 7.5 x 10- 7
SE sudden expansion 1-2 149, 046 16 7.2 x 10- 7
DSWL die swell - - - 80, 999 8 7.2 x 10- 5
(Ca = 1 and 0.01)
Table 8.1: Characteristics of finite element meshes.
8.2 that the surface with characteristics given by Navier's slip law (8.5) behaves like a
shear-free surface at leading order and that appropriate asymptotic theories developed
for the shear-free boundary (Moffatt, 1964) are directly applicable. Results for flow
in tapered and abrupt contractions are presented in Section 8.4.1, and for flow in a
sudden expansion and a planar die in Section 8.4.2.
8.4.1 Flow In Tapered and Abrupt Contractions
In this section results are presented for tapered and abrupt contractions (see Figure
la), where the taper angle varies from 7 < a < 37r/2. The no-slip (8.3) condition is
assumed to apply to the surfaces in the upstream channel section (x < 0), and either
a shear-free (8.4) or a slip (8.5) condition is assumed to apply along the downstream
channel wall (x > 0). The angle a = r corresponds to the flow in a channel where
there is a sudden change in boundary condition at x = 0, while the angle a = 37r/2
corresponds to the flow in an abrupt planar contraction, where there is a sudden
change in the channel cross section and boundary conditions at (x, y) = (0, 0). For all
of the calculations with slip a value for the slip coefficient of 5 = 0.01 is assumed. For
the results presented in this section different contraction ratios have been used, with
the contraction ratio being defined as the ratio of the upstream to the downstream
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Mesh AP vz(0, -0.025) p(O, -0.025)
TC225a 8.6653 0.39767 -4.5174
TC225b 8.6644 0.39808 -4.5280
TC225c 8.6643 0.39814 -4.5294
Table 8.2: Total pressure drop AP, and axial velocity vx and pressure p at (x, y) =
(0, -0.025) as computed by finite element analysis as a function of mesh for the flow
in a tapered contraction with taper angle a = 2250 and with a shear-free condition
along the downstream channel wall.
channel width. The contraction ratios range from 1-to-1 for a taper angle of a = r to
2-to-1 for the abrupt contraction. This choice is motivated by the ease of constructing
meshes with fixed domain length, which would otherwise require very long geometries
for small taper angles. The use of different contraction ratios also serves as a useful
check that the local asymptotic behavior is indeed independent of the global flow
field.
Local Behavior Near a No-Slip/Shear-Free Wedge
Calculations using the shear-free condition on the downstream tube section are useful
for comparing to existing asymptotic theories. This combination of boundary con-
ditions near (x, y) = (0, 0) results in a wedge with no-slip/shear-free conditions. In
Fig. 8-4 contour plots of the pressure (p), x- and y-components of velocity (v., vy)
and streamfunction (0) are plotted for the flow in a tapered contraction with taper
angle a = 2250. The shear-free boundary condition along the downstream tube wall
also gives rise to a plug flow profile far downstream, which is evidenced in the evenly
spaced streamfunction contours in the downstream tube section. In Table 8.2 val-
ues of the total pressure drop and the velocity and pressure at the location (x,y) =
(0,-0.025) are shown for the solution depicted in Fig. 8-4 and two additional finite
element discretizations. As the finite element mesh is refined the variables approach
constant values and demonstrate the convergence of the method with the shear-free
boundary condition.
In Fig. 8-5 plots of the pressure, x-component of velocity (vX) and the xx- and
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Figure 8-4: Contours of the x-component of velocity (vi), y-component of velocity
(vy), pressure (p), and stream function (V) in a tapered contraction with a taper
angle of -a = 2250 as computed with finite element mesh TC225c. A no-slip boundary
condition is used on the upstream channel wall (x < 0) and a shear-free condition on
the downstream channel wall (x > 0). Note that the dimensions of the figures are
not drawn to scale to facilitate viewing of the solution. Maximum (x) and minimum
(o) values of the fields are denoted.
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yx-components of the velocity gradient tensor (Vv) are plotted along the shear-free
boundary of the downstream channel wall as functions of the downstream coordinate
x for the solution depicted in Fig. 8-4. From Figs. 8-5b and 8-5c it is apparent that
the pressure (p) and (Vv)x. are singular, exhibiting a large spike as the corner (x, y) =
(0, 0) is approached. The velocity is non-singular and approaches a value of zero at
the corner. Note also the appearance of the large spike in the shear stress adjacent
to the corner (x, y) = (0.0) in Fig. 8-5d. This spike occurs in the last few elements
adjacent to the corner and is attributed to errors in the finite element discretization
in approximating the rapidly changing solution in this region; recall that the leading
order behavior in the shear stress is singular and is only identically zero at the shear-
free surface. This behavior is typical of Gibbs phenomena in the approximation of
very steep functions with Lagrangian polynomials (Strang, 1986). Fitting the local
behavior of the velocity, pressure, and stress field to the form rA determines the
exponent A which would correspond to the Moffatt-like solution described in Section
8.2. A comparison of these values to the theoretical predictions of Moffatt for a
wedge with a shear-free and a no-slip boundary is made in Fig. 8-6, with the different
symbols corresponding to the variable from which the exponent A was obtained. The
excellent agreement between the numerical simulations and the asymptotic theory
(Moffatt) is apparent and is evidence that the finite element simulations are capable
of accurately reproducing the expected local asymptotic behavior near the singularity.
Local Behavior Near a No-Slip/Partial Slip Wedge
Calculations using Navier's slip condition (8.5) on the downstream tube section are
presented in this section. This combination of boundary conditions near (x, y) = (0, 0)
results in a no-slip/partial-slip wedge. In Fig. 8-7 contour plots of the pressure (p), x
and y components of velocity (vX, vy) and streamfunction (i) are plotted for the flow in
a tapered contraction with taper angle a = 2250. The slip boundary condition along
the downstream tube section gives rise to a parabolic velocity profile, in contrast to the
plug flow profile for the shear-free condition, and is evident in the contour plots of the
streamfunction (V) and velocity (vx) depicted in Fig. 8-7. In Table 8.3 values of the
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Figure 8-5: Local behavior of (a) v., (b) p, (c) (Vv).. and (d) (Vv)y, along the
downstream channel wall (x > 0) for the solution depicted in Fig. 8-4. Note the
expanded length scales in the horizontal direction which are used in the plots in the
right column.
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Figure 8-6: Values of the exponent A for the Moffatt-like form determined from the
finite element simulations (symbols) using a shear-free condition along the outflow
boundary and predicted by asymptotic analysis (solid line) for a wedge consisting of
a planar shear-free surface and a solid boundary as a function of the wedge angle.
The symbols correspond to velocity v. (0), pressure p (0) and (Vv).z (O). The
values of the exponent A for the calculations are determined from fitting the solution
field to the form Ar".
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Figure 8-7: Contours of v,, vy, p, and Vi in a tapered contraction with a taper angle
of a = 2250 as computed with finite element mesh TC225c. A no-slip boundary
condition is used on the upstream channel wall (x < 0) and Navier's slip condition
with 6 = 0.01 on the downstream channel wall (x > 0). Note that the dimensions of
the figures are not drawn to scale to facilitate viewing of the solution. Maximum (x)
and minimum (o) values of the fields are denoted.
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Mesh AP v.(0, -0.025) p(0, -0.025)
TC225a 51.6981 0.17573 43.7639
TC225b 51.6980 0.17577 43.7640
TC225c 51.6822 0.17577 43.7641
Table 8.3: Total pressure drop AP, and axial velocity v, and pressure p at (x, y) =
(0, -0.025) as computed by finite element analysis as a function of mesh for the flow
in a tapered contraction with taper angle a = 2250 and using Navier's slip condition
with 6 = 0.01 along the downstream channel wall.
total pressure drop and the velocity and pressure at the location (x, y) = (0, -0.025)
are shown for the solution depicted in Fig. 8-7 and two additional finite element
discretizations. As the finite element mesh is refined the variables approach constant
values and indicate the convergence of the method with the slip boundary condition.
In Fig. 8-8 plots of the pressure, x-component of velocity (vt), and xx- and yx-
components of the velocity gradient tensor (Vv) are plotted along the downstream
channel wall as functions of the downstream coordinate x for the solution depicted
in Fig. 8-7. From Figs. 8-8b and 8-8d it is apparent that the pressure (p) and
(Vv),x are singular, exhibiting large spikes as the corner (x, y) = (0, 0) is approached.
The velocity is non-singular and approaches a value of zero at the corner. Note the
appearance of the Gibbs phenomena (Strang, 1986) in the shear stress in Fig. 8-
8d. Fitting the local behavior of the velocity, pressure, and stress fields to the form
r determines the exponent A which would correspond to the Moffatt-like solution
described in Section 8.2. A comparison of these values to the theoretical predictions
of Moffatt for a wedge with a shear-free and a no-slip boundary is made in Fig. 8-9,
with the different symbols corresponding to the variable from which the exponent A
was obtained. The excellent agreement between the numerical simulations and the
asymptotic theory is apparent and demonstrates that the slip surface intersecting a
no-slip boundary behaves like a shear-free surface at leading order.
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Figure 8-9: Values of the exponent A for flow in a tapered contraction for the Moffatt-
like form determined from the finite element simulations (symbols) using Navier's slip
condition along the outflow boundary and predicted by asymptotic analysis (solid
line) for a wedge consisting of a planar shear-free surface and a solid boundary as a
function of the wedge angle. The symbols correspond to velocity v. (0), pressure p
(0), (Vv)xx (0), and (Vv)y, (A). The values of the exponent A for the calculations
are determined from fitting the solution field to the form Ar'.
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8.4.2 Flow in Sudden Expansions and Planar Dies
In this section results are presented which examine the local behavior for the flow in a
sudden expansion and extrusion from a planar die (see Figs. lb and ic). The bound-
ary conditions of interest are the slip and shear-free conditions. In all of the results
presented below the slip boundary condition is imposed on the upstream. channel wall
and the shear-free condition is imposed on a downstream surface, which corresponds
to the surface connecting the small and large channels in the sudden expansion and
the free surface in planar die swell. Of interest is the predicted local behavior near
the point (x, y) = (0, 0) where the wedge consisting of a slip surface and a shear-free
surface is formed. Results for calculations in the sudden expansion are presented in
the following Sections.
Flow in a Sudden Expansion
In Fig. 8-10 contour plots of the pressure (p), x and y components of velocity (vX, vy)
and stream function (V)) are plotted for the flow in a 1-to-2 sudden expansion. The
presence of a recirculation near the salient corner is evident in the maximum value
for the streamfunction contours being located away from the flow boundaries. Plots
of the pressure, velocity, and stress fields (Vv)x., (Vv)y, along the upstream slip
boundary are shown in Fig. 8-11 for the solution shown in Fig. 8-10. Similar to the
results in Section 8.4.1 it is apparent that the pressure and (Vv),: field are singular.
Fitting the pressure, velocity and stress fields to the Moffatt-like form for the local
solution provides an estimate for the exponent A in the Moffatt theory. These results
are compared to the Moffatt theory in Fig. 8-12 for two planar shear-free surfaces
intersecting to form a wedge with angle 37r/2. The expected leading order behavior
of A - 1.333 is in excellent agreement with the finite element calculations.
Planar Die Swell with Slip
In Fig. 8-13 contour plots of the pressure, velocity field and streamfunction are shown
for the inertialess extrusion of a Newtonian fluid from a planar die with Ca = 1 and
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Figure 8-10: Contours of v,, vy, p, and 4 in a sudden expansion using Navier's slip
condition on the upstream channel wall (x < 0) with 6 = 0.01 and a shear-free
condition on the surface connecting the small and large channel walls as computed
using finite element mesh SE. Note that the dimensions of the figures are not drawn
to scale to facilitate viewing of the solution. Maximum (x) and minimum (o) values
of the fields are denoted.
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Figure 8-11: Local behavior of (a) ve, (b) p, (c) (Vv),, and (d) (Vv),, along the
upstream channel wall (x < 0) for the solution depicted in Fig. 8-10. Note the
expanded length scales in the horizontal direction which are used in the plots in the
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Figure 8-13: Contours of ve, vy, p, and i for planar die swell using Navier's slip
condition on the upstream channel wall (x < 0); Ca = 1.0 and 6 = 0.01 as computed
using finite element mesh DSWL. Note that the dimensions of the figures are not
drawn to scale to facilitate viewing of the solution. Maximum (x) and minimum (o)
values of the fields are denoted.
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6 = 0.01. The free surface swells to approximately 12 per cent of the upstream channel
half-width and the velocity field rearranges within approximately one channel half-
width of the die exit. Plots of the velocity, pressure and stress fields along the die
wall are shown in Fig. 8-14 and the slope of the free surface dh(x)/dx in Fig. 8-15.
From Fig. 8-15 it is apparent the free surface is separating at a finite angle, and from
Fig. 8-14a it is seen that there is a component of velocity normal to the interface.
This condition is inconsistent with the specification that the free surface terminates
in a static contact line at the die exit; the kinematic condition is not satisfied at the
die exit, and the free surface should actually move away from the die exit. This result
indicates that, for die swell calculations with slip, the original formulation does not
yield consistent local solutions at the die lip.
To further investigate this behavior, we have used a modification to the method
outlined in Salamon et al. (1995) and which is discussed in Section 8.3. The mod-
ification entails replacing the tangential momentum equation at the die exit with
the kinematic condition along the free surface; this formulation is consistent with
satisfying kinematics along the entire free surface and the die wall. In Fig. 8-16
contour plots of the pressure, velocity and streamfunction using this new formulation
are shown for Ca = 1 and 6 = 0.01. These macroscale plots are indistinguishable
from those shown in Fig. 8-13 which were obtained by using the original formulation
of Salamon et al. (1995). The final swell is also predicted to be approximately 12
per cent. In Fig. 8-17 plots of the velocity, pressure and stress fields along the die
wall and the free surface are shown, and the slope of the free-surface dh(x)/dx is
shown in Fig. 8-18. In contrast to the macroscopic results, there is a marked differ-
ence in the local behavior observed compared to the original formulation. Namely,
the free surface appears to still separate from the die lip at a finite angle(see Fig.
8-18), but the velocity at the die exit approaches zero(see Fig. 8-17a). This result
is consistent with the free surface possessing a static contact line at the die exit and
with satisfying kinematics along the entire upper boundary. In Fig. 8-12 results are
presented which compare the observed exponent in the self-similar form for the pres-
sure, velocity and stress fields to Moffatt theory for two planar shear-free surfaces
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Figure 8-14: Local behavior of (a) v., (b) p, (c) (Vv)., (d) (Vv),, along the upstream
channel wall (x < 0) for the solution depicted in Fig. 8-13. Note the expanded length
scales in the horizontal direction which are used in the plots in the right column.
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Figure 8-15: (a) Free-surface slope dh/dx plotted as a function of x for the finite
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Figure 8-16: Contours of v,, vy, p, and 0 for planar die swell using Navier's slip
condition on the upstream channel wall (x < 0); Ca = 1.0 and 6 = 0.01 as computed
using finite element mesh DSWL. Calculations use a modified finite element method
where the tangential momentum equation at the die exit is replaced with the kine-
matic condition along the free surface. Note that the dimensions of the figures are
not drawn to scale to facilitate viewing of the solution. Maximum (x) and minimum
(o) values of the fields are denoted.
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intersecting to form a wedge with angle ca given by the slope of the free-surface at the
die exit, e.g. a = w + tan-'(dh/dx). Using this modified formulation the numeri-
cal results are in excellent agreement with the predicted behavior for two shear-free
planar surfaces intersecting to form a wedge with angle a given by the simulations.
A fit of the interface shape to the form proposed by Schultz and Gervasio (1990),
h(x) = a + bx + cxz, yields a value for the exponent n = 1.05 ± 0.01, in excellent
agreement with the observed local behavior in the other field variables. Results are
also presented in Fig. 8-12 for Ca = 0.01 and show similar agreement.
The agreement between the finite element results and the Moffatt theory, both for
the die swell and the sudden expansion problem, confirms that for a slip and a shear-
free surface intersecting to form a wedge, the slip boundary behaves like a shear-free
surface at leading order. The planar die swell results also indicate that (compare
Figs. 8-14a and 8-17a), the local solution behavior is sensitive to the details of the
numerical formulation. That the macroscopic Newtonian die swell calculations with
slip are insensitive to these details is fortuitous. For the die swell of polymeric fluids,
where the extra stress field is governed by a hyperbolic constitutive equation, it is
not clear that the macroscopic behavior will be as insensitive, and previous numerical
studies indicate this (Apelian et al., 1988).
One additional interesting observation regarding the die swell calculations is that,
contrary to the expected behavior with the slip condition, where it was believed that
slip would make the stress singularity weaker, it has actually strengthened the stress
singularity. In fact, for wedge angle close to 7r, i.e. a - (1 + e)7r, with E << 1, the
stress singularity is approximately r - 1+2E, just above the limit of integrability r - .
8.5 Summary
The finite element simulations presented in this paper have shed new insight into
the expected local asymptotic behavior in the presence of a slip boundary condition.
The simulations are efficient in that they use local mesh refinement techniques based
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on two-to-one element transitions to explore the solution behavior in detail near
wedges with various combinations of velocity and stress boundary conditions. These
simulations have explored the local solution structure on length scales two to three
orders of magnitude smaller than previous simulations, and serve as an excellent check
of the local solution behavior.
The results presented in Section 8.4.1 for the flow in a tapered contraction with
the presence of a no-slip/shear-free wedge illustrate the convergence and accuracy
of the method. The accuracy of the results is demonstrated by the ability of the
finite element method to reproduce the known local asymptotic behavior, which in
this case corresponds to the Moffatt theory for planar no-slip and shear-free surfaces
intersecting to form a wedge. Predictions of the exponent A in the Moffatt theory
obtained from the velocity, pressure, and stress fields are in excellent agreement with
the theoretical values.
The calculations in Section 8.4.1 for the flow in tapered contractions possessing
a wedge consisting of no-slip and slip surfaces confirmed the hypothesis put forward
in Section 8.2 that the Navier slip surface behaves like a shear-free surface at leading
order. This is evident in a comparison of the exponent A in the Moffatt theory to
the predictions for the velocity, pressure, and stress fields obtained from the finite
element calculations for a wide range of wedge angles.
The case where a slip surface intersects a shear-free surface was investigated in
Section 8.4.2. For the sudden expansion problem where a planar shear-free surface
intersects a planar slip surface the solution field was also observed to be Moffatt-like
and to exhibit asymptotic behavior which is consistent with two planar shear-free
surfaces intersecting to form a wedge. Extension of these results to the planar die
swell problem with slip, where the shear-free surface is a meniscus, also exhibits similar
behavior, with the stress, velocity and pressure fields exhibiting behavior along the
slip surface which is consistent with the slip boundary behaving like a shear-free
surface. The normal stress along the interface remained singular and resulted in a
meniscus shape which also had a singular curvature. These results are consistent with
the calculations of Salamon et al. (1995) and Schultz and Gervasio (1990), who have
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postulated that the singular normal stresses in the fluid at the die lip are balanced by
surface tension acting through a singular curvature. The meniscus is also observed to
exit the die with a finite slope, even for small capillary number. This suggests that
Schultz and Gervasio's hypothesis that the fluid exits the die with a finite velocity and
with a free surface having zero slope, although consistent in terms of satisfying the
local kinematics, is not observed on the length scales observed in these simulations.
Perhaps the most interesting aspect of this study is that the introduction of slip
in Newtonian die swell, which was initially suggested by Silliman and Scriven (1980)
as a means of eliminating the shear stress singularity at the die exit, actually makes
the Newtonian stress field more singular. The shear stress remains bounded, but the
normal stresses become singular. That the macroscopic flow field and free surface
shape are unaffected by the details of the local behavior shows that the nature of
the boundary condition, for small values of the slip coefficient, does not influence
the global flow. The details of the local flow field may have a far greater impact on
polymeric extrudate swell, where it is believed that the stress singularity at the die
exit may be convected downstream via the hyperbolic constitutive equation for the
polymeric extra stress. The details of the local flow behavior are sensitive to the nu-
merical implementation, and the formulation that replaces the tangential momentum
equation at the .outflow with the kinematic condition condition along the interface
yields a local solution which is consistent with the free surface attaching to the die
exit at a static contact line.
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Chapter 9
Viscoelastic Fluids Extruded
From Planar Dies with Sharp and
Rounded Exits
Results are presented in this Chapter for calculations of the flow of a viscoelastic
fluid from planar dies with sharp and rounded exits. A review of analytical and
numerical work done in simulating viscoelastic flow problems is discussed in Section
9.1. The governing equations and flow geometry are presented in Section 9.2 followed
by the EVSS-G finite element method for viscoelastic free-surface flows in Section
9.3. The convergence of the finite element method is addressed in Section 9.4.1. The
asymptotic behavior near the die edge for the sharp die exit is presented in Section
9.4.2. A comparison of predicted behavior for sharp and rounded die exits is made
in Section 9.4.3. The effect of rounding of the corner on the existence of solutions is
explored in Section 9.4.4 for the extrusion of an inertialess Newtonian fluid. Finally,
the effect of the solvent and the anisotropic mobility factor a on the local and global
flow fields is explored in Section 9.4.5.
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9.1 Introduction
Extrusion through a die is a basic unit operation in the polymer processing in-
dustry. A fundamental understanding of the polymer extrusion process is essential
for determining how the global flow field and the polymer microstructure depend
on process parameters and polymer rheology. However, the interaction between the
microstructure and the flow field makes analysis of the polymer extrusion process,
and viscoelastic flow problems in general, difficult. The complex system of nonlinear
equations that describe such flow problems typically admit analytical solutions in
only limiting cases, and this has necessitated the development and use of numerical
methods for their solution. The numerical calculation of the extrudate (or die) swell
of a viscoelastic fluid is the focus of this paper.
Early attempts at viscoelastic flow calculations showed that there was considerable
difficulty in computing solutions as the "elasticity" of the fluid increased, where we
characterize the fluid elasticity by the Deborah number (De). The failure of the cal-
culations typically manifested itself through the appearance of a maximum Deborah
number at which a limit point occurred and the solution family turned back to lower
values of De (Keunings, 1986; Brown et al., 1986; Yeh et al., 1984). The maximum
attainable De was shown to be mesh dependent, and in fact became smaller as the
mesh was refined, suggesting that either the mathematical problem was ill-posed or
that the numerical method was inappropriate. The failure of these calculations be-
came known as the "high Deborah number problem" (Keunings, 1986; Brown et al.,
1986).
Work by a variety of researchers has led to considerable success in the use of
numerical methods for solving two-dimensional flow problems in smooth geometries,
such as the flow between eccentric cylinders or the flow in a wavy-walled tube. More
precisely, by smooth we mean a flow geometry where the boundary shape has a
certain degree of differentiability, namely the boundary lies in C", where C" represents
the class of boundaries which are n times differentiable. The aforementioned flow
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problems are in C', i.e., their boundaries are infinitely differentiable. The flow
geometries considered in this work are in Co, i.e., they are only piecewise continuous.
A further restriction on this class of smooth problems is that not only is the boundary
shape smooth but the boundary conditions do not have any abrupt or sudden changes.
An example which violates this criterion is the flow in a channel where there is a
sudden change from a no-slip to a shear-free condition along the channel wall, also
known as the stick-slip problem (Richardson, 1970).
For flow problems which can be characterized as smooth, a variety of convergent
and accurate numerical methods have been developed. These methods include the
higher-order accurate spectral methods of Beris et al. (1984, 1985, 1986) and Pilit-
sis and Beris (1989), the stress sub-element method Marchal and Crochet (1987),
the EEME method of King et al. (1988), and various forms of the EVSS method
of Rajagopalan et al. (1990b). These latter include the EVSS-G method of Brown
et al. (1993) and the method of Guenette and Fortin (1995), who have derived a dis-
crete form of the EVSS method which is extendible to a wide range of constitutive
equations which do not possess an additive Newtonian part or cannot be easily cast
into the original EVSS framework. The success of such a wide array of numerical
methods has led.to a general consensus that the high Deborah number problem has
been resolved for calculations in smooth flow geometries.
For the case of non-smooth problems the status of numerical methods is quite
different. Examples of non-smooth problems include the stick-slip problem, where
there is a sudden change in a boundary condition, and also the flow in an abrupt
contraction, where there is a sudden change in the boundary shape. Central to un-
derstanding these non-smooth problems is.determining the solution behavior in the
vicinity of the location where the abrupt change in boundary shape and/or bound-
ary conditions occurs. For Newtonian fluids there has been considerable success in
elucidating this structure by assuming that a self-similar form for the streamfunction
exists and is of the form iI(r, 9) = rAg (0), where (r, 0) correspond to a cylindrical
coordinate system centered at the location where the sudden change in boundary
shape and/or boundary condition occurs. This form for the streamfunction can be
290
made to satisfy the local boundary conditions and results in an eigenvalue problem
for the exponent A, which in turn specifies the functional form gx(O). This eigenvalue
problem gives rise to a sequence of Ai, which are possibly complex. We choose to
order the Ai such that R(A1) < R(A2) < etc. Because we are only interested in the
dominant term in this expansion we set A = A1. For a physically well-posed prob-
lem, i.e., one with finite forces, the condition A > 1 must be satisfied. For problems
where A is in the range 1 < A < 2 the pressure and viscous stress fields are singular,
becoming infinite as the origin is approached. However, finite forces result along the
boundary and the problem is well-posed.
The existence of this self-similar form has been verified numerically by a number
of researchers. Coates et al. (1992), in finite element simulations of a Newtonian
fluid in an abrupt, axisymmetric contraction, have observed the expected leading-
order behavior of A - 1.545 as predicted from the self-similar solution. In finite-
element simulations of the stick-slip problem, Apelian et al. (1988), and more recently
Salamon et al. (1995), have observed the expected leading order behavior of A - 1.5.
Salamon et al. (1995) have also considered the planar die swell of a Newtonian fluid
where there is a sharp corner at the die exit. Their predictions for the behavior of
the velocity and pressure fields show excellent agreement with self-similar analysis
for a planar, shear-free surface intersecting a solid boundary, although it is unclear
that this idealization is appropriate for this problem. An interesting point of Salamon
et al.'s (1995) results is that, in order to balance the singular normal stresses that
arise at the free surface adjacent to the die edge, the meniscus separates from the die
lip with infinite curvature. This is consistent with the earlier hypothesis of Schultz
& Gervasio (1990). Salamon et al.'s (1995) calculations were possible because of a
newly developed finite element method based on irregular, embedded finite elements,
which allow extreme resolution of the flow field adjacent to the die edge. In this
Chapter we extend the Newtonian analysis to the die swell of a viscoelastic fluid and
we use the capability of resolving small length scales to shed insight into the expected
behavior of a viscoelastic fluid described by the Giesekus equation exiting a planar
die.
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For the flow of a viscoelastic fluid in a non-smooth problem the expected be-
havior is not generally known. In calculations of a UCM fluid in a 4-to-1, abrupt,
axisymmetric contraction Lipscomb et al. (1987) and Coates et al. (1992) observed
that the stress components in the vicinity of the sharp corner varied as approximately
r-0.9, which is almost at the limit of well-posedness corresponding to r-1. Apelian
et al. (1988) observed similar behavior for the stick-slip flow of a UCM fluid.
Several analytical/semi-numerical studies are also relevant. Renardy (1993) has
studied the response of a UCM fluid to a Newtonian velocity field near a reentrant
corner. Renardy (1993) finds that there is significant structure both in the radial and
the angular directions near the corner; he further observes that errors in resolving this
structure may show up as spurious oscillations downstream of the reentrant corner.
In a more recent paper Renardy (1994) showed that rewriting the component form of
the constitutive equation in a basis formed from the dyadic products of the velocity
field vector and a second vector which is perpendicular to the velocity field yields
a more natural form for the constitutive equation which appears to eliminate the
downstream instabilities at the reentrant corner. Davies and Devlin (1993) have
constructed series solutions for planar creeping flows of Oldroyd-B fluids near sharp
corners. They find well-posed behavior away from the walls, including Newtonian-like
behavior, but these solutions lead to inadmissable stress singularities as the walls are
approached. For non-reentrant corners the behavior of an Oldroyd-B fluid is always
Newtonian-like away from the walls. Hinch (1993) has also studied the behavior of
an Oldroyd-B fluid near a reentrant corner, and has shown that a similarity solution
exists with a stress singularity with behavior of r-2/3 in a core region away from the
walls and r-8 /9 in the viscometric region near the walls.
The difficulty of using models with unknown behavior near stress singularities,
such as the Oldroyd-B and UCM models, led Apelian et al. (1988) to introduce a
modified UCM (MUCM) model such that the behavior of the flow field in regions of
large stress would reduce to the Newtonian-like form. In calculations of the planar
stick-slip flow, Apelian et al. (1988) showed that the MUCM model did yield stress
fields which were Newtonian-like. Coates (1992) extended Apelian et al. 's (1988)
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analysis of the MUCM model to the abrupt, axisymmetric contraction and showed
that Newtonian-like behavior was observed near the corner and that the solutions
indeed converged with mesh refinement. Coates (1992) also considered other nonlinear
models, such as a modified Chilcott-Rallison model and the Giesekus model, and
showed that these models yielded convergent and well-posed solutions in the abrupt,
axisymmetric contraction. The ability of these non-linear models to yield a bounded
elongational viscosity appears crucial to their success in calculations in singular flow
problems. This is evidenced in Figs. 9-1 and 9-2 where the rheological behavior of
the Oldroyd-B and Giesekus models are presented. The Oldroyd-B model predicts
an unbounded elongational viscosity at an elongation rate of Aý = 1/2, whereas
the Giesekus model predicts an increase in the elongational viscosity followed by
an approach to a constant limiting value at high elongation rates. The amount of
increase in the elongational viscosity, and hence the level of the plateau, is controlled
by the magnitude of the anisotropic mobility factor a appearing in the constitutive
equation.
In this chapter we present calculations for the planar die swell of a viscoelastic
fluid described by the Giesekus model. The motivation for the calculations is two-fold.
First, although we do not attempt to determine the exact nature of the local flow
field near the singularity at the die exit we do show that the Giesekus model yields
physically admissible stress fields and converges with mesh refinement. In fact, there
are instances where the Giesekus model appears to give Newtonian-like behavior.
Second, we are interested in examining the effect of eliminating the singularity at the
die exit on the global flow field. This is facilitated by replacing the sharp die exit
with a rounded corner and allowing the free surface to wet the die face.
9.2 Flow Geometry and Governing Equations
The two-dimensional, viscoelastic free-surface flow problem considered here is
shown schematically in Fig. 9-3. A viscoelastic fluid enters upstream in the die
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Figure 9-1: Viscosity (/77o) and elongational viscosity (ýi/~ 0 ) for the Oldroyd-B
model. Here 3 = r7s/ro0.
294
/3 = 0.001
-
.0
0.1
77/77o
0.01
n nni
IUUU
100
10
1
0.1 1 10 100 1000
-10 -5 0 5 10
Figure 9-2: Viscosity (,r/770) and elongational viscosity (i7/r7o) for the Giesekus model.
Here 3 = 77,/ro0.
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Figure 9-3: (a) Two-dimensional flow through a channel for a viscoelastic fluid with
finite surface tension (Ca > 0) and a sharp die exit; (b) An expanded view of the
meniscus and die shape for the geometry shown in (a); (c) Two-dimensional flow
through a channel for a viscoelastic fluid with finite surface tension (Ca > 0) and
a rounded die exit; (d) An expanded view of the meniscus and die shape for the
geometry shown in (c).
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with a fully-developed velocity profile and exits far downstream as a flat liquid sheet.
The final thickness of the sheet, and hence the value of its uniform axial velocity, are
set by a momentum balance throughout the die extrusion process (Huilgol, 1975).
For the discussion here and the analysis presented in the remainder of the Chapter,
we use a Cartesian coordinate system fixed at the edge of the die, as shown in Fig.
9-3. In this Chapter we are interested in examining the flow behavior for two pre-
scriptions of the local physics occurring at the attachment point of the meniscus at
the die exit; these are shown schematically in Figs. 9-3b and 9-3d, respectively. Fig.
9-3b corresponds to the die exit's being approximated by a sharp corner, with the
free surface attached at the corner. Fig. 9-3d corresponds to the die exit's being ap-
proximated by a 7/2 circular-arc of radius R, with the meniscus attached a distance
R above the rounded corner on the die face (point A in the Figure). Three additional
locations are chosen for the attachment point of the meniscus. Point B corresponds
to the juncture of the rounded corner of the die with the flat die face, whereas points
C and D correspond to locations which are 150 and 450 around the rounded corner
from point B, respectively. The effect of allowing the free surface to attach at these
points is explored in Section 9.4.4. The motivation for using the sharp corner in Fig.
9-3b is that it simplifies implementation of the finite element method and admits a
wide range of possible contact angles. The motivation for using the rounded corner
with the fluid wetting the die face is that, for small contact angles, this will eliminate
the singularity at the die exit. Both phenomena have been observed experimentally
(McKinley, 1995).
The governing equations for momentum and mass conservation for the steady,
inertialess flow of an incompressible fluid are
Vo"- = 0, (9.1)
V*v = 0, (9.2)
where v is the velocity vector and oa is the total stress tensor. These are written
here in dimensionless form by scaling lengths with the half-width (H) of the die,
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velocities with the average velocity (U) at the inlet ODi, and pressure and stress with
the viscous stress (q70U/H), where 770 is the zero-shear-rate viscosity of the liquid.
The total stress tensor is expressed in terms of the pressure p and the extra stress
tensor 7 as
o- = -pI - 7. (9.3)
To complete the description of the flow problem requires specification of a constitu-
tive equation which describes the rheology of the fluid. For a Newtonian fluid with
viscosity 770o the dimensionless stress tensor 7r is given by
rE" -- , (9.4)
where ' (Vv) + (Vv)T is the rate-of-strain tensor.
For the viscoelastic flow calculations we use the nonlinear constitutive equation
developed by Giesekus (1982). This equation can be written by splitting the extra
stress into a Newtonian solvent contribution 7, and a polymeric contribution rp,
r = r, + rp. (9.5)
The Newtonian solvent contribution to the extra stress is written as
7, -- - , (9.6)
whereas the polymeric contribution is given by
aDe7p + De-rp(l) - ~ 7-p = -(1 - /)-, (9.7)
where 7,p(1) is the upper-convected derivative, which for steady state flow is
7p(1) = v.Vrp*- (Vv)T.7* - Tp.(Vv). (9.8)
The three parameters appearing in the viscoelastic constitutive equation are the Deb-
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orah number De - AU/H, a ratio of a characteristic material relaxation time A to a
characteristic flow time; the anisotropic mobility factor a, which takes into account
the effect of the local average molecular configuration on the hydrodynamic drag ex-
perienced by a molecule; and - rqs/7l0 = r/s/(• + 77p), which is a ratio of the solvent
viscosity 77, to the total zero-shear-rate viscosity 770 = 7, + 71p.
Completion of the flow problem requires specification of boundary conditions on
velocity and the polymeric contribution to the stress tensor. Along the solid surface
of the die, OD,, the boundary conditions on the velocity are written generally as
(n.v) = 0, (9.9)
(t-v) = 0, (9.10)
where eq. (9.9) describes an impenetrable solid, and eq. (9.10) specifies a no-slip
surface.
At the inflow boundary, aDi, both components of velocity and the normal com-
ponents of rp are specified, i.e.
vX = V(y), vy = 0, (9.11)
TpXx = =X. (y), (9.12)
,pyY = 7rpyy(y), (9.13)
whereas on the outflow boundary, iDo, natural boundary conditions are set to force
the flow to be fully-developed:
(nn:o) = O, vy = 0. (9.14)
The reflective symmetry about the center plane is specified by the conditions
(tn:a) = 0, vy = 0, (9.15)
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where (n, t) are unit normal and tangent vectors to the boundary.
The boundary conditions along the free surface are
(v.n) = 0, (9.16)
(tn : a) = 0, (9.17)
(nn : o) - 2W7-Ca - 1 = 0. (9.18)
Equation (9.16) is the kinematic condition which ensures no flow across the free
surface, eq. (9.17) forces the vanishing of the shear stress on the interface, and eq.
(9.18) is a balance of the normal component of the stress with surface tension, which
acts through the curvature of the liquid/melt interface, or meniscus. The ratio of
the magnitudes of the normal viscous stress to surface tension a is described by the
capillary number Ca =- rU/a. If the meniscus can be represented as a single-valued
function of x, i.e., y = h(x), then the curvature 27 is expressed as
27-H - [hx/(1 + h2) 3/2] = (dtn), (9.19)X ds
s being the arc-length along the meniscus (Weatherburn, 1927).
The problem statement is completed by setting boundary conditions on the menis-
cus shape, written in terms of y = h(x), as
dhh(O) = 0, dj(L/H) = 0, (9.20)
and by setting a reference pressure within the fluid as p(L/H, y) = 0.
9.3 Numerical Method
The finite-element analysis of the planar die swell problem is based on features of sev-
eral previous algorithms; these include the EVSS method of Rajagopalan et al. (1990b)
for the treatment of viscoelastic free-surface flow problems and the EVSS-G method
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of Brown (1993) for treatment of the viscoelastic constitutive equation. The EVSS
and EVSS-G methods are based on splitting the polymeric contribution to the extra
stress into elastic and viscous contributions. The motivation for this splitting is that
it recovers an elliptic operator on velocity in the momentum equation.
The EVSS-G formulation is implemented by defining an elastic stress tensor E as
Z =_ 7p + (1 - 3):. (9.21)
Substitution of the elastic stress E in the momentum (9.1), continuity (9.2) and
constitutive equations (9.7) results in
V.(-pI + 4j- E) = 0, (9.22)
V*v = 0, (9.23)
aDe
S+ De,(1) (1 - #1 E'0-aDe(1-#))" 
- aDe(L"4+±"E) 
-De(1-)) =0,
(9.24)
where the dependent variables are now (v, E,p). Note that the substitution of the
elastic stress into the constitutive equation has introduced the term -4(1) , the upper-
convected derivative of the rate-of-strain tensor, which contains second derivatives
of the velocity. This term requires special treatment in the finite element analysis
described below.
Equations (9.22)-(9.24) along with the boundary conditions (9.9)-(9.18) are solved
by using the finite element method. The finite element analysis used here combines
quasi-orthogonal mapping methods for representing the free-boundary (Christodoulou
and Scriven, 1992; Tsiveriotis and Brown, 1992); mixed finite-element methods for
discretizing the equations, boundary conditions, and mapping equations (Szady et al.,
1995b; Rajagopalan et al., 1990b); and local, irregular mesh refinement for comput-
ing highly accurate solutions near the die exit (Tsiveriotis and Brown, 1993). The
quasi-orthogonal mapping methods and local, irregular mesh refinement have been
described in other references (Salamon et al., 1995; Christodoulou and Scriven, 1992;
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Tsiveriotis and Brown, 1992, 1993). The mixed finite element method for the vis-
coelastic flow calculations is reviewed here.
9.3.1 Mixed Finite Element Method
The mixed finite element method used here is based on the formulations of Ra-
jagopalan et al. (1992) and Brown et al. (1993) for viscous and viscoelastic free sur-
face flow problems and is similar to other formulations for viscous free-surface flow
problems (Christodoulou and Scriven, 1989, 1992). The method is based on mixed
order, Lagrangian polynomial interpolations for the velocity and pressure fields that
satisfy the compatibility condition for Stokes flow in confined domains discretized by
quadrilateral isoparameteric finite-elements. The finite element approximations for
the velocity, pressure and elastic stress fields and the meniscus shape are denoted as
(vh, ph, Eh, hh) where the superscript h denotes the dependence of the approximated
variable on the mesh, signified by the characteristic mesh size h.
The finite element formulation of the momentum and continuity equations uses
features of standard finite element methods for confined flows without free-boundaries,
with modifications necessitated by the free-surface boundary conditions, eqs. (9.16)-
(9.18). The finite element approximation to the velocity field is constructed in the
space of functions with square integrable first derivatives such that the no penetration
condition on all solid and symmetry boundaries is automatically satisfied; we refer to
this approximation space as V h. The pressure field is assumed to be square integrable,
and the approximation space is written as ph, whereas Eh denotes the approximation
space for the elastic stress field.
The weak forms of the momentum and continuity equations and their associated
boundary conditions are written for vh E Vh, ph E ph as
h =VUh) - uh , nh. h)aD = 0, (9.25)
(q h, V-h)D = 0, (9.26)
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Vuh E Vh and qh E ph. The finite element approximations to the auxiliary variables
(Vvh, onh, th) are computed explicitly from the finite element approximations.
Equations (9.25) and (9.26) are the weak forms of the momentum and continuity
equations, (9.1) and (9.2), respectively. In eqs. (9.25)-(9.26) (-, .)D denotes the vector
inner product defined on the domain D and (., *)ao denotes the inner product written
as a line integral over the section of the boundary denoted by the subscript.
The constitutive equation (9.24) is discretized by using finite element methods
that are appropriate for hyperbolic differential equations; we use the SUPG method
of Brooks and Hughes (1982). Note that the implementation of the EVSS-G method
has introduced the term 1(,) into the constitutive equation (9.24). Since the velocity
field is approximated by functions which are only Co-continuous across interelement
boundaries, the second derivatives of velocity appearing in the term j(,) are ill-defined
along these boundaries. In the EVSS method of Rajagopalan et al. (1990b) this
difficulty is circumvented by interpolating the discontinuous rate-of-strain tensor j'
onto a continuous bilinear function, such that j(,) is a well-defined quantity.
The EVSS-G method is based on modifying the EVSS method to accommodate in-
compatibilities in the constitutive equation between the elastic stress and the velocity
gradients that occur along streamlines of zero velocity. To satisfy this compatibility
requires interpolating the discontinuous velocity gradient (Vvh) onto a continuous
approximation Gh. The compatibility condition also implies that the elastic stress
Eh and the interpolated velocity gradient Gh should be composed of the same degree
polynomials; see Brown et al. (1993) for details. The least squares approximation to
the velocity gradient Gh is thus written as
(m , (Vh) - Gh)D= 0, (9.27)
Vmh E Mh, where Mh is the finite element approximation space for the interpolated
velocity gradient Gh .
The compatibility requirements between the velocity gradient and the elastic stress
suggest that the interpolation for the velocity gradient Gh should be used as an
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approximation to the velocity gradients in all of the terms appearing in (9.24). The
SUPG formulation for this form of the constitutive equation is written as
(,h h +De) - aDe ,h -aDe( 1 -_)[(Gh)+(Gh)T].[(Gh)+ (G h)T]
-aDe(Zh.[(Gh) + (Gh)T]+[(Gh) + (Gh)T].Eh)
- (1 -P)[(G)) + (G•l))] )D=O (9.28)
V h e Eh, and the weighting functions 4 h are formed from the finite element basis
for the stress Oh as
h = hvh + V . h, (9.29)
where h is the characteristic element size. The renormalization of the velocity field is
introduced so that the weighting function remains 0(1) in regions where the velocity
field vanishes.
The finite element description is completed by implementing boundary conditions
along the meniscus, where the meniscus location hh is an additional unknown. We
choose the distinguished condition for the interface to be the kinematic condition.
The approximation of the free-surface shape is taken to be in the space of functions
with square integrable first derivatives expressed along this boundary and is denoted
as Sh. The weak form of this equation is written as
(gh, nh. vh) aD = 0, (9.30)
Vgh e Sh.
The remaining boundary conditions which require implementation are the shear-
free condition along the symmetry plane 9D, (9.15), and the normal (9.18) and
tangential (9.17) stress conditions along the free surface. These boundary conditions
are incorporated by rewriting the normal stress in components as
n h h = (nh n h:h )nh + (thn h:oh)th. (9.31)
304
Along shear-free boundaries this reduces to
nh.*0 h = (nhnfh:Uh)nh,  (9.32)
whereas the shear and normal stress conditions along the meniscus are written as
n h.h = (nhnhh:o0h)nh = (2WGCa-')n = Ca dth, (9.33)K *-)ds (9.33)
where 2 rl h is the finite element approximation to the mean curvature. Substituting
eqs. (9.32) - (9.33) into eq. (9.25) gives the weak form of the momentum equations.
The resulting formulation is identical to that used by Kistler and Scriven (1983) and
Rajagopalan et al. (1992); it also was used by Salamon et al. (1994, 1995).
The eqs. (9.25)-(9.30) must be solved simultaneously with the boundary condi-
tions and the weak forms of the mapping equations utilized in the quasi-orthogonal
mapping method. We use the mapping equations of Christodoulou & Scriven (1992)
to solve for the mapping of the physical domain (x, y) to a transformed domain (ý, 77).
The mapping equations are written by assuming that the approximations to the orig-
inal coordinates (xh( , q), yh(ý, 7q)) are in the function space of square integrable first
derivatives, where the approximation space is written as Xh. The weak forms of the
mapping equations are
(Ix)2 + ()2] / [(X)2 + (y)2]+ e, Vah - 1n [(X h)2 + ()2] , a) = 0,
(9.34)
([(X)2 + (y)2] / [)2 + (y)2] + e, Vb - (E2 x2 , b = 0,
(9.35)
Vah, bh E Xh, where it has been assumed that the mapping equations weakly satisfy
orthogonality along the boundary OD.
Discrete forms of eqs. (9.25) - (9.30) and (9.34)-(9.35) are created by expressing
velocity components in expansions of Lagrangian biquadratic polynomials Qh con-
structed so that Qh C Vh. The finite element approximation to the pressure field
is written as an expansion of bilinear Lagrangian polynomials denoted by Qh C ph.
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As mentioned previously, the interpolated velocity gradient Gh and elastic stress Z h
are written as expansions of bilinear Lagrangian polynomials, denoted by Q C Mh
and Qh C Eh, respectively. The mapping variables (xh(, rl), yh(, 77)) are discretized
by using biquadratic polynomials, i.e. Qh C X h , so that the boundary shape is
approximated isoparametrically. The free-surface shape and the normal and tangen-
tial vectors (hh, nh, th) are recovered explicitly from the coordinate transformations
evaluated along the meniscus.
These discretizations yield a large set of nonlinear algebraic equations which we
solve by Newton's method. The components of the Jacobian matrix needed at each
Newton iteration are computed in closed form, and the resulting linear equation set
is solved by direct LU factorization by using frontal matrix methods (Hood, 1976).
The convergence of the Newton iteration is sensitive to the initial guess for nonzero
values of Ca and De. Calculations for Ca > 0 are performed by using continuation in
Ca started from the stick-slip solution, which is the limit of the die swell problem for
Ca = 0. Calculations for De > 0 are performed by using continuation in De starting
from the Newtonian solution De = 0.
The finite element algorithm used in these calculations allows element splitting
from one to two elements. This mesh refinement strategy is used to refine succes-
sively the mesh in the wedge-like region where there is a sudden change in boundary
shape and boundary conditions. These elements can be sequentially split to halve
the element size. In the calculations presented below meshes are used with up to 8
refinement levels. A sample mesh used for the die with a sharp corner is shown in Fig.
9-4a, with an expanded view of the die lip for this mesh shown in Fig. 9-4b. This
mesh has 130,529 degrees-of-freedom, 8 levels of refinement and a smallest element
near the die lip of size hmin = 1.0 x 10- 4 . A similar refinement strategy is used for
the rounded die lip. A sample mesh used for this smooth geometry is shown in Fig.
9-4c, with an expanded view of the rounded exit for this mesh shown in Fig. 9-4d.
This mesh has 60,531 degrees-of-freedom in the analysis of the free-surface flow and
a smallest element near the die edge of size hmin = 2.5 x 10- 3 . Characteristics of the
finite element meshes used in the sharp and rounded die exit calculations are listed
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Figure 9-4: (a) Sample finite element mesh M3S used in calculations of die swell with
a sharp exit. This mesh has 8 levels of refinement in the neighborhood of the die exit
and a smallest element of size hmin = 1.0 x 10-4; (b) an expanded view of the sharp
die exit for the mesh shown in (a), -0.02 < x < 0.02, -0.02 < y < 0.006; (c) sample
finite element mesh M3R used in calculations of die swell with a rounded exit. This
mesh has 4 levels of refinement in the neighborhood of the die exit and a smallest
element of size hmin = 2.5 x 10-'; (d) an expanded view of the rounded die exit for
the mesh shown in (c), -0.1 < x < 0.1, -0.1 < y < 0.09.
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Mesh Number of unknowns Levels of refinement Mesh size hmin
M1S 10,461 0 0.1
M2S 90.501 6 1.56 x 10- 3
M3S 130,529 10 1.0 x 10- 4
M1R 11,929 0 0.2
M2R 31,477 1 0.1
M3R 60, 531 4 2.5 x 10- 3
Table 9.1: Properties of finite element meshes used in this Chapter.
in Table 9.1.
9.4 Results
The results in this section examine several features of viscoelastic die swell. The
convergence of the mixed finite element formulation based on the EVSS-G method
for flow in planar dies with both sharp and rounded exits is discussed in Section 9.4.1.
The asymptotic behavior of the Giesekus model near the singularity formed at the
attachment point of the meniscus with the die exit is discussed in Section 9.4.2. A
comparison of the predicted macroscopic results for the planar and the rounded dies
is discussed in Section 9.4.3. The existence of steady solutions for the case of the free
surface wetting the die face is considered in Section 9.4.4. In Section 9.4.5 the effects
of the anisotropic mobility parameter a and the solvent contribution to the stress are
investigated.
9.4.1 Convergence for Moderate Values of Elasticity(De -
1, 3 = 0.5, a = 0.1 and Ca = 1)
Planar Dies with Sharp Exits
In Figs. 9-5 - 9-7 contour plots of the x-component of velocity (vi), pressure (p),
and the xx-component of the elastic stress (Exx) are plotted for three finite element
meshes, MIS, M2S, and M3S at De = 1, 3 = 0.5, ca = 0.1 and Ca = 1. To facilitate
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Figure 9-5: Contours plots of the x-component of velocity (vs), pressure (p) and xx-
component of elastic stress (Exx) for finite element mesh MIS in die swell calculations
with a sharp exit at De = 1, 0 = 0.5, a = 0.1 and Ca = 1. Maximum (x) and
minimum (o) values of the fields are denoted. Note that, due to the singularity at the
die exit (x, y) = (0, 0) the pressure and xx-component of the elastic stress contours
are restricted to the range 0 < p < 5 and -3.2 < Ex < -0.1. The dimensions of
the figures are also not drawn to scale and the plots are restricted to -2 < x < 2 to
facilitate viewing of the solution.
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Figure 9-6: Contours plots of the x-component of velocity (v,), pressure (p) and xx-
component of elastic stress (Exx) for finite element mesh M2S in die swell calculations
with a sharp exit at De = 1, 3 = 0.5, a = 0.1 and Ca = 1. Maximum (x) and
minimum (o) values of the fields are denoted. Note that, due to the singularity at the
die exit (x, y) = (0, 0) the pressure and xx-component of the elastic stress contours
are restricted to the range 0 < p < 5 and -3.2 < E:z < -0.1. The dimensions of
the figures are also not drawn to scale and the plots are restricted to -2 < x < 2 to
facilitate viewing of the solution.
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Figure 9-7: Contours plots of the x-component of velocity (vx), pressure (p) and xx-
component of elastic stress (Exx) for finite element mesh M3S in die swell calculations
with a sharp exit at De = 1, / = 0.5, a = 0.1 and Ca = 1. Maximum (x) and
minimum (o) values of the fields are denoted. Note that, due to the singularity at the
die exit (x, y) = (0, 0) the pressure and xx-component of the elastic stress contours
are restricted to the range 0 < p 5 5 and -3.2 < Ex 5< -0.1. The dimensions of
the figures are also not drawn to scale and the plots are restricted to -2 < x < 2 to
facilitate viewing of the solution.
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Mesh AP hfinal Vx Vy p (Vv)x x (VV)yx (VV)xy Exx Eyy Eyx
MIS 39.97 0.2326 0.5211 0.1949 0.2796 0.7616 -1.940 1.464 -2.095 -0.5560 -0.7969
M2S 39.96 0.2189 0.5296 0.1913 0.6023 0.5224 -2.477 1.283 -2.450 -0.3163 -1.155
M3S 39.96 0.2188 0.5305 0.1920 0.5947 0.5238 -2.470 1.289 -2.451 -0.3185 -1.151
Table 9.2: Values of total pressure drop AP, hfinal and the field variables v,, vy, p,
(Vv)xx, (Vv)yx, (Vv)Zy, Exx, Zyy, Eyz at the point (x, y) = (0, -0.1) as a function of
mesh for flow in a planar die with a sharp exit at De = 1, 3 = 0.5, a = 0.1 and Ca
= 1.
the viewing of the pressure and elastic stress fields the contour values have been
restricted to the range 0 < p < 5, -3.2 < Exx < -0.1. This restricts the contours
to values away from the singularity in the stress field at the die lip (x, y) = (0, 0);
the details of the solution field near the die lip are explored in Section 9.4.2. As
the finite element discretization is refined the contours become smoother, thereby
illustrating the convergence of the method. In Table 9.2 values of all of the field
variables at the point (x, y) = (0, -0.1) are shown for the three different finite element
discretizations. As the mesh is refined these variables approach constant values, as
expected for a convergent method. In Figs. 9-8 and 9-9 contour plots of the remaining
field variables for the solution shown in Fig. 9-7 are shown; these were obtained with
mesh M3S. The singular nature of the stress, pressure, and velocity gradient fields at
the die exit is apparent in the large magnitudes for these variables at (x, y) = (0, 0)
relative to the values of the contours.
Planar Dies with Rounded Exits
In Figs. 9-10 - 9-12 contour plots of vT, p, and Exx are shown for the three finite
element discretizations M1R, M2R, and M3R at De = 1, / = 0.5, a = 0.1 and Ca
= 1. The range of the pressure and elastic stress contours is the same as in Figs.
9-5 - 9-7 to enable comparison with the solution for the sharp die exit geometry.
Once again, as the finite element discretization is refined the contour fields become
smoother, which supports the convergence of the method. In Table 9.3 values of
AP, hfnal and all of the variables at the point (x, y) = (0.05,0) are shown for the
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Figure 9-8: Contour plots vy, ECY and EY for the solution shown in Fig. 9-7. Max-
imum (x) and minimum (o) values of the fields are denoted. Note that, due to the
singularity at die exit (x, y) = (0, 0) the elastic stress contours are restricted to the
ranges -2 < yy, < 2, -1 < Eyx 5 0. The dimensions of the figures are also not
drawn to scale and the plots are restricted to -2 < x < 2 to facilitate viewing of the
solution.
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Figure 9-9: Contour plots of (Vv),( ,, and (Vv),y for the solution shown in Fig.
9-7. Maximum (x) and minimum (o) values of the fields are denoted. Note that, due
to the singularity at die exit (x, y) = (0, 0) the velocity gradient contours are restricted
to the ranges -0.5 < (Vv)xx < 0.5, -3.5 < (Vv)y, < 0, -0.5 < (Vv)y, < 0.5. The
dimensions of the figures are also not drawn to scale and the plots are restricted to
-2 < x < 2 to facilitate viewing of the solution.
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Figure 9-10: Contours plots of the x-component of velocity (vi), pressure (p) and xx-
component of elastic stress ,x for finite element mesh M1R in die swell calculations
with a rounded exit at De = 1, / = 0.5, a = 0.1 and Ca = 1. Maximum (x) and
minimum (o) values of the fields are denoted. For comparison with Figs. 9-5 - 9-7 the
pressure and xx-component of the elastic stress are restricted to the range 0 < p < 5
and -3.2 < E,: < -0.1. The dimensions of the figures are also not drawn to scale
and the plots are restricted to -2 < x < 2 to facilitate viewing of the solution.
315
III __
I I I
I~~~ 
0 .555I II
L • .i I 1 0.555
Vx
(x) 1.461
(0) 0.000
cnt. spc. = 0.133
P
(x) 40.38
(0) -10.04
cnt. spc. = 0.555
xx
(x) 2.041
(0) -11.97
cnt. spc. = 0.3444
Figure 9-11: Contours plots of the x-component of velocity (v,), pressure (p) and xx-
component of elastic stress E=x for finite element mesh M2R in die swell calculations
with a rounded exit at De = 1, 3 = 0.5, a = 0.1 and Ca = 1. Maximum (x) and
minimum (o) values of the fields are denoted. For comparison with Figs. 9-5 - 9-7 the
pressure and xx-component of the elastic stress are restricted to the range 0 < p 5 5
and -3.2 < E,, _ -0.1. The dimensions of the figures are also not drawn to scale
and the plots are restricted to -2 < x < 2 to facilitate viewing of the solution.
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Figure 9-12: Contours plots of the x-component of velocity (vi), pressure (p) and zx-
component of elastic stress CEx for finite element mesh M3R in die swell calculations
with a rounded exit at De = 1, 3 = 0.5, a = 0.1 and Ca = 1. Maximum (x) and
minimum (o) values of the fields are denoted. For comparison with Figs. 9-5 - 9-7 the
pressure and xx-component of the elastic stress are restricted to the range 0 < p < 5
and -3.2 < E,, < -0.1. The dimensions of the figures are also not drawn to scale
and the plots are restricted to -2 < x < 2 to facilitate viewing of the solution.
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Mesh AP hfinal vx Vy p (Vv)xx (v•)yx (Vv)xy Exx Eyy Eyx
MilR 40.39 0.3012 0.0840 0.09136 -3.288 2.003 -1.315 0.3553 0.0708 -2.052 -1.275
.M2R 40.38 0.3122 0.0921 0.1330 -3.150 2.169 -1.294 1.010 0.7687 -2.619 -1.156
M3R 40.38 0.2986 0.0918 0.1326 -3.184 2.175 -1.300 1.014 0.8304 -2.643 -1.153
Table 9.3: Values of total pressure drop AP, hfinal and the field variables v., vy, p,
(Vv)x,, (Vv),7, (Vv)!y, Exx, yy, Ey at the point (x, y) = (0.05, 0) as a function of
mesh for flow in a planar die with a rounded exit at De = 1, 3 = 0.5, ce = 0.1 and
Ca = 1.
three different finite element discretizations. As the mesh is refined these variables
approach constant values and further demonstrate convergence. In Figs. 9-13 - 9-14
contour plots of the remaining field variables for the solution shown in Fig. 9-12
are shown. A comparison of the contour plots of the field variables in Figs. 9-12,
9-13, and 9-14 for the rounded exit die to those in Figs. 9-7, 9-8 and 9-9 for the
sharp exit geometry shows that macroscopically the solution fields are very similar
for distinctly different die shapes. This suggests that, for these values of the elasticity
and surface tension, the fine detail of the die exit does not have a significant impact
on the macroscopic flow field.
9.4.2 Asymptotic Behavior Near the Die Edge
The behavior of viscoelastic constitutive equations near abrupt changes in boundary
shape and/or boundary conditions, as occur in wedge-like geometries, is one of the
outstanding questions in viscoelastic fluid mechanics (Keunings, 1990). The intent of
this section is not to present results that elucidate the exact form of this structure,
but rather to show that the results obtained indicate that the planar die swell flow
of a Giesekus model is a well-posed problem. Furthermore, in certain instances the
stress behavior appears Newtonian-like in a region' near the die exit.
Sharp Die Exit (De = 1, a = 0.1, 3 = 0.5, and Ca = 1 )
In Figs. 9-15 - 9-17 logarithmic plots of vX, p, and !]z are shown that show the
dependence of these variables on the downstream coordinate x along the free surface
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Figure 9-13: Contour plots of vy, EY and EyX for the solution shown in Fig. 9-12.
Maximum (x) and minimum (o) values of the fields are denoted. For comparison
with Fig. 9-8 the elastic stress field is restricted to the ranges -2 _< ,y < 2,
-1 < E,, < 0. The dimensions of the figures are also not drawn to scale, and the
plots are restricted to -2 < x < 2 to facilitate viewing of the solution. Mesh M3R
was used.
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Figure 9-14: Contour plots of (Vv),,, (Vv)y,, and (Vv),, for the solution shown
in Fig. 9-12. Maximum (x) and minimum (o) values of the fields are denoted.
For comparison with Fig. 9-9 the velocity gradient field is restricted to the ranges
-0.5 < (Vv)x <5 0.5, -3.5 < (Vv)y, 0, -0.5 < (Vv)y, < 0.5. The dimensions of
the figures are also not drawn to scale, and the plots are restricted to -2 < x < 2 to
facilitate viewing of the solution. Mesh M3R was used.
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Figure 9-15: Plot of (v,) along the free surface as a function of the downstream
coordinate x for the solution shown in Fig. 9-7. The straight line corresponds to the
observed exponent A in the Moffatt-like form for the solution field ArA. Note the
logarithmic scales used on the plot.
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Figure 9-16: Plot of (-p) along the free surface as a function of the downstream
coordinate x for the solution shown in Fig. 9-7. The straight line corresponds to the
observed exponent A in the Moffatt-like form for the solution field Ar'. Note the
logarithmic scales used on the plot.
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Figure 9-17: Plot of (-Cz) along the free surface as a function of the downstream
coordinate x for the solution shown in Fig. 9-7. The straight line corresponds to the
observed exponent A in the Moffatt-like form for the solution field ArA. Note the
logarithmic scales used on the plot.
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for the solution depicted in Fig. 9-7. It is apparent that both p and E.Z become
singular as the die lip is approached. As discussed in Section 9.2, determining the
slope of these plots is equivalent to determining the exponent A in a self-similar form
for the solution field ArA. Fitting the solution field to this Moffatt-like form yields
an axial velocity field that behaves as v, - ro0 39 ; a pressure field as p - r-0.58 and
an xx-component of the elastic stress as ExX rT-o0 5 9. This behavior for the pressure
and elastic stress singularity gives rise to integrable forces along the boundaries of the
flow and hence a well-posed problem. The forms of the velocity and pressure fields
suggests that, if the fluid were Newtonian, then the stream function would be of the
form ,1. r 4. Furthermore, for a Newtonian fluid with a planar shear-free surface
joining a flat no-slip surface at the same separation angle of 195.90 computed for the
viscoelastic problem, it can be shown that VCNewt r 1.42 , in excellent agreement with
the numerically observed behavior in the viscoelastic calculations.
Rounded Die Exit (De = 1, a = 0.1, 3 = 0.5, and Ca = 1 )
In Figs. 9-18 the xx-component of the elastic stress Ex- is plotted along the boundary
consisting of the solid wall and the free surface for the solutions depicted in Figs. 9-10
- 9-12. The coordinate s is a measure of the distance from the point (x, y) = (0, 0);
positive values of s correspond to the downstream coordinate x, whereas negative
values of s correspond to the arc-length along the solid boundary. The location
s = -0.5 corresponds to the juncture of the flat die with the rounded corner, and
s = -0.1285 corresponds to the juncture of the rounded corner with the flat inner
channel wall. Note that for the three finite element discretizations shown in Fig. 9-18
the solution field converges to finite values for the stress and .pressure fields along the
entire boundary, including at the contact line located at (x, y) = (0, 0). The solution
field is not singular at any point along the boundary, and this is a direct consequence
of having replaced the sharp die exit with a rounded corner and of allowing the fluid
to wet the outer face of the die. This result is not intended to suggest that the correct
physical behavior at the contact line is for the free surface to wet the outer face of
the die, but rather to show that the singularity at the die exit is removed by this
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Figure 9-18: Plots of Ez, along the boundary consisting of the solid wall and the
free surface for the solutions depicted in Figs. 9-10 - 9-12. The coordinate s is a
measure of the distance from the point (x, y) = (0, 0); positive values of s correspond
to the downstream coordinate x, while negative values of s correspond to the arc-
length along the solid boundary. The curves correspond to : M1R (- - - - ),
M2R (------------ ) , and M3R ( ). The location s = -0.5 corre-
sponds to the juncture of the flat die face with the rounded corner, and s Z -0.1285
corresponds to the juncture of the rounded corner with the flat inner channel wall.
325
prescription of the local physics.
9.4.3 Comparison of Macroscopic Behavior for Sharp and
Rounded Die Exits
In Fig. 9-19 contour plots of v, and EZ, are shown at De = 6, a = 0.1, 3 = 0.5 and
Ca = 1 for both sharp and rounded die edge geometries. Due to the singularity in the
sharp exit geometry the contour values for Ey_ have been restricted to -1.4 < EZy 5
0. It is evident that for moderately large values of De the sharp and rounded exits
yield qualitatively similar predictions for the extrudate shape and the total swell, with
a final swell amplitude of hfinal = 0.571 being predicted for the rounded die exit and
hfina = 0.580 for the sharp exit. Comparison of the contour plots also shows similar
predictions for the velocity and stress fields and suggests that for the Giesekus model
at moderate values of De and surface tension the details in the region of the die exit
do not significantly affect the global flow field.
In Fig. 9-20 a plot of the final swell hfinal versus De with ac = 0.1 and 3 = 0.5 is
shown for the two die shapes. For a wide range of De there is excellent agreement for
the total material swell as predicted by calculations for the sharp and rounded die
geometries.
9.4.4 Existence of Solutions for Dies with Rounded Exits
To explore the effect that rounding the die exit has on the existence of die swell
solutions we choose to vary the surface tension because it plays an integral role in
both the free-surface shape and the local physics occurring at the contact line attached
to the die face. In order to decouple the effects of surface tension and viscoelasticity
we consider the die swell of an inertialess Newtonian (De = 0) fluid for different values
of the capillary number.
In Fig. 9-21 the free-surface shape h(x) is plotted as a function of the downstream
coordinate x for a sequence of Ca. For low values of Ca the surface is essentially
flat, exhibiting a small, positive swelling for the entire length of the downstream
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Figure 9-19: Contours of v- and Ey, at De = 6, a = 0.1, / = 0.5 and Ca = 1 for
extrusion through planar dies with sharp and rounded exits; (a) sharp exit calculation
using mesh M3S; (b) rounded exit calculation using mesh M3R. Maximum (x) and
minimum (o) values of the fields are denoted. Due to the singularity in the sharp
exit case the contours of EY have been restricted to the range -1.4 < z < 0. The
dimensions of the figures are not drawn to scale and the plots are displayed in the
entire computational domain -16 < x < 16 to facilitate viewing of the solution.
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Figure 9-20: Final swell amplitude hfina versus De for a = 0.1, 3 = 0.5 and Ca
= 1 for extrusion through planar dies with sharp and rounded exits. The curves
(------- --- ) and (c e e ) correspond to the final swell amplitude hfina =
h(L/H) - h(O) for extrusion through a planar die with a sharp and a rounded exit,
respectively. Calculations were done with meshes M3S and M3R.
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Figure 9-21: (a) Free-surface shape h(x) as a function of the downstream coordinate
x and capillary number Ca for the die swell of an inertialess Newtonian fluid from a
planar die with a rounded exit. Calculations were done with mesh M3R. An expanded
length scale near the die exit is used in (b).
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coordinate. At and above Ca 2 1 the surface exhibits a "necking-down" , i.e., a
region where the free surface has a negative slope near the attachment point. This
behavior becomes more pronounced as Ca increases until finally, at approximately
Ca - 5, the free surface develops a very pronounced sag, and calculations beyond
this value of Ca are not possible. Arc-length continuation has been used to explore
whether this inability to compute solutions is due to the presence of a limit or turning
point. It is interesting that the solution family abruptly ends at the point Ca - 5.0.
This loss of existence of solutions is attributable to two possible phenomena. The first
is that the fluid actually wets a thin film along the die face which the finite element
mesh is unable to resolve. The second possibility is that there does not exist a steady
solution to the free-surface flow problem with the contact line fixed at the assumed
location.
The above results suggest that the physics occurring at the attachment point
plays a critical role in the existence of steady solutions to the flow problem. This
type of behavior has been observed by Kistler & Scriven (1994) in their study of the
teapot effect, where a liquid film cascades off of an inclined surface. Kistler & Scriven
(1994) found that the existence of steady solutions was sensitive to the location of the
attachment point. An interesting aspect of their study was that they used the Gibbs
inequality for the expected contact angle at a static contact line to predict when the
stationary contact line would change position. This is equivalent to determining a
"window" of contact angles such that for Oc satisfying R9 < Oc < 1A steady solutions
exist and the contact line remains stationary. Here 9R is an experimentally measured
receding contact angle and VA is an experimentally measured advancing contact angle.
For contact angles not satisfying this relation the contact line must move to reachieve
a steady solution.
To illustrate this point the contact angle 9~c at the attachment point is plotted
versus Ca in Fig. 9-22 for four different points of attachment of the meniscus to the
die surface. These points are clearly labeled in Fig. 9-3d. Position A corresponds
to the attachment point which is a distance 0.05H onto the flat die face; position B
corresponds to the point where the rounded portion of the die meets the flat die face;
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Figure 9-22: Contact angle V9, as a function of capillary number Ca for a Newto-
nian fluid exiting a planar die with a rounded exit. The curves (----- --- ),
( e e z ), ( .* ) and (-~----~ -- ) correspond to attachment of
the meniscus at points A, B, C and D in Fig. 9-3d, respectively.
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and positions C and D correspond to locations which are a distance of 150 and 450
around the rounded portion of the die exit from point B, respectively.
Calculations with the meniscus pinned at position A show that for Ca less than 1
the contact angle is approximately 900. However, for Ca > 1 the contact angle begins
to decrease substantially, with the calculations failing at Ca - 5. Calculations with
the meniscus pinned at locations B and C can be carried out to larger values of Ca
(Ca ! 10 for location B and Ca - 20 for location C); however the calculations fail in a
similar fashion to those with the meniscus pinned at position A. Finally, calculations
with the meniscus pinned at position D can be carried out to arbitrarily large values
of Ca. The calculated contact angle is observed to be substantially greater than those
for locations A, B and C (e9, ^ - 1350) and appears to be responsible for the ability to
compute solutions to large values of Ca. These results suggest that above a critical
capillary number Cacrit the contact line will actually "recede" along the die face in
an effort to achieve a location where a steady solution exists for a given capillary
number.
The movement of the meniscus along the die face has been observed experimen-
tally in the extrusion of a Newtonian fluid from a capillary tube (McKinley, 1995).
Knowledge of the acceptable range of static contact angles, which would correspond
to determining the values of 39R and VA, would allow one to incorporate this type
of behavior into numerical computations. The above results suggest that for small
values of the surface tension, i.e., high Ca, the geometric details of the die exit and
the location of the attachment point play a critical role in the existence of steady
solutions.
9.4.5 Effect of the Anisotropic Mobility Factor (a) and the
Solvent Viscosity ()3)
In Fig. 9-23 a plot of the final swell hfinal versus a with De = 1 and P = 0.5 is
shown for sharp and rounded exits. For a wide range of a there is good agreement for
the two kinds of die edges. Calculations in the limit of vanishing a are particularly
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Figure 9-23:. Final swell amplitude hfna versus ca for De = 1, 6 = 0.5 and Ca
= 1 for extrusion through planar dies with sharp and rounded exits. The curves
(-Q- - --- ) and (ca e z ) correspond to the final swell amplitude hfna =
h(L/H) - h(O) for extrusion through a planar die with a sharp and a rounded exit,
respectively. Calculations were done with meshes M3S and M3R.
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Figure 9-24: Final swell amplitude hfinal versus / for De = 1, a = 0.1, and Ca
= 1 for extrusion through planar dies with sharp and rounded exits. The curves
(-1--0-.--- ) and (e z z9 ) correspond to the final swell amplitude hfina =
h(L/H) - h(O) for extrusion through a planar die with a sharp and a rounded exit,
respectively. Calculations were done with meshes M3S and M3R.
difficult for the sharp exit case, and can be carried out so long as the value of a
remains small but finite. Calculations with mesh M3S have been carried out to a
value of a = 4 x 10- 5
In Fig. 9-24 the dependence of the final swell hfinal on 3 is illustrated for De = 1
and a = 0.1 for sharp and rounded die exits. For 3 in the range 0 < 0 < 0.4 there is
good agreement for the total material swell as predicted by calculations for the sharp
and rounded die geometries. However, for small amounts of swell, (e.g., values of 3
near unity), there is significant deviation between the swell predictions for the sharp
and rounded exit geometries. These results indicate that a substantial discrepancy
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may be observed in the predictions of the total swell for the two geometries when there
is only a small amount of swell relative to the channel half-width. In this instance
the details at the die exit do play an important role in determining the macroscopic
behavior.
Finally, the good agreement between the two geometries for large amounts of swell
(e.g., low values of a and P), suggests that a rounded die geometry may provide a
good model for the total material swell of fluids described by the Oldroyd-B and
upper-convected Maxwell models that are extruded from dies with sharp exits.
9.5 Summary
Finite element calculations have shed new insight into the understanding of the
extrusion of viscoelastic fluids. The calculations are possible due to the use of element
splitting techniques that efficiently allow a high degree of resolution of the velocity,
pressure, and stress fields in the region of the die exit. For the planar die swell of
a Giesekus model from a die with a sharp exit the stress fields are observed to be
of the form r - A, with A - 0.59, indicating that the stress field is integrable and
well-posed. In fact, for a moderately elastic fluid (De = 1, a = 0.1, and / = 0.5),
the observed behavior in the pressure and velocity fields is very-nearly Newtonian.
These results are in excellent agreement with the simulations of Coates (1992) for
the flow of a fluid described by the Giesekus equation in an abrupt contraction done
with the EVSS method, where the solution fields are observed to converge with mesh
refinement. The results presented here also show that the EVSS-G method is a
convergent numerical method for the calculation of the extrusion of a fluid described
by the Giesekus equation.
Replacing the sharp exit with a rounded exit results in a solution which does
not possess a singularity in the pressure or stress fields. Although we do not claim
that the local behavior which we have prescribed is necessarily the correct behavior
for describing the location of the contact line, it is evident that with an appropriate
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choice for the local physics it is possible to remove the stress singularity. The sharp
and rounded exits exhibit similar global flow and stress fields as well as the total
swell, indicating that for moderate values of De and Ca the details of the die shape
at the die exit do not have significantly different effects.
That the details of the die shape at the die exit affect the global solution is
evidenced in our calculations for the die swell of a Newtonian fluid from a planar die
with a rounded exit, where it is observed that as the surface tension is lowered the
contact angle decreases dramatically. Below a critical value for the surface tension
calculations are not possible; this suggests that no steady solution exists. That the
free surface develops a small contact angle indicates that either of two things is
occurring: (1) the finite element discretization is not adequate for resolving the large
negative slopes; or (2) no steady solutions exist for this location of the contact line.
Changing the local behavior by allowing the meniscus to attach at different locations
along the rounded die exit allowed calculations to be carried to significantly higher
values of the capillary number, demonstrating the sensitivity of the global flow field to
the attachment point of the meniscus with the die exit. These results are consistent
with the calculations of Kistler & Scriven (1994) in their analysis of the teapot effect.
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Chapter 10
Conclusions
The goal of this thesis has been to simulate accurately steady, two-dimensional vis-
coelastic free-surface flows in domains with contact lines and singularities. This has re-
quired the use of a viscoelastic constitutive equation which is physically well-behaved
in the region of the singularity coupled with convergent and accurate numerical meth-
ods for the viscoelastic free-surface flow calculations.
A starting point for this thesis was the work of Kapitza (1965), who experimen-
tally studied the wave profiles which appear on a layer of a Newtonian fluid flowing
down the outside of a vertical circular cylinder. Kapitza's (1965) experiments were
pioneering and set the stage for a tremendous number of experimental, analytical
and numerical efforts aimed at understanding the dynamics of this fluid mechanics
system.
The reason that this flow problem has received such a large amount of attention
is that it is one of the few free-surface flow problems where the effects of contact
lines, inflow and outflow boundaries, and flow singularities, can be eliminated. For
example, by assuming that a long-train of periodic waves are propagating at constant
speed along a wide film it is possible to reduce the problem to that of solving for a
single two-dimensional periodic wave profile. This makes the specification of the flow
problem considerably simpler than that of the die swell of a fluid, where all of the
aforementioned features appear.
Even without inflow and outflow boundaries, singularities, and contact lines, the
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solution of the full viscous free-surface film-flow problem is still a formidable task
and has led many researchers to develop various theories which are approximations
to the full Navier-Stokes equations and boundary conditions. These can be classified
into long-wave and boundary-layer approximations. The long-wave theories expand
the solution in a long-wave parameter and reduce the governing equations to a single
nonlinear partial differential equation for the free-surface height. The boundary layer
theories make assumptions regarding the form of the velocity and pressure fields across
the film, and in certain instances can be recast into a form similar to the long-wave
equation. Both theories typically assume that the surface tension is large.
A comprehensive test of the validity of these theories was presented in this thesis by
comparing them to finite element simulation of the full viscous, free-surface flow using
the model problem of a long train of periodic, two-dimensional waves which propagate
down the film at a constant speed. Such trains of periodic and solitary-like waves
have been experimentally observed to propagate a significant distance down the film
without significantly altering their shape and justify this approximation (Kapitza,
1965). By recasting the flow problem in a reference frame moving with the wave
speed it was possible to replace the original time-dependent, moving free-boundary
problem with a steady free-surface flow problem, allowing for a significant decrease in
computational expense and for the use of nonlinear analysis techniques appropriate
for steady problems to track solutions in parameter space.
Comparison of the finite element simulations to the long-wave and boundary-layer
theories showed that both are limited in their ability to describe these wave forms.
The long-wave theories are accurate in their description provided that the amplitude
of the wave is less than approximately 10 per cent of the average film thickness. For
larger amplitude waves the long-wave theories predict qualitatively different results
from the finite element simulations. The boundary-layer theories do not have such
amplitude restrictions, however they do deviate qualitatively from the finite element
predictions when the surface tension in the fluid becomes small.
The use of the finite element method to determine the validity of these theories
is a valuable contribution. By understanding why these theories break down it may
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be possible to improve the existing theories or develop new theories which are better
able to describe the film dynamics. It is also important to know the limitations of
these theories and the extent to which they can be relied upon to describe other
experimentally observed phenomena such as secondary instabilities to the primary
instability of a train of periodic waves.
Future work in Newtonian film dynamics might focus on understanding the variety
of secondary instabilities which have been experimentally observed (Liu and Gollub,
1993a,b). Comparison of existing theories to these experiments and to numerical
solution of the full, viscous free-surface flow problem will serve as an excellent check
of the progress of this effort. The work presented in this thesis has illustrated that
the finite element method can be an accurate and efficient tool for understanding the
film dynamics.
Finite element calculations of the wave profiles on a vertical film of a viscoelastic
fluid described by the Oldroyd-B model fluid confirmed the predictions of Gupta
(1967) and Shaqfeh et al. (1988) that viscoelasticity destabilizes the film, significantly
increasing the magnitude of the wave and its speed. In fact, for conditions on a non-
vertical film where the Newtonian fluid is always stable, it was shown that a purely
elastic instability can occur, confirming an earlier prediction of Shaqfeh et al. (1988).
These results are important because they illustrate that viscoelasticity can have a
significant effect on the nonlinear dynamics of the film flow.
To understand better how viscoelasticity affects the film flow will require per-
forming experiments and time-dependent numerical calculations in the low Reynolds
number limit to determine if a purely elastic instability can be observed. The linear
stability results of Shaqfeh et al. (1988) suggest that the growth rates of the elastic
instability are so small as to make its observation difficult in an experimental appa-
ratus. However, the nonlinear coupling of the elastic and viscous instability may be
important. Another interesting area deserving study is the restabilization predicted
by Shaqfeh et al. (1988) at moderate Reynolds numbers. Experiments and compu-
tations would shed insight into the magnitude of this restabilization. Several models
based on long-wave approximations have been derived by Kang and Chen (1995) and
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Joo (1994) for the film flow of a viscoelastic fluid. It would be interesting to com-
pare the predictive capabilities of these models to finite element simulation of the
full, viscoelastic free-surface flow to determine if these models suffer the same draw-
backs as the Newtonian evolution equations. Finally, the lack of inflow and outflow
boundaries, contact lines, and singularities suggests that film flow might serve as a
model test problem of viscoelastic free-surface flow for those interested in establishing
benchmark problems for testing of numerical methods for viscoelastic flows.
The aforementioned Newtonian and viscoelastic film flow problems are idealized
free-surface flows in the sense that it is possible to treat the problem such that contact
lines, inflow and outflow boundaries, and singularities are absent. Understanding
the nature of the flow singularity in the extrusion flow of a Newtonian fluid and
how it influences the flow field and meniscus shape in the neighborhood of the die
exit is essential before considering viscoelastic die swell, where the behavior of the
viscoelastic constitutive equation at the flow singularity is not well understood. This
was explored in Chapter 7, where mesh refinement techniques were used to obtain
extreme resolution of the solution structure near the die exit on length scales which
are 3 to 4 orders of magnitude smaller than previous computations, and to make fairly
precise statements about the flow field and meniscus shape in this region. The finite
element calculations showed that the free surface attached to the die exit with an
infinite curvature and at an angle which is determined through coupling of the local
and global flow fields, confirming an earlier hypothesis of Schultz & Gervasio (1990).
This result is extremely important because it illustrates how a singularity can affect
not only the stress fields but the boundary shape in the region of a contact line.
Allowing the fluid to slip along the die wall, in accordance with Navier's slip law,
resulted in several interesting phenomena. In the limit of large surface tension, where
the free surface comes off tangent to the upstream channel wall, implementation of
Navier's slip condition changed the singularity at the die exit from geometric to loga-
rithmic. A self-similar form for the local flow field was proposed which recovered the
expected local behavior and was in excellent agreement with the numerical simula-
tions. For the case of finite surface tension, where the meniscus is allowed to change
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shape as the fluid exits the die, the situation was markedly different. The stress sin-
gularity was observed actually to become stronger than that for the no-slip case. This
is an important result because it illustrates that wall slip, which was used by Silliman
& Scriven (1980) to remove the shear stress singularity at the die exit, actually makes
the normal stresses more singular and implies that slip may not eliminate the stress
singularity in the mathematical description of the flow problem.
In an effort to explain why slip results in a more singular stress field in Newtonian
die swell, several model flow problems incorporating combinations of no-slip, slip and
shear-free conditions were studied. By comparing results using slip and shear-free
boundary conditions it was shown that a slip surface behaves asymptotically like a
shear-free surface, and that appropriate theories developed for the shear-free case
were directly applicable. This analysis was then used to explain why the stress field
in Newtonian die swell with slip was more singular than the no-slip case and to give
an accurate prediction for the form of the stress singularity.
The results in Chapters 7 and 8 present a comprehensive study of the flow sin-
gularity occurring at the die exit in Newtonian die swell and how this singularity is
affected by the choice of boundary conditions on the upstream channel wall. All of
these results indicate that the Newtonian die swell problem is a mathematically well-
posed problem. There are several areas which merit further analysis. Developing a
submacroscopic description of the physics occurring at the contact line at the die exit
which entirely eliminates the flow singularity is warranted. Rounding of the die exit
and allowing the meniscus to wet the face of the die would accomplish this. Another
area worth exploring is developing special finite elements, as discussed in Chapter 3,
which incorporate the singular stress field and meniscus curvature into the numeri-
cal simulations. These special elements would greatly enhance the accuracy of the
calculations with less computational effort. Unfortunately, the lack of knowledge con-
cerning the form of this singularity for a viscoelastic constitutive equation precludes
the development of such special finite elements for simulations of polymeric liquids.
In Chapter 9 the extrusion of a viscoelastic fluid described by the Giesekus model
was considered. Since we were interested in a viscoelastic simulation with as weak a
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stress singularity at the die exit as possible the no-slip boundary condition was chosen
along the channel walls in light of the results of Chapters 7 and 8. Calculations using
the EVSS-G method of Brown et al. (1993) for a viscoelastic fluid described by the
Giesekus model were shown to be convergent and to yield physically well-posed stress
fields in the neighborhood of the singularity at the die exit. These results are in
agreement with the simulations of Coates (1992), who used the EVSS finite element
method to compute the flow of a viscoelastic fluid described by the Giesekus model in
an abrupt contraction, and showed that convergent and physically well-posed results
were obtained. The stress field in the die swell calculations was consistent with
analysis for a Newtonian fluid, also in agreement with the observations of Coates
(1992) in the abrupt contraction.
Replacing the sharp exit with a rounded exit and allowing the fluid to wet the
die surface effectively removed the stress singularity at the attachment point of the
meniscus with the die face. The rounded and sharp die exits gave comparable predic-
tions for the local flow and stress fields and the total swell at moderate values of the
elasticity and surface tension. In simulations using a Newtonian fluid the existence
of solutions was shown to be sensitive to the physics occurring at the contact line,
with the contact angle made by the meniscus and the die face changing dramatically
as the surface tension decreased until calculations were not possible below a critical
value of the surface tension. This behavior is consistent with experiments of gravity
extrusion (McKinley, 1995) and finite element simulations of the teapot effect (Kistler
& Scriven, 1993). The dependence of the contact angle on surface tension suggests a
mechanism which would allow the contact line to migrate along the die face, similar
to the behavior .observed in dynamic contact line experiments with advancing and
receding contact angles.
The ability of the Giesekus model coupled with the EVSS-G finite element method
to yield convergent solutions in the neighborhood of the singularity in the die swell
problem is an important result and suggests that this model can be used to simulate
more complicated extrusion flows. The advent of faster computers and the devel-
opment of accurate time-dependent numerical algorithms indicates that analysis of
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realistic two-dimensional flow problems such as fiber drawing is possible, although
still computationally intensive. Extension to three-dimensional flow problems, where
the number of unknowns is on the order of several hundred thousand to a million, is
currently not practical and will require the development of robust iterative methods
and parallel algorithms to facilitate the solution of these large scale problems.
Two points regarding the simulation of extrusion flows and viscoelastic simula-
tions in general are worth noting. First, an important feature of the extrusion flows
which has been neglected in the above analysis is the non-isothermal nature of the
process. Incorporating energy conservation as an additional variable would not signif-
icantly increase the computational expense of solving these flow problems, but would
provide considerable insight into how a spatially varying temperature field affects the
flow and its stability. Second, the flow singularity is still an outstanding question
in viscoelastic fluid mechanics. An analytical solution for the stress and flow field
for any viscoelastic constitutive equation near such a singularity would be immensely
useful for understanding how the polymeric stress field behaves at such a point and
for developing numerical methods for accurately calculating the stress field. However,
since it is generally accepted that such singularities are artifacts of continuum approx-
imations it might be more useful to develop a mathematical model in the framework
of kinetic theory which takes into account the effect of solid boundaries and locally
inhomogeneous flow fields.
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Appendix A
Asymptotic analysis for 3 > 0 and
Re = Ca =0
The analysis presented in this Appendix supplements the results of Chapter 7 for the
planar extrusion of a Newtonian fluid. An asymptotic analysis for the case where
the fluid is allowed to slip along the die wall in accordance with Navier's slip law is
presented here. The results use the general solution to the biharmonic equation in a
wedge by Kondrat'ev (1967) and the analysis of Kr6ner (1987, 1988), who has applied
these solutions to the case of the moving contact line problem.
The flow of an inertialess, incompressible Newtonian fluid is represented by solving
the biharmonic equation
V4¢ = 0 (A.1)
for the stream function, with appropriate boundary conditions. The velocity compo-
nents are given in terms of the stream function by
v, -(A.2)
vo (A.3)For the pa tial-slip/slip problem, which corresponds to a planar free surface separating
For the partial-slip/slip problem, which corresponds to a planar free surface separating
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from the die at an angle 90 = 00, these boundary conditions are
--/3 ) at 0 = 0, (A.4)
r 90 Or2  r2r r2 '2
- 0 at 9 = 0, (A.5)Or
a*2 ) 2 2 =0, at 0 = 7r, (A.6)
r2  r -r r2 i02
=0 at = 7r. (A.7)Or
Eq. (A.4) corresponds to Navier's slip law along the solid surface, eq. (A.6) specifies
that there is no shear stress along the free surface, and eqs. (A.5) and (A.7) specify
that no fluid is allowed to penetrate either the solid surface or the free boundary.
By following Kondrat'ev and KrSner, solutions to the biharmonic equation for the
stream function (A.1) which satisfy the boundary conditions (A.4)-(A.7) are sought
of the form
4'(r, 0) = E E(r ' Inij r)gij(0). (A.8)
i j
It is possible to show that at leading order the solution which satisfies the local
behavior near r = 0 is
4(r, 8) = rg l o(0) + r2g20 (0) + r2 In r 921 (8) + r3 n2 r 932() + r3 Inr g31 (8) + r3g3 0 (0),
(A.9)
where the functions gij(O) are
gio(0) = Alo cos(0) + Blo sin(0) + Clo0 cos(0) + D9oO sin(0), (A.10)
g21(0) = A 21 cos(20) + B 21 sin(20) + C2 10 + D2 1, (A.11)
g20(9) = A 20 cos(20) + B 20 sin(20) + C200 + D20 + E200 cos(20) + F20o sin(20), (A.12)
g32(9) = A32 cos(30) + B32 sin(30) + C32COs(O) + D32 sin(0), (A.13)
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g31(e)
and
gao(0)
- A 31 cos(30) + B3 1 sin(30) + C3 1 cos(0) + D 31 sin(9)
+ E310cos(39) + F 310sin(39) + G310cos(0) + H 310sin(9),
= A 30 cos(39) + B30 sin(30) + C30 cos(0) + D30 sin(0)
(A.14)
+ E300 cos(30) + F3o00sin(30) + G300 cos(0) + H 3o0 sin(0)
+ 130o2 cos(30) + J30o 2 sin(30) + K 3002 cos(0) + L 3002 sin(0). (A.15)
The coefficients in the gij(0) are obtained by matching conditions and yield the
following for the leading-order asymptotic behavior of the stream function
= rBlo sin(0
+ B 20 sin(20
+ r 3 In2(r)
) - r2 n(r) B10 sin(20) +
+ Blo Blo Blo
40,7r 40 407r
1Bo sin(30) Blo32027r2 320272
r2 B10 cos(29)40)
cos(29)}
sin(0) + r3 In(r) Blo cos(30)
16P27r + B 31 sin(30)
B10  Blo Blo
+ Bo cos(9) - B3a sin(O) + B• 0 9cos(30) Blo • cos(0)
160 27r 16,27r2  16027r2
+ r3 {-B317 cos(30) + B30 sin(30) + B31w cos(0) + D30 sin(9) + B310 cos(39)
+ 1Blo 9sin(30) - B31 9cos(0) - l 0 9sin(0) Blo02 sin(39)16 2M7 16P2x 32027r2
+ B s10 2 sin(9 )32027r2
This form for the stream function results in the following leading order behavior for
the velocity and stress fields at the wall (0 = 0)
Blo
vr (r, 9) 0=0o -Bo1 + B r In(r) - 2B 20 r -I2 • r
Afe(r, 9) !e=o ~ B B3o ln(r) +
P 2P2n
(A.17)
(A.18)
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(A.16)
P(r, 9)
B1 0  BlO
,,(r, 0) jo=0 ~Bio In(r) + (Bi - 4B20) + ... ,
00(r, 9) lo=o ~ EBo In(r) - (B - 4B 20 ) + ...07r 07r
(A.19)
(A.20)
Note that the velocity along the wall vr and shear stress A•ro are O(C+r In(r)) whereas
the viscous normal stresses •rr and 0ee are O(ln r).
The pressure field can be shown to give the following result at leading order
p(r, ) io In(r) +
07r~
(A.21)
where we note that there is no angular (0) dependence. Evaluating the total normal
stresses along the die wall (0 = 0) and along the free surface (0 = 7r) we obtain
eoo(r, 0) Io=o = -p(r, 9)
Urr(r, ) Io=o =
lo=o +Ayoo(r, 9) Io=o (4B 20 --1) + r(12B30 + 12D3o),
(A.22)
'rr(r,9) o=o -- Bo In(r) + (Bo - 4B20 ), (A.23)
+•rr, ) o~o"• l-'-•lnr ) fr
and
ooe(r, 9) lo=- = -p(r, 9)
Urr(r, 9) Io=, =
Blo
Io=7r +o 00o(r, 9) o=7 • (4B 20 - -) - r(12B 30 + 12D 30),
(A.24)
rr (r, 9) 1=7r Bo In(r) + (BTo - 4B20). (A.25)07r Or -
This illustrates that the total normal stress a 0o is linear (O(r)) along the die wall and
free surface, whereas the extension rate ,rr is O(ln r).
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Appendix B
A Local Similarity Solution for the
Stress Field of an Oldroyd-B Fluid
in a Newtonian Velocity Field
The analysis presented in this appendix is an extension of the results presented in
Appendix A and also supplements the results of Chapter 9. An asymptotic analysis
for the case of the flow of a viscoelastic fluid described by the Oldroyd-B model in a
fixed Newtonian velocity field is presented here. The kinematics are given by the flow
of a Newtonian fluid in a planar die where the fluid is allowed to slip along the die
wall in accordance with Navier's slip law (1827). A review of the local analysis for the
Newtonian kinematics is presented in Appendix A whereas a comparison of the local
analysis with finite element calculations is presented in Chapter 7. In this appendix
the analysis of Appendix A is used to determine the asymptotic behavior of the
Oldroyd-B model in the partial-slip/slip flow. Comparisons of this local analysis are
then made to finite element calculations of the viscoelastic flow using a modification
of the EVSS-G/SUPG method for calculating the viscoelastic stress and velocity
gradient fields.
The analysis presented in Appendix A for the creeping flow of Newtonian fluid in
a planar die where the fluid is allowed to slip along the die wall in accordance with
348
Navier's slip law yields a stream function of the following form
VP(r, 9) = E (rAi lns r) gij (0). (B.1)
i j
For the analysis presented in this appendix this expansion is truncated at i = 2 and
yields the following form for the streamfunction
4(r, 8) = rgio(8) + r 2g92 0() + r 2 In r 921(8). (B.2)
The analysis presented in Appendix A gives the form for the functions glo(0), g20(0),
and g21(8) and results in the following for the streamfunction
(r, 9) = rB1 o sin(9) - r2 n(r) sin(28) + r 2 Bo (20)
+ B 20 sin(20) + Blo Blo Blo 0 cos(20). (B.3)4 B2 4sin(28)4+4pr 4ý 407r
The motivation for using the kinematics of the partial-slip/slip problem is that
the abrupt change from a partial-slip to a shear-free boundary condition at the die
exit causes a logarithmic singularity to appear in the rate-of-strain tensor ~j. This is
in contrast to the geometric singularities which arise in other flows such as the flow
of a Newtonian fluid past a reentrant corner (Moffatt, 1964). A further motivation
for using this partial-slip/slip flow is that the velocity field remains finite everywhere
in the flow domain, particularly along solid boundaries. This means that the flow
field does not become viscometric along the solid boundary, which has proven to be
a difficulty encountered by others in attempts to construct local similarity solutions
for viscoelastic flow near no-slip boundaries (Davies and Devlin, 1993; Hinch, 1993).
Additionally, the ability to accurately integrate viscoelastic constitutive equations
in regions of high stress where the velocity field vanishes, such as near a reentrant
corner, is still an outstanding question. Renardy (1993,1994) has shown that it is
a non-trivial matter to accurately calculate the viscoelastic stress field of an upper-
convected Maxwell fluid near a reentrant corner given a prescribed Newtonian velocity
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field. The use of the Newtonian partial-slip/slip kinematics also ensures that there is
no ambiguity in the definition of the upwinding term which appears in the numerical
solution of the viscoelastic constitutive equation using the SUPG method.
The asymptotic analysis for the flow of a viscoelastic fluid in a Newtonian velocity
field requires solving the differential constitutive equation for the polymeric stress with
fixed flow kinematics. For the Oldroyd-B model this constitutive equation is
7, + De7,(1) = -(1 - s)Y, (B.4)
where De is the Deborah number and s = rs/(rh + rp) is the dimensionless solvent
viscosity. The kinematics of the flow field enter into the constitutive equation through
the upper-convected derivative 7,(1) and the rate-of-strain tensor y. The constitutive
equation is rewritten by defining the elastic stress Z as
X_ -r, + (1 - s) . (B.5)
This is equivalent to the splitting used in the EVSS and EVSS-G methods described
in previous chapters. The constitutive equation for the elastic stress now becomes
E + DeE(1) = De(1 - s)i'(,). (B.6)
Asymptotic solutions to eq. (B.6) are sought which are valid in the limit as the
corner is approached. These solutions are sought in a cylindrical coordinate system
which is centered at the die exit. Since the stress singularity in the rate-of-strain
tensor -' is logarithmic it is natural to seek a solution to eq. (B.6) which is of the
form
E,,(r, 0) In(r) f ,() + f, r() +- -, (B.7)
Eoo(r, 0) lIn(r) f' (0) + f/o(0) + '., (B.8)
E,o(r, 0) In(r) f(O0) + f o(0) +.... (B.9)
Substitution of this form for the elastic stress into eq. (B.6) results in a system of
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first-order ordinary differential equations for the functions for(), fo((0), and f, (O)
at zeroth order, and f.r(O), fro(0), and foo(O) at first order. Solution of these sets of
differential equations results in the following functional forms at first order
fo.(0) = cos(20), (B.10)
foo(O) = (1 - s)BIo cos(20), (B.11)07w
f() = (1 - )Bo sin(20), (B.12)37r
and at second order
fr(O) = -Ccos(20) + Dsin(20) - (1- )Blo {Osin( 20)87w
(1 -cos(2) + ) cos(20) + F, (B.13)2 p
fo(O) = Ccos(20) - Dsin(20)+ (1 - s)Bo {sin(20) + cos(20)}
P8r 2
(1 - s) Blo (1 - s)Blo(1 - s)Bo cos(20) F+  + (B.14)2/3w7r 3r
(1 - s)Blof'o(O) = C sin(20) + D cos(20) - o7r cos(20). (B.15)
One important feature about the above asymptotic form is that for an Oldroyd-B
fluid viscoelasticity enters into the leading order behavior only through the dimen-
sionless solvent viscosity s. Thus, the leading order behavior should be independent
of De. Another interesting feature about the above solution is that eq. (B.6) requires
the inclusion of higher-order terms in the expansion to satisfy the differential equa-
tion along the angles 9 = 0 and 9 = wr. This is because the coefficients multiplying
the zeroth- and first-order solutions become identically zero for these angles. Un-
fortunately, the second order problem is not presented in this appendix due to the
algebraic complexity of calculating these terms. Nonetheless, the zeroth- and first-
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order solutions present sufficient information regarding the structure of the elastic
stress fields for comparison with finite element calculations. These are presented in
the later portions of this appendix.
Substitution of the functional forms (B.10)-(B.15) into eqs. (B.7)-(B.9) yields
the asymptotic form for the stress fields and results in the following leading-order
behavior along the die wall (9 = 0)
Err(r, 0) =(1 - In(r) - C + F, (B.16)
(1- s)BIo (1- s)Blo
0oo(r, ) 0= - In(r)+ C + F + (B.17)
ErO(r, 0) = D, (B.18)
and along the free surface ( = 7r)
(1 - s)BloErr(r, 7r) = In(r) - C + F, (B.19)
eoo (r, 7r) (1 - )BlIn(r) + C F+ )Bo (B.20)
E,e(r, 7r) = D- ( B (B.21)
Note that along the die wall and the free surface the predictions of the asymptotic
formulas for the stress field are that the rr- and 00-components of the elastic stress
have a logarithmic singularity while the rO-component of the elastic stress approaches
a finite value at the die lip (r = 0), the value of which depends upon whether the die
lip is approached along the die wall (9 = 0) or along the free surface (9 = 7r). This
results in a jump in the rO-component of the elastic stress along the die-wall and the
free surface at the juncture r = 0. This jump is given by
[Erc(r, n) - roe(r, 0) = (1 - )B (B.22)
Note that both the coefficient of the logarithmic terms appearing in the zeroth-order
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solution and the jump in the rO-component of the elastic stress can be determined
explicitly a priori. This is done by using the slip coefficient 0, the dimensionless
solvent viscosity s, and knowledge of the Newtonian velocity field through the coeffi-
cient B10, which corresponds to the axial velocity at the die exit, and has a value of
B 10 = -0.1715 for 3 = 0.01 (see Chapter 7).
B.1 Finite Element Solution of the Viscoelastic
Flow Problem
In this Section the details of the finite element calculation of the viscoelastic flow
problem are briefly reviewed. The reader is referred to Chapters 7 and 9 for a more
in-depth discussion of the solution of the Newtonian and viscoelastic flow problems.
The field variables for the modified viscoelastic problem correspond to the elastic
stress (Exx, ,Ey, EX) ,and the velocity gradient ((Vv)xx, (Vv)yx, (Vv),y). The New-
tonian velocity field is simply taken as data for calculation of the velocity gradient
field and the associated terms appearing in the elastic stress form of the constitutive
equation. Similar to the EVSS-G method, the elastic stress and velocity gradient
fields are approximated using continuous, bilinear Lagrangian interpolants, while the
Newtonian velocity field is approximated using continuous, biquadratic Lagrangian
interpolants. The elastic stress constitutive equation (B.6) is solved using the SUPG
method, while the velocity gradient field is approximated using a Galerkin least-
squares interpolation; see Chapters 4 and 9 for details. In most of the calculations
presented below the velocity field is taken to be that calculated in Chapter 7 for the
Newtonian partial-slip/slip problem, with a value for the Navier slip coefficient of
-= 0.01 and with Ca = Re = 0. The local asymptotic behavior predicted by the
finite element calculations is examined in Section B.2.1. The effects of elasticity (De)
and the dimensionless viscosity (s) on the local asymptotic behavior are investigated
in Sections B.2.2 and B.2.3, respectively. The effect of the Newtonian velocity field on
the local asymptotic behavior is investigated in Section B.2.4 by changing the Navier
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slip coefficient (0).
The finite element mesh used in all of the calculations of the elastic stress and
velocity gradient fields corresponds to mesh M5 in Chapter 7. This finite element
discretization M5 has 16 levels of refinement near the die lip, a smallest element of
size hmin = 3.8 x 10- ' near the die lip and 104,484 unknowns for the viscoelastic
flow calculation. This contrasts with 258,112 unknowns for the full viscoelastic flow
problem, where the elastic stress, velocity gradient, pressure and velocity fields are
all determined simultaneously.
B.2 Results
In this section results are presented which compare the finite element calculations
with the asymptotic form presented above.
B.2.1 Local Asymptotic Behavior: De = 0.01, s = 0.5 and
3 = 0.01
In Fig. B-1 contour plots of the elastic stress field are shown for De = 0.01 and s = 0.5.
Note that the range of contours has been restricted to facilitate viewing of the solution
field away from the singularity located at the die lip. From the smoothness of the
contours it is apparent that the elastic stress field has converged in the far field away
from the corner.
In Fig. B-2 the field variables EYz, ,Y and Ey. are plotted as a function of x
along the line y = 0. From the plots it is evident that the variables E.. and EY are
becoming singular as the die lip is approached. The variable ECY does not appear to
be singular as the die lip is approached, but does exhibit a distinct jump in the stress
level at the location (x, y) = (0, 0). From eq. (B.22) it is possible to determine that
the jump in the stress field should be
[Ero(r, 7r) - ErO(r, 0)] = (1 - s)Bo 8.57, (B.23)
/
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(x) 21.40
(0) -4.707
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7YY
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(0) -26.13
spc. = 7.78E-3
Zyx
(x) 6.914
(0) -0.307
cnt. spc. = 1.12E-3
Figure B-1: Contour plots of Exx, Egy, and Eyx at De = 0.01, s = 0.5 and P = 0.01
using finite element mesh M5. Maximum (x) and minimum (o) values of the fields
are denoted and the zero contour is drawn with a thicker line. Note that, due to the
singularity at the die exit (x, y) = (0, 0) the elastic stress contours are restricted to
the ranges -0.1 < Exx < 0.005, -0.05 < yy, < 0.02, and -0.05 < Ey, < 0.05. The
dimensions of the figures are also not drawn to scale and the plots are restricted to
-2 <x < 2 and -1 < y < 0 to facilitate viewing of the solution.
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where we have used s = 0.5, 3 = 0.01 and B 10 = -0.1715. The finite element
calculation yields a value of 8.47 ± 0.15 for the jump in the elastic stress field and is
in excellent agreement with the theoretical predictions.
In Fig. B-3 the field variables F.z and E•y are plotted versus In(x) along the line
y = 0 and with x > 0 for the solution shown in Fig. B-1. The asymptotic analysis
suggests that the elastic stress fields should have the form
asym (1- s)Bio
aym 0 In(x) = -2.73 ln(x),
and
asym - sB 1O In(x) = 2.73 In(x).YY 07r
The finite element calculation yields the forms
Sfem ~ (-2.79 ± 0.10) In(x),
and
fem ~ (2.76 ± 0.03)ln(x),
in excellent agreement with the theoretical predictions.
In Fig. B-4 contour plots of the variables Err, ECe and EO are shown in the
range -0.001 < x < 0.001 and -0.001 < y < 0. These variables are computed from
the Cartesian representation by using a simple coordinate transformation. From these
contQur plots it is evident that there is an angular structure present in the stress fields.
This angular structure is depicted in Fig. B-5, where the field variables Err, ECe and
EO are plotted along the arc (0 < 0 < n, r = 1 x 10-5). The expected angular
dependence for each variable is also plotted. The variables Err and ECe have an
angular dependence similar to cos(20), and are consistent with the forms appearing
in eqs. (B.10) and (B.11). Additionally, these variables are of opposite sign with
357
(a) u
10
Exx
0
-10A ILI -______________________________
-15 -10 -5 0 5
In(x)
(b) ' ' . '
0
-20u
-15 -10 -5
In(x)
Figure B-3: (a) Ex-(x, 0) and (b) Eyy(x, 0) plotted as functions of In(x) along the line
y = 0, x > 0; De = 0.01, s = 0.5 and 3 = 0.01.
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cnt. spc. = 0.439
Figure B-4: Contour plots of Err, E00, and LE, at De = 0.01, s = 0.5 and / = 0.01
obtained with finite element mesh M5. Maximum (x) and minimum (o) values of the
fields are denoted and the zero contour is drawn with a thicker line. The dimensions
of the figures are also not drawn to scale and the plots are restricted to -0.0001 <
x < 0.0001 and -0.0001 < y • 0 to facilitate viewing of the solution.
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Figure B-5: Angular dependence of (a) Err.,. ( ), (b) Eoe ( ),
and (c) ,Er ( ), along the arc r = 1 x 10-5, 0 < 9 < Ir for the solution
depicted in Fig. B-4. The dashed lines (--------------- ) correspond to the following
forms: (a) 10 cos(29), (b) -3 - 10 cos(29), and (c) 1 - 10 sin(29).
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respect to each other, also in agreement with the asymptotic form. The variable Ero
has an angular dependence which is consistent with the form Ere - sin(20) appearing
in eq. (B.12), and further illustrates the agreement with the asymptotic analysis.
In Fig. B-6 the variable Ere is plotted versus In(r) along the ray 0 = 7/4 for the
solution shown in Fig. B-4. From the plot it is evident that Ere is singular along
this ray and has a logarithmic dependency. Fitting the slope of this curve yields a
functional form of
EC'em ~ (2.56 +0.20)ln(r),
which is in reasonable agreement with the theoretical prediction of
Easym (1 - s)Bior m  (1 - )Bo In(r) = 2.73 In(r).
B.2.2 Effect of Elasticity on Local Behavior: De = 0.1, s = 0.5
and 3 = 0.01
In Fig. B-7 the field variables ExZ, EyY and Eyx are plotted as a function of x along the
line y = 0. From the plots it is evident that the variables Exx and EyY are becoming
singular as the die lip is approached. Similar to the calculations at De = 0.01 and
s = 0.5 the variable Eyz does not appear to be singular as the die lip is approached,
exhibiting a distinct jump in the stress level at the location (x, y) = (0, 0). The
finite element calculations predict a value for the stress jump of 8.48 - 0.1, which is
in excellent agreement with the value of 8.57 predicted by the asymptotic analysis;
note that this value for the stress jump is equivalent to that predicted at De = 0.01.
Additionally, the variable Ex. shows oscillations for x > 0 which were not present in
the calculations at De = 0.01 and s = 0.5. This illustrates the difficulty of accurately
calculating the elastic stress field even at low values of De.
In Fig. B-8 the field variables ECx and EY are plotted versus ln(x) along the line
y = 0 and with x > 0. Again, the asymptotic analysis suggests that the elastic stress
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Figure B-8: (a) Ex(x, 0) and (b) Eyy(x, 0) plotted as functions of Iln(x) along the line
y = 0, x > 0; De = 0.1, s = 0.5 and , = 0.01.
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fields should have the form
asym (1 - s)B n() = -2.73 In(x),
and
asym (1 - s)Bio
Eym (~ _ In(x) = 2.73 In(x).
The finite element calculation yields the forms
Efem , (-2.79 ± 0.07)ln(x),
and
em ~ (2.69 + 0.03) In(x),
in excellent agreement with the theoretical predictions. These results are consistent
with the prediction that the leading-order behavior of the stress fields is independent
of De; the value of De was increased ten fold yet the predictions of the finite element
calculations for the local behavior remain unchanged.
In Fig. B-9 contour plots of the variables Err, E00 and Ere are shown in the range
-0.0001 < x < 0.0001 and -0.0001 < y < 0. These variables are computed from
the Cartesian representation using a simple coordinate transformation. From these
contour plots it is evident that there is an angular structure present in the stress
fields. However, this angular structure appears to be confined to a region which is
smaller in size than that for De = 0.01 and s = 0.5; compare Figs. B-4 and B-9.
This result suggests that the effect of viscoelasticity enters into the local behavior
at higher-order, manifesting itself by making the region in which the leading-order
solution is dominant smaller in size.
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Figure B-9: Contour plots of Err, OO, and Ero at De = 0.1, s = 0.5 and 3 = 0.01
using finite element mesh M5. Maximum (x) and minimum (o) values of the fields
are denoted and the zero contour is drawn with a thicker line. The dimensions of
the figures are also not drawn to scale and the plots are restricted to -0.0001 < x <
0.0001 and -0.0001 < y < 0 to facilitate viewing of the solution.
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B.2.3 Effect of Solvent on Local Behavior: De = 0.01, s = 0.25
and / = 0.01
In Fig. B-10 the field variables Ex,, EY and Eyx are plotted as a function of x along
the line y = 0. From the plots it is evident that the variables Exx and Ey, are becoming
singular as the die lip is approached. Similar to the calculations at De = 0.01 and
s = 0.5 the variable EY does not appear to be singular as the die lip is approached,
exhibiting a distinct jump in the stress level at the location (x, y) = (0, 0). From eq.
(B.22) it is possible to determine that the jump in the stress field should be
[ErO(r, 7r) - Ero(r, 0)1 = (- s)Blo 12.9, (B.24)
where we have used s = 0.25, 3 = 0.01 and B 10 = -0.1715. The finite element
calculations yield a value of 12.8 = 0.2 for the jump in the elastic stress field and
are in excellent agreement with the theoretical predictions. This illustrates that the
dimensionless solvent viscosity (s) plays a role in determining the local asymptotic
behavior.
In Fig. B-11 the field variables E,, and EY are plotted versus ln(x) along the line
y = 0 and with x > 0. The asymptotic analysis suggests that the elastic stress fields
should have the form
(1 -- s)B10
E-as3m )B•o ln(x) = -4.09 ln(x),
and
E•"ym  ,s )BO In(x) = 4.09 In(x).
The finite element calculation yields the forms
E om ~ (-4.16 0.19) In(),
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Figure B-10: Local behavior of (a) E==, (b) E,,, and (c) EyX, along the line y = 0 for
De = 0.01, s = 0.25 and 3 = 0.01. Note the expanded length scales in the horizontal
direction which are used in the plots in the right column.
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Figure B-11: (a) E,(x, 0) and (b) , 0,(, ) plotted as
line y = 0, x > 0; De = 0.01, s = 0.25 and 3 = 0.01.
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and
-fem (4.12 ± 0.12) ln(x),
which are in excellent agreement with the theoretical predictions. These results con-
firm that the local asymptotic behavior of the elastic stress is affected by the magni-
tude of the dimensionless solvent viscosity s.
B.2.4 Effect of Flow Field on Local Behavior: De = 0.01,
s = 0.5, and 3 = 0.001
In this section results are presented which explore the effect of changing the Newtonian
flow field on the local asymptotic behavior. This is done by changing the Navier slip
coefficient to a value of 3 = 0.001. This value of the slip coefficient results in a
different value for the computed velocity at the die exit and hence a different value
for the coefficient B10 appearing in the asymptotic expansion for the velocity field.
For the finite element calculations using mesh M5 this new value is determined to be
B 10 = -0.05472 (see Chapter 7).
In Fig. B-12 the field variables Ex,, Y, and E,, are plotted as a function of x
along the line y = 0. From the plots it is evident that the variables Exx and E•y are
becoming singular as the die lip is approached. Similar to previous calculations the
variable EvY does not appear to be singular as the die lip is approached, exhibiting a
distinct jump in the stress level at the location (x, y) = (0, 0). From eq. (B.22) it is
possible to determine that the jump in the stress field should be
[Er (r, 7r) - Ero(r, 0)] = - s) 27.4, (B.25)
where we have used s = 0.5, / = 0.001 and B1o = -0.05472.- The finite element
calculations yield a value of 27.2 + 0.3 for the jump in the elastic stress field and are
in excellent agreement with the theoretical predictions.
In Fig. B-13 the field variables ECx and Ey, are plotted versus In(x) along the line
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Figure B-12: Local behavior of (a) Exx, (b) E,, and (c) Ey,, along the line y = 0 for
De = 0.01, s = 0.5 and 3 = 0.001. Note the expanded length scales in the horizontal
direction which are used in the plots in the right column.
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Figure B-13: (a) EC(x, 0) and (b) Ey(x, 0) plotted as functions of ln(x) along the
line y = 0, x > 0; De = 0.01, s = 0.5 and i = 0.001.
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y = 0 and with x > 0. The asymptotic analysis suggests that the elastic stress fields
should have the form
Esym , (1 - )Bo In(x) = -8.711n(x),
and
(1 - s)BloEasym _)B lIn(x) = 8.71 ln(x).
The finite element calculation yields the forms
Efem N (-9.13 ± 0.4) ln(x),
and
E em , (8.79 + 0.1) In(x),
which are in good agreement with the theoretical predictions. These results confirm
that the local asymptotic behavior of the elastic stress is also governed by the local
flow field through the coefficient Blo appearing in the asymptotic expansion for the
stream function and the slip coefficient ~.
B.3 Summary
An asymptotic form for the flow of an Oldroyd-B model fluid in a Newtonian velocity
field given by the partial-slip/slip flow problem is presented. The asymptotic form
predicts that the elastic stress variable has a logarithmic singularity at leading or-
der. The leading order solution is dependent upon viscoelasticity through only the
dimensionless solvent viscosity s and is independent of the Deborah number (De).
Additionally, the leading order solution also depends upon the Newtonian velocity
field through the coefficient Blo, which corresponds to the axial velocity at the die
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exit, and the slip coefficient 0.
Comparison of the asymptotic form for the elastic stress fields with finite element
calculations yields excellent agreement. The calculated elastic stress fields have a
logarithmic dependency, the strength of which is determined from the dimensionless
solvent viscosity s, Navier slip coefficient 3, and the Newtonian velocity field through
the coefficient B10 in the asymptotic form for the streamfunction. Furthermore, the
dependence of the solution on only the dimensionless solvent viscosity (s) and not
the Deborah number (De) is confirmed. Elasticity is also shown to affect the local
behavior by decreasing the size of the region in which the leading-order behavior is
dominant.
The determination of the local asymptotic behavior for the flow of an Oldroyd-
B fluid in the partial-slip/slip problem has shed new insight into the behavior of
viscoelastic constitutive equations in singular geometries. The results clearly demon-
strate that the flow of a fluid described by the Oldroyd-B model in this singular
geometry is a well-posed problem. The results also clearly illustrate that the EVSS-
G/SUPG finite element method is able to accurately integrate the elastic stress field
in a domain with a flow singularity. Furthermore, the explicit knowledge of the local
asymptotic behavior of the elastic stress field at the singularity suggests that this an
ideal problem for the benchmarking of numerical methods for calculating viscoelastic
flow in geometries possessing singularities.
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