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Abstract 
In this paper we present a modification of Local Remaining Execution (LRE-TL) real-time multiprocessor scheduling algorithm 
to reduce tasks migration significantly. LRE-TL, which is based on the concept of fluid scheduling, makes scheduling decisions 
using two events. The Bottom (B) event occurs when a task consumes its local utilization thus; it has to be pre-empted. The 
Critical (C) event occurs when a task consumes its local laxity thus; it has to be scheduled for execution. Event C always results 
in a task migration. We have modified the initialization procedure of LRE-TL to make sure that tasks which have higher 
probability of firing a C event will always be scheduled for execution first. This will ensure that the number of C events will 
always be the minimum; thereby tasks migration will be reduced. To verify our work, an independent-samples t-test is used to 
compare tasks migration using the original LRE-TL algorithm and the modified one. The results showed that there was a 
significance reduction in tasks migrations when we apply our proposed solution. 
© 2013 The Authors. Published by Elsevier B.V. 
Selection and peer-review under responsibility of the Faculty of Information Science and Technology, Universiti Kebangsaan 
Malaysia. 
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1. Introduction 
In a real-time multiprocessor system, meeting the deadlines of a real-time task set requires the use of an optimal 
scheduling algorithm. The scheduling algorithm decides which processor the task will be executed on, as well as the 
order of the tasks execution. Scheduling on multiprocessors can be classified into three categories: partitioning, 
global, and cluster scheduling. In the partitioning category, the scheduling process is divided into two steps. In the 
first step, tasks are allocated statically to processors and they are not allowed to migrate between processors later. 
The second step is the scheduling, in which each processor is scheduled using a uni-processor scheduling algorithm. 
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The advantage of partition scheduling is that the scheduling problem is reduced from multiprocessor scheduling to a 
uni-processor one which has been extensively studied and are known to be well optimal. However; partition 
scheduling suffers from two problems. Firstly, assigning tasks to processors is a bin-packing problem, which is 
known to be NP-hard. Secondly, there are task systems that can’t be scheduled unless they are not partitioned. The 
global scheduling category maintains a global task queue ordered according to a specific policy. The scheduler then 
allocates the highest priority tasks to the available processors. In the global scheduling, tasks are allowed to migrate 
between processors. Unfortunately; uni-processor scheduling algorithms can’t be used here since they produce low 
processor utilization. However, recently some global scheduling algorithms have been proposed that can achieve 
processor utilization of m such as P-fair, LLREF and LRE-TL. Cluster scheduling, is a combination of both 
partitioned and global scheduling. Cluster scheduling, uses one scheduler at minimum and maximum N schedulers 
(where N is the number of processors). Each scheduler is assigned a subset of processors which may contain 
minimum 1 processor and maximum N processors (where N is the number of processors). Then each scheduler may 
schedules its tasks using one of the global, partitioned, or cluster scheduling algorithms [1-5]. 
2. Scope of Work 
In this paper we consider the possibility of reducing scheduling overhead incurred by task migrations in LRE-TL 
algorithm by firstly sorting the tasks with largest local remaining execution first, or shortest laxity first, when 
initializing the TL-plane. Then we select the first m tasks to be scheduled for execution. We have realized that when 
tasks are sorted, a significance reduction in task migrations is noticed. However, it is worth mentioning that sorting 
will increase the complexity of the TL-plane initialization procedure. To avoid this problem, we propose an 
alternative solution which we will discuss in section 7.  
The rest of this paper is organized as follows: Section 3describes the task model and defines the terms that will be 
used in this paper. Section 4 gives an overview of LLREF algorithm. Section 5 explain LRE-TL algorithm which is 
a modification of LLREF. In section 6 we show how sorting tasks will reduce task migrations in LRE-TL. Section 7 
presents an alternative solution to avoid task sorting while achieving the result. In section 8 we show and discuss the 
simulated results. Lastly we conclude in section 9 and show further future work. 
3. Model and Terms Definition 
In real-time systems, a periodic task is one that is released at a constant rate. A periodic task Ti is usually 
described by two parameters; its execution ei and its period pi. The release of a periodic task is called a job. Each job 
of Ti is described as Ti, k= (ei, pi) where k=1, 2, 3, … . The deadline of the kth job of Ti i.e ܶ݅ ǡ݇ , is the arrival time of 
job Ti, (k+1) i.e, at ሺ݇ ൅ ͳሻ݌݅  [7].  
A task’s utilization is one of the important task’s parameters and is described as ݑ݅ ൌ ݁݅ ݌݅ൗ . A task’s utilization is 
defined as the portion of time that the task needs to execute after it is released and before it reaches its deadline. The 
total as well as the maximum utilization of a task set T are described as ܷݏݑ݉  and ܷ݉ܽݔ  respectively. A periodic task 
set is schedulable on m identical multiprocessor iff ܷݏݑ݉ ൌ ݉ and ܷ݉ܽݔ ൌ ͳ[7]. 
4. LLREF 
Largest Local Remaining Execution First, LLREF, is a real-time multiprocessor scheduling algorithm based on 
the fluid scheduling model, in which all tasks are executed at a constant rate. LLREF divides the schedule into Time 
and Local execution time planes (TL-planes), which are determined by task deadlines. The algorithm schedules 
tasks by creating smaller “local” jobs within each TL-plane. The only parameters considered by the algorithm during 
a TL-plane are the parameters of the local jobs. When a TL-plane completes, the next TL-plane is started. The 
duration of each TL-plane is the amount of time between consecutive deadlines [3]. 
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For example, if we have the following task set: 
 
Table 1. Sample Task set 
 
T e p 
T1  3 7 
T2  5 11 
T3 8 17 
 
 
Then, the intervals of the TL-planes will be as follows: 
 
Table 2. TL-pane Intervals for task set in Table 1 
 
TL-plane Interval 
TL-0 [0, 7) 
TL-1 [7, 11) 
TL-2 [11, 14) 
TL-3 [14, 17) 
TL-4 [17, 21) 
TL-5 [21, 22) 
. 
. 
. 
. 
 
 
Within each TL-plane, the local execution is calculated for all tasks. For example, if ݂ݐ Ͳ  and ݂ݐ ͳ is the starting and 
ending time of a TL-plane, Ti's local execution is calculated as ݈݅ ǡͲ ൌ ݑ݅ሺ݂ݐ ͳ െ ݂ݐ Ͳሻi.e the local remaining execution 
of each task is proportional to its utilization. If task Ti starts its execution at time tx then its local remaining execution 
li,x starts to decrease. Whenever a scheduling event occurs, LLREF selects the m highest remaining execution tasks 
for execution. The selected tasks will continue to execute until one of the following events occur [3, 6]. 
x Event B, the bottom (B) event occurs when a task completes its local remaining execution (i.e., when li,x = 0) 
[3]. 
x Event C, the critical (C) event occurs when a task consumes its local laxity and can’t wait anymore therefore; it 
must be selected directly for execution; otherwise it will miss its deadline, (i.e., ݈݅ǡݔ ൌ  ݂ݐ ͳ െ ݂ݐ ݔ ሻ[3]. 
Fig 1 below shows both events. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. B and C events 
 
LLREF continue to execute until all tasks within the TL-plane complete their local remaining execution[3], then the 
next TL-plane is initialized, and the process is repeated again. 
TN 
. 
. 
T0 
C Event 
B Event 
Tf0 
Tf1 
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5. LRE-TL 
LLREF introduces high overhead in terms of running time as well as preemptions and migrations. LRE-TL (local 
remaining execution-TL) is a modification of LLREF. The key observation of LRE-TL is that there is no need to 
select tasks for execution based on largest local remaining execution time when a scheduling event occurs. In fact, 
any task with remaining local execution time will do. This observation greatly reduces the number of migrations 
within each TL-plane compared to LLREF. Moreover, LRE-TL is extended to support scheduling of sporadic tasks 
with implicit deadlines while achieving utilization bound of m [3, 5]. 
 
Three heaps are used in LRE-TL. The deadline heap HD holds the consecutive deadlines of tasks. The bottom 
heap HB is used to hold currently executing tasks. The critical heap HC holds the waiting tasks. The algorithm 
contains four procedures. The main procedure starts by calling the TL-plane initializer procedure at each TL-plane 
boundary. Then the algorithm checks for each type of scheduling event and calls the respective handler when an 
event occurs. After that, the main procedure instructs the processors to execute their designated tasks. The TL-plane 
initializer procedure is called at each TL-plane boundary to set all parameters needed for the new TL-plane. The A 
event handler procedure determines the local remaining execution of a newly arrived sporadic task, and puts the task 
in one of the heaps (HB or HC). The B and C event handler procedure maintains the correctness of HB and HC [5]. 
 
TL-plane initializer procedure starts by populating the deadline heap with tasks that arrived at time Tcur, and 
updating the boundary of the TL-plane by setting the values of Tcur as well as Tf. For each task that is currently 
active the procedure calculates the task’s local remaining execution, then it checks to see if there are still available 
processors and if so the task is assigned a processor and added to heap HB. If all processors are occupied, then the 
procedure calculates the local laxity of the task and adds it to heap HC. When a task is added to heaps HB or HC, their 
keys are set to the time at which they trigger a scheduling event [5].  
 
LRE-TL algorithm will not preempt a task unless it is absolutely necessary. When a B event occurs, the task 
generated the B event will be preempted and replaced by the minimum of heap HC, the closest task to fire a C event. 
All tasks that were executing prior to the B event will continue to execute (on the same processor) after the B event 
is handled. On the other side, when a C event occurs, the task that fired the C event should be immediately 
scheduled for execution and its key is updated to the time in which it will finish. This is done by preempting the 
minimum of heap HB, the closest one about to finish, and replacing it with the task that fired the C event. The 
preempted task in turn, will be added to heap HC and its key is set to the next time it will fire a C event [5]. 
6. Reducing Tasks Migration 
The overheads incurred by global scheduling can potentially be very high specially when considering the 
hardware architecture. The fact that jobs can migrate from one processor to another can result in additional 
communication loads and cache misses, leading to increased worst-case execution times [4]. As we mentioned 
before, LRE-TL starts execution by firstly initializing the TL-plane wherein the deadline heap is updated with the 
deadline of tasks arrived at time Tcur. After that, both of heaps HB and HC are populated with tasks selected for 
execution, and tasks that will remain until they consume their local laxity respectively. We have realized that if we 
firstly sort the task with Largest Local Remaining Execution First (LLREF), before populating heaps HB and HC, a 
significant reduction of event C, which results in a task migration, is noticed. The following example explains this 
clearly. 
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Example 1 
x Without Sorting Tasks 
The following table contains 8 tasks with their execution e, period p and local remaining execution l for the first 
TL-plane which has the interval [0, 10).  
Table 3. Task set for example 1 
 
T e p Li [0, 10) 
T1  8 17 4.7 
T2  10 30 3.3 
T3  5 11 4.5 
T4  8 29 2.8 
T5  1 10 1.0 
T6  11 13 8.5 
T7  3 26 1.2 
T8  15 18 8.3 
 
 
If we would like to schedule the tasks on a system of 4 processors, then both of heap HB and heap HC will be 
initialized as follows: 
 
Table 4. Initialization of heap HB and heap HC for the 
first TL-plane for task set in Table 3 
 
TL-Plane 0 [0, 10) 
Heap HB 
T4 T2 T3 T1 
2.8 3.3 4.5 4.7 
Heap HC 
T6 T8 T7 T5 
1.5 1.7 8.8 9.0 
 
 
 
It can be clearly seen that here both of T6 as well as T8 will fire C event at time Tcur =1.5 and Tcur=1.7 respectively. 
This will result in the migration of both T4 and T2 which will be scheduled to execute later at time Tcur=8.7 and 8.4 
respectively. 
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x Tasks Sorted with LLREF 
On the other hand, when tasks are sorted with their local remaining execution, we get the following order: 
 
 
 
 
 
 
 
 
 
 
 
 
In this case we can see that no C event will be fired since all tasks of heap HB will finish their execution before tasks 
of heap HC consumes their local laxity. So no task migration will occur. 
7. Proposed Solution 
We believed that, as we mention before, sorting of tasks will increase the complexity of the TL-plane 
initialization procedure [4]. To overcome this problem we propose not to sort the tasks, instead we will utilize heap 
HC to overcome the sorting problem. So, firstly we populate heap HC with all active tasks after calculating their local 
laxity. Since heap HC is a minimum heap i.e. it maintains the element with the minimum key at the top; we can get 
the tasks back from it ordered accordingly to their least laxity first which is also equivalence to the largest local 
remaining first order. After heap HC is populated, we extract the first m tasks from it, add them to heap HB and 
assign them to the m processors. In this case the complexity of the TL-plane initialization procedure will remain the 
same and will not be affected. The flowcharts of the TL-plane initialize procedure used in LRE-TL algorithm and 
the one that we propose are depicted in Fig 2 below. 
 
 
 
 
 
 
 
 
 
 
 
Table 5. Task set of Table 3 after sorting 
 
T e p Li [0, 10) 
T6 11 13 8.5 
T8 15 18 8.3 
T1 8 17 4.7 
T3 5 11 4.5 
T2 10 30 3.3 
T4 8 29 2.8 
T7 3 26 1.2 
T5 1 10 1.0 
Table 6. Initialization of heap HB and heap HC for the first 
TL-plane for task set in Table 5 
 
TL-Plane 0 [0, 10) 
Heap HB 
T5 T6 T3 T7 
4.5 4.7 8.3 8.5 
Heap HC 
T8 T1 T2 T4 
6.7 7.2 8.8 9.0 
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(a) (b)
Fig. 2. Flowcharts of LRE-TL initialization procedure (a) original procedure; (b) proposed procedure.
8. Results and Discussion
We have conducted experimental work to verify our work. We have tested the algorithm using random task sets
of 4, 8, 16, 32 and 64 that runs on 2, 4, 8, 16 and 32 processors respectively. For each task set, we have generated
1000 samples. Fig 3 below shows the difference between the total tasks migration for the first TL-plane when using
the original TL-plane initialize procedure and when we apply our proposed TL-plane initialize procedure. We have
also conducted an independent-samples t-test to compare tasks migration when using the original TL-plane initialize
procedure, and when we use our proposed TL-plane procedure. There was a significant reduction in tasks migration 
when we use our proposed TL-plane initializer procedure and when the original TL-plane initializer procedure 
conditions. Table 7 below summarizes these results. These results suggest that the proposed TL-plane initializer 
procedure really does have an effect on tasks migration. Specifically, our results suggest that when the proposed TL-
plane initialize procedure is used, tasks migration is reduced significantly.
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Fig. 3. Total tasks migration when using the original TL-plane initializer procedure against the proposed one. 
 
 
  Table 7. T-test Results 
Test Sample  
1000 sets of : 
Original TL-plane 
initializer procedure 
Proposed TL-plane 
initializer procedure t-value p-value Hypothesis 
തܺ Std തܺ Std 
4 tasks on 2 Processors 0.206 0.404632831 0.132 0.33866014 4.4349 9.7124e-06 1 
8 tasks on 4 Processors 0.624 0.811962612 0.373 0.698827131 7.4092 1.8652e-13 1 
16 tasks on 8 Processors 1.026 1.364253 0.575 1.151391 7.9890 2.2758e-15 1 
32 tasks on 16 Processors 1.617 2.32071 0.876 1.930894 7.7618 1.3263e-14 1 
64 tasks on 32 Processors 2.517 4.044015958 1.212 3.254789 11.5798 4.64E-30 1 
9. Conclusion 
It has been proved that in LRE-TL, selecting tasks for execution without considering the requirement of largest 
local remaining execution first is sufficient and the algorithm will still maintain its optimality. However, tasks with 
largest local remaining execution always have the minimum laxity, which means that not selecting them for 
execution firstly will increase their probability of firing a C event which in turn may result in a task migration. Thus, 
considering such tasks to be scheduled for execution firstly, will always keep the probability of encountering a C 
event to the minimum which will reduce the overhead of tasks migration. 
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