Assessing pricing assumptions for weather index insurance in a changing climate  by Daron, J.D. & Stainforth, D.A.
Climate Risk Management 1 (2014) 76–91Contents lists available at ScienceDirect
Climate Risk Management
journal homepage: www.elsevier .com/ locate /crmAssessing pricing assumptions for weather index insurance
in a changing climate
J.D. Daron a,⇑, D.A. Stainforth b,c,d
aClimate System Analysis Group, University of Cape Town, Rondebosch, Cape Town, South Africa
b The Grantham Research Institute on Climate Change and the Environment, Centre for the Analysis of Time Series, London School of Economics,
Houghton Street, London, UK
cDepartment of Physics, University of Warwick, Coventry, UK
d Environmental Change Institute, University of Oxford, Oxford, UKa r t i c l e i n f o
Article history:
Available online 11 February 2014
Keywords:
Climate modeling
Uncertainty
Bayesian Networks
Adaptation
Indiahttp://dx.doi.org/10.1016/j.crm.2014.01.001
2212-0963  2014 The Authors. Published by Elsev
⇑ Corresponding author. Tel.: +27 (0) 216502999.
E-mail address: jdaron@csag.uct.ac.za (J.D. Darona b s t r a c t
Weather index insurance is being offered to low-income farmers in developing countries as
an alternative to traditional multi-peril crop insurance. There is widespread support for
index insurance as a means of climate change adaptation but whether or not these prod-
ucts are themselves resilient to climate change has not been well studied. Given climate
variability and climate change, an over-reliance on historical climate observations to guide
the design of such products can result in premiums which mislead policyholders and insur-
ers alike, about the magnitude of underlying risks. Here, a method to incorporate different
sources of climate data into the product design phase is presented. Bayesian Networks are
constructed to demonstrate how insurers can assess the product viability from a climate
perspective, using past observations and simulations of future climate. Sensitivity analyses
illustrate the dependence of pricing decisions on both the choice of information, and the
method for incorporating such data. The methods and their sensitivities are illustrated
using a case study analysing the provision of index-based crop insurance in Kolhapur,
India. We expose the beneﬁts and limitations of the Bayesian Network approach, weather
index insurance as an adaptation measure and climate simulations as a source of quanti-
tative predictive information. Current climate model output is shown to be of limited value
and difﬁcult to use by index insurance practitioners. The method presented, however, is
shown to be an effective tool for testing pricing assumptions and could feasibly be
employed in the future to incorporate multiple sources of climate data.
 2014 The Authors. Published by Elsevier B.V.Open access under CC BY license.1. Introduction
1.1. Index insurance
Many private and public insurance schemes covering risks in the developed world are considered infeasible in developing
countries (Skees et al., 1999). Traditional forms of claims based crop insurance cover multiple perils, including weather
related perils such as hail and drought, as well as non-weather perils such as pest and disease outbreaks. However, theier B.V.
).
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made is often too slow to alleviate the adverse impacts of loss events on their livelihoods. Alternative forms of crop insurance
are being sought and over the past decade, a number of index insurance products have been developed, offering lower pre-
miums and speeding up the payout process.
Index insurance products for agriculture can be divided into two types: area yield index insurance and weather index
insurance (WII). For area yield index insurance, ‘‘the indemnity is based on the realised average yield of an area such as a
county or district, not the actual yield of the insured party’’, while for WII, ‘‘the indemnity is based on realisations of a spe-
ciﬁc weather parameter measured over a pre-speciﬁed period of time at a particular weather station’’ (World Bank, 2011).
Thus WII loss estimates are based on a proxy for loss rather than upon the individual loss of each policyholder (Skees et al.,
2007) and once the proxy is triggered (e.g. rainfall accumulation falls below a certain threshold) all policyholders in the area
covered receive a payout. The administration costs per policy of index insurance are lower than traditional claims-based
forms of insurance as the traditional claims-handling process1 is bypassed. As a consequence premiums can be lower, so index
insurance provides an attractive alternative for small-holder farmers and insurers in developing countries. It is unsurprising
therefore that over the past decade there has been an increase in the provision of crop index insurance for weather related perils
such as drought, excess rainfall and wildﬁre. Yet from an insurer’s perspective, setting the thresholds at which payouts for a
given peril are triggered is a difﬁcult task, not least because a relationship between meteorological events and the incurred
losses must be established and quantiﬁed. As a result WII is associated with ‘‘basis risk’’ which represents the risk that the pay-
out a policyholder receives does not match the actual loss experienced (USAID, 2006; Barnett and Mahul, 2007). Skees (2008)
states that because of such risks, index-based schemes are not replacements for traditional insurance but rather serve as a foun-
dation for developing ﬁnancial risk transfer mechanisms in new markets.
In contrast to traditional claims-based insurance, however, the uncertainties associated with the response of the physical
climate system are disaggregated from socio-economic considerations in WII products. It is therefore much simpler to assess
the sensitivity of the pricing structure to climate variability and change.
The United Nations advocates the use of WII (Schwank et al., 2010; United Nations, 2012) as a ‘‘soft’’ climate change adap-
tation measure (Hallegate, 2009) within developing countries but whether or not index insurance policies are themselves
resilient to climate change has received little attention in the climate change adaptation discourse. Climate science has
an important role to play in addressing this problem (Hellmuth et al., 2009). Alderman and Haque (2007) note that in order
for index insurance to be effective, probability distributions of the relevant variables need to be reliably estimated. In the
context of climate change, meteorological variable time series are unlikely to be stationary (McGregor, 2006) soWII products
designed using observed data alone will be at risk of under- or over-estimating the probabilities of triggering payments. This
risk is present for policies designed for use both today and in the future because under climate change past observations do
not represent today’s climate (Daron and Stainforth, 2013; Stainforth et al., 2013).
Climate models are obvious sources of information on the nonstationarity of the relevant time series (Peicai et al., 2003;
McGufﬁe and Henderson-Sellers, 2005). However, given the much debated uncertainties in their interpretation (Stainforth
et al., 2007a), it is questionable whether they can be reliably used to informWII products. Some research has been conducted
to examine the beneﬁts of incorporating seasonal climate model forecasts into the provision of WII (Osgood et al., 2008; Car-
riquiry and Osgood, 2012). Osgood et al. (2008) present an approach to combine the provision of loans with index insurance
using seasonal forecasts. The authors conclude, ‘‘a scheme that uses skillful seasonal forecasts to adjust the bundled loan-
insurance contract according to expected rains can substantially beneﬁt participating farmers’’. Considering much longer
time scales, Bell et al. (2013) analyse the value of paleoclimate reconstructions (speciﬁcally tree-ring data) for index insur-
ance in providing additional information to improve our understanding of the underlying climate distributions and past var-
iability. In this paper the focus is on decadal and multi-decadal time scales and the assessment of WII pricing assumptions
both today and in the future, in the context of climate change. The key questions relate to how we evaluate the available
probability distributions and how we integrate multiple sources of climate information. While our study is focused on
WII, the implications of our results have broader relevance to climate-sensitive decisions across the insurance sector.
Hochrainer et al. (2008) state that the viability of microinsurance schemes2 can be viewed from two perspectives: from the
view of insurers (the supply-side perspective) and from the view of the clients (the demand-side perspective). This study inves-
tigates the extent to which climate model information can inform the supply-side. For this purpose a Bayesian Network (BN)
structure is presented as a means of combining different sources of quantitative climate information.1.2. Bayesian networks for climate change applications
A BN is a graphical/conceptual model with an underlying probabilistic framework which characterizes and quantiﬁes an
outcome of interest, along with the relevant variables and the causative interactions (Donald et al., 2009). BNs propagate
probabilities throughout the network according to Bayes Theorem (Box and Tiao, 1973). They can be used to explicitly quan-
tify risk and uncertainty drawing on evidence from diverse sources, including both subjective beliefs and objective data (Fen-
ton and Neil, 2004). Cain (2001) distinguishes between two potential uses of a BN:1 The process of verifying that a loss has occurred and administering a payout appropriate for the level of damage.
2 Insurance characterized by low premium and low caps or low coverage limits.
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2. To promote an improved understanding of the system, leaving the decision makers to reach their own conclusions on the
basis of that knowledge.
Given the size and nature of the uncertainties associated with climate predictions on the scales relevant for WII, it is only
conceivably appropriate to use BNs to promote improved understanding rather than attempting to provide optimal decisions
(Stainforth et al., 2007a). For climate change applications, a BN can be used as a tailorable decision tool, providing a means
for quantifying and communicating the relationship between output from complicated computer models and other factors
and pressures facing a decision maker. Furthermore, the network does not have to be complete in order for the BN to act as
an ‘‘instrument for consultation’’ (Ouerdane and Tsoukias, 2009).
This approach has been used extensively in a wide range of research ﬁelds and industrial sectors as a tool for structuring
and informing the decision-making process (Heckerman et al., 1995; Fenton, 2007; Fenton and Neil, 2007). The tool has also
been applied to a small number of climate-related studies which each address speciﬁc decision problems (Kuikka and Varis,
1997; Wooldridge et al., 2005; Musango and Peter, 2007). These studies have relied on the output of a single model or on
individual time series of observations; they have not been used to test the sensitivity of decisions to multiple sources of cli-
mate information. While acknowledging that the BN approach is only one method to combine data, in this paper we show
how a BN might be used to investigate the sensitivity of WII pricing assumptions to different sources of climate information;
observations, reanalysis data and climate model forecasts. The overall aim of the paper is to demonstrate a method for
assessing the validity of WII pricing assumptions in the context of climate change, and in doing so the analysis aims to ex-
pose the beneﬁts and limitations of the BN approach, WII as an adaptation measure and climate simulation data as a source
of quantitative predictive information on the relevant scales.
The next section outlines the adopted methodology, including a description of the case study focus region. An analysis of
the model and observational data used in the BNs is presented in Section 3. Section 4 shows the results of the case study,
presenting a number of BNs incorporating different assumptions and combinations of climate data. The implications of
the results for insurers and climate information providers are discussed in Section 5, and Section 6 concludes the paper, link-
ing the results to the speciﬁc aims of the study.2. Methodology
2.1. Case study description
The focus region for the case study is Kolhapur district, in western India (Fig. 1). Kolhapur district has a total land area of
768,500 hectares, of which 104,000 hectares (13.5%) are devoted to rice production, making it the main crop for local farmers
and the regions primary commercial crop (Collector Ofﬁce, Kolhapur, 2009). The rice crop is a Kharif crop; i.e., the main sow-
ing period is during the summer monsoon season (June to September). This region was chosen for a number of reasons.
Firstly, a large volume of high resolution Regional Climate Model (RCM) data for India has recently been made available from
the HighNoon project – a project exploring the future water resources of the Ganges river basin (Wiltshire et al., 2010) – and
gridded observed daily rainfall data is also available from the APHRODITE project (Yatagai et al., 2008, 2009). Secondly, the
rain-fed agricultural sector in India is largely dependent on the timing and magnitude of the summer monsoon rains (Gadgil
and Rupa Kumar, 2006) and Kolhapur is located at the edge of the core monsoon region (Fig. 1). Thus, any shifts in the loca-
tion, timing and/or magnitude of the monsoon under climate change would have a signiﬁcant impact on the region’s crop
yields. Finally, the microinsurance company MicroEnsure have a pilot WII project for farmers in the area (Hazell et al.,
2010) suggesting that there is indeed a market for appropriately designed microinsurance.
When purchasing WII cover, policyholders can usually specify the level of coverage (a function of the expected yield) as
well as the dates on which the policy begins and terminates. Typically these dates will correspond to the growing season or
harvesting period, where a lack or surplus of rainfall can damage crops and adversely affect yields. For simplicity, the anal-
ysis presented in this case study focuses on cumulative rainfall in July, the month historically associated with the highest
accumulations of rainfall in the monsoon season in Kolhapur, and a key month for the success of the rice crop (Bhuiyan,
1992). The BNs developed here examine the rainfall triggers at which payouts might occur for rice crop losses associated
with both deﬁcit and excess rainfall.2.2. Climate model and observational data
The European Commission project ‘‘HighNoon’’ was established to assess the impact of Himalayan glacier retreat and pos-
sible changes in the Indian summer monsoon on the water availability in northern India (HighNoon, 2009). The project uti-
lised data from the UK Hadley Centre regional model, HadRM3 (Jones et al., 2004). The HadRM3 conﬁguration used in the
model simulations has a horizontal resolution of 25 km, with 19 vertical levels in the atmosphere and includes MOSES II
(Met Ofﬁce Surface Exchange Scheme), a tiled land surface scheme (Essery et al., 2001). As part of the project, RCM runs were
performed for a domain covering India and a broad area of southern Asia (Fig. 2). The HadRM3 model was run using bound-
ary conditions from two General Circulation Models (GCMs); ECHAM5 (Roeckner et al., 2003; Hagemann et al., 2006) and
Fig. 1. Indian states in the core monsoon region (highlighted in green): the black circle denotes the location of the Kolhapur district (IITM, 2011). (For
interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
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SRES emissions scenario (Nakic´enovic´ et al., 2000) for the period 1960–2099. In addition, the HadRM3 model was run using
boundary conditions from ERA-Interim reanalysis data (Simmons et al., 2010) for the period 1990–2008. Monthly rainfall
totals for the model grid cell encapsulating Kolhapur city (16700N, 74230E) were extracted from the HighNoon data archive.
Observed data was obtained for the period 1961–2004 from the APHRODITE project which has developed a high resolution
(0.25  0.25) gridded daily rainfall dataset for Asia utilising rain-gauge observations (Yatagai et al., 2008, 2009).
2.3. Constructing the Bayesian networks
In this paper, the BN tool is used to examine how WII pricing decisions might be affected when incorporating different
sources of climate information. To determine the most appropriate quantitative output of the BNs to inform insurer’s WII
pricing strategies, discussions were held with insurance experts from Lloyd’s of London and Willis Reinsurance. From these
discussions, it was clear that developing a BN which shows the sensitivity of WII premiums to different choices of input data
(climatic and non-climatic) would potentially be a valuable decision aid.
The methodology developed by Ames et al. (2005) was used to guide the construction of the BNs. This methodology de-
tails the steps required to construct a BN, taking into account the selection of variables, constants and causal relationships
between the network nodes. A number of BNs were constructed with different levels of complexity. The results are presented
in Section 4 and the output is discussed in the context of uncertainty and model error in Section 5. In the following section,
the raw climate model data and historical observed data used in the analysis are examined in more detail.3. Climate data analysis
The raw model data extracted from the HadRM3 runs driven by HadCM3, ECHAM5 and ERA-Interim is ﬁrst compared to
the observed data. Fig. 3 shows cumulative July rainfall totals from each source of data for the period 1960–2050. Table 1
contains summary statistics for the period 1961–2004 and the 30 year period centered on the 2030s (2020–2049) which
is considered the extent of the time horizon for strategic microinsurance decisions (Daron, 2012).
The data reveals large systematic biases between the raw model output and the observational data (see Table 1). For the
period 1961–2004, the HadRM3/HadCM3 combination produces a mean rainfall which is just over half that observed
(234.01 mm compared to 405.06 mm), while the mean rainfall from the HadRM3/ECHAM5 and HadRM3/ERA-Interim com-
binations are even further from the observations (111.57 mm and 120.90 mm, respectively); note that the HadRM3/ERA-In-
terim data is for 1990–2008. The annual variability is also greater in the observations than in the RCM output; by a factor of
three to four. The HadRM3/ERA-Interim reanalysis data produces particularly low variability (year to year standard deviation
of 37.93 mm) relative to the observed rainfall values (year to year standard deviation of 162.36 mm). This may be partly due
to the shorter length of this time series (19 years cf. 44 years) but is also likely to be a consequence of the reanalysis/model
combination not capturing the annual rainfall patterns accurately. Both the HadRM3/HadCM3 and HadRM3/ECHAM5 output
show an increase in rainfall variability under future climate conditions.
Fig. 2. ‘‘HighNoon’’ geographical model domain used for the HadRM3 RCM runs. The domain extends from 60E to 100.25E and 4N to 40.25N. Each model
grid box has a resolution of 0.25 meaning there are 23,345 grid cells covering the horizontal model domain and 443,555 grid cells in total accounting for
the 19 vertical levels in the atmosphere.
Fig. 3. Model and observational cumulative rainfall data for Kolhapur, India in July. Observational data (black) is shown for the period 1961–2004;
HadRM3/ERA-Interim data (purple) is shown for the period 1990–2008; and the HadRM3/HadCM3 data (blue, short-dashed line) and HadRM3/ECHAM5
data (red, long-dashed line) is shown for the entire period 1960–2050. (For interpretation of the references to colour in this ﬁgure legend, the reader is
referred to the web version of this article.)
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sults. In the absence of observational data, one might therefore conclude that results should be weighted more strongly in
favour of the HadRM3/ECHAM5 model and against HadRM3/HadCM3. However, the HadRM3/HadCM3 model results,
although still much lower, are closer to the observational data than the HadRM3/ECHAM5 results. On this evidence one
might conclude that the HadRM3/HadCM3 data should be weighted more favourably. Yet the large systematic errors in
all RCM output suggests that weighting of models is inappropriate (Stainforth et al., 2007b); a more extensive discussion
of model weighting is found in Section 5.
Table 1
Summary statistics for cumulative rainfall in Kolhapur for July from observations and the HadRM3 output driven by ERA-Interim, HadCM3 and ECHAM5 for
given time intervals.
Time period Data source l (mm) r (mm) Linear trend (mm/yr) Min (mm) Max (mm) Range (mm)
1961–2004 Observations 405.06 162.36 6.42 155.99 1043.76 887.77
HadRM3/HadCM3 234.01 54.72 0.27 121.82 361.96 240.14
HadRM3/ECHAM5 111.57 40.57 0.12 27.07 229.69 202.63
1990–2008 HadRM3/ERA-Interim 120.90 37.93 3.00 31.31 185.80 154.50
2020–2049 HadRM3/HadCM3 269.00 66.89 0.45 146.59 409.41 262.83
HadRM3/ECHAM5 119.27 46.44 0.36 31.64 229.68 198.05
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observed period; signiﬁcant at the 99.9% conﬁdence level. While the magnitude of the trend is inﬂuenced by the anoma-
lously high value in the ﬁrst year, there is still a decrease of 4.75 mm/yr even if this value is omitted; the negative trend
remains signiﬁcant at the 99.5% conﬁdence level. The HadRM3/ERA-Interim shows a weaker decreasing trend (albeit for a
shorter time period), signiﬁcant at the 90% conﬁdence level, but the HadRM3/HadCM3 and HadRM3/ECHAM5 output do
not show any signiﬁcant trends over the hindcast period. The inability of the models to capture the observed trends over
the hindcast period suggests that any conclusions based on the trends evident in the forecast period should be, at best, ten-
tative. The BNs presented in Section 4 should therefore only be interpreted as illustrative examples of how one might use
additional climate data to inform WII design.
The discrepancies in the mean rainfall statistics may be attributed either to an overestimate of rainfall accumulation in
the observations or an underestimate in the model results. Systematic errors in GCM rainfall ﬁelds are not uncommon
(Schmidli et al., 2006) and it is these GCM ﬁelds which provide the boundary conditions for the RCM simulations. It is unsur-
prising therefore to see large differences in the rainfall totals between the HadRM3/HadCM3 output and the HadRM3/EC-
HAM5 output, despite their use of the same RCM.
The Intergovernmental Panel on Climate Change (IPCC) fourth assessment report (AR4) shows a multi-model mean in-
crease in summer rainfall over western India of between 5% and 10% for the 2080–2099 period; using 1980–1999 as a base
period (Christensen et al., 2007). However, only 13 of the 21 AR4 GCMs analysed show an increase while the remainder show
a decrease. A combination of insufﬁcient model resolution and limited process understanding and representation means that
the large-scale mechanisms inﬂuencing monsoon rainfall are not very well represented in these GCMs. An RCM generates
output which inherits these errors from the driving GCM. The disagreement between the ECHAM5 and HadCM3 model out-
put is likely indicative of wider disagreement amongst GCMs.
Additional sources of error may also contribute to the discrepancies. Whilst RCMs typically provide much better repre-
sentation of the land surface and orography than GCMs, many of the subgrid-scale features are still not adequately repre-
sented by a 25 km HadRM3 horizontal resolution. Enhancing model spatial resolution further may reduce biases resulting
from errors in the speciﬁcation of orography and the land surface (McGregor, 1997) although others will inevitably remain.
There are also uncertainties associated with the observations and the interpolation of rain-gauge station data to a gridded
dataset. Wiltshire et al. (2010) states, ‘‘the uncertainties associated with observed rainfall are potentially large primarily due
to known gauge undercatch errors (which are often corrected in post-processing) as well as the high spatial variability of
rainfall which is often statistically undersampled’’.
Given these multiple sources of uncertainty and the lack of out-of-sample veriﬁcation for climate models (Stainforth
et al., 2007a) it is not clear which data should be considered more or less reliable. The aim of this paper is not, however,
to provide deﬁnitive results regarding the best source of information or even the optimum pricing strategy for index insur-
ance in Kolhapur, but rather to demonstrate how a BN tool might be utilised to investigate the sensitivity of pricing assump-
tions to different input climate information. The errors and uncertainties are simply part of this information; the basis for a
judgement about the viability of WII from an insurance perspective and the usefulness of WII as a climate change adaptation
strategy. The next section presents the results of the BN analysis.4. Results
In this section results are presented for multiple BNs with different underlying data inputs and different methods of data
processing and interpretation. Section 4.1 presents a BN that utilises observational data only, Section 4.2 presents BNs that
combine observations with raw climate model simulation data, and Section 4.3 presents BNs with bias corrected model
output.4.1. BN using observational data
The BN developed in this section incorporates observational data only to illustrate how WII premiums might be deter-
mined if reliant solely on a single observed time series. A three tier payout proﬁle is adopted (see Fig. 4); a step-wise function
is chosen because existing WII products are often structured in this way (MicroEnsure, 2010). Within each tier a ﬁxed
Fig. 4. Illustrative payout proﬁle for for an idealised WII policy covering rice yields for rainfall deﬁcit and excess rainfall in Kolhapur, India. Each tier
corresponds to a different payout as a percentage of the maximum indemnity.
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thresholds, though deﬁning these thresholds is itself subject to considerable uncertainty. Rajagopalan (2009) states that
the rice crop requires about 1200 mm of rain over the monsoon season whilst Bhuiyan (1992) cites a suitable range as being
between 700 and 1500 mm. Veeramani et al. (2005) state that the rice crop requires between 250 and 350 mm each month
during the monsoon and highlight that it is more sensitive to drought than ﬂooding. Guided by these studies, a maximum
payout for rainfall deﬁcit is chosen to correspond to a rainfall total below 150 mm in July, while a maximum payout for ex-
cess rainfall is chosen to correspond to a rainfall total above 600 mm in July. Intermediate thresholds are selected for smaller
payouts in the event of partially decreased but not failed yields.
While the focus here is on the month of July, one could apply the approach to consider other coverage periods. In addition,
a BN could be developed to inform a more complicated product structure combining multiple coverage periods with differ-
ent triggers and additional features such as conditional payouts. However, extending the methodology would only be worth
considering if the available data proved informative and ﬁt for purpose. By concentrating on a simple idealised product struc-
ture, it is possible to investigate the adequacy of input climate data; if it is inappropriate for a simple idealised product, it
cannot be assumed to be any more appropriate for a more complicated product. Indeed, Giannini et al. (2009) show that
more complicated product structures are often more sensitive to methodological choices and assumptions.
The BN shown in Fig. 5 consists of seven nodes linking observed July rainfall to WII payouts (i.e., losses for the insurer) and
the required premium. Given this pricing structure and input data, the BN shows that 75% of the observed years would have
been associated with no losses; the insurer would not have been required to payout on any of the policies. The remaining
years would have incurred losses; 9% of years (i.e., four years) resulting in a maximum payout to each policyholder. Admin-
istration costs and the expenses of marketing and maintaining a policy are taken into account in the Policy Loading node. This
node is assigned a constant percentage of the maximum indemnity. The Loss node combines the probabilities in the parent
nodes to produce probabilities for each payout tier. The combined probabilities are multiplied by the payout values assigned
to each tier, shown in Table 2, to produce an expected loss value representing the expected payout per year as a percentage
of the maximum indemnity. In this case it is 13.8%. The premium necessary to render the policy potentially viable can then
be calculated using Eq. (1). This is done in the premium calculation node and presented in the premium required node. In Fig. 5,
the policy loading costs3 are assumed to be 4% of the maximum indemnity which leads to a premium value of 18% for mar-
ginal proﬁtability to the insurer.3 LoaPremium ¼ ExpectedLoss þ Policy Loading ð1Þ4.2. BNs combining observational and raw climate model data
To investigate how climate model data might be used to aid pricing decisions, 30 year time intervals centered on the dec-
ade of interest are selected from the available data; i.e., the 2030s are represented using the data from 2020 to 2049. In Fig. 6
the BN is made more complicated by allowing for a number of different sources of input climate data. These may be used
individually or in combination as controlled by the Climate Information Source node. Different time periods may be selected
using the Climate Time Scale node. The two parent nodes for the HadRM3/HadCM3 July Rainfall node and the two parent nodes
for the HadRM3/ECHAM5 July Rainfall include frequency distributions for the model rainfall data over Kolhapur for the rele-
vant periods.
In Fig. 6 the different sources of data are given equal weights and the period assessed is the past (1961 to 2004); weighting
the data raises fundamental challenges in interpretation (see discussion in Section 5) but is illustrated here for demonstra-
tion purposes. The resulting probabilities show that, with a policy loading of 4%, a premium of 53.4% of the maximum indem-
nity is required to yield the policy structure potentially viable given the assumptions in the BN. According to the BN, there is
more than a 40% probability of rainfall during July being below 150 mm. Given the need for such a high premium to accountding is typically a few percent of the maximum indemnity but varies depending on the nature of the product.
Fig. 5. BN with observed data only. BN relevant for rice crop WII in the Kolhapur region with a three tiered payout structure. The parent node incorporates
observational data from the APHRODITE project (Yatagai et al., 2009) for the 44 year period from 1961 to 2004 meaning a probability of 2.27% corresponds
to one July. The two child nodes, Rainfall Deﬁcit and Excess Rainfall, propagate the probabilities in the parent node to show the probability of rainfall
exceeding speciﬁc thresholds. The Loss node combines the probabilities in the Rainfall Deﬁcit and Excess Rainfall nodes, generating a combined probability of
paying out on an individual policy at each payout tier level; one could simply propogate the probabilities in the observed rainfall node directly into the Loss
node but the Rainfall Deﬁcit and Excess Rainfall nodes are included here to demonstrate their contributions to the losses. The value at the bottom of the Loss
node shows the expected loss resulting from the network probabilities and payout percentages (see Table 2). A Policy Loading node is included and set to 4%
of the maximum indemnity. Finally, the Premium Calculation and Premium Required nodes calculate and return the required insurance premium (see Eq. (1)).
Table 2
Payout values assigned to individual states in a three tiered payout structure.
Loss Payout (% of maximum indemnity)
None 0
Tier 1 15
Tier 2 40
Tier 3 100
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viable under these data and pricing assumptions. The high probability of a payout for drought conditions is, however, mostly
attributable to the model data. The BN structure enables us to explore the sensitivity of this conclusion to different assump-
tions regarding the information content of the various sources of data. It is a matter of professional judgement as to which, if
any, of these data contain relevant information for a particular purpose.
Fig. 7 shows the BN when the HadRM3/HadCM3 model alone is selected and the time period is set to the 2030s. Recall
from Fig. 3 that the rainfall totals from the HadRM3/HadCM3 model are signiﬁcantly lower than the observational data dur-
ing July but greater than HadRM3/ECHAM5. In Fig. 7 all of the probability density remains below the 540 mm threshold for
excess rainfall payout. There is, however, density below the rainfall deﬁcit threshold values with 3.33% (one year out of the
30 year sample) below 150 mm. In this scenario, for this particular GCM forcing this particular RCM, a premium of 11.5%
would ensure the long term viability of the product, conditional on the given set of network assumptions.
If one believed the future rainfall values associated with the raw HadRM3/HadCM3 model output in the 2030s, then cli-
mate change would appear to pose little threat to the long-term viability of WII in the Kolhapur region; at least it is no less
viable than observations suggest it would have been in the past. However, selecting the rawmodel output from the HadRM3/
ECHAM5 model in the BN implies a very different conclusion. Table 3 shows the sensitivity of the required premium to the
alternative sources of climate information. In the HadRM3/ECHAM5 case, again for the 2030s, 70% of the rainfall data falls
below the 150 mm threshold associated with the maximum rainfall deﬁcit payout. If this data were reliable then the WII
product would clearly not be viable based on the policy structure and thresholds selected.
Fig. 6. BN with model data – the past. BN expanded from Fig. 5 to inform the viability of WII for rice production in Kolhapur, India using multiple sources of
climate data. The states in the Climate Information Source node are given equal weights, the Climate Time Scale set to the past (observed period 1961–2004)
and the policy loading is 4% of the maximum indemnity.
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uct structure in Kolhapur under both past and projected future climatic conditions. However, given the evidence of system-
atic model errors described in Section 3, an obvious next step is to examine the effect of applying bias corrections to the
model output. In the following section, a simple bias corrections is applied to the model data and the impacts on the BN re-
sults analysed.
4.3. BNs incorporating bias-corrected climate model data
In this section, the BNs presented show how the viability of the pricing structure in the idealised WII product can be as-
sessed using bias corrected climate model output. The introduction of statistical bias corrections to model simulations of
future climate at this scale has no physical justiﬁcation (see discussion in Section 5) but is nevertheless widely used (Chris-
tensen et al., 2008; Piani et al., 2010) and is therefore worthy of inclusion in this analysis. The bias correction method applied
in the BNs here is therefore purely demonstrative of the approach one could adopt if there was reason to believe that model
biases are insensitive to the underlying climate forcings.
Acknowledging the systematic errors in the model results described in Section 3, a two moment bias correction is applied
to the HadRM3 model output. Each of the HadRM3 distributions, driven by HadCM3, ECHAM5 and ERA-Interim, are offset to
be consistent with the observed mean and scaled according to the different observed and RCM hindcast standard deviations.
Other methods are possible but this is sufﬁcient to show how users may incorporate bias corrected data in a BN framework;
adjusting data to higher order moments or using alternative methods is superﬂuous for the purposes of this analysis.
Table 4 shows the mean biases of the RCM output from the observed data for the period 1961–2004 (1990–2008 for ERA-
Interim data) as well as the ratio of the observed data standard deviation to the model data standard deviations. Eq. (2) is
applied to adjust the hindcast model precipitation time series Ph, using values of the mean model hindcast precipitation Ph,
the mean observed precipitation Po, and the standard deviations in the model hindcast and observed data, rðPhÞ and rðPoÞ,
respectively.Phðbias adjustedÞ ¼ Ph  Ph
  rðPoÞ=rðPhÞð Þ þ Po ð2ÞEq. (3) is used to bias correct the future model projections; the subscript f refers to the future model projection data. For the
future projections, the bias corrections applied reﬂect the change in the mean between the two model periods and uses the
mean and standard deviation bias corrections from the hindcast period.
Fig. 7. BN with HadCM3 data selected – the 2030s. BN expanded from Fig. 5 to inform the viability of WII for rice production in Kolhapur, India using
multiple sources of climate data. The HadRM3/HadCM3 model is selected in the Climate Information Source node, the Climate Time Scale set to the 2030s
(model period 2020–2049) and the policy loading is 4% of the maximum indemnity.
Table 3
Required premium, as a percentage of the maximum indemnity, given each data source for the past and future climate period.
Time period Data source Required premium (% of maximum indemnity)
1961–2004 Observations 18
HadRM3/HadCM3 16
HadRM3/ECHAM5 95
1990–2008 HadRM3/ERA-Interim 86
2020–2049 HadRM3/HadCM3 12
HadRM3/ECHAM5 83
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Fig. 8 shows how the bias corrected HadRM3/ECHAM5 hindcast data affects the threshold exceedance probabilities of the
WII product for the past climate period, 1961–2004. The bias corrected model data is no longer constrained to low precip-
itation values and spans the range consistent with the observations. As a consequence, the BN shows that a premium of 19%
is required (assuming a policy loading of 4%); compare this with the 95% for the non-bias corrected situation (see Tables 3
and 5). The BN shows a 13.6% probability of a maximum Tier 3 payout with lower probabilities of a Tier 1 or Tier 2 payout,
resulting in an expected loss of 15.2%.
When the bias correction is applied to the future projection of the HadRM3/ECHAM5 model (see Fig. 9) the probabilities
suggest an increase in the risk of a loss event. Here the BN indicates a slight increase in the density in both the higher and
lower range of rainfall values corresponding to increased probabilities of payouts in all tiers compared to the BN in Fig. 8.
There is now a 20% probability of incurring a Tier 3 loss resulting in an expected loss of 25%; the required premium is thus
29% compared with 83% in the non-bias corrected case (see Tables 3 and 5).
The bias corrections applied to the model data dramatically alter the probability distributions but it is important to again
emphasize that the methodology applied here is simply demonstrative. As in Section 4.2, the BN can be used to test the sen-
sitivity of the required premium to various pricing assumptions and climate information sources. Table 5 contains the re-
quired premiums to yield the pricing structure viable using the bias corrected model output. The results using this
method suggest that the premium will need to increase in the future to maintain proﬁtability. The HadRM3/HadCM3 output
shows a 7 percentage point increase in the required premium while the HadRM3/ECHAM5 output shows a 10 percentage
point increase. The HadRM3/ERA-Interim bias corrected output (for the period 1990–2008) suggests a premium of 23%.
Table 4
Mean biases and ratio of standard deviations for model output compared to observed July rainfall data over Kolhapur from 1961 to 2004
(1990 to 2008 for ERA-Interim data).
Data source Observed l minus model l (mm) Observed r/model r
HadRM3/HadCM3 171.05 2.97
HadRM3/ECHAM5 293.49 4.00
HadRM3/ERA-Interim 284.16 4.28
Fig. 8. BN with bias corrected ECHAM5 data selected – the past. BN expanded from Fig. 5 to inform the viability of WII for rice production in Kolhapur, India
using multiple sources of climate data including bias corrected model data. The HadRM3/ECHAM5 model is selected in the Climate Information Source node,
the Climate Time Scale set to the past (observed period 1961–2004) and the policy loading is 4% of the maximum indemnity.
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cautious in their assessment of current and future WII viability; perhaps more so than if they simply used past observations.5. Discussion
In providing WII to low-income farmers, the objective of an insurer is to design a product which is attractive to the pol-
icyholder, represents the underlying risk and is ultimately proﬁtable. To sustain proﬁtability in light of altered risks, the most
obvious option for the insurer is to alter premiums to reﬂect the underlying risk but insurers have many other levers avail-
able. For example, thresholds at which payouts occur, the value of the payouts and limits on coverage can all be adjusted in
the WII policy design. While this study focuses on the required premiums under climate change, it is important to note that
BNs might be used to guide policy decisions related to the entire policy structure. Crucially, however, the success of the BN
approach is conditional on the accuracy and relevance of the input data.
The results presented demonstrate that in the context explored in this study, the primary application of the BN tool would
not be to obtain an optimal pricing structure but rather to assess the sensitivity of different policy structures to a variety of
sources of climate data. The BNs presented in Section 4 show how the tool might be used to stress-test pricing assumptions
and guide the design of index insurance products in a changing climate but in applying the tool to inform decisions, insurers
must be wary of over-interpreting the probabilistic output. Section 4.1 shows how the required premiummight be derived if
reliant on observed rainfall measurements only. Given a policy with a three tiered payout structure, and an assumed policy
loading of 4%, it is found that a premium of 18% is required. However, with decadal and multi-decadal climate variability and
climate change, it is unlikely that the temporal distribution of observed rainfall in the past is the same as the probability
distribution of expected rainfall for the present climate; even less so for future climate. Fig. 3 shows that there has been
Table 5
Required premium, as a percentage of the maximum payout, given each data source for the past and future climate period with bias
corrections applied according to Eqs. (2) and (3).
Time period Data source Required premium (% of maximum payout)
1961–2004 Observations 18
HadRM3/HadCM3 24
HadRM3/ECHAM5 19
1961–2004 HadRM3/ERA-Interim 23
2020–2049 HadRM3/HadCM3 31
HadRM3/ECHAM5 29
Fig. 9. BN with bias corrected ECHAM5 data selected – the 2030s. BN expanded from Fig. 5 to inform the viability of WII for rice production in Kolhapur,
India using multiple sources of climate data including bias corrected model data. The HadRM3/ECHAM5 model is selected in the Climate Information Source
node, the Climate Time Scale set to the 2030s (model period 2020–2049) and the policy loading is 4% of the maximum indemnity.
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creased in recent years whilst the probability of a year with excess rainfall has decreased. Without a better understanding
of internal climate variability, and given only a limited sample of observations, we must be careful not to over-interpret the
trend statistics but we can use current understanding to urge caution in basing WII policies on the statistics of past observed
climate alone.
To illustrate how model reanalysis datasets and forecasts might be used as an additional source of information to aid the
policy design process, Section 4.2 presents BNs which combine both model and observed data. Table 3 shows the sensitivity
of the required premiums to each climate information source. The BN in Fig. 6 shows how providing equal weights to each of
the information sources might inﬂuence the probability of a loss. The resulting required premium is 53% which is consider-
ably higher than the value of the premium calculated using observations alone (18%). However, the decision to weight dif-
ferent sources of climate model information is contentious; it is not clear that any suitable weighting strategy exists
(Stainforth et al., 2007b; Tebaldi and Knutti, 2007). Numerous methods have been developed to establish different metrics
and measures of model skill (Tebaldi et al., 2005; Greene et al., 2006) yet the decision to weight models based on their ability
to capture past observations and key climatic processes has been questioned (Stainforth et al., 2007b). In a recent study, Wei-
gel et al. (2010) state:
‘‘When internal variability is large, more information may be lost by inappropriate weighting than could potentially be
gained by optimum weighting . . .results indicate that for many applications equal weighting may be the safer and more
transparent way to combine models’’.
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WII product design is likely to be model error. Analysis presented in Section 3 reveals that the model rainfall output in the
case study focus region is associated with large model biases and the results in Section 4.2 show how using this output, with-
out accounting for model error, can change the implied premiums to unviable values. The HadRM3 model output data, dri-
ven by the HadCM3 and ECHAM5 GCMs and the ERA-Interim reanalysis data, signiﬁcantly underestimates the observed
rainfall occurring in Kolhapur in the monsoon season (see Fig. 3).
Capturing the complex interactions that control the monsoon rains is challenging, perhaps impossible given limited com-
puting capacity, current process understanding and imperfectmodels. A number of studies have attempted tomodel themon-
soon rainfall under altered climate forcings (Meehl and Washington, 1993; Kitoh et al., 1997; Meehl et al., 2000; Lal et al.,
2001; Lucas-Picher et al., 2011). These studies are inconsistent in their conclusions; probably reﬂecting the limits of our cur-
rent understanding of the relevant processes. Nevertheless, incorporating results from a wide range of models into a BN could
provide a greater understanding of the implications of currentmodel uncertainty and, of course, the BNs presented in Section 4
could be updated with new model information when it becomes available. The question would remain, of course, as to
whether model uncertainty reﬂects the ‘‘true’’ range of uncertainty which is a function of our imperfect understanding.
The results in Section 4.3 show how model biases might be taken into account. Incorporating the bias corrected model
output in the pricing decisions leads to substantial increases in the implied premiums in the future (to 29–31% of the max-
imum indemnity in the 2030s, see Table 5). Such methodologies are however purely demonstrative and there are good rea-
sons for not bias correcting rainfall data. Statistical bias corrections to rainfall data have a questionable physical basis, not
least because systematic decreases or increases in the rainfall values compromises the conservation of total moisture content
in the model. Haerter et al. (2011) note that all bias correction methods make assumptions about the applicability of statis-
tical transfer functions from observed climate to future climate and caution that such techniques can obfuscate the nonlinear
impacts of climate change in model projections.
An additional source of climate information, not explored in this study, is the use of subjective judgements about future
trends for rainfall in the Monsoon region. This information could be obtained using expert elicitation (Granger Morgan et al.,
2001; Arnell et al., 2005) and incorporated into a BN. The use of expert judgements is particularly useful in situations where
model performance is poor but where physical reasoning and other empirical indicators can inform expert opinions. There is
evidence, however, that experts may not hold probabilistic understanding of climatic processes under climate change (Mill-
ner et al., 2013). Other sources of quantitative data could also be incorporated into a BN to inform WII design. Paleoclimate
data and remote sensing data, particularly satellite data, may help to further explore the discrepancies in the observations
and additional model runs under different greenhouse gas emissions scenarios (an issue not examined in this study) could be
analysed. Finally, the BNs presented could be extended to include different assumptions about socio-economic variables
such as willingness to pay. Complimentary research on the demand-side could establish thresholds at which the premiums
become unaffordable for a particular group of potential policyholders. Combining supply-side and demand-side studies
could enable substantial progress to be made in understanding the viability of WII mechanisms in a changing climate.
In considering ways to extend the applications of this study, it is important to bear in mind the purpose of examining the
BN tool in the context of informing WII design under climate change. As noted in Section 1.2, the BN should only be used as
an instrument for consultation and not as a means of informing a mathematically optimal WII policy design. Creating a more
complicated BNmay be desirable from the point of view of system understanding but cannot be expected to necessarily gen-
erate more reliable output. Furthermore, the BN method is not the only way to consider different sources of climate infor-
mation. Giannini et al. (2009) examine the long-term viability of index insurance in Central America using climate data from
historical observations, knowledge of teleconnections and IPCC model projections without using a speciﬁc tool to aid the
process. However, their approach involved analysis of each data source separately, which can be both time-consuming
and fail to address the sensitivities of products to multiple uncertainties. In order to inform estimates of probability distri-
butions for the relevant variables, and provide practical support to index insurance decisions, such methods should allow for
a comparison between different sources of climate information. Further study and implementation of the method presented
here will help to ascertain whether the tool is beneﬁcial in practice.6. Conclusions
As the WII sector matures and the use of insurance as a climate change adaptation measure gains support, the need to
develop products that account for changing climatic conditions becomes ever more important. Relying on limited observa-
tions of past climate to designWII products risks undermining the value of insurance in providing small-holder farmers with
protection against meteorological hazards. As evident in the ﬁndings presented in this study, using multiple sources of cli-
mate information in the design phase may increase our perceived uncertainty but more information is surely better and,
used appropriately, could lead to a more robust product. Our ﬁndings are also relevant to other areas of the insurance indus-
try which utilise climate information to inform decisions. Without consideration of multiple sources of climate information,
and an acknowledgement of the associated biases and errors, insurers are likely to miscalculate and misrepresent the under-
lying climate hazard risks.
The BN tool could be used as a framework for combining climate model information with observational data to inform
WII pricing decisions. This paper demonstrates how index insurers might utilise BNs to consider multiple sources of climate
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ner. With further input from insurers BNs can be tailored towards speciﬁc needs and purposes, thereby excluding irrelevant
information. While the BN approach is only one method to combine multiple sources of climate information it has the ability
to incorporate further sources of climate information, including paleoclimate data, remote sensing data and expert judge-
ments of possible changes in relevant climate drivers. Crucially however, the user of the BNmust be willing and able to inter-
pret probabilistic information conditional on assumptions.
In the Kolhapur case study the existence of model errors and uncertainties in the observations means that any assess-
ment, from a climate perspective, of the long-term viability of WII pricing assumptions for rice crop products in Kolhapur
are unlikely to be accurate. In the context of climate change, the absence of reliable, robust, quantitative model projection
data means that choices considered optimal based on today’s available model information may lead to maladaptation and
risk signiﬁcant losses to insurers. Combining different sources of data and, crucially, accounting for the associated uncertain-
ties and contradictions in the information remains a signiﬁcant challenge to index insurers in assessing product viability. Yet
by further investigating the implementation of novel methodologies, such as the BN approach, scientists and index insurers
can make substantial progress in reducing the risks associated with basing WII decisions on incomplete and imperfect cli-
mate information.Acknowledgements
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