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Abstract
We define a notion of viscosity solution (sub-, supersolution) for these systems, prove a compari-
son principle and we prove existence of viscosity solutions using a Perron like method. In Part I, we
do all the above except prove existence using the Perron method.
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1. Introduction
In several previous papers [1–3] the author proved a comparison principle for a semilin-
ear second order wave equation, defined a notion of viscosity solution for such equations,
and showed that Perron’s method extended to these hyperbolic equations to prove existence
of viscosity solutions of the Cauchy problem for these equations.
Such equations can be written as first order symmetric hyperbolic systems [4,5]. In this
paper, we prove comparison theorems for sub- and supersolutions of first order symmetric
hyperbolic systems, define a notion of viscosity solution for these systems, and extend Per-
ron’s method of upper and lower envelopes to prove the existence of continuous viscosity
solutions for the long time and eternal Cauchy problem for such systems.
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solve such systems which include most of the important equations of mathematical physics
and, in particular, the long term Cauchy problem for Einstein field equations, which [5–7]
can be shown to be equivalent to solving such a system.
Indeed, in a second paper, we use the results of this paper, and a gauge independent
method, due to Deturk [7], of showing the above equivalence, to show the existence of
long term, possible only continuous, viscosity solutions of the Einstein–Cauchy problem.
We also note that the Navier–Stokes equations (for supersonic flow) can be put in this
form, and we have results in progress on the general long term existence for continuous
viscosity solutions of these equations that use the results of this paper.
2. Quasilinear first order symmetric hyperbolic systems
For the convenience of the reader, we recall the definition of a first order, quasilinear,
symmetric hyperbolic system in a slab domain DT of R+ ×Rn. More details may be found
in [5,8].
Definition 1. Let n,N ∈ Z+. Let DT := [0, T ] ×Rn.
Let u :R+ × Rn → RN .
Let A0 :R+ ×Rn ×RN → Sym+(N,N) be C∞ (in fixed coordinates, A0 is an N ×N
symmetric matrix), and let A0 be positive definite, that is: all of its eigenvalues are strictly
bigger than zero.
Let i = 1,2, . . . , n. For each i, let
Ai :R+ × Rn ×RN → Sym(N,N)
be C∞ and in C2+0 ∃0 ∈ (0,1), where we require a uniform Hölder constant for the
whole domain DT (in a fixed coordinates each Ai is a symmetric matrix). Let SupDT {|Ai |,
|Dx,tAi |, |D2x,tAi |} < ∞. Let ∂iu and ∂0u exist in D0T .
Definition 2. Let B :R+ × Rn → L(N,N) be C∞. Let all the off diagonal terms of B be
nonnegative. We call such Ai admissible.
Definition 3. Let f :R+×Rn → RN be C∞, let f (t, x) 0, and let lim|x|→∞ f (t, x) = 0.
Let f ∈ H 1,2(Rn,RN), where we mean that one weak derivative is square integrable. Let
f ∈ C0(DT ,RN), with 0 as above. We call such f admissible.
Definition 4. We say that u satisfies a first order quasilinear symmetric hyperbolic system
in D0T iff: in D
0
T :
Lu := A0(t, x,u)∂tu+Ai(t, x,u)∂iu−B(t, x)u − f (t, x) = 0.
(Here repeated indices are summed.) Also we require Ai and f to be admissible.
Note that a.n.l.o.g., by standard methods [5,8], we can assume that A0 = I . We do this
from now on, for simplicity of presentation.
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In order to define our notions of generalized solution, subsolution and supersolution of
the above systems, we need to use smoothing of vector valued semicontinuous functions.
Our smoothings will always be done componentwise for our vector valued functions.
We need to combine two smoothings, one given by convolution with a Poisson smooth-
ing kernel on R1 ×Rn, and the other by a more sophisticated smoothing used in nonsmooth
analysis and in the theory of elliptic and parabolic viscosity solutions [9,10]. This second
type of smoothing, based on quadratic envelopes, has good limit properties at singular
points of semicontinuous functions. It approaches the singular values pointwise, but ap-
plied to a semicontinuous function it only gives a Lipschitz function.
Thus, we will first smooth our semicontinuous components by this quadratic envelope
smoothing (denoted by a positive parameter γ ), and then we will smooth the result by a
Poisson smoothing (denoted by a positive parameter σ ).
The result of this double smoothing will be a C∞ vector function depending on the
two positive parameters γ ,σ , with the property that, when we first let σ ↓ 0, and then let
γ ↓ 0, this function will converge pointwise in each component to our given semicontinu-
ous function.
This nice behavior at discontinuous points will allow us to simplify and generalize some
of the proofs in the author’s previous papers [1–3].
3.1. Extension of vector functions
In order to construct our smoothings we first need to extend semicontinuous functions
(each component separately) from a regular domain DT to all of R×RN , in such a manner
that the extension is compactly supported in the time variable (i.e. in R).
We assume throughout that our vector function u is in L1(DT ,RN)∩L∞(DT ,RN).
Denote its components by ui , where i = 1,2, . . . ,N .
Let ui :DT → R. We first extend ui to the double DT,Double obtained by reflection.
For all X ∈ DT let X =: (t, {xi}), where {xi} denotes {x1, x2, . . . , xn}. We also denote
{xi} =: x.
Let i ∈ 1,2, . . . , n. Let m ∈ Z+. We define our first pre-extension E1(ui) by
Definition 5.
E1(ui) :=
{
ui(X), if X ∈ DT ,∑m+2
k=1 Ak(ui(−t/k, x)), if X ∈ −DT ,
where {Ak}, k = 1,2, . . . ,m+ 2, is the solution of the linear algebraic system:
m+2∑
k=1
(−1)sAk = 1, s = 0,1, . . . ,m+ 2.
Remark 6. This is the standard extension used to extend functions to reflected domains.
See, for example, [11, pp. 125–126]. As is shown there, if ui is C0,C1,C2, etc., then
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Sobolev space regularity of ui .
Now, we arrange that our extension is compactly supported as a function of time (i.e.
on R). We do this by applying the standard extension operator (denoted by ET,2T ), in time
to extend E1(ui) from [−T ,T ] to [−2T ,2T ] [12] with compact support and with the same
regularity as E1(ui). Note that this also preserves the spacial regularity.
Definition 7. E(ui) := ET,2T (E1(ui)).
We note that E(ui) is at least as smooth on R × RN as E1(ui) is on DT,Double.
From now on, in this paper, we identify ui with its extension E(ui), and we suppress
the notation E.
3.2. Sup and Inf convolution regularization
Now, we recall the “quadratic envelope regularization” of [9, p. 44], [10] and [9, Sec-
tion 5.1, pp. 43, 44].
Let i ∈ {1,2, . . . ,N}. Let ui :R × Rn → R be an upper semicontinuous function with
bounded jump. Let H be an open set of R × Rn such that H¯ ⊂ R × Rn. Then, we define
for all  > 0:
Definition 8.
ui (x0) := sup
x∈H
(
ui(x) +  − 1

|x − x0|2
)
, for x0 ∈ H. (1)
We note that [9] ui is Lipschitz continuous. It follows by elementary arguments that all
the conclusions of Lemma 5.2, p. 44, and Theorem 5.1(a,b) in [10, p. 43] still hold, since
ui has finite jump. Note that finite jump is essential for these arguments to obtain.
Definition 9. We define: u(x0) := {ui (x0)}, for x0 ∈ H , where i = 1,2, . . . ,N . In the
same way, let i ∈ {1,2, . . . ,N}. Let ui :R × Rn → R be a lower semicontinuous function
with bounded jump. Let H be as above. Then, we define, for all  > 0:
Definition 10.
ui,(x0) := Inf
x∈H¯
(
ui(x) −  + 1

|x − x0|2
)
, for x0 ∈ H. (2)
All of the mirror-reflected properties of Lemma 5.2, p. 44, and Theorem 5.1 in [10,
p. 43] are still valid, mutis mutandis.
Note that ui ↓ ui , for each i, pointwise (even at the points of discontinuity of ui ), and
ui, ↑ ui pointwise (even at the points of discontinuity of ui). This is (a) of Theorem 5.1
of [10, p. 43].
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depending on , with each parabola above (respectively below), by , the value of u at each
point of the graph of u.
Note also, that ui and ui, are Lipschitz continuous, where the Lipschitz constant is
proportional to 1

.
Definition 11. We define u(x0) := {ui,(x0)}, for x0 ∈ H , where i = 1,2, . . . ,N .
To obtain higher regularity, we Poisson regularize each of the ui and ui, .
Let γ > 0, σ > 0.
Definition 12. (uγi )σ := (uγi ∗ Pσ ), where Pσ is the Poisson kernel.
Definition 13. (ui,γ )σ := (ui,γ )  Pσ , where Pσ is the Poisson kernel.
Thus, for each i ∈ 1,2, . . . ,N , σ > 0, γ > 0, we have (at each point in DT ):
(i) (uγi )σ and (ui,γ ) are C∞,
(ii) lim
γ↓0
[
lim
σ↓0
(
u
γ
i
)
σ
]
= ui,
(iii) lim
γ↓0
[
lim
σ↓0(ui,γ )σ
]
= ui. (3)
Finally, as we mentioned at the beginning of this section, since u is a vector function
we define:
Definition 14.
(uγ )σ :=
(
u
γ
1
)
σ(
u
γ
2
)
σ
...(
u
γ
N
)
σ
.
Definition 15.
(uγ )σ :=
(u1,γ )σ
(u2,γ )σ
...
(uN,γ )σ
.
We will have many occasions in the sequel to compare vector valued constants and
functions. We will use the partial ordering given by
Definition 16. Let u ∈ RN , v ∈ RN , then u v iff for all i ∈ {1,2, . . . ,N} we have ui  vi .
If c is a real constant the expression u  c denotes (with slight abuse of notation) that
u (c, c, . . . , c) ∈ RN . Similarly for u v mutis mutandis.
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f1  f2 iff f1(X) f2(X) for all X in domain(f1)∩ domain(f2). Similarly for f1  f2.
4. Semicontinuous (sub-), (super-) and solutions of quasilinear symmetric
hyperbolic systems
As in our previous papers [1–3], we define a notion of sub- and supersolution (and
solution) for our P.D.E. system by using our technique of regularization.
As in Section 2, Definition 3, we start with a nonlinear, symmetric hyperbolic system
L(•) = 0, in a slab domain DT .
Since all the preliminaries are now in place, we state our definition.
Definition 18. Let v :DT → RN be upper semicontinuous, with bounded jump. Let
u :DT → RN be lower semicontinuous, with bounded jump. Then
(a) u is a viscosity subsolution at Y ∈ D0T iff:
£−(u)(Y ) := lim
γ↓0
[
lim
σ↓0L
(
(uγ )σ
)
(Y )
]
 0. (4)
(b) v is a viscosity supersolution at Y ∈ D0T iff:
£+(v)(Y ) := lim
γ↓0
[
lim
σ↓0L
(
(vγ )σ
)
(Y )
]
 0. (5)
(c) If (a) obtains for all Y ∈ D0T , then u is a viscosity subsolution in D0T .
(d) If (b) obtains for all Y ∈ D0T , then v is a viscosity supersolution in D0T .
(e) If w :DT → RN satisfies (a) and (b) at Y ∈ D0T , then w is a viscosity solution at Y .
(f) If w :DT → RN satisfies (e) at all Y ∈ D0T , then w is a viscosity solution in D0T .
Remark 19. Note that if u,v are C2 at Y ∈ D0T , then £−(u)(Y ) = L(u)(Y ) and £+(v)(Y ).
5. Comparison principles for C2+0 super- and subsolutions
Recall that
L(u) := ∂tu+Ai(t, x,u)∂iu− B(t, x)u − f (t, x) = 0. (6)
We prove our comparison principle by using a parabolic regularization (see [4, pp. 402–
405]) and then by applying a slight modification of the argument used to prove Theorem 13
of [13, p. 190] to the parabolic regularization.
5.1. Notation
Definition 20. Let Ω be a domain in some Euclidean space or cross product of Euclidean
spaces. We denote the Sobolev space in a domain Ω of functions in Lp(Ω,RN) with
m-derivatives in Lp(Ω,RN) by Hm,p(Ω,RN).
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Theorem 21 (Comparison principle for C2+0 super- and subsolutions). Let L(•) be a
quasilinear symmetric first order hyperbolic operator in DT , with Ai and f admissible.
Let 0 ∈ (0,1). Let w1 ∈ C2+0(Rn,RN) ∩ H 3,2(Rn,RN) and w2 ∈ C2+0(Rn,RN) ∩
H 3,2(Rn,RN). Let u1 ∈ c2+0(DT ,RN) ∩ H 2,2(DT ,RN) be a subsolution of L(u1)  0
in D0T , with u1(0, x) = w1(x) for all x ∈ Rn. Let u2 ∈ C2+0(DT ,RN) ∩ H 2,2(DT ,RN)
be a supersolution of L(u2) 0 in D0T , with u2(0, x) = w2(x) for all x ∈ Rn. Let w1 w2.
Then, u2  u1 in D0T .
In order to prove Theorem 21 we prove an auxiliary comparison theorem for
C2+0(DT ,RN) ∩ H 2,2(DT ,RN) supersolutions of L(•)  0. Once proved, Theorem 21
will follow immediately. We prove
Theorem 22. Let L(•) be a quasilinear hyperbolic first order operator in DT , with Ai and
f admissible. Let 0 ∈ (0,1). Let w1 ∈ C2+0(Rn,RN) ∩ H 3,2(Rn,RN) with w1  0. Let
u1 ∈ C2+0(DT ,RN) ∩ H 2,2(DT ,RN) be a supersolution of L(u1) 0 in D0T (under the
regularity assumptions of Definition 3), with u1(0, x) = w1(x)  0 for all x ∈ Rn. Then,
u1 w1 in D0T .
Proof. Note that in D0T , u1 satisfies:
∂tu1 +Ai(t, x,u1)∂iu1 − B(t, x)u1 − f (t, x) =: g(t, x) 0, (7)
u1(0, x) = w1(x) on Base(DT ), (8)
with g ∈ C1,0(D0T ,RN)∩H 1,2(DT ,RN).
We now apply parabolic regularization to (7).
Let  > 0. Let ∆t be the Laplacian in DT . Let [•] be a C∞0 approximation by convolu-
tion with a C∞0 smoothing kernel with parameter . We solve the parabolic linear system
in D0T :
∂tu

1 − ∆tu1 +Ai(t, x,u1)∂iu1 − B(t, x)u1 − f (t, x) = g(x, t),
u1(0, t) =
[
w1(x)
]

. (9)
First, we will prove a comparison principle for (9), and then at the end of the proof,
we will show that u1 converges pointwise to u1, which will give our comparison principle
for u1.
5.2. Parabolic comparison
Note that it follows from local and global parabolic regularity [14] that u1 is in
C2(D¯T ,RN) ∩ H 2,2(DT ,RN) (we have used that the initial data is in C2+0(Rn,RN) ∩
H 3,2(Rn,RN)). Let A¯i(t, x,−u1) := Ai(t, x,u1) and that the proof of [13, Theorem 13,
p. 190], applied to −u1, shows that, on any compact rectangle of the form RT :=
DT ∩ {(t, x) | −R  x R}, we have that −u |RT −u |parabolic boundary(RT ).1 1
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= 0. But, note that because of the next section just below,
u1 ∈ C2+0(DT ,RN) ∩ H 2,2(DT ,RN) which implies that lim|x|→∞ u1 = 0, and we see
that as R → ∞, the maximum of −u1 eventually must occur on Base(RT ).
Case II: u1(0, x) = 0. In this case, we apply Protter’s theorem again to −u1 on each RT ,
and we see that the maximum of −u1 occurs on the parabolic boundary, and again as
R → ∞, we have that maximum cannot exceed smaller and smaller positive values de-
pending on R, because lim|x|→∞ u1 = 0. Hence, on DT , we have that the maximum of−u1 = 0. Thus, in this case, −u1(t, x)−u1(0, x) for all (t, x) ∈ DT .
Now, we show that a subsequence of the parabolic regularizations u1 converge point-
wise to u1.
It follows from [4, Theorems 1–4, pp. 402–408] that a subsequence of u1 converges
to u1 weakly in Sobolev sense and strongly in L2 sense. However, we show that a sub-
sequence of this sequence can be chosen (after the usual modification on sets of measure
zero) to converge in sup norm everywhere to u1.
Fix  > 0. Recall [14, Theorem 3.1, p. 582] that for any (n + 1)-rectangular compact
subdomain RT of DT , with finite distance d(RT , ∂DT ), we have, for some α1 ∈ (0,1),
that u1 ∈ Cα1,α1/2(RT ) with (α,α/2)-Hölder norm bounded above by a universal bound
independent of , but depending on d(RT ,DT ) and on ess maxRT (u1). Also, recall [14,
Theorem 4.1, p. 584], that: in RT , for some α2 ∈ (0,1), all first partials of u1 are in
Cα2,α2/2(RT ), again with Hölder norm bounded above by a universal bound independent
of , but depending on d(RT ,DT ) and ‖u1‖L2 . Now, recall [14, Theorem 2.2, p. 579] that:
by ess maxRT (u1) is bounded above by the (L2 space L∞ time) norm of u1 in DT , which
[4, pp. 402–408] is bounded universally independently of , in DT .
Combining the above, we have C1,α,α/2(RT ) bounds on u1, for some α > 0, indepen-
dent of  (depending on d(RT ,DT )). We take a countable covering of DT by such (finitely
overlapping) rectangles, and apply the Arzela–Ascoli theorem and a diagonal argument,
to obtain a subsequence of Evans’ sequence that converges to a limit vector function v in
the C1,α,α/2 topology of compact convergence in DT . A fortiori, this sequence converges
pointwise to v. Hence, Evans’ limit function is actually a C1loc(D
0
T ) solution of (6).
But, v has the same continuous initial data as u1, and they are both C1loc solutions of (6)
in any compact subdomain of D0T . Such solutions are unique (uniqueness theorem for first
order quasilinear symmetric hyperbolic systems [5, p. 22]). Hence v = u1.
Finally, to complete the proof of Theorem 22, we have that u1(t, x) = v(t, x) ← u1(t, x)
(along this subsequence) w1(t, x) → w1(t, x) as  ↓ 0, for all (t, x) ∈ D0T . 
Now, we consider u2, as in the statement of Theorem 21. Note that, in DT , u2 satisfies:
∂tu2 + Ai(t, x,u2)∂iu2 −B(t, x)u2 − f (t, x) =: h2(t, x) 0,
∂tu2 + Ai(t, x,u2)∂iu2 −B(t, x)u2 − f (t, x) =: h2(t, x) 0. (10)
We prove Theorem 21, using Theorem 22.
Consider u := u1 − u2. Then, u satisfies
∂tu+ Ai(t, x,u1)∂iu1 +Ai(t, x,u1)∂iu2 −Ai(t, x,u1)∂iu2
−Ai(t, x,u2)∂iu2 −B(t, x)u 0. (11)
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˜˜
Ai(t, x,u)∂iu := Ai(t, x,u1)∂iu1 −Ai(t, x,u1)∂iu2. (12)
Note that ˜˜Ai is a symmetric C∞ function of its arguments,
ut + ˜˜Ai(t, x,u)∂iu−B(t, x)u f0(t, x) :=
[
Ai(t, x,u2)−Ai(t, x,u1)
]
∂iu2, (13)
ut + ˜˜Ai(t, x,u)u −B(t, x)u f0(t, x) :=
[
Ai(t, x,u2)−Ai(t, x,u1)
]
∂iu2,
u(0, x) = 0. (14)
System I is of the form treated with the hypothesis of Theorem 22. Applying this theo-
rem, we obtain that u = u1−u2  0 in DT . 
6. Comparison principle for semicontinuous viscosity super- and subsolutions
In the previous section, we proved a comparison principle for super- and subsolutions in
the class C2+0(DT ,RN)∩H 2,2(DT ,RN). In this section, we prove a similar principle for
semicontinuous viscosity solutions. It will follow by approximation, using the comparison
principle of the previous section.
Theorem 23. Let 0 ∈ (0,1). Let w ∈ C2+0(Rn,RN) ∩ H 2,2(Rn,RN). Let v be an upper
semicontinuous function from DT to RN , with bounded jump, and let v(0, x) = w(x).
Let v be a viscosity supersolution of £+(v)  0 in D0T . Let u be a lower semicontinuousfunction from DT to RN , with bounded jump, and let u(0, x) = w(x). Let u be a viscosity
subsolution of £−(u) 0 in D0T . Then, v  u in DT .
Proof. If not, then there exists an interior point P0 = (t0, x0) with u(P0) − v(P ) >  > 0.
It follows from two Theorems 15 and 20 of Appendices A and B (Part II), that there exists
a subsolution U of L(U)  0, in D0T , with U ∈ C2+0(DT ,RN) ∩ H 2,2(DT ,RN) and
a supersolution V of L(V) 0 in D0T with V ∈ C2+0(DT ,RN) ∩ H 2,2(DT ,RN) such
that U(0, x) = V(0, x) = w(x) and such that V (P0) < V(P0) < U(P0) < U(P0). But,
this contradicts the comparison theorem of the previous section. 
7. A difference criterion for viscosity subsolutions
In this section, similarly to [3, Section 2, p. 558], we provide a difference criterion for a
lower semicontinuous function with bounded jump to be a viscosity subsolution. Our proof
is a vector generalization of that in [3], but is simplified somewhat by the magic properties
of sup convolution.
Theorem 24. Let DT be a slab domain. Let 0 ∈ (0,1). Let u be a lower semicontinuous
function u :DT → RN with bounded jump. Let w ∈ C2+0(Rn,RN) ∩ H 3,2(Rn,RN) and
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∀ϕ ∈ C2+0(DT ,RN)∩ H 2,2(DT ,RN) such that L(ϕ) 0 in D0T and ϕ(0, x) = w(x).
Proof. (⇒) Under the hypothesis, it follows from the comparison theorem of the preced-
ing section, Theorem 23, that u ϕ in DT .
(⇐) We prove the contrapositive of (⇐). Suppose u is not a viscosity subsolu-
tion of £−(u)  0. Then, there exists Y0 = (t0, y0) ∈ DT and ∃j ∈ {1,2, . . . ,N} with
[£−(u)]j (Y0) = c21 > 0.
Case 1: First, we assume that [£−(u)]i (Y0) 
= −∞ for i 
= j .
We define an auxiliary function m. Let µ0 > 0 be such that t0 + µ0 < T . Let
0 < µ µ0,
m(t0,µ, s,ω)(t) :=


s for t0 + µ t  T ,
g(t) for t0  t  t0 +µ,
0 for 0 t  t0,
(15)
where g : [t0,t0 +µ] → R+ is a C∞ function with 0 < g(t) < s, and with dg(t)dt |t=t0 = ω.
Note, g is a function of t , that “ramps” up from 0 at t = t0 to a small s > 0, in small
time µ with large positive derivative ω at t = t0.
Then, there exist βj ∈ R+ and {s,µ0,ω, k1, k2, k3} such that
Ψ (t, x) :=
{
Ψ i(t, x) := ui(t, x) +m(t0,µ, s,ω)(t)e−k21(t−t0)2e−k22(x−y0)2 ,
Ψ j (t, x) := uj (t, x)− βj te−k23(t−t0)2e−k24(x−y0)2,
(16)
satisfies [£−(Ψ )(Y0)]i > c20 > 0, as well as [£−(Ψ )(Y0)]j > c20 > 0 (for some c0); and Ψ is
bounded with bounded jump in DT . Note that Ψ (0, x) = w(x). Note that Ψ j (Y0) < uj (Y0)
and Ψ j (Y0)− uj (Y0) = O(β).
We have used the C1-ness of the coefficients of L, the fact that 0 < t < T < ∞, the
exponential weighting factors in Ψ , and the fact that u is bounded at Y0. Note that ω
depends on the βj .
Note that ui(Y0) = Ψ i(Y0) for i 
= j . At no loss of generality, s > 0 can be chosen as
large as we wish.
Now, we apply Theorem 15 of Appendix A, and we obtain (for vector  > 0 small
enough) a function ϕ satisfying (i = 1,2, . . . ,N):
(i) ϕ ∈ C2+0(DT ,RN)∩H 2,2(DT ,RN),
(ii) L(ϕ) c24 in DT ,
(iii) ϕ(0, x) = w(x),
(iv) Ψ (Y0) < ϕ(Y0) Ψ (Y0)+ ,
(v) ui(Y0) = Ψ0(Y0) < Ψ i(Y0)+  = ui(Y0)+ , i 
= j,
(vi) uj (Y0) > Ψ j (Y0),
(vii) uj (Y0)− Ψ j (Y0) = O(β). (17)
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ϕˆ := ϕ − δte−k25(t−t0)2e−k26(x−y0)2 ∃δ > 0, (18)
satisfies ϕˆi (Y0) < ui(Y0) and ϕˆ satisfies (i)–(iv) above with c24 replaced by some posi-
tive c25.
Then ϕˆ is a supersolution in D0T with the same initial data as u, in C2+0(DT ,RN) ∩
H 2,2(DT ,RN) and [ϕ˜ − u]j < 0. We have shown the contrapositive of (⇐).
We now handle the second case.
Case 2: Suppose that ∃i ∈ {1,2, . . . ,N}, [£−(u)]i (Y0) = −∞. Note that for any  > 0
we can choose γ (), σ () > 0 such that
(a) ui(Y0) [ui]γ ()σ ()(Y0) ui(Y0)+ ,
(b) [L((u)γ ()σ ())]i (Y0) > −∞. (19)
Now notice that, after defining Ψ as above, and using (a), (b) in the proof of Theo-
rems 15 and 20 of Appendices A and B, these theorems still hold, and the proof of Case 1
above is now obtained, mutis mutandis. 
8. Difference criterion for viscosity supersolutions
As in [3, p. 562] , we have a “mirror image” difference criterion for an upper semicon-
tinuous function, from DT to RN , with bounded jump, to be a viscosity supersolution.
Theorem 25. Let 0 ∈ (0,1). Let DT be a slab domain. Let v be an upper semicontin-
uous function v :DT → RN with bounded jump. Let 0 ∈ (0,1). Let w ∈ C2+0(Rn) ∩
H 3,2(RN). Let v(0, x) = w(x). Then, v is a viscosity solution of £+(v)  0 in D0T iff
∀ϕ ∈ C2+0(DT ,RN) ∩ H 2,2(DT ,RN) such that L(ϕ) 0 and ϕ(0, x) = w(x), we have
v − ϕ  0 in DT .
Proof. Same as that of Theorem 24 mutis mutandis. The proof is a mirror image of the
proof of that theorem. 
This completes Part I of this paper.
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