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Abstract
Riemann Hypothesis for the Zeta Function of a Function
Field over a Finite Field
Marie Brilland Yann Ranorovelonalohotsy
Department of Mathematical Sciences,
University of Stellenbosch,
Private Bag X1, Matieland 7602, South Africa.
Thesis: MSc (Math)
December 2013
Let K be a function ﬁeld over a ﬁnite ﬁeld. Fix a place (∞) of K, which
we shall call the prime at inﬁnity. We consider the ring A = {y ∈ K :
y is regular at P for every place P 6= (∞)}, which we call the ring of integers
of K with respect to (∞). There is a bijection between the set of proper ideals
of A and the places of K diﬀerent from (∞). We deﬁne the zeta function ζA(s)
for the ring A in a way analogous to the Dedekind zeta function of the ring of
integers of a number ﬁeld. The analogue of the Riemann Hypothesis for ζA(s)
was ﬁrst proved by André Weil in 1948, and our goal is to give an exposition
of a simpler proof of this theorem due to Enrico Bombieri.
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Uittreksel
Riemannvermoeding vir die Zeta-Funksie van 'n
Funksieliggaam oor 'n Eindige Liggaam.
(Riemann Hypothesis for the Zeta Function of a Function Field over a Finite
Field)
Marie Brilland Yann Ranorovelonalohotsy
Departement Wiskunde,
Universiteit van Stellenbosch,
Privaatsak X1, Matieland 7602, Suid Afrika.
Tesis: MSc (Wisk)
Desember 2013
Gestel K is 'n funksie-liggaam oor 'n eindige liggaam. Ons lê 'n plek (∞)
vas, wat ons die plek by oneindig noem. Ons beskou die ring A = {y ∈ K :
y is re'elmatig by P vir elke plek P 6= (∞)}, wat ons die ring van heelgetalle
vanK met betrekking tot (∞) noem. Daar is 'n bijeksie tussen die versameling
van eintlike ideale van A en die plekke van K wat van (∞) verskil. Ons
deﬁni'eer die zeta-funksie ζA(s) van die ring A analoog met die deﬁnisie van
die Dedekind zeta-funksie van die ring van heelgetalle van 'n getalleliggaam.
Die analoog van die Riemannvermoeding vir ζA(s) is in 1948 deur André Weil
bewys, en ons doel is om 'n makliker bewys hiervan van Ernico Bombieri ten
toon te stel.
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Notation
N = {0, 1, 2, . . .} the set of natural numbers
Z = the ring of rational integers.
Q = the ﬁeld of rational numbers.
R = the ﬁeld of real numbers.
Quot(R) = the quotient ﬁeld of an integral domain R.
R× = the group of the units of the ring R
F = the ﬁeld with q elements.
K˜ = the algebraic closure of a ﬁeld K.
Gal(L/K) = the Galois group of a Galois extension L/K.
|A| = the cardinality of the set A
vii
Stellenbosch University  http://scholar.sun.ac.za
Chapter 1
Introduction
It is well known that the classical Riemann zeta function ζ(z) =
∑∞
n=1 n
−z is
an analytic function in the half plane H = {s ∈ C : Re(s) > 1}, and can be
analytically continued into the whole complex plane to a meromorphic func-
tion with only one pole which occurs at the point z = 1.
The function ζ does not vanish in H, and away from the non trivial ze-
roes of ζ, the only points of C which can be the roots of ζ lay in the strip
{s ∈ C : 0 < Re(s) < 1}.
In fact, the Riemann hypothesis for the classical ζ function states that any
non- trivial roots of ζ lay in the line given by the equation Re(z) = 1
2
. This
has a lot of important consequences in the arithmetic of the ring Z.
By considering a global function ﬁeld K/F, we have an analogue of the classi-
cal Riemann ζ function. For that, we ﬁx a place of K, (∞), which is named
the place at inﬁnity.
The set A = {y ∈ K : y is regular at P , for every place P 6= (∞)} is called the
ring of integers of K with respect to the place (∞). And an analogue of the
classical ζ function for number ﬁelds is the function ζA, which is deﬁned by
for any z ∈ H, ζA(z) =
∑
I∈Id(A)−{(0)}NA(I), where Id(A) is the set of ideals
of A, and NA(I) = |A/I|. ζA is analytic in H, and can be uniquely extended
to a meromorphic function of C which has a unique pole of order one at the
point z = 1.
Moreover, ζA(z) =
LA(q
−z)
1− q1−z , where LA(u) ∈ Z[u], and LA(q
−1) 6= 0.
The classical ξ function associated to the classical ζ function for number ﬁelds
has also an analogue for K, which is denoted by ξA, and satisﬁes that for all
z ∈ C− {1}, ξA(1− z) = ξA(z).
The Riemann hypothesis for the global function ﬁeld K states that the non-
trivial zeroes of ζA all have real parts
1
2
. Despite the number ﬁelds case, this is
no longer a conjecture. The Riemann hypothesis for K has many applications,
in particular to the distribution of the places of degree one of K.
In this work, the Chapter 2 is basically the essential tools for function ﬁelds
over ﬁnite ﬁeld. In the ﬁrst section, we give the deﬁnition of a global function
1
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CHAPTER 1. INTRODUCTION 2
ﬁeld K, and discuss some properties of it, in particular the properties of val-
uation rings of K. The section one of Chapter 2 ends by an important result,
Corollary 2.1.18 , which says that the set of places of K is not empty.
The section 2 discusses about Riemann-Roch theorem. There, we begin by the
notion of divisors of K, and state some properties of it.
In the section 3, we will talk about extensions of K.
The section 4 discusses tools from commutative algebra, in particular the the-
orem of Samuel-Zariski (1958).
The main result of the ﬁrst section of Chapter 3 is to show that the ring A
is a Dedekind domain. This result comes from the fact that there is a bijection
between the set of proper prime ideals of A and the set of places of K diﬀerent
from the place at inﬁnity.
In the second section, we deﬁne the Riemann ζA function, and give some im-
portant properties of this, in particular the Euler product of and the functional
equation of ζA.
The last chapter provides the Riemann hypothesis for a global function
ﬁeld which is the goal of this work. The main result is the Theorem 4.1.1.
The ﬁrst section gives us a description of the Riemann hypothesis. From
the diﬃculties which occur in constant ﬁeld extension, the proof of Theorem
4.1.1 needs to introduce the function ζK(see [1, Chapter 5] or [2, Chapter 5]).
The proof of the Riemann hypothesis gets started only in the second section,
following an elementry method from Bombieri. Then, the third section tells us
about constant ﬁeld extensions, and gives some results from group theory. An
important tool is the automorphism of Frobenius. The last section concludes
the Theorem 4.1.1.
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Chapter 2
Preliminaries
This Chapter introduces the basic notions of global function ﬁelds. After
deﬁning a global function ﬁeld, we present some properties of its places, the
Riemann-Roch theorem, and the notions of extensions of a global function ﬁeld.
The last section is devoted to some tools from commutative algebra. Most of
the results in this Chapter are presented without proof, for more details the
reader might consult [1, Chapter 1, Chapter 3, Chapter 5].
2.1 Global Function Fields
In this section, we present a brief notion of global function ﬁelds. We deﬁne
places and show that the set of places a global function ﬁeld is not empty.
Deﬁnition 2.1.1. Let K be a ﬁeld extension of F. We say that K is a global
function ﬁeld over F if there exists x ∈ K such that x is transcendental over
F and the ﬁeld extension K/F(x) is ﬁnite.
We denote by K/F the global function ﬁeld K over F.
Deﬁnition 2.1.2. The subﬁeld F˜ = {λ ∈ K : λ is algebraic over F} of K is
the algebraic closure of F in K. We call F˜ the constant ﬁeld of K.
We give here a simple example of a global function ﬁeld.
Example 2.1.3. Let T be an indeterminate, and A = F[T ] the polynomial
ring with coeﬃcients in F. Then Quot(A) = F(T ) is a global function ﬁeld
over F, whose constant ﬁeld is F.
Remark 2.1.4. A global function ﬁeld over F is also called an algebraic func-
tion ﬁeld over F.
Deﬁnition 2.1.5. Let K be a global function ﬁeld over F. We say that K is
a rational function ﬁeld if there exists x ∈ K such that K = F(x).
Clearly x is transcendental over F.
3
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Deﬁnition 2.1.6. Let K/F be a global function ﬁeld. A subring O of K is
said to be a valuation ring of K, if it satisﬁes:
(i) F ( O ( K.
(ii) For any z ∈ K, z ∈ O or z−1 ∈ O.
Here are some important properties of the valuations rings of an algebraic
function ﬁeld over a ﬁnite ﬁeld.
Proposition 2.1.7. Suppose that O is a valuation ring of K/F. Then, the
following hold:
(i) O is a discrete valuation ring with maximal ideal P = O −O×;
(ii) for every x ∈ K − {0}, x ∈ P if and only if x−1 /∈ O.
(iii) K = Quot(O)
(iv) F˜ ⊆ O.
(v) F˜ ∩ P = {0} .
Proof. (i) By [1, Proposition 1.1.5 (a)] and [1, Theorem 1.1.6 (a)], O is a
local ring with maximal ideal P , which is principal. Moreover, from [1,
Theorem 1.1.6 (c)], any non-zero ideal of O is a power of P . Therefore,
O is a discrete valuation ring.
(ii) Let x ∈ K − {0}, and assume x ∈ P .
If x−1 ∈ O, then xx−1 = 1 ∈ P . That is impossible since P is a maximal
ideal of O. So, x−1 /∈ O.
Conversely, suppose x−1 /∈ O. Since O is a valuation ring of K/F, x ∈ O.
If x ∈ O×, then x−1 ∈ O. That contradicts our assumption. So, x ∈ P .
(iii) It is clear that
Quot(O) ⊆ K. (2.1.1)
Let z ∈ K, and suppose z /∈ O. As O is a valuation ring, z−1 ∈ P by
(ii), so z =
1
z−1
∈ Quot(O). Thus
K ⊆ Quot(O). (2.1.2)
(2.1.1) and (2.1.2) show that K = Quot(O).
(iv) Let x ∈ F˜. If x /∈ O, then x−1 ∈ O since O is a valuation ring. As
x−1 ∈ F˜ and F is a ﬁeld, we can ﬁnd a1, a2, ..., ar in F , with r ∈ N, such
that
ar(x
−1)r + ar−1(x−1)r−1 + ...+ a1(x−1) + 1 = 0 (2.1.3)
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So
(x−1)(ar(x−1)r−1 + ar−1(x−1)r−2 + ...+ a1) = −1. (2.1.4)
It follows that x = −(ar(x−1)r−1 + ar−1(x−1)r−2 + ...+ a1).
Since F[x−1] ⊆ O and O is a ring, x ∈ O. That is a contradiction of our
assumption.
(v) Assume that there exists x0 ∈ K − {0}, with x0 ∈ F˜ ∩ P . On one hand,
x0 ∈ F˜, then we can ﬁnd b1, b2, ..., br ∈ F such that
−(br(x0)r + br−1(x0)r−1 + ...+ b1x0) = 1.
On the other hand, x0 ∈ P , F ⊆ O and P is a maximal ideal of O, then
−(br(x0)r + br−1(x0)r−1 + ... + a1x0) ∈ P . In other words 1 ∈ P . That
contradicts the fact that P is maximal ideal of O.
Deﬁnition 2.1.8. Let O be a valuation ring of an algebraic function ﬁeld K
over the ﬁnite ﬁeld F, P = tO be its maximal ideal, with t ∈ O − {0}.
(i) We say that t is an uniformizing parameter of P .
(ii) The map vP : K −→ Z ∪ {∞}, such that for x = utm, with m ∈ Z and
u ∈ O×, vP (x) = m, and vP (0) = ∞, is called the discrete valuation of
K/F associated to the valuation ring O.
The next lemma shows that the map vP given above is well deﬁned.
Lemma 2.1.9. Using the same notation as in Deﬁnition 2.1.8, if z is another
uniformizing parameter of P , then vP (z) = vP (t) = 1. In particular, vP is well
deﬁned.
Proof. Let z ∈ O be an uniformizing parameter of P . Then t = αz, with
α ∈ O. Since P = tO, then z = βt, where β ∈ O. It follows t = αβt. As
t 6= 0 and O is an integral domain, then αβ = 1. Thus β ∈ O×. Hence
vP (z) = vP (t) = 1.
Deﬁnition 2.1.10. Let K/F be a global function ﬁeld. We say that P is a
place of K if there exist a valuation ring OP of K such that P is its maximal
ideal.
We denote byMK the set of places of K.
Theorem 2.1.11. Let K/F be a global function ﬁeld, and let P ∈MK. Then
the map vP associated to P has the following properties:
(i) For any (y, z) ∈ O2P , vP (y + z) ≥ min(vP (y), vP (z)).
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(ii) For any (y, z) ∈ O2P , if vP (z) 6= vP (y), then vP (y+z) = min(vP (y), vP (z)).
This is called the strict triangle inequality.
Proof. (i) Let (y, z) ∈ O2P , and let t be a uniformizing parameter of P . We
may assume that y 6= 0, and z 6= 0. Then y = utvP (y), and z = βtvP (z),
where u, β belong to O×P . Set m = min(vP (y), vP (z)). Then, y + z =
tm(utvP (y)−m + βtvP (z)−m). Since vP (y)−m ≥ 0 and vP (z)−m ≥ 0, and
OP is a discrete valuation ring, utvP (y)−m + βtvP (z)−m ∈ OP . It follows
that vP (y + z) ≥ min(vP (y), vP (z)).
(ii) Let (y, z) ∈ O2P , let t be a uniformizing parameter of P . Suppose vP (z) 6=
vP (y). We may assume that both z, and y are not 0. We also can assume
that m = min(vP (y), vP (z)) = vP (y). From (i), we have y + z = t
m(u +
βtvP (z)−m). Since vP (z)−m > 0 and a discrete valuation ring is a local
ring, u+βtvP (z)−m ∈ O×P . Therefore, vP (y+z) = m = min(vP (y), vP (z)).
Proposition 2.1.12. Let K/F be a global function ﬁeld and P ∈ MK . Let
vP be the map associated to P . Then, we have
(i) OP = {y ∈ K : vP (y) ≥ 0}.
(ii) P = {y ∈ K : vP (y) > 0}.
(iii) O×P = {y ∈ K : vP (y) = 0}.
Proof. From Proposition 2.1.7, (iii), K = Quot(OP ), and OP is a discrete
valuation ring, then we get the result.
Deﬁnition 2.1.13. Let K/F be a global function ﬁeld over F, let P ∈ MK ,
and let y ∈ K. We say that P is a zero (respectively pole) of y if vP (y) > 0
(respectively vP (y) < 0).
Remark 2.1.14. LetK/F be a global function ﬁeld. Let P ∈MK and y ∈ K.
Then |vP (y)| is the order of the pole or zero P of y.
Proposition 2.1.15. Let K/F be a global function ﬁeld, and let P ∈ MK .
Then OP/P is a ﬁnite extension of F. We call degK(P ) = [OP/P : F] the
degree of the place P .
Remark 2.1.16. Often, for a global function ﬁeld K, we denote by KP the
residue class ﬁeld of a place P of K.
Proof of Proposition 2.1.15. Let y ∈ P − {0}. Since P is a maximal ideal of
OP , y is transcendental over F. So, by [1, Proposition 1.1.15], [OP/P : F] 6
[K : F(y)]. As [K : F(y)] is ﬁnite, then OP/P is a ﬁnite extension of F.
Theorem 2.1.17. Let K/F be a global function ﬁeld, and let y ∈ K which is
transcendental over F. Then, there exists a place P of K such that vP (y) < 0.
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Proof. See [1, Corollary 1.1.20].
We ﬁnish this section with a fundamental property of global function ﬁelds.
Corollary 2.1.18. Let K/F be a global function ﬁeld over F.
Then,MK 6= ∅.
Proof. Since K/F is a global function ﬁeld over F. By deﬁnition, there exists
y0 ∈ K which is transcendental over F. From Theorem 2.1.17, y0 has a pole
P . Thus,MK 6= ∅.
2.2 Riemann-Roch Theorem
The aim of this section is to give the Riemann-Roch theorem and present some
of its important consequences.
We start with the notion of divisors of a global function ﬁeld.
Deﬁnition 2.2.1. Let K/F be a global function ﬁeld. The free abelian group
generated byMK is called the divisors group of K, and denoted by (DK ,+).
Remark 2.2.2. If D ∈ DK , then D =
∑
P∈MK nP (D)P , where nP (D) ∈ Z for
all P ∈MK and there are only ﬁnitely many P ∈MK such that nP (D) 6= 0.
Deﬁnition 2.2.3. The relation6 onDK deﬁned by, for (D,D′) ∈ D2K , D 6 D′
if and only if nP (D) ≤ nP (D′) for every P ∈MK , is a partial ordering.
Deﬁnition 2.2.4. Let y ∈ K, and denote the set of zeros (respectively poles)
of y by Z(y) (respectively P(y)).
(i) The divisor (y)0 =
∑
P∈Z(y) vP (y)P is called the zero divisor of y.
(ii) The divisor (y)∞ =
∑
Q∈P(y)(−vQ(y))Q is called the pole divisor of y.
(iii) The divisor (y) = (y)0 − (y)∞ =
∑
P∈MK vP (y)P is called the principal
divisor of y.
Proposition 2.2.5. For all (y, z) ∈ K2 − {(0, 0)}, (yz) = (y) + (z).
In particular, the set of principal divisors of K is a subgroup of DK .
Proof. Let (y, z) ∈ K2 − {(0, 0)}, and P ∈MK . As vP is a discrete valuation
on K, then vP (yz) = vP (y) + vP (z). So we obtain the result.
Deﬁnition 2.2.6. LetK/F be a global function ﬁeld and letD =
∑
P∈MK nP (D)P
in DK . The Riemann-Roch space associated to D is the set
L(D) = {y ∈ K : vP (y) ≥ −nP (D), for all P ∈MK} ∪ {0} .
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Proposition 2.2.7. Let K/F be a global function ﬁeld and let D ∈ DK . Then
L(D) is a ﬁnite dimensional F-vector space. We denote the dimension of L(D)
over F by l(D).
Proof. Let us show that L(D) is an F-vector space.
From the deﬁnition, L(D) 6= ∅. Let (x, y) ∈ L(D)2, and P ∈ MK . We
may assume that x 6= 0, and y 6= 0. From 2.1.11 (i), we have vP (x + y) ≥
min(vP (x), vP (y)). Since (x, y) ∈ L(D)2, vP (x) ≥ −nP (D), and vP (y) ≥
−nP (D). Hence min(vP (x), vP (y)) ≥ −nP (D). Then vP (x + y) ≥ nP (D). It
follows that x+ y ∈ L(D).
Let a ∈ F, x ∈ L(D), and P ∈MK .
Since a ∈ O×P and vP is a discrete valuation,vP (a) = 0. Hence vP (ax) =
vP (x) ≥ −nP (D). Then, ax ∈ L(D). These imply that L(D) is an F-vector
space.
From [1, Proposition 1.4.9], l(D) is ﬁnite.
Proposition 2.2.8. The map deg : DK −→ Z given by
∑
P∈MK nP (D)P 7−→∑
P∈MK nP (D) degK(P ) is a homomorphism of abelian groups, and is called
the degree map of DK .
Proof. From Proposition 2.1.15, we have degK(P ) = [OP/P : F] is ﬁnite. So,
deg is a well deﬁned and clearly a homomorphism.
An important theorem is the Riemann-Roch theorem.
Theorem 2.2.9. Let K/F be a global function ﬁeld. Then, there exists W ∈
DK and there exists a unique gK ∈ N such that for any D ∈ DK,
l(D) = deg(D) + 1− gK + l(W −D). (2.2.1)
Proof. See [1, Theorem 1.5.15].
Deﬁnition 2.2.10. Let K/F be a global function ﬁeld. The integer gK deﬁned
in the Theorem 2.2.9 is called the genus of K.
A divisor W ∈ DK such that for any D ∈ DK ,
l(D) = deg(D) + 1− gK + l(W −D) (2.2.2)
is a canonical divisor of K.
We give two important consequences of the Riemann-Roch theorem in the fol-
lowing corollaries. Often, the Riemann-Roch theorem is used via these corol-
laries.
Corollary 2.2.11. Let K/F be a global function ﬁeld, and let W be a canon-
ical divisor of K. Then, l(W ) = gK , and deg(W ) = 2gK − 2.
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Proof. By Theorem 2.1.17, we get
l(0) = deg(0) + 1− gK + l(W − 0). (2.2.3)
From [1], Lemma 1.4.7, (a) l(0) = 1, and deg(0) = 0, then l(W ) = gK .
On the other hand, we have l(W ) = deg(W ) + 1 − gK + l(0). It follows that
deg(W ) = 2gK − 2.
Corollary 2.2.12. Let K/F be a global function ﬁeld, and let D ∈ DK .
If deg(D) > 2gK − 2, then l(D) = deg(D) + 1− gK .
Proof. Let D ∈ DK such that deg(D) > 2gK−2. From Theorem 2.2.9, we can
ﬁndW ∈ DK such that l(D) = deg(D)+1−gK+l(W−D). By Corollary 2.1.18,
deg(W ) = 2gK − 2. Thus deg(W − D) < 0. We deduce from [1, Corollary
1.4.12 (b)] that l(W −D) = 0. Consequently, l(D) = deg(D) + 1− gK .
2.3 Finite Extensions of Global Function
Fields.
The principal goal in this section is to investigate the ﬁnite extensions of a
global function ﬁeld.
Let K/F be a global function ﬁeld.
Deﬁnition 2.3.1. Let K ′/F1 be a global function ﬁeld over a ﬁnite ﬁeld F1.
We say that K ′/F1 is an algebraic extension of K/F if K ′ is an algebraic
extension of K, and F1 ⊇ F.
Deﬁnition 2.3.2. Let K ′/F1 be an algebraic extension of K/F.
(i) This extension is said to be ﬁnite if [K ′ : K] <∞.
(ii) We say that the extension K ′/K is a constant ﬁeld extension if K ′ =
KF1.
Deﬁnition 2.3.3. Let K ′/F1 be an algebraic extension of K/F, P ′ ∈ MK′ ,
and P ∈ MK . We say that P ′ lies above P if P ′ ⊇ P . In this case, we write
P ′|P .
Proposition 2.3.4. Let K ′/F1 be an algebraic extension of K/F, P ′ ∈MK′ ,
and P ∈ MK . Let vP (respectively vP ′) be the discrete valuation associated
to P (respectively P ′). The following assertions are equivalent:
(i) P ′|P .
(ii) OP ′ ⊆ OP .
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(iii) There exists e ∈ N− {0}, such that for all y ∈ K, vP ′(y) = evP (y).
Proof. See [1, Proposition 3.1.4].
Corollary 2.3.5. Let K ′/F1 be an algebraic extension of K/F, P ′ ∈ MK′ ,
and P ∈MK . Suppose that P ′|P . Then OP = OP ′ ∩K and P = P ′ ∩K.
Proof. Assume that P ′|P . Then, by Proposition 2.1.15, (ii), OP ⊆ OP ′ . So,
OP ⊆ OP ′ ∩K. (2.3.1)
Now, let y ∈ OP ′ ∩K. By Proposition 2.1.15, (iii), there exists e ∈ N − {0}
with vP ′(y) = evP (y). Since y ∈ OP ′ , by Proposition 2.1.12, vP ′(y) ≥ 0. It
follows that vP (y) ≥ 0. Equivalently, y ∈ OP . Hence
OP ⊇ OP ′ ∩K. (2.3.2)
From (2.3.1) and (2.3.2), we get OP = OP ′ ∩K.
On the other hand, since P ′|P , P ⊆ P ′ ∩K. By the same reason as above, we
deduce that P ⊇ P ′ ∩K. Therefore, P = P ′ ∩K.
Deﬁnition 2.3.6. Let K ′/F1 be an algebraic extension of K/F, P ′ ∈ MK′ ,
and P ∈MK such that P ′|P .
(i) The integer e = e(P ′|P ), which is deﬁned by Proposition 2.3.4, is called
the ramiﬁcation index of P ′ over P .
(ii) P ′|P is said to be ramiﬁed (respectively unramiﬁed)if e(P ′|P ) > 1 (re-
spectively e(P ′|P ) = 1).
(iii) The integer f(P ′|P ) = [OP ′/P ′ : OP/P ] is called the relative degree of
P ′ over P .
Remark 2.3.7. If P ′|P , then e(P ′|P ) is ﬁnite. In a global function ﬁeld,
f(P ′|P ) is also ﬁnite.
Proposition 2.3.8. Let K ′/F1 be a ﬁnite algebraic extension of K/F, and
K ′′/F2 a ﬁnite algebraic extension of K ′/F1. Let P ′′ ∈ MK′′ , P ′ ∈ MK′ , and
P ∈MK with P ′′|P ′, and P ′|P . Then,
(i) f(P ′′|P ) = f(P ′′|P ′)f(P ′|P ).
(ii) e(P ′′|P ) = e(P ′′|P ′)e(P ′|P ).
Proof. See [1, Proposition 3.1.6, (b)].
Deﬁnition 2.3.9. Let K ′/F1 be an algebraic extension of K/F. The map
ConK′/K : DK −→ DK′ ,
∑
P∈DK nPP 7−→
∑
P∈DK nP (
∑
P ′|P e(P
′|P )P ′), is
called the conorm map of K ′/K.
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The following proposition implies that the map ConK′/K is well deﬁned.
Proposition 2.3.10. Let K ′/F1 be an algebraic extension of K/F, and let
P ∈MK . Then {P ′ ∈MK′ : P ′|P} is ﬁnite.
Proof. See [1, Proposition 3.1.7].
Corollary 2.3.11. Let K ′/F1 be an algebraic extension of K/F. Then the
map ConK′/K is well deﬁned.
Here are some important properties of a particular case of algebraic extension
of a function ﬁeld.
Theorem 2.3.12. Let r ∈ N − {0, 1}, and let K ′ = KFr. Suppose that F is
the full constant ﬁeld of K. Then,
(i) For all P ∈MK, for all P ′ ∈MK′ such that P ′|P , we have e(P ′|P ) = 1.
(ii) Fr is the full constant ﬁeld of K ′.
(iii) gK′ = gK.
(iv) If D ∈ DK, then deg(ConK′/K(D)) = deg(D).
(v) Suppose that P ′ ∈ MK′, P ′ ∩ K = P , then OP ′/P ′ = (OP/P )Fr, the
compositum of OP/P , and Fr.
Proof. (i) Let P ∈ MK , P ′ ∈ MK′ such that P ′|P . Since K ′/K is a con-
stant ﬁeld extension, then, from [1, Theorem 3.6.3 (a)], we get e(P ′|P ) =
1.
(ii) As K ′/K is a constant ﬁeld extension, then, from [1, Theorem 3.6.1 (a)],
Fr is the full constant ﬁeld of K ′.
(iii) Since K ′/K is a constant ﬁeld extension, then, from [1, Theorem 3.6.3
(b)], we obtain gK′ = gK .
(iv) Suppose D ∈ DK , then, by [1, Theorem 3.6.3 (c)], deg(ConK′/K(D)) =
deg(D).
(v) Suppose that P ′ ∈ MK′ , P ′ ∩K = P , then, by [1, Theorem 3.6.3 (g)],
OP ′/P ′ = (OP/P )Fr.
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2.4 Some Tools From Commutative Algebra.
In this section, we present some of the important properties of Dedekind do-
mains.
Lemma 2.4.1. Let R be a Dedekind domain. Then
R = ∩p∈MRRp. (2.4.1)
Proof. Since a Dedekind domain is an integral domain, then, from [3, Lemma
3.17] , we get the result.
Theorem 2.4.2. Let R be a Dedekind domain with quotient ﬁeld K. Let L be
a ﬁnite algebraic extension of K, and R′ be the integral closure of R in K. If
p is a proper prime ideal of R such that pR′ =
∏s
i=1P
ei
i , where s ∈ N − {0},
and for any j ∈ {1, ..., s}, ej ∈ N− {0}, and {Pj : j ∈ {1, ..., s}} is the set of
prime ideals of R′ laying above p. Then, we obtain:
(i)
s∑
j=1
ejf(Pj|p) ≤ [L : K], (2.4.2)
where, for any j ∈ {1, ..., s}, f(Pj|p) = [R′/Pj : R/p].
(ii)
s∑
j=1
ejf(Pj|p) = [L : K], (2.4.3)
if and only if R′(R−p) is a ﬁnitely generated Rp- module.
Proof. See [4, Theorem 21, p. 285].
Proposition 2.4.3. With the same assumptions as in Theorem 2.4.2, if L/K
is a Galois extension, then
[L : K] = e1f(P1|p)s. (2.4.4)
Proof. See [4, Theorem 22, p. 289].
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Chapter 3
The Riemann Zeta Function for
Global Function Fields.
In this Chapter, we deﬁne the Riemann zeta function for global function ﬁelds.
We start with the notion of the ring of integers A of a global function ﬁeld
K/F. Then, we deﬁne the function zeta and see an analogue of the functional
equation of the Riemann zeta function in the number ﬁelds case.
3.1 The Ring of Integers
Considering a place (∞) of a global function ﬁeld K/F and the ring of integers
A of K/F with respect to (∞), the main goal of this section is to show that
A is a Dedekind domain, and there is a bijective correspondence between the
set of prime ideals of A and the set of the places of K/F without (∞).
Let K/F be a global function ﬁeld with constant ﬁeld F and genus gK . Let
(∞) be a place of K. LetMK be the set of all places of K/F. If R is a ring,
we denote byMR the set of all nonzero prime ideals of R.
Deﬁnition 3.1.1. The subringA = {f ∈ K : vP (f) > 0, for any P ∈MK − {(∞)}}
of K is called the ring of integers of K with respect to (∞).
Our main study in this section is the ring A.
If x ∈ K, we recall that P(x) is the set of all poles of x.
Proposition 3.1.2. There exists x ∈ K such that P(x) = {(∞)}.
Proof. Let M ∈ N with M > 2gK − 2. Then deg(M(∞)) > 2gK − 2. By
Corollary 2.2.12, dimF(L(M(∞))) = M degK((∞))−gK +1 and dimF(L((M+
1)(∞))) = (M+1) degK((∞))−gK+1. SinceM+1 > M , L(M(∞)) ⊆ L((M+
1)(∞)), and dimF(L((M + 1)(∞))) > dimF(L(M(∞))). Hence, L(M(∞)) (
L((M + 1)(∞)). Thus, there exists x ∈ L((M + 1)(∞)) such that x /∈
13
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L(M(∞)). These imply that vP (x) > 0, for every P ∈ MK − {(∞)},
v(∞)(x) < −M , and v(∞)(x) > −(M + 1). Therefore, (∞) is the only pole
of x.
Theorem 3.1.3. Consider the element x given in Proposition 3.1.2. Let R be
the integral closure of F[x] in K. Then, the map ψ : MR −→ MK − {(∞)}
given by p 7−→ pRp, is well deﬁned and bijective.
In order to prove this theorem, let us show the following lemmas.
Lemma 3.1.4. We use the same notation as in Theorem 3.1.3. Let P ∈
MK − {(∞)}. Then P ∩R 6= {0}.
Proof. Suppose P ∩R = {0}. Since R is the integral closure of F[x] in K, then
Quot(R) = K. On one hand, R/(P ∩R) ' R, then the map i : R/(P ∩R) −→
OP/P , y 7−→ y+P is an embedding of rings. This gives an embedding of ﬁelds
i1 : Quot(R) −→ OP/P , such that for any u
v
∈ Quot(R)− {0}, i1(u
v
) =
i(u)
i(v)
.
Since Quot(R) = K and, by Proposition 2.1.15,
(OP/P)/F is a ﬁnite extension
of ﬁelds, K/F is a ﬁnite extension. Thus,
(1) K/F is an algebraic extension.
On the other hand, since K/F is a global function ﬁeld with constant ﬁeld F,
(2) K/F is transcendental
(1) and (2) give us a contradiction.
Lemma 3.1.5. Using the same notation as in Theorem 3.1.3, let P ∈MK −
{(∞)}. If p = P ∩R, then Rp = OP .
Proof. From Lemma 3.1.4, p is non-zero prime ideal of R. Since R is the
integral closure of F[x], F[x] is a Dedekind domain, and K/F(x) is a ﬁnite
extension of function ﬁelds, then R is a Dedekind domain. It follows that Rp
is a discrete valuation ring.
Claim 1: Rp ⊆ OP . Indeed, let a
b
∈ Rp. Then a ∈ R, and b ∈ R − p. If
R ⊆ OP , then vP (a) > 0 and b ∈ O×P . It follows that vP (
a
b
) > 0 and the claim
follows. So, let us so that R ⊆ OP .
Since P ∈ MK − {(∞)}, Proposition 3.1.2 implies that x ∈ OP . Since OP is
a valuation ring of the function ﬁeld K/F, F ( OP . Hence, F[x] ⊆ OP . Thus,
icK(F[x]) ⊆ OP , because OP is integrally closed with Quot(OP ) = K. This
implies that R ⊆ OP .
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Now, since R is a Dedekind domain, and p is proper prime ideal of R, Rp
is a discrete valuation ring of R. Hence, Rp is a maximal proper subring of
K = Quot(Rp). The Claim 1 and the fact that OP is a proper subring of K
imply that Rp = OP .
Proof of Theorem 3.1.3. First of all let us show that ψ is well deﬁned. Let
p ∈ MR. Since F[x] is a Dedekind domain, and R = icK(F[x]), R is also a
Dedekind domain. It implies that Rp is a discrete valuation ring of K with
maximal ideal pRp. Moreover F ( Rp, so Rp is a valuation ring of K/F. Hence
pRp ∈ MK . If pRp 6= (∞), then ψ is well deﬁned. Set P0 = pRp. Since
x ∈ R, and R ⊆ Rp, then vP0(x) > 0. From Proposition 3.1.2, we deduce that
pRp 6= (∞).
Let us prove that ψ is one to one. Let p0, and p1 be elements ofMR such that
ψ(p0) = ψ(p1). Then, p0Rp0 ∩R = p1Rp1 ∩R, that is p0 = p1.
Finally, if P ∈ MK − {(∞)}, by Lemma 3.1.5, there exists p = P ∩ R ∈ MR
with Rp = OP . Hence, there exists p ∈ MR which satisﬁes P = ψ(p). Thus,
ψ is onto.
We deduce that ψ is a bijective map.
Corollary 3.1.6. The ring of integers A is equal to the ring R deﬁned in
Theorem 3.1.3. In particular, A is a Dedekind domain.
Proof. Since R is a Dedekind domain, then, from Lemma 2.4.1
R = ∩p∈MRRp.
By Theorem 3.1.3, we obtain
R = ∩P∈MK−{(∞)}Rψ−1(P )
R = ∩P∈MK−{(∞)}OP
R = A.
Moreover, since R is a Dedekind domain then A is a Dedekind domain.
3.2 The Riemann Zeta Function of the Ring of
Integers
In the previous section, we have seen, from Corollary 3.1.6, that the ring of
integers A is a Dedekind domain. In this section, we discuss the analogue of
the Riemann zeta function for number ﬁelds. We begin by giving the deﬁnition
of a norm of an integral ideal of A.
Recall thatMA is the set of non-zero prime ideals of A.
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Deﬁnition 3.2.1. Let I be a non-zero ideal of A. The norm of I is deﬁned
by NA(I) = |A/I|.
Deﬁnition 3.2.2. Consider the element x deﬁned in Proposition 3.1.2. Let
g(x) be a nonzero polynomial in F[x]. The degree of I = (g(x)) is deﬁned by
degF[x](I) = degx(g(x)).
Proposition 3.2.3. Let p be a non-zero prime ideal of A. Then NA(p) is
ﬁnite and we have
NA(p) = q[A/p:F].
Proof. Since (A/p) ' Ap/pAp,by Theorem 3.1.3, pAp is a place of K. There-
fore, from Proposition 2.1.15, Ap/pAp is ﬁnite. Thus A/p is ﬁnite.
Now, the embeddings of ﬁelds
F ↪→ F[x]/(p ∩ F[x]) ↪→ A/p
imply that A/p is an F-vector space of dimension [A/p : F]. Since |F| = q,
NA(p) = q[A/p:F].
Deﬁnition 3.2.4. Let p be a non-zero prime ideal of A. The degree of p is
the positive integer deﬁned by degA(p) = [A/p : F].
Proposition 3.2.5. Let p be a non-zero prime ideal of A, and let e be a non-
zero natural number. Then A/pe is an A/p-vector space of ﬁnite dimension e,
and
NA(pe) = qedegA(p).
Proof. For i ∈ {1, ..., e}, let us show that the map · : A/p×pi/pi+1 −→ pi/pi+1
given by (a + p, c + pi+1) 7−→ ac + pi+1 yields a vector space structure over
A/p on pi/pi+1. It suﬃces to prove that this map is well deﬁned. So, suppose
we have a + p = b + p, and c + pi+1 = d + pi+1, where a, b ∈ A, and c, d ∈ pi.
Hence, bd+ pi+1 = (a+ p)(c+ pi+1) + pi+1. That is bd+ pi+1 = ac+ cp+ pi+1.
Since c ∈ pi, cp ⊆ pi+1. Thus, bd + pi+1 = ac + pi+1. Therefore, the map · is
well deﬁned. Moreover, since A is a Dedekind domain, dimA/p(p
i/pi+1) = 1.
Claim 1:A/pe ' A/p⊕p/p2⊕p2/p3⊕· · ·⊕pe−1/pe, asA/p-vector space. Indeed,
by the third ring isomorphism theorem we have A/p ' (A/pe)/(p/pe). This
implies that A/pe ' A/p⊕p/pe as an A/p-vector space. Using again the third
ring isomorphism theorem, p/p2 ' (p/pe)/(p2/pe). Thus p/pe ' p/p2 ⊕ p2/pe
as an A/p- vector space. It follows that A/pe ' A/p ⊕ p/p2 ⊕ p2/pe. And
so on, we have A/pe ' A/p ⊕ p/p2 ⊕ .... ⊕ pe−1/pe as an A/p-vector space as
claimed.
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Now, since dimA/p(p
i/pi+1) = 1, for i = 1, . . . , e, Claim 1 implies that dimA/p(A/p
e) =
e, as desired.
For the second assertion, since A/pe is an A/p- vector space of ﬁnite dimension
e, then
|A/pe| = |A/p|e.
Using Proposition 3.2.3, we get
|A/pe| = qe[A/p:F].
Proposition 3.2.6. If I is a non-zero ideal of A, then NA(I) is ﬁnite. More
precisely, if I =
∏s
j=1 p
ej
j , where s ∈ N − {0}, ej ∈ N − {0}, and pj is a non-
zero prime ideal of A for j ∈ {1, . . . , s}, then
NA(I) = q
∑s
j=1 ej [A/pj :F].
Proof. By the chinese reminder theorem, we have A/I ' ∏sj=1A/pej . From
Proposition 3.2.5, we deduce that for any j ∈ {1, ..., s}, A/pej is ﬁnite so A/I
is ﬁnite, and
NA(I) =
s∏
j=1
qej [A/pj :F],
NA(I) = q
∑s
j=1 ej [A/pj :F].
Corollary 3.2.7. Suppose that I, and J are non-zero ideals of A, with I+J =
A. Then, NA(IJ) = NA(I)NA(J).
Proof. By assumption we have, I =
∏s
j=1 p
ej
j , and J =
∏t
j=1 q
lj
j , where ej ∈
N − {0}, for j ∈ {1, ..., s} , s ∈ N − {0}, lj ∈ N − {0}, for j ∈ {1, ..., t} ,
and t ∈ N− {0}. Moreover, since I + J = A, for all j ∈ {1, ..., s}, and for all
k ∈ {1, ..., t}, pj 6= qk. From Proposition 3.2.6, it follows that
NA(IJ) = NA(
s∏
j=1
p
ej
j
t∏
j=1
q
lj
j )
NA(IJ) =
s∏
j=1
qej [A/pj :F]
t∏
j=1
qlj [A/pj :F]
Thus, we get NA(IJ) = NA(I)NA(J).
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An important theorem is the following,
Theorem 3.2.8. Let Id(A) be the set of non-zero ideals of A. Then, the power
series
∑
I∈Id(A)NA(I)−z converges absolutely in the region {z ∈ C : Re(z) > 1}.
Before proving this theorem, let us show a lemma.
Lemma 3.2.9. The power series θ(z) =
∑
p∈MA NA(p)−z converges absolutely
in the region {s ∈ C : Re(s) > 1}.
Proof. Let z ∈ {s ∈ C : Re(s) > 1}. We have the disjoint union MA =
unionsqp∈MF[x] {p ∈MA : p|p}. Then
θ(z) =
∑
p∈MF[x]
∑
p|p
NA(p)−z.
Since x is transcendental over F, and K is a function ﬁeld over F, then K/F(x)
is ﬁnite.
Since the ring F[x] is a Dedekind domain with integral closure A in K, and
K/F(x) is a ﬁnite extension of ﬁelds, if p ∈MF[x], by Theorem 2.4.2, we have
s∑
j=1
e(pj|p)f(pj|p) ≤ [K : F(x)], (3.2.1)
where s is the number of prime ideals of A lying above p. Since, for any
j ∈ {1, ..., s}, e(pj|p) ≥ 1, and f(pj|p) ≥ 1, then s ≤ [K : F(x)]. That is
| {p ∈MA : p|p} | ≤ n, (3.2.2)
where n = [K : F(x)].
By the triangle inequality:
|
∑
p|p
NA(p)−z| ≤
∑
p|p
NA(p)−Re(z).
As, for any p|p, NA(p) = qdegF[x](p)f(p|p), f(p|p) > 1, and Re(z) > 1, then, for
any p|p,
NA(p)−Re(z) 6 q− degF[x](p)Re(z).
From (3.2.2), we deduce that∑
p|p
NA(p)−Re(z) 6 nq− degF[x](p)Re(z). (3.2.3)
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Now, let T ∈ R with T > 0 and set MF[x],T =
{
p ∈MF[x] : degF[x](p) ≤ T
}
.
Then, by (3.2.3), we get∑
p∈MF[x],T
∑
p|p
NA(p)−Re(z) ≤ n
∑
p∈MF[x],T
q− degF[x](p)Re(z).
That is∑
p∈MF[x],T
∑
p|p
NA(p)−Re(z) 6 n
bT c∑
d=1
|{p ∈MF[x],T : degF[x](p) = d} |q−dRe(z),
where bT c denotes the greatest integer less than or equal to T . Since
|{p ∈MF[x],T : degF[x](p) = d} | ≤ qd,
by setting M = n
∑∞
d=1 q
d−dRe(z), we have∑
p∈MF[x],T
∑
p|p
NA(p)−Re(z) ≤M.
Since Re(z) > 1, M <∞. Moreover, it is clear that M does not depend on T .
That proves that there exists M ∈ R such that for any T ∈ R with T > 0∑
p∈MF[x],T
∑
p|p
N (p)−Re(z) ≤M.
In other words,
∑
p∈MF[x]
∑
p|pN (p)−Re(z) is ﬁnite. It follows that
∑
p∈MA NA(p)−z
converges absolutely when Re(z) > 1.
Now, let us prove our theorem.
Proof of Theorem 3.2.8. Let T ∈ R with T > 0, and z ∈ C such that Re(z) >
1. Set Id(A, T ) = {I ∈ Id(A) : NA(I) ≤ T}, andMA,T = {p ∈MA : NA(p) ≤ T}.
Claim 1:
|
∑
I∈Id(A,T )
NA(I)−z| ≤
∏
p∈MA,T
(
∞∑
j=0
NA(p)−jRe(z)). (3.2.4)
Indeed, we have
MA,T = unionsqp∈MF[x],T {p ∈MA : p|p} .
From Theorem 2.4.2 , {p ∈MA : p|p} is ﬁnite for every p ∈MF[x],T .
SinceMF[x],T is clearly ﬁnite,MA,T is ﬁnite. It follows that∏
p∈MA,T
(
∞∑
j=0
NA(p)−jRe(z)) = 1 +
∑
l∈N−{0}, k1,...,kl≥1,
NA(pij )6T, for j∈{1,...,l}
l∏
j=1
NA(pij)−kjRe(z).
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Since the norm map NA is multiplicative by Corollary 3.3.3, we have∏
p∈MA,T
(
∞∑
j=0
NA(p)−jRe(z)) = 1 +
∑
l∈N−{0}, k1,...,kl≥1,
NA(pij )≤T, for j∈{1,...,l}
(NA(
l∏
j=1
p
kj
ij
))−Re(z).
So,
1 +
∑
l∈N−{0}, k1,...,kl≥1,
NA(pij )≤T, for j∈{1,...,l}
(NA(
l∏
j=1
p
kj
ij
))−Re(z) ≥
∑
I∈Id(A,T )
NA(I)−Re(z).
And this is because if I ∈ Id(A, T ), then I = ∏st=1 pktit , for some s ∈ N− {0},
such that for any t ∈ {1, . . . , s}, kt > 1, and pit ∈ MA,T . Using the triangle
inequality, we get the Claim 1.
We observe also that for p ∈ MA,T , the geometric series
∑
j>0NA(p)−jRe(z)
converges absolutely when Re(z) > 1.
Claim 2: For p ∈MA,T , we have
∞∑
j=0
NA((p))−jRe(z) 6 1 + 3(NA(p))−Re(z).
Indeed, let p ∈MA,T . Then
∞∑
j=0
NA(p))−jRe(z) = 1
1−NA(p)−Re(z) .
Since q ≥ 2 , Re(z) > 1, and degA(p) ≥ 1, we have
q−Re(z) degA(p) <
1
2
.
So,
1 + 3q−Re(z) degA(p) <
5
2
,
1 + 3q−Re(z) degA(p) < 3.
Thus,
1
1−NA(p)−Re(z) 6 3.
It follows that
1 +
NA(p)−Re(z)
1−NA(p)−Re(z) 6 1 + 3NA(p)
−Re(z),
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that is
1
1−NA(p)−Re(z) 6 1 + 3NA(p)
−Re(z),
as claimed.
It follows from Claim 1 and Claim 2 that∑
I∈Id(A,T )
|NA(I)−z| ≤
∏
p∈MA,T
(1 + 3NA(p)−Re(z)).
As 1 + 3N (p)−Re(z) > 1, for any p ∈MA, then∏
p/∈MA,T
(1 + 3NA(p)−Re(z)) > 1.
Since
∏
p∈MA,T (1 + 3NA(p)−Re(z)) > 0, then∏
p∈MA,T
(1 + 3NA(p)−Re(z))
∏
p/∈MA,T
(1 + 3NA(p)−Re(z)) >
∏
p∈MA,T
(1 + 3NA(p)−Re(z)).
That is, ∏
p∈MA
(1 + 3NA(p)−Re(z)) >
∏
p∈MA,T
(1 + 3NA(p)−Re(z)).
Therefore, ∑
I∈Id(A,T )
|NA(I)−z| ≤
∏
p∈MA
(1 + 3NA(p)−Re(z)).
From Lemma 3.2.9, the power series 3
∑
p∈MA NA(p)−z converges absolutely,
then by the theory of the inﬁnite product ([5, Theorem 1, p. 133]),
∏
p∈MA(1+
3NA(p)−Re(z)) converges. Thus, there existsB(z) =
∏
p∈MA(1+3NA(p)−Re(z)) ∈
R such that for every T > 0∑
I∈Id(A,T )
|NA(I)−z| ≤ B(z).
That is, the series
∑
I∈Id(A)NA(I)−z converges absolutely.
Deﬁnition 3.2.10. The function ζA : C −→ C which is given by ζA(z) =∑
I∈Id(A)NA(I)−z for z ∈ {s ∈ C : Re(s) > 1} is called the Riemann zeta func-
tion for the ring A.
As in the number ﬁelds case, the Riemann zeta function for the ring A also
satisﬁes the Euler product formula.
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Proposition 3.2.11. The inﬁnite product
∏
p∈MA(1−NA(p)−z)−1 converges
absolutely in H = {z ∈ C : Re(z) > 1}, and for z ∈ H, we have
ζA(z) =
∏
p∈MA
(1−NA(p)−z)−1
Proof. Let z ∈ H. Set E(z) = ∏p∈MA(1−NA(p)−z)−1. Then,
E(z) =
∏
p∈MA
(1− q−z degA(p))−1,
E(z) =
∞∏
n=1
(1− q−zn)−an ,
where an = | {p ∈MA : degA(p) = n} | for every n ∈ N− {0}.
Claim 1: For each n ∈ N− {0}, an is ﬁnite. Moreover an = O(qn).
Proof of Claim 1. Let n ∈ N − {0}. Set Λn = {p ∈MA : degA(p) = n}, and
Λ =
⋃
p∈F[x],16degF[x](p)≤n {p ∈MA : p|p}. Let us show that Λn ⊆ Λ. Let p ∈ Λn.
Since degA(p) = degF[x](p ∩ F[x])f(p|p ∩ F[x]), 1 ≤ degF[x](p ∩ F[x]) ≤ n. But
p ∈ {q ∈MA : q|p ∩ F[x]}, so, p ∈ Λ. That shows Λn ⊆ Λ. As Λ is now clearly
a ﬁnite set, then Λn is ﬁnite.
Now let us show that |Λn| = O(qn). Let p ∈ MF[x]. Since x is tran-
scendental over F, and F is the full constant ﬁeld of K, K/F(x) is a ﬁnite
algebraic extension of function ﬁelds. Hence, Theorem 2.4.2 implies that
| {p ∈MA : p|p} | 6 [K : F(x)]. Since Λn ⊆ Λ, and Λ is a disjoint union
of the family {{p ∈MA : p|p} : p ∈ F[x], 1 6 degF[x](p) ≤ n} ,
we have |Λn| 6 [K : F(x)]|
{
p ∈MF[x] : 1 ≤ degF[x](p) 6 n
} | . As
|{p ∈MF[x] : 1 6 degF[x](p) 6 n} | 6 qn,
because |F| = q, then |Λn| = O(qn), as claimed.
Claim 2: For any n ∈ N − {0}, the series θn(z) = an
∑
k>1
q−znk
k
converges
absolutely.
Proof of Claim 2. Let n ∈ N− {0}, and let k ∈ N− {0}. Then,
|q
−nzk
k
| 6 q−nRe(z)k.
Since Re(z) > 1, the series
∑
k≥1 q
−Re(z)nk converges. Thus, by the comparison
test, the series an
∑
k≥1
q−nzk
k
converges absolutely.
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Claim 3: The series
∑
n≥1 θn(z) converges absolutely.
Proof of Claim 3. Let n ∈ N− {0}. We have
|θn(z)| ≤ an
∞∑
k=1
q−nRe(z)k
k
,
|θn(z)| ≤ an
∞∑
k=1
q−nRe(z)k,
|θn(z)| ≤ anq
−nRe(z)
1− q−nRe(z) ,
so
|θn(z)| ≤ an
qnRe(z) − 1 . (3.2.5)
Now, it is clear that
qnRe(z) − 1 ∼n→∞ qnRe(z),
then,
an
qnRe(z) − 1 ∼n→∞ anq
−nRe(z).
Since an = O(q
n), anq
−nRe(z) = O(qn−nRe(z)). Furthermore, Re(z) > 1,
then the geometric series
∑
n>1 q
n−nRe(z) converges. It follows that the series∑
n>1 anq
−nRe(z) converges. Thus, by the equivalence property of the posi-
tive series,
∑
n>1
an
qnRe(z) − 1 converges. Therefore, from (3.2.5),
∑
n>1 θn(z)
converges absolutely.
By Claim 3, we get
∞∑
n=1
θn(z) =
∞∑
n=1
∞∑
k=1
an
q−nzk
k
∞∑
n=1
θn(z) = −
∞∑
n=1
an log(1− q−nz),
where log is the principal complex logarithm. Hence,
∞∑
n=1
θn(z) = log(
∞∏
n=1
((1− q−nz))−an).
Then,
∏
n>1((1− q−nz))−an converges.
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Now, let us show that, ζA(z) = E(z). Since
E(z) =
∏
p∈MA
∞∑
k=0
q−zk degA(p),
E(z) =
∑
r∈N−{0}, k1,...,kr≥0,
pj∈MA, for j∈{1,...,r}
r∏
j=1
q−zkj degA(pj),
E(z) =
∑
r∈N−{0}, k1,...,kr≥0,
pj∈MA, for j∈{1,...,r}
q−
∑r
j=1 zkj degA(pj).
Thus, E(z) =
∑
I∈Id(A)NA(I)−z. Hence the result.
3.3 The Functional Equation for ζA.
In this section, we discuss the analogue of the functional equation for the Rie-
mann zeta function of number ﬁeld.
Set H = {s ∈ C : Re(s) > 1}. First of all we give some properties of the
function ζK , for the function ﬁeld K/F with genus gK .
Proposition 3.3.1. The function ζK : C −→ C given by
ζK(z) =
∏
p∈MK
(1− q−z degK(p))−1,
for z ∈ H, is holomorphic on H, and has an analytic continuation to a mero-
morphic function into C . In particular, ζK(z) = (1− q−z degK(∞))−1ζA(z).
Proof. Let z ∈ H. Then,
ζK(z) =
∏
p∈MK
(1− q−z degK(p))−1,
ζK(z) = (1− q−z degK(∞))−1
∏
p∈MA
(
1− q−z degK(ψ(p))
)−1
,
ζK(z) = (1− q−z degK(∞))−1ζA(z),
where ψ is deﬁned in Theorem 3.1.3. Since ζA and z 7−→ (1 − q−z deg(∞))−1
are holomorphic on H, so is ζK . By analytic continuation theorem, ζK has an
analytic continuation to a meromorphic function into C.
Proposition 3.3.2. Let z ∈ C− {0, 1}.
(i) If gK = 0, then
ζK(z) =
1
(1− q−z)(1− q1−z) .
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(ii) If gK ≥ 1, then
ζK(z) =
LK(q
−z)
(1− q−z)(1− q1−z) ,
where LK(u) ∈ Z[u] with degree less than or equal to 2gK , LK(q−1) 6= 0,
and LK(1) 6= 0.
Proof. Since H is a connected open subset of the connected open subset
C− {0, 1} of C, by the analytic continuation theorem, it is suﬃcient to prove
the statement for H.
Let z ∈ H. Then Re(z) > 1, therefore |q−z| = q−Re(z) < q−1. From [1,
Corollary 5.1.2], we get the result.
Corollary 3.3.3. The function ζA has a pole of order 1 at 1, and no other
poles.
Proof. Let z ∈ H. Then, by Proposition 3.3.1, ζA(z) = (1− q−z degK(∞))ζK(z).
From Proposition 3.3.2, ζK has a pole of order 1 at 1, a pole of order 1 at 0,
and no other poles. Then, ζA has a pole of order 1 at 1, and 1 is the only pole
of ζA.
Proposition 3.3.4. The function ξA : C −→ C, such that for any z ∈ C−{1},
ξA(z) = q
gKzζA(z)(1− (N ((∞))−z))−1(1− q−z)(1− q1−z),
satisﬁes ξA(1− z) = ξA(z).
This is exactly the analogue of the functional equation of the Riemann zeta
function for a number ﬁelds.
Proof. Let z ∈ C− {1}. Since
ζK(z) = ζA(z)(1− (N ((∞))−z))−1,
we have,
ξA(1− z) = qgK(1−z)ζK(1− z)(1− q1−z)(1− q1−(1−z)).
From [1, Proposition 5.1.13], we get
ζK(z) = q
gK−1q−(2gK−2)zζK(1− z).
Hence,
ξA(1− z) = qgK(1−z)ζK(1− z)(1− q−1+z)(1− qz),
ξA(1− z) = qgK(1−z)q−g+1+2gz−2zq−1+zqzζK(z)(1− q−z)(1− q1−z),
ξA(1− z) = qgKzζK(z)(1− q−z)(1− q1−z)
Therefore, ξA(1− z) = ξA(z).
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Deﬁnition 3.3.5. The LK-polynomial of K/F is deﬁned by, for all u ∈ H,
LK(u) = (1− u)(1− uq)ζK
(
− log(u)
ln(q)
)
(3.3.1)
where log is the principal complex logarithm.
Remark 3.3.6. Since H is a connected open subset of C, by the analytic
continuation theorem, the polynomial LK is well deﬁned.
Proposition 3.3.7. If LK(u) = a0 + a1u + · · · + a2gKu2gK , then, for all j =
1, . . . , gK , a2gK−j = q
gK−jaj . Moreover, a0 = 1, and a2gK = q
gK .
Proof. Let u ∈ H. We have, from Proposition 3.3.4,
ξA(− log(u)
ln(q)
) = ξA(1 +
log(u)
ln(q)
), (3.3.2)
where the log is the principal complex logarithm. By Proposition 3.3.2, (ii), we
also have ζK(− log(u)
ln(q)
) =
LK(u)
(1− u)(1− qu) . As ξA(−
log(u)
ln(q)
) = u−gKζK(− log(u)
ln(q)
)(1−
u)(1− qu), then ξA(− log(u)
ln(q)
) = u−gKLK(u).
On the other hand, by setting B = ξA(1 +
log(u)
ln(q)
), we have
B = q
gK
(
1+
log(u)
ln(q)
)
ζK(1 +
log(u)
ln(q)
)(1− q
−
(
1+
log(u)
ln(q)
)
)(1− q
1−
(
1+
log(u)
ln(q)
)
).
Thus, B = qgKugKζK(1 +
log(u)
ln(q)
)(1 − q−1u−1)(1 − u−1). Again, using Propo-
sition 3.3.2, (ii), we obtain
ζK(1 +
log(u)
ln(q)
) =
LK(q
−1u−1)
(1− q−1u−1)(1− u−1) .
It follows that B = qgKugKLK(q
−1u−1). From (3.3.2), we have u−gKLK(u) =
qgKugKLK(q
−1u−1), that is, LK(u) = qgKu2gKLK(q−1u−1). Then, we get a0 +
a1u+· · ·+a2gku2gK = a2gKq−gK +a2gK−1q−gK+1u+· · ·+a0qgKu2gK . Since H is a
connected open subset of C and the two polynomials a0 +a1u+ · · ·+a2gku2gK ,
a2gKq
−gK +a2gK−1q
−gK+1u+· · ·+a0qgKu2gK are entire functions, by the analytic
continuation theorem, for all u ∈ C, a0 + a1u + · · · + a2gku2gK = a2gKq−gK +
a2gK−1q
−gK+1u+ · · ·+ a0qgKu2gK . That implies that for any j ∈ {1, . . . , gK},
qj−gKaj = a2gK−j (3.3.3)
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Let us show that a0 = 1. Let u ∈ C such that 0 < |u| < q−1. Then, by
[1, Proposition 5.1.6], ζK(
log(u)
ln(q)
) =
∑∞
l=0Alu
l, where for every l ∈ N, Al is
the number of positive divisors of K of degree l. It follows that LK(u) =
(1 − u)(1 − qu)∑∞l=0Alul. By doing some computations, we obtain LK(u) =
A0 + A1u − (q + 1)A0u + · · · . By identiﬁcation of coeﬃcients, we thus have
a0 = A0 = 1.
Now, from (3.3.3), we have a2gk = q
gKa0 = q
gK .
Corollary 3.3.8. degu(LK(u)) = 2gK .
Proof. From Proposition 3.3.2, we have LK(u) = a0 + a1u + · · · + a2gKu2gK ,
where a1, ..., a2gK are integers. Thus, from Proposition 3.3.7, a2gK = q
gK 6= 0.
It implies that degu(LK(u)) = 2gK .
Theorem 3.3.9. Suppose that, in C[u], we have
LK(u) =
2gK∏
i=1
(1− piiu), (3.3.4)
where pi1, . . . , pi2gK ∈ C.Then, {pi1, . . . , pi2gK} can be ordered in such a way
pijpigK+j = q for all j = 1, . . . , gK.
Proof. Set L>K(u) = u
2gKLK(u
−1). Then, L>K(u) = a0u
2gK + a1u
2gK−1 + · · · +
a2gK . From Proposition 3.3.7, we obtain L
>
K(u) = u
2gK + a1u
2gK−1 + · · ·+ qgK .
Hence, L>K(u) is a monic polynomial with coeﬃcients in Z, and has degree
2gK . Thus L
>
K(u) =
∏2gK
j=1(u− pij), because of relation (3.3.4).
Since 2gK is an even integer, using the symmetric functions of the roots of
L>K(u), we have
qgK =
2gK∏
j=1
pij (3.3.5)
Claim 1:
∏2gK
j=1(u− pij) =
∏2gK
j=1(u− qpi−1j ).
Proof of Claim 1. Setting u = qt, we have L>K(qt) = q
2gK t2gKLK(q
−1t−1). We
have seen from the proof of Proposition 3.3.7 that qgK t2gKLK(q
−1t−1) = LK(t).
This implies that
∏2gK
j=1(u − pij) = qgKLK(q−1u), that is
∏2gK
j=1(u − pij) =
qgK
∏2gK
j=1(1−q−1piju). Hence,
∏2gK
j=1(u−pij) = qgK
∏2gK
j=1(q
−1pij)
∏2gK
j=1(u−qpi−1j ).
From (3.3.5), we deduce that
∏2gK
j=1(u− pij) =
∏2gK
j=1(u− qpi−1j ) as claimed.
Now, we return to the proof of Theorem 3.3.9.
SetB1 =
{
j ∈ {1, . . . , 2gK} : pij = qpi−1j
}
, C1 =
{
j ∈ {1, . . . , 2gK} : pij 6= qpi−1j
}
.
From Claim 1, we obtain {1, . . . , 2gK} = B1 unionsqC1, that is a disjoint union. Set
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k = |C1|. Then we can arrange the roots of L>(u) as follow: pi1, qpi−11 , . . . , pik, qpi−1k ,√
q, . . . ,
√
q,−√q, . . . ,−√q, where √q is a root of multiplicity m, and −√q is
a root of multiplicity s. Using again (3.3.5), we get
(pi1)(qpi
−1
1 ) · · · (pik)(qpi−1k )(
√
q)m(−√q)s = qgK . Therefore,
(−1)s(√q)2k+m+s = qgK . (3.3.6)
From (3.3.6), since qgK > 0 and (
√
q)2k+m+s > 0, we deduce that m and s are
both even integers. Since k = gK− (m+s2 ), we can rearrange the roots of L>K as
follow :pi1, . . . , pik, pik+1 =
√
q, . . . , pik+ s
2
=
√
q, pik+ s
2
+1 = −√q, . . . , pik+ s
2
+m
2
=
pigK = −
√
q, pigK+1 =
q
pi1
, . . . , pigK+k =
q
pik
, pigK+k+1 =
√
q, . . . , pigK+k+ s2 =√
q, pigK+k+ s2+1 = −
√
q, . . . , pigK+k+ s2+
m
2
= pi2gK = −
√
q. One can check easily
that for any j ∈ {1, . . . , gK}, pijpigK+j = q.
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Chapter 4
The Riemann Hypothesis for ζA.
The main goal of this chapter is to prove the Riemann hypothesis for ζA.
In this chapter, K/F is a global function ﬁeld with constant ﬁeld F, gK its
genus, and K¯ = KF¯ the compositum of K and F¯.
If L/F is a global function ﬁeld over F, then ML still denotes the set of all
places of L.
4.1 The Riemann Hypothesis
Theorem 4.1.1. If z ∈ C is a non-trivial zero of ζA then Re(z) = 1/2.
Remark 4.1.2. Although this Theorem 4.1.1 is not any more a conjecture,
we still call it the Riemann hypothesis for global function ﬁelds, and this is an
important theorem. For instance, one can deduce from it information about
the distribution of the proper prime ideals of A. In Chapter 3, we introduced
the function ζK because the proof of Theorem 4.1.1, we have chosen in this
work, depends essentially on it.
There are many problems to solve if we want to prove that theorem using only
ζA, for instance, we need to know how does the place (∞) of K behave under
constant ﬁeld extension?. More precisely, does (∞) split, split totally, or stay
inert under constant ﬁeld extensions?.
Another question is that, since we want to consider the integral closure of
A under constant ﬁeld extensions, is there any relation between the integral
closure of A in Kr, where Kr is a ﬁnite constant ﬁeld extension of K of degree
r, and the set of places of Kr?.
Fist of all we need to understand what are the non-trivial zeroes of ζA?.
Let z ∈ C− {1}. From Proposition 3.3.1, we have
ζA(z) = (1− q−z degK((∞)))ζK(z).
And by Proposition 3.3.2, we have
ζK(z) =
LK(q
−z)
(1− q−z)(1− q1−z) ,
29
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where LK(u) = 1 if gK = 0.
Setting LA(u) = LK(u)(1− udegK((∞))),
ζA(z) = 0 if and only if LA(q
−z) = 0.
But
LA(q
−z) = LK(q−z)(1− q−z degK((∞))),
Hence we have the following deﬁnition.
Deﬁnition 4.1.3. The non-trivial zeroes of ζA are exactly the roots of the
equation
LK(q
−z) = 0. (4.1.1)
We may assume that gK ≥ 1.
Indeed, if gK = 0, then the set of non- trivial zeroes of ζA is empty and there-
fore the non-trivial zeroes of ζA obviously satisfy the condition of the Theorem
4.1.1.
We will show in the next three sections of this chapter that the complex num-
bers which satisfy (4.1.1) all have real part 1
2
.
We begin our study with the constant ﬁeld extensions.
Let F¯ be an algebraic closure of F. The ﬁrst lemma is just a recall from ﬁeld
theory.
Lemma 4.1.4. For all r ∈ N−{0}, there exists a unique extension Fr/F with
[Fr : F] = r and Fr ⊆ F¯.
Proof. See [6, Corollary, p. 246].
Lemma 4.1.5. Let r ∈ N− {0, 1}, and let us set Kr = KFr the compositum
of K and Fr. We have
(i) Kr/K is a Galois extension with Galois group Gal(Kr/K) = 〈σ〉, where
σ is the K-automorphism of Kr such that σ(α) = α
q for any α ∈ Fr.
(ii) Fr is the full constant ﬁeld of Kr.
Proof. (i) We know that Fr/F is a Galois extension of degree r, and
Gal(Fr/F) =< σ0 > , such that for any α ∈ Fr, σ0(α) = αq. As
Kr = KFr, Gal(Kr/K) =< σ >, where σ is deﬁned by, for any y =∑t
j=1 αjγj ∈ Kr, with t ∈ N− {0}, and for all j ∈ {1, ..., t}, αj ∈ K,and
γj ∈ Fr, we have σ(y) =
∑t
j=1 αjσ0(γj).
(ii) This follows directly from Theorem 2.3.12, (ii).
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Deﬁnition 4.1.6. Let r ∈ N− {0}, and let Kr = KFr be the compositum of
K and Fr.
The K-automorphism of Kr, which is deﬁned in the Lemma 4.1.5, is called
the Frobenius automorphism of Kr/K.
The Frobenius automorphism plays an important role in the proof of the
Riemann hypothesis for ζA.
Lemma 4.1.7. Let r ∈ N− {0}, and let Kr = KFr be the compositum of K
and Fr, then
(i) gKr = gK .
(ii) If p ∈ MK such that degK(p) = m, then ConKr/K(p) = p1 + · · · +
pd, where d = gcd(m, r), p1, . . . , pd are distinct places of Kr, for any
i = 1, ..., d, deg(pi) =
m
d
, and ConKr/K is the conorm map, deﬁned in
Deﬁnition 2.3.9, associated to the ﬁeld extension Kr/K.
Proof. (i) Since K/Fr is a constant ﬁeld extension of the function ﬁeld K/F,
then, by Theorem 2.3.12, (iii), we deduce that gKr = gK .
(ii) Let p ∈MK such that degK(p) = m.
Let p′ ∈ MKr such that p′|p. From Theorem 2.3.12, (v), Op′/p′ =
(Op/p)Fr, the compositum of Op/p and Fr.
Let us set l = lcm(m, r), where [Op/p : F] = m.
Then Op/p = Fm, and so Op′/p′ = Fl. It follows that degK′(p′) = [Fl :
Fr] = lr , that is degKr(p
′) = lcm(m,r)
r
= m
d
, because lcm(m, r) gcd(m, r) =
mr.
That shows that for any p′ ∈MKr such that p′|p, degKr(p′) = md .
On the other hand, we have from Theorem 2.3.12, (i), Kr/K is unrami-
ﬁed. This implies that p is unramiﬁed in Kr/K.
So, ConKr/K(p) =
∑
p′|p p
′ = p1 + ...+ pw, where w ∈ N−{0}. It follows
that degKr(ConKr/K(p)) = degKr(p1) + ...+ degKr(pw).
But we have seen that degKr(pj) =
m
d
, for any j ∈ {1, ..., w}, thus
degKr(ConKr/K(p)) =
wm
d
. (4.1.2)
From Theorem 2.3.12, iv., we have
degKr(ConKr/K(p)) = degK(p) = m. (4.1.3)
We deduce, from (4.1.2), and (4.1.3), that w = d.
Hence ConKr/K(p) = p1 + ... + pd, with d = gcd(m, r), and p1, ..., pd are
pairwise distinct places of degree m
d
.
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 4. THE RIEMANN HYPOTHESIS FOR ζA. 32
Lemma 4.1.8. Let m, r be positive integers and let d = gcd(m, r). Then, in
C[X]
(Xr/d − 1)d =
∏
ζ∈C, ζr=1
(X − ζm).
Proof. Let us set f(X) =
∏
ζ∈C, ζr=1(X − ζm), and let ζ0 be an r- th primitive
root of unity.
We set m = kd. Then gcd(k, r) = 1. So, (ζk0 )
d is an r
d
-th root of unity. Indeed,
suppose that (ζk0 )
d is not an r
d
-primitive root of unity, then, (ζk0 )
d r
dt = 1, for
some t ∈ N such that t ≥ 2, and t|r. So, (ζk0 )
r
t = 1.
As t ≥ 2, then r
t
< r. Therefore ζk0 is not anymore an r-th primitive root (1).
On the other hand, as gcd(k, r) = 1, then ζk0 is an r-primitive root of unity
(2).
(1), and (2) give us a contradiction.
Let us set ζ1 = ζ
kd
0 . Then,
f(X) = (X − ζ01 )(X − ζ1)....(X − ζ
r
d
−1
1 ) (4.1.4)
. (X − ζ
r
d
1 )(X − ζ
r
d
+1
1 )....(X − ζ
2r
d
−1
1 ) (4.1.5)
... (X − ζ
(d−1)r
d
1 )(X − ζ
(d−1)r
d
+1
1 )....(X − ζ
dr
d
−1
1 ). (4.1.6)
That is to say
f(X) = [(X − ζ01 )(X − ζ1)....(X − (ζ1)
r
d
−1)] (4.1.7)
. [(X − ζ01 )(X − ζ1)....(X − (ζ1)
r
d
−1)] (4.1.8)
... [(X − ζ01 )(X − ζ1)....(X − (ζ1)
r
d
−1)], (4.1.9)
where we have d factors in the right hand-side. It follows that f(X) = [(X −
ζ01 )(X − ζ1)....(X − ζ
r
d
−1
1 )]
d.
But ζ1 is an
r
d
- primitive root of unity, then [(X− ζ01 )(X− ζ1)....(X− ζ
r
d
−1
1 )] =
X
r
d − 1.
Hence f(X) = (X
r
d − 1)d
Deﬁnition 4.1.9. For z ∈ H, where H = {s ∈ C : Re(s) > 1},
ζKr(z) =
∏
p∈MKr
(1− q−zr degKr (p)).
Proposition 4.1.10. The inﬁnite product
∏
p∈MKr (1−q−zr degKr (p)) converges
absolutely in H.
Proof. Let z ∈ H. Since Kr/Fr is a global function ﬁeld and |Fr| = qr,
then, by Proposition 3.3.1,
∏
p∈MKr (1−q−zr degKr (p)) converges absolutely when
z ∈ H.
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Proposition 4.1.11. For z ∈ H, we have
ζKr(rz) =
∏
ζr=1
ζK
(
− logζ(ζ)
ln(q)
+ z
)
,
where for any ζ ∈ C with ζr = 1, logζ is a branch of the logarithm complex
such that exp(logζ(ζ)) = ζ.
Proof. Let z ∈ H, then
ζKr(rz) =
∏
p′∈MKr
(1− q−rz degKr (p′))−1
=
∏
p∈MK
∏
p′|p
(1− q−rz degKr (p′))−1.
Fix p ∈ MK and let us set m = degK(p) and d = gcd(r,m). Then, from
Lemma 4.1.7, (ii), for all p′ ∈ MKr such that p′|p , we have degKr(p′) = md ;
and there are exactly d places of Kr above p. So,∏
p′|p
(1− q−rz degKr (p′)) =
(
1− q− zrmd
)d
It follows that, by Lemma 4.1.8,∏
p′|p
(1− q−rz deg(p′)) = (−1)d
(
q−
zrm
d − 1
)d
= (−1)d
∏
ζ∈C,ζr=1
((
q−z
)m − ζm)
= (−1)d+r
∏
ζ∈C,ζr=1
[
ζm
(
1− (ζ−1q−z)deg(p))].
As ζ 7−→ ζ−1 is an automorphism of the group ({γ ∈ C : γr = 1} , .), then∏
p′|p
(1− q−rz deg(p′)) = (−1)d+r
( ∏
ζ∈C,ζr=1
ζm
) ∏
ζ∈C,ζr=1
(
1− (ζq−z)deg(p)).
From the fact that
∏
ζ∈C,ζr=1(X − ζ) = Xr − 1, and using the symmetric
functions of the r-th roots of unity, we have
∏
ζ∈C,ζr=1 ζ = (−1)r+1.
It follows that∏
p′|p
(1− q−rz deg(p′)) = (−1)d+r+mr+m
∏
ζ∈C,ζr=1
(
1− (ζq−z)deg(p)).
Claim 1: d+ r +mr +m is an even integer.
Proof of Claim 1.
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Proof. There are 4 cases to consider.
Case 1: Suppose r and m are both even.
In that case, d = gcd(r,m) must be even and rm is also even, so d+r+mr+m
is even.
Case 2: Suppose r is even and m is odd.
So, d = gcd(r,m) is odd, mr is even, and r +m is odd. Thus d+ r +mr +m
is even.
Case 3: Suppose r is odd and m is even.
With similar reason as in Case 2, we obtain that d+ r +mr +m is even.
Case 4: Suppose r and m are both odd.
In this case, d = gcd(r,m) must be odd and rm is also odd. Therefore d+ r+
mr +m is even.
From Claim 1, we obtain∏
p′|p
(1− q−rz deg(p′)) =
∏
ζ∈C,ζr=1
(
1− (ζq−z)deg(p)).
Thus, using the absolute convergence of the inﬁnite product in Proposition
4.1.10,
ζKr(rz) =
∏
p∈MKr
∏
ζr=1
(1− (ζq−z)deg(p))−1
=
∏
ζr=1
∏
p∈MK
(1− (ζq−z)deg(p))−1
=
∏
ζr=1
ζK
(
z − logζ(ζ)
ln(q)
)
.
4.2 The Proof of the Riemann Hypothesis for
ζA
In the previous section, we have just stated the Riemann hypothesis for ζA,
and gave some tools in order to prove that theorem.
Although the proof we have chosen is due to Bombieri, and which is long, then
this section is just the ﬁrst part of the proof.
Deﬁnition 4.2.1. Let m ∈ N− {0, 1}. The polynomial LKm(u) ∈ Z[u] which
is deﬁned by, for all u ∈ C with 0 < |u| < q−1, LKm(u) = (1 − u)(1 −
qmu)ζKm(−
log(u)
ln(q)
) is called the LKm -polynomial of Km/Fm, where log is the
principal branch of the logarithm complex.
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The next lemma tells us that proving the Riemann hypothesis for a global
function ﬁeld K is the same as proving the Riemann hypothesis for a ﬁnite
constant ﬁeld extension of K.
Lemma 4.2.2. Let m ∈ N− {0, 1}. Then the following assertions are equiv-
alent.
(i) Any reciprocal root α ∈ C of LK satisﬁes |α| = √q.
(ii) Every reciprocal root pi ∈ C of LKm satisﬁes |pi| =
√
qm.
Proof. Let α1, ...., α2gK be the reciprocal roots of LK(u).
Claim 1: Let m ∈ N − {0, 1}, then the reciprocal roots of LKm(u) in C are
exactly αm1 , ...., α
m
2gK
.
Proof of Claim 1.
Proof. Let m ∈ N− {0, 1}, and let z ∈ H. Then 0 < |q−zm| < q−m < q−1.
So, LKm(q
−zm) = (1− q−zm)(1− qmq−zm)ζKm(−
log(q−zm)
ln(q)
).
As log(q−zm) = −zm ln(q), from Proposition 4.1.11, we obtain
LKm(q
−zm) = (1− q−zm)(1− qmq−zm)∏ζm=1 ζK(− log(ζ)ln(q) + z).
From Proposition 3.3.2, (ii), we have
LKm(q
−zm) = (1−q−zm)(1−qmq−zm)∏ζm=1 LK(ζq−z)(1− ζq−z)(1− ζq1−z) . That is to
say LKm(q
−zm) = (1− q−zm)(1− qmq−zm)
∏
ζm=1 LK(ζq
−z)∏
ζm=1(1− ζq−z)
∏
ζm=1(1− ζq1−z)
.
As
∏
ζm=1 LK(ζq
−z) =
∏2gK
j=1
∏
ζm=1(1 − αjζq−z), because α1, ...., α2gK are the
reciprocal roots of LK(u). But the m-th roots of unity form a cyclic group,
then∏
ζm=1 LK(ζq
−z) =
∏2gK
j=1
(
(−1)m(∏ζm=1 ζ)∏ζm=1(αjq−z − ζ)).
From the symmetric functions of the m-th roots of unity, we deduce that
(−1)m(∏ζm=1 ζ) = −1. Since ∏ζm=1(αjq−z − ζ) = αmj q−mz − 1, for every
j = 1, ...., 2gK ,
∏
ζm=1
LK(ζq
−z) = (−1)2gK
2gK∏
j=1
(1− αmj q−mz),
in other words,
∏
ζm=1
LK(ζq
−z) =
2gK∏
j=1
(1− αmj q−mz). (4.2.1)
With similar reason as above, we obtain
∏
ζm=1(1− ζq−z) = 1− q−zm (1), and∏
ζm=1(1− ζq1−z) = 1− qmq−zm (2).
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From (4.2.1), (1), and (2), we obtain LKm(q
−zm) =
∏2gK
j=1(1− αmj q−mz).
As LKm is an entire function, then, by the analytic continuation theorem, for
any u ∈ C, LKm(u) =
∏2gK
j=1(1− αmj u). Thus we obtain Claim 1.
The Lemma 4.2.2 follows immediately from Claim 1.
Deﬁnition 4.2.3. Let r ∈ N− {0}. We deﬁne by Nr the number of places of
Kr of degree one.
Lemma 4.2.4. If there exist c ∈ R such that for any r ∈ N− {0},
|Nr − (qr + 1)| ≤ c
√
qr, (4.2.2)
then, any reciprocal root α of LK satisﬁes |α| = √q.
Remark 4.2.5. The Lemma 4.2.4 is analogous to the following. Suppose that
pi(x) is the number of prime numbers less than x, where x > 0. Thus, if
pi(x) = Li(x) + O(
√
x log(x)), then the Riemann hypothesis for the number
ﬁelds holds, where Li(x) =
∫ x
0
dt
log(t)
.
Proof of Lemma 4.2.4.
Proof. Let α1, ...., α2gK be the reciprocal roots of LK(u).
Let us show ﬁrst that for any i ∈ {1, ..., 2gK}, |αi| ≤ √q.
Let r ∈ N−{0}, from [1, Proposition 5.1.6], we have ζKr(
log(u)
ln(q)
) =
∑∞
n=0An,ru
n,
where for all n ∈ N− {0}, An,r is the number of positive divisors of Kr of de-
gree 1.
It follows that for u ∈ C, such that 0 < |u| < q−r, LKr(u) = (1 − u)(1 −
qru)
∑∞
n=0An,ru
n. This implies that for u ∈ C, such that 0 < |u| < q−r,
LKr(u) = A0,r + (A1,r − (qr + 1)A0,r)u+ ... .
From Claim 1 in the proof of Lemma 4.2.2, we have LK(u) =
∏2gK
j=1(1− αrju).
So, by comparing coeﬃcients, we deduce A1,r−(qr+1)A0,r = −
∑r
j=1 α
r
j . Since
A0,r = 1 and A1,r = Nr,
Nr − (qr + 1) = −
2gK∑
i=1
αri .
So, by (4.2.2)
|
2gK∑
i=1
αri | ≤ c
√
qr.
Now, we consider the function H which is deﬁned by, for every z ∈ C −{
α−11 , ...., α
−1
2gK
}
, H(z) =
∑2gK
i=1
αiz
1− αiz .
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Then H is a meromorphic function on C.
Let us set δ = min
{|α−11 |, ...., |α−12gK |}.
Claim 1: δ is the radius of convergence of the power series
∑2gK
i=1
∑
k≥1(αiz)
k,
where z is a complex number.
Moreover, for any z ∈ C with |z| < δ, H(z) = ∑∞k=1(∑2gKi=1 αki )zk.
Proof of Claim 1.
Proof. Let z ∈ C with |z| < δ, and let i ∈ {1, ..., 2gK} then |αiz| < 1, because
δ ≤ |αi|−1. Therefore
1
1− αiz =
∞∑
k=0
(αiz)
k.
It follows that
∑2gK
i=1
∑
k≥1(αiz)
k converges and H(z) =
∑∞
k=1(
∑2gK
i=1 α
k
i )z
k.
It is clear that if z ∈ C with |z| > δ, then ∑2gKi=1 ∑k≥1(αiz)k diverges.
Now, let z ∈ C with |z| < q− 12 .
From (4.2.2), we have |(∑2gKi=1 αki )| ≤ c√qk. Then |(∑2gKi=1 αki )zk| ≤ c|√qz|k.
As |z| < q− 12 , then |√qz| < 1. Thus the series ∑k≥0(√qz)k converges. There-
fore the series
∑2gK
i=1
∑
k≥1(αiz)
k converges.
Assume that δ < q−
1
2 . Then there exist z0 ∈ C with δ < |z0| < q− 12 , So
the series
∑2gK
i=1
∑
k≥1(αiz0)
k converges. That contradicts the ﬁrst assertion of
Claim 1.
It follows that δ ≥ q− 12 . Hence for any i ∈ {1, ..., 2gK}, |αi| ≤ √q.
Now, let us show that for every i ∈ {1, ..., 2gK}, |αi| ≥ √q.
Let i ∈ {1, ..., 2gK}. From Theorem 3.3.9, we have αiαgK+i = q. Therefore
(
∏gK
i=1 αi)(
∏2gK
j=gK+1
αj) = q
gK .
It implies that
2gK∏
i=1
|αi| = qgK . (4.2.3)
Suppose that there exist i0 ∈ {1, ..., 2gK} such that |αi0| < √q. Since we have
seen that for every i ∈ {1, ..., 2gK}, |αi| ≤ √q, then
∏2gK
i=1 |αi| < qgK . This
contradicts (4.2.3).
Thus for any i ∈ {1, ..., 2gK}, |αi| ≥ √q.
We conclude that for any i ∈ {1, ..., 2gK}, |αi| = √q.
We want to ﬁnd c ∈ R which satisﬁes the assumption of Lemma 4.2.4.
Deﬁnition 4.2.6. Let Q ∈MK .
Let j ∈ N. j is called a pole number of Q if there exists x ∈ K with pole
divisor (x)∞ = jQ.
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The next theorem gives us an upper bound.
Theorem 4.2.7. Suppose that q is a square, and q > (gK + 1)
4, then N1 <
q + 1 + (2gK + 1)
√
q.
A remark is in order before showing that important theorem.
Remark 4.2.8. IfK/F is a global function ﬁeld with full constant ﬁeld F, then
one can go through constant ﬁeld extensions in order to get the assumptions q
is a square and q > (gK + 1)
4. Indeed, from Theorem 2.3.12, (ii), gK does not
depend on the cardinality of the full constant ﬁeld of a constant ﬁeld extension
of K.
Therefore, we obtain an upper bound for the corresponding constant ﬁeld of
K. So, we just need to give an lower bound for this end, and then the Riemann
hypothesis for K follows from Lemma 4.2.2.
Proof. IfN1 = 0, then the result is clear. We assume that there existsQ ∈MK
which has degree one.
Let us set q0 =
√
q, m = q0 − 1, and n = 2gK + q0.
One can show that
m+ nq0 = q − 1 + (2gK + 1)√q. (4.2.4)
Let us set T = {i ∈ {0, ...,m} : i is a pole number of Q}.
Sincem =
√
q and q > (gK+1)
4, thenm ≥ 2gK . It follows from [1, Proposition
1.6.6], that there exists y0 ∈ K, such that (y0)∞ = mQ, then T 6= ∅. So, for
any j ∈ T , we can ﬁnd uj ∈ K, such that (uj)∞ = jQ.
Claim 1: The set {ui : i ∈ T} is an F- basis of L(mQ).
Proof of the Claim 1.
Proof. Since q is a square, then m ∈ N.
Let us show that {ui : i ∈ T} is F- linearly independent.
Let (ai)i∈T ∈ F|T |, such that
∑
i∈T aiui = 0.
Suppose that there exists i0 ∈ T such that ai0 6= 0.
Denote by T1 = {i ∈ T : ai 6= 0}. Then T1 6= ∅ because i0 ∈ T1.
As for any i ∈ T1, vQ(ai) = 0, then for any i ∈ T1, vQ(aiui) = vQ(ui) = −i.
It implies that vQ(aiui) 6= vQ(ajuj) for any (i, j) ∈ T 21 with i 6= j. It follows,
from Theorem 2.1.11, that vQ(
∑
i∈T (aiui)) = mini∈T1(vQ(aiui)). Therefore,
vQ(
∑
i∈T
(aiui)) = j0, (4.2.5)
for some j0 ∈ T1.
On the other hand, we have
vQ(
∑
i∈T
(aiui)) = vQ(0) =∞. (4.2.6)
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From the relations (4.2.5) and (4.2.6), we have a contradiction.
So, {ui : i ∈ T} is F- linearly independent.
Let us show that | {ui : i ∈ T} | = l(mQ).
As m = q0 − 1 = √q − 1, and q > (gK + 1)2, then m > g2K + 2gK ≥ 2gK + 1.
Since degK(Q) = 1, then deg(mQ) > 2gK − 2. Therefore, by Theorem 2.2.12,
l(mQ) = m+ 1− gK .
Case 1: Suppose that gK > 0. Then, by [1, Theorem 1.6.8], there are exactly
gK elements of {1, ...,m} which are not pole numbers. But (1)∞ = 0Q, thus
| {ui : i ∈ T} | = m− gK + 1 = l(mQ). Therefore {ui : i ∈ T} is an F- basis of
L(mQ).
Case 2: If gK = 0. Then, every elements of {1, ...,m} are pole numbers of Q.
This implies that l(mQ) = m+1. Hence, {ui : i ∈ T} is an F- basis of L(mQ).
These show that {ui : i ∈ T} is an F- basis of L(mQ).
Now we return to the proof of the theorem.
We deﬁne the set
L =
{
s∑
ν=1
xνy
q0
ν : s ∈ N− {0} , x1, ..., xs ∈ L(mQ), and y1, ..., ys ∈ L(nQ)
}
.
It is clear that L is an F- vector space.
Claim 2: L ⊆ L((m+ q0n)Q).
Proof of Claim 2.
Proof. Let θ ∈ L. Then θ = ∑sv=1 xvyq0v , with s ∈ N−{0}, x1, ..., xs ∈ L(mQ),
and y1, ..., ys ∈ L(nQ).
Let v ∈ {1, ..., s}. By Proposition 2.2.5, we have (xvyq0v ) = (xv) + (yq0v ). As
(xv) ≥ −mQ, (yq0v ) ≥ −q0nQ, then (xvyq0v ) ≥ −(m + q0n)Q. So xvyq0v ∈
L((m+ q0n)Q).
We know, from Proposition 2.2.7, that L((m + q0n)Q) is an F- vector space,
then θ ∈ L((m+ q0n)Q).
Now, we go back to the proof of the Theorem 4.2.7.
Suppose that there exists x0 ∈ L − {0} such that for every P ∈ MK with
degK(P ) = 1, and P 6= Q, x0 ∈ P . That implies that
deg((x0)0) =
∑
P∈Z(x0) vP (x0) degK(P ) ≥ N1 − 1, where N1 is the number of
places of K of degree 1.
Since x0 ∈ L, and L ⊆ L((m + q0n)Q), deg((x0)0) 6 m + q0n. Thus
N1 6 q + 1 + (2gK + 1)
√
q.
Now we need to prove that there exists x0 ∈ L − {0} such that for every
P ∈MK with degK(P ) = 1, and P 6= Q, x0 ∈ P .
Claim 3: If y ∈ L, then y = ∑i∈T uizq0i where zi ∈ L(nQ), and {ui : i ∈ T} is
the basis of L(mQ) deﬁned in Claim 1, and this representation is unique.
Proof of Claim 3.
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Proof. Let y ∈ L. We have y = ∑si=1 yizq0i with yi ∈ L(mQ), zi ∈ L(nQ) for
i ∈ {1, ..., s}, s ∈ N− {0}.
Let i ∈ {1, ..., s}. From Claim 1, {ui : i ∈ T} is an F-basis of L(mQ) , then we
get
yi =
∑r
j=1 αi,juj, with r ∈ N− {0}, αi,j ∈ F.
As q = q20 , and for all (i, j) ∈ {1, ..., s} × {1, ..., r}, αqi,j = αi,j, then y =∑s
i=1
∑r
j=1 uj(α
q0
i,jzi)
q0 . So, y =
∑r
j=1 uj(
∑s
i=1(α
q0
i,jzi)
q0). As L(nQ) is an F
-vector space, then, for any (i, j) ∈ {1, ..., s} × {1, ..., r}, αq0i,jzi ∈ L(nQ). So,
we obtain ﬁrst assertion of Claim 3.
For the uniqueness. Assume that there is an equation∑
i∈T
uix
q0
i = 0, (4.2.7)
with xi ∈ L(nQ) for i ∈ T , and not all xi = 0.
Let j ∈ T such that xj 6= 0, we have vQ(ujxq0j ) ≡ −j mod q0.
Since m = q0 − 1, if i, j ∈ T , with i 6= j, then i 6≡ j mod q0.
From Theorem 2.1.11, (ii), we obtain vQ(
∑
i∈T uix
q0
i ) = min {vQ(uixq0i ) : i ∈ T}.
Therefore vQ(
∑
i∈T uix
q0
i ) 6= ∞. This gives a contradiction to (4.2.7). That
proves Claim 3.
We need two lemmas in order to achieve the proof of Theorem 4.2.7.
Lemma 4.2.9. The map λ : L −→ L((q0m+ n)Q), given by λ(
∑
i∈T uiz
q0
i ) =∑
i∈T u
q0
i zi, where {ui : i ∈ T} is the basis of L(mQ) deﬁned in Claim 1, and
for any i ∈ T , zi ∈ L(nQ), is well deﬁned, and is a linear map which is not
one to one.
Proof of the lemmas.
Proof. (i) Let z ∈ L. From Claim 3, z can be uniquely written as z =∑
i∈T uiz
q0
i , with zi ∈ L(nQ) for any i ∈ T .
Let i ∈ T , then (uq0i zi) = q0(ui) + (zi). Since (ui) > −mQ, and (zi) >
−nQ, uq0i zi ∈ L((q0m + n)Q). As L((q0m + n)Q) is an F- vector space
then λ(z) ∈ L((q0m+ n)Q). Thus λ is well deﬁned.
(ii) Let f , and z be elements of L. Then f =
∑
i∈T uiz
q0
i , with zi ∈ L(nQ)
for any i ∈ T , and z = ∑i∈T uiθq0i , with θi ∈ L(nQ) for any i ∈ T . So,
λ(f + z) = λ(
∑
i∈T
ui(z
q0
i + θ
q0
i )),
λ(f + z) = λ(
∑
i∈T
ui(zi + θi)
q0),
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because q0 is the power of the characteristic of the ﬁeld K. Thus
λ(f + z) =
∑
i∈T
uq0i (zi + θi)
λ(f + z) = λ(
∑
i∈T
uiz
q0
i ) + λ(
∑
i∈T
uiθ
q0).
In other words, λ(f+z) = λ(f)+λ(z). That shows λ is a homomorphism
of groups. Since F is a ﬁnite ﬁeld, then λ is an F-linear map.
(iii) We want to show that ker(λ) 6= {0}.
It is suﬃcient to show that dimF L > dimF L((q0m + n)Q), because if
ker(λ) = {0}, then dimF L ≤ dimF L((q0m+ n)Q).
From Claim 3, if (zj)1≤j≤d is an F- basis of L(nQ), with d = dimF L(nQ),
then (uizj)1≤i≤|T |
1≤j≤d
is an F- basis of L.
So, dimF(L) = l(mQ)l(nQ) .
By Theorem 2.2.9, we have l(mQ) ≥ m degK(Q) + 1− gK , and l(nQ) ≥
n degK(Q) + 1 − gK . As degK(Q) = 1, and n > gK , l(mQ)l(nQ) >
(m+ 1− gK)(n+ 1− gK).
On the other hand, since q0m + n = 2gK + q > 2gK − 2, we obtain, by
Corollary 2.2.12, dimF(L((q0m+n)Q)) = (2gK +q)+1−gK = gK +q+1.
If (m+ 1− gK)(n+ 1− gK) > gK + q + 1, then, we are done.
Since (m+1−gK)(n+1−gK) > gK+q+1 is equivalent to (q0−gK)(gK+
q0 + 1) > gK + q + 1, a direct computation shows that (q0 − gK)(gK +
q0 + 1) > gK + q + 1 is equivalent to q > (gK + 1)
4. That last assertion
is true by our assumption so we get the result.
We still need another lemma in order to prove the Theorem 4.2.7.
Lemma 4.2.10. Let x ∈ L − {0}, with λ(x) = 0, and let P be a place of
degree one with P 6= Q. Then x ∈ P .
Proof of this lemma.
Proof. Let x ∈ L−{0}, with λ(x) = 0, and let P be a place of degree one with
P 6= Q. Then, from Claim 3, x = ∑i∈T uizq0i where zi ∈ L(nQ) for any i ∈ T .
As L ⊆ L((q0m + n)Q), and P 6= Q, then, for all y ∈ L, we have vP (y) > 0.
In particular vP (x) > 0. So, x ∈ OP , and then x+ P ∈ OP/P . It follows that
(x+P )q0 =
∑
i∈T (ui+P )
q0(zi+P )
q, because q0 is a power of the characteristic
of K.
Since degK(P ) = 1, F = OP/P , and |F| = q, (x+P )q0 = (
∑
i∈T (ui +P )
q0(zi +
P )). Therefore (x+P )q0 = λ(x) +P = P . Since a ﬁeld is an integral domain,
x+ P = P . That means x ∈ P .
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From Lemma 4.2.9, there exists x0 ∈ L − {0}, such that λ(x0) = 0. By
Lemma 4.2.10, we deduce that for any P ∈MK , with degK(P ) = 1, x0 ∈ P .
It follows that there exist x0 ∈ L − {0} such that for every P ∈ MK with
degK(P ) = 1, and P 6= Q, x0 ∈ P . Therefore we get Theorem 4.2.7.
So far, using the Theorem 4.2.7, we have an upper bound for the numbers
Nr, where r ∈ N− {0, 1}.
More precisely, if Kr0 = KFr0 , with qr0 is a square, and qr0 > (gK + 1)4, then,
by Lemma 4.2.2, we may replaceK byKr0 . Therefore we get the assumption of
Theorem 4.2.7. It follows, since gK is invariant under constant ﬁeld extensions,
that for all r ∈ N− {0, 1}, qr is a square, and qr > (gK + 1)4. From Theorem
4.2.7 again, we deduce that for all r ∈ N−{0, 1}, Nr < qr + 1 + (2gK + 1)√qr.
So, there exists c1 = 2gK+1 > 0, such that for all r ∈ N−{0, 1}, Nr−(qr+1) <
c1
√
qr.
In order to get the assumptions of Lemma 4.2.4, we need to ﬁnd c2 > 0 such
that for every r ∈ N − {0, 1}, Nr > qr + 1 − c2√qr. Therefore the Riemann
hypothesis for ζA follows from this.
So, our next goal is to give a lower bound for the numbers Nr, with r ∈
N− {0, 1}.
Before doing that we give some group theory results.
Lemma 4.2.11. Let G′ be a group such that G′ '< σ > ×G, where < σ > is
a cyclic subgroup of G′, G is a subgroup of G′, ord(G) = m, ord(σ) = n, and
m|n.
Let H be a subgroup of G′ with ord(H) = ne, and ord(H ∩G) = e.
Then there exist exactly e subgroups U1, ..., Ue of H such that for all i ∈
{1, ..., e}, Ui is cyclic of order n, and Ui ∩G = {1}.
Proof. Let τ ∈ G. Consider the cyclic subgroup < στ > of G′.
Claim 1: ord(στ) = n.
Proof of the Claim 1.
Proof. It is clear that (σ, 1)(τ, 1) = (1, τ)(σ, 1). As ord(σ) = n, ord(τ)|m, and
m|n, then ((σ, 1)(1, τ))n = (σn, 1)(1, τn) = (1, 1). So, ord(στ) 6 n.
On the other hand, let k ∈ N− {0} with k < n.
If (στ)k = 1, then σk = (τ−1)k. So (τ−1)k ∈< σ >. Since τ−1 ∈ G, and
< σ > ∩G = {1}, (τ−1)k = 1. That is σk = 1. That implies ord(σ) 6 k < n.
This is impossible.
Thus (στ)k 6= 1and hence ord(στ) = n. That proves Claim 1.
Claim 2:
(i) < στ > ∩G = {1}.
(ii) If τ ′ ∈ G such that τ ′ 6= τ , then < στ > 6=< στ ′ >.
Proof of Claim 2.
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 4. THE RIEMANN HYPOTHESIS FOR ζA. 43
Proof. (i) Let α ∈< στ > ∩G. Then we can ﬁnd i ∈ {0, ..., n− 1} such that
α = σiτ i, because α ∈< στ > and ord(στ) = n by Claim 1.
It follows that ατ−i = σi. As α ∈ G, τ−i ∈ G, σi ∈< σ >, and
< σ > ∩G = {1}, then σi = 1.
But i ∈ {0, ..., n− 1}, and ord(σ) = n, then i = 0.
Thus α = 1. Hence < στ > ∩G = {1}.
(ii) Let τ ′ ∈ G such that τ ′ 6= τ .
Suppose< στ >=< στ ′ >. Then στ = (στ ′)k, for some k ∈ {0, ..., n− 1}.
As τ ′ ∈ G, then στ ′ = τ ′σ. Hence στ = σk(τ ′)k.
Case 1: If k 6= 0.
Then we obtain that σk−1 = (τ ′)−kτ . Since σk−1 ∈< σ >, (τ ′)−kτ ∈ G,
and < σ > ∩G = {1}, σk−1 = 1. As ord(σ) = n, and 0 6 k − 1 < n,
then k = 1. Hence τ = τ ′.
Case 2: If k = 0.
Then στ = 1, which contradicts | < στ > | = n.
We now return to the proof of the Lemma 4.2.11.
Since ord(G) = m, then G = {τ1, ..., τm}, with τi 6= τj if i 6= j.
From Claim 2, we deduce that < στ1 >, < στ2 >, ..., < στm > are pairwise
distinct cyclic groups of order n, with < στi > ∩G = {1} for any i ∈ {1, ...,m}.
Thus we have found m = ord(G) distinct subgroups of G′, U1 =< στ1 >, ...,
Um =< στm > such that for any i ∈ {1, ...,m}, Ui∩G = {1}, and ord(Ui) = n.
Two more lemmas are needed in order to achieve the proof of Lemma 4.2.11.
Lemma 4.2.12. (i) G is a normal subgroup of G′.
(ii) H/(H ∩G) '< σ >.
Proof. (i) The homomorphism of groups ϕ : G× < σ >−→< σ >, (τ, β) 7−→
β, satisﬁes ker(ϕ) ' G, so G is a normal subgroup of G′.
(ii) From (i) we obtain H/(H ∩G) ' HG/G.
Since ord(H ∩G) = e, ord(G) = m, and ord(H) = ne, ord(HG) = nm.
But G′ '< σ > ×G, ord(σ) = n, and HG is a subgroup of G′, then
HG = G′.
It follows that HG/G '< σ >.
Lemma 4.2.13. There exists τ0 ∈ G, such that if H ∩G = {γ1, ...., γe}, then,
(i) for any j ∈ {1, ..., e}, Uj =< στ0γj > is cyclic of order n, and Uj ∩G =
{1}.
(ii) U1, ..., Ue are pairwise distinct, and are the only cyclic subgroups of H
which has order n.
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Proof. From Lemma 4.2.12, (ii), there exists λ0 ∈ H such that ord(λ0H∩G) =
n. As G′ =< σ > ×G, then λ0 = σaτ ′, for some a ∈ Z, and for τ ′ ∈ G.
Claim 3: There exists (u, v) ∈ Z2, such that au+ vn = 1.
Proof of Claim 3.
Proof. We show that gcd(a, n) = 1.
Suppose there exists d ∈ {1, ..., n− 1} such that d|n, d|a, and d > 1, then
n = dl, a = dl1, with (l, l1) ∈ Z2, and l ∈ {1, ..., n− 1}.
It follows that al = nl1, and thus σ
al = 1. So λl0 = (τ
′)l. From this, we get
(τ ′)l ∈ H ∩ G. Since l ∈ {1, ..., n− 1}, ord(λ0H ∩ G) < n. This gives us a
contradiction to ord(λ0H ∩G) = n.
By Claim 3, there exists (u, v) ∈ Z2, such that au + vn = 1. This implies
that λu0 = σ(τ
′)u.
Setting λ = λu0 , and τ0 = (τ
′)u, we get λ = στ0, for some τ0 ∈ G. In particular
στ0 ∈ H.
Now consider Uj =< στ0γj >, for any j ∈ {1, ..., e}. Then for all j ∈ {1, ..., e},
Uj ⊆ H.
We also get the following.
Claim 4:
(i) For all j ∈ {1, ..., e}, Uj is cyclic of order n and Uj ∩G = {1}.
(ii) If (i, j) ∈ {1, ..., e}2, with i 6= j, then Ui 6= Uj.
Proof of Claim 4.
Proof. (i) Let j ∈ {1, ..., e}. Since we have seen that < λ0(H ∩ G) > is
cyclic of order n, and from Claim 3, gcd(u, n) = 1, then < λu0(H ∩G) >
is cyclic of order n. That means that < στ0(H ∩G) > is cyclic of order
n. Then, we get a surjective homomorphism Uj −→< στ0(H ∩ G) >,
(στ0γj)
k 7−→ (στ0)k(H ∩G). It follows that n = ord(< στ0(H ∩G) >) ≤
ord(Uj).
On the other hand, sincem|n, (στ0γj)n = σn(τ0γj)n = 1. Then ord(Uj) ≤
n. Hence Uj is cyclic of order n .
From Claim 2, (i), since τ0γj ∈ G, we obtain Uj ∩G = {1}.
(ii) Let (i, j) ∈ {1, ..., e}2, with i 6= j.
As γi 6= γj, and τ0 ∈ G, then, by Claim 2, (ii), < στ0γi >6=< στ0γj >.
By Claim 4, we obtain Lemma 4.2.13, (i) , and the ﬁrst assertion of Lemma
4.2.13, (ii).
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In order to prove the second assertion of Lemma (4.2.13), (ii), we need the
following claim.
Claim 5: If U is a cyclic subgroup of H such that ord(U) = n, and U∩G = {1},
then there exists j0 ∈ {1, ..., e} such that U = Uj0 , where Uj0 is deﬁned in Claim
4.
Proof of Claim 5.
Proof. By assumption, we can ﬁnd δ0 ∈ H such that< δ0 >= U , and ord(δ0) =
n. AsG′ =< σ > ×G, then there exist a1 ∈ Z, and τ ′ ∈ G such that δ0 = σa1τ ′.
We have the following.
Claim 6: There exist (u1, v1) ∈ Z2, such that a1u1 + v1n = 1.
Proof of the claim.
Proof. Suppose there exists d ∈ {1, ..., n− 1} such that d|n, d|a1, and d > 1,
then n = dl, a1 = dl1, with (l, l1) ∈ Z2, and l ∈ {1, ..., n− 1}.
It follows that a1l = nl1, and thus σ
a1l = 1. So δl0 = (τ
′)l. From this, we get
(τ ′)l ∈ U ∩ G. Since l ∈ {1, ..., n− 1}, H ∩ G = {1}, ord(δ0) < n. This gives
us a contradiction to ord(δ0) = n.
From Claim 6, and the fact that ord(σ) = n, we deduce that δu10 = σ(τ
′)u1 .
Since (u1, n) = 1, < δ0 >= U , and ord(δ0) = n, then < δ
u1
0 >= U . That
means that U =< στ1 >, where τ1 ∈ G.
As U ⊆ H, then στ1 ∈ H.
On the other hand, since λ0 ∈ H, then στ0 ∈ H. Thus τ−10 σ−1στ1 = τ−10 τ1 ∈
H ∩G. It follows that U =< στ0γj >, for some j ∈ {1, ..., e}.
That shows that U1, ..., Ue are the only cyclic subgroups of H which have
order n. That prove Lemma 4.2.13 .
From Lemma 4.2.13, we deduce that there exist exactly e subgroups U1, ....,
Ue of H such that for all i ∈ {1, ..., e}, Ui is cyclic of order n, and Ui∩G = {1}.
Thus, we obtain Lemma 4.2.11.
4.3 Constant Field Extensions
The second part of the proof is to use the main result, which is Theorem 4.2.7,
of the previous section for the ﬁnite extension of constant ﬁeld extensions of
K.
Lemma 4.3.1. Let E/L be a Galois extension of global function ﬁelds with
[E : L] = m. Assume that F is the full constant ﬁeld of both E, and L.
Let n ∈ N− {0} with m|n, and let us set E ′ = EFn, L′ = LFn.
Then,
(i) E ′/L is Galois.
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(ii) Gal(E ′/L) '< σE′/E > ×Gal(E ′/L′), where σE′/E is the Frobenius au-
tomorphism of E ′/E, which is deﬁned by, for any z ∈ E, σE′/E(z) = z,
and for any α ∈ Fn, σE′/E(α) = αq.
Proof. (i) Let us show that E ′/L is separable.
E ′ = EFn
ooo
ooo
ooo
oo
II
II
II
II
II
L′ = LFn
OOO
OOO
OOO
OOO
O E
tt
tt
tt
tt
tt
t
L
Since E/L is a Galois extension, E/L is separable. As Fn/F is a Galois
extension, EFn/LF is separable, that is E ′/L is separable.
Let us show that E ′/L is a normal extension.
Let τ : E ′ −→ E be an L- homomorphism of ﬁelds, where E is an alge-
braically closed ﬁeld which contains E ′.
We need to show that τ(E ′) ⊆ E ′.
Let y ∈ E ′. Then y = ∑si=1 xizi, with s ∈ N, for any i ∈ {1, ..., s},
xi ∈ E, and zi ∈ Fn.
Since τ is an L- homomorphism, τ(y) =
∑s
i=1 τ(xi)τ(zi).
As τ |E, is an L- homomorphism, and E/L is Galois, τ |E(E) ⊆ E. Thus
for any i ∈ {1, ..., s}, τ(xi) ∈ E.
On the other hand, since Fn/F is Galois, and τ |Fn is an F- homomor-
phism, then for all i ∈ {1, ..., s}, τ(zi) ∈ Fn. It follows that τ(y) ∈ E ′.
So, τ(E ′) ⊆ E ′.
That shows that for any L- homomorphism τ : E ′ −→ E, we get
τ(E ′) ⊆ E ′, which means E ′/L is a normal extension.
So, E ′/L is a Galois extension.
(ii) First of all let us set G′ = Gal(E ′/L), and G = Gal(E ′/L′), and σ =
σE′/E.
From the assumption E ′ = EFn, and L′ = LFn, then G ' Gal(E/L).
Let i ∈ N, and let τ ∈ G. Let us show that σiτ ∈ G′.
It is clear that σiτ ∈ Aut(E ′), where Aut(E ′) is the set of automorphisms
of E ′.
Let x ∈ L. As τ is an L′- automorphism of E ′, σ is an E-automorphism
of E ′, and L ⊆ E, then σiτ(x) = x.
Thus σiτ ∈ G′. Hence < σ > G ⊆ G′.
Now, let us prove that < σ > ∩G = {1}.
Let τ ∈< σ > ∩G, then there exists i ∈ N, such that τ = σi.
Let x ∈ E ′. Then there exists t ∈ N such that x = ∑tj=1 xjyj, where
for any j ∈ {1, ..., t}, xj ∈ E, and yj ∈ Fn. It follows that σi(x) =
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∑t
j=1 σ
i(xj)τ(yj). Since Fn ⊆ L′, σ ∈ Gal(E ′/E), and τ ∈ G, then
σi(x) =
∑t
j=1 xjyj = x. Therefore τ(x) = x. Hence τ = 1.
These prove that < σ > Gal(E ′/L′) is a direct product.
Suppose that | < σ > G| = |G′|, then G′ '< σ > ×G.
We need to show that | < σ > G| = |G′|.
As < σ > G is a direct product , then < σ > G '< σ > ×G.
Let us show that | < σ > | = n.
Let α ∈ Fn. Then σn(α) = σn−1(αq) = ... = σ(αqn−1) = αqn = α, be-
cause Fn is a ﬁeld of cardinality qn.
Since σn(α) = α, for all α ∈ E, then σn = 1.
Suppose that there exists k0 ∈ N such that k0 < n, and σk0 = 1.
Then, for all α ∈ Fn, αqk0 = α. Therefore Fn ⊆ Fk0 . That means n|k0.
That contradicts to k0 < n. It follows that | < σ > | = n.
Since G ' Gal(E/L), and |Gal(E/L)| = [E : L] = m, then |G| = m.
Hence | < σ > ||G| = mn.
Let us show that |G′| = mn.
On one hand, we have |G′| = [E ′ : L] = [E ′ : L′][L′ : L] = m[L′ : L].
On the other hand we obtain [L′ : L] = [LFn : LF] = [Fn : F] = n. Thus
|G′| = nm.
We deduce the result.
Corollary 4.3.2. Let E/L be a Galois extension of global function ﬁelds with
[E : L] = m. Assume that F is the full constant ﬁeld of both E, and L.
Let n ∈ N− {0} with m|n, and let us set E ′ = EFn, L′ = LFn.
Then Gal(E ′/L) contains exactly m cyclic subgroups U1 =< σE′/E >, ..., Um
such that for all j ∈ {1, ...,m}, ord(Uj) = n, and Uj ∩Gal(E ′/L′) = {1}.
Proof. From Lemma 4.3.1 , (ii), we have Gal(E ′/L) '< σE′/E > ×Gal(E ′/L′).
Since < σE′/E > is a cyclic subgroup of Gal(E
′/L), Gal(E ′/L′) is a subgroup of
Gal(E ′/L), ord(Gal(E ′/L′)) = m, ord(σE′/E) = n, m|n, and ord(Gal(E ′/L) ∩
Gal(E ′/L′)) = m.
Then, by Lemma 4.2.11, there exist exactlym subgroups U1, ..., Um of Gal(E
′/L)
such that for all i ∈ {1, ...,m}, Ui is cyclic of order n, and Ui ∩Gal(E ′/L′) =
{1}.
Moreover, since < σE′/E > is cyclic of order n, and < σE′/E > ∩Gal(E ′/L′) =
{1}, then we may assume that U1 =< σE′/E >.
Deﬁnition 4.3.3. Let E/L be a Galois extension of global function ﬁelds
with [E : L] = m, and let j ∈ {1, ...,m}, and let us set E ′ = EFn, where
n ∈ N− {0}.
(i) The set Ej = (E
′)Uj is called the ﬁxed ﬁeld of Uj.
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(ii) gEj is the genus of Ej.
(iii) N(Ej) (respectively N(L)) is the number of places of degree 1 of Ej
(respectively L).
Proposition 4.3.4. With the same notations as in Deﬁnition 4.3.3
(i) For any j ∈ {1, ...,m}, F is the full constant ﬁeld of Ej.
(ii) For any j ∈ {1, ...,m}, E ′ = EjFn and gEj = gE.
(iii) mN(L) =
∑m
j=1N(Ej).
Proof.
E ′ = EjFn
ttt
ttt
ttt
t
KKK
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(i) Let j ∈ {1, ...,m}. As Uj = Gal(E ′/Ej), Gal(E ′/L′) ∩ Uj = {1}, by
Corollary 4.3.2, then, from Galois theory, Gal(E ′/EjL′) = {1}. There-
fore E ′ = EjL′.
So, E ′ = EjLFn = EjFn.
Now, let Fj be the full constant ﬁeld of Ej. Since L ⊆ Ej, and F is the
full constant ﬁeld of L, then Fj/F is ﬁnite.
Since E ′ = EFn is the constant ﬁeld extension of EF, Fn is the constant
ﬁeld of E ′.
But Ej ⊆ E ′, then Fj ⊆ Fn. It follows that [Fn : F] = [Fn : Fj][Fj : F] =
n.
On the other hand, we get [E ′ : Ej] = [EjFn : EjFj] = [Fn : Fj] = |Uj| =
n. Therefore [Fj : F] = 1. That means Fj = F.
(ii) Let j ∈ {1, ...,m}. Since E ′/Ej is a constant ﬁeld extension and E ′/E
is a constant ﬁeld extension, then, from Theorem 2.3.12, (iii), we obtain
gEj = gE′ = gE.
(iii) Let us set X = {P ∈ML : degL(P ) = 1}, and for any j ∈ {1, ...,m}, let
us set Xj =
{
Q ∈MEj : degEj(Q) = 1
}
.
In order to prove this assertion, we need some lemmas.
Lemma 4.3.5. Let j ∈ {1, ...,m}, and let P ∈ X. For all Q ∈ Xj such
that Q|P , there exists a unique Q′ ∈ME′ which lies above Q.
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Proof. Let Q ∈ Xj, such that Q|P . Since E ′/Ej and Ej/L are ﬁnite ex-
tension of global function ﬁelds, there exists Q′ ∈ME′ , such that Q′|Q.
We want to show that Q′ is unique.
Claim 7: Let Q′ ∈ME′ such that Q′|Q. Then f(Q′|Q) = n.
Proof of Claim 7.
Proof.
E ′ Q′
Ej Qj
L P
As E ′ = EjFn is the constant ﬁeld extension of E/F, which is ﬁnite and
the full constant ﬁeld of E ′ is Fn, then, by Theorem 2.3.12, (v), we get
E ′Q′ = (Ej)QFn. So, f(Q′|Q) = [(E ′)Q′ : (Ej)Q] = [(Ej)QFn : (Ej)QF] =
[Fn : F] = n.
We now return to the proof of Lemma 4.3.5.
Let us prove that
f(Q′|Q) = [E ′ : Ej]. (4.3.1)
From Claim 7, we have f(Q′|Q) = n, because Q′ ∈ME′ such that Q′|Q.
SinceQ ∈ Xj, and P ∈ X, then degEj(Q) = [(Ej)Q : F] = f(Q|P ) degL(P ) =
f(Q|P ) = 1. Therefore f(Q′|P ) = n = f(Q′|Q).
But Ej = (E
′)Uj , so, by Galois theory, E ′/Ej is a Galois extension and
[E ′ : Ej] = |Uj| = n. It follows f(Q′|Q) = [E ′ : Ej].
Let us denote by rj the number of places of E
′ above Q.
Again, using the fact that E ′/Ej is a Galois extension, we obtain, From
Proposition 2.4.3, e(Q′|Q)f(Q′|Q)rj = [E ′ : Ej].
Thus, by (4.3.1), e(Q′|Q) = rj = 1 . We conclude that Q′ is unique.
We also need a proposition.
Proposition 4.3.6. For all Q′ ∈ME′ , such that Q′|P , there are exactly
e = e(Q′|P ) distinct places Q1, ..., Qe ∈
⋃m
i=1Xi such that for any i ∈
{1, ..., e}, Q′|Qi.
Proof. Let Q′ ∈ ME′ with Q′|P . Let H be the decompostion group of
Q′ over P , Z = (E ′)H be the ﬁxed ﬁeld of H, and PZ = Q′ ∩ Z.
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Then, by [1, Theorem 3.8.2, (a)], |H| = e(Q′|P )f(Q′|P ).
From [1, Theorem 3.8.2, (c)], we get f(PZ |P ) = 1.
Claim 9: F is the full constant ﬁeld of Z.
Proof of Claim 9.
Proof. Let K1 be the constant ﬁeld of Z. Since L ⊆ Z ⊆ E ′, and, by
assumption, F is the constant ﬁeld of L, then F ⊆ K1.
On the other hand, we have seen that f(PZ |P ) = [ZPZ : LP ] = 1. Since
[LP : F] = degL(P ) = 1, [ZPZ : F] = 1. Thus ZPZ = F.
As we have an embedding of ﬁeldsK1 ↪→ ZPZ , thenK1 ⊆ F. We conclude
that K1 = F.
Claim 10: [E ′ : ZL′] = e(Q′|P ).
Proof of Claim 10.
Proof. From Galois theory, we have (E ′)H∩Gal(E
′/L′) = ZL′. As L ⊆ Z,
ZL′ = ZLFn = ZFn.
By Claim 9, we get F is the full constant ﬁeld of Z. So ZFn/ZF is a
constant ﬁeld extension of degree n, then [ZFn : Z] = n.
On the other hand, we know that [E ′ : Z] = [E ′ : ZL′][ZL′ : Z] , so
[E ′ : Z] =
[E ′ : ZL′]
[ZL′ : Z]
=
|H|
[ZL′ : Z]
=
e(Q′|P )f(Q′|P )
n
.
From Claim 7, we obtain f(Q′|P ) = n. Hence [E ′ : ZL′] = e(Q′|P ).
Lemma 4.3.7.
ZL′ = T (Q′|P ), (4.3.2)
where T (Q′|P ) is the inertia ﬁeld of Q′|P .
Proof of Lemma 4.3.7.
Proof. Let us show ZL′ ⊆ T (Q′|P ).
As E ′/L is a Galois extension of algebraic global function ﬁeld, P ∈ML,
Q′ ∈ ME′ such that Q′|P , L ⊆ ZL′ ⊆ E ′, and PZL′ = Q′ ∩ ZL′, then,
from [1, Theorem 3.8.3, (c)], ZL′ ⊆ T (Q′|P ) if and only if e(PZL′ |P ) = 1.
So, it is suﬃcient to show that e(PZL′|P ) = 1.
Since PZ = Q
′ ∩ Z = Q′ ∩ (Z ∩ ZL′), PZ = (Q′ ∩ ZL′) ∩ Z = PZL′ ∩ Z.
Therefore PZL′|PZ . As ZL′ = ZFn, then ZL′/ZF is a constant ﬁeld ex-
tension. It follows that PZ is unramiﬁed in ZL
′, and thus e(PZL′ |PZ) = 1.
But, from [1, Theorem 3.8.2, (c)], e(PZ |P ) = 1, so, by Proposition 2.3.8,
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(ii), we get e(PZL′ |P ) = 1.
Let us show T (Q′|P ) ⊆ ZL′.
It is clear that Q′|PZL′ .
Since we have seen that e(PZL′ |P ) = 1, then e(Q′|P ) = e(Q′|PZL′).
On the other hand, from Claim 10, we have e(Q′|P ) = [E ′ : ZL′]. There-
fore e(Q′|PZL′) = [E ′ : ZL′].
We have shown that we can ﬁnd Q′ ∈ ME′ such that Q′|PZL′ and
e(Q′|PZL′) = [E ′ : ZL′]. That means, by [1, Theorem 3.8.3], PZL′ is
totally ramiﬁed in E ′/ZL′. But E ′/L is a Galois extension of algebraic
function ﬁelds, then this is equivalent to ZL′ ⊇ T (Q′|P ).
We thus conclude that ZL′ = T (Q′|P ).
Corollary 4.3.8. I(Q′|P ) = H ∩ Gal(E ′/L′), where I(Q′|P ) is the in-
ertia group of Q′|P .
Proof. Since (E ′)H∩Gal(E
′/L′) = T (Q′|P ), and by Lemma 4.3.7, ZL′ =
T (Q′|P ). Thus I(Q′|P ) = H ∩Gal(E ′/L′).
We now return to the proof of the Proposition 4.3.6.
Since we know that Gal(E ′/L) '< σE′/E > ×Gal(E ′/L), H subgroup of
Gal(E ′/L′) with |H| = en, and |H ∩ Gal(E ′/L′)| = n, then, by Lemma
4.2.11, there are exactly e subgroups V1, ..., Ve of H such that for any
i ∈ {1, ..., e}, Vi is cyclic of order n, and Vi ∩Gal(E ′/L′) = {1}.
But Gal(E ′/L′) has exactly m cyclic subgroups U1, ..., Um with Ui ∩
Gal(E ′/L′) = {1}, and |Ui| = n for any i ∈ {1, ....,m}.
It follows that V1 = Ui1 , ..., Ve = Uie where ij ∈ {1, ...,m}, for any
j ∈ {1, ..., e}.
Let j ∈ {1, ..., e}, and let us set Qij = Q′ ∩ Eij .
Claim 11: Q′ is the only place of E ′ which lies over Qij , and
f(Q′|Qij) = n (4.3.3)
Proof of the Claim 11.
Proof. Since Uij ⊆ H, then, by the fundamental theorem of Galois the-
ory, we obtain Eij ⊇ Z = Z(Q′|P ).
As E ′/L is a Galois extension of algebraic function ﬁelds, P ∈ ML,
Q′ ∈ ME′ , with Q′|P , L ⊆ Z ⊆ Eij ⊆ E ′, and Qij = Q′ ∩ Eij , then ,
by [1, Theorem 3.8.3, (b)], Q′ is the only place of E ′ with Q′|Qij . That
prove the ﬁrst assertion of the Claim 11.
On the other hand, e(Q′|Qij) = 1.
Indeed, from Proposition 4.3.4, (ii), E ′ = EijFn, that is (E ′/Fn) / (Eij/F)
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is a constant ﬁeld extension. So we get the result from [1, Theorem 3.6.3
(a)].
As E ′/Eij is a ﬁnite Galois extension, and Q
′ is the only place of E ′ lying
aboveQij , then by the fundamental equality, we have f(Q
′|Qij)e(Q′|Qij) =
[E ′ : Eij ] = |Uij | = n. Thus f(Q′|Qij) = n.
Claim 12: f(Qij |PZ) = 1.
Proof of Claim 12.
Proof. From Claim 7, and the fact that P ∈ X, Q ∈ Xj, and f(PZ |P ) =
1, then we get f(Q′|P ) = f(Q′|Qij)f(Qij |PZ) = nf(Qjj |PZ) = n. So
f(Qij |PZ) = 1.
Claim 13: degEij (Qij) = 1.
Proof of claim 13.
Proof. On one hand, we have, [E ′Q′ : F] = [E ′Q′ : (Eij)Qij ][(Eij)Qij : F] =
f(Q′|Qij) degEij (Qij).
from Claim 11, we have f(Q′|Qij) = n. It implies [E ′Q′ : F] = n degEij (Qij).
On the other hand, we obtain [E ′Q′ : F] = [E ′Q′ : LP ][LP : F]. As
[LP : F] = degL(P ) = 1, and [E ′Q′ : LP ] = f(Q′|P ) = n, therefore
[E ′Q′ : F] = n.
It follows that degEij (Qij) = 1.
Now, we go back to the proof of Proposition 4.3.6.
From Claim 13, we deduce that Qij ∈
⋃m
i=1Xi.
Since for (j, l) ∈ {1, ..., e}2, Eij 6= Eil , then Qij 6= Qil .
It follows that there are e distinct places Qi1 , ..., Qie which belong to⋃m
i=1Xi. That proves the existence.
Now, we want to prove the uniqueness.
Let Q ∈ Xi, for some i ∈ {1, ...,m} such that Q′|Q. Then, from Claim
7, we have f(Q′|Q) = n.
Now, since E ′/L is a Galois extension of algebraic function ﬁeld, P ∈
ML, Q′|ME′ with Q′|P , Q = Q′ ∩ Ei, and L ⊆ Ei ⊆ E ′, if Q′ is the
only place of E ′ lying over Q, then, from [1, Theorem 3. 8.3, (b)], we
deduce Ei ⊇ Z(Q′|P ) = Z, that is, by the fundamental theorem of
Galois, Ui ⊆ H. Since Ui is cyclic of order n, and Ui ∩ G = {1}, then
Ui = Uil for some l ∈ {1, ..., e}. That means Q = Q′ ∩ Eil = Qil , for
some l ∈ {1, ..., e}.
Let us show that Q′ is the only place of E ′ lying over Q.
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Since E ′/Ei is a ﬁnite Galois extension of function ﬁelds, and Q ∈MEi ,
then by the fundamental equality we have
∑s
j=1 e(Pj|Q)f(Pj|Q) = [E ′ :
Ei], where s ∈ N−{0}, and P1 = Q′, ..., Ps are the places of E ′/Fn lying
above Q.
As [E ′ : Ei] = |Gal(E ′/Ei)| = |Ui| = n, and f(Q′|Q) = f(P1|Q) = n,
then s = 1. It follows that Q′ is the only place of E ′ lying over Q.
That is the end of Proposition 4.3.6.
We now return to the proof of Proposition 4.3.4.
Claim 14 |⋃mj=1Xj| = m|X|.
Proof of the Claim 14.
Proof. Let P ∈ X.
Let Q′ ∈ME′ such that Q′|P .
From Proposition 4.3.6, we can ﬁnd exactly e = e(Q′|P ) = e(P ) distinct
places Qi1,Q′ , ..., Qie,Q′ in ∪mi=1Xi such that for all j ∈ {1, ..., e}, Q′|Qij ,Q′ .
Moreover if Q′′ ∈ ME′ with Q′′|P , and Q′′ 6= Q′, then by Lemma 4.3.5,
{Qi1,Q′ , ...., Qie,Q′} ∩ {Qi1,Q′′ , ...., Qie,Q′′} = ∅.
Let us denote by r the number of places of E ′ which are above P . Then,
there are exactly er elements of ∪mi=1Xi which lay above P .
It follows that re|X| = | ∪mi=1 Xi|.
Let us show that re = m.
Since E ′/L is a ﬁnite Galois extension, Q′ ∈ME′ such that Q′|P , by the
fundamental equality, we obtain [E ′ : L] = ef(Q′|P )r.
But [E ′ : L] = [E ′ : E][E : L] = nm, and from Claim 7 and the fact
that degL(P ) = 1, we have f(Q
′|P ) = n. Thus re = m. Therefore
m|X| = | ∪mi=1 Xi|.
Returning to the proof of Proposition 4.3.4, (iii).
We claim that Xi ∩Xj = ∅ for i 6= j.
Indeed, if there exists Q ∈ Xi ∩ Xj, then Q is a place of Ei, and Q is
a place of Ej. So, Quot(OQ) = Ei, and Quot(OQ) = Ej. Therefore
Ei = Ej. That is impossible.
It follows that m|X| = ∑mi=1 |Xi|.
4.4 End of the Proof of the Riemann
Hypothesis for ζA
The main result of this section is to conclude the proof of Theorem 4.1.1.
We start with an important lemma.
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Lemma 4.4.1. There exists t ∈ K such that K/F(t) is separable, and there
exists a ﬁnite extension E/K which satisﬁes E/F(t) is a Galois extension.
Proof. See [1, Proposition 3.10.2] .
Claim 15: If Fd is the constant ﬁeld of E, where E is deﬁned by Lemma
4.4.1, then E is a Galois extension of F(t)Fd, where F(t) is also deﬁned by
Lemma 4.4.1.
Proof of the Claim 15.
Proof. From Lemma 4.4.1, we get E/F(t) is a Galois extension of global func-
tion ﬁelds. Therefore (EFd)/(F(t)Fd) is a Galois extension. By assumption Fd
is the constant ﬁeld of E, so E/(F(t)Fd) is a Galois extension.
Claim 16: The roots of the equation LKFd(q
−z) = 0 all have real part d
2
, if
and only if the roots of the equation LK(q
−z) = 0 all have real parts equal to
1
2
.
Proof. Since KFd/K is a constant ﬁeld extension of global function ﬁelds, then
Claim 16 follows directly from Lemma 4.2.2.
From Claim 16, we may assume that F is the constant ﬁeld of E, q is a
square and q > (gE + 1)
4.
In the following, F will be the constant ﬁeld of E, q will be a square and
q > (gE + 1)
4.
Let us set m = [E : K], and n = [E : F(t)]. Let us also consider the constant
ﬁeld extensions E ′ = EFn, K ′ = KFn, and K0 = F(t)Fn .
Claim 17: There are exactly m diﬀerent cyclic subgroups V1, ...., Vm of
Gal(E ′/K) such that for any j ∈ {1, ...,m}, |Vj| = n and Vj ∩ Gal(E ′/K ′) =
{1}.
Proof of Claim 17.
Proof. Let us set G′ = Gal(E ′/F(t)), and G = Gal(E ′/K0).
Let us show that G′ '< σE′/E > ×G.
Since K0 ⊇ F(t) and, by Lemma 4.4.1, E ⊇ F(t), < σE′/E > G ⊆ G′.
Claim 18: < σE′/E > ∩G = {1}.
Proof of Claim 18.
Proof. Let τ ∈< σE′/E > ∩G, then there is l ∈ N, such that τ = σlE′/E.
Let x ∈ E ′. Then there exists s ∈ N − {0}, such that x = ∑sj=1 xjyj, where
for all j ∈ {1, ..., s}, xj ∈ E, and yj ∈ Fn.
As τ is an automorphism of ﬁelds, then σlE′/E(x) =
∑s
j=1 σ
l
E′/E(xj)σ
l
E′/E(yj).
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 4. THE RIEMANN HYPOTHESIS FOR ζA. 55
That is σlE′/E(x) =
∑s
j=1 xjσ
l
E′/E(yj), because σE′/E is the Frobenius automor-
phism of E ′/E.
Since σlE′/E ∈ G, and K ′ ⊇ Fn, then σlE′/E(yj) = yj, for all j ∈ {1, ..., s}. Thus
σlE′/E(x) =
∑s
j=1 xjyj = x.
It follows that τ = 1. Hence we get the result.
From Claim 18, we deduce that < σE′/E > G is a direct product.
To show that G′ '< σE′/E > ×G, it is suﬃcient to show that |G′| = | <
σE′/E > ||G|.
Since n = [E : F(t)], and σE′/E is the Frobenius automorphism of E ′/E, one
can easily show that | < σE′/E > | = n.
It is clear that |G| = n.
On the other hand, we have |G′| = [E ′ : F(t)] = [EFn : E][E : F(t)] = n[EFn :
EF] = n[Fn : F]. So, |G′| = n2.
Therefore |G′| = | < σE′/E > ||G|.
Now let us return to the proof of Claim 17.
Let us set H = Gal(E ′/K). As [E : K] = m, then |H| = [E ′ : K] = [E ′ :
E][E : K] = [EFn;EF]m.
Thus |H| = nm.
Claim 19: H ∩G = Gal(E ′/K ′).
Proof of Claim 19.
Proof. Let us show that H ∩G ⊆ Gal(E ′/K ′).
Let τ ∈ H∩G. Then τ is anK-automorphism of E ′, and anK0- automorphism
of E ′. From the fact that K ′ = KFn, if x ∈ K ′, then, one can show easily that
τ(x) = x.
So, τ ∈ Gal(E ′/K ′). Hence H ∩G ⊆ Gal(E ′/K ′).
On the other hand, it is clear that Gal(E ′/K ′) ⊆ Gal(E ′/K) ∩ Gal(E ′/K0),
that is Gal(E ′/K ′) ⊆ H ∩G.
It follows from Claim 19, that |H ∩G| = [E ′ : K ′] = [E : K] = m.
As m|n, by Lemma 4.2.11, there exist exactly m pairwise distinct cyclic sub-
groups V1, ..., Vm of H such that for all j ∈ {1, ...,m}, Vj ∩Gal(E ′/K ′) = {1},
and |Vj| = n.
As Gal(E ′/K ′) ⊆ Gal(E ′/K0), there are exactlym pairwise distinct cyclic sub-
groups V1, ..., Vm of Gal(E
′/K ′) such that for all j ∈ {1, ...,m}, Vj ∩G = {1},
and |Vj| = n.
Claim 20: There exist n cyclic subgroups U1, ..., Un of Gal(E
′/F(t)) which
satisfy for all j ∈ {1, ..., n}, Uj ∩Gal(E ′/K0) = {1}, and |Uj| = n.
Proof. We set H = G′, G′ = Gal(E ′/F(t)), and G = Gal(E ′/K0).
We have seen from the proof of Claim 16 that |H| = |G′| = n2. Since H ∩G =
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G, and |H ∩ G| = [E ′ : K0] = [E : F(t)] = n. So, by Lemma 4.2.11 again,
there exist exactly n subgroups U1, ..., Un of G
′ = Gal(E ′/F(t)) such that for
all j ∈ {1, ..., n}, |Uj| = n and Uj ∩G = {1}.
Lemma 4.4.2. {V1, ..., Vm} ⊆ {U1, ..., Un}, where for all j ∈ {1, ...,m}, Vj is
deﬁned by Claim 17, and for all j ∈ {1, ..., n}, Uj is deﬁned by Claim 20.
Proof. Let j ∈ {1, ...,m}. We have (E ′)Vj ⊆ E ′.
Since K0 ⊆ E ′, K0(E ′)Vj ⊆ E ′.
Claim 21: [E ′ : K0(E ′)Vj ] = 1.
Proof of the Claim 21.
Proof. As (E ′)Vj ⊆ K0(E ′)Vj ⊆ E ′, then [E ′ : K0(E ′)Vj ] = [E
′ : (E ′)Vj ]
[K0(E ′)Vj : (E ′)Vj ]
.
On one hand, we have E ′/(E ′)Vj is a Galois extension with [E ′ : (E ′)Vj ] =
|Vj| = n.
On the other hand, as Vj ⊆ Gal(E ′/K), then any element of Vj ﬁxes K.
But, from Lemma 4.4.1, we have F(t) ⊆ K, then any element of Vj ﬁxes F(t).
It follows that F(t) ⊆ (E ′)Vj . Hence [K0(E ′)Vj : (E ′)Vj ] = [F(t)(E ′)VjFn :
(E ′)VjF(t)], that is [K0(E ′)Vj : (E ′)Vj ] = [F(t)Fn : F(t)F] = [Fn : F] = n.
As [E ′ : (E ′)Vj ] = |Vj| = n, then [E ′ : K0(E ′)Vj ] = 1.
From Claim 21, we deduce that E ′ = K0(E ′)Vj . By Galois theory, we have
Vj ∩Gal(E ′/K0) = Gal(E ′/(E ′)Vj) ∩Gal(E ′/K0) = Gal(E ′/K0(E ′)Vj) = {1}.
Since Vj is a cyclic subgroup of Gal(E
′/K0), |Vj| = n, and Vj ∩Gal(E ′/K0) =
{1}, thus, from Lemma 4.2.11, Vj = Uij , for some ij ∈ {1, ..., n}. That implies
that {V1, ..., Vm} ⊆ {U1, ..., Un}.
Finally we arrive in the main result of this section.
Theorem 4.4.3. There exists c2 > 0 such that for any r ∈ N−{0}, N(KFr) >
qr + 1− c2qr/2.
Proof. For all j ∈ {1, ..., n}, let us set Ej = (E ′)Uj .
It is suﬃcient to show the result for the global function ﬁeld K.
From Lemma 4.4.2 and Claim 20, we have for any j ∈ {1, ...,m}, (E ′)Vj =
(E ′)Uij for some ij ∈ {1, ..., n}. Since E ′/K is a Galois extension, by Proposi-
tion 4.3.4, (iii), we obtain
mN(K) =
m∑
j=1
N(Eij). (4.4.1)
On the other hand, as E/F(t) is a Galois extension with [E : F(t)] = n, and,
from Claim 20, we have for any j ∈ {1, ..., n}, Uj ∩ Gal(E ′/K0) = {1}, and
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|Uj| = n. So, by Proposition 4.3.4, (iii), we get
nN(F(t)) =
n∑
l=1
N(El). (4.4.2)
Let j ∈ {1, ..., n}, we have, by Proposition 4.3.4, (ii), gEj = gE.
As q is a square and q > (gEj + 1)
4, then, from Theorem 4.2.7, we get
N(Ej) 6 q + 1 + (2gE + 1)
√
q. (4.4.3)
We also know from [1, Theorem 1.2.2], that
{
Pt−α ∈MF(t) : α ∈ F
}∪{P∞} ={
P ∈MF(t) : degF(t)(P ) = 1
}
, then N(F(t)) = q + 1.
It follows, from (4.4.1) and (4.4.2), that mN(K) = n(q + 1) +
∑m
l=1N(Eil)−∑n
j=1N(Ej). That is mN(K) = n(q + 1)−
∑n
j=m+1N(Eij).
Therefore, from (4.4.3), we deduce that mN(K) > n(q+ 1)− (n−m)(q+ 1 +
(2gE + 1)
√
q). It implies that N(K) > (q + 1)− (n−m
m
)(2gE + 1)
√
q.
Setting c2 = (
n−m
m
)(2gE + 1), then we get the result.
We now return to the proof of Theorem 4.1.1.
Proof. From Theorem 4.4.3, and Theorem 4.2.7, there exists c = max(2gK +
1, c2) > 0, such that for any r ∈ N− {0},
|Nr − (qr + 1)| ≤ c
√
qr.
Therefore, from Lemma 4.2.4, any reciprocal root α of LK satisﬁes |α| = √q.
It follows that any non-trivial root of ζA has real part equal to
1
2
.
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