Exact and efficient simulation of concordant computation by Cable, Hugo & Browne, Daniel E.
                          Cable, H., & Browne, D. E. (2015). Exact and efficient simulation of
concordant computation. New Journal of Physics, 17(11), [113049].
doi:10.1088/1367-2630/17/11/113049
Publisher's PDF, also known as Final Published Version
Link to published version (if available):
doi:10.1088/1367-2630/17/11/113049
Link to publication record in Explore Bristol Research
PDF-document
University of Bristol - Explore Bristol Research
General rights
This document is made available in accordance with publisher policies. Please cite only the published
version using the reference above. Full terms of use are available:
http://www.bristol.ac.uk/pure/about/ebr-terms.html
Take down policy
Explore Bristol Research is a digital archive and the intention is that deposited content should not be
removed. However, if you believe that this version of the work breaches copyright law please contact
open-access@bristol.ac.uk and include the following information in your message:
• Your contact details
• Bibliographic details for the item, including a URL
• An outline of the nature of the complaint
On receipt of your message the Open Access Team will immediately investigate your claim, make an
initial judgement of the validity of the claim and, where appropriate, withdraw the item in question
from public view.
This content has been downloaded from IOPscience. Please scroll down to see the full text.
Download details:
IP Address: 137.222.10.113
This content was downloaded on 22/11/2015 at 21:33
Please note that terms and conditions apply.
Exact and efficient simulation of concordant computation
View the table of contents for this issue, or go to the journal homepage for more
2015 New J. Phys. 17 113049
(http://iopscience.iop.org/1367-2630/17/11/113049)
Home Search Collections Journals About Contact us My IOPscience
New J. Phys. 17 (2015) 113049 doi:10.1088/1367-2630/17/11/113049
PAPER
Exact and efﬁcient simulation of concordant computation
HugoCable1,3 andDaniel E Browne2
1 Centre forQuantumPhotonics,H.H.Wills Physics Laboratory andDepartment of Electrical andElectronic Engineering, University of
Bristol,Merchant Venturers Building,WoodlandRoad, Bristol BS8 1UB,UK
2 Department of Physics andAstronomy,University College London,Gower Street, LondonWC1E6BT,UK
3 Author towhomany correspondence should be addressed.
E-mail: Hugo.Cable@bristol.ac.uk and d.browne@ucl.ac.uk
Keywords: quantum computing, quantum algorithms, quantumdiscord
Abstract
Concordant computation is a circuit-basedmodel of quantum computation formixed states, that
assumes that all correlations within the register are discord-free (i.e. the correlations are essentially
classical) at every step of the computation. The question of whether concordant computation always
admits efﬁcient simulation by a classical computer wasﬁrst considered by Eastin in arXiv:quant-ph/
1006.4402v1, where an answer in the afﬁrmative was given for circuits consisting only of one- and
two-qubit gates. Building on this work, we develop the theory of classical simulation of concordant
computation.Wepresent a new framework for understanding such computations, argue that a larger
class of concordant computations admit efﬁcient simulation, and provide alternative proofs for the
main results of arXiv:quant-ph/1006.4402v1with an emphasis on the exactness of simulationwhich
is crucial for thismodel.We include detailed analysis of the arithmetic complexity for solving
equations in the simulation, as well as extensions to larger gates and qudits.We explore the limitations
of our approach, and discuss the challenges faced in developing efﬁcient classical simulation
algorithms for all concordant computations.
1. Introduction
Understanding the hardness of simulating quantum computation on a classical computer is a central question in
quantum-computing theory. Efforts to address this question are important to help identify candidates for
quantumalgorithmswhich outperform their classical counterparts. An essential aspect is to identify classes of
quantumalgorithmswhich fail to admit any speed-up compared to their classical counterparts, since this can
give us insights into the aspects of quantummechanics thatmight be responsible for any quantum
computational speedup.However, there are still relatively few general results in this area. Often insight can be
gained by the development of efﬁcient simulationmethods for certain families of quantumphysical processes
and quantum circuits.
A prominent example is the role of entanglement in unitary circuit-based quantum computation over pure
states [1, 2]. For thismodel, exponential speedupwith respect to classical computation requires that certain
measures of entanglement scale with problem size. This indicates that entanglement plays an important role in
pure-state circuit quantum computation.However, entanglement-scaling on its own does not provide a
sufﬁcient condition for a computational speedup. For example, highly entangling circuits using only gates from
theClifford group can be efﬁciently simulated via theGottesman–Knill theorem [3]. To add further nuance,
there existmodels of universal quantum computationwhere certain entanglementmeasuresmay remain small
and even tend to zerowith growing computational size [4]. These results demonstrate that the role played by
entanglement in pure-state computations is a subtle one.
Much less is known, on the other hand, about quantum computation overmixed states. For pure states,
absence of entanglement (separability) implies a tensor-product state, and coincides with the absence of any
correlation.However, formixed states separability is amuchweaker constraint than being uncorrelated, and the
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correlations in such states can exhibit both classical and non-classical correlations. A long-standing question is
whether general unitary circuits acting on separable states can be efﬁciently simulated classically [1] (i.e.
assuming that the register remains separable at every stage of the computation). Since classically hard probability
distributions can be sampled from simple quantum circuits [5] and linear optical networks [6], quantum-
generated statesmay be hard to classically simulate even in the absence of entanglement. Indeed, classicalN-bit
probability distributions require exponentiallymany parameters for their descriptions, just like entangled pure
states.
Awell-studiedmodel ofmixed-state computation is theDQC1 or ‘one-clean-qubit’model, which uses a
(partially)-pure control qubit and a register of qubits prepared in themaximallymixed state [7]. In thismodel,
the normalized trace of a unitary circuitmay bewell approximated by the average ofmeasurements on the
control at the output. The role of entanglement inDQC1was studied in [8]. It was found that entanglement in
the output state, quantiﬁed usingmultiplicative negativity across bipartite cuts, becomes a vanishingly small
fraction of themaximumpossible as the size of the register increases [8].
Later studies looked at the generation of discord in the output state ofDQC1 [9, 10], looking speciﬁcally at
the correlations between the control qubit and the entire register. For ‘typical’unitaries, deﬁned as unitaries
sampled using theHaarmeasure, it was found that discord remains aﬁxed fraction of themaximumas the
number of register qubits increases [9].We remark, however, that the normalized trace ofHaar-random
unitaries converges to zero as the size of thematrix gets large, since the corresponding eigenvalues are uniformly
distributed phases between 0 and 2 .p Hence the output of suchDQC1 computations is known in this limit, and
nothing can be concluded about algorithmic speedup. Reference [10] also provided a condition for the
generation of no discord at the output of DQC1.Nonetheless, the relationship between entanglement and
discord in cases of theDQC1model with apparent algorithmic speedup remains little understood.
Important progress in the study of the role of correlations inmixed-state computationwasmade by Eastin in
[11], where concordant computationwas deﬁned andﬁrst analysed. A concordant state, sometimes called a ‘fully
classical’ state, is deﬁned as a state which is diagonal in the computational basis up to local-unitary
transformation. A concordant computation is onewhich satisﬁes the promise that the state of the system
remains concordant after each unitary gate in the computation. Concordant states are closely related to classical
probability distributions, their only non-classical attribute being the local-unitary freedomof their density-
matrix eigenbasis. Thus they can be characterized via a probability distribution and local unitaries.
Monte-Carlo simulation has been the basis for a number ofmethods for efﬁciently simulating physical
processes and quantum circuits [12–15]. Using aMonte-Carlomethod, Eastin presents a general procedure [11]
for simulating concordant computationswhich samples the output statistics. He argues that it is an efﬁcient
algorithmon a classical computer when circuits are restricted to one- and two-qubit gates. However, there are
examples of concordant computation that admit efﬁcient simulation but which do not fall within Eastins’
results.
Consider the following example of a concordant circuit for DQC1using gates of unrestricted size: the initial
state, comprising a pure control qubit andN fullymixed register qubits, is 1 2N N1 2 1∣ ( )+ á+ Ä + (where
0 1 2∣ (∣ ∣ )ñ = ñ  ñ ) and the circuit consists of a series of controlled-gatesG Gt1 which areHermitian and
diagonal in the computational basis, for whichG x x: 0 0k N N1 2 1 1 2 1∣ ∣ ∣ ∣+ +  and
G x x: 1 1 1k N f Nx1 2 1 1 2 1k∣ ∣ ( ) ∣ ∣( )-+ +  (where f xk ( ) takes values 0 or 1). The output state is then
x x x x1 2 1 2N
f N
N
f Nx x x x0 1 2 1 1 1 2 1
( ) ∣ ∣ ( ) ∣ ∣( ) ( )å å+ á+ Ä á + - á- Ä á= + = +  where
f fx x
k
t
k1
( ) ( )å= = (mod 2), and the expectation value formeasurements on qubit 1 in the ∣  ñbasis is the
average value for 1 f x( ) ( )- over all bit strings x.This computation admits a straightforwardMonte-Carlo
simulation by samplingmeasurement outcomes for pure-state trajectories given input states x N1 2 1∣ ∣+ +
(where x is a bitstring chosen uniformly at random).
In this paper, we develop new technical tools to understand concordant computation, and use these to
extend and reﬁne Eastin’s results. In particular, we prove explicitly that our simulation is exact, an essential
aspect of thismodel, since the concordance of a state is not preserved under arbitrarily small perturbations [16].
We proceed as follows: section 2 provides an informal introduction to concordant computation and some
key ideas for simulating it. This includes general features of the states involved and speciﬁc requirements for
simulating computations. Section 3 revisits the central results of [11]using a new formalism. It provides self-
contained proofs within our revised framework. Section 4 presents a new simulation procedure that bypasses a
bottleneckwhen identifying symmetries of the system state, which is a critical part of the procedure of [11]. In
section 5we explain the limitations of our simulation procedure, before concluding in section 6with some
discussion of the prospects of efﬁcient simulations for all concordant computation.
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2.Overview
In this section, we provide an overview of the techniques that are developed in the rest of this paper.We start
with the following formal deﬁnition for a state to be concordant:
Deﬁnition.A state ρ, withN qudit subsystems labeled by j, of arbitrary dimension dj, is called concordant if every
qudit possesses a complete set of orthogonal rank-1 projectors k
j
j
( )p such that
p k k k, , , , 1
k k k
N k k k
N
, , ,
1 2
1 2
N
N
1 2
1 2( ) ( )( ) ( ) ( )år p p p= ¼ Ä Ä¼ 
where p k k k, , , N1 2( )¼ is a probability distribution.
Concordant states have the interpretation of being the only quantum states having zero non-classical
correlationwith respect to any bipartition of the subsystems (see for example [17]). (Non-classical correlations
can be quantiﬁed using quantumdiscord [18] or a variety of relatedmeasures [19].)The basic premise of the
model called concordant computation is that an algorithm is supplied, consisting of a choice of a concordant
initial state, unitary circuit, andmeasurements, such that the quantum state remains concordant after each gate
acts. The generation (or ‘encoding’) of algorithms is not of concern here—only the simulation (‘decoding’) of
algorithmswhich satisfy the promise of concordant states between gates.
Themost basic example of concordant computation is given by probabilistic classical computation using
reversible gates—which amounts to concordant computation in the computational basis. The expectation
values for observables at the output can be evaluated efﬁciently by aMonte-Carlomethod, which uses
simulation trajectories on bit (dit) stringswhich are computed directly from the circuit given for the
computation.More generally, concordant computations can involve entangling gates and changes to the local
basis as the computation proceeds. To illustrate, if a CNOTgate acts on a concordant state ρ, for which both
qubits on the support of the gate are in the ∣  ñbasis, then these basis elements are permuted and ρ remains
concordant. However, if the control qubit is in the ∣  ñbasis and the target qubit is in the computational basis,
then the gatemaps basis elements to Bell states, and ρmay ormay not remain concordant depending on its
symmetries: only if ρ is invariant under 0 0∣ ∣+ ñ « - ñand 1 1∣ ∣+ ñ « - ñ is concordance preserved.
More generally, the symmetries of the quantum state play a central role in concordant computation.We say
that a unitary Swith support on qudits b is a symmetry of state ρ if S S .†r r= The collection of all such unitaries
(on b) deﬁnes a symmetry (sub)group. For example, when ρ has fully non-degenerate eigenvalues, and is
diagonal in the computational basis, the symmetries include the identity operators and any phase gate. Tomake
the consequences of symmetrymanifest, let us write concordant states in equation (1) in a different form. This
form is related to the original deﬁnition of a concordant state as a state of zero discord—see section 3.1 formore
details. Given any concordant state ρ, and any partition of the qubits (or qudits) into subsets a and b, ρ can always
bewritten
, 2
k
k
a
k
b˜ ( )( ) ( )år r= Ä P
where k
b( )P is a set of orthogonal projectors which are related to the computational basis by local-unitary
operations, and the k
a˜ ( )r are (un-normalized)density operators. After collecting terms in the sum forwhich
,k
a
k
a˜ ˜( ) ( )r r= ¢ this decomposition of ρ becomes unique (as proved in section 3.1) andwe call the kb( )P in this case
full-rank subsystem eigenprojectors (FRASEs). Any symmetry S of ρwith support on b then satisﬁes
S Sk
b
k
b( ) † ( )P = P for the corresponding FRASEs.
When the spectrumof ρ is fully non-degenerate, any set of gates which implements a concordant
computationmustmap product states to product states at every step, and efﬁcientMonte-Carlo trajectory
simulation is (trivially)possible. However, when concordant states have degenerate eigenvalues, the problemof
classically simulating concordant computation becomes non-trivial andmore interesting. The degeneracy
allows the gates speciﬁed in the problem to generate trajectories which create entanglement but leave the state
concordant. A computational basis representation of such a trajectory will require exponentially growing
resources.
The degeneracy in the quantum state, and the symmetries which follow from it, therefore disrupt naïve
trajectory simulation. Fortunately, the degeneracy itself gives rise to a newway to construct trajectories by
providing for families of equivalent unitary gates that lead to the same output state.Wewill say that gatesG and
G,˜ with support on qudits b, are equivalent with respect to concordant state ρ, ifG G G G .˜ ˜† †r r= It is easily
veriﬁed that this last equation is also equivalent to the existence of a symmetry S of ρ on b satisfyingG GS.˜ =
3
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Hence, the challenge for efﬁcient classical simulation of a concordant computation is toﬁnd circuits of
equivalent gates which deﬁne trajectories with an efﬁcient simulation (where the computational requirements of
all steps in the procedure are accounted for).
A key insight of Eastin in [11] is that if a gateG acting on subset of qudits bmaps a concordant state to a
concordant state, then it is equivalent to the following sequence of gate operationswhich also act only on b: a
local unitary, a classical reversible gate, and a second local unitary. (By classical-reversible gate wemean a gate
which permutes logical basis states, e.g. a CNOT,NOTor TOFFOLI gate.)The action of the two local unitaries is
toﬁrst rotate the local basis of the state into the computational basis, and then rotate it to the new local basis for
the state. If this set of alternative gates is known then aMonte-Carlo simulationwill proceed via product states,
and the classical simulationwill be efﬁcient. For any concordant computation this set of gates always exists, and
the challenge is to efﬁciently compute it.
One approach toﬁnding this equivalent gate set would be to identify all symmetries of the state (on b) and
then search over gates to identify thosewith the needed properties. However, the symmetry identiﬁcation can
involve exponentially bigmatrices, since it involves an exhaustive search over the full state ρ, leading again to
inefﬁcient simulation. Furthermore, any attempt toﬁnd trajectories that relies on testing on thewhole quantum
state (e.g. direct application of the criteria for classicality given in [20])will typically suffer from exponentially
scaling overheads. As noted by Eastin, one can show that the identiﬁcation of symmetries of an initially
uncorrelated state after a circuit of unitary gates (even a set of classical reversible gates) is NPhard in general.
Furthermore it is widely believed that not even universal quantum computers can solveNP-complete problems
in polynomial time.
Nonetheless, Eastin argued that all necessary symmetry identiﬁcation can be performed efﬁciently for
concordant computations comprising circuits of one and two-qubit gates, together with some restriction on the
formof the initial state (see section 3.2 for an alternative proof of this). Note that, although a universal gate set
can be obtained using only one-qubit and two-qubit gates [21], it does not follow that concordant computations
comprising three-and-higher qubit gates always (efﬁciently) decompose into concordant computations with
one-qubit and two-qubit gates. Furthermore, the question of when qudit-based concordant computation for
d 2> (qudits) admits efﬁcient classical simulation has remained entirely open so far.
In this paper, we develop a new approach to simulating concordant computationwhich allows us, inmany
cases, to go beyond the limitations discussed above. This will be described in detail in sections 4 and 5. The key
new idea is that it is often not necessary to acquire full knowledge of the symmetries of the quantum state in
order to identify classically efﬁciently simulable trajectories. In practice, the strict requirements upon the gate to
leave the state concordant will often allow suitable trajectories to be extracted from individual quantum gates
alone, side-stepping theNP-hard bottleneck in Eastin’s algorithmwith a tractable analysis on individual unitary
gates.
The heart of our algorithm is a sub-routine that we call the local-basis ﬁnder (LBF). In section 4.1we provide a
detailed analysis of the LBF, which aims to identify the local basis rotationwhich forms the ﬁrst of the three
unitary gates (local rotation, classical reversible gate, local rotation)which act equivalently to the unitary gate
applied in the circuit. Knowing this local rotation, the other two gates needed for the efﬁcient trajectory
simulation can be efﬁciently derived.
We emphasize that a critical issue for the simulation of concordant computation is the effect of numerical
errors, such as rounding errors. The set of concordant states has zero volume relative to theHilbert space of all
quantum states. Small perturbations on concordant states will generate non-classical correlations (discord) [16],
and necessarily disrupt the state symmetries which Eastin’s algorithm computes at every step. Thus simulation
algorithms of this type have no tolerance to such errors, and theymust therefore proceed via exact numerical
calculation.We remark that even the new algorithms introduced in this paper, where computing state
symmetries is not always necessarily, require an exact representation of the local basis of the state for their
successful implementation.
While Eastin did not consider this issue in [11], we show that his approach can be adapted to exact arithmetic
while remaining efﬁcient. The adoption of exact arithmetic is a non-trivial and a key technical contribution of
ourwork. Exact simulationmeans that one cannot use the approximate ﬂoating-point arithmetic typically used
to approximate real or complex numbers in physics simulations.We achieve this by adopting a combination of
exact integer arithmetic and exact arithmetic on algebraic numbers.While the latter is not typically efﬁcient
[22, 23], we show in section 4.2 that this computational cost is a ﬁxed overhead and does not affect the scaling of
our algorithm (and our exact version of Eastin’s algorithm).
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3. Structure of concordant states and equivalent circuits for simulating concordant
computation
In this section, we revisit the key results of [11], using an alternative argumentwith some new techniques that
clarify how the approachworks. In section 3.1we introduce new tools for understanding a notion of degeneracy
which plays a central role in [11] and in the current work. Then, in section 3.2, we formally derive the general
method for trajectory-based simulation of concordant computation using these tools.We also review the
difﬁculties encountered in [11]which centre around a step in the simulation algorithm—termed ‘diagnosing the
degeneracy’—which attempts to identity symmetries of the system state.
3.1. Subsystem-eigenprojector (SE)decomposition for quantum-classical and concordant states
Webegin by introducing a key notion of classicality relevant for concordant computation. A state ρ, with
subsystems labeled a and b, is said to be classical with respect to b if there exists a complete set of rank-one
projectors k
b{ }( )p on b such that ,
k k
b
k
b( ) ( )år p rp= or equivalently pk k ka kb( ) ( )år r p= Ä where pk{ } is a
probability distribution. A state of this form is sometimes referred to as a quantum-classical state, and the k
a( )r are
sometimes denoted conditional densitymatrices [19].
Consider the un-normalized conditional densitymatrix
p . 3k
a
k k
a˜ ( )( ) ∣( )r r=
This operator satisﬁes an equation reminiscent of an eigenvalue equation
, 4k
b
k
a
k
b˜ ( )( ) ( ) ( )rp r p= Ä
with k
a˜ ( )r playing the role of the eigenvalue and kb( )p the role of the eigenprojector.We shall see that in fact these
operators do satisfymany of the properties of eigenvalues and eigenvectors respectively, and thereby provide a
generalization of them.
Deﬁnition.A subsystem operator-valued eigenvalue (SOVE) a˜ ( )r and corresponding SE b( )p is any pair of such
operators that satisfy
, 5a k
b a
k
b
k
a
k
b( ) ( ) ˜ ( )( ) ( ) ( ) ( ) ( ) ( ) r p p r r pÄ = Ä = Ä
where b( )p is assumed have rank one, a˜ ( )r has support solely on a and b( )p has support solely on b.
For a state ρwhich is classical with respect to sub-system b, a SOVE can be computed from any
corresponding SE via the equation Tr .k
a
b k
b˜ ( )( ) ( )⎡⎣ ⎤⎦r p r= Ä
Lemma3.1. Suppose that a1˜ ( )r and a2˜ ( )r are SOVEswith corresponding SEs b1( )p and .b2( )p If the SOVEs are distinct
then the SEsmust be orthogonal.
Proof.The proof is identical to awell-known proof of the orthogonality of eigenprojectors with distinct
eigenvalues, andwe include it for completeness:We have a b a b1 1 1( ) ˜( ) ( ) ( ) ( )r p r pÄ = Ä and
.a b a b2 2 2( ) ˜( ) ( ) ( ) ( ) p r r pÄ = Ä Hence, Tr Tra b b a b b1 2 1 2 2 1˜ ( ) ˜ ( )( ) ( ) ( ) ( ) ( ) ( )r p p r p pÄ = Ä but if ,a1 2˜ ˜( )r r¹ then the only
solution to this equation is Tr 0.b b2 1( )( ) ( )p p =
For any given quantum-classical state ,
k k
b
k
b( ) ( )år p rp= the SOVEs can be degenerate, i.e. there can be two
(ormore) rank-one projectors k
b( )p and
k
b( )p ¢ such that p p .k ka k ka( ) ( )r r= ¢ ¢ Note however that the decomposition of
ρ here has a form reminiscent of a spectral decomposition of aHermitian operator into eigenvalues and
eigenprojectors. An elementary result is that sets of orthogonal rank-one eigenprojectors ofHermitian operators
are not uniquewhen the spectrum includes degenerate eigenvalues, and that uniqueness is recoveredwhen
rank-one eigenprojectors are combined into full-rank eigenprojectors, corresponding tomaximal subsets of
rank-one eigenprojectors for distinct eigenvalues.
Remark. For anyﬁnite-dimensional Hermitian operator ρ, there is a unique set of full-rank projectors kP such
that, Tr ,
k k k( )år r= P P which also satisfy k k å P = and Tr .k k k k( )r r rP = P = P P
Here the uniqueness follows from the full-rank property, and the orthogonality of the eigenprojectors
associatedwith different eigenvalues. Alternatively, it follows directly as a corollory of lemma 3.2 below.
Proceeding nowby analogy, wemake the following deﬁnitions:
5
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Deﬁnition. Let ρ be quantum-classical statewith respect to a bipartition into subsystems a and b.We deﬁne a
FRASE for ρ to be any SE ,k
b( )P with rank 1, for which there does not exist any b( )p on b such that
,k
b b
k
a
k
b b( ) ( )˜( ) ( ) ( ) ( ) ( )⎡⎣ ⎤⎦r p r pÄ P + = Ä P + where Tr Tr .ka b kb b kb( ) ( )˜ ( ) ( ) ( )⎡⎣ ⎤⎦r r= Ä P P Thenwe call a
decomposition of the form
6
k
k
a
k
b˜ ( )( ) ( )år r= Ä P
a FRASE decomposition, where k
b( )P are orthogonal FRASEs satisfying ,
k k
b( ) å P = and every ka˜ ( )r is a distinct
Hermitian operator on a.
It is now straightforward to prove that FRASE decompositions can bemade along similar lines to expansions
ofHermitian operators in their eigenvalues and full-rank eigenprojectors:
Lemma3.2.Every ρwhich is quantum-classical with respect to a bipartition into subsystems a and b, possesses a
unique FRASE decomposition as given by equation (6).
Proof.The existence of a FRASE decomposition for any quantum-classical state follows directly from the
deﬁnition for these states given above (by combining SEs for degenereate SOVEs). The uniqueness follows
immediately from the fact that each FRASE is a full-rank projector onto a subspace, and a full-rank projector
onto a sub-space is unique.
FRASEs satisfymany similar properties to full-rank eigenprojectors, and the standard deﬁnition of
eigenprojectors is recovered as b is extended to thewhole system. The uniqueness of FRASE decomposition
underpins the simulationmethods in this paper.
Now lemma 3.2 above gives rise to the following corollary for concordant states, which provides a useful
uniqueness argument whichwill be needed later on:
Corollary 3.3.Any subset b of qudits in a concordant state L p Lx x x ,
x
( )∣ ∣ †år = ñá where x xx , ,1 2{ }( ) ( )= 
labels the computational basis and L L L1 2( ) ( )= Ä denotes local-unitary rotations for every qudit, has a unique set
of FRASEs k
b{ }( )P which possess a product basis (that is to say the FRASEs are a sum of orthogonal product states).
Proof.The restrictions of the components of ρ to the subset of qudits in b, L Lx x ,b b b b( ) ( ) ( ) ( ) † provide an
orthogonal set of SEs fromwhich a unique set of FRASEs can be constructed following lemma 3.2.
It is important to note that the local basis for b itselfmay not be unique, as is the case for examplewhen the SE
decomposition yields one FRASEwhich is themaximallymixed state.
3.2.Monte-Carlo simulation of concordant computation
Nowwe formalize the central challenge tackled in this paper and [11]. Our notation is as follows: we are given
unitary circuitC, consisting of unitary gatesGt for the tth time step, on a systemofN qudits (with arbitrary
dimensions). The partially completed unitary after the t th step isU Gt k
t
k1= P = (where  denotes that the
product respects the temporal ordering of the unitaries).We are also given 0r whichmust admit a polynomially
sized description, and the promise that the state of the system at every step, U Ut t t0
†r r= (where 0r is of the
form p L Lx x xt t t tx ( ) ∣ ∣
†år = ñá andwhere L0 and p0 only are given as part of the speciﬁcation of the problem).
Then the overarching goal can be stated as: ﬁnd an equivalent circuit C ,¢ consisting of unitary gatesGt¢with
partial completion of the circuitU G ,t k
t
k1¢ = P ¢= such thatU U U U ,t t t t0 0† †r r= ¢ ¢ but forwhich there are
corresponding pure-state trajectories which are known to be efﬁciently simulable.
Using the results of section 3.1, we can nowproceed to derive the general formof a circuit suitable for
simulatingC. At time step t,Gt deﬁnes a bipartition of the systemqudits into its support b and the rest a. The
system state after t 1- has form
, 7t
k
k
a
k
b
1 ˜ ( )( ) ( )år r= Ä P-
where Tr Trk
a
b
a
k
b
t b k
b
1( ) ( )˜ ( ) ( ) ( ) ( )⎡⎣ ⎤⎦r r= Ä P P- and kb{ }( )P is the unique set of FRASEs following corollary
3.3, which are sums of orthogonal product states L Lx x .t
b b b
t
b
1 1
( ) ( ) ( ) ( ) †- - Then, at the end of time step t
6
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G G
G G . 8
t t t t
k
k
a
t k
b
t
1
˜ ( )
†
( ) ( ) †å
r r
r
=
= Ä P
-
By inspection, the operatorsG Gt k
b
t
( ) †P are SEs of tr for the same bipartition. Since the kb( )P are FRASEs for ,t 1r -
andGt is unitary, it follows that theG Gt k
b t( ) †P are FRASEs for .tr Furthermore since tr is concordant, the
operatorsG Gt k
b t( ) †P must be a sumof orthogonal product states L Lx xt b b b t b( ) ( ) ( ) ( ) † by corollary 3.3. The
uniqueness property of FRASEs now gives us the following key equation:
G G L D L L D L k, 9t k
b
t t
b
t t
b
k
b
t
b
t t
b
1 1 ( )( ) † ( ) ( ) † ( ) ( ) † ( )†P = P "- -
whereDt accounts for the possibility of a permutation of the computational-basis states on b. (Note that there is
typically freedom in choices forDt.)
For the system state we have the equivalence
G G L D L L D L . 10t t t t t
b
t t
b
t t
b
t t
b
1 1 1 1 ( )† ( ) ( ) † ( ) † ( )†r r r= =- - - -
From this equation it should be noted that Lt agrees with Lt 1- other than (possibly) on the b, and that
p p Dx y z,t t t1
1( ) ({ ( )})= - - (where z is the part of x in b, y is the part of x not in b andwewrite
D Dz zt t∣ ∣ ( )ñ = ñ). ForC as awholewe have
U U L D L L D L
L D L L D L . 11
t t t k
t
k k k k
t
k k k
t k
t
k k
t
k t
0 1 1 0 1 1
1 0 0 0 1
{ } { }( ) ( )
{ } { } ( )
† † † †
† † †
 
 
r r r
r
= = P P
= P P
= - = -
= =
Toﬁnd a complete simulation algorithm for concordant computation, the challenge now is toﬁnd the gates
Lk andDk (for all time steps)whichmake up C ,¢ given the initial state andC.Wewill return to this challenge
shortly however, and consider how the output statistics would be simulated supposing, for argument’s sake, that
C¢ has already been found. First, we observe that a simulation algorithmdoes not need to compute an explicit
description of the full state at every time step, but can instead just record changes to the system state using an
update rule in keepingwith equation (10). A suitable update rule is: (i) record a new local basis, for every qudit in
the support of the gate which acts, speciﬁed by a complete set of rank-1 projectors (which need not be unique);
(ii) record a suitable permutation operator which acts on the support of the gate. Given such an update a rule, the
output statistics of C¢would be sampled as follows:
Remark.Monte-Carlo simulation, using a pre-calculated update rule, of the output statistics for a given
concordant computationwith initial state L p p L0 0 0 1 1 1 :j
N j j j j
0 1 0 0 0 0( )( )∣ ∣ ( )∣ ∣( ) ( ) ( ) ( ) †r = Ä ñá + ñá += 
• Deﬁne start of a stochastic trajectory, (in the computational basis), by randomly picking aN-digit qudit string
sin according to probability distributions p p, , .
N
0
1
0( · ) ( · )
( ) ( )¼
• Permute s sin out using Dkt k1f P = given by the update rule.
• Sample probabilities b b L s s LTr m m t
m m m m
out out
j j j j j j( )∣ ∣ ∣ ∣( ) ( ) ( ) ( ) ( ) ( ) †ñá ñá on speciﬁed quditsmjwithmeasurement bases
b .mj{∣ }( )ñ This is equivalent to stochasticallyﬂipping some of the bits of sout with probabilities deﬁned by the
measurement basis.
• Repeat, and gather statistics.
Note that the local-basis changes at intermediate steps are not required to deﬁne the trajectories—only the
basis of theﬁnalmeasurements. However, the intermediate local-basis projectors do play an essential role
elsewhere for deriving the update rule from the initial speciﬁcation of the concordant computation (as tackled in
section 4).
The simulation algorithmdescribed in [11] outlines a procedure forﬁnding C¢ from the speciﬁcation of a
concordant computation. For each time step t, the simulation algorithmworks in three stages: Theﬁrst stage is
equivalent toﬁnding the decomposition for t 1r - in equation (7) (termed ‘diagnosing the degeneracy’ in the
reference), and is done by testing for the (permutation) symmetries of L L0 0 0
†r on the support of the partially
completed circuitUt. The second and third stages were not described in detail in the reference, but are loosely
equivalent to solving our equation (9) for Lt
b( ) and thenDt. Theﬁrst stage however constitutes anNP-hard
problem in general (as explained in [11]), which undermines the success of the simulation algorithm.
Oneway around this is to place a restriction onC, so that 0r only needs to be tested for a limited group of
symmetries. Reference [11]made the stipulation that eachGk should have support on one or two qubits only, as
in this case the test can be limited to the set of classical-reversible gates which are linear [21, 26]. Reference [11]
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includes an efﬁcient symmetry test for this case. Eastin’s proof of efﬁciency is not written using standard
quantum information techniques. To aid the reader, therefore, we present an alternative formulation of this
result here.We present a theorem and corollary, of which the latter is equivalent to lemma 4 in [11].
Aswe showbelow, the efﬁciency of Eastin’s test can be attributed to the fact that one- and two-qubit
reversible classical gates (CNOTgates, NOT gates, and combinations) are in theClifford group. After stating the
more general theorem3.4we then derive corollary 3.5, equivalent to lemma 4 in [11].
Theorem3.4. Suppose that L L L Lj
N j j j
0 0 0 1 0 0 0( )† ( ) † ( ) ( )r r= Ä = as above, which is factorized and diagonal in the
computational basis, and that Sσ is Clifford unitary on theN qubits. Then: S L L S L L0 0 0 0 0 0
† † †r r=s s if and only if
S L L S L L Z jTr 0 .j j0 0 0 0 0 0( ) ( )† † † ( ) ⧹⎡⎣ ⎤⎦r r- Ä = "s s The expectation values S L L S ZTr j j0 0 0( ) ( )† † ( ) ⧹⎡⎣ ⎤⎦r Äs s
and L L ZTr j j0 0 0( ) ( )† ( ) ⧹⎡⎣ ⎤⎦r Ä can be computed efﬁciently, and the overall computational complexity for evaluating
all the required expectation values scales quadratically withN.
Proof. See appendix A.
Corollary 3.5. FRASES can be computed efﬁciently for every step in a concordant computation onN qubits, for which
the circuit C is composed entirely of one and two-qubit gates, and L L0 0 0
†r is factorized and diagonal in the
computational basis.
Proof.At time step t, it is necessary toﬁnd the FRASES for t 1r - on the support b ofGt, and is equivalent to
ﬁnding the full symmetry group of t 1r - on b. The promise of concordant computation implies that
t k
a
k
b
1 ˜ ( ) ( )r r= å Ä P- where the kb( )P are FRASEs, and it is required toﬁnd the projectors L Lt kb t1 1† ( )P- - in the
computational basis (Lt 1- is known from the previous time step). This can be done by ﬁnding all classical
reversible gatesP on b satisfying, D D P D D L L D D P D D L L .t t t t1 1 1 1 0 0 0 1 1 1 1 0 0 0( )( ) ( ) ( ) ( )† † † †r r=- - - -   
Under the restriction to one and two-qubit gates, all of the classical reversible gates D D, , t1 ¼ andP are Clifford
gates (since they can be generated using onlyNOT andCNOTgates). Theorem 3.4 can therefore be applied here,
and it guarantees that all necessary symmetry tests can be performed efﬁciently.
4.New simulation algorithm for concordant computationwith gates of arbitrary size
The aimof this section is to develop an algorithmwhich can be used to simulate concordant computations
which involve gates of arbitrary size.We continue using the notation introduced in section 3.2 for states, gates
and circuits. To recap from [11], the algorithm therein attempts to identity a FRASE decomposition at every time
step (for the initial state 0r ). As stated above, deriving the FRASE decomposition by considering thewhole
history of the computation and the symmetries of the input state isNP-hard, equivalent to testing satisﬁability
for an arbitrary Boolean function.
TheNP-hardness is avoided in [11] by restricting the simulation to concordant circuits composed of gates
with support on only one or two qubits. Reversible one- and two-qubit gates are all in theClifford group, and the
efﬁciency of this algorithm is stated as corollory 3.5.Herewe develop an alternative approach.
The requirement of concordance places strong conditions on every quantum gate. In particular, the FRASE
decomposition for the state after a gateG can often be derived from the properties ofG alone.Herewe develop
an algorithmwhich exploits this. The algorithmproduces output equivalent to the one in [11], namely a
sequence of permutation gatesDt and local-projector changes L L L Lx x x x ,t
b b b
t
b
t
b b b
t
b
1 1∣ ∣ ∣ ∣( ) ( ) ( ) ( ) † ( ) ( ) ( ) ( ) †ñá ñá- - 
which are used to constructMonte-Carlo trajectories as described in section 3.2.
In section 4.1, we ﬁrst derive the general structure of any gate which satisﬁes the promise of having
concordant states for the input and output, and thenwewill present a generalmethod for solving for its
projectors L Lx xt
b b b
t
b{ ∣ ∣ }( ) ( ) ( ) ( ) †ñá andDt from the given unitaryGt (and previously derived
L Lx xt b b t1 1{ ∣ ∣ }( ) ( ) †ñá- - ). In section 4.2, we explain how each of the steps in the LBF can be implemented using
exact arithmetic, and review the computational resources required.
4.1. Local-basis-update equations andmethod of solution
We start with a technical remark necessary to characterize all gates occurring in concordant computations:
Remark. Suppose that  is a partitioning of the labels of the computational-basis states for qudits in b. A unitary
B is block diagonal with respect to the partitioning  of the computational basis of b, which is to say that the
matrix representation is block-diagonal up to (identical) reordering of the rows and columns, if and only ifB
commutes with all projectors X x xj x j∣ ∣å= ñábÎ with .j b Î
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Proof.
B X
B
B
x x
x x
x x
x x x x
x x x x
,
0 if , ,
0 if , ,
if , ,
if , .
j
j
j
j j
j j
∣[ ]∣
∣ ∣
∣ ∣
⎧
⎨
⎪⎪
⎩
⎪⎪
b
b
b b
b b
á ¢ñ =
¢ Î
¢ Ï
á ¢ñ Ï ¢ Î
- á ¢ ñ Î ¢ Ï
Following the line of argument in section 3.2, every gate speciﬁed in a given concordant computation can be
decomposed as follows:
Lemma4.1.Each gate Gt speciﬁed for concordant circuit C at time step t can be decomposed as
G L D B L , 12t t
b
t t t
b
1 ( )( ) ( ) †= -
where Lt
b
1
( )- is the local unitary on the support b of Gt after all previous time steps, Dt is a classical-reversible gate, and
Bt is block diagonal, being a direct sum of components which act identically on the projectors X L L ,k t
b
k
b
t
b
1 1
( ) † ( ) ( )= P- -
where k
b{ }( )P is the set of FRASEs for .t 1r -
Proof.This follows immediately from equation (9)writing
D L G L L L L L D L G L kt t
b
t t
b
t
b
k
b
t
b
t
b
k
b
t
b
t t
b
t t
b
1 1 1 1 1 1( )( ) ( )( )† ( )† ( ) ( ) † ( ) ( ) ( ) † ( ) ( ) † ( )† ( )P = P "- - - - - -
using the remark above.
The LBF exploits the guarantee of a decomposition ofGt as by equation (12), to solve for
L Lx xt
b b b
t
b{ ∣ ∣ }( ) ( ) ( ) ( ) †ñá andDt. To do this, it runs over all possible computational-basis projectorsXk (of arbitrary
rank) on the support b ofGt, and attempts to recover rank-one (pure) local-basis projectors by solving the
following set of nonlinear equations (for each qudit j in b) toﬁnd unknown local basis projectors ,j( )r
G L X L G, 0 i
subject to,
Tr Tr Tr 1 ii . 13
b j j
t t
b
k t
b
t
j j j
1 1
2 3( ) ( ) ( )
( )
( ) ( )
( ) ( ) ( ) ( ) † †
( ) ( ) ( )
⎡⎣ ⎤⎦r
r r r
Ä =
= = =
- -
Solutions to these equationswill be sums of local basis projectors that aremapped to local projectors byG.
General solutions to (i), for each qudit, can be arbitrary linear combinations of the desired local projectors, and
the constraints (ii) are required to solve for solutions that correspond to pure basis states. Speciﬁcally,
constraints (ii) impose purity on generalHermitian operators. For qubits only the conditions on Tr j( )( )r and
Tr j 2( )( )r are required, whilst the additional condition on Tr j 3( )( )r is requiredwhen the dimension is greater
than two [27].
Ourmethod for solving equation (13) is as follows: ﬁrst Gaussian elimination is used toﬁnd a general
Hermitian solution j( )r for equation (13)(i). A random instance j˜ ( )r of j( )r typically has support on the same
local-basis projectors as .j( )r Hence to derive rank-one solutions of equation (13)(i) and (ii), a random choice is
made for ,j˜ ( )r the eigenvalues of j˜ ( )r are found from its characteristic polynomial, and the corresponding
eigenvector projectors are derived by back substitution into the eigenvector equation. (The process can be
repeated to address rare cases where a bad choice ismade for .j˜ ( )r ) For eachXk, there are three types of solution to
equation (13):
(1)A complete local basis cannot be found for every qudit of b (in which case L X Lt
b
k t
b
1 1
( ) ( ) †- - does not correspond
to a valid input FRASE).
(2)A complete local basis of unique rank-one projectors is found for each qudit of b.
(3)A complete local basis of rank-one projectors is found for each qudit of b, where at least some of the
projectors are not unique. (This occurs when local-basis projectors are combined inG L X L Gt t
b
k t
b
t1 1
( ) ( ) † †- - and
there is an inﬁnite family of solutions.)
Note that it is only the rank-one projectors, and not the local unitaries Lt, that are needed for the simulation
algorithm. In general the LBF ﬁnds a complete local basis only for a subset of theXk, andwe call this setχ. The
occurrence of non-unique local projectors could potentially cause difﬁculties when comparing results for
different choices ofXk. For example, when Xk = any complete local basis on b is a solution to equation (13). To
address this, we deﬁne theXk-unique local basis (for each qubit of b) as the unique combinations of rank-one
projectors ofminimal rankwhich are common to all possible local-basis solutions of equation (13). In other
9
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words, the projectors in aXk-unique local basis are the smallest local-basis projectors which are uniquely
determined by equation (13).We denote theXk-unique local basis projectors by ,b j u
j( ) ( ) rÄ and they are easily
found—for example by repeatedly solving for the local-basis.We denote by LBk the full set ofXk-unique local-
basis projectors whenever it is deﬁned.
To implement aMonte-Carlo simulation of the concordant computation, as described in section 3.2, there
must be an unambiguous update rule for every time step. An unambiguous update rule can be obtained for time
step t, only if the LBF is able to identify a unique set of local-basis projectors compatible with all LBk for X .k cÎ
For this to be possible, it is necessary that the elements of each LBk are commonprojector solutions for all
Xk cÎ¢ —that is to say that G L X L G LB X, 0 ,b j uj t t b k t b t b j uj k k1 1( ) ( ) ( ) ( ) † † ( ) ( ) ⎡⎣ ⎤⎦r r cÄ = " Ä Î Î- ¢ - ¢ —and the
LBFmust test all these conditions.When these conditions aremetwe term the LBk compatible, and the following
lemma can be applied:
Lemma4.2.When the LBk are compatible X ,k c" Î a complete set of rank-one local-basis projectors solutions can
be constructed, L Lx x ,t b b t{ ∣ ∣ ∣}( ) ( ) †ñá for which L L G L X L G Xx x x, 0 , .t b b t t t b k t b t b k1 1[ ∣ ∣ ]( ) ( ) † ( ) ( ) † † ( ) cñá = " Î- -
Proof.The set LB LB jnon zero projectors , .t
b j
u
j
u
j
u
j b j
u
j
k
k1 2{ }( )∣( ) ( ) ( ) ( ) ( ) ( ) r r r r¢ = - Ä " Ä Î "c LBt¢ is a
complete local-basis projector set, and represents aﬁne-graining of all the LB ,k and
G L X L G, 0b j u
j
t t
b
k t
b
t1 1
( ) ( ) ( ) ( ) † †⎡⎣ ⎤⎦rÄ =- ¢ - LB ,b j uj t( ) ( ) r" Ä Î ¢ X .k cÎ¢ Toﬁnd a complete set of rank-one local-
basis projectors solutions, the projectors u
j( )r where LBb j uj t( ) ( ) rÄ Î can be decomposed into rank-one
projectors. The vectors that correspond to these rank-one projectors can be obtained by orthogonalizing the set
of column-vector entries of u
j( )r using aGram–Schmidt process;ﬁnally the projectors can be renormalized to
have trace 1.
A summary of the key steps of our LBF routine in pseudo code is given inﬁgure 1. The possibility and
implications of gates havingmultiple inconsistent local-basis solutions is taken up in section 5.
4.2. Implementing the LBFusing exact arithmetic
Errors in the local projectors from time step t 1- in our simulation algorithm, L Lx x ,t b b b t b1 1∣ ∣( ) ( ) ( ) ( ) †ñá- - can cause a
failure toﬁnd a complete local basis forG L X L Gt t
b
k t
b
t1 1
( ) ( ) † †- - for time step t, even though onemust exist for the
error-free case by the promise of concordant computation. The simulation algorithmproposed in section 4.1
has noway of detecting and correcting errors, and theymust be prevented fromoccurring. To address this issue,
we look in detail at implementation of our simulation algorithmusing integer arithmetic. Important goals here
are to avoid unreasonable restrictions on the formof the concordant computations which can be simulated
using our algorithm, and to ensure that the LBF does not incur excessive demands on computational resources,
which should scale polynomially with the number of time stepswith reasonable constraints on number size and
memory.We permit irrational numbers in our simulation algorithmwhen they can be handled using (integer-
based) exact arithmetic, andwe have found it necessary to involve computations on (irrational) algebraic
numbers for some intermediate steps.
First wemodify the deﬁnitions of concordant states and concordant computation used thus far.We call a
gate or projector rational if it itsmatrix representation in the computational basis has only rational entries.
Augmenting the deﬁnition of a concordant state given in section 3.1, we deﬁne a concordant state ρ to be
rationally concordant if every subsystempossesses a complete set of rational orthogonal rank-1 projectors k
j
j
( )p
such that p k k, , ,
k k k k, , 1 2
1 2
1 2 1 2
( ) ( ) ( )år p p= ¼ Ä ¼¼ and p k k, ,1 2( )¼ is a rational probability distribution. Thenwe
can deﬁne a rationally concordant computation as a concordant computation forwhich the system states are also
rationally concordant at every time step, and in addition the projectors and probability distributions deﬁning the
initial state are rational, as are the gatesGt for all time steps. As an aside, we point out that our choice to use
projectors to represent local bases in our simulation algorithm, (rather than thematrices Lt
j( ) themselves),
preventsmany standard gates and states frombeing excluded by the deﬁnition of rationally concordant
computation here. Our aim is to involve local rotationswhich are proportional to (complex)-integermatrices
but (generically) have irrational (surd)normalization factors, such as theHadamard gate. For projectors deﬁned
using (complex) integer or rational entries, normalization proceeds by dividing out the trace, and surds are
avoided.However a gate such as the 8p gate, which is
I
1 0
0 1 2
,( )
⎛
⎝⎜
⎞
⎠⎟+ must be excludedwhenever it would
generate surd factors between entries of a local projector occurring in the simulation.
Lemma4.3.An implementation of the LBF described in section 4.1 using exact arithmetic ﬁnds a complete set of
rational rank-one projectors for L Lx x ,t
b b b
t
b{ }( ) ( ) ( ) ( ) † given rational Gt and rational rank-1 local basis projectors
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L Lx x ,t
b b b
t
b
1 1{ }( ) ( ) ( ) ( ) †- - provided all possible local basis solutions for the gate are compatible. Computations using
algebraic numbers can be required at intermediate steps.
Proof.Part (i) is for the LBF applied to a single projector,G L X L G .t t k t t1 1
† †- - Part (ii) is forﬁnding LBt from the
LBkwhen they are compatible, and for resolving higher-rank projectors into rational rank-1 projectors.
(i) We refer to ﬁgure 1(ii) for the steps involved in solving for Xk-unique local basis projectors, and we give an
implementation for themusing integer computations: bymaking integer choices for theHermitian basis
matrices ,ls an integer systemof equationsΞ can be obtained (for a speciﬁc qudit j). AGaussian elimination
method can be applied toΞ to solve for the general integerHermitian solution .j( )r More speciﬁcally, the
Hermite normal form forΞ, (an analogue of reduced echelon form formatrices over the integers), can be
obtained in polynomial time using Bareiss’s algorithm,without suffering an exponential blowup in the
memory requirements (see chapter 10 of [22]). A random choice for (Hermitian) j˜ ( )r can bemadewhich is
an integermatrix (by integer choices of the free variables post Gaussian elimination).
The characteristic equation for the eigenvalues of j˜ ( )r is then a (real)monic polynomial with integer
coefﬁcients, and its solutionsmust be real. The elementary rational root test for polynomials dictates that
the roots are either integer or irrational algebraic numbers. Both integer and irrational roots play an
essential role forﬁnding local-basis projectors. Hencewe note that exact arithmetic operations can be
performed on algebraic numbers using only integer/rational computations. This can be done by
manipulations of polynomials deﬁning the algebraic numbers, for example using an encoding forwhich
the polynomials are represented by companionmatrices and ﬁeld operations are performed usingmatrix
manipulations (see [23] for an introductory discussion on this).
Amethod based on Sturm’s theorem can be used toﬁnd the eigenvalues of j˜ ( )r (for a treatment of Sturm’s
theorem see chapter 7 of [22]). This theorem can be applied to the characteristic equation for j˜ ( )r toﬁnd the
number of distinct roots in any arbitrary interval I I, ,1 2( ] by using a Sturm sequence for the characteristic
polynomial.More speciﬁcally, the number of roots in the interval is given by the difference in the number
Figure 1. (i)Pseudo-code for LBF: uses promise of existence of a decomposition of gateGt (following lemma 4.1), to ﬁnd local
projectors L x xt b b{ ∣ ∣}( ) ( )ñá and classical-reversible gateDt on the support b ofGt. The pseudo-code heralds cases whereGt is consistent
withmultiple incompatible (complete) sets of local projectors. (ii)Pseudo-code for subroutine for solving nonlinear equation (13) for
the local projectors. The subroutine can be repeated to exclude the possibility of pathological choices for .j˜ ( )r When a complete local
basis is found for all qudits in b, the subroutine returns theXk-unique version of it; oneway toﬁnd theXk-unique basis is by using the
promise of projectors with integermatrices (see section 4.2).
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of sign changes for the values of Sturm sequencewhen evaluated at I1 and I2. The eigenvalues of j˜ ( )r can be
found by a simple searchmethodwhich repeatedly bisects a starting interval, at each step selecting one half
interval which contains at least one root. This searchmethod ﬁnds the eigenvalues exactly when they are
integer, and it generates an isolating interval when the eigenvalues are irrational.
Once the eigenvalues of j˜ ( )r have been found, back substitution is used toﬁnd the rank-1 projector
solutions. These solutionsmust be renormalized to have trace value 1. Integer eigenvalues lead to rational
eigenprojectors, which are already part of the requiredXk-unique local-basis solution. The existence of
rational local-basis projector solutionswith rank greater leads to eigenvalues which are irrational, and the
associated rank-1 eigenprojectorsmust also contain irrational numbers. It is necessary to test combinations
of these rank-1 eigenprojectors toﬁnd higher-rank projectors which are rational overall. Theminimal-
rank rational projectors formed this waymust be added to theXk-unique local-basis solution. The promise
of rational concordant computation guarantees that a complete rational local basis can be found for at least
oneXk.
(ii) When the LBk are compatible, we can ﬁnd a ﬁned-grained complete local-basis projector set with elements
of rank 1 following the proof of lemma 4.2 above. It is necessary to verify that higher-rank rational
projectors can be decomposed into rank-one projectors which are also rational. For this we employ a
modiﬁed formofGram–Schmidt as follows: let v1,v2,Kbe the column vectors of projector .u
j( )r The vectors
v ,1¢ v ,2¢L deﬁned as
v v
v v v v v v v
v v v v v v v v v v v v v v v v
v v v v v v v v v v v v v v v
v v v v v v v v v v v v v v
,
, , ,
, , , , , , ,
, , , , , ,
, , , , , ,
etc
1 1
2 1 1 2 2 1 1
3 2 2 1 1 3 3 2 1 1 2 3 1 2 2 1
4 3 3 2 2 1 1 4 4 3 2 2 1 1 3
4 2 3 3 1 1 2 4 1 3 3 2 2 1
*
* *
*
* *
¢ =
¢ = á ¢ ¢ñ - á ¢ñ ¢
¢ = á ¢ ¢ñá ¢ ¢ñ - á ¢ñ á ¢ ¢ñ ¢- á ¢ñ á ¢ ¢ñ ¢
¢ = á ¢ ¢ñá ¢ ¢ñá ¢ ¢ñ - á ¢ñ á ¢ ¢ñá ¢ ¢ñ ¢
- á ¢ñ á ¢ ¢ñá ¢ ¢ñ ¢- á ¢ñ á ¢ ¢ñá ¢ ¢ñ ¢
are rational and orthogonal. The rank-one rational projectors
v v Tr v v v v Tr v v, ,1 1 1 1 2 2 2 2∣ ∣ (∣ ∣) ∣ ∣ (∣ ∣)ñá ñá ñá ñá ¼give the required decomposition into rank-one projectors.
Next we consider the computational requirements for the LBF implementation described in lemma. 4.3 (for
exact computation). First of all, we observe that the (worst-case) computational overhead for the LBF scales
poorly with gate size: for a gate with support having dimension d, the total number of projectors of all ranks to
which the LBFmight be applied scales asO 2 ,d( ) a scalingwhich is doubly exponential with respect to the
number of qudits. In theworst case, the LBF ﬁnds a local-basis solution for only one pair of input projectors, and
the LBFmust be applied to input projectors of all rank between 1 and d 2[ ] (note thatΠ and  - Pmust share
the same local basis). (In the simplest case, the LBF is applied ﬁrst to all possible one-dimensional projectors and
the output projectors are found to carry the same local-basis, inwhich case it not necessary to check higher-rank
input projectors.)Hencewhen considering the computational complexity, we consider the dependence on
circuit size for aﬁxedmaximumgate size.
Focusing nowon the complexity for computations performed by the LBF given a speciﬁc choice of input
projector, we can see that all steps involved can be performed efﬁciently. The keymathematical steps used by the
LBF are: Gaussian elimination (and back substitution), for which complexity scales polynomially with respect to
thematrices involved, and rootﬁnding, which is efﬁcient due to the use of a bisectionmethod. Furthermore, the
majority of the calculations performed by the LBF use only integermatrices.Where irrational numbers do
occur, however, there are large computational overheads due to the need to perform arithmetic operations using
algebraic numbers with no loss of precision. The promise of rational concordant computation ensures that all
irrational contributionsmust cancel for the output. Consequently, the computational cost for handling
algebraic numbers can be regarded as aﬁxed overhead that does not undermine the efﬁciency of the LBF, for
increasing numbers of gates.
The computational requirements for the LBF are addressed by the following lemma:
Lemma4.4.The computational complexity to solve for local-basis updates following lemma 4.3 scales, in regard of
both time and space (memory), polynomially with respect to the number of circuit gates (for a ﬁxedmaximum gate
size), and the total bits required to represent each gate and the initial state of each qudit.
Proof. See appendix B.
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5. Concordant computationwith gateswhich are consistent with incompatible choices for
the local basis
The LBF cannot be successfully applied in all cases: it is possible that the output of the LBF for a given unitary is
not unique. In this case, the LBF generates incompatiblemultiple solutions (where the notation of compatibility
is laid out in section 4.1). This causes the simulation algorithm to fail, since an incorrect local basismay be
chosenwhichwould then cause the simulation algorithm to generate an entangling trajectory. A linear number
of such events would lead to an exponential number of trajectories whichwould need to be tested, leading to an
inefﬁcient algorithm.Here, we explore some cases where this non-uniqueness arises. Note that the LBFwill
commonly outputmultiple outputs inwayswhich do not disrupt the algorithm, arising for example from
reordering of the local-basis projectors.We are not interested in such cases here, since they are easy to identify
and unproblematic, andwe focus only on cases where the outputs are truly incompatible.
Where the LBF outputs such incompatible solutions, there is ambiguity for the corresponding local-basis
update, and additional information is required to derive valid simulation trajectories.We have tested our LBF
numerically, by applying it to gates of the formG LDBL= ¢where L,D,B and L¢were generated randomly in
keepingwith the general form laid out in lemma 4.1. In our numerical studies, we found that the LBF did not
output incompatible solutions in a large number of cases. However, we have also found special cases where the
LBF outputs incompatible solutions for local-basis projectors depending on howone-dimensional projectors
for the input are combined, whichwe now illustrate using examples.
Our ﬁrst special case is given by the gateGexc.1whichmaps the computational basis to the basis of Bell states,
G :exc.1 j k Z X,
00 11
2
.j k∣ ∣ ∣
⎛
⎝⎜
⎞
⎠⎟Ä
+ It is convenient towrite the action ofGexc. 1 in the Pauli basis:
G G X X Y Y Z Z
G G X X Y Y Z Z
G G X X Y Y Z Z
G G X X Y Y Z Z
00 00
1
4
,
01 01
1
4
,
10 10
1
4
,
11 11
1
4
. 14
exc. 1 exc. 1
exc. 1 exc. 1
exc. 1 exc. 1
exc. 1 exc. 1
∣ ∣ ( )
∣ ∣ ( )
∣ ∣ ( )
∣ ∣ ( ) ( )
†
†
†
†




ñá = + Ä - Ä + Ä
ñá = + Ä + Ä - Ä
ñá = - Ä + Ä + Ä
ñá = - Ä - Ä - Ä
Noting that ZZ00 00 11 11
1
2
,∣ ∣ ( )á + á = + and that by local rotations from theZ-basis to theX andY-bases
also XX
1
2
∣ ∣ ( )++ á++ + -- á-- = + and i i i i i i i i YY1
2
,∣ ∣ ( )+ + á+ + + - - á- - = +
we can see thatGexc.1 maps rank-two projectors in the computational basis to rank-two FRASEs carrying either
theX,Y orZ basis for both qubits. (Note thatGexc. 1must assign the same local basis both to a projector and the
difference of that projectorwith the identity.)
Gexc. 1has a rather exceptional structure that exploits special features of the Bell states. In contrast, a generic
class of gates which generate FRASE’s carrying incompatible local-bases is provided by controlled local unitaries.
A simple example for two qubits would be gateG cUexc. 2 = which implements a rotationU on qubit 2 from the
computation basis to any-other qubit basis, controlled by qubit 1. For the set of input FRASES
00 00 , 01 01 , 1 1 ,{∣ ∣ ∣ ∣ ∣ ∣ }ñá ñá ñá Ä Gexc. 2 outputs FRASESwith the computational basis for both qubits. For the set
of input FRASES 10 10 , 11 11 , 0 0 ,{∣ ∣ ∣ ∣ ∣ ∣ }ñá ñá ñá Ä Gexc. 2 outputs FRASESwith the computational basis for qubit
1, and the rotated basis for qubit 2. Similar examples can be easily constructed for gates with support on arbitrary
numbers of qudits, with arbitrary dimensions.
Our LBF routine heralds the occurrence of incompatible local-basis solutions, but is forced to stop
in such cases in the absence of additional information concerning the correct solution to choose. One
possibility is to consider restricted instances of concordant computations which use only gates which do
not generate incompatible solutions. When however it is necessary to consider gates which generate
incompatible solutions, it is clear that efﬁcient heuristic tests will sufﬁce to resolve local-basis
ambiguities in many cases. Another approach is to apply the LBF to extended sequences of gates with
the aim of ﬁnding a unique local-basis update overall. The efﬁciency of our simulation procedure
however is only preserved when the local-basis ambiguity extends over gate sequences which scale
logarithmically with respect to the number of circuit gates.
6. Conclusions
In this paper we contribute several new results on the problemof constructing efﬁcient classical simulations for
concordant computation. These new results include amethod to solve for local-basis updates using exact
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arithmetic, whichwe prove is efﬁcient. However, our results fall short of a proof that all instances of concordant
computation admit efﬁcient simulation or, on the contrary, that this is impossible in principle. The fundamental
difﬁculty for any simulation of concordant computation is the need to test properties for the full quantum state.
These tests generically involve exponentially largematrices (other than in some special cases) and hence are
inefﬁcient. The simulation procedure of [11] involves symmetry tests on the full quantum state. It was proved by
the author that these tests are computationally equivalent to solving 3-SAT, anNP-Complete problem, proving
that the simulation cannot be efﬁcient in general.
In this paperwe have progressed beyond the simulation procedure in [11], by attempting to bypass
exhaustive symmetry testing on the quantum state.Our alternative simulation procedure attempts to derive
simulation trajectories directly from the circuit which is supplied in the problem. This approach canwork as the
concordant promise heavily constrains the structure of the gates thatmake up the circuit. Consequently our
analysis has focused on our LBF subroutine, which is for deriving local-basis updates directly from the gates and
input local-basis projectors. Ourmost important contribution is proof that local-basis updates can be computed
efﬁciently using exact arithmetic. Furthermore, our investigations have uncovered two classes of special gates for
which the LBF outputsmultiple incompatible choices for the local-basis updates. In such cases additional
information about the quantum state is required to derive valid simulation trajectories.We leave the problemof
characterizing the full set of special gates as an open challenge. It is also important to determine if these gates can
be used to generate examples of concordant computation that cannot be reduced to those in the class of
probabilistic reversible classical computation.
An entirely different approach to overcoming the inefﬁcient symmetry tests of [11]would be to replaceNP-
hard exact symmetry tests on the quantum state with efﬁcient probabilistic sampling. Using ideas in [28], it is
possible to devise efﬁcient symmetry tests based on random sampling, where the probability for error is
exponentially suppressed.However, this approach gives rise to two challenges. Theﬁrst is to understand the
effects of errors within the simulation, which have been circumvented in this paper by using exactmethods. The
second is to understand cases when probabilisticmethods fundamentally cannot work. Algorithms are highly
structured by nature, and typically they are notwellmodelled as randomprocesses. It is possible that there are
scenarios involving concordant computationwhich provably require knowledge of rare hard instances to
achieve valid output statistics, where the hard instances foil probabilistic tests on the quantum state.We leave a
full analysis of these issues as an open problem.
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AppendixA. Proof of theorem3.4
TheoremA.1. Suppose that L L L L ,j
N j j j
0 0 0 1 0 0 0( )† ( ) † ( ) ( )r r= Ä = which is factorized and diagonal in the computational
basis, and that Sσ is Clifford unitary on theN qubits. Then: S L L S L L0 0 0 0 0 0
† † †r r=s s if and only if
S L L S L L Z jTr 0 .j j0 0 0 0 0 0( ) ( )† † † ( ) ⧹⎡⎣ ⎤⎦r r- Ä = "s s The expectation values S L L S ZTr j j0 0 0( ) ( )† † ( ) ⧹⎡⎣ ⎤⎦r Äs s
and L L ZTr j j0 0 0( ) ( )† ( ) ⧹⎡⎣ ⎤⎦r Ä can be computed efﬁciently, and the overall computational complexity for evaluating
all the required expectation values scales quadratically withN.
Proof.The forward direction is trivial. For the reverse, we assume that
S L L S L L Z jTr 0 .j j0 0 0 0 0 0( ) ( )† † † ( ) ⧹⎡⎣ ⎤⎦r r- Ä = "s s It is necessary to establish that Sσ leaves all products ofZ
and  operators unchanged. (Trivally this holds for the identity.) Since L L0 0 0†r is diagonal in the computational
basis, for each qubit jwhich is pure, 0∣ (or 1∣ ), L L ZTr j j0 0 0( ) ( )† ( ) ⧹⎡⎣ ⎤⎦r Ä and S L L S ZTr j j0 0 0( ) ( )† † ( ) ⧹⎡⎣ ⎤⎦r Äs s
are 1 (or−1); furthermore, 0∣ (or 1∣ ) is the only possible qubit state which gives 1 (or−1). Hence equality of
S L L S0 0 0
† †rs s and L L0 0 0†r is established for the pure qubits.
For the remaining qubits L L q Z
1
2
,j j j j j
j
0 0 0 ( )( ) † ( ) ( ) ( ) ( )r = + andwe denote the unique values for the qj by
Q1,Q , ,2  where Q1 1> >Q Q 1.2 3> > - Wealso denote corresponding subsets of qubits with qj=Qk
by J Q .k( ) The effect of Sσ on L L0 0 0†r in the Pauli basis is to permute the expansion coefﬁcients for L L0 0 0†r
amongst the basis elements.
We now consider basis elements corresponding to the largest expansion coefﬁcientQ1 in L L0 0 0
†r and
S L L S .0 0 0
† †rs s For each
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j J Q ,1( )Î L L Z S L L S ZTr Trj j j j0 0 0 0 0 0( ) ( )( ) ( )† ( ) ⧹ † † ( ) ⧹ ⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦r rÄ = Äs s ⟹ S Z S Zj j k k( ) ( )( ) ⧹ † ( ) ⧹ Ä = Äs s
where q J Q .k 1( )Î An analogous statement also holds when there aremultipleZ operators formultiple qubits of
J Q ,1( ) and so S Q Z S Q Z
1
2
1
2
j J Q
j j J Q
j J Q
j j J Q
1 11
1
1
1( ) ( )( ) ( ) ( ) ( ( )) † ( ) ( ) ( ) ( ( ))   
⎡
⎣⎢
⎤
⎦⎥
⎡
⎣⎢
⎤
⎦⎥Ä + Ä = Ä + Äs sÎ Î also.
Proceeding now toQ2, a similar argument can bemade as forQ1. The following nowholds for each
j J Q :2( )Î L L Z S L L S ZTr Trj j j j0 0 0 0 0 0( ) ( )( ) ( )† ( ) ⧹ † † ( ) ⧹ ⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦r rÄ = Äs s S Z S Zj j k k( ) ( )⟹ ( ) ⧹ † ( ) ⧹ Ä = Äs s
where q J Q :k 2( )Î a possible ambiguitymight be consideredwhen the value ofQ2 coincides with a power ofQ1,
but in this case the corresponding basis element is already accounted for in the previous step. Hence it can be
concluded that S Q Z S Q Z
1
2
1
2
j J Q
j j J Q
j J Q
j j J Q
2 22
2
2
2( ) ( )( ) ( ) ( ) ( ( )) † ( ) ( ) ( ) ( ( ))   
⎡
⎣⎢
⎤
⎦⎥
⎡
⎣⎢
⎤
⎦⎥Ä + Ä = Ä + Äs sÎ Î
The same argument can nowbe applied forQ3. Possible ambiguities whichmight be consideredwhen the
value ofQ3 coincides with a product ofQ1ʼs andQ2ʼs can be discounted, because the corresponding basis
elements are accounted for previously.
By induction it follows that S L L S L L .0 0 0 0 0 0
† † †r r=s s Finally, all expectation values thatmust be computed
for the theorem are of the form for a Pauli product operator acting on L L ,0 0 0
†r each of these can be computed
(via Gottesman–Knill theorem [3] techniques)with linear complexity inN, there are N2 such expectation values
to compute and therefore the overall scaling is quadratic.
Appendix B. Proof of lemma 4.4
LemmaB.1.The computational complexity to solve for local-basis updates following lemma 4.3 scales, in regard of
both time and space (memory), polynomially with respect to the number of circuit gates (for a ﬁxedmaximum gate
size), and the total bits required to represent each gate and the initial state of each qudit.
Proof.Wewill consider an arbitrary time stepwithin the simulation, for which the LBF is applied to gateGt and
qudit j, with dimension dj. The dimensions of the support ofGt is d. Estimates for the computational
requirements of the different types ofmathematical steps involved are as follows:
• Arithmetic on integers:The computation requirements formultiplication dominate over those for addition.
The (time) complexity formultiplying two l-digit numbers scales asO l2( ) and the output has 2l digits. For
multiplication ofmatrices involving l-digit integer entries (for real and imaginary parts), the digit length for
entries of the outputmatrix scales linearly with l, while the time complexity scales as third order in thematrix
dimensions.
• Gaussian elimination/back substitution:Gaussian elimination and back substitution are used by the LBF ﬁrst to
ﬁnd a solution j˜ ( )r to equation (13), and then toﬁnd eigenprojectors for j˜ ( )r (given speciﬁc eigenvalues). The
complexity forGaussian elimination (which has cubic scaling with respect to the number of unknowns)
dominates that for back substitution (for which the scaling is quadratic). The linear systemΞwhichmust be
solved toﬁnd j˜ ( )r is overdetermined, and requires Gaussian elimination on amatrix with dimensionsO d2( )
byO d .j
2( ) WhenBareiss’s algorithm is used, the number of elementary steps isO d dj2 3( ) and themaximum
number size isO d d llog ,j j( ( ))+ where l is themaximumnumber of digits for thematrix entries at the start
(see lecture 10 of [22]). Finding eigenprojectors for j˜ ( )r requires Gaussian elimination to amatrix with
dimensions dj by dj, which is integer for the case of an integer eigenvalue, butwhich has contributions which
are algebraic numbers when the eigenvalue is an algebraic number.
• Root ﬁnding for integer polynomials of degree p:Root ﬁndingmust be used toﬁnd the eigenvalues of j˜ ( )r (for
which rootsmust be found for its characteristic equation of degree p dj= ), and it is also used for arithmetic
operations on algebraic numbers. Ourmethod for rootﬁnding uses Sturm’s theorem (see lecture 7 of [22].
Sturm’s theorem states that the existence of roots within a given interval can be detected by evaluating a Sturm
chain of p 1+ polynomials at both interval endpoints, and taking the difference of the number of sign
changes for the chain. By testing for the existence of rootswithin each interval, the search region can be
repeatedly subdivided to locate the roots. If l is themaximumdigit-length of the polynomial coefﬁcients, then
the initial search region can be taken to be of sizeO 2l( ) (e.g. using Cauchy’s bound for polynomial roots). For
integer solutions the smallest search interval has length 2, and the number of bisections required to locate a
root isO l .( ) For irrational solutions, an additional running timeO p l2 2( ) is sufﬁcient to identify an isolating
interval (see lecture 6 of [22]).
• Arithmetic on algebraic numbers:Gaussian elimination and back substitutionmust be performed onmatrices
mixing integers with irrational algebraic numbers when the eigenvalues of j˜ ( )r are irrational. Onemethod for
performing arithmetic on algebraic numbers is as follows: every algebraic number can be represented as an
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integer polynomial which has the number as a root, togetherwith an isolating interval (e.g. see lecture 6 of
[22]). Arithmetic operations (i.e. addition,multiplication, number comparison, etc) can be done by
performing simple computations on companionmatrices associatedwith the polynomials (described for
example in [23]), together with updates to isolating intervals using the bisectionmethod described in above.
There is a large overhead for executing these arithmetic operations due to the need for Kronecker (tensor)
product operations on the companionmatrices.
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