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Abstract. The deformed quantum Calogero-Moser-Sutherland problems related
to the root systems of the contragredient Lie superalgebras are introduced. The
construction is based on the notion of the generalized root systems suggested by V.
Serganova. For the classical series a recurrent formula for the quantum integrals
is found, which implies the integrability of these problems. The corresponding
algebras of the quantum integrals are investigated, the explicit formulas for their
Poincare series for generic values of the deformation parameter are presented.
1. Introduction
Calogero-Moser-Sutherland (CMS) problem in its original form [1],[2] de-
scribes the particles on the line pairwise interacting with the potential
U(x1, . . . , xn) =
∑
1≤i<j≤n
g2ω2
sin2 ω(xi − xj)
In the limit ω → 0 one has the rational potential
U(x1, . . . , xn) =
∑
1≤i<j≤n
g2
(xi − xj)2
Olshanetsky and Perelomov [3] proposed a generalization of these problems
related to any root system. Corresponding quantum Hamiltonian has a form
L = −∆+
∑
α∈R+
mα(mα + 2m2α + 1)(α, α)
sin2(α, x)
(1)
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where R+ is a positive part of a root system R (which could be non-reduced),
and m(α) = mα is a function on R which is invariant under the correspond-
ing Weyl group W . If R is a root system of a compact symmetric space X
and mα = µα2 − 1 where µα are the multiplicities of the roots then the op-
erator (1) is conjugated to the radial part of the Laplace-Beltrami operator
on X
L = −∆+ 2
∑
α∈R+
mα cot(α, x)∂α, (2)
namely
L = ψˆ−10 ◦ L ◦ ψˆ0
where ψˆ0 is the multiplication operator by the function
ψˆ0 =
∏
α∈R+
sin−mα(α, x). (3)
In this general form this was shown by Olshanetsky and Perelomov [4]
but in the special case X = SU(n)/SO(n) it was observed already in 1964
by Berezin et al in [5]. So integrability of the generalized CMS quantum
problem (1) in this case follows from the general theory of the invariant
operators on the symmetric spaces (see e.g. [6]). In the general case the
proof of integrability was found later by Heckman and Opdam [7, 8] who
used very different arguments.
It turned out however that there are other, non-symmetric integrable
generalizations of the quantum CMS problems. The first series An(m) of
such ”deformed” CMS problems have been found by Chalykh, Feigin and
one of the authors in [9],[10], later another series Cn(m, l) was discovered
[11]. Although these deformations since then appeared in different context
(see e.g. [12] about relations to WDVV equations) the algebraic nature of
them until recently was totally unclear.
An important step was done by one of the authors in [13, 14] who ob-
served that the deformed CMS operator of the type An(m) for a special
value of parameter can be interpreted as the radial part of Laplace-Beltrami
operator on certain symmetric superspace. This indicated that the clue to
this mystery could be found in this direction.
The goal of the present paper is to develop a systematic theory of the de-
formed CMS quantum systems related to Lie superalgebras and symmetric
superspaces. A crucial role in our approach plays the notion of the general-
ized root systems introduced by V. Serganova in the paper [15].
Serganova suggested a version of the standard geometric description of
the root systems [16] in the presence of the isotropic roots. She classified
all such irreducible systems and showed that they are essentially the root
systems of the contragredient Lie superalgebras classified by V. Kac in [17].
All the generalized root systems have partial symmetry described by the
Weyl group W0 generated by reflections corresponding to the non-isotropic
(”real”) roots.
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For any such generalized root system R we construct a family of the
deformed quantum CMS systems in the following way. The system R stays
the same, we change the scalar product and the multiplicities of the roots
(which are not integers anymore) in such a way that the following conditions
are satisfied:
1) the new bilinear form B and the multiplicity function stayW0-invariant
2) multiplicities of all the imaginary roots are fixed to be 1
3) the corresponding Schro¨dinger operator (1) has a radial form (2) or
equivalently, has an eigenfunction of the form (3).
The last condition leads to certain relations between the multiplicities
and parameters of the form. Our analysis shows that the admissible forms
for all generalized root systems depend on one deformation parameter (in
the case D(2, 1, λ) we have three parameters but two of them are already
in the Lie superalbegra itself), although multiplicities have sometimes more
freedom (see Section 2). We call the corresponding operators the deformed
CMS operators related to generalized root system R.
According to Serganova’s classification we have two infinite series of such
operators related to the classical systemsR of the typeA(n,m) andBC(n,m),
and three exceptional cases corresponding to the exceptional systemsG(1, 2),
AB(1, 3) and D(2, 1, λ). The deformed operators corresponding to the clas-
sical series have the form:
LA(n−1,m−1) = −
(
∂2
∂x1
2 + · · ·+
∂2
∂xn
2
)
− k
(
∂2
∂y1
2 + · · ·+
∂2
∂ym
2
)
+
n∑
i<j
2k(k + 1)
sin2(xi − xj)
+
m∑
i<j
2(k−1 + 1)
sin2(yi − yj)
+
n∑
i=1
m∑
j=1
2(k + 1)
sin2(xi − yj)
(4)
for A(n− 1,m− 1), where k is an arbitrary parameter, and
LBC(n,m) = −
(
∂2
∂x1
2 + · · ·+
∂2
∂xn
2
)
− k
(
∂2
∂y1
2 + · · ·+
∂2
∂ym
2
)
+
n∑
i<j
(
2k(k + 1)
sin2(xi − xj)
+
2k(k + 1)
sin2(xi + xj)
)
+
m∑
i<j
(
2(k−1 + 1)
sin2(yi − yj)
+
2(k−1 + 1)
sin2(yi + yj)
)
+
n∑
i=1
m∑
j=1
(
2(k + 1)
sin2(xi − yj)
+
2(k + 1)
sin2(xi + yj)
)
+
n∑
i=1
p(p+ 2q + 1)
sin2 xi
+
n∑
i=1
4q(q + 1)
sin2 2xi
+
m∑
j=1
kr(r + 2s+ 1)
sin2 yj
+
m∑
j=1
4ks(s+ 1)
sin2 2yj
(5)
for BC(n,m), where the parameters k, p, q, r, s satisfy the following relations
p = kr, 2q + 1 = k(2s+ 1) (6)
The system (4) can be considered as the interaction of two groups of parti-
cles of masses 1 and 1k respectively with the special parameters of interaction
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depending on k. When m = 1 ( i.e. when the second group consists only of
one particle) this system was first proposed in [9]. For the general n and m
the operator (4) was first introduced by one of the authors in [13] but its ra-
tional limit was discovered earlier by Berest and Yakimov, who were looking
for a Darboux-type transformations for Calogero-Moser systems [18].
The system (5) can be interpreted in a similar way under the assumption
that the configuration of particles is symmetric with respect to the origin.
Although it depends on 5 parameters only 3 of them are independent due
to relations (6) (say k, p and q). The system BC(n,m) with m = 1 and
p = 0 was first considered in [11]. The case m = 1 is special as the only one
when all the parameters could be integer. As far as we know the operator
(5) for the general m,n as well as the deformed CMS systems related to
the exceptional root systems G(1, 2), AB(1, 3) and D(2, 1, λ) (see the next
section) were not considered before.
The conjecture is that all these quantum systems are integrable in the
sense that they have enough commuting integrals. In this paper we prove
this conjecture for the classical series ( i.e. for the operators (4) and (5))
explicitly constructing the integrals.
The corresponding algebra of integrals seems to be interesting by itself. To
describe it we introduce the following algebra ΛR,B related to a deformed
generalized root system (R,B). It consists of the polynomials p(x) on V
which are invariant under reflections sα corresponding to the real roots (i.e.
are W0-invariant) and satisfy the conditions
p(x+
1
2
α) ≡ p(x− 1
2
α) (7)
on the hyperplane B(α, x) = 0 for each imaginary root α.
Our main result can be formulated as follows.
Theorem. For the classical generalized root systems R and generic values
of the deformation parameter k in the form B there exists a monomorphism
χ from the commutative algebra ΛR,B into the algebra of differential oper-
ators on V such that χ(x2) is the corresponding deformed CMS operator
related to R.
In the rational limit a similar result holds for a closely related algebra Λ0R,B
with the condition (7) in the definition of ΛR,B replaced by its differential
version: ∂αp(x) = 0 when B(α, x) = 0.
The structure of the paper is following. We start with the precise defini-
tion of the generalized root systems R and formulate Serganova’s classifica-
tion theorem. Then we define the deformed CMS operators related to such
a system R and classify all of them for each generalized root system.
In section 3 we prove the integrability of the deformed quantum CMS
problems for the classical series A(n,m) and BC(n,m). The proof is effec-
tive: the quantum integrals are given explicitly by some recurrent formula.
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Our formula can be considered as a deformed version of the Matsuo’s formula
(2.3.6) from [19].
In section 4 we introduce and investigate the algebras ΛR,B and Λ0R,B.
In particular we show that for the classical series and generic values of the
deformation parameter k these algebras are finitely generated and compute
the Poincare series for them. We show that the image of the Harish-Chandra
homomorphism from the rings of quantum integrals of the deformed CMS
problems described in section 2 for generic k is exactly the algebra ΛR,B (in
the rational case - Λ0R,B). In the last section 5 we discuss the elliptic and
difference generalizations of our operators.
2. Generalized root systems and deformed quantum CMS
problems.
We start with the definition of the generalized root systems due to V.
Serganova [15]. We should mention that there are three slightly different
definitions of generalized root systems in [15], we choose one of them which
suits best for our purpose.
Let V be a finite dimensional complex vector space with a non-degenerate
bilinear form <,>.
Definition. The finite set R ⊂ V \{0} is called a generalized root system
if the following conditions are fulfilled :
1) R spans V and R = −R ;
2) if α, β ∈ R and < α,α > 6= 0 then 2<α,β><α,α> ∈ Z and sα(β) = β −
2<α,β>
<α,α> α ∈ R;
3) if α ∈ R and < α,α >= 0 then for any β ∈ R such that < α, β >6= 0
at least one of the vectors β + α or β − α belongs to R.
The non-isotropic roots are called real, the isotropic roots are called imag-
inary:
Rre = {α ∈ R :< α,α >6= 0} Rim = {α ∈ R :< α,α >= 0}
A generalized root system R is called reducible if it can be represented
as a direct sum of two non-empty generalized root systems R1 and R2, i.e.
V = V1 ⊕ V2, R1 ⊂ V1, R2 ⊂ V2, and R = R1 ∪R2. Otherwise the system is
called irreducible.
Any generalized root system has a partial symmetry described by the
finite group W0 generated by the reflections with respect to the real roots.
The main result of a remarkable Serganova’s paper [15] is the classification
theorem for the irreducible generalized root systems which says that they
all are contained in the following list.
List of the irreducible generalized root systems.
Classical series
1. A(n− 1,m− 1), n 6= m
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Let Vn,m = V1 ⊕ V2 be a vector space with the basis {e1, . . . , en+m}, such
that {e1, . . . , en} be a basis of V1 and {en+1, . . . , en+m} be a basis of V2. Let
ei, i = 1, ..., n+m denote the corresponding basis in the dual space V ∗n,m.
Consider the following bilinear (indefinite) symmetric form on Vn,m
B(u, v) =
n∑
i=1
uivi −
n+m∑
j=n+1
ujvj , (8)
where ui, vi are the coordinates of vectors u, v in the basis ei.
Let us split the set of the indices I = {1, . . . , n + m} into two groups:
I = I1 ∪ I2, where I1 = {1, . . . , n}, I2 = {n+ 1, . . . , n+m} and rewrite the
last formula as
B =
∑
i∈I1
ei ⊗ ei −
∑
j∈I2
ej ⊗ ej , (9)
where B is now considered as an element of V ∗ ⊗ V ∗.
The generalized root system of type A(n − 1,m − 1), n 6= m is defined
as the set R = {ei − ej , i 6= j, i, j ∈ I} and the corresponding space V is the
hyperplane in Vn,m generated by this set with the induced bilinear form. It
is easy to see that in this case Rre = An−1 ⊕ Am−1, Rim = {±(ei − ej), i ∈
I1, j ∈ I2} Corresponding Lie superalgebra is sl(n|m).
2. A(n− 1, n− 1)
If we would do the same when m = n then we will have a problem: the
restriction of the form B on the corresponding hyperplane V is degenerate.
Indeed the vector v =
∑
i∈I1 ei −
∑
j∈I2 ej belongs to V and orthogonal to
all the roots (and thus to all V ). In order to have a proper generalized root
system in this case we should consider the quotient V ′ = V/ < v > and the
corresponding set R′ which is the image of R after such a projection. This
is the system of the type A(n − 1, n − 1). Corresponding Lie superalgebra
is psl(n|n).
3. B(n,m)
In this case V = Vn,m which is defined above with the same bilinear form
B and R is the set {±ei±ej , i 6= j, i, j ∈ I,±ei, i ∈ I,±2ei, i ∈ I2}. The real
and imaginary roots are Rre = Bn ⊕BCm, Rim = {±ei ± ej , i ∈ I1, j ∈ I2}.
This corresponds to the orthosymplectic Lie superalgebra osp(2n+ 1|2m).
4. D(n,m), n ≥ 2
V = Vn,m is the same as in the previous case, but R is the set {±ei±ej , i 6=
j, i, j ∈ I,±2ei, i ∈ I2}. We have Rre = Dn ⊕ Cm, Rim = {±ei ± ej , i ∈
I1, j ∈ I2} Corresponding Lie superalgebra is osp(2n|2m).
5. C(0,m)
Here V = V1,m and R is the set {±ei ± ej , i 6= j, i, j ∈ I,±2ei, i ∈ I2}.
In this case Rre = Cm, Rim = {±e1 ± ej , j ∈ I2, }. Corresponding Lie
superalgebra is osp(2|2m).
6. C(n,m)
Here V = Vn,m and R is the set {±ei ± ej , i 6= j, i, j ∈ I,±2ei, i ∈ I}, so
that Rre = Cn ⊕ Cm, Rim = {±ei ± ej , i ∈ I1, j ∈ I2, }. In this case and in
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the next one there are no related Lie superalgebras but there are symmetric
superspaces with such root systems.
7. BC(n,m)
V = Vn,m and R consists of {±ei ± ej , i 6= j, i, j ∈ I,±ei,±2ei, i ∈ I}. In
this case Rre = BCn ⊕BCm, Rim = {±ei ± ej , i ∈ I1, j ∈ I2}
Exceptional cases
8. AB(1, 3) (also known as F (4))
Here V = V1 ⊕ V2, where V1 is a three dimensional space with the basis
{e1, e2, e3} and V2 is a one-dimensional space generated by e4. The bilinear
form B is
B(u, v) = u1v1 + u2v2 + u3v3 − 3u4v4.
The root system R is the set
±ei ± ej , i 6= j, ±ei, i, j = 1, 2, 3, ±e4, 12(±e1 ± e2 ± e3 ± e4),
Rre = B3 ⊕A1, Rim = {12(±e1 ± e2 ± e3 ± e4)}
9. G(1, 2) (also known as G(3))
Here V = V1 ⊕ V2, where V1 is a two-dimensional space, generated by
three vectors e1, e2, e3 with the condition that e1 + e2 + e3 = 0 and V2 is a
one-dimensional space generated by e4. The form B is determined by the
following conditions:
B(ei, ej) = −1 if i 6= j, B(ei, ei) = 2, B(ei, e4) = 0, B(e4, e4) = −2,
where i, j = 1, 2, 3.
R consists of the vectors ±ei, (ei−ej),±e4,±2e4,±ei±e4 , i 6= j, i, j ≤ 3,
Rre = G2 ⊕BC1, Rim = {±ei ± e4, i = 1, 2, 3}
10. D(2, 1, λ)
Here λ = (λ1, λ2, λ3) are the parameters, satisfying the relation λ1+λ2+
λ3 = 0.
The space V is V1⊕V2⊕V3 the direct sum of three one-dimensional spaces
generated by e1, e2, e3 respectively. The form B is
B(u, v) = λ1u1v1 + λ2u2v2 + λ3u3v3.
R is the set {±2e1,±2e2,±2e3, ±e1 ± e2 ± e3}, Rre = A1 ⊕ A1 ⊕ A1,
Rim = {±e1 ± e2 ± e3}
Now we are going to explain how one can construct a family of the
Schro¨dinger operators related to a generalized root system R ⊂ V .
These operators are defined on the same space V and have the form
L = −∆+
∑
α∈R+
mα(mα + 2m2α + 1)(α, α)
sin2(α, x)
(10)
but now the brackets ( , ) and the Laplacian ∆ correspond to the new (”de-
formed”) bilinear form B on V. Sometime we would consider this operator
on V ∗ (which can be identified with V using B); in that case the brackets
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(α, x) should be understood as a natural pairing between vectors and covec-
tors. The multiplicities mα are related to B in such a way that the following
conditions are satisfied:
1) the new form B and the multiplicities are W0-invariant;
2) all imaginary roots have the multiplicity 1;
3) the function ψ0 =
∏
α∈R+ sin
−mα(α, x) is a (formal) eigenfunction of
the corresponding Schro¨dinger operator (10).
We will call such forms B and multiplicities admissible and the corre-
sponding operators (10) the deformed CMS operators related to generalized
root system R. If we replace in (10) x by ωx and let ω tend to 0 (in other
words if we replace sin z by z) we will have the rational limits of these op-
erators.
Let us comment on the conditions 1)-3). The first one is very natural:
we would like to preserve the (partial) symmetry of the system. The third
condition is responsible for the existence of the ”radial gauge” of the operator
L:
L2 = −∆+ 2
∑
α∈R+
mα cot(α, x)∂α (11)
(see [3], [20]), and thus is motivated by the theory of symmetric spaces. The
second condition (related to condition 3) in Serganova’s axiomatics of the
generalized root systems) looks very simple but actually is the most difficult
to justify. The motivation comes from the theory of the locus configurations,
where the first examples of the such deformations have been found [10],[11].
In that theory all the multiplicities are integers and 1 is the smallest possible
option.
A straightforward check shows that the condition 3) is equivalent to the
following main identity:∑
α 6∼β,α,β∈R+
mαmβ(α, β)(cot(α, x) cot(β, x) + 1) ≡ 0, (12)
where α 6∼ β means that α is not proportional to β (note that in BC(n,m)
there are proportional roots). In that case Lψ0 = λψ0 with the eigenvalue
λ = |ρ(m)|2 where ρ(m) = ∑
α∈R+
mαα (cf. [3], [20]).
To describe all possible deformations for a given generalized root system
one can use the fact that the condition (12) can be checked separately for
all two-dimensional subsystems (cf. [11, 20]). It is enough to consider only
the following classical root systems A(n,m), BC(n,m) (from deformation
point of view others are simply special cases) and the exceptional root sys-
tems G(1, 2), AB(1, 3), D(2, 1, λ). The forms B are obviously defined up
to a multiple so we will choose some normalization to avoid unnecessary
constants.
A straightforward analysis leads to the following
List of admissible deformations of generalized root systems.
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Here B is considered as an element of V ∗⊗V ∗ which is non-degenerate and
thus determines an isomorphism between V and its dual V ∗. The formulas
for the operators will be written on V ∗: this is more convenient for several
reasons.
In all the cases the admissible forms depend on one parameter. We de-
note this parameter k and choose it in such a way that the value k = −1
corresponds to the Lie superalgebra case.
Classical series
A(n,m)
Form B is
B =
∑
i∈I1
ei ⊗ ei + k
∑
j∈I2
ej ⊗ ej , (13)
where k is an arbitrary non-zero parameter. Multiplicities mα = m(α) of
the real roots are
m(ei − ej) = k, i, j ∈ I1, m(ei − ej) = k−1, i, j ∈ I2
(recall that all imaginary roots have multiplicity 1).
Corresponding one-parameter family of the deformed CMS operators has
the form (4). We should mention that in the case m = n the vector v =∑
i∈I1 ei−
∑
i∈I2 ei is not isotropic for the deformed form, so strictly speaking
we deform not generalized system of type A(n−1, n−1) but its (degenerate)
extension.
BC(n,m)
B is the same as above, multiplicities are
m(ei ± ej) = k, m(ei) = p, m(2ei) = q, i, j ∈ I1,
m(ei ± ej) = k−1, m(ej) = r, m(2ej) = s, i, j ∈ I2,
where p, q, r, s are satisfying the relations
p = kr, 2q + 1 = k(2s+ 1).
Corresponding deformed CMS operators depend on three free parameters
and are given by (5).
Exceptional cases
AB(1, 3)
B = e1 ⊗ e1 + e2 ⊗ e2 + e3 ⊗ e3 + 3ke4 ⊗ e4,
multiplicities are
m(ei) = a =
3k + 1
2
, m(e4) = b =
1− k
2k
, m(ei±ej) = c = 3k − 14 , i, j = 1, 2, 3.
Deformed CMS operator in this case has the form
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LAB(1,3) = −
(
∂2
∂x1
2 +
∂2
∂x2
2 +
∂2
∂x3
2
)
− 3k ∂
2
∂y2
+
3∑
i=1
a(a+ 1)
sin2 xi
+
3kb(b+ 1)
sin2 y
+
∑
1≤i<j≤3
(
4c(c+ 1)
sin2(xi − xj)
+
4c(c+ 1)
sin2(xi + xj)
)
+
1
4
∑
±
(3k + 3)
sin2 12(y ± x1 ± x2 ± x3)
(14)
where the parameters a, b, c are given in terms of deformation parameter k
above and the last sum is over all 8 possible combinations of the signs. In
this case we have only one free parameter k.
G(1, 2)
In the basis e1, e2, e4 the form B has the form
B = e1 ⊗ e1 + e2 ⊗ e2 − 1
2
(e1 ⊗ e2 + e2 ⊗ e1) + ke4 ⊗ e4.
Multiplicities are
m(ei) = a = 1+2k, m(ei−ej) = b = 2k − 13 , m(e4) = c =
1
k
+2, m(2e4) = d =
1
2k
−1
2
,
where i, j = 1, 2, 3.
Corresponding deformation of CMS operator has the form
LG(1,2) = −
(
∂2
∂x1
2 −
∂2
∂x1∂x2
+
∂2
∂x2
2
)
− k ∂
2
∂y2
+
3∑
i=1
a(a+ 1)
sin2 xi
+
∑
1≤i<j≤3
3b(b+ 1)
sin2(xi − xj)
+
kc(c+ 2d+ 1)
sin2 y
+
4kd(d+ 1)
sin2 2y
+
3∑
i=1
(
2(k + 1)
sin2(xi − y)
+
2(k + 1)
sin2(xi + y)
)
(15)
where the parameters a, b, c, d are given in terms of k above. Again we have
one-parameter family.
D(2, 1, λ)
The form B is
B = λ1e1 ⊗ e1 + λ2e2 ⊗ e2 + λ3e3 ⊗ e3,
where λi, i = 1, 2, 3 are arbitrary non-zero parameters. Let us introduce
the parameter
k = λ1 + λ2 + λ3 − 1
so that when k = −1 we have the Lie superalgebra case. The multiplicities
have the form
m(2ei) = mi =
k + 1
2λi
− 1, i = 1, 2, 3.
Corresponding deformed CMS operators are
LD(2,1,λ) = λ1
∂2
∂x1
2+λ2
∂2
∂x22
+λ3
∂2
∂x3
2+
3∑
i=1
4λimi(mi + 1)
sin2 2xi
+
∑
±
2(k + 1)
sin2(x1 ± x2 ± x3)
,
(16)
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where the last sum is again over all possible combinations of signs (4 in
this case). This family is living on the projective plane with projective
coordinates λ1 : λ2 : λ3. The Lie superalgebra case corresponds to the line
λ1+λ2+λ3 = 0, so we have again only one deformation parameter (say k).
It is interesting to note that the potentials U of all operators listed above
satisfy the so-called locus conditions (see [11]): the first coefficient in the
Laurent expansion of U in the direction of α is identically zero on the hy-
perplanes sin(α, x) = 0. For the real roots this is obvious by symmetry
reasons, but for imaginary roots this is not and follows only from a direct
case by case check. If we replace the third condition for admissible defor-
mations by these locus relations we will have essentially the same list of the
potentials (some additional possibilities are due simply to the symmetry of
the potential under the change mα → (−1 −mα)). We do not have satis-
factory explanation of this phenomenon, which seems to be important (cf.
[20], [21]).
Since the locus configurations (in the rational case) are known to be re-
lated to the Huygens’ Principle (see [11]) it is natural to ask about the
deformed CMS operators with all multiplicities being integers. A simple
check of the cases listed above shows that the only non-trivial cases corre-
spond to the systems A(n, 1) and BC(n, 1) which has already been discov-
ered in [10],[11]. This indicates that the list of known locus configurations
[21] could be in fact complete and therefore could give the answer to the
famous Hadamard problem in the theory of Huygens’ principle.
3. Construction of quantum integrals for classical series.
In this section we present a recursive formula for the quantum integrals
of the deformed CMS problems (4),(5) (more precisely, for its hyperbolic
versions). Our formula is a properly deformed version of the formula used
by A. Matsuo in his paper [19] on the relations between CMS quantum
problem and KZ equation. We would like to mention also that for m = 1
an equivalent set of integrals was found earlier in [10] using very different
ideas.
Let V be n+m-dimensional vector space with the deformed inner product
(u, v) =
n∑
i=1
uivi + k
n+m∑
j=n+1
ujvj
corresponding to the form B given by (13).
When k = 1 we have the standard Euclidean scalar product which we
denote by <,>:
< u, v >= u1v1 + ...+ un+mvn+m.
We will be using the fact that the generalized root systems R of type A(n−
1,m−1) and BC(n,m) with respect to the scalar product < u, v > coincide
with the usual root systems A(n + m − 1) and BC(n + m) (see previous
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section). The corresponding Weyl groups W are generated by reflections
with respect to the Euclidean form which we denote as s<α>.
Let us introduce the operator B by the relation
B(u, v) =< Bu, v >:
Bei = ei, i = 1, ..., n, Bej = kej , j = n+ 1, ..., n+m. We will call a vector
v ∈ V homogeneous if it is an eigenvector of B (and thus for any pair of
forms in our family).
For any homogeneous vector v the following relation holds:
(x, v)
< x, v >
=
(v, v)
< v, v >
for any vector x ∈ V. Obviously in our case the set of homogeneous vectors
is V1 ∪ V2, where V1 and V2 are generated by the first n and last m basic
vectors respectively. It will be important for us that for the classical systems
there exists an orbit O of the Weyl groupW , which consists of homogeneous
vectors. Indeed, for A(n − 1,m − 1) root system one can take O = ei and
for BC(n,m) such an orbit is O = ±ei.
In this section we will assume that x ∈ V and the brackets (α, x) denote
the deformed product given by B.
Let us define for α ∈ R the following functions on V
fα(x) =
1
2
e(α,x) + 1
e(α,x) − 1 =
1
2
coth
(α, x)
2
, ϕα(x) =
1
4
−fα(x)2 = − 1
4 sinh2 (α,x)2
.
They satisfy the following relations:
∂vfα = (v, α)ϕα, ∂vϕα = −2(v, α)fαϕα
for any v ∈ V.
Let us define now for any natural number p the operator ∂(p)v by the
following recurrent procedure
∂(1)v = ∂v,
∂(p)v = ∂v∂
(p−1)
v −
∑
α∈R+
mα(α, v)fα(∂(p−1)v − ∂(p−1)s<α>v), (17)
where R+ is a positive part of R and s<α> is the reflection corresponding
to the root α with respect to the Euclidean form <,>. The formula (17) is
a deformed version of the formula (2.3.6) from A. Matsuo’s paper [19].
Take now an orbit O of the corresponding Weyl group W consisting of
homogeneous elements (see above) and define
Lp =
∑
v∈O
∂
(p)
v
(v, v)
. (18)
One can easily check using the relation
∂v − ∂s<α>v = 2
< α, v >
< α,α >
∂α
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that
L2 =
∑
v∈O
∂2v
(v, v)
− 2
∑
α∈R+
mαfα∂α
is up to a coefficient the deformed CMS operator (11) (in the hyperbolic
version and radial gauge) after a scaling x→ 2x.
Theorem 1. The operators Lp given by the formula (18) commute with
each other:
[Lp,Lq] = 0
and thus are the quantum integrals of the corresponding deformed CMS prob-
lem (11) related to classical generalized root systems.
The proof is based on the following
Proposition 1. The operators ∂(p)v satisfy the following commutation
relation with the deformed CMS operator:[
L2, ∂(p)v
]
= (v, v)
∑
α∈R+
mα
< α,α >
< v, v >
ϕα(∂(p)v − ∂(p)s<α>v) (19)
The proof is by induction in p. For p = 1 we have the relation
[L2, ∂v] = (v, v)
∑
α∈R+
mα
< α,α >
< v, v >
ϕα(∂v − ∂s<α>v), (20)
which is easy to check.
The proof of the induction step is a long but straightforward calculation.
We reproduce the main steps to show the role of the properties of admissible
deformations here.
Let us assume that the statement is true for all natural numbers less than
p. We have[
L2, ∂(p)v
]
= [L2, ∂v] ∂(p−1)v +∂v
[
L2, ∂(p−1)v
]
−
∑
α∈R+
mα(α, v) [L2, fα] (∂(p−1)v −∂(p−1)s<α>v)
−
∑
α∈R+
mα(α, v)fα
[
L2, ∂(p−1)v − ∂(p−1)s<α>v
]
= (v, v)
∑
α∈R+
mα
< α,α >
< v, v >
ϕα(∂v−∂s<α>v)∂(p−1)v
+(v, v)∂v
∑
α∈R+
mα
< α,α >
< v, v >
ϕα(∂(p−1)v −∂(p−1)s<α>v)−2
∑
α∈R+
mα(α, v)ϕα∂α(∂(p−1)v −∂(p−1)s<α>v)
+2
∑
α∈R+
mα(α, v)fα∂α(fα)(∂(p−1)v −∂(p−1)s<α>v)−
∑
α∈R+
mα(α, v)fα
[
L2, ∂(p−1)v − ∂(p−1)s<α>v
]
+2
∑
α,β∈R+
mαmβ(α, v)fβ∂β(fα)(∂(p−1)v − ∂(p−1)s<α>v),
where we have used the induction assumption and the relation
[L2, fα] = 2ϕα∂α − 2fα∂α(fα)− 2
∑
β∈R+
mβfβ∂β(fα).
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Let us denote the sum of the last two sums in the previous expression as B:
B = 2
∑
α,β∈R+
mαmβ(α, v)fβ∂β(fα)(∂(p−1)v −∂(p−1)s<α>v)−
∑
α∈R+
mα(α, v)fα
[
L2, ∂(p−1)v − ∂(p−1)s<α>v
]
and the rest of the previous expression as A. Using the homogeneity of v we
can rewrite A as
A = (v, v)
∑
α∈R+
mα
< α,α >
< v, v >
ϕα
{
(∂v − ∂s<α>v)∂(p−1)v + ∂v(∂(p−1)v − ∂(p−1)s<α>v)
}
+(v, v)
∑
α∈R+
mα
< α,α >
< v, v >
∂v(ϕα)(∂(p−1)v −∂(p−1)s<α>v)−2
∑
α∈R+
mα(α, v)ϕα∂α(∂(p−1)v −∂(p−1)s<α>v)
+2
∑
α∈R+
mα(α, v)fα∂α(fα)(∂(p−1)v − ∂(p−1)s<α>v)
= (v, v)
∑
α∈R+
mα
< α,α >
< v, v >
ϕα(∂v∂(p−1)v − ∂sαv∂(p−1)s<α>v)
+2
∑
α∈R+
mα(α, v)fα(∂α(fα)− (v, v)
< v, v >
< α,α > ϕα)(∂(p−1)v − ∂(p−1)s<α>v).
Now let us use that
∂v∂
(p−1)
v = ∂
(p)
v +
∑
β∈R+
mβ(β, v)fβ(∂(p−1)v − ∂(p−1)s<β>v),
∂s<α>v∂
(p−1)
s<α>v = ∂
(p)
s<α>v +
∑
β∈R+
mβ(β, s<α>v)fβ(∂(p−1)s<α>v − ∂(p−1)s<β>s<α>v),
to rewrite the last expression as
A = (v, v)
∑
α∈R+
mα
< α,α >
< v, v >
ϕα(∂(p)v − ∂(p)s<α>v)
+(v, v)
∑
α∈R+
mα
< α,α >
< v, v >
ϕα
∑
β∈R+
mβ(β, v)fβ(∂(p−1)v − ∂(p−1)s<β>v)
−(v, v)
∑
α∈R+
mα
< α,α >
< v, v >
ϕα
∑
β∈R+
mβ(β, s<α>v)fβ(∂(p−1)s<α>v − ∂(p−1)s<β>s<α>v)
+2
∑
α∈R+
mα(α, v)fα(∂α(fα)− (v, v)
< v, v >
< α,α > ϕα)(∂(p−1)v − ∂(p−1)s<α>v)
= (v, v)
∑
α∈R+
mα
< α,α >
< v, v >
ϕα(∂(p)v − ∂(p)s<α>v)
+(v, v)
∑
α∈R+
mα
< α,α >
< v, v >
ϕαmαfα ((α, v) + (α, s<α>v)) (∂(p−1)v − ∂(p−1)s<α>v)
+2
∑
α∈R+
mα(α, v)fαϕα
(
(α, α)− (v, v)
< v, v >
< α,α >
)
(∂(p−1)v − ∂(p−1)s<α>v)
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+(v, v)
∑
α∈R+
mα
< α,α >
< v, v >
ϕα
∑
β∈R+,β 6=α
mβ(β, v)fβ(∂(p−1)v − ∂(p−1)s<β>v)
−(v, v)
∑
α∈R+
mα
< α,α >
< v, v >
ϕα
∑
β∈R+,β 6=α
mβ(β, s<α>v)fβ(∂(p−1)s<α>v−∂(p−1)s<β>s<α>v).
Combining the second and third sums we come to the following expression(
mα{(α, v) + (α, s<α>v)}+ 2 < α, v > { (α, α)
< α,α >
− (v, v)
< v, v >
}
)
,
which can be rewritten in the form
−2 < α, v > (mα − 1)
(
(α, α)
< α,α >
− (v, v)
< v, v >
)
.
We claim that this is 0 for any root α. Indeed if α is imaginary then mα = 1
by our assumption (property 2 of admissible deformations). If α is real and
< α, v > is not zero, then
(
(α,α)
<α,α> − (v,v)<v,v>
)
= 0 for any v from our orbit.
Thus we come to the following expression for A :
A = (v, v)
∑
α∈R+
mα
< α,α >
< v, v >
ϕα(∂(p)v − ∂(p)s<α>v)
+(v, v)
∑
α∈R+
mα
< α,α >
< v, v >
ϕα
∑
β∈R+β 6=α
mβ(β, v)fβ∂(p−1)v − ∂(p−1)s<β>v)
−(v, v)
∑
α∈R+
mα
< α,α >
< v, v >
ϕα
∑
β∈R+β 6=α
mβ(β, s<α>v)fβ(∂(p−1)s<α>v−∂(p−1)s<β>s<α>v).
Now let us look at term B. We have∑
α∈R+
mα(α, v)fα
[
L2, ∂(p−1)v − ∂(p−1)s<α>v
]
=
∑
α,β∈R+
mα(α, v)fαmβ < β, β > ϕβ
(v, v)
< v, v >
(∂(p−1)v − ∂(p−1)s<β>v)
−
∑
α,β∈R+
mα(α, v)fαmβ < β, β > ϕβ
(s<α>v, s<α>v)
< s<α>v, s<α>v >
(∂(p−1)s<α>v−∂(p−1)s<β>s<α>v)
=
∑
α,β∈R+β 6=α
mα(α, v)fαmβ < β, β > ϕβ
(v, v)
< v, v >
(∂(p−1)v − ∂(p−1)s<β>v)
−
∑
α,β∈R+β 6=α
mα(α, v)fαmβ < β, β > ϕβ
(s<α>v, s<α>v)
< s<α>v, s<α>v >
(∂(p−1)s<α>v−∂(p−1)s<β>s<α>v)
+
∑
α∈R+
m2α(α, v)fα < α,α > ϕα
(
(v, v)
< v, v >
+
(s<α>v, s<α>v)
< s<α>v, s<α>v >
)
(∂(p−1)v −∂(p−1)s<α>v).
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Combining the last term with the term in the second sum of B corresponding
to β = α and using the relation
(s<α>v, s<α>v) = (v, v) + 4
< α, v >2
< α,α >
(
(α, α)
< α,α >
− (v, v)
< v, v >
)
we have
m2α(α, v)fα
{
2∂α(fα)− < α,α > ϕα
(
(v, v)
< v, v >
+
(s<α>v, s<α>v)
< s<α>v, s<α>v >
)}
(∂(p−1)v −∂(p−1)s<α>v),
which is zero since
2
(
1− 2 < α, v >
2
< α,α >< v, v >
)(
(α, α)
< α,α >
− (v, v)
< v, v >
)
(∂(p−1)v − ∂(p−1)s<α>v) = 0
for any root: for the real roots the product of the last two brackets is zero
while for imaginary roots the first bracket is zero.
Thus we arrive at the following expression for[
L2, ∂(p)v
]
= A+B = (v, v)
∑
α∈R+
mα
< α,α >
< v, v >
ϕα(∂(p)v − ∂(p)s<α>v)
+(v, v)
∑
β 6=α
mαmβ
< α,α >
< v, v >
ϕαfβ
{
(β, v)(∂(p−1)v − ∂(p−1)s<β>v)− (β, s<α>v)(∂(p−1)s<α>v − ∂(p−1)s<β>s<α>v)
}
−
∑
β 6=α
mαmβ(α, v)
< β, β >
< v, v >
fαϕβ
{
(v, v)(∂(p−1)v − ∂(p−1)s<β>v)− (s<α>v, s<α>v)(∂(p−1)s<α>v − ∂(p−1)s<β>s<α>v)
}
+2
∑
α 6=β
mαmβ(α, v)fβ∂β(fα)(∂(p−1)v − ∂(p−1)s<α>v).
Let us denote the sum of the last three sums in the previous expression as
C. We must show that C is identically zero. Let us notice that
∑
α 6=β
mαmβ(α, v)fβ∂β(fα) =
∑
α 6=β
mαmβ(α, v)fβ(β, α)ϕα = ∂v
∑
α 6=β
mαmβ(α, β)fβfα

But according to our assumption (third property of admissible deformations)∑
α 6=β
mαmβ(α, β)fβfα = const+ 4
∑
α
mαm2α(α, α)f2αfα
(see the formula (12) above). Thus C can be rewritten as∑
β 6=α
(v, v)mαmβ
< α,α >
< v, v >
ϕαfβ
{
(β, v)(∂(p−1)v − ∂(p−1)s<β>v)− (β, s<α>v)(∂(p−1)s<α>v − ∂(p−1)s<β>s<α>v)
}
−
∑
β 6=α
mαmβ(α, v)
< β, β >
< v, v >
fαϕβ
{
(v, v)(∂(p−1)v − ∂(p−1)s<β>v)− (s<α>v, s<α>v)(∂(p−1)s<α>v − ∂(p−1)s<β>s<α>v)
}
−2
∑
α 6=β
mαmβ(α, v)fβ∂β(fα)∂(p−1)s<α>v + 4∂v(
∑
α
mαm2α(α, α)f2αfα)∂(p−1)v
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=
∑
α 6=β
S1(α, β, v)−
∑
α 6=β
S2(α, β, v)−
∑
α 6=β
S3(α, β, v) +
∑
α
S4(α, v),
where S1, S2, S3, S4 denote the terms in the first, second, third and forth
sums respectively. Choose in the first three sums the terms with β = 2α.
We have
∑
α S1(α, 2α, v) =
∑
α S1(2α, α, v) = 0 and
−
∑
α
(S2(α, 2α, v)+S2(2α, α, v))−
∑
α
(S3(α, 2α, v)+S3(2α, α, v))+
∑
α
S4(α, v) = 0.
Thus we must show only that
C =
∑
α 6∼β,α,β∈R+
(S1(α, β, v)− S2(α, β, v)− S3(α, β, v)) = 0.
This can be done separately for each two-dimensional subsystems (cf. [11]).
Proposition 1 is proven.
Now we are ready to prove Theorem 1. When p = 2 (i.e. when Lp =
L2 = L is the deformed CMS operator) this follows immediately from the
Lemma. Indeed
[L2,Lp] =
∑
v∈O
[L2, ∂
(p)
v
(v, v)
] =
∑
v∈O
∑
α∈R+
mα
< α,α >
< v, v >
ϕα(∂(p)v − ∂(p)s<α>v),
which obviously is identically zero.
To prove that these operators commute for any p, q we borrow the idea
from T. Oshima’s paper [25]. Consider an involution σ on the space of all
differential operators on V corresponding to the change x → −x and the
standard anti-involution ∗: operator L∗ is a formal adjoint to L. We have
[Lσ1 , L
σ
2 ] = [L1, L2]
σ and [L∗1, L∗2] = −[L1, L2]∗. Our operators Lp have the
following properties with respect to these involutions: L∗p = Lσp = (−1)pLp.
Now let us consider the commutator C = [Lp,Lq]. By Jacobi identity
[C,L2] = 0, so we can use Berezin’s lemma [26] which says that in such a
case the highest symbol of C must be polynomial in x. Since in our case
it must also be periodic this implies that the highest symbol is constant.
We claim that it is actually zero. Indeed C∗ = [Lp,Lq]∗ = −[L∗p,L∗q ] =
−[Lσp ,Lσq ] = −[Lp,Lq]σ = −Cσ, so C∗ = −Cσ. Looking at the highest
symbol in this relation we see that it must be zero. This completes the
proof of the Theorem 1.
Notice that as follows from the formula for the integrals in the BCn,m
case all the integrals Lp with odd p are actually vanish, so in that case we
will consider only even p.
Recall now that the quantum system in Rn is called integrable if it has at
least n commuting independent quantum integrals.
Corollary. Deformed CMS problems (4), (5) related to the classical gen-
eralized root systems are integrable. The same is true for their rational
limits.
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To have the integrals in the rational limit one should replace in the
formulas of this section sinh z by z and coth z by z−1, so that fα(x) =
(α, x)−1, ϕα(x) = −(α, x)−2.
4. Algebra ΛR,B and Harish-Chandra homomorphism.
Let R ⊂ V be a classical generalized root system and (R,m,B) be its
admissible deformation described in the section 1. Let us introduce the
corresponding algebra ΛωR,B as the algebra of polynomial functions p(x) on
V, which satisfy the following properties (cf. [22]):
1) p(x) are invariant with respect to Weyl group W0, corresponding to
the real roots of the system;
2) p(x+ωα) ≡ p(x−ωα) on the hyperplane (α, x) = 0 for any imaginary
root α, where (α, x) is the deformed scalar product determined by B.
In the limit ω → 0 we have the algebra Λ0R,B of W0-invariant polynomials
with the properties 1) and
2)0 ∂αp(x) ≡ 0 on the hyperplane (α, x) = 0 for any imaginary root
α ∈ R.
One can consider this algebra also as a subalgebra of polynomial functions
on V ∗ satisfying the same relation 2)0 where (α, x) is understood as pairing
between vector and covector and ∂α is defined using the deformed form B.
Below we will be using this realization.
Since the algebras ΛωR,B are obviously isomorphic for all ω 6= 0 we will
assume later on that ω = 1/2 considering only algebras ΛR,B = Λ
1/2
R,B and
Λ0R,B. We are going to show that for generic k these two algebras are ac-
tually isomorphic to the algebras generated by the quantum integrals of
the deformed CMS problems from the previous section in trigonometric and
rational case respectively.
Remark. We should mention that in the case when all the multiplicities
are integer the algebra of quantum integrals is actually much bigger and is
called algebra of quasi-invariants, see [11], [23]). For example when k = 1
the quasi-invariants are polynomials satisfying the property 2)0 for all roots,
but no symmetry is imposed (see [32] for the latest results in this direction).
It is obvious that the highest order component of any polynomial P ∈
ΛR,B belongs to the algebra Λ0R,B. More subtle question is whether for any
homogeneous Q ∈ Λ0R,B there exists P ∈ ΛR,B such that Q is the highest
term of P. We will show that at least for generic values of the deformation
parameter k this is true, which means that Λ0R,B is the associated graded
algebra for ΛR,B.
We are going now to describe the algebras Λ0R,B more explicitly. Let us
start with the type A(n − 1,m − 1). The corresponding algebra can be
realized as the following algebra Λ0n,m;k ⊂ C[V ∗] = C[x1, . . . , xn, y1, . . . , ym]
consisting of the polynomials f(x1, . . . , xn, y1, . . . , ym) which are symmetric
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in x1, . . . , xn and y1, . . . , ym separately and satisfy the conditions
(
∂
∂xi
− k ∂
∂yj
)f ≡ 0
on each hyperplane xi − yj = 0 for i = 1, ..., n and j = 1, ...,m.
It is very easy to check that the deformed Newton sums
pr(x, y, k) =
n∑
i=1
xri +
1
k
m∑
j=1
yrj (21)
belong to Λ0n,m;k for all nonnegative integers r.
Theorem 2. If k is not a positive rational number then the algebra Λ0n,m;k
is generated by the deformed Newton polynomials pr(x, y, k), r ∈ Z+.
Notice that for special values of k this is not true. For example, if k = 1
the deformed Newton sums generate the algebra of symmetric polynomials
in n + m variables, while Λ0n,m;k is a much bigger algebra containing for
example p =
∏
(xi − yj)3.
To prove the Theorem let us recall that the partition λ of a natural number
N is a decreasing sequence of non-negative integers λ1 ≥ λ2 ≥ λ3 ≥ ... such
that only a finite number of them are non-zero and their sum is equal to N .
This sum λ1+ λ2+ λ3+ . . . is usually denoted as |λ|. To each partition one
can relate a Young diagram with N squares in a natural way (see e.g. [24]).
Proposition 2. If k is not a positive rational then the dimension of the
homogeneous component Λ0n,m;k of degree N is less or equal than the number
of partitions λ of N such that λn+1 ≤ m.
Notice that the corresponding Young diagrams are precisely the ones con-
tained in the fat (n,m)-hook (see Fig. 1).
m
n
Fig. 1: Fat hook
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Denote by DN (n,m) the number of such partitions (or diagrams in this
fat hook). Let I = (i1, i2, . . . , in) and J = (j1, j2, . . . , jm) be some sequences
(at the beginning, unordered) of nonnegative integers such that
∑n
r=1 ir +∑m
s=1 js = N . Let N(J) be the number of nonzero elements of J , M(I, J)
be the number of elements of I which are greater or equal to N(J). Define
the sets
Ereg = {(I, J) |M(I, J) = n} , Enreg = {(I, J) |M(I, J) < n} .
The pairs from Ereg will be called regular, otherwise - irregular.
Let us prescribe to each pair (I, J) a variable C(I, J) in such a way that
C(I, J) = C(σ(I), τ(J)), σ ∈ Sn, τ ∈ Sm is the same for all orderings of I
and J. It is easy to see that the number of different C(I, J), (I, J) ∈ Ereg
is equal to DN (n,m). For any sequence I let us rewrite the elements of I
in non-increasing order and denote this sequence I+. Choose some integers
1 ≤ r ≤ n and 1 ≤ s ≤ m and 1 ≤ p ≤ N and consider the equations∑
i+j=p
(i− kj)C(I, J) = 0 (22)
where i occupies the r-th place in I , j occupies the s-th place in J and
all other elements of I, J are fixed. All such equations form the system of
linear equations on C(I, J), which has the following meaning. Let f be a
homogeneous polynomial of degree N , then the system (22) is nothing else
but the condition 2)0 for the coefficients of f ∈ Λ0n,m;k.
Thus to prove the Proposition it is enough to show that every irregular
C(I, J), (I, J) ∈ Enreg can be expressed from the system (22) as a linear
combination of C(I, J), (I, J) ∈ Ereg.
Let us first prove this statement for n = 1. We will use the induction with
respect to the following total order on Enreg. Let (I, J), (K,L) ∈ Enreg. We
will say that (I, J) < (K,L) if for the corresponding ordered sets (i, j+1 . . . j
+
m
and (k, l+1 . . . l
+
m) eitherN(J) < N(L) orN(J) = N(L) and for q = min{i, k}
(j+m, . . . , j
+
m−q, i) < (l+m, . . . , l
+
m−q, k) in the lexicographic order.
If N(J) = 1 then we have
kjC(0, j)+ (−1+ (j− 1)k)C(1, j− 1)+ (−2+ (j− 2)k)C(2, j− 2)+ · · · = 0.
So we have for k 6= 0 that C(0, j) ∈ Span{C(i, j), (i, j) ∈ Ireg}
For general N(J) > 1 take any (I, J) ∈ Enreg with an ordered J = J+:
(i, j1, j2, . . . ). Consider the equation (22) corresponding to r = 1, s =
N(J)−i, p = i+js. One can check that (I, J) is the largest pair with respect
to our order among all irregular pairs (K,L) corresponding to C(K,L) enter-
ing the equation with non-zero coefficients. Since the coefficient at C(I, J) is
−i+kjs 6= 0 (because k is not a positive rational) we can express C(I, J) as
a linear combination of lower variables. This proves Proposition for n = 1.
For general n we can use the induction in M(I, J). If M(I, J) = 1 we
can use the previous arguments. Assume now that M(I, J) > 1. Consider
one index r, for which ir < N(J) and apply previous arguments to express
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C(I, J) as a linear combination of C(I∗, J∗) with (I∗, J∗) such that i∗r ≥
N(J∗). According to inductive hypothesis we can express C(I∗, J∗) as a
linear combination C(I∗∗, J∗∗) where (I∗∗, J∗∗) ∈ Ireg. Proposition 2 is
proved.
Now let us prove the Theorem. Let us denote by Nn,m;k the algebra gen-
erated by the deformed Newton sums (21). As we have already mentioned
Nn,m;k ⊂ Λ0n,m;k. To show that Nn,m;k = Λ0n,m;k it is enough to prove that
the dimension of the homogeneous component of degree N of Nn,m;k is not
less than DN (n,m). To produce enough independent polynomials we will
use the theory of Jack polynomials (see e.g. [24]).
Let Λ be algebra of symmetric functions in infinite number of variables
z1, z2, . . . and pr(z) = zr1 + z
r
2 + . . . be the power sum, Pλ(z, θ) be Jack
polynomial depending of partition λ(see [24] ). Consider a homomorphism
φ from Λ to Λ0n,m;k such, that
φ(pr(z)) = pr(x, y, k).
Such a homomorphism was first used by Kerov, Okounkov and Olshanski in
[27]. The image of the Jack polynomials under this homomorphism some-
times is called super-Jack polynomials (see e.g. [28]).
One can show using some results from [24] (see formulas (7.9’) and (10.19)
from Chapter 6) that for θ = −k
φ(Pλ(z, θ)) =
∑
µ⊂λ
bλ/µ(θ)Pµ(x, θ)Pλ′/µ′ (y, θ
−1) (23)
where bλ/µ is some rational function of θ with poles in non-positive rational
numbers. Since θ = −k is not such a number by assumption these super-
Jack polynomials are well-defined.
From the formula (23) it follows that the leading term in lexicographic
order of φ(Pλ(z, θ)) has a form
xλ11 . . . x
λn
n y
<λ′1−n>
1 . . . y
<λ′m−n>
m
where λ′ is the partition conjugate to λ and < x >= x+|x|2 = max(0, x).
From the definition φ(Pλ(z, θ)) ∈ Nn,m;k. It is clear that all these polyno-
mials corresponding to the diagrams contained in the fat hook are linearly
independent. This completes the proof of Theorem 2.
Remark. The relation with the theory of Jack polynomials is actually
much deeper. We discuss this in detail in our paper [38] (see also [13], [14]).
As a corollary we can give a formula for Poincare series
Pn,m(t) = ⊕idim(Λ0n,m;k)(i)
of the algebra Λ0n,m;k for generic k.
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Theorem 3. Poincare series of the algebra Λ0n,m;k for generic k has the
following form
Pn,m(t) =
1
(1− t)(1− t2) . . . (1− tn)
[
1 +
m∑
i=1
ti(n+1)
(1− t)(1− t2) . . . (1− ti)
]
.
(24)
Proof. From Theorem 2 it follows that the corresponding Poincare series
is the sum of t|λ| over all partitions λ which fit into fat (n,m) hook:
Pn,m(t) =
∑
λn+1≤m
t|λ| =
∑
λn+1=0
t|λ| +
∑
λn+1=1
t|λ| + · · ·+
∑
λn+1=m
t|λ|,
where |λ| = λ1 + λ2 + ...+ λN . It is easy to see that∑
λn+1=i
t|λ| =
∑
µn+1=0
∑
νi+1=0
ti(n+1)+|µ|+|ν| = ti(n+1)
∑
µn+1=0
t|µ|
∑
νi+1=0
t|ν|.
Since∑
µn+1=0
t|µ| =
1
(1− t)(1− t2) . . . (1− tn) ,
∑
νi+1=0
t|ν| =
1
(1− t)(1− t2) . . . (1− ti)
we arrive at the formula (24).
Remark. Another (recurrent) formula for the generating function of
the Young diagrams which fit into fat hook was found recently by Orellana
and Zabrocki [29] in relation with the theory of the Schur functions and
characters of Lie superalgebras.
Notice that the symmetry between n and m is not obvious from our
formula (24) and leads to some identities which might be interesting.
For R = BC(n,m) the algebra Λ0R,B is related to Λ
0
n,m;k in a very simple
way: it is easy to check from the definition that it consists of the polynomials
p(x21, x
2
2, ..., y
2
1, y
2
2, ..., y
2
m) where p belong to Λ
0
n,m;k.
Corollary. Poincare series PBCn,m(t) of the algebra Λ
0
R,B for generalized
system R of type BC(n,m) and generic values of the deformation parameter
has the following form
PBCn,m(t) = Pn,m(t
2),
where Pn,m(t) is given by the formula (24).
Let us discuss now the Harish-Chandra homomorphism. Let R ∈ V be
a generalized root system and R+ be a set of positive roots. Let us denote
by D[R−] the algebra of differential operators on V ∗ with coefficients in
C[e−α, (e−α − 1)−1], where α ∈ R+.
The Harish-Chandra homomorphism ϕ : D[R−] −→ D, where D is the
algebra of differential operators on V ∗ with constant coefficients, is uniquely
determined by the condition ϕ(e−α) = 0. The algebra D is isomorphic to
the algebra of polynomial functions on the space V ∗.
Let now R be a classical generalized root systems and consider the al-
gebra QR,m,B generated by the quantum integrals Ls of the corresponding
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deformed CMS problem (10):
Ls = ψˆ0 ◦ Ls ◦ ψˆ−10
where ψˆ0 is the multiplication operator by the function ψˆ0 =
∏
α∈R+ sin
−mα(α, x)
and Ls given by (18). It is easy to check that all the operators Ls belong to
the algebra D[R−], so QR,m,B is a subalgebra in D[R−].
Theorem 4. For generic values of the deformation parameter the Harish-
Chandra homomorphism maps the algebra of quantum integrals of the de-
formed CMS problems QR,m,B onto the algebra ΛR,B. In the rational limit
the same is true for the algebra Λ0R,B.
Proof. We will identify V and V ∗ using the form B. Take λ ∈ V and
define xpv(λ) = e−(λ,x)ϕ(∂
(p)
v )e(λ,x). From (17) we have the following recurrent
relations
x(p)v (λ) = (λ, v)x
(p−1)
v (λ)−
1
2
∑
α∈R+
mα(α, v)
(
x(p−1)v (λ)− x(p−1)s<α>(v)(λ)
)
which can be rewritten as
x(p)v (λ) = (λ− ρ, v)x(p−1)v (λ) +
1
2
∑
α∈R+
mα(α, v)x
(p−1)
s<α>(v)
(λ).
The shifted functions y(p)v (λ) = x
(p)
v (λ+ ρ) satisfy the relations
y(p)v (λ) = (λ, v)y
(p−1)
v (λ) +
1
2
∑
α∈R+
mα(α, v)y
(p−1)
s<α>(v)
(λ).
It is easy to see that the the image Zp = ϕ(Lp) of the quantum integrals Lp
under Harish-Chandra homomorphism has the form
Zp =
∑
v∈O
y
(p)
v
(v, v)
.
Let (λ, γ) = 0, where γ ∈ Rim is an imaginary root. We should prove that
Zp
(
λ− γ
2
)
= Zp
(
λ+
γ
2
)
. (25)
We will prove this for the root system of type An,m, the case of BCn,m
root system is very similar.
Without loss of generality we can assume that γ = en − en+1. Let us
introduce y(p)−v (λ) = y
(p)
v (λ − γ2 ), y
(p)+
v (λ) = y
(p)
v (λ + γ2 ). We have the
following recurrent relations
y(p)−v (λ) =
(
λ− 1
2
γ, v
)
y(p−1)−v (λ) +
1
2
∑
α∈R+
mα(α, v)y
(p−1)−
s<α>(v)
(λ)
y(p)+v (λ) =
(
λ+
1
2
γ, v
)
y(p−1)+v (λ) +
1
2
∑
α∈R+
mα(α, v)y
(p−1)+
s<α>(v)
(λ)
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Let us denote by v = en, u = s<γ>(v) = en+1 and introduce y
(p)±
v,u (λ) as
y(p)±v,u (λ) = ((u, u)
−1 + (v, v)−1)−1[(u, u)−1y(p)±u + (v, v)
−1y(p)±v ].
Lemma. On the hyperplane (λ, γ) = 0 the following relations hold:
1)y(p)±v,u (λ) = (λ, v)y
(p−1)±
v,u (λ) +
1
2
∑
s<α>(v) 6=u,v
mα(α, v)y
(p−1)±
s<α>(v)
(λ), (26)
2) y(p)−v (λ) = y
(p)−
u (λ).
Proof is by induction and based on the following fact, which can be easily
checked directly: if s<α>(v) = s<β>(u) then
((u, u)−1 + (v, v)−1)−1
[
mα(α, v)
(v, v)
+
mβ(β, u)
(u, u)
]
= mα(α, v) = mβ(β, v).
Now let w = es, w 6= u, v then one can check that
(mα(α,w)y(p−1)+v +mβ(β,w)y
(p−1)+
u = (mα(α,w) +mβ(β,w))y
(p−1)+
v,u
where s<α>(v) = s<β>(u) = w. Notice that the last relation determines α
and β uniquely in our case. Using this one can show that
y(p)±w = (λ,w)y
(p−1)±
w +
1
2
(mα(α,w)+mβ(β,w))y(p−1)±v,u +
1
2
∑
s<δ>(w) 6=u,v
mδ(δ, w)y(p−1)±s<δ>(w)
(27)
provided (λ, γ) = 0.
From the relations (26), (27) it follows that y(p)+w = y
(p)−
w , y
(p)−
v,u = y
(p)+
v,u
on the hyperplane (λ, γ) = 0, which imply the relation (25).
Note that the highest term of Zr(λ) is
λr1 + · · ·+ λrn + kr−1(λrn+1 + · · ·+ λrn+m). (28)
Now from Theorem 2 it follows that for generic k homomorphism ϕ is sur-
jective. The fact that it is injective is obvious. This completes the proof in
trigonometric case, rational case easily follows. In fact ω in the definition
of ΛωR,B and ω in the limiting procedure from trigonometric to rational case
could be identified.
Remark. Notice that we have proved that the image of Harish-Chandra
homomorphism belong to the algebra ΛR,B for all values of the parameter
k. The condition that k is generic is used only to claim that the image
coincides with this algebra.
As a corollary we have the following statement which is probably true for
all generalized root systems and all values of deformation parameter.
Proposition 3. For the classical generalized root systems and generic
values of the deformation parameter the algebra Λ0R,B is the associated graded
algebra for ΛR,B.
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In A(n,m) case we can give an explicit formula for the generators of the
algebra ΛR,B :
Yr(λ) =
n∑
i=1
Br(λi + 1/2) + kr−1
m∑
j=1
Br(λj+n + 1/2), (29)
where Br(x) are the classical Bernoulli polynomials. One can easily check
using the relation Br(x + 1) − Br(x) = rxr−1 that Yr satisfy the relations
(25) and have the highest term (28).
We finish this section with the following
Theorem 5. Algebra Λ0n,m;k is finitely generated if and only if k is not a
negative rational number of the form − sr , where 1 ≤ r ≤ n, 1 ≤ s ≤ m.
Consider the subalgebra P (k) = C[p1, ...pn+m] generated by the first n+m
deformed Newton sums (21). We need the following result about common
zeros of these polynomials (cf. Proposition 1 in [32]).
Proposition 4. Consider the following system of algebraic equations
x1 + x2 + · · ·+ xn + k−1(xn+1 + xn+2 + · · ·+ xn+m) = 0
x21 + x
2
2 + · · ·+ x2n + k−1(x2n+1 + x2n+2 + · · ·+ x2n+m) = 0
· · ·
xn+m1 + x
n+m
2 + · · ·+ xn+mn + k−1(xn+mn+1 + xn+mn+2 + · · ·+ xn+mn+m) = 0
If parameter k is not a negative rational number of the form − sr , where
1 ≤ r ≤ n, 1 ≤ s ≤ m then the system has only trivial (zero) solution in
Cn+m. Converse statement is also true.
To prove this suppose that the system has a nontrivial solution x1, . . . , xn+m.
We can assume that xi 6= 0 for all i = 1, . . . , n+m. Let us re-group the set
X = {x1, x2, . . . , xn+m} ⊂ C identifying equal xi’s as {z1, . . . , zp}, p ≤ n+m,
where all zj are different. Multiplicity of zj is a pair (rj , sj), where rj shows
how many times zj enters the set {x1, x2, . . . , xn} and sj is the same for the
rest of the set X. For the numbers zj , 1 ≤ j ≤ p we have the system
p∑
j=1
ajz
i
j = 0, i = 1, . . . , n+m,
where aj = rj + k−1sj . Consider the first p of these equations as the linear
system on aj . Its determinant is of Vandermonde type and is not zero since
all zj are different and non-zero. Hence all aj must be zero which may
happen only if k = − sr for some 1 ≤ r ≤ n, 1 ≤ s ≤ m. The converse
statement is obvious: if k = − sr then we can take x1 = x2 = · · · = xr = z =
xn+1 = · · · = xn+s and other xi being zero to have the non-trivial solutions
of the system with arbitrary z.
From Proposition 4 it follows that for k 6= − sr the algebra of all polynomi-
als on V is a finitely generated module over subalgebra P (k). By a general
result from commutative algebra (see e.g. Proposition 7.8 from [30]) this
implies that Λ0n,m;k is finitely generated.
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Now suppose that k = − sr for some 1 ≤ r ≤ n, 1 ≤ s ≤ m. Consider the
following homomorphism
φr,s : Λ0n,m;k → Λ01,1;−1
by sending a polynomial f(x1, . . . , xn, y1, . . . , ym) into
fˆ(x, y) = f(x, x, . . . , x, 0, . . . , 0, y, y, . . . , y, 0, . . . , 0),
where x is repeated r times and y is repeated s times. One can easily check
that if f is in Λ0n,m;k with this particular k then fˆ(x, y) satisfies the condition
(∂x + ∂y)fˆ = 0 when x = y, i.e. fˆ belongs to Λ01,1;−1. The last algebra is
actually very simple: it consists of the polynomials which are constant on
the line x = y and thus have the form c + q(x, y)(x − y) with arbitrary
polynomial q. It is easy to see that this algebra is not finitely generated.
Since it is a homomorphic image of the algebra Λ0n,m;k this implies that the
algebra Λ0n,m;k with k = − sr is also not finitely generated. Theorem 5 is
proved.
Remark. The case k = −1 is actually very special: in that case the
algebra Λ0n,m;k is known as algebra of supersymmetric polynomials and plays
an important role in geometry (see e.g. [31], Chapter 3). Notice also that the
special values of k in the theorem 2 are positive rationals while in theorem
5 they are negative.
Corollary. For generic values of the deformation parameters the alge-
bras Λ0R,B and ΛR,B for the classical generalized root systems are finitely
generated.
Indeed, from Proposition 3 it follows that it is enough to show that Λ0R,B is
finitely generated. For A(n,m) type this follows directly from Theorem 5, to
prove this for BC(n,m) one should replace in Theorem 5 all the coordinates
by their squares.
An interesting question is whether the algebra Λ0n,m;k is free as a module
over its polynomial subalgebra P (k), i.e. has Cohen-Macaulay property.
If this is true (which we believe to be so) then our formula (24) gives the
degrees of its generators for generic values of k.
For example, when m = 1 we have
Pn,1(t) =
1
(1− t)(1− t2) . . . (1− tn)
[
1 +
tn+1
(1− t)
]
=
1 + tn+2 + tn+3 + · · ·+ t2n+1
(1− t)(1− t2) . . . (1− tn+1) ,
which shows that the generators should have the degrees 0, n+2, n+3, ..., 2n+
1. The conjecture is that one can take the corresponding deformed Newton
sums as such generators.
For n = 2 this is in a good agreement with the results from [32], where the
Cohen-Macaulay property for the rings of quasi-invariants related to A(n, 1)
and BC(n, 1) is established (for any n) and the corresponding Poincare series
are found (for n = 2).
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5. Generalizations: elliptic and difference versions.
The deformed quantum CMS systems we discussed have some natural
generalizations. First of all if we replace in all the formulas for these oper-
ators the function 1
sin2 z
by Weierstrass’ elliptic function ℘(z) we will have
the deformed elliptic CMS operators.
For the generalized root system of type A(n− 1,m− 1) we have
LellA(n−1,m−1) = −
(
∂2
∂x1
2 + · · ·+
∂2
∂xn
2
)
− k
(
∂2
∂y1
2 + · · ·+
∂2
∂ym
2
)
+
n∑
i<j
2k(k + 1)℘(xi − xj) +
m∑
i<j
2(k−1 + 1)℘(yi − yj)
+
n∑
i=1
m∑
j=1
2(k + 1)℘(xi − yj). (30)
For BC(n,m) we can write a more general deformed Inozemtsev operator:
LellBC(n,m) = −
(
∂2
∂x1
2 + · · ·+
∂2
∂xn
2
)
− k
(
∂2
∂y1
2 + · · ·+
∂2
∂ym
2
)
+
n∑
i<j
2k(k + 1)(℘(xi − xj) + ℘(xi + xj)) +
m∑
i<j
2(k−1 + 1)(℘(yi − yj) + ℘(yi + yj))
+
n∑
i=1
m∑
j=1
2(k + 1)(℘(xi − yj) + ℘(xi + yj))
+
n∑
i=1
3∑
l=0
ql(ql + 1)℘(xi + ωl) +
m∑
j=1
3∑
l=0
sl(sl + 1)℘(yj + ωl) (31)
where ω0 = 0, ωl, l = 1, 2, 3 are the half-periods of the corresponding
elliptic curve and the 9 parameters k, ql, sl, l = 0, 1, 2, 3 satisfy the following
4 relations
2ql + 1 = k(2sl + 1) (32)
for all l.
We conjecture that the elliptic versions of the deformed CMS problems
are integrable as well. For m = 1 some results in this direction are found in
[33],[34] (see also recent paper [35]).
Consider now the difference case. Let us introduce the following deformed
Macdonald-Ruijsenaars operator. It depends on two parameters t and q and
has the form
Dn,m =
1
1− q
n∑
i=1
AiTq,xi +
1
1− t
m∑
j=1
BjTt,yj (33)
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where
Ai =
n∏
k 6=i
(xi − txk)
(xi − xk)
m∏
j=1
(xi − qyj)
(xi − yj) , Bj =
n∏
i=1
(yj − txi)
(yj − xi)
m∏
l 6=j
(yj − qyl)
(yj − yl)
and Tq,xi , Tt,yj are the ”shift operators”:
(Tq,xif)(x1, . . . , xi, . . . , xn, y1, . . . , ym) = f(x1, . . . , qxi, . . . , xn, y1, . . . , ym)
(Tt,yjf)(x1, . . . , xn, y1, . . . , yj , . . . , ym) = f(x1, . . . , xn, y1, . . . , tyj , . . . , ym).
For m = 1 a similar operator was considered by O. Chalykh in [37]. We
should mention that there is a small discrepancy between his and our for-
mulas because of the misprint in the formula (7.3) in [37].
It is interesting that the form of the operator (33) is invariant under the si-
multaneous interchange of q ↔ t and x↔ y. In a way the deformed operator
(33) is more symmetric than the original Macdonald-Ruijsenaars operator
[24], [36]. In the differential case this duality corresponds to the invariance
of the family of the deformed CM operators (4) under the interchange x↔ y
and k ↔ 1k .
One can verify that the operator (33) can be rewritten in terms of the
root system R of type A(n,m) as follows (notations are as in Section 3)
DR =
∑
v∈O
1
1− q(v,v)
 ∏
α∈R,<α,v>>0
1− t(α,v)α q−α
1− q−α
Tv, (34)
where
tα = qmα , qα(u) = q(α,u), (Tvf)(u) = f(u+ v)
and the relation with the previous formula is given by
t = qk, xi = qei , yj = qen+j .
In this form the operator can be immediately generalized for any reduced
generalized root system Bn,m, Cn,m, Dn,m (but not for the general BC(n,m)
case). We intend to discuss the properties of these deformed Macdonald
operators in a separate paper.
Concluding remarks.
We have constructed for each generalized root system a family of the
deformed quantum CMS problems and proved their integrability for the
classical series. The proof is effective but not conceptual. We present more
conceptual proof for A(n,m) series in our paper [38], where the algebraic
varieties corresponding to the rings Λ0R,B and relations with the theory of
Jack polynomials are also discussed in more detail.
It is clear that these relations between the theory of Lie superalgebras and
quantum integrable systems should be understood better. In particular, the
spectral theory for the deformed CMS operators should be related to the
representation theory of Lie superalgebras and spherical functions on the
symmetric superspaces. We hope to come back to this problem soon.
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