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Abstract
Following Schweiger’s generalization of multidimensional contin-
ued fraction algorithms, we consider a very large family of p-adic
multidimensional continued fraction algorithms, which include Schnei-
der’s algorithm, Ruban’s algorithms, and the p-adic Jacobi-Perron al-
gorithm as special cases. The main result is to show that all the
transformations in the family are ergodic with respect to the Haar
measure.
1 Introduction
The classical continued fraction algorithm and its generalizations have been
widely studied by many authors. Schweiger ([10]) provided a generalization
of multidimensional continued fraction algorithms as piecewise fractional lin-
ear maps, and studied its relation with dynamical system, ergodic theory and
number theory. As early as 1970’s, there are several works on p-adic contin-
ued fraction algorithms, for example, Schneider [9] and Ruban [5]. Before
stating these algorithms, let us introduce some notation first.
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Let p be a prime number and Qp(resp., Zp) be the closure of Q(resp., Z)
with respect to the p-adic topology. For x ∈ Zp, ordp(x) denotes the highest
power of p by which x is divided to be a p-adic integer. It is well known that
every α ∈ Qp \ {0} can be written as
α =
∑
n∈Z
cnp
n, cn ∈ {0, 1, . . . , p− 1},
where cn = 0 for −n sufficiently large. We define the order and norm of α
to be ord(α) := min{n|cn 6= 0} and |α|p := p
−ordp(α) respectively, and set the
residue class, integral part and fractional part of α to be
ωp(α) := c0, ⌊α⌋p := Σn∈Z≤0cnp
n and 〈α〉p := Σn∈Z>0cnp
n,
respectively. By convention we set ordp(0) =∞ and |0|p = 0.
Schneider [9] introduced the following p-adic continued fraction algorithm.
Define T0 : pZp → pZp as
T0(x) =
pordp(x)
x
− ωp
(
pordp(x)
x
)
.
For ξ ∈ pZp, denote ξn := T
n−1
0 (ξ) and an := ωp
(
pordp(ξn)
ξn
)
for n ∈ Z>0.
Then ξ has the following p-adic continued fractional expansion ([9])
ξ =
pordp(ξ1)
a1 +
pordp(ξ2)
a2 +
pordp(ξ3)
a3 + . . .
.
Ruban [5] considered another algorithm given by the transformation T∞ : pZp →
pZp defined as
T∞(x) =
1
x
−
⌊
1
x
⌋
p
.
Let ξ ∈ pZp, ξn = T
n−1
∞ (ξ) and a
′
n :=
⌊
1
ξn
⌋
p
for n ∈ Z>0. Then
ξ =
1
a′1 +
1
a′2 +
1
a′3 + . . .
.
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It is well known that for the classical Gaussian map, the ergodic measure
is ln(1+x)dx. In the p-adic case, Ruban [5] proved the ergodicity of T∞ and
Hirsh and Washington [2] confirmed the ergodicity of T0, with respect to the
Haar measure on pZp. Ruban [6, 7] also proved the ergodicity of the p-adic
version of Jacobi-Perron algorithm.
In this paper, following Schweiger’s generalization of multidimensional
continued fraction algorithms, we consider a very large family of p-adic mul-
tidimensional continued fraction algorithms, which include Schneider’s algo-
rithm, Ruban’s algorithms, and the p-adic Jacobi-Perron algorithm as special
cases (see Section 3). The main result of the present paper is to show that
all the transformations in the family are ergodic with respect to the Haar
measure, and hence put the results of [6, 7, 2] in a uniform frame work.
We note that there are other kind of generalizations of p-adic multidimen-
sional continued fraction algorithms which are not contained in our family,
for example, [8] and [4].
The paper is organized as follows. In Section 2, we introducem-dimensional
p-adic linear fractional transformations and discuss its basic properties. In
Section 3, we introduce m-dimensional p-adic continued fractional systems
and we associate a transformation T to each system; several families of exam-
ples are given. In Section 4, we give several simple lemmas. The ergodicity
of the transformation T is proved in Section 5.
2 Linear fractional transformation
First, we review Schweiger’s generalization of multidimensional continued
fraction algorithms [10]. We say {Aλ | λ ∈ Λ} is a partition of A, if A =⋃
λ∈ΛAλ, and the union is disjoint.
Definition 2.1. ([10]) A pair (B, T ), where B is a set and T : B → B is a
map, is called a fibred system if there exists a partition {B(i) : i ∈ I} of the
set B, where I is finite or countable, such that the restriction of T to B(i) is
injective.
Definition 2.2. ([10]) Let n ∈ Z>0. A fibred system (B, T ) is called a
piecewise fractional linear or a multidimensional continued fraction if
1. B is a subset of Euclidean space Rn.
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2. For every k ∈ I, there is an invertible matrix αk = ((Ai,j)), i, j ∈
{0, 1, . . . , n} such that the restriction of T to B(k) can be written as
(y1, . . . , yn) = T (x1, . . . , xn) where
yi =
Ai0 +
∑n
j=1Ai,jxj
A00 +
∑n
j=1A0,jxj
.
Among many others, Schweiger [10] obtained the weak convergence of
continued fractional expansion arising from the above algorithms, but it is
difficult to show ergodicity of the transformations T .
In this paper, as an analogue of Schweiger [10], we introduce a large family
of piecewise fractional linear maps in p-adic spaces; on contrary to the real
case, we will confirm the ergodicity of such maps. We define
Dm := { (x1, . . . , xm) ∈ Q
m
p |
1, x1, . . . , xm are linearly independent over Z}
(2.1)
and
D′m := Dm ∩ (pZp)
m. (2.2)
Remark 2.1. We remark that if (x1, . . . , xm) ∈ Dm, then none of xj can be a
rational number, in particular, xj 6= 0.
We set µ to be the Haar measure on Qp (as an addition group), precisely,
µ is the Borel measure satisfying µ(pa+ pnZp) =
1
pn−1
. We denote µm = µ
m
which is the product measure on (pZp)
m. It is easy to show that (see Lemma
4.3)
µm((pZp)
m\D′m) = 0.
Therefore, if T is a transformation of (pZp)
m such that D′m is T -invariant,
to study the ergodicity of T with respect to µ, we only need to study the
restriction of T on D′m.
Definition 2.3. Let i ∈ {1, . . . , m}, σ be a permutation on the set {1, 2, . . . , m},
and let p = (p1, . . . , pm) ∈ (Q
×)m,q = (q1, . . . , qm) ∈ Q
m. We define
F : Dm → Dm by F (x1, . . . , xm) = (y1, . . . , ym), where for k = 1, 2, . . . , m,
yk =
{
pk/xi − qk if k = σ
−1(i),
pkxσ(k)/xi − qk if k 6= σ
−1(i);
We call F the m-dimensional linear fractional transformation (LFT) with
parameter (i, σ,p,q).
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Remark 2.2. Notice that 1, x1, . . . , xm are linearly independent over Z implies
that 1/xi, x1/xi, . . . , xm/xi also do, so F (x1, . . . , xm) defined above belongs
to Dm.
Lemma 2.1. Let F be an m-dimensional LFT with parameter (i, σ,p,q).
Then F is a bijection onDm; precisely, if we denote (x1, . . . , xm) = F
−1(y1, . . . , ym),
then
xk =


ps
ys + qs
if k = i,
ps(yt + qt)
pt(ys + qs)
if k 6= i,
(2.3)
where s = σ−1(i), t = σ−1(k).
Proof. Since ys is not a rational number, so ys + qs 6= 0, and (2.3) holds by
a easy calculation. The lemma is proved.
We are interested in them-dimensional LFT F satisfying F−1(D′m) ⊂ D
′
m.
To this end, we pose the following conditions.
From now on, since p is fixed, we will abbreviate ordp(x) by ord(x).
Definition 2.4. Let F be anm-dimensional LFT with parameter (i, σ,p,q).
Denote s = σ−1(i). We say F is hyperbolic, if the following conditions hold:
(i) For every k ∈ {1, . . . , m}, pk 6= 0 and ord(pk) ≥ 0;
(ii) ord(qs) ≤ 0 and ord(ps/qs) > 0 (note that qs 6= 0);
(iii) If k 6= s and ord(qk) ≤ 0, then ord(ps/qs)− ord(pk/qk) > 0;
(iv) If k 6= s and ord(qk) > 0, then ord(ps/qs)− ord(pk) > 0.
(If qk = 0, we make the convention that ord(pk/qk) = −∞.) Roughly
speaking, if pk are small and qk are big in the p-norm, then F is hyperbolic.
The following is a sufficient condition for a LFT to be hyperbolic.
Lemma 2.2. Let F be an m-dimimensinal LFT with parameter (i, σ,p,q)
with ord(qs) ≤ 0 where s = σ
−1(i). Suppose that for every k ∈ {1, . . . , m},
pk 6= 0, ord(pk) ≥ 0, and if ord(qk) > 0, then ord(pk) = 0. If there exists
x¯ ∈ D′m such that F (x¯) ∈ D
′
m, then F is hyperbolic.
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Proof. Clearly F satisfies the conditions (i); moreover, under our assump-
tion, (ii) implies (iv) in Definition 2.4. We will show that F satisfies the
conditions (ii) and (iii). Write x¯ = (x¯1, . . . , x¯m) and (y¯1, . . . , y¯m) = F (x¯),
then (y¯1, . . . , y¯m) ∈ D
′
m.
Take k 6= i, then by Lemma 2.1, x¯k =
ps(y¯t + qt)
pt(y¯s + qs)
where s = σ−1(i), t =
σ−1(k). By considering the valuations of both sides we have
ord(ps)− ord(qs) + ord(qt)− ord(pt) = ord(x¯k) > 0,
which verifies condition (iii). Take k = i, a similar argument shows that
condition (ii) is fulfilled. The lemma is proved.
Example 2.1. Let F be a hyperbolic one dimensional LFT with parameter
(i, σ,p,q), then we have i = 1, σ is the identity map, and (p,q) = (p1, q1).
Therefore
F (x) =
p1
x
− q1.
A p-adic continued fractional algorithm is usually related to a countable
family of such transformations, which is the concern of the next section.
By Lemma 2.1, F−1 is well-defined on D′m by (2.3). If F is a hyperbolic
m-dimensional LFT, we can extend F−1 to (pZp)
m by the same formula (2.3).
Lemma 2.3. Let F be a hyperbolic m-dimensional LFT with parameter
(i, σ,p,q). Then F−1((pZp)
m) ⊂ (pZp)
m and F−1(D′m) ⊂ D
′
m.
Proof. Let (y1, . . . , ym) ∈ (pZp)
m and denote (x1, . . . , xm) = F
−1(y1, . . . , ym).
Then, xi =
ps
ys + qs
, where s = σ−1(i), so ord(xi) = ord(ps) − ord(qs) > 0.
Pick k 6= i and denote t = σ−1(k), then xk =
ps(yt + qt)
pt(ys + qs)
. If ord(qt) ≤ 0,
then
ord(xk) = ord(ps)− ord(qs) + ord(qt)− ord(pt) > 0;
if ord(qt) > 0, then
ord(xk) > ord(ps)− ord(qs)− ord(pt) > 0.
Therefore, (x1, . . . , xm) ∈ (pZp)
m, which proves the first assertion. The sec-
ond assertion holds since that 1, y1, . . . , ym are linearly independent over Z
implies that 1, x1, . . . , xm also do.
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From now on, we will always regard F−1 as a transformation on (pZp)
m.
For x = (x1, . . . , xm) ∈ (pZp)
m, we define |x|p = max1≤j≤m |xj|.
Lemma 2.4 (Hyperbolicity Lemma). Let F be a hyperbolicm-dimensional
LFT with parameter (i, σ,p,q). Then, for x, y ∈ (pZp)
m, it holds that
|F−1(x)− F−1(y)|p ≤ p
−1|x− y|p.
Proof. Denote x = (a1, . . . , am), y = (b1, . . . , bm), (c1, . . . , cm) = F
−1(x) and
(d1, . . . , dm) = F
−1(y).
For k = i, we have
ci − di =
ps
as + qs
−
ps
bs + qs
=
ps(bs − as)
(as + qs)(bs + qs)
,
where s = σ−1(i). By Definition 2.4 (ii) we have
|ci − di|p < |bs − as|p. (2.4)
For k 6= i, we have
ck − dk =
ps(at + qt)
pt(as + qs)
−
ps(bt + qt)
pt(bs + qs)
=
ps(qs(at − bt) + qt(as − bs) + bs(at − bt)− bt(as − bs))
pt(as + qs)(bs + qs)
,
where s = σ−1(i) and t = σ−1(k). Therefore, we have
ord(ck − dk) ≥ ord(ps)− ord(pt)− 2ord(qs)
+ min(ord(qs), ord(qt), ord(bs), ord(bt)) + min(ord(at − bt), ord(as − bs)).
By Definition 2.4 (iii) (iv) we have
ord(ps)− ord(pt)− 2ord(qs) + min(ord(qs), ord(qt), ord(bs), ord(bt)) > 0,
which implies
|ck − dk|p < max{|bs − as|p, |bt − at|p}. (2.5)
The lemma is verified by (2.4) and (2.5).
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3 Continued fractional system
In this section, we introduce the notion of continued fractional system. Sev-
eral important families of such systems are constructed.
Definition 3.1. Let Λ be a countable set, and let {Fλ}λ∈Λ be a family of
m-dimensional hyperbolic LFTs. We say that {Fλ}λ∈Λ is a m-dimensional
continued fraction system, if {F−1λ (D
′
m) | λ ∈ Λ} is a partition of D
′
m.
Definition 3.2. Let {Fλ}λ∈Λ be a hyperbolic m-dimensional continued frac-
tion system. We define a transformation T on D′m associated with {Fλ}λ∈Λ
by
T (α) := Fλ(α), if α ∈ F
−1
λ (D
′
m).
For α ∈ D′m, we define
ψ(α) := λ, if α ∈ F−1λ (D
′
m). (3.1)
We say that (D′m, T, ψ) is the continued fraction algorithm associated with
the system {Fλ}λ∈Λ. For j ∈ Z≥0, we define ψj := ψ(T
j(α)). We define j-th
convergent π(α; j) of α by
π(α; j) := (F−1ψ0 · · ·F
−1
ψj
)(0¯),
where 0¯ = (0, . . . , 0) ∈ (pZp)
m.
Theorem 3.1. For any α ∈ D′m, we have lim
j→∞
π(α; j) = α.
Proof. Let α ∈ D′m. Applying Lemma 2.4 inductively we have for j ∈ Z≥0.
|α− π(α; j)|p = |α− (F
−1
ψ0
· · ·F−1ψj )(0¯)|p
≤
1
pj
|(Fψj · · ·Fψ0)(α)− 0¯|p ≤
1
pj
,
which implies lim
j→∞
π(α; j) = α.
3.1 One dimensional systems
We start with some notations.
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Definition 3.3. We define
JN =
{
0∑
i=−N
cip
i ∈ Qp|ci ∈ {0, 1, . . . , p− 1}, c−N 6= 0
}
and J =
⋃
N≥0
JN .
By convention, we set J∞ = ∅ and JN = {0} if N < 0. Clearly J is a subset
of Q.
Recall that a one-dimensional LFT must has the form
F (x) =
p1
x
− q1
where p1, q1 ∈ Q. We are especially interested in the following special case:
for k≥ 0 and v ∈ J \ {0}, we denote
Fk,v =
pk
x
− v. (3.2)
We see easily that Fk,v is hyperbolic if and only if k > 0 or ord(v) < 0.
Definition 3.4. Let ℓ ∈ Z≥0 ∪ {∞}. We define Tℓ : pZp → pZp as
Tℓ(x) :=
pk
x
−
⌊
pk
x
⌋
p
,
where k = (ord(x)− ℓ) ∨ 0. (If x = 0, we set Tℓ(0) = 0.)
Then, T0 is the transformation associated with Schneider continued frac-
tion algorithm, and T∞ is the transformation associated with Ruban contin-
ued fraction algorithm (Indeed, T∞(x) =
1
x
−
⌊
1
x
⌋
p
).
Theorem 3.2. Let ℓ ∈ Z≥0 ∪ {∞}. Then Tℓ is the transformation on D
′
1
associated with the continued fraction system
{Fk,v | k> 0, v ∈ Jℓ} ∪ {F0,v | v ∈ J1 ∪ · · · ∪ Jℓ}. (3.3)
We remark that if ℓ = 0, then the second term in (3.3) is the empty set;
if ℓ =∞, then the first term in (3.3) is the empty set.
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Proof. Fix ℓ ∈ Z≥0. We see easily that every LFT appeared in (3.3) is
hyperbolic.
Pick x ∈ D′1. Let k = (ord(x)− ℓ) ∨ 0 and set v =
⌊
pk
x
⌋
p
, then
Tℓ(x) =
pk
x
− v = Fk,v(x) ∈ D
′
1.
If k > 0, we see that ord(x) = ℓ + k, which implies that v ∈ Jℓ \ {0}; if
k = 0, then 1 ≤ ord(x) ≤ ℓ, so v ∈ Jj for some 1 ≤ j ≤ ℓ. Therefore, we
have
D′1 =
⋃
k≥1,v∈Jℓ
F−1k,v (D
′
1) ∪
⋃
1≤k≤ℓ,v∈Jk
F−10,v (D
′
1). (3.4)
To prove the disjointness of the right hand side of (3.4), notice that if the
fractional parts of pk/x and pk
′
/x coincide and k 6= k′, then the p-adic ex-
pansion of x is eventually periodic and hence x is a rational number, which
contradicts x ∈ D′1. This verifies the theorem for ℓ ∈ Z≥0.
Let l =∞. In this case T∞(x) =
1
x
−
⌊
1
x
⌋
p
= F0,v(x) where v =
⌊
1
x
⌋
p
∈
Jord(x). Therefore, we have
D′1 =
⋃
k≥1
⋃
v∈Jk
F−10,v (D
′
1). (3.5)
The disjointness of the right hand side of (3.5) is obvious. This verifies the
case ℓ =∞ and completes the proof of the theorem.
Recall that µ is the Haar measure on Qp. As a consequence of Theorem
5.3 and 5.6, we have
Corollary 3.3. The measure µ is an ergodic measure of the transformation
Tℓ, ℓ ∈ Z≥0 ∪ {∞}.
3.2 Multi-dimensional systems
Let m ∈ Z>0 and ℓ ∈ Z≥0 ∪ {∞}. We define a transformation Tℓ,m on D
′
m as
follows.
If m = 1, we set Tℓ,m := Tℓ.
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Let m > 1. For x = (x1, . . . , xm) ∈ D
′
m, we define Tℓ,m(x) := (y1, . . . , ym)
as
yk :=


Tℓ(x1), if k = m,
prkxk+1
x1
−
⌊
prkxk+1
x1
⌋
p
, if k 6= m,
where rk = (−ℓ− ord(xk+1) + ord(x1)) ∨ 0.
Remark 3.1. If ℓ =∞ and m = 2, we have
T∞,2(x, y) =
(
y
x
−
⌊y
x
⌋
p
,
1
x
−
⌊
1
x
⌋
p
)
.
This transformation is first considered by Ruban [6, 7], as a p-adic version of
Jacobi-Perron algorithm. We remark that in general, T∞,m is a p-adic version
of higher dimensional classical Jacobi-Perron algorithm.
Definition 3.5. Let ℓ ∈ Z≥0 and pick x = (x1, . . . , xm) ∈ D
′
m. We define
p(ℓ,x) ∈ Qm by
p
(ℓ,x)
k :=
{
p(−ℓ+ord(x1))∨0, if k = m,
p(−ℓ−ord(xk+1)+ord(x1))∨0, if k 6= m.
For ℓ =∞ we define p∞,x := (1, . . . , 1).
For ℓ ∈ Z≥0 ∪ {∞}, we define q
(ℓ,x) ∈ Qm by
q
(ℓ,x)
k :=


⌊
p
(ℓ,x)
k
x1
⌋
p
, if k = m,⌊
p
(ℓ,x)
k xk+1
x1
⌋
p
, if k 6= m.
Let σ′ be the permutation on {1, . . . , m} defined by σ′(k) = k+1 (mod m).
Definition 3.6. Let ℓ ∈ Z≥0 ∪ {∞}. For x ∈ D
′
m we define F
(ℓ,x) to be the
m-dimensional LFT with parameter (1, σ′,p(ℓ,x),q(ℓ,x)).
Remark 3.2. We remark that for x ∈ D′m, F
(ℓ,x)(x) = Tℓ,m(x).
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Lemma 3.4. For any ℓ ∈ Z≥0∪{∞} and x ∈ D
′
m, the transformation F
(ℓ,x)
is hyperbolic.
Proof. Clearly p(ℓ,x) and q(ℓ,x) satisfy conditions in Lemma 2.2. Moreover,
F (ℓ,x)(x) = Tℓ,m(x) ∈ D
′
m, hence F
(ℓ,x) is hyperbolic by Lemma 2.2.
Let ℓ ∈ Z≥0 ∪ {∞}. For x, y ∈ D
′
m if F
(ℓ,x) = F (ℓ,y), we define x ∼ y.
Clearly, this is an equivalence relation. We shall use the notation F (ℓ,[x])
where [x] is the equivalence class containing x.
Theorem 3.5. Let ℓ ∈ Z≥0 ∪ {∞}. Then the family {F
(ℓ,x)}x∈D′m/∼ is an
m-dimensional continued fraction system.
Proof. For simplicity, in this proof, we denote F x := F (ℓ,x), px =: p(ℓ,x) and
qx =: q(ℓ,x). By Lemma 3.4, we only need to show that
D′m =
⋃
[x]∈D′m/∼
(F (ℓ,[x]))−1(D′m)
is a partition. Suppose on the contrary that [x] 6= [y] but
F x(z) = F y(z) := (w1, . . . , wk)
for some z ∈ D′m. This implies that (see Definition 2.3)
w1 =
px1z2
z1
− qx1 =
py1z2
z1
− qy1 .
If px1 6= p
y
1, then z2/z1 is eventually periodic in p-adic expansion, so z2/z1 ∈ Q,
a contradiction. So we have px1 = p
y
1 and consequently q
x
1 = q
y
1 . For the other
indices other than 1, the same argument can be applied. Therefore, px = py
and qx = qy, so x ∼ y. This contradiction proves the lemma.
By Theorem 5.6 we have
Corollary 3.6. The measure µm is an ergodic measure of the transform Tℓ,m.
Inoue and Nakada [3] considered a modification of Brun’s algorithm ([9])
over a set of formal power series. We give a p-adic version of Brun’s algorithm
as follows.
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For x = (x1, . . . , xm) ∈ D
′
m, we define TB(x) := (y1, . . . , ym) as
yk :=


1
xi
−
⌊
1
xi
⌋
p
, if k = i,
xk
xi
−
⌊
xk
xi
⌋
p
, if k 6= i,
where i = min{j | |xj|p = |x|p}. We also have the ergodicity for this algo-
rithm in the similar manner.
4 Lemmas
In this section, we prove several lemmas. In what follows, we always use a
and b to denote elements in Zp and assume that n ∈ Z>0. For sets X, Y ⊂ Qp
with 0 /∈ Y we define
1
Y
:=
{
1
y
| y ∈ Y
}
and
X
Y
:=
{
x
y
| x ∈ X, y ∈ Y
}
.
Lemma 4.1. Let k ∈ Z≥0, n ∈ Z>0 and a ∈ Zp. Then,
1
pa+ pnZp +
1
pk
= pk
(
1
1 + pkpa
+ pn+kZp
)
.
Proof. Let u ∈ pnZp. We have
1
pa+ u+
1
pk
=
pk
pk(pa + u) + 1
= pk
∞∑
j=0
(−pk(pa + u))j
∈ pk
(
1
1 + pkpa
+ pn+kZp
)
.
Conversely, let u ∈ pnZp. We have
pk
(
1
1 + pkpa
+ pku
)
=
pk
1 + pkpa
1 + pku(1 + pkpa)
=
pk
(1 + pkpa)
∑∞
j=0(−p
ku(1 + pkpa))j
∈
1
pa+ pnZp +
1
pk
.
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Lemma 4.2. Let k ∈ Z≥0, n ∈ Z>0 and a ∈ Zp. Let v ∈ Q such that
ord(v) = −k. Then,
1
pa+ pnZp + v
=
1
v + pa
+ pn+2kZp.
Proof. Since vpk ∈ Zp \ pZp, by Lemma 4.1, we have
1
pa + pnZp + v
=
1
pa+ pnZp +
vpk
pk
=
1
vpk
pa
vpk
+ pnZp +
1
pk
=
1
v

 1
1 + pk
pa
vpk
+ pn+kZp

 = 1
v + pa
+ pn+2kZp.
Lemma 4.3. µm((pZp)
m\D′m) = 0.
Proof. Let us denote Ω′m := (pZp)
m\D′m. Since Ω
′
1 = pZp ∩Q, we infer that
every element in Ω′1 has a periodic p-adic expansion, so µ1(Ω
′
1) = 0.
Now we consider the case that m ≥ 2. Let (α1, . . . , αm) ∈ Z
m \ {0¯}; let j
be the index such that αj 6= 0. We put
Aα1,...,αm = {(x1, . . . , xm) ∈ (pZp)
m| α1x1 + · · ·+ αmxm = 0}.
First, we will show µm(Aα1,...,αm) = 0. Without loss of generality, we may
assume that the common divisor of α1, . . . , αm is 1, and that αm is not a
multiple of p. Then
xm = (α1x1 + · · ·αm−1xm−1)/αm
is a function on (pZ)m−1. Clearly it is a continuous function, so its graph
Aα1,...,αm is a compact subset of (pZ)
m since pZ is compact. This proves that
Aα1,...,αm is a closed set and hence it is measurable. So by Fubini Theorem,
the measure of Aα1,...,αm is 0.
Finally, since Ω′m =
⋃
(j1,...,jm)∈Zm\{(0,...,0)}
Aj1,...,jm ∩ (pZp)
m, we obtain the
lemma.
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5 Ergodicity
In this section, we will always assume that F is a hyperbolic m-dimensional
LFT with parameter (i, σ,p,q). Moreover, we will denote s = σ−1(i), and
u = −ord(qs), v = ord(ps), (5.1)
h = max{ord(ps)− ord(pk) | k = 1, . . . , m}. (5.2)
For a = (a1, . . . , am) ∈ Q
m
p , let us denote
a+ (pnZp)
m = (a1 + p
nZp)× · · · × (am + p
nZp).
Let n ≥ 1 be an integer, let a = (a1, . . . , am) ∈ (pZp)
m, let y be an integer
such that 0 ≤ y < ph. We define cylinders of pZp (k = 1, . . . , m) by
V
(y,n,a)
k =


ps
as + qs
+ pn+v+2u(y + phZp), if k = i,
1
pt
(
ps
as + qs
+ pn+v+2uy
)
(at + qt + p
nZp) , if k 6= i,
where t = σ−1(k). In case that a and n are fixed, we will simply denote
V (y,n,a) by V (y). We will use ⊔ to denote a disjoint union.
Lemma 5.1. Let n ≥ 1 and let a = (a1, . . . , am) ∈ (pZp)
m. Then
F−1(a+ (pnZp)
m) =
⊔
0≤y<ph
V
(y)
1 × . . .× V
(y)
m . (5.3)
Proof. First, we show that the right hand side of (5.3) is a disjoint union.
Suppose that V y1i ∩ V
y2
i 6= ∅ for y1, y2 ∈ {0, 1, . . . , p
h − 1}. Then, there exist
γ1, γ2 ∈ Zp such that
ps
as + qs
+ pn+v+2u(y1 + p
hγ1) =
ps
as + qs
+ pn+v+2u(y2 + p
hγ2),
which implies y1 − y2 ∈ p
hZp. Therefore, y1 = y2.
Next, we show that the right side of (5.3) is included in the left side of
the equation. Let y be an integer with 0 ≤ y < ph. We define a function
G : (Qp)
m → (Qp)
m
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by (τ1, . . . , τm) = G(β1, . . . , βm) where
τk =


ps
as + qs
+ pn+v+2u(y + phβk) if k = i,
1
pt
(
ps
as + qs
+ pn+v+2uy
)
(at + qt + p
nβk) if k 6= i,
(5.4)
where t = σ−1(k). Then V
(y)
1 × . . .× V
(y)
m = G((Zp)
m).
Pick (β1, . . . , βm) ∈ Z
m
p and denote (τ1, . . . , τm) = G(β1, . . . , βm).
By Lemma 4.2 we have
ps
as + pnZp + qs
=
ps
as + qs
+ psp
n+2uZp. (5.5)
Therefore, there exists δ, δ′ ∈ Zp such that
ps
as + qs
+ pn+v+2uy =
ps
as + pnδ + qs
, (5.6)
ps
as + qs
+ pn+v+2u(y + phβi) =
ps
as + pnδ′ + qs
. (5.7)
Let u = (u1, . . . , um) ∈ (Qp)
m such that ui = δ
′. Then F−1(a + pnu) is
well defined for such u. Solving the equation
F−1(a+ pnu) = G(β), (5.8)
we obtain that for t 6= s, it holds that
1
as + pnδ + qs
(at + qt + p
nβk) =
1
as + pnδ′ + qs
(at + qt + p
nut) . (5.9)
(Notice that for the i-th coordinate, equation (5.8) holds by (5.7).)
We claim that u = (u1, . . . , um) ∈ (Zp)
m. By (5.6), (5.7) and (5.9), for
t 6= s, an easy calculation shows that
ut = −
(at + qt)p
v+2u+h(as + p
nδ′ + qs)
ps
βi +
as + p
nδ′ + qs
as + pnδ + qs
βk. (5.10)
Let us denote the orders of the first term and the second term by O1 and O2,
respectively. Then
O1 ≥ min{ord(qt), ord(at)}+ v + 2u+ h+ ord(qs)− ord(ps)
= min(ord(qt), ord(at))− ord(qs) + h. (5.11)
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If ord(qt) > 0, then
O1 > −ord(qs) + ord(ps)− ord(pt) > 0
by Condition (iv) in Definition 2.4; if ord(qt) ≤ 0, then
O1 ≥ ord(qt)− ord(qs) + ord(ps)− ord(pt) > 0,
by Condition (iii) in Definition 2.4. Therefore, we always have O1 > 0. We
see easily O2 = ord(βk) ≥ 0. Therefore, we have ut ∈ Zp. Our claim is proved
and the desired inclusion relation is confirmed.
Finally, we will show that the left side of (5.3) is included in the right side
of the equation. Let u = (u1, . . . , um) ∈ Z
m
p . By (5.5) there exists ω ∈ Zp
such that
ps
as + pnus + qs
=
ps
as + qs
+ pn+v+2uω.
Let y be the integer with 0 ≤ y < ph such that ω − y ∈ phZp. We set
δ′ = ui and let δ ∈ Zp be the number defined by (5.6). Solving the equation
F−1(a+ pnu) = G(β) where β = (β1, . . . , βm) ∈ (Qp)
m, we obtain
βi = (ω − y)/p
h,
and for k 6= i, equation (5.10) still holds. Since ut, βi ∈ Zp, and in (5.10),
the order of the coefficient of βi is larger than 0, we deduce that βk ∈ Zp.
Therefore, we have F−1(a+ pnu) ∈ V
(y)
1 × . . .× V
(y)
m .
For a set A ⊂ (pZp)
m we define diam(A) := max{|x− y|p | x, y ∈ A}.
Lemma 5.2. Let n ∈ Z>0 and denote t = σ
−1(k). Then,
(1) For x = (x1, . . . , xm) ∈ (pZp)
m,
F−1 : x+ (pnZp)
m → F−1(x+ (pnZp)
m) is a bijection.
(2) diam(F−1(x+ (pnZp)
m)) ≤ p−1diam(x+ (pnZp)
m).
(3) dµm(F
−1(x)) =
(
pmv+(m+1)u−
∑
t 6=s(ord(pt))
)−1
dµm(x).
Proof. The proof of (1) is easy. By Lemma 2.4 we have (2).
Now we prove (3). Let α = (a1, . . . , am) ∈ (pZp)
m. By Lemma 5.1,
F−1(a+ (pnZp)
m) =
⊔
0≤y<ph
V
(y)
1 × . . .× V
(y)
m ,
17
which implies
µm(F
−1(a + (pnZp)
m) =
∑
0≤y<ph
µm(V
(y)
1 × . . .× V
(y)
m )
=
∑
0≤y<ph
(
pn+v+2u+h−1+
∑
t 6=s(n+v+u−ord(pt)−1)
)−1
=
(
pmv+(m+1)u−
∑
t 6=s(ord(pt))
)−1
µm(a + (p
nZp)
m).
It follows that dµm(F
−1(x)) =
(
pmv+(m+1)u−
∑
t 6=s(ord(pt))
)−1
dµm(x). Thus, we
have the lemma.
For a hyperbolic m-dimensional LFT F with parameter (i, σ,p,q), we
define
ι(F ) := pmv+(m+1)u−
∑
t 6=s(ord(pt)). (5.12)
Theorem 5.3. Let {Fλ}λ∈Λ be a m-dimensional continued fraction system.
Let T be the transformation on D′m associated with {Fλ}λ∈Λ. The measure
µm is an invariant measure of T .
Proof. Since D′m =
⊔
λ∈Λ
F−1λ (D
′
m), by Lemma 5.2 we have
1 =
∑
λ∈Λ
1
ι(Fλ)
. (5.13)
Let (a1, . . . , am) ∈ (pZp)
m and n ∈ Z>0. By Lemma 5.2, we have
µm(T
−1(a + (pnZp)
m) = µm
(⊔
λ∈Λ
F−1λ (a+ (p
nZp)
m)
)
=
∑
λ∈Λ
µm(F
−1
λ (a + (p
nZp)
m) =
(∑
λ∈Λ
1
ι(F )
)
µm(a + (p
nZp)
m)
=µm(a + (p
nZp)
m).
Since T is invariant on every cylinder, we obtain the theorem.
A set X ⊂ D′m is said to be T -invariant if X is measurable and X =
T−1(X). We use 1X to denote the characteristic function of X .
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Lemma 5.4. Let {Fλ}λ∈Λ be an m-dimensional continued fraction system.
Let T be the transformation on D′m associated with {Fλ}λ∈Λ and n ∈ Z>0.
Let a = (a1, . . . , am) ∈ D
′
m and A = (a + (p
nZp)
m) ∩ D′m. Let λ
′ ∈ Λ and
B = F−1λ′ (A). Let X be an T -invariant subset of D
′
m. Then,
µm(A ∩X)
µm(A)
=
µm(B ∩X)
µm(B)
. (5.14)
Consequently, (5.14) holds for any Borel set A ⊂ D′m and B = F
−1
λ′ (A).
Proof. Since X is T -invariant and T−1(X) = ⊔λ∈ΛF
−1
λ (X), we have
1X(α) = 1T−1X(α) =
∑
λ∈Λ
1F−1
λ
(X)(α).
Hence,
µm(B ∩X) =
∫
B
1X(β)dµm(β)
=
∫
A
1X(F
−1
λ′ (α))dµm(F
−1
λ′ (α))
=
∫
A
∑
λ∈Λ
1F−1
λ
(X)(F
−1
λ′ (α))dµm(F
−1
λ′ (α))
=
1
ι(Fλ′)
∫
A
1X(α)dµm(α) (By Lemma 5.2)
=
1
ι(Fλ′)
µm(A ∩X).
Again by Lemma 5.2, we have
µm(A ∩X)
µm(B ∩X)
= ι(Fλ′) =
µm(A)
µm(B)
,
which implies the lemma.
Definition 5.1. Let {Fλ}λ∈Λ be a m-dimensional continued fraction system.
For λ1, . . . , λn ∈ Λ we define
ξ(λ1, . . . , λn) := F
−1
λ1
· · ·F−1λn (D
′
m).
.
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Lemma 5.5. Let {Fλ}λ∈Λ be a m-dimensional continued fraction system.
Then,
1. For each n ∈ Z≥0 D
′
m =
⊔
λ1,...λn∈Λ
ξ(λ1, . . . , λn).
2. For n ∈ Z≥0 and λ1, . . . , λn ∈ Λ,
diam(ξ(λ1, . . . , λn)) ≤
1
pn+1
.
3. If X is T -invariant, then
µm(ξ(λ1, . . . , λn) ∩X)
µm(ξ(λ1, . . . , λn))
= µm(X).
Proof. Using Lemma 5.2 repeatedly, we have (1) and (2).
Now we prove (3) by induction on n. For n = 1, set A = D′m in Lemma
5.4, we have
µm(ξ(λ1) ∩X)
µm(ξ(λ1))
=
µm(X)
µm(D′m)
= µm(X).
Hence, the conclusion holds since
µm(ξ(λ1, . . . , λn) ∩X)
µm(ξ(λ1, . . . , λn))
=
µm(ξ(λ1, . . . , λn−1) ∩X)
µm(ξ(λ1, . . . , λn−1))
.
Theorem 5.6. Let {Fλ}λ∈Λ be an m-dimensional continued fraction system.
Let T be the transformation on D′m associated with {Fλ}λ∈Λ. The measure
µm is an ergodic measure of the transformation T .
Proof. Let X be a T -invariant set. Let a = (a1, . . . , am) ∈ D
′
m, k ∈ Z>0 and
U = (a+ (pkZp)
m) ∩D′m.
By Lemma 5.5(1),
Pn = {ξ(λ1, . . . , λn); (λ1, . . . , λn) ∈ Λ
n} (5.15)
is a partition of D′m. By Lemma 5.5(2), if n > k, then the maximum of the
diameters of the elements in Pn is smaller than p
−k. So an element in Pn is
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either contained in U , or is disjoint with U . Hence, there exists H ⊂ Λn such
that
U =
⊔
(λ1,...,λn)∈H
ξ(λ1, . . . , λn).
By Lemma 5.5(3), for every (λ1, . . . , λn) ∈ Λ
n,
µm(X) =
µm(ξ(λ1, . . . , λn) ∩X)
µm(ξ(λ1, . . . , λn))
.
Therefore, we have
µm(U ∩X)
µm(U)
= µm(X).
Hence, by the density Theorem (see for instance, [1]), for a.e. x, 1X(x) =
µm(X), which implies µm(X) = 0 or µm(X) = 1. We have the theorem.
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