Abstract. We study the minimality of almost every orbital branch of minimal iterated function systems (IFSs). We prove that this kind of minimality holds for forward and backward minimal IFSs generated by orientation-preserving homeomorphisms of the circle. We provide new examples of iterated functions systems where this behavior persists under perturbation of the generators.
Introduction
An important objective in the study of dynamical systems is to determine the long-term behavior of the orbits. We consider dynamical systems with several maps on a compact metric space X called iterated function systems (IFSs). More precisely, given maps f 1 , . . . , f k of X, we study the action of the semigroup IFS(f 1 , . . . , f k ) generated by these maps. The orbit of a point x for IFS(f 1 , . . . , f k ) is a set of points y = h(x) for some h ∈ IFS(f 1 , . . . , f k ). The IFS is minimal if every orbit is dense in X. In recent works [4, 5, 6] , the limit set of the orbits of IFSs have been studied providing some conditions to guarantee minimality. In this paper we consider minimal IFSs, mainly on the circle, and study the density of most of its random orbits.
A sequence of iterates x n+1 = f ωn (x n ) with ω n ∈ {1, . . . , k} chosen randomly and independently is called random orbit starting at x 0 = x. The sequence of compositions f n ω = f ωn • · · · • f ω 1 for all n ∈ N is the orbital branch corresponding to ω = ω 1 ω 2 · · · ∈ Σ + k = {1, . . . , k} N and O + ω (x) = {f n ω (x) : n ∈ N}, x ∈ X. We follow [4] and consider any probability P on Σ + k with the following property: there exists 0 < p ≤ 1/k so that ω n is selected randomly from {1, . . . , k} in such a way that the probability that ω n = i is greater or equal to p, regardless of the preceding outcomes, for all i ∈ {1, . . . , k} and n ∈ N. More formally, in terms of conditional probability, P(ω n = i | ω n−1 , . . . , ω 1 ) ≥ p.
Observe that the standard Bernoulli measures on Σ + k are an example of this class of probabilities.
The main result in [4] implies that for each point x, almost every random orbit starting at x of a minimal IFS is dense in X. To be more precise, for each point x, there exists a set Ω(x) ⊂ Σ + k with P(Ω(x)) = 1 such that O + ω (x) is dense in X for all ω ∈ Ω(x). Hence, a logical question would be whether the set Ω(x) could be independent of the choice of x. In other words, if almost every orbital branch of a minimal IFS acts minimally, i.e., if the following holds X = O + ω (x) for all x ∈ X and for almost every ω ∈ Σ + k .
(1.1)
The independence of set Ω(x) to the starting point x is partially studied in [3] . They prove that if the minimal IFS is strongly-fibred then X = O + ω (x) for all x ∈ X and every sequence ω ∈ Σ + k with dense orbit under the Bernoulli shift map. A minimal IFS is strongly-fibred if for every open set U in X there exists ω ∈ Σ + k such that X ω ⊂ U where
Important examples of strongly-fibred minimal IFSs are those generated by contraction maps [13] . Meanwhile, an IFS is weakly hyperbolic if
Clearly, minimal weakly-hyperbolic IFSs are also strongly-fibred. In [2] it is shown that an IFS is weakly hyperbolic if and only if
A point q ∈ X is a (repelling/attracting) periodic point for IFS(f 1 , . . . , f k ) if there exists h ∈ IFS(f 1 , . . . , f k ) such that q is a (repelling/attracting) fixed point of h. Weak hyperbolicity prevents the existence of repelling periodic points. A weaker property than (1.2) which allows the existence of repelling periodic points for the IFS is the contraction of almost every orbital branch. This property means that there exists a set Ω ⊂ Σ + k with P(Ω) = 1 such that for every ω ∈ Ω there is a dense set W (ω) ⊂ X so that
This notion is also called synchronization in [12] . Examples of minimal IFSs of diffeomorphisms of the circle satisfying this contracting property can be found in [14, Theorem 1] and [11, Theorem 1] . These examples assume among other things that the IFS is forward and backward minimal. This is, the semigroup generated by the diffeomorphisms of the circle f 1 , . . . , f k acts minimally on S 1 and the same holds for the semigroup generated by their inverses. We show the minimality of almost every orbital branch and the density of periodic points for these kind of IFSs:
Theorem A. Let f 1 , . . . , f k be orientation-preserving homeomorphisms of the circle. Assume that the IFS generated by these maps is forward and backward minimal. Then there exists Ω ⊂ Σ + k with P(Ω) = 1 such that
for all x ∈ S 1 and ω ∈ Ω.
Moreover, if there exits a homeomorphism in IFS(f 1 , . . . , f k ) that is not conjugate to a rotation, then Ω contains all the sequences with dense orbit under the Bernoulli shift map and the periodic periodic points of IFS(f 1 , . . . , f k ) are dense in S 1 .
Observe that the minimal IFSs in the above theorem are not stronglyfibred because X ω = S 1 for all ω ∈ Σ + k . Then IFSs in this theorem provide new examples of minimal IFSs satisfying (1.1). We also obtain examples of minimal IFSs satisfying the minimality of almost every orbital branch in other compact metric spaces. Namely, we prove that if the IFS contains a minimal homeomorphism then (1.1) always holds (see Proposition 2.1).
The papers [6, 9, 10, 14] provide concrete examples of IFSs satisfying Theorem A. In [6] it is shown that every IFS generated by a pair of diffeomorphisms C 2 -close enough to rotations with no periodic points in common and without periodic ss-intervals (compact intervals whose endpoints are consecutive attracting periodic points of different generators) is forward and backward minimal. Thus, minimality of almost every orbital branch holds for these examples. In [9, 10, 14] , the first examples of C 1 -robustly forward and backward minimal IFS of the circle were given. The robustness is understood as the persistence of the minimality under C 1 -perturbations of the generators of the IFS. These examples require that the IFS contains an irrational rotation and a C 1 -diffeomorphism g with an attracting hyperbolic fixed point a with derivative Dg(a) lying in the interval (1/2, 1). Next we get a generalization of these examples remove the extra requirements of the fixed point of g. Theorem B. Let g 1 , g 2 ∈ Diff 1 (S 1 ) be, respectively, an irrational rotation and a diffeomorphism with rational rotation number which is not conjugate to a rotation. Then, there exists a C 1 -neighborhood U of (g 1 , g 2 ) such that the IFS generated by any pair (f 1 , f 2 ) ∈ U is forward and backward minimal.
Consequently it holds
• minimality of almost every orbital branch:
for all x ∈ S 1 and ω ∈ Σ + 2 with dense orbit under the Bernoulli shift map.
• density of periodic points: the periodic points of IFS(f 1 , f 2 ) are dense in S 1 . Moreover, if g 2 has attracting and repelling hyperbolic fixed points then, one namely has the density of both, the hyperbolic attracting and repelling periodic points.
Observe that as an immediately consequence of the above result every IFS with an irrational rotation can be approximated by one C 1 -robustly forward and backward minimal. When the IFS contains a diffeomorphisms conjugate to a irrational rotation, one can conjugate the IFS to one that contains this irrational rotation. Unluckily, we cannot use the previous theorem since the conjugating homeomorphisms is, in general, not differentiable. However, the following result shows that, even in this case, the IFS can be approximated by one C 1 -robustly forward and backward minimal.
Theorem C. Let g 1 , . . . , g k be C 1 -diffeomorphisms of the circle with k ≥ 2 and suppose that there is a map in IFS(g 1 , . . . , g k ) with irrational rotation number. Then for every C 1 -neighborhood U of (g 1 , . . . , g k ) there is (f 1 , . . . , f k ) ∈ U such that the IFS generated by these maps is C 1 -robustly forward and backward minimal.
Let us end this introduction by asking if every minimal IFS of C 1 -diffeomorphisms of the circle can be approximated one C 1 -robustly minimal.
Minimality of orbital branches: Proof of Theorem A
First we study the minimality of almost every orbital branch in one special case: when the IFS contains a minimal homeomorphism of a compact metric space. Notice that, in this case, the IFS is trivially minimal (in fact forward and backward minimal). First, we introduce some notation. Given a finite word σ = σ 1 . . . σ n in the alphabet {1, . . . , k} we denote by |σ| the length of this word, i.e., the number n of letters.
for all x ∈ X and ω ∈ Ω. Proof. Since X is a compact metric space, there exists a countable base B of the topology. Let B be an open set in B and fix x ∈ X. We will prove that there exists Ω(x, B) ⊂ Σ + k with P(Ω(x, B)) = 1 such that for every ω ∈ Ω(x, B), f n ω (x) ∈ B for some n ≥ 1. (2.1) From this, we conclude the proof of the proposition as follows: by the continuity of the generators, there exists an neighborhood V x of x such that for every ω ∈ Ω(x, B) and every z ∈ V x it holds f n ω (x) ∈ B for some n ≥ 1. Since X is compact, there is Ω(B) ⊂ Σ + k with P(Ω(B)) = 1 such that for every ω ∈ Ω(B) and every z ∈ X it holds f n ω (x) ∈ B for some n ≥ 1. Finally, from the countability of B it follows that
has full P-measure and it holds that for every ω ∈ Ω and B ∈ B,
This completes the proof of the proposition. Now, we will prove (2.1). To prove this, firstly we provide ℓ ∈ N, such that the following holds. For each υ ∈ {1, . . . , k} n we construct a word σ with t = |σ| ≤ ℓ and such that
Here C σ denotes the cylinder in Σ
Observe that the minimality h is equivalent to that of h −1 , so that
Hence, there is i ∈ {1, . . . , r} with
where Ω(x, B, n) = {ω : f j ω (x) ∈ B for some j ≤ n + ℓ}. Equation (2.2) implies that
Thus P(Ω(x, B)) = 1 which proves (2.1) and concludes the proposition.
The next theorem establishes the phenomenon of synchronization under random dynamics of the circle and it is the key ingredient to prove Theorem A. We denote by ν any Bernoulli measure on Σ + k . Theorem 2.2 (Antonov [1] ). Let f 1 , . . . , f k be orientation-preserving homeomorphisms of the circle such that the IFS generated by them is forward and backward minimal. Then exactly one of the following statements holds:
(1) there exists a common invariant measure of all the f i 's, and all these maps are simultaneously conjugate to rotations; (2) for any two points x, y ∈ S 1 , there exists Ω = Ω(x, y) ⊂ Σ + k with ν(Ω) = 1 such that
(3) there exists an integer ℓ > 1 and an order ℓ orientation-preserving homeomorphism ϕ, such that it commutes with all the f i 's, and after passing to the quotient circle S 1 /(ϕ i (x) ∼ ϕ j (x)) for the new maps g i the conclusion of (2) are satisfied.
The following lemma is a consequence of Antonov's theorem that we need to prove Theorem A. In fact, this lemma follows straightforward from [ 
where U is any connected component of S 1 \ {r 1 , . . . , r ℓ }.
Proof. Assume that we are in the case (2) of Theorem 2.2. Hence for any arc I ⊂ S 1 , there is a subset Ω(I) ⊂ Σ + k with ν(Ω(I)) = 1 such that either the length of arc f n ω (I) or its complement f n ω (S 1 \ I) tends to 0 for all ω ∈ Ω(I). We consider a sequences of finer partitions P m of the circle in arcs with endpoints rational numbers and whose length goes to zero. Since we have a numerable number of arcs,
For each ω ∈ Ω, since the total length of the circle is preserved, there is exactly one (closed) arc I m = I m (ω) of the partition P m such that the length of f n ω (I m ) tends to 1 and the length of the images of its complements tends to 0. These closed arcs I m , m ∈ N form a nested sequence whose length goes 0 and thus there exists a unique intersection point r(ω) ∈ S 1 . Therefore, for every two points x, y ∈ S 1 \ {r(ω)}, for some m one has that x, y ∈ S 1 \ I m and thus d(f n ω (x), f n ω (y)) → 0 as n → ∞. Assume now that we are in the case (3). Passing to the quotient and arguing as above for quotient dynamics g 1 , . . . , g k on the quotient circle S 1 /ϕ it follows the same behavior. That is, there exists Ω ⊂ Σ + k with ν(Ω) = 1 such that for every ω ∈ Ω there is a point r = r(ω) ∈ S 1 /ϕ so that the length of any arc that not contains r tends to 0 by iteration of the orbital branch g n ω . Since ϕ is an order ℓ > 1 orientation-preserving homeomorphism, the equivalence class r has exactly ℓ different representative r i = r i (ω) ∈ S 1 for i = 1, . . . , ℓ. Moreover, ϕ i (r 1 ) = r i for i = 1, . . . , ℓ.
Let U be a connected component of S 1 \ {r 1 , . . . , r ℓ }. Consider x, y ∈ U and denote by [x, y] the arc with endpoint x and y that is contained in U . Observe that r ∈ π([x, y]) where π : S 1 → S 1 /ϕ is the projection on the quotient space. Thus, the length of this arc π([x, y]) in the S 1 /ϕ goes to zero by iteration of the orbital branch g n ω . This means that d(f n ω (x), f n ω (y)) → 0 as n → ∞ and concludes the proof of the lemma. Now, we will prove Theorem A. First, recall that the length of an arc I ⊂ S 1 is denoted by |I|.
Proof of Theorem A. Suppose that we are in the case (1) of Antonov's theorem. Then, there is a minimal homeomorphisms among the generator f 1 , . . . , f k of the IFS. Otherwise, the f i 's being simultaneously conjugate to rotations, the group generated by f 1 , . . . , f k is finite and therefore it cannot act minimally on the circle. By Proposition 2.1 we get, in this case, the minimality of almost every orbital branch.
Assume now that, there exists a homeomorphisms in IFS(f 1 , . . . , f k ) which is not conjugate to a rotation. By Lemma 2.3, there exists an integer ℓ ≥ 1 and a subset Σ ⊂ Σ + k with ν(Σ) = 1 such that for every ω ∈ Σ there are points r i = r i (ω) ∈ S 1 for i = 1, . . . , ℓ so that if U is a connected component of S 1 \ {r 1 , . . . , r ℓ } then
Let ϑ ∈ Σ + k be a sequence with dense orbit under the Bernoulli shift map and consider a point x and an open set I in S 1 . We want to see that O + ϑ (x) ∩ I = ∅. To do this, it suffices to prove that there exists a finite word σ such that for each z ∈ S 1 , there is 0 ≤ t = t(z) ≤ |σ| satisfying that f σt • · · · • f σ 1 (z) ∈ I. Indeed, since ϑ is a dense sequence under the Bernoulli shift map τ : Σ
which proves the minimality of the orbital branch corresponding to the sequence ϑ. Since the set of all sequence with dense orbit has full P-probability, we concludes also the minimality of almost every orbital branch.
Let D be a countable dense set of point in S 1 . For each q ∈ S 1 , by [4] there is Ω(q) ⊂ Σ + k with ν(Ω(q)) = 1 such that
Observe that ν(Ω) = 1 and O + ω (q) is dense in S 1 for all q ∈ D and ω ∈ Ω. Fix ω ∈ Ω. On the other hand, (2.3) implies that every ε > 0, there exists
where the arcs U i = U i (ω, ε) ⊂ S 1 are the connected components of the set
denotes the open ball of radius r > 0 centered at the point x.
By means of the backward minimality, we recursively find maps h 1 , . . . , h ℓ in IFS(f 1 , . . . , f k ) such that h
1 (r i ) ∈ I for all i = 1, . . . , ℓ. Consider now ε > 0 so that
1 (B ε (r i )) ⊂ I for all i = 1, . . . , ℓ. Equation (2.4) implies that by iteration of f n ω the arcs U i are contracted. Since each of these arcs has points of the dense set D and ω ∈ Ω then one can move these arcs around the circle to any open set. In particular, there exist non-negative integer number n 1 = n 1 (ω), . . . , n ℓ = n ℓ (ω) with n 1 ≥ K(ω, ε) so that f
Let γ i be the words corresponding to the maps h i for i = 1, . . . , ℓ. We consider the word σ = γ ℓ . . . γ 1 ω 1 . . . ω n 1 +···+n ℓ .
Proof of the Claim. Consider the point
We have three cases:
In any case, one has that f σt • · · · • f σ 1 (z) ∈ I for some 0 ≤ t ≤ |σ| as we want and we conclude the proof of the claim.
The above claim concludes the minimality of almost every orbital branch in a deterministic version, i.e., for all the orbital branch corresponding to a sequences with dense orbit under the Bernoulli shift map. Next, we will prove that we also get the density of the periodic points of the IFS.
Let J be any small enough open interval. We will show that there exists a periodic point of IFS(f 1 , . . . , f k ) in J. To do this, first we need to prove that there is a fixed point a of a map g in IFS(f 1 , . . . , f k ) such that at least for one-side a becomes as an attracting point of g. Indeed, with the above notation, given any ω ∈ Ω and i ∈ {1, . . . , ℓ}, by means of (2.4) and the density of the points of D, we find n large enough such f n ω (U i ) ⊂ U i and |f n ω (U i )| < |U i |. By Brouwer's fixed-point theorem the map g = f n ω has a fixed point a in U i which satisfies the required attracting property.
The forward minimality allows us to find F ∈ IFS(f 1 , . . . , f k ) such that F (J) ∩ B has non-empty interior where B is the basin of attraction of a for g. Let V ⊂ J be a non-degenerated closed arc such that F (V ) ⊂ B. Again by the forward minimality of the IFS, there is G ∈ IFS(f 1 , . . . , f k ) such that G(a) belongs to the interior of V . Note that G being a continuous map, there is δ > 0 such that G((a − δ, a + δ)) is contained in V . Using now that F (V ) is in the basin of attraction of a, there is m ≥ 0 such that
This implies the desired density of periodic points of IFS(f 1 , . . . , f k ) and, therefore, we conclude the proof of Theorem A.
Observe that the proof of density of the periodic points of the IFS can be improved if one assumes that f 1 , . . . , f k are C 1 -diffeomorphisms and there is a hyperbolic attracting fixed point of some map in IFS(f 1 , . . . , f k ). This improvement involves taking a large iteration g m in such a way that G•g m •F is a contracting map on V . After that, one uses Banach's fixed-point theorem concluding the existence of a unique hyperbolic attracting fixed point of G • g m • F in V . Similar argument also runs to the backward IFS and thus we get the following remark. If f 1 , . . . , f k are C 1 -diffeomorphisms and there is a hyperbolic attracting (resp. repelling) periodic point of IFS(f 1 , . . . , f k ), then the hyperbolic attracting (resp. repelling) periodic points of IFS(f 1 , . . . , f k ) are dense in S 1 .
Remark 2.4.

Robust forward and backward minimal IFSs
In this section we will prove Theorem B and Theorem C.
Proof of Theorem B. Let g 1 , g 2 ∈ Diff 1 (S 1 ) be, respectively, an irrational rotation and a diffeomorphism with rational rotation number which is not conjugate to a rotation. By taking, if necessary, g 2 2 we can assume that g 2 is an orientation-preserving map. On the other hand, there exists a fixed point p of some iterate of g 2 such that at least for one-side p becomes as an attracting point. We can assume that p is fixed for g 2 and that A = (p, p+ε) is its local basin of attraction, i.e., 0 < Dg 2 (x) < 1 for all x ∈ A. Consider δ > 0 such that |δ − ε| > |p − g 2 (p + ε)| and set
Observe that g 1 being an irrational rotation, there exist n 1 , . . . , n k ∈ N such that, denoting h i = g
, for all i = 1, . . . , k. Notice that, since Dg n i 1 (z) = 1 for all z ∈ S 1 , there is λ < 1 such that (3) Dh i (x) < λ for all x ∈ (p + δ, p + ε) and i = 1, . . . , k. Similarly, we can cover the whole circle iterating B by finitely many iterations of g 1 . That is, there exist times m 1 , . . . , m s andm 1 , . . . ,m r such that denoting T i = g 
Now we will prove that (1), (2), (3) and (3.1) imply that the IFS generated by g 1 and g 2 is C 1 -robustly minimal. Namely, we want to prove that for every Φ = (f 1 , f 2 ) close enough to (g 1 , g 2 ) in the C 1 -topology,
where Orb
First of all, observe that (1), (2) , (3) and (3.1) are C 1 -robust conditions i.e., there are C 1 -neighborhoods V i of g i such that for each (f 1 , f 2 ) ∈ V 1 × V 2 there are mapsh 1 , . . . ,h k ,T 1 , . . . ,T m ,S 1 , . . . ,S r in IFS(f 1 , f 2 ) such that for these maps it holds the conditions (1), (2) , (3) and (3.1) for the same previous sets B and D. Thus, it suffices to show that these conditions imply forward minimality of the IFS.
Claim 2. Under the conditions (2),
for all i 1 . . . i n with i j ∈ {1, . . . , k}.
Proof. Observe that
Lemma 3.1. Under the conditions (1), (2) and (3), for every x ∈ B there is a sequence (i j ) j>0 , i j ∈ {1, . . . , k} such that
Proof. We define recursively for n > 1 the sets
for i j = 1, . . . , k and j = 1, . . . , n. Proof. The proof is by induction on n. First, we show that
By (1), B ⊂ B 1 1 ∪ · · · ∪ B 1 k , and thus it follows
From this we get that
Now, we assume the lemma holds for n − 1 and we will prove it for n. In the same way as before,
By hypothesis of induction, we have that B n−1
Now, note that we have that
for every 1 ≤ ℓ ≤ n and for all i j = 1, . . . , k with j = 2, . . . , ℓ + 1. Then
and the proof of the claim is completed.
. We now proceed recursively. For n > 1 we suppose that we have i j ∈ {1, . . . , k} for j = 1, . . . , n such that x ∈ B n in... for all n ≥ 1. Thus, we get
. Hence, by the mean-value theorem, there are z j ∈ B, for j = 1, . . . , n such that
According to Claim 2, h i j+1 •· · · •h in (z j ) ∈ (p + δ, p + ε) and thus, (3) implies that diam(A n ) ≤ λ n diam(B). Consequently A n being a nested sequence of sets whose diameters goes to zero, we get that Finally, from this we deduce that given y ∈ B,
for every n ∈ N. Since λ n → 0, then x = lim n→∞ h i 1 • · · · • h in (y) and we conclude the proof of the lemma.
We will now show the minimality of any IFS generated by two diffeomorphisms g 1 , g 2 satisfying (1), (2) , (3) contains an open set for some j ∈ {1, . . . , s}. Using the density of the orbits in B, one can find h ∈ IFS(g 1 , g 2 ) such that h • S i (x) ∈ T −1 j (I). Thus, T j • h • S i (x) ∈ I. This shows that IFS(g 1 , g 2 ) is minimal as we want.
In order to show the robust backward minimality, we observe that we can obtain (1), (2) , (3) 2 ), we conclude the robust minimality of this system. Finally, to conclude Theorem B, it suffices to apply Theorem A and Remark 2.4.
Next we prove the last result.
Proof of Theorem C. Let f be the C 1 -diffeomorphisms in IFS(f 1 , . . . , f k ) with irrational rotation number α. According to [7] , there exists a sequence of C 1 -diffeomorphisms h n such that h n • f • h −1 n tends to the rotation R α in the C 1 -topology as n → ∞. Thus, F n = h n • IFS(f 1 , . . . , f k ) • h −1 n can be taken arbitrarily C 1 -close to an IFS containing R α . Then, if necessary, by means of a small perturbation of the generators f 1 , . . . , f k we get a semigroup G n arbitrarily close to F n satisfying Theorem B. Consequently, the IFS given by h −1 n •G n •h n is C 1 -robustly forward and backward minimal and arbitrarily close to IFS(f 1 , . . . , f k ). This concludes the proof of the result.
