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Abstract In this paper, we propose two novel parallel hybrid methods for finding
a common element of the set of solutions of a finite family of generalized equilib-
rium problems for monotone bifunctions {fi}
N
i=1 and α - inverse strongly monotone
operators {Ai}
N
i=1 and the set of common fixed points of a finite family of (asymp-
totically) κ- strictly pseudocontractive mappings {Sj}
M
j=1 in Hilbert spaces. The
strong convergence theorems are established under the standard assumptions im-
posed on equilibrium bifunctions and operators. A numerical example is presented
to illustrate the efficiency of the proposed parallel methods.
Keywords Hybrid method · Equilibrium problem · Strictly pseudocontractive
mapping · Parallel computation.
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1 Introduction
Let H be a real Hilbert space with the inner product 〈., .〉 and the induced norm
||.|| and C be a nonempty closed convex subset of H. Let f : C × C → ℜ be a
bifunction and A : C → H be an α - inverse strongly monotone operator. The
generalized equilibrium problem (GEP) for the bifunction f and the monotone
operator A is defined as follows:
Find x ∈ C such that: f(x, y) + 〈Ax, y − x〉 ≥ 0, ∀y ∈ C. (1)
The set of solutions of (1) is denoted by GEP (f, A). The GEP (1) is very general
in the sense that, it includes, as special cases, many mathematical models: opti-
mization problems, saddle point problems, Nash equilirium point problems, fixed
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point problems, convex differentiable optimization problems, variational inequal-
ities, complementarity problems, see e.g., [7,20]. In recent years, some methods
have been proposed for finding a point in the solution set GEP (f, A), see [17,18,
28]. We give two special cases for the GEP (1):
If f = 0 then the GEP (1) becomes the variational inequality problem
Find x ∈ C such that: 〈Ax, y − x〉 ≥ 0, ∀y ∈ C (2)
If A = 0 then the GEP (1) becomes the equilibrium problem
Find x ∈ C such that: f(x, y) ≥ 0, ∀y ∈ C. (3)
The sets of solutions of (2) and (3) are denoted by V I(A,C) and EP (f, C), re-
spectively.
Let S : C → C be a nonexpansive mapping with the set of fixed points F (S).
In 2003, Nakajo and Takahashi [21] introduced the following hybrid algorithm for
finding a fixed point of the nonexpansive mapping S in Hilbert spaces

x0 ∈ C0 := C,
yn = αnxn + (1− αn)Sxn,
Cn = {z ∈ C : ||yn − z|| ≤ ||xn − z||} ,
Qn = {z ∈ C : 〈xn − z, x0 − xn〉 ≥ 0} ,
xn+1 = PCn∩Qnx0, n ≥ 0.
In 2010, Duan [11] proposed a hybrid algorithm for finding a common element
of the solution set
(
∩Mi=1EP (fi, C)
)
of equilibrium problems for the monotone
bifunctions {fi}
M
i=1 and the fixed point set
(
∩Nj=1F (Sj)
)
of the strictly pseudo-
contractive mappings {Sj}
N
j=1 in Hilbert spaces which combines three methods
including the proximal method [9], the Mann iteration [19] and the monotone
hybrid (outer approximation) method. Precisely,

x0 ∈ C0 := C,
un = T
fM
rM,n . . . T
f1
r1,nxn,
yn = αnxn + (1− αn)
(
λnun + (1− λn)Sn(mod)Nun
)
,
Cn+1 = {z ∈ Cn : ||yn − z|| ≤ ||xn − z||} ,
xn+1 = PCn+1x0, n ≥ 0.
(4)
Clearly, Duan’s algorithm is inherently sequential. Thus it can be costly on a single
processor when the numbers of bifunctions M and of strictly pseudocontractive
mappings N are large.
Very recently, Anh and Hieu [4,5] have proposed the following parallel hybrid
algorithm for finding a common fixed point of a finite family asymptotically quasi
φ - nonexpansive mappings {Ti}
N
i=1 in uniformly smooth and uniformly convex
Banach spaces

x0 ∈ C, C0 := C,
yin = J
−1 (αnJxn + (1− αn)JT
n
i xn) , i = 1, 2, . . . , N,
in = argmax1≤i≤N
{∥∥∥yin − xn∥∥∥} , y¯n := yinn ,
Cn+1 := {v ∈ Cn : φ(v, y¯n) ≤ φ(v, xn) + ǫn} ,
xn+1 = ΠCn+1x0, n ≥ 0,
Parallel Methods for GEPs and FPPs 3
where ǫn := (kn − 1)(ω + ||xn||)
2, {αn} ⊂ [0, 1], lim
n→∞
αn = 0. Note that [1,10]
in Hilbert spaces the normalize duality mapping J is the identity operator I, the
Lyapunov funtional φ(x, y) = ||x − y||2, and the generalized projection ΠC =
PC . Arccoding to this algorithm, itermadiate approximations y
i
n can be found
in parallel, among all yin the furthest element from xn, denoted by y¯n, is chosen.
After that, based on y¯n, the closed convex set Cn+1 is constructed. Finally, the next
approximation xn+1 is defined as the projection of x0 onto Cn+1. Some numerical
experiments (see [3,4,5]) have implied the efficency of this parallel algorithm.
Moreover, it can be used to solve systems of monotone operator equations in
Hilbert spaces or accretive operator equations in Banach spaces. Other parallel
algorithms for finding a common solution of a finite family of accretive operator
equations in Banach spaces can be found in [2,3,13].
In this paper, motivated and inspired by above results we propose two new
parallel hybrid algorithms for finding a common element of the set of solutions of
a finite family of GEPs for bifunctions {fi}
N
i=1 and operators {Ai}
N
i=1, and the
set of common fixed points of finitely many (asymptotically) κ - strictly pseudo-
contractive mappings {Sj}
M
j=1 in Hilbert spaces. The strong convergence theorems
are proved under the widely used assumptions of equilibrium bifunctions and op-
erators.
This paper is organized as follows: In Section 2 we collect some definitions and
primary results used in the next sections. In Section 3 we propose two parallel
hybrid algorithms and prove their convergence. Finally, Section 4 presents a nu-
merical example to illustrate the efficiency of parallel computation of the proposed
algorithms.
2 Preliminaries
In this section we recall some definitions and results for further use. Let C be a
nonempty closed and convex subset of a real Hilbert space H.
Definition 1 [8,12,23] A mapping S : C → C is said to be
i. nonexpansive if ||Sx− Sy|| ≤ ||x− y|| for all x, y ∈ C;
ii. asymptotically nonexpansive if there exists a sequence {kn} ⊂ [1;+∞) with
kn → 1 such that
||Snx− Sny|| ≤ kn||x− y||, ∀x, y ∈ C, n ≥ 1;
iii. κ - strictly pseudocontractive if there exists a constant κ ∈ [0; 1) such that
||Sx− Sy||2 ≤ ||x− y||2 + κ||(I − S)x− (I − S)y||2, ∀x, y ∈ C;
iv. asymptotically κ - strictly pseudocontractive if there exist a constant κ ∈ [0; 1)
and a sequence {kn} ⊂ [1;+∞) with kn → 1 such that
||Snx− Sny||2 ≤ kn||x− y||
2 + κ||(I − Sn)x− (I − Sn)y||2, ∀x, y ∈ C, n ≥ 1;
The class of κ - strictly pseudocontractive mappings was introduced by Browder
and Petryshyn [8] in 1967. Clearly, each nonexpansive mapping is 0 - strictly pseu-
docontractive. The class of asymptotically κ - strictly pseudocontractive mappings
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[23] is a generalization of the one of κ - strictly pseudocontractive mappings. A
mentioned example in [26] shows that the class of asymptotically κ - strictly pseu-
docontractive mappings contains properly the one of κ - strictly pseudocontractive
mappings. We have the following result [8].
Lemma 1 [27] Let H be a real Hilbert space and C be a nonempty closed convex
subset of H. Let S : C → C be an asymptotically κ-strict pseudocontraction with
the sequence {kn} ⊂ [1;∞), kn → 1. Then
i. F (S) is a closed convex subset of H.
ii. I − S is demiclosed, i.e., whenever {xn} is a sequence in C weakly converging
to some x ∈ C and the sequence {(I − S)xn} strongly converges to some y, it
follows that (I − S)x = y.
iii. S is uniformly L - Lipschitz continuous with the constant
L = sup
{
κ+
√
1 + (1− κ)(kn − 1)
1 + κ
: n ≥ 1
}
,
i.e., ||Snx− Sny|| ≤ L||x− y|| for all x, y ∈ C and n ≥ 1.
Lemma 2 [25] In a real Hilbert space H, the following equality holds
||ax+(1−a)y||2 = a||x||2+(1−a)||y||2−a(1−a)||x− y||2, ∀x, y ∈ H, a ∈ [0, 1].
Definition 2 A mapping A : C → H is said to be
i. monotone if 〈Ax−Ay, x− y〉 ≥ 0, ∀x, y ∈ C;
ii. η - strongly monotone if there exists a constant η > 0 such that
〈Ax−Ay, x− y〉 ≥ η ‖x− y‖2 , ∀x, y ∈ C;
iii. α - inverse strongly monotone if there exists a constant α > 0 such that
〈Ax− Ay, x− y〉 ≥ α ‖Ax−Ay‖2 , ∀x, y ∈ C.
Remark 1 A mapping S : C → C is κ - strictly pseudocontractive iff A = I−S is α
- inverse strongly monotone (0 < α < 1 and κ = 1− 2α) and is pseudocontractive
iff A = I − S is monotone.
Remark 2 If A is η - stronglymonotone and L - Lipschitz continuous, i.e., ‖Ax−Ay‖
≤ L ‖x− y‖ for all x, y ∈ C then A is η/L2 - inverse strongly monotone. If T is non-
expansive then A = I−T is 1/2 - inverse strongly monotone and V I(A,C) = F (T ).
Remark 3 If A : C → H is α - inverse strongly monotone then A is 1/α - Lipschitz
continuous and I − λA is nonexpansive, where λ ∈ (0, 2α).
Indeed, from 〈Ax−Ay, x− y〉 ≥ α ‖Ax−Ay‖2, we obtain
||Ax−Ay||||x− y|| ≥ α ‖Ax−Ay‖2 .
This implies that ‖Ax− Ay‖ ≤ 1/α||x− y||. Therefore A is 1/α - Lipschitz con-
tinuous. Moreover,
||(I − λA)x− (I − λA)y||2 = ||x− y||2 + λ2||Ax−Ay||2 − 2λ 〈Ax−Ay, x− y〉
≤ ||x− y||2 + λ2||Ax−Ay||2 − 2λα||Ax−Ay||2
= ||x− y||2 − λ(2α− λ)||Ax−Ay||2
≤ ||x− y||2.
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Hence, I − λA is nonexpansive.
For every x ∈ H, the element PCx is defined by
PCx = argmin{‖y − x‖ : y ∈ C} .
Since C is a nonempty closed convex subset of H, PCx exists and is unique. The
mapping PC : H → C is called the metric projection of H onto C. It is also well -
known that PC satisfies the following property
〈PCx− PCy, x− y〉 ≥ ‖PCx− PCy‖
2 , (5)
which implies that PC is 1 - inverse strongly monotone, and for all x ∈ C, y ∈ H,
‖x− PCy‖
2 + ‖PCy − y‖
2 ≤ ‖x− y‖2 . (6)
Moreover, z = PCx if and only if
〈x− z, z − y〉 ≥ 0, ∀y ∈ C. (7)
For solving the GEP (1), we assume that the bifunction f satisfies the following
conditions:
(A1) f(x, x) = 0 for all x ∈ C;
(A2) f is monotone, i.e., f(x, y) + f(y, x) ≤ 0 for all x, y ∈ C;
(A3) for all x, y, z ∈ C,
lim
t→0
sup f(tz + (1− t)x, y) ≤ f(x, y);
(A4) for each x ∈ C, the function f(x, .) is convex and lower semicontinuos.
The following results concern with the befunction f .
Lemma 3 [9] Let C be a closed convex subset of a Hilbert space H, f be a bifunc-
tion from C × C to ℜ satisfying the conditions (A1)-(A4) and let r > 0, x ∈ H.
Then, there exists z ∈ C such that
f(z, y) +
1
r
〈y − z, z − x〉 ≥ 0, ∀y ∈ C.
Lemma 4 [9] Let C be a closed convex subset of a Hilbert space H, f be a bi-
function from C × C to ℜ satisfying the conditions (A1)-(A4). For all r > 0 and
x ∈ H, define the mapping
T fr x = {z ∈ C : f(z, y) +
1
r
〈y − z, z − x〉 ≥ 0, ∀y ∈ C}.
Then the following hold:
(B1) T fr is single-valued;
(B2) T fr is a firmly nonexpansive, i.e., for all x, y ∈ H,
||T fr x− T
f
r y||
2 ≤ 〈T fr x− T
f
r y, x− y〉;
(B3) F (T fr ) = EP (f, C);
(B4) EP (f, C) is closed and convex.
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3 Main results
In this section, we propose two parallel hybrid algorithms for finding a common
element of the set of solutions of a finite family of GEPs for monotone bifunctions
{fi}
N
i=1 and α - inverse strongly monotone mappings {Ai}
N
i=1 and the set of com-
mon fixed points of a finite family of (asymptotically) κ - strictly pseudocontractive
mappings {Sj}
M
j=1 in Hilbert spaces. We assume that the mappings {Ai}
N
i=1 are
inverse strongly monotone with the same constant α and {Sj}
M
j=1 are asymptot-
ically κ - strictly pseudocontractive mappings with the same sequence {kn} ⊂
[1;+∞), kn → 1 and constant κ ∈ [0; 1). Indeed, if Ai is αi - inverse strongly
monotone, Ai is α - inverse strongly monotone with α := min{αi : i = 1, . . . , N}.
Similarly, suppose that Sj is asymptotically κj - strictly pseudocontractive with
the sequence
{
kjn
}
⊂ [1;+∞), kjn → 1. Putting kn = max
{
kjn : j = 1, . . . ,M
}
and κ := max {κj : j = 1, . . . ,M}. Then, Sj is asymptotically κ - strictly pseudo-
contractive with the sequence {kn} ⊂ [1;+∞), kn → 1.
Moreover, we also assume that the solution set
F :=
(
∩Ni=1GEP (fi, Ai)
)⋂(
∩Mj=1F (Sj)
)
is nonempty and bounded, i.e., there exists a positive real number ω such that
F ⊂ Ω := {v ∈ H : ||v|| ≤ ω}.
Algorithm 1 Initialization. Choose x0 ∈ C and set n := 0. The control param-
eter sequences {αk} , {βk} , {rk} satisfy the following conditions.
(a) 0 < αk < 1, limk→∞ supαk < 1;
(b) κ ≤ βk ≤ b < 1 for some b ∈ (κ; 1);
(c) 0 < d ≤ rk ≤ e < 2α.
Step 1. Find intermediate approximations yin in parallel
yin = T
fi
rn (xn − rnAi(xn)) , i = 1, . . . , N.
Step 2. Choose the furthest element from xn among all y
i
n, i.e.,
in = argmax{||y
i
n − xn|| : i = 1, . . . , N}, y¯n := y
in
n .
Step 3. Find intermediate approximations zjn in parallel
zjn = αnxn + (1− αn)
(
βny¯n + (1− βn)S
n
j y¯n
)
, j = 1, . . . ,M.
Step 4. Choose the furthest element from xn among all z
j
n, i.e.,
jn = argmax{||z
j
n − xn|| : j = 1, . . . ,M}, z¯n := z
jn
n .
Step 5. Construct the closed convex subset Cn+1 of C
Cn+1 = {v ∈ Cn : ||z¯n − v||
2 ≤ ||xn − v||
2 + ǫn},
where ǫn = (kn − 1) (||xn||+ ω)
2.
Step 6. The next approximation xn+1 is defined as the projection of x0 onto Cn+1,
i.e.,
xn+1 = PCn+1(x0).
Step 7. Set n := n+ 1 and go to Step 1.
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Lemma 5 If Algorithm 1 reaches to the iteration n ≥ 0 then F ⊂ Cn+1 and xn+1
is well-defined.
Proof From Lemmas 1 and 4, we see that GEP (fi, A), i = 1, . . . , N and F (Sj), j =
1, . . . ,M are closed convex subsets. Hence, F is closed and convex. Moreover, we
see that C0 = C is closed and convex. Assume that Cn is closed and convex for
some n ≥ 0. From the definition of Cn+1 we obtain
Cn+1 = Cn ∩
{
v ∈ H : 2 〈v, xn − z¯n〉 ≤ ||xn||
2 − ||z¯n||
2 + ǫn
}
.
Hence, Cn+1 is closed and convex. By the induction, Cn is closed and convex for all
n ≥ 0. Now, we show that F ⊂ Cn for all n ≥ 0. Putting Sj,βn = βnI+(1−βn)S
n
j ,
hence zjn = αnxn+(1−αn)Sj,βn y¯n. From the nonexpansiveness of T
fin
rn , the inverse
strongly monotonicity of Ain and the hypothesis of rn, we have, for each u ∈ F ,
||y¯n − u||
2 = ||T
fin
rn (xn − rnAinxn)− T
fin
rn (u− rnAinu)||
2
≤ ||(xn − rnAinxn)− (u− rnAinu)||
2
= ||xn − u||
2 + r2n||Ainxn −Ainu||
2 − 2rn 〈Ainxn −Ainu, xn − u〉
≤ ||xn − u||
2 + r2n||Ainxn −Ainu||
2 − 2rnα||Ainxn −Ain ||
2
= ||xn − u||
2 − rn(2α− rn)||Ainxn − Ainu||
2
≤ ||xn − u||
2. (8)
Therefore, from the convexity of ||.||2 and the asymptotically κ - strictly pseudo-
contractiveness of Sjn ,
||z¯n − u||
2 = ||αnxn + (1− αn)Sjn,βn y¯n − u||
2
≤ αn||xn − u||
2 + (1− αn)||Sjn,βn y¯n − u||
2
= αn||xn − u||
2 + (1− αn)||βny¯n + (1− βn)S
n
jn y¯n − u||
2
= αn||xn − u||
2
+(1− αn)
(
βn||y¯n − u||
2 + (1− βn)||S
n
jn y¯n − S
n
jnu||
2
)
−(1− αn)βn(1− βn)||(y¯n − u)− (S
n
jn y¯n − S
h
jnu)||
2
= αn||xn − u||
2 + (1− αn)
(
βn||y¯n − u||
2 + (1− βn)kn||y¯n − u||
2
)
+κ(1− αn)(1− βn)||(I − S
n
jn)y¯n − (I − S
n
jn)u||
2
−(1− αn)βn(1− βn)||(y¯n − u)− (S
n
jn y¯n − S
h
jnu)||
2
= αn||xn − u||
2 + (1− αn)
(
βn||y¯n − u||
2 + (1− βn)kn||y¯n − u||
2
)
−(βn − κ)(1− αn)(1− βn)||(I − S
n
jn)y¯n − (I − S
n
jn)u||
2
≤ αn||xn − u||
2 + (1− αn)
(
βn||y¯n − u||
2 + (1− βn)kn||y¯n − u||
2
)
= αn||xn − u||
2 + (1− αn)||y¯n − u||
2 + (1− βn)(kn − 1)||y¯n − u||
2
≤ αn||xn − u||
2 + (1− αn)||xn − u||
2 + (kn − 1)||xn − u||
2
≤ ||xn − u||
2 + (kn − 1) (||xn||+ ||u||)
2
≤ ||xn − u||
2 + (kn − 1) (||xn||+ ω)
2
= ||xn − u||
2 + ǫn. (9)
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This implies that u ∈ Cn+1 for all u ∈ F . Thus, by the induction F ⊂ Cn for all
n ≥ 0. Since F is nonempty, so is Cn+1. Hence xn+1 is well-defined. The proof of
Lemma 5 is complete.
Lemma 6 Suppose that {xn} ,
{
yin
}
and
{
zjn
}
are the sequences generated by Al-
gorithm 1. Then, {xn} is a Cauchy sequence and there hold the following relations
lim
n→∞
||xn − y
i
n|| = lim
n→∞
||xn − z
j
n|| = lim
n→∞
||xn − Sjxn|| = 0
for all i = 1, . . . , N and j = 1, . . . ,M .
Proof From the definition ofCn, we haveCn+1 ⊂ Cn. Moreover, xn+1 = PCn+1(x0) ∈
Cn+1. Thus xn+1 ∈ Cn. From xn = PCnx0 and the definition of PCn , we obtain
||xn − x0|| ≤ ||xn+1 − x0||.
This implies that the sequence {||xn − x0||} is nondecreasing. From xn = PCnx0,
we also have ||xn − x0|| ≤ ||u − x0|| for each u ∈ F ⊂ Cn. Thus, the sequence
{||xn − x0||} is bounded. Hence, there exists the limit of the sequence {||xn − x0||}.
For all m ≥ n ≥ 0, we have xm ∈ Cn. By xn = PCnx0 and the property (6) of the
metric projection, we get
||xm − xn||
2 ≤ ||xm − x0||
2 − ||xn − x0||
2.
Letting m,n→∞ in the last inequality, we obtain
lim
m,n→∞
||xm − xn|| = 0. (10)
Therefore, {xn} is a Cauchy sequence. From xn+1 ∈ Cn+1 and the definition of
Cn+1 we have
||z¯n − xn+1||
2 ≤ ||xn − xn+1||
2 + ǫn. (11)
From the boundedness of {xn} and kn → 1, one has
ǫn = (kn − 1)(||xn||+ ω)
2 → 0 (12)
as n→∞. Combining (10), (11), (12) we get
lim
n→∞
||z¯n − xn+1|| = 0. (13)
From (10), (13) and ||z¯n − xn|| ≤ ||z¯n − xn+1||+ ||xn+1 − xn|| we get
lim
n→∞
||z¯n − xn|| = 0. (14)
From the definition of jn, we see that
lim
n→∞
||zjn − xn|| = 0 (15)
for all j = 1, . . . ,M . From zjn = αnxn + (1− αn)Sj,βn y¯n we obtain
||zjn − xn|| = (1− αn)||Sj,βn y¯n − xn||.
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This equality together (15) and limn→∞ supαn < 1 implies that
lim
n→∞
||Sj,βn y¯n − xn|| = 0. (16)
For each u ∈ F , from the firmly nonexpansiveness of T
fin
rn , we have
2||y¯n − u||
2 = 2||T
fin
rn (xn − rnAinxn)− T
fin
rn (u− rnAinu)||
2
≤ 2 〈(xn − rnAinxn)− (u− rnAinu), y¯n − u〉
= ||(xn − rnAinxn)− (u− rnAinu)||
2 + ||y¯n − u||
2
−||(xn − rnAinxn)− (u− rnAinu)− (y¯n − u)||
2
≤ ||xn − u||
2 + ||y¯n − u||
2 − ||(xn − y¯n)− rn(Ainxn −Ainu)||
2
≤ ||xn − u||
2 + ||y¯n − u||
2 − ||xn − y¯n||
2 − r2n||Ainxn −Ainu||
2
+2rn 〈Ainxn −Ainu, xn − y¯n〉 .
Therefore
||y¯n − u||
2 ≤ ||xn − u||
2 − ||xn − y¯n||
2 − r2n||Ainxn −Ainu||
2
+2rn 〈Ainxn −Ainu, xn − y¯n〉
≤ ||xn − u||
2 − ||xn − y¯n||
2 − r2n||Ainxn −Ainu||
2
+2rn||Ainxn −Ainu||||xn − y¯n||
≤ ||xn − u||
2 − ||xn − y¯n||
2 + 2rn||Ainxn −Ainu||||xn − y¯n||. (17)
By arguing similarly as in (9), we obtain
||z¯n − u||
2 ≤ αn||xn − u||
2 + ǫn + (1− αn)||y¯n − u||
2. (18)
The last inequality together with the relation (8) one has
||z¯n − u||
2 ≤ αn||xn − u||
2 + ǫn + (1− αn)||y¯n − u||
2
≤ αn||xn − u||
2 + ǫn + (1− αn)||xn − u||
2
−(1− αn)rn(2α− rn)||Ainxn −Ainu||
2
= ||xn − u||
2 + ǫn − (1− αn)rn(2α− rn)||Ainxn −Ainu||
2.
Therefore
(1− αn)rn(2α− rn)||Ainxn −Ainu||
2 ≤ ||xn − u||
2 − ||z¯n − u||
2 + ǫn.
This implies that
(1− αn)rn(2α− rn)||Ainxn −Ainu||
2 ≤ ||xn − z¯n|| (||xn − u||+ ||z¯n − u||) + ǫn.
(19)
From (12), (14), (19) and the boundedness of {xn} , {z¯n} we obtain
lim
n→∞
||Ainxn −Ainu|| = 0. (20)
From (17) and (18), we get
(1− αn)||xn − y¯n||
2 ≤ ||xn − u||
2 − ||z¯n − u||
2 + ǫn
+(1− αn)2rn||Ainxn −Ainu||||xn − y¯n||
≤ ||xn − z¯n|| (||xn − u||+ ||z¯n − u||) + ǫn
+(1− αn)2rn||Ainxn −Ainu||||xn − y¯n||. (21)
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Combining (12), (14), (20), (21), we have
lim
n→∞
||xn − y¯n|| = 0. (22)
From the definition of in, we conclude that
lim
n→∞
||xn − y
i
n|| = 0, i = 1, . . . , N,
From (16) and (22), one has
lim
n→∞
||Sj,βny¯n − y¯n|| = 0
or
lim
n→∞
(1− βn)||S
n
j y¯n − y¯n|| = 0.
Since βn ≤ b < 1,
lim
n→∞
||Snj y¯n − y¯n|| = 0. (23)
Thus, it follows from the uniformly L - Lipschitz continuity of Sj that
||Snj xn − xn|| ≤ ||S
n
j xn − S
n
j y¯n||+ ||S
n
j y¯n − y¯n||+ ||y¯n − xn||
≤ L||xn − y¯n||+ ||S
n
j y¯n − y¯n||+ ||y¯n − xn||
= (L+ 1)||xn − y¯n||+ ||S
n
j y¯n − y¯n||,
where L is defined as in Lemma 1. This together with (22) and (23) implies that
lim
n→∞
||Snj xn − xn|| = 0. (24)
From the triangle inequality and the uniformly L - Lipschitz continuity of Sj ,
||Sjxn − xn|| ≤ ||Sjxn − S
n+1
j xn||+ ||S
n+1
j xn − S
n+1
j xn+1||
+||Sn+1j xn+1 − xn+1||+ ||xn+1 − xn||
= L||xn − S
n
j xn||+ (L+ 1)||xn − xn+1||+ ||S
n+1
j xn+1 − xn+1||,
which, from the relations (10) and (24), implies that
lim
n→∞
||Sjxn − xn|| = 0. (25)
The proof of Lemma 6 is complete.
Lemma 7 Suppose that p is a limit point of {xn} then p ∈ F .
Proof By Lemma 6, {xn} is a Cauchy sequence in C. Since C is closed, xn → p ∈
C. From Lemma 1 we see that Sj is Lipschitz continuous and so continuous. Thus,
the equality (25) gives Sjp = p. Hence p ∈ F (Sj) for all j = 1, . . . ,M .
Next, we show that p ∈ ∩Ni=1GEP (fi, Ai). Note that limn→∞
∥∥∥yin − xn∥∥∥ = 0.
This together with rn ≥ d > 0 implies that
lim
n→∞
∥∥∥yin − xn∥∥∥
rn
= 0. (26)
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Moreover, since Ai is α-inverse strongly monotone, Ai is Lipschitz continuous.
Hence
lim
n→∞
||Aiy
i
n −Aixn|| = 0. (27)
We have yin = T
fi
rn(xn − rnAixn), i.e.,
fi(y
i
n, y) +
〈
Aixn, y − y
i
n
〉
+
1
rn
〈
y − yin, y
i
n − xn
〉
≥ 0, ∀y ∈ C. (28)
From (28) and (A2), we get〈
Aixn, y − y
i
n
〉
+
1
rn
〈
y − yin, y
i
n − xn
〉
≥ −fi(y
i
n, y) ≥ fi(y, y
i
n) ∀y ∈ C. (29)
For 0 < t ≤ 1 and y ∈ C, putting yt = ty + (1 − t)p. Since y ∈ C and p ∈ C,
yt ∈ C. Hence, for each t ∈ (0, 1], from (A3) and (29), we have that〈
yt − y
i
n, Aiyt
〉
≥
〈
yt − y
i
n, Aiyt
〉
−
〈
Aixn, yt − y
i
n
〉
−
1
rn
〈
yt − y
i
n, y
i
n − xn
〉
+ fi(yt, y
i
n)
≥
〈
yt − y
i
n, Aiyt −Aiy
i
n
〉
+
〈
Aiy
i
n −Aixn, yt − y
i
n
〉
−
1
rn
〈
yt − y
i
n, y
i
n − xn
〉
+ fi(yt, y
i
n)
≥
〈
Aiy
i
n −Aixn, yt − y
i
n
〉
−
1
rn
〈
yt − y
i
n, y
i
n − xn
〉
+ fi(yt, y
i
n).
Letting n→∞ in the last inequality, from (26), (27) and the hypothesis (A4), we
have
〈yt − p,Aiyt〉 ≥ fi(yt, p). (30)
By (A1), (A4) and (30), one has
0 = fi(yt, yt)
= fi(yt, ty + (1− t)p)
≤ tfi(yt, y) + (1− t)fi(yt, p)
≤ tfi(yt, y) + (1− t) 〈yt − p,Aiyt〉
= tfi(yt, y) + (1− t)t 〈y − p,Aiyt〉 .
Dividing both sides of the last inequality by t > 0, we obtain
fi(yt, y) + (1− t) 〈y − p,Aiyt〉 ≥ 0, ∀y ∈ C.
Taking t→ 0+ in the last inequality, from (A3), we get fi(p, y) + 〈y − p,Aip〉 ≥ 0
for all y ∈ C and 1 ≤ i ≤ N , i.e, p ∈ ∩Ni=1GEP (fi, Ai). Therefore, p ∈ F . The
proof of Lemma 7 is complete.
Theorem 2 Let C be a nonempty closed convex subset of a Hilbert space H.
Suppose that {fi}
N
i=1 is a finite family of bifunctions satisfying the conditions
(A1) − (A4); {Ai}
N
i=1 is a finite family of α - inverse strongly monotone map-
pings; {Sj}
M
j=1 is a finite family of asymptotically κ - strictly pseudocontractive
mappings with the sequence {kn} ⊂ [1;+∞), kn → 1. Moreover, suppose that the
solution set F is nonempty and bounded. Then the sequences {xn} ,
{
yin
}
and
{
zjn
}
generated by Algorithm 1 converge strongly to PFx0.
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Proof By Lemmas 6 and 7, the sequences {xn} ,
{
yin
}
and
{
zjn
}
converge strongly
to p ∈ F . Now, we show that xn → x
† := PFx0. Indeed, from the proof of Lemma
6 and x† ∈ F we get
‖xn − x0‖ ≤
∥∥∥x† − x0∥∥∥ .
By the continuity of ‖.‖ we have
‖p− x0‖ = lim
n→∞
‖xn − x0‖ ≤
∥∥∥x† − x0∥∥∥ .
By the definition of x†, p = x†. The proof of Theorem 2 is complete.
Corollary 1 Assume that {fi}
N
i=1 , {Ak}
K
k=1 , {Sj}
M
j=1 , {αn} , {βn} , {rn} satisfy
all conditions in Theorem 2. In addition the set F =
(
∩Ni=1EP (fi, C)
) ⋂ (
∩Kk=1V I(Ak, C)
)
⋂ (
∩Mj=1F (Sj)
)
is nonempty and bounded. Let {xn} be the sequence generated by
the following manner:

x0 ∈ C0 := C,
yin = T
fi
rnxn, i = 1, . . . , N,
yN+kn = PC(xn − rnAkxn), k = 1, . . . ,K,
in = argmax
{
||yin − xn|| : i = 1, . . . , N +K
}
, y¯n = y
in
n ,
zjn = αnxn + (1− αn)
(
βny¯n + (1− βn)S
n
j y¯n
)
, j = 1, . . . ,M,
jn = argmax{||z
j
n − xn|| : j = 1, . . . ,M}, z¯n := z
jn
n ,
Cn+1 = {v ∈ Cn : ||z¯n − v||
2 ≤ ||xn − v||
2 + ǫn},
xn+1 = PCn+1(x0), n ≥ 0.
Then the sequence {xn} converges strongly to PFx0.
Proof Putting Fi = fi for i = 1, . . . , N and Fi = 0 for i = N + 1, . . . , N + K.
Putting Bi = 0 for i = 1, . . . , N and BN+k = Ak for k = 1, . . . ,K. Now, we
condider the following N +K generalized equilibrium problems
Findx ∈ C such that:Fi(x, y) + 〈Bix, y − x〉 ≥ 0, ∀y ∈ C,
where i = 1, . . . , N+K. Application of Algorithm 1 with the finite family of above
GEPs leads to
yin = T
Fi
rn (xn − rnBixn), i = 1, . . . , N +K.
For each i = 1, . . . , N , since Bi = 0 and Fi = fi, y
i
n = T
fi
rn(xn). Moreover, for each
i = N + 1, N + 2, . . . , N +K, since Fi = 0 and Bi = Ai, y
i
n = PC(xn − rnAixn).
Thus, Corollary 1 is followed directly from Theorem 2.
Corollary 2 Assume that {Ak}
N
i=1 , {Sj}
M
j=1 , {αn} , {βn} , {rn} satisfy all condi-
tions in Theorem 2. In addition the solution set F =
(
∩Ni=1V I(Ai, C)
) ⋂ (
∩Mj=1F (Sj)
)
is nonempty and bounded. Let {xn} be the sequence generated by the following
manner:

x0 ∈ C0 := C,
yin = PC(xn − rnAixn), i = 1, . . . , N,
in = argmax
{
||yin − xn|| : i = 1, . . . , N
}
, y¯n = y
in
n ,
zjn = αnxn + (1− αn)
(
βny¯n + (1− βn)S
n
j y¯n
)
, j = 1, . . . ,M,
jn = argmax{||z
j
n − xn|| : j = 1, . . . ,M}, z¯n := z
jn
n ,
Cn+1 = {v ∈ Cn : ||z¯n − v||
2 ≤ ||xn − v||
2 + ǫn},
xn+1 = PCn+1(x0), n ≥ 0.
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Then the sequence {xn} converges strongly to PFx0.
Proof Corollary 2 is followed from Theorem 2 with fi(x, y) = 0 for all i = 1, . . . , N .
Corollary 3 Let f be a bifunction from C × C to ℜ satisfying all conditions
(A1)− (A4), A be an α- inverse strongly monotone mapping, and S be an asymp-
totically κ - strict pseudocontraction mapping. The control parameter sequences
{αn} , {βn} , {rn} satisfy all conditions in Theorem 2. Moreover, assume that the
solution set F = GEP (f, A) ∩ F (S) is nonempty and bounded. Let {xn} be the
sequence generated by the following manner


x0 ∈ C0 := C,
yn such that f(yn, y) + 〈Axn, y − yn〉+
1
rn
〈y − yn, yn − xn〉 ≥ 0,∀y ∈ C,
zn = αnxn + (1− αn) (βnyn + (1− βn)S
nyn) ,
Cn+1 = {v ∈ Cn : ||zn − v||
2 ≤ ||xn − v||
2 + ǫn},
xn+1 = PCn+1(x0), n ≥ 0.
Then the sequence {xn} converges strongly to PFx0.
Proof Corollary 3 is followed from Theorem 2 with fi(x, y) = f(x, y), Ai = A,
Sj = S for all i = 1, . . . , N and j = 1, . . . ,M .
Corollary 4 Assume that {fi}
N
i=1 , {Ai}
N
i=1 , {αn} , {rn} satisfy all conditions in
Theorem 2 and {Sj}
M
j=1 is a finite family of asymptotically nonexpansive mappings
with the same sequence {kn} ⊂ [1,∞), kn → 1 as n→∞. Moreover, assume that
the solution set F =
(
∩Ni=1EP (fi, Ai)
)⋂(
∩Mj=1F (Sj)
)
is nonempty and bounded.
Let {xn} be the sequence generated by the following manner

x0 ∈ C0 := C,
yin such that fi(y
i
n, y) +
〈
Axn, y − y
i
n
〉
+ 1
rn
〈
y − yin, y
i
n − xn
〉
≥ 0, ∀y ∈ C,
in = argmax
{
||yin − xn|| : i = 1, . . . , N
}
; y¯n = y
in
n ,
zjn = αnxn + (1− αn)S
n
j y¯n, j = 1, . . . ,M,
jn = argmax{||z
j
n − xn|| : j = 1, . . . ,M}, z¯n := z
jn
n ,
Cn+1 = {v ∈ Cn : ||z¯n − v||
2 ≤ ||xn − v||
2 + ǫn},
xn+1 = PCn+1(x0), n ≥ 0,
where ǫn = (k
2
n − 1)(||xn|| + ω)
2. Then the sequence {xn} converges strongly to
PFx0.
Proof Since Sj is an asymptotically nonexpansive mapping with the sequence
{kn} ⊂ [1,∞), kn → 1 as n → ∞, Sj is an asymptotically 0 - strictly pseudo-
contraction mapping with the sequence
{
k2n
}
⊂ [1,∞), k2n → 1 as n → ∞. Using
Theorem 2 with κ = βn = 0, we obtain the desired conclusion.
For a finite family of κ - strictly pseudocontractive mappings, the assumption of
the boundedness of the set F is redundant. We have the following Algorithm.
Algorithm 3 Initialization. Choose x0 ∈ C and set n := 0, C0 = C. The
control parameter sequences {αk}, {βk}, {rk} satisfy the following conditions
(a) 0 < αk < 1, limk→∞ supαk < 1;
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(b) κ ≤ βk ≤ b < 1 for some b ∈ (κ; 1);
(c) 0 < d ≤ rk ≤ e < 2α.
Step 1. Find intermediate approximations yin in parallel
yin = T
fi
rn (xn − rnAi(xn)) , i = 1, . . . , N.
Step 2. Choose the furthest element from xn among all y
i
n, i.e.,
in = argmax{||y
i
n − xn|| : i = 1, . . . , N}, y¯n := y
in
n .
Step 3. Find intermediate approximations zjn in parallel
zjn = αnxn + (1− αn) (βny¯n + (1− βn)Sj y¯n) , j = 1, . . . ,M.
Step 4. Choose the furthest element from xn among all z
j
n, i.e.,
jn = argmax{||z
j
n − xn|| : j = 1, . . . ,M}, z¯n := z
jn
n .
Step 5. Construct the closed convex subset Cn+1 of C
Cn+1 = {v ∈ Cn : ||z¯n − v|| ≤ ||xn − v||}.
Step 6. The next approximation xn+1 is defined as the projection of x0 onto Cn+1,
i.e.,
xn+1 = PCn+1(x0).
Step 7. Set n := n+ 1 and go to Step 1.
Theorem 4 Let C be a nonempty closed convex subset of a Hilbert space H.
Suppose that {fi}
N
i=1 is a finite family of bifunctions satisfying the conditions
(A1) − (A4); {Ai}
N
i=1 is a finite family of α - inverse strongly monotone map-
pings; {Sj}
M
j=1 is a finite family of κ - strictly pseudocontractive mappings. More-
over, suppose that the solution set F is nonempty. Then the sequences {xn} ,
{
yin
}
and
{
zjn
}
generated by Algorithm 3 converge strongly to PFx0.
Proof Since Sj is a κ - strictly pseudocontractive mapping, Sj is an asymptotically
κ - strictly pseudocontractive mapping with the sequence kn = 1 for all n ≥ 1.
Putting ǫn = 0, by the same arguments as in the proof of Theorem 2 we obtain
F,Cn are closed convex subsets of C. Moreover, F ⊂ Cn for all n ≥ 0 and
lim
n→∞
xn = lim
n→∞
yin = lim
n→∞
zjn = p ∈ C.
for all i = 1, . . . , N and j = 1, . . . ,M . Since Sj is an asymptotically κ - strictly
pseudocontractive mapping with the sequence kn = 1, from Lemma 1, we see that
Sj is 1 - Lipschitz continuous. By arguing similarly to (25), we obtain
lim
n→∞
||Sjxn − xn|| = 0, j = 1, . . . ,M.
The rest of the proof of Theorem 4 is similar to the one of Theorem 2.
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Corollary 5 Suppose that {fi}
N
i=1, {Sj}
M
j=1 and control parameter sequences {αn},
{βn}, {rn} satisfy all conditions in Theorem 4. In addition, the solution set F =(
∩Ni=1EP (fi, C)
) ⋂ (
∩Mj=1F (Sj)
)
is nonempty. Let {xn} be the sequence gener-
ated by the following manner:

x0 ∈ C0 := C,
yin = T
fi
rnxn, i = 1, . . . , N,
in = argmax
{
||yin − xn|| : i = 1, . . . , N
}
, y¯n = y
in
n ,
zjn = αnxn + (1− αn) (βny¯n + (1− βn)Sj y¯n) , j = 1, . . . ,M,
jn = argmax{||z
j
n − xn|| : j = 1, . . . ,M}, z¯n := z
jn
n ,
Cn+1 = {v ∈ Cn : ||z¯n − v|| ≤ ||xn − v||},
xn+1 = PCn+1(x0), n ≥ 0.
(31)
Then, the sequence {xn} converges strongly to PFx0.
Proof Theorem 4 with Ai = 0 ensures that the sequence {xn} converges strongly
to PFx0.
Remark 4 Corollary 5 gives a parallel hybrid algorithm which improves announced
results in [11] .
4 Numerical example
Let H be the set of real numbers with the strandard inner product 〈x, y〉 = xy
and the induced norm ||x|| = |x| for all x, y ∈ H. We condider a finite family
of mappings {Sj}
M
j=1 on C = [−1, 1] as follows: Sj(x) = x for all −1 ≤ x < 0
and Sj(x) = x− cjx
2 for all 0 ≤ x ≤ 1, where 1 < cj < 2, j = 1, . . . ,M . Putting
Aj(x) = 0 for all−1 ≤ x < 0 andAj(x) = cjx
2 for all 0 ≤ x ≤ 1. A straightforward
computation implies that Aj is cj/4 - inverse strongly monotone. By Remark 1,
Sj = I−Aj is κj - strictly pseudocontractive mapping with κj = 1−cj/2. Besides,
for each fixed real number 2
cj
− 1 < ǫ < 1, we have
|Sj(ǫ)− Sj(1)| = |1− ǫ||cj(1 + ǫ)− 1| > |1− ǫ|.
Therefore, Sj is not nonexpansive. It is clear that ∩
M
j=1F (Sj) = [−1, 0].
Let fi : C × C → ℜ be bifunctions defined as follows:
fi(x, y) = Bi(x)(y − x), ∀x, y ∈ C, i = 1, . . . , N,
where Bi(x) = 0 for all x ∈ [−1, ξi) and Bi(x) = tan(x − ξi) − x + ξi for all
x ∈ [ξi, 1], and −1 < ξ1 < . . . < ξN < 1. All conditions (A1), (A3), (A4) are
satisfied automatically. Since Bi(x) is nondecreasing, fi(x, y) is monotone. Finally,
fi(x, y) = Bi(x)(y − x) ≥ 0, ∀y ∈ [−1, 1]
if and only if −1 ≤ x ≤ ξi, i.e., EP (fi, C) = [−1, ξi]. Therefore, ∩
N
i=1EP (fi, C) =
[0, ξ1] and
F =
(
∩Mj=1F (Sj)
)⋂(
∩Ni=1EP (fi, C)
)
= [0, ξ1].
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By Algorithm (31) we have

yin = T
fi
rnxn, i = 1, . . . , N,
in = argmax
{
||yin − xn|| : i = 1, . . . , N
}
, y¯n = y
in
n ,
zjn = αnxn + (1− αn) (βny¯n + (1− βn)Sj y¯n) , j = 1, . . . ,M,
jn = argmax{||z
j
n − xn|| : j = 1, . . . ,M}, z¯n := z
jn
n ,
Cn+1 = {v ∈ Cn : ||z¯n − v|| ≤ ||xn − v||},
xn+1 = PCn+1(x0), n ≥ 0.
(32)
We choose x0 = 1 and rn = 1 for all n ≥ 0. By Corollary 5 then xn → x
† :=
PFx0 = ξ1. We see that y
i
n = T
fi
rnxn is equivalent to the following problem: Find
yin ∈ [−1, 1] such that
Bi(y
i
n)(y − y
i
n) + (y − y
i
n)(y
i
n − xn) ≥ 0, ∀y ∈ [−1, 1]
or
(y − yin)(Bi(y
i
n) + y
i
n − xn) ≥ 0, ∀y ∈ [−1, 1].
The last inequality is equivalent to the equation Bi(y
i
n) + y
i
n = xn. Therefore, if
−1 ≤ xn < ξi then y
i
n = xn. Otherwise, if ξi ≤ xn ≤ 1 then y
i
n = ξi+arctan(xn−
ξi). Among all y
i
n, the furthest element from xn, denoted by y¯n, is chosen. From
(32) we have
zjn = αnxn + (1− αn) (βny¯n + (1− βn)Sj y¯n) .
If y¯n < 0 then z
j
n = αnxn + (1− αn)y¯n. Otherwise, if y¯n ≥ 0 then z
j
n = αnxn +
(1 − αn)
(
y¯n − cj(1− βn)y¯
2
n
)
. Thus, we can choose the furthest element from xn
among all zjn and denote by z¯n. We have Cn+1 = {v ∈ Cn : |z¯n − v| ≤ |xn − v|}.
By the induction, we can show that
Cn+1 = [−1,
xn + z¯n
2
].
Therefore, xn+1 = PCn+1x0 =
xn+z¯n
2 . We obtain the following algorithm.
Initialization. Choose x0 = 1, TOL = 10
−l (l = 3, 4, 6), N = 2 × 106,M = 3 ×
106, ξi = −1+
2i
N+1 , i = 1, . . . , N, cj = 2−
j
M+1 , j = 1, . . . ,M, κ = max {kj : j = 1, . . . ,M} =
M
2(M+1) , rk = 1, βk =
M
2(M+1) , αk =
1
k+1 , k = 1, 2, . . .. Set n := 0.
Step 1. Find intermediate approximations yin in parallel (i = 1, . . . , N)
yin =
{
xn if − 1 ≤ xn < ξi,
ξi + arctan(xn − ξi) if ξi ≤ xn ≤ 1.
Step 2. Choose the furthest element from xn among all y
i
n (i = 1, . . . , N)
in = argmax
{
||yin − xn|| : i = 1, . . . , N
}
; y¯n = y
in
n .
Step 3. Find intermediate approximations zjn in parallel (j = 1, . . . ,M)
zjn =
{
αnxn + (1− αn)y¯n if − 1 < y¯n < 0,
αnxn + (1− αn)
(
y¯n − cj(1− βn)y¯
2
n
)
if 0 ≤ y¯n ≤ 1.
Step 4. Choose the furthest element from xn among all z
j
n (j = 1, . . . ,M)
jn = argmax
{
||zjn − xn|| : j = 1, . . . ,M
}
; z¯n = z
jn
n .
Step 5. Compute xn+1 =
xn+z¯n
2 .
Step 6. If |xn+1− ξ1| ≤ TOL then stop. Otherwise, set n := n+1 and go to Step
1.
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