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We define and study varying-structure linear systems (VLS) over finite Abelian 
groups. All the VLS computational procedures are very fast with upper bounds on 
the number of computer operations similar to that of fast Fourier transform 
algorithms over groups. Specially designed VLS process n-vectors in linear (in n) 
number of computer operations. These systems are used in problems related to 
information channels (optimal estimation of noise-corrupted signals) and com- 
putation channels (error detection). We consider problems of optimal synthesis 
procedures of such systems relative to two easily computed criteria. The best 
approximation problem of classical systems by VLS also is studied. It is shown that 
the VLS constitute a class of suboptimal systems from which approximations can 
be found to a given information and/or computation channel. The approach chosen 
for these two channel types is unified. Information channel problems are usually 
solved in Euclidean type norms, whereas computation channel problems are dealt 
with via the generalized Hamming distance. 8.3 1988 Academic Press. Inc. 
I. INTRODUCTION 
Linear group systems are used as fast suboptimal approximations to 
engineering systems for real computation and information processing [ 1-5, 
7-91. A real linear system may compute some numerical functions, encode 
a message using a finite alphabet, or filter a useful stochastic signal corrup- 
ted by noise. The main reason for approximating a real linear system by a 
linear group model is to utilize in the latter the inherent space- or time- 
invariant properties of the former [l, 41. The linear group model 
represents the invariant (space or time) portion of the real system, and is 
always implementable in real time through existing fast computational 
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procedures, which realize very general decomposition procedures for 
groups [ 111. 
Historically, the invariance concept was understood separately as time- 
or space-invariance. The structure of a time-invariant system was supposed 
to be invariant with respect to the set of supporting variables representing 
time. Space-invariance referred to supporting variables representing space. 
However, the development of abstract harmonic analysis made it possible 
to combine both the time-invariance and space-invariance concepts by 
introducing some group structure on the set of supporting variables. Time, 
for example, is considered as a cyclic group, and time-invariance means the 
invariance of the system with respect to the cyclic group’s translations. In 
addition, by recourse to the highly developed Fourier-analysis technique 
on groups and to group representation theory, we can ensure effective 
analytical solutions to the problems in question. Also, the routine use 
nowadays of a computer with its restricted memory and the existence of 
fast Fourier transform algorithms on finite groups (e.g., [46, 111) leads us 
to assume that the group of supporting variables is finite. In this case the 
presentation is simplified and examples are easy to present [l, 4, 5, 7-101. 
In order to utilize analytical techniques in the construction of models 
under the assumptions of linearity and invariance, it is necessary to use 
groups and not weaker algebraic structures. If the set of supporting 
variables (space or time) is made into a semigroup, then all the represen- 
tations of the semigroup will be of value zero for all its non-invertible 
elements. Those supporting elements of the original system which do not 
have the group property of invertibility become indistinguishable in the 
representation space of a linear model. A general theory of linear invariant 
systems over finite groups has been developed (see [ 1, 33.5, 8-l 11) and 
applied to coding theory and error detection/correction in computer 
programs and circuits [S, 12, 191; in the study of tessellation structures 
[ 133; for approximation of autonomous time linear systems [4, 10, 141; in 
network theory [15]; and for suboptimal Wiener filtering of stochastic 
processes [3, 71. 
In the present paper we consider a natural and useful extension of linear 
group systems. By ignoring the invariance assumption (when the sup- 
porting variables are made into a finite Abelian group), we introduce a new 
class of varying-structure linear systems over finite Abelian groups (VLS). 
As in cases of classical, linear, invariant-structure systems, classical, 
varying-structure linear systems, and linear, invariant group systems, we 
use the impulse function description in the system study rather than the 
state variable method (see [20, 251) (for the use of the state-variable 
method in the study of systems over finite groups, see [S, 26,271). In what 
follows, we motivate the introduction of VLS systems by considering the 
advantages and the limitations of the use of invariant groups systems. 
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Let N= (0, 1, . . . . n - 1 } be the set of n integers, K be a field, NG K and 
functions U, z : N + K be the input and the output of a linear time-invariant 
system with zero initial state, defined on a finite, discrete time interval N, 
42) = (w * u)(r) = c w(r - 0 40, tEN, (1) 
<EN 
where w: N x N + K is the impulse response. All the arithmetic operations 
are carried out in K. The symbol * in (1) stands for convolution of the 
input and the impulse response functions. The corresponding matrix 
notation is 
z= wu, w= (J4t - 01, OQl, i<n-1. (1’) 
The system (1) may represent an encoder, a digital filter, or a Wiener filter 
(if K= C the held o complex numbers and u is a stochastic signal). These f 
are examples of an information channel. Equation (1) may also represent a 
computation channel (if K = GF(q”-the Galois field with q” elements, or 
K = Q-the field of rational numbers). 
A typical information channel problem [3, 10, 141 would be to consider 
a signal U: N + C corrupted by a stochastic additive noise e. In that case 
the matrix W in (1’) may be the impulse response matrix W,,, of the 
optimal Wiener filter, whose output z deviates least from the desired 
signal r4 
- 
where E( . ) is the expected value operator, f: N -+ C, II f I( z = (C f(t) f (t))"' 
and f ( .) denotes the complex conjugate of f ( -). 
A typical computation channel problem [S, 123 would be to consider a 
digital device or a computer program which computes U: N + K (where 
K = GF(q”) or K = Q) with “stuck at” errors. That is, U(V) + e(q) is com- 
puted instead of u(q) for some r] E N and e: N + K is an additive error 
function. In that case, W may be constructed such that the outputs of the 
faulty and the fault free devices are different [ 12, 193. Thus, error detection 
in computing u is facilitated. 
Linear group invariant systems are used for both the information and 
the computation channels. Let us impose a group structure on the set N 
(i.e., G stands for a group of order n with the carrier set N). Consider the 
convolution-type linear invariant system defined on G 
y(t) = (A 0 u)(t) = 1 w -’ o t) u(i), tEG, (3) 
CCC 
where @ is the operation of group convolution of the input u: G + K and 
260 E. A. TRACHTENBERG 
the impulse response function h: G + K; y : G -+ K is the output of the 
group system; [-’ is the inverse of c in G; and 0 denotes the group 
operation. The corresponding matrix notation is 
y=Hu, H=(H,,<)= (h(i-lot)), O<[, t<n-1. (3’) 
We note that the impulse response matrix H of the group (3) or (3’) 
belongs to the set of Frobenius group matrices. They were introduced by 
Frobenius in 1895 [ 171 in his study of group characters. There exist fast 
computational algorithms for multiplication of these matrices by n-vectors 
(n non-prime) and their eigenvectors (for Abelian groups) can be computed 
analytically and be represented by the corresponding group characters 
[lS, 291. 
Let (3) or (3’) be used to model an information channel (e.g., a given 
Wiener filter W,,,). The corresponding best suboptimal group model Hopt 
(for a fixed group G of order n) is found from the minimality condition of 
the Euclidean norm of the difference between the original system and the 
model [l, 3, 10, 141 
min II K,,, - HII z = II f+‘,,, - Hopt II 2. (4) 
HE FblG) 
If, on the other hand (3) or (3’) is used to model a computation channel, 
then, for a given u which takes values in GF(q”) or Q, we construct a 
special system (3) or (3’) with a constant output [5, 191 
HEF;o(GI 
where /[All0 is the Hamming weight of a matrix A (i.e., the number of its 
nonzero entries) and Fro(G) is the set of all Frobenius group matrices 
whose entries are O’s and l’s only. In other words, for error detection in a 
computation channel U, we construct a system (3’) with the minimal num- 
ber of l’s in its impulse response matrix H and with a constant output y. 
The error detection consists in verifying the computation of the constant 
output. This can be done using fast algorithms [S, 111. The minimality of 
IIH(I, assures that the verification process (the so called syndrome com- 
putation [S, 121) takes minimal time and the condition HE Fro(G) ensures 
that minimal hardware is used for a digital device to implement the 
correctness check for the computation of U. 
If a vector u is transmitted with errors, we have an information channel 
problem. If a vector u is computed with errors, we have a computation 
channel problem. In both cases, we use linear group models (i.e., Frobenius 
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group matrices) to detect errors. In the former case, we use Il./I 2 as a model 
construction criterion whereas in the latter case II . II,, is used. Details of the 
construction of such fast suboptimal group channels and the analysis of 
their performance are given in [ 1, 3-5, 12, 16, 191. There are at least two 
reasons for approximating a classical linear system (1) by a linear group 
model (3): 
(i) The group operation 1; - ’ 0 t in (3) is more easier to implement 
than the subtraction operation t - [ in (1). It may also be faster because, 
like in residue number systems, there is no carry from one bit position to 
another. For example, componentwise addition mod 2 (i.e., “exclusive OR” 
of rows in a truth table) is such a group operation. 
(ii) The matrix multiplication in (3) can always be performed 
through fast computational algorithms (for n non-prime). 
Note that it is desirable to achieve convergence between the outputs 
of the original system (1) and its group model (3) in some norm. For 
example, in [14] the group models are chosen such that the Euclidean 
norm of the difference z - y vanishes, llz - y 11 2+ 0, n + co. 
Using invariant group models (3) for the information channel, we 
achieve goals (i) and (ii). However, in general it is very difficult to con- 
struct (for a given family of systems (1) and as n -+ CC a family of groups G, 
of increasing order n + co, such that /Iz - yllZ + 0, n -+ a3 [ 1, 3, 71. Using 
invariant group models like (3) for the computation channel, very simple 
checks were constructed for most digital devices of a computer, but not for 
all of them [ 12, 193. For example, no simple linear check can be construc- 
ted for the division operation. We therefore introduce varying-structure 
linear systems over finite Abelian groups. Thus we extend the class of 
functions possessing simple linear checks (in the computation channel). On 
the other hand, varying-structure group models allow the reduction of 
approximation errors (for the information channels). The new technique 
makes it possible to consider multiple performance criteria in the design of 
the corresponding channels [2, 29, 311. We shall also show that the use of 
VLS expands the class of input/output pairs implementable by linear 
systems, and permits the investigation of a class of non-linear systems (see 
Theorem 4 below). Note, that a real channel, like Wiener filter has both 
performance requirements (2) and computational requirements (i.e., the 
speed with which the actual filtering is done). In other words, both 
)I W(u + e) - ull 2 and II WIl, must be minimized in the design of an optimal 
filter. These two are opposing criteria, and if a filter is designed by (2) only, 
then its computational performance may be prohibitively low ( W,,, may 
turn out to be an arbitrary matrix, 11 Wo,,llo may be large). On the other 
hand, if a filter is designed with computational considerations only (a 
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diagonal W is the best), then it does no filtering at all. In this case, we can- 
not use a group model constructed solely by 11. (I* or else by (1. Ilo. Here, 
again, we resort to VLS in order to design suboptimal filters which take 
both performance criteria into account [Z]. The case of many performance 
criteria in some signal processing tasks was discussed in [29, 311. Notice, 
in case G is the dyadic group of binary r-vectors, 2’ = n, we can consider a 
special class of dyadic varying structure group systems, which have very 
simple hardware and software implementations [ 301. 
The disadvantages of the VLS with respect to linear systems are the 
increased complexity associated with network and program implemen- 
tation (see [S] and Section IV) as well as the slower computation 
processes. 
The main results of this work, established for an arbitrary Abelian finite 
group G and the field of complex numbers C, can be generalized to 
varying-structure linear systems over arbitrary (not necessarily Abelian) 
finite groups and arbitrary finite fields (linear invariant group models over 
arbitrary finite groups and finite fields were considered in [ 51). The present 
paper comprises five sections. In the next section, the VLS are formally 
defined and studied for a class of orthonormal bases, closed with respect to 
group translations. Computational aspects of VLS and general convolution 
type theorems are discussed. In Section III, the problem of synthesis of 
optimal VLS is considered relative to two easily computed optimality 
criteria. General results for implementing an input/output pair by 
“polynomial convolution”-type systems (24) are given. The problem of 
system approximation via VLS is also discussed. Section IV describes the 
use of VLS for computation channels. A class of nonlinear (quadratic) 
checks for computation channels is presented (Theorem 4). The last section 
has some concluding remarks. 
IT. BASES CLOSED WITH RESPECT TO GROUP TRANSLATIONS 
AND VARYING-STRUCTURE LINEAR SYSTEMS 
Let C be the field of complex numbers and G be a finite Abelian group 
with the carrier set N= (0, 1, . . . . n - 1 }, group operation 0, and cP’ the 
inverse of [ E G. In the space of all functions L(G, C) = {f: G + C) we shall 
introduce a class of orthonormal bases which are closed with respect to 
group translations. We shall study their properties, generation procedures, 
and fast computational algorithms. Then, using convolution-type theorems 
in the respective bases, we shall introduce varying-structure linear systems 
(VLS) and study some of their properties. A similar approach was under- 
taken by Nailor [20] for classical varying-structure systems. The advan- 
tage of our class of bases is that a general generation procedure for them is 
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known (see Theorem 1) and that they allow for fast computational 
algorithms. We recall first some facts from harmonic analysis on finite 
Abelian groups [ 181. A character x : G + C\O > is defined as a 
homomorphism of G into the multiplicative group of complex numbers. 
There are n characters xw, o = 0, 1, . . . . n - 1 which are enumerated by the 
elements of G. The set of all characters 6 = {x,} is a multiplicative group 
under the operation of componentwise multiplication and is isomorphic to 
G. It is called the dual object of G. The value of character x0 at the point 
t E G is denoted by x,(t), o, t = 0, 1, . . . . n - 1. In the general case, a finite 
Abelian group G of order n = n;= 1 n, is represented as a direct product of 
its cyclic subgroups 
G = H, x ‘. ’ x H,, gEG, g= (h,, h, ...1 k), 
h, E H, = { 0, 1, . . . . n, - 1 }, s = 1) 2, . ..) r, g=O, 1, ,.., n- 1. 
The group operation is componentwise addition mod n,, where n, is the 
order of the subgroup H,, g 0 g’ = (A,, h,, . . . . h,) 0 (hi, hi, . . . . Ii:) = (hi + hi 
mod n,, h, + hi mod n2, . . . . h, + h: mod n,). The characters X~E G are 
computed by the formula 
hi i (~,t,)/n, 
s=l 
x,(t) = e, co,, t, = 0, 1, . . . . n, - 1; (6) 
0, t=o, 1, . ..) n- 1; o=(01,w2, . . . . w,)EG; 
t = (t,, t,, . . . . t,) E G, i=&i. 
Because of the orthogonality’ and the completeness2 of the set of charac- 
ters G, they constitute a complete orthogonal basis in the space of 
functions L(G, C). For f E L(G, C), we can therefore define the Fourier and 
inverse Fourier transform as 
T(m) = n-’ 1 f(t) xJ-‘X (7) 
IEG 
f(t)= c a4 x,(t). (8) 
Xw~~ 
In the case of a cyclic group G, formulae (7) and (8) define the well- 
known discrete Fourier transform (DFT). In case of a dyadic group G of 
1 Orthogonality of characters means that n-’ z,eG x,(t) xi(r-‘) = 6,,,, where 6,.A is the 
Kronecker symbol, 6,,1 = 0 if w #A and 1 if o = 1. 
2 Completeness of characters means that if 1 ,,cf(t)x,(tm’)=O, o==O, I,..., n-l, then 
f(t)=O, t=O, 1, . . . . n-l for anyJEL.(G, C). 
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binary r-vectors, with componentwise addition mod 2 as its group 
operation, Eqs. (7) and (8) define the Walsh-Hadamard transform 
(WHT). If G is the group of p-ary r-vectors, under the group operation 
of addition mod p, then the characters defined in (6) are known as 
Chrestenson functions and formulae (7) and (8) are called the Chrestenson 
transform (see e.g. [ 181). 
The properties of the Fourier transform, such as, linearity, group trans- 
lation, group convolution, Plancherel, Poisson, and Wiener-Khinchine 
theorems, can be found in [4]. We note that the Fourier transform (7) and 
(8) can be computed by fast computational algorithms [S, 1 l] which 
require at most n xi=, n, computer operations and n memory locations. 
We define now a VLS over G with one input and one output. Let 
v E L(G, C) and j E L(G x G, C). Then the VLS for the input u and output 
y (u, y E L(G, C)) is 
If Eq. (9) holds true for a given u and y, then we say that the system 
computes the input/output pair (u, JJ). We gain the following advantages 
by utilizing systems with variable structure: 
1. A pair (u, y) that is not realizable by a linear convolution type 
system (3) may be implemented by a VLS (9) with an appropriate choice 
of the function 8. Thus we expand the class of input/output pairs which are 
realizable by linear invariant systems (see Example 2 and the next section). 
Note that a linear invariant system (3) is obtained from (9) by setting 
v(i) = 1 for all [E G and 
2. By an appropriate selection of /?, the error in approximation 
problems can be decreased (see Section III, and Example 6 in [2]). 
3. By setting u = u and fi(s, t) = h(s) h(t) for all s, t E G we obtain a 
class of quadratic systems (9), which can be further investigated. Such 
systems (with y = const) are used for error detection (see Theorem 4 and 
Example 3 in Section IV). 
4. There is a close connection between group characters and the 
translation invariant bases used in the investigation of VLS (9). This allows 
for analytical methods of problem solution as well as for the use of fast 
computational algorithms like the FFT (see Procedure 1). 
Equation (9) may be realized either as a network or as a computer 
program. A possible network implementation for computing y(t) is given 
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in Fig. 1. Note that y(t) is computed in the scheme of Fig. 1, after the 
right-hand side of Eq. (9) has been accumulated in the adder during n units 
of time. 
We shall use orthonormal bases, closed with respect to group trans- 
lation, to investigate the VLS. A matrix T whose columns represent vectors 
of such a basis belongs to the set Fro(G). Such a T must therefore be a 
unitary Frobenius group matrix. 
EXAMPLE 1. Let H, = (0, 1,2j be the cyclic group of order 3, with 
addition mod 3 as the group operation, and let H, = { 0, 1 } be the cyclic 
group of order 2 with addition mod 2 as its group operation. Let 
G = H, x H, be the direct product of these two groups. G consists of pairs 
(h,, h2) = gE G, where h, E H, and IZ*E H,. The group operation 0 is 
specified as componentwise addition mod 3 and mod 2, respectively: for 
(h,,h,)=gEG and (h;,h;)=g’cG, we have (h,+h; mod3, II,+& 
mod 2) = g 0 g’ E G. The group table and a corresponding Frobenius group 
matrix for the group G = H, x H, are given in Fig. 2. 
We are interested in a basis Ti E L(G, C), i = 0, 1, . . . . n - 1 which has a 
generating function TE L(G, C) such that: 
T,(j)= T(ioj) for all i, jc G. (10) 
The basis vectors T,,, T,, . . . . T,,-, are arranged as rows (or columns) in a 
r-+j-J-+ ~ r-1 block inverting elements of G, 
‘-‘G t 
block computing the group OperdOn, 
block formultlplratlon. 
--a-+ adder accumulator block 
FIG. 1. Varying-structure linear system. 
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2=(1.0) 234501 
T =  
3=(1,1) 325410 
4=(2,0) 450123 
5=(2.1) 541032 
T(O) T(l) T(2) T(3) T(4) T(5) 
T(1) T(0) T(3) T(2) T(5) T(4) 
T(2) T(3) T(4) T(5) T(O) T(1) 
T(3) T(2) T(5) T(4) T(1) T(O) 
T(4) T(5) T(O) T(1) T(2) T(3) 1 
T(5) T(4) T(1) T(O) T(3) T(2)] 
ioj = ioj = (h,+ti, mad 3,h2+h'2 mod 2) ; 
i,js{O.1,2,3,4,5) 
FIG. 2. Frobenius group matrix 
self-unitary matrix, denoted by the same letter T without causing 
ambiguity, 
T= (T(ioj)), i, Jo G; 
where I is the identity matrix. Bases, closed 
lations, have been characterized by Theorem 
TT= I, (11) 
with respect to group trans- 
1 in [2] as follows: 
THEOREM 1. Any orthonormal basis TO, T, , . . . . T,, _, in L(G, C) satisfies 
Eqs. (10) and (11) ifand onZy if 
T(j)=K’ c Y(S) xsw, 
SE G 
(12) 
where y : G + C is any function such that y(s) y(s-‘) = 1 for all s E G. 
In [2,28] orthonormal bases constructed by Theorem 1 were considered 
for suboptimal information channels. It was shown that by solving the 
equation y(s) y(s-‘) = 1 in complex numbers, we may construct group 
transforms T which are asymptotically equivalent to other unitary trans- 
forms, and which are more efficient computationally. It was also shown 
there that T becomes most efficient computationally in the special case 
when the numbers y(s)~{+l, -l}, SEC (i.e., y:G+(--1, +l}). In that 
case, all entries of T are rational numbers. It can be shown that if nj 
denotes the order of the subgroup Hi in the direct product 
G=H,x ... x H,, and min,,,<, {n,>2} =n,, then the number of com- 
puter operations needed to multiply T by an n vector is of the order of 
n, . n. Through an appropriate fast algorithm (Section 4 in [2]) this 
number can be reduced to 6n. 
It was also shown that by an appropriate selection of y’s a trade-off for a 
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real channel is achieved between two extremes: a “pure information 
channel” (when the entries of T are arbitrary complex numbers) and a 
“pure computation channel” (when the entries of T are rational numbers). 
Since for the pure computation channel T must be rational, we assume 
from now on that y : G -+ { - 1, + 1). 
Let @ = {T,} for some chosen y : G + ( - 1, + 1 }, where T( .) is given 
by Eq. (12). Then the following orthonormal y-transform f --+ yy is used: 
f(i) = 1 7’W T,,tO (14) 
T, ,  E G; 
We now have the following general procedure for the computation of fY: 
PROCEDURE 1. 
1. Given f: G -+ C, compute p by (7). 
2. Compute p(s) = y(s) .f(s) for all SE G and for the chosen 
y:G+{-1, +l>. 
3. fw = ~Yu), o E G; where 4’ is computed by (8) for $y defined 
above. 
To prove Procedure 1, we note that by substituting (lo), (12) into (13) 
foragiveny:G+{-1, +l}andb y using the notation @ = y .p in view of 
(7), we obtain 
It follows from the procedure that the y-transform of a function f: G -+ C 
may be computed by two successive applications of the Fourier transform 
(7) and (8). A similar procedure may be written for computing f: 
Equations (7) and (8) may be computed in at most n xl= r ni computer 
operations by FFT algorithms over G (for G = H, x . . . x H,, see [ 11 I). It 
follows from Procedure 1 that f’ (or f) may be computed, in the general 
case, in at most n(2 C;=, ni + 1) computer operations, where n, is the order 
of the cyclic subgroup Hi, i= 1, 2, . . . . r. Thus Procedure 1 establishes a fast 
computational algorithm for the y-transform (13), (14) based on the FFT 
for (7), (8). We note that the number of computer operations required to 
evaluate the y-transform may be reduced substantially for-special choices of 
y:G-+{-1, +l} ( see [2,28]). For the y-transform (13), (14) the usual 
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properties such as linearity and Plancherel theorem are valid. We formulate 
now the convolution theorem for this case. 
Lety:G+{-1, +l}andlet 
P’(K VI = 1 Y(S) y(r) y(r-‘o.y-‘) x,(e) x,(v), (15) 
S,?-EG 
for all 9, v E G. 
Let u, u E L(G, C), then it can be shown [Z] that 
y’(t)= 1 B’(i-‘~t,~--‘ot)u(i)u(q) for all t E G 
<.r/EG 
if and only if 
j’(o) = n2fi’(o) i;‘(o), for all T,, E &. (16) 
Consider now the problem of whether a given VLS (9) is a convolution 
type system (16). In other words, for a given kernel /I E L(G x G, C) of a 
system (9) we consider the problem of existence of a function 
y:G-*(-1,+1}suchthat(15)holds.From(15)weobtainbyadouble 
application of the Fourier transform (7): 
jY(s, r) = y(s) y(r) y(s--‘or-‘) for all s, r E G, (17) 
where &s, r) denotes the result of double application of the Fourier trans- 
form (7) to #(0, v) with respect to arguments 0 and v. 
We note the following properties of /Y’( ., . ): 
By(.s, r) = jy(r, s), (18) 
h 0) = Y(J) Y(O) Y(S -‘I = Y(O), (19) 
~~(s,s)=y2(~)y(s~~os~~)=y(s- 2). (20) 
These properties may be used to find y : G -+ { - 1, + 1) for the given 
j? E L(G x C, C). For example, suppose G is a cyclic group of odd order n 
with the group operation addition mod n. Then, if y exists (for a given B), 
it would be found from (20) which is solvable for y. Hence, in this case, the 
left-hand side of (17) may be computed. 
III. SYNTHESIS OF VLS AND APPROXIMATION OF LINEAR SYSTEMS 
IN INFORMATION CHANNELS 
In [4] we considered the problem of synthesis of linear group models 
which realize a given input/output pair (u, v). The same problem for VLS 
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is discussed in what follows. Systems synthesized relative to 11. II2 are 
usually unique and are fairly simple to find using analytical methods 
because of Plancherel theorem existence for any orthogonal transform. 
These systems usually represent information channels like filters, encoders, 
etc. Systems synthesized relative to (I.11 0 represent more faithfully the com- 
plexity of hardware realization of a block diagram (as measured by the 
number of elementary units needed to realize the block diagram) and/or 
the speed of computing the output of a system (as measured by the number 
of computer operations needed to compute the output for a given input). 
Systems designed with respect to II . Ilo have lower hardware and speed com- 
plexity than those designed with respect to I( .]I2 [4, 51. Let /Y’= (/?‘(e, II)), 
0 d 8, v] < II - 1, and let II/?‘11 ,, be the number of nonzero elements in /?‘. We 
note that, as in the case of linear systems, the simplicity of the VLS block 
diagram (Fig. 1) and the speed of the computation of y depend on ljfl’\IO. 
This poses an apparently difficult problem of selection y’ : G -+ { - 1, + 1 } 
such that 
min 118’110 = IIPIIO. (21) y:G+(-I. +I) 
For special classes of y : G + { - 1, + 1 } in the case of a dyadic group G, 
the problem (21) was solved in 121. 
Note that the use of linear group systems (3) and (3’) in synthesis 
problems for a given input/output pair (u, y) is preferable to VLS (15), 
because of the structural simplicity of linear group systems relative to VLS. 
However, such a system (3) or (3’) may not exist for a given pair (u, y). It 
follows from (3) and (3’) and the convolution theorem for the Fourier 
transform ((7) and (8)), that a linear group model (3) with an impulse 
response h E L(G, C) realizes a pair (u, y) if and only if the equation 
j(w) =n-‘h(w) 22(w) (22) 
is solvable for h(w) for all o =O, 1, . . . . n - 1. In other words, a pair 
(u, y) E L(G, C) x L(G, C) is realizable by a system (3) if a(o) = 0 implies 
G(o) = 0 for any xw E G. 
If Eq. (22) is not solvable, one can still construct the unique Lagrange 
interpolation polynomial P(x) = Crrd aixi with complex coefficients of 
degree P d n - 1 such that 
P(40)) = 3(a), w=o, 1, . . . . n- 1. (23) 
By repeated application of the convolution theorem for the Fourier trans- 
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form ((7) and (8)) it follows from (23) that u and y are connected by the 
polynomial convolution equation 
n-1 
a,n 6,.,+ 1 n-(‘--I) q(z4 @ 24 @ ... @ u)(t)=),(t), (24) 
r=l I times 
for all t E G, where 6,,, is the Kronecker symbol and 
and n is the cardinality of G. 
The advantage of the polynomial convolution approach is in its 
generality which allows one to realize any pair (u, y) by a polynomial 
convolution equation (24) of degree at most n - 1 if dim L(G, C) = n. The 
disadvantages of this approach are the increased complexity of a network 
implementation of (24) and the time needed to compute the output y. In 
many cases there exist VLS systems (15) (16) which are simpler than (24) 
and which realize a given (u, y) pair (see also Theorem 4). Consider an 
example. 
EXAMPLE 2. Let G be the dyadic group of order 2”, consisting of 
binary n-vectors, t E G, t = (to, t,, . . . . t, ~ ,), ti E (0, 1 }, 0 < id n - 1, with the 
group operation componentwise addition mod 2. In this case, the group 
characters are Walsh functions [ 181, xJt) = ( - l)E:ri Olfr which form a 
group isomorphic to G (with componentwise multiplication as the group 
operation). Recall [18] that the group of Walsh functions is isomorphic to 
the group of linear Boolean functions (a Boolean function f: G -+ (0, 1) is 
linear if f(t,, t,, . . . . t,-,)=C,t,@C,t,@ ... @C,-1, tn-i; Ci, fiE (0, l}, 
0 < i Q n - 1, where @ is addition mod 2. The set of all linear Boolean 
functions in n variables forms a group with componentwise addition mod 2 
as the group operation. Let IY: be some fixed integer, 0 <a Q 2” - 1 and 
suppose that we want to construct a device (or a computer program) with 
the input u(t) = x,(t) and with the output y(r) = t, t E G. However, there 
exists no linear group system with a Walsh function as its input and with a 
linear function v(t) = t as its output. Indeed, in this case, by (7) 
i 
2-‘.(2”-l), 0 = (0, . ..) 0); 
j(o)= 2-‘.2”-2, 0 = (0, . . . . 0, 1. 0, . ..) 0); 
- (25) 
otherwise; 
a(o) = n-1 a,,,; 
i 
(26) 
where 6,, a is the symbol of Kronecker. 
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It follows from (25) and (26) that Eq. (22) is not solvable for all o such 
that llollOd 1 if ll~111~> 1. 
On the other hand, it follows from (26) and Procedure 1 that ii’(o) # 0 
for all T, E & for any y : G + { - 1, + 1). Therefore Eq. (16) is solvable for 
fry(o) for all T, E GY, and the pair (u(t) = x,(t), y(t) = t) is realizable by any 
VLS (15), (16). 
Consider now the problem of optimal synthesis of VLS, relative to two 
simply computed criteria in 11. II2 and in 11. II,,. The solution of the optimal 
synthesis problems for linear group systems is given in [4]. 
For fc L(G, C) = {f: G + C} the Hilbert-Schmidt norm llfll 2 and the 
Hamming weight llfllo are defined respectively by 
llfl12=( 1 fcl,fm)“2; Ilfllo=~- 1 Jf~,).Oi (27) 
IEG tsc 
-. 
where f( .) is the complex conjugate of f( .) and n is the cardinality of G 
(i.e., n = dim L( G, C)). 
Consider now the original VLS((9), (15)) for some y : G -+ { - 1, + 1 } 
chosen arbitrarily. If Eqs. (9) and (15) are solvable (i.e., iff (16) is 
solvable), then we consider the problem of finding the solutions 
ui, h, E L(G, C), which have the minimal /I . II Z and 11. II,,, respectively. If 
Eq. (9) and ( 15) are unsolvable, then we let 
where fi’(e, v) is defined by (15). We then consider the problem of finding 
u2, ~,EL(G, C) that minimize lle;llz and lle~llo, respectively. Note, ei is 
defined similarly. 
THEOREM 2. The impulse functions of the optimal US ((9), ( 15)) which 
computes a given pair (u, y), satisfy the condition 
where 
q(w) = i?;(u) = jy(o)(ny(w))+, T; E @, (29) 
(G’(o))’ = {;&-,, 
ii’(w) = 0; 
27(u) # 0. 
The proof of Theorem 2 follows in view of the convolution theorem (16) 
if we apply the Plancherel theorem for the transform (13), (14) to e; as 
defined in (28). 
The next theorem and its corollary deal with the solution of the optimal 
synthesis problems with respect to II , II 0. 
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THEOREM 3. The impulse function h, of the optimal VLS ((9), (15)) 
satkfies the condition 
/lh,llod 1 ll~‘(~)ll,. (30) 
Tj ; ,  E t?l 
Proof: From Eqs. (9) and (15) and by the convolution theorem (16) we 
have 
y’(w) = n’P(o) ii’(o), T; E @. (31) 
For some fixed T;, if ii’(o) = 0, then the solution x)‘(o) of (31) is arbitrary. 
Then (30) follows from (31) because we can construct an h, : G -+ C with at 
least n - CTLEG:. ll~7(w)I(~ zeros. 
COROLLARY. The optimal impulse function h, of a VLS ((9), (15)) gives 
the estimate for llea II,, , 
(32) 
The proof follows from Theorem 3 in view of (28). Note that the proofs 
of Theorem 3 and its corollary are constructive in the sense that we can 
choose the functions h, and hz in such a way that the upper bounds (30) 
and (32) for the optimal Ilhll,, and Ile~llo, respectively, are reached. 
In [4] we considered the problem of approximating a given system 
(such as a classical autonomous-time, linear system or a linear over a 
group G, of order n) by another system over a finite group G of order n. 
We will show, that by using VLS over G, we may increase the accuracy of 
the approximation. 
Let y : G + { - 1, + 1) be chosen. We write the action of the impulse 
function UE L(G, C) of VLS ((9), (15)) in the matrix form 
y” = p1(, 
where u = (u(O), .,., u(n - 1))‘. ~1;’ = (.ri’(0), . . . . yi’(n - 1 ))T, and 
V=(v&)= c p(~-‘~t,~~-‘ot)U(~) ) 
( iGG > 
PY@, v) = 1 Y(S) y(r) y(r-’ 03~l) x,(e) x,(v); 
S,TEG 
O< t, q, r, s<n- 1. 
(33) 
Note, that for the given kernel, fl’( ., .), P’ is uniqueiy determined by the 
impulse response u E L( G, C) of the VLS ((9), ( 15)). 
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Now let G, be a given group (not necessarily Abelian) with elements 
0, 1, . ..) n - 1 (0 is the identity of G,) of cardinality n and with the group 
operation 0 (see also Section 5 in [4]). Denote 
D = Pt.,) = (d(rl-’ 0 t)), O<t,ff<n- 1, (34) 
where do L(G,, C). 
Let D be the impulse response matrix of a linear system (3) or (3’) over 
G, with input U. That is, de L(G,, C) is treated as the impulse response 
function of a linear system over the group G,. The best approximation 
problem is stated in this case as follows: 
Find uoPt E L(G, C) such that 
min IID- W2= IID- v&ll2, 
vsL(G,C) 
(35) 
where (IA/J2 = (trace A*A) ‘I* for an (n x n) matrix A over C, A* is the 
complex conjugate transpose of A. 
We introduce the matrices P’ and /i’, 
ry = (r:.,) = (T;(f)), 060, t,<n-- 1, (36) 
where P’ is defined by (12) and (11); 
Av = PDF. (37) 
Note that P consists of the elements TJ,( .) of the dual object @ of G, and 
therefore Ty = (P)* = (P--l. 
Since the norm in (35) is invariant to rotation by the unitary matrix P, 
it follows from (35) and the convolution theorem (16) for a VLS (33) that 
the solution u,,,~ of (33) is given by 
(38) 
where A; o are the diagonal entries of the matrix /iY, 0 <w < n - 1. 
Recall i4] that for the best linear approximating system (3) or (3’) in 
the case of an Abelian group G we have 
&&4 =n-‘4,w X&G 
where A= R* DR, R=(R,,,), Rw,,=n’/*~Jt), 060, t<n- 1. 
(39) 
Comparing the linear approximation (39) and the VLS approximation 
(38) to a given (34) we conclude from (35) that if there exists a 
y: G + { - 1, + I} such that 
Ib&,,II2 lvoptl12? (40) 
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then the use of VLS as described by Eqs. (33) and (38) is preferable to the 
use of a linear system ((39), (3’)). Indeed, it follows by (40) and the 
unitarity of both Ty and R that in this case 
IID- Cpt[ptll*< ll~-~optI/2~ (41) 
where I’;,,, is defined by Eqs. (33), (38) and (14), and Hopt is defined by 
Eqs. (3’), (39), and (8). 
Given the impulse matrix D defined by (34), it follows by Eqs. (38) 
and (39) and the Plancherel theorems (for the y-transform ((13), (14)) and 
for the Fourier transform ((7), (8)) over G) that each y which solves (40) 
must satisfy the condition 
c I~%4 alI2 > I^  I&o, @)I23 (42) 
T);, c C?s X<“GG 
where a( ., .) stands for the double application of the y-transform (13) to 
& ., .)EL(G x G, C) and & ., .) stands for the double application of 
Fourier transform (7) over G to d( ., .) E L(G x G, C). Examples of 
approximation of classical systems by VLS and linear group systems are 
found in [2, 311. 
IV. VLS FOR ERROR DETECTION IN COMPUTATION CHANNELS 
As another example of the use of VLS, we consider error detection in 
computation channels. Recall [S], that by a computation channel u over a 
finite group G we mean any digital device or computer program which 
computes the function u: G --) K. For example, let G be the dyadic group of 
binary r-vectors t = (to, t,, . . . . trpl)eG, tic (0, l}, Odi<r- 1, 2’=n with 
componentwise addition mod 2 as the group operation. Then u: G + K may 
be a block of a computer, e.g., an adder, a multiplier, a comparator a shift- 
register, etc. [ 12, 191. We attribute an error e: G + K to a channel U, if the 
latter yields u(q)+ e(q) instead of u(q) for some ~cG (that is, similarly to 
an information channel, we use the additive method to describe the 
influence of errors in the channel). Without loss of generality, assume 
K = C, the field of complex numbers. To detect/correct errors in a com- 
putational channel u E L(G, C), a special linear system (a check) over G is 
constructed with u as its input, with an idempotent impulse function 
(T: G + (0, 11, and with a constant output, y = const, 
(up @ u)(t) = const, teG, (43) 
ap(t)= ; L t EP; t4 p; 
where P is a subgroup of G 
(44) 
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Among all the idempotent solutions (r of (43) (which are characteristic 
functions (44) of some nontrivial subgroups of G) we want crept for which 
~~~~~~~~ O is minimal. This assures the optimality of a hardware implemen- 
tation of the check (43), (44), and the maximal speed of its software 
implementation [S, 12, 191. The matrix form of (43) is given in Eq. (5). 
Note that G is partitioned into cosets by P in Eqs. (43) and (44). Each 
coset represents a test pattern, and the error detection method consists of 
verifying the same constant in (43) for every test pattern. Such checks for 
computation channels were introduced and investigated in [S, 12, 191. 
They were further applied to testing memory [21], artihrnetic logic units 
[22], and other parts of computers and discrete digital devices [23]. 
Microprocessor chips were tested by linear checks in [24]. 
It was proved in [S] that a check ((43) (44)) exists for a given 
u E L(G, C) iff there is a nontrivial subgroup 0 of the group e contained in 
the set 
where x0 is the identity character, x0(t) = 1 for all t E G. The following 
theorem shows that if no more than one point xWP of G must be added to 
52, in order for the latter to contain a subgroup, then there exists a VLS 
check ((9), (15)) for U. 
THEOREM 4. Let G be a finite Abelian group, u E L( G, C). Zf there exists 
co’ E (0, 1, . . . . n - 1 } such that a nontrivial subgroup Q 5 0, u {Q>, then u 
satisfies the quadratic check 
(~7~1 @ u)’ = const, (461 
(47) (T&t) = 
1, te+cP, 
0, WC 
where 52l 
@2. 
= (tEGI&&)= 1 f or all x, E Sz } E G and ~2’ is isomorphic to 
Proof By applying (7) to oa in (47) and in view of (45) we get 
(6nl.li)(w)=m.n-‘.6,,,,, (48) 
where 8a,6 is the Kronecker symbol, m is the cardinality of Szl, and n is the 
cardinality of G. 
Now we compute the left-hand side of (46) and by the convolution 
theorem for the Fourier transform ((7) and (8)) and using (48) we get 
(~9,~. li @ (~~1 . G)(o) = const(6,.,0 @ 6,,,,)(w) = const 6,,,. (49) 
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Now (46) follows from (49) by (8). Note that the “simplest” check 
((46), (47)), is found using the same computational procedure as for 
finding the “simplest” linear check ((43), (44)) (see [S]). In order to 
implement it we need only one more multiplier compared to the network 
implementation of Eq. (43) and (44). Network implementation of linear 
checks was discussed in [S]. 
EXAMPLE 3. Let G be a group of binary 2-vectors with the group 
operation componentwise addition mod 2 (see Table I; r = (to, t,) denotes 
both the element t E G and the integer 0 < t < 3, i.e., t = z:=, ti21 -‘. The 
group characters are the Walsh functions C,‘=, witi, x,(t) = (- l)r~=~wltl, 
0 <o < 3 (see Table I). Suppose we have a special digital device (a com- 
puter program) computing the function u(t) = t(sin(rcz/2) - cos(rrt/2)), 
0 Q t < 3. The function U, as well as ti computed by (7), are given in Table I. 
Suppose that there are some errors in the process of computation of U, 
i.e., u(q) + e(q) is computed for some q E G. It follows from the Table I (see 
the column for ti) that there exist no trivial subgroups in the set 52, defined 
by (45). However, u satisfies the conditions of Theorem 4, because we can 
take any w’ E ( 1,2,3 >. We take, for example, o’= 1. Then Q== (x0, xl;, 
and Q1= {0,2}, and D is also given in the table. It can be easily checked 
that const = 4 and that (a(,,,) @ u)‘= . 4 Note that there are cases when 
both quadratic ((46), (47)) and linear ((43), (44)) checks exist for a given 
channel u, and the quadratic check is more economical and results in 
increased speed of computation than the linear check. For example, con- 
sider the same function u(t) = t(sin(nt/2) - cos(7rt/2)) over the interval 
0 6 t 6 15. That is, G is the group of binary 4-vectors, t = (to, t,, t,, tj) E G, 
and t = C,‘=, ti23m’. It can be shown that in this case ti(o) # 0 for 
w  E { 1, 2, 3,8, 11). Hence the best linear check involves summation over 
cosets of eight elements c~~,,,~,~.~.~,~,,) @ u = const. The best quadratic 
check is (a(,,) @ u)‘= const or (afO,, I @ u)‘= const. 
TABLE I 
Example 3 
G e 
I 10 II x0 x1 x2 x3 ” 46 ~jO.21 
0 0 0 1 1 1 1 0 0 1 
1 0 1 1 -1 1 -1 1 -2 0 
2 1 0 1 1 -1 -1 2 2 1 
3 1 1 1 -I -1 1 3 -6 0 
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V. CONCLUDING REMARKS 
We have investigated two kinds of problems related to information and 
computation channels. They are treated in the unified framework of 
varying-structure linear systems (VLS) over groups. Problems of infor- 
mation channels are usually solved in the field of complex numbers relative 
to Euclidean type norms. Problems of computation channels are solved in 
the field of rational numbers or in a Galois field, relative to the Hamming 
metric. The VLS constitute a generalization of linear group systems. 
A procedure was established for building special orthonormal bases 
(Theorem 1) for VLS in such a way that convolution-type theorems hold 
for these systems. All the computations in VLS are done by fast algorithms 
(Procedure 1, see also [2,28, 301). Thus, the investigation of VLS can be 
done by methods similar to those employed in the study of linear group 
systems. Consequently, analytical methods (see [ 1, 4, 8-12, 28, 29, 30]), 
including group theory, and .the theory of Fourier transforms over finite 
groups, are applied to systems which are non-invariant and even non-linear 
(Theorem 4 ). 
More specifically, the following advantages are gained by utilizing VLS: 
(1) If a pair (u, y) is not implementable by a linear system, then it 
may be implemented by an appropriate choice of a VLS (see Example 2). 
(2) The accuracy of approximation of a given system can be 
increased if a VLS model is used instead of a linear group model (see 
also [2]). 
(3) By setting II= u in (9) we can investigate a class of quadratic 
systems (Theorem 4). 
(4) The bases used for VLS problems (for both the computation and 
information channels) are closely related to the group character basis 
which is used for investigation of linear systems (Procedure 1, Theorem 1). 
Hence analytical solution of problems is possible (in general) and fast 
computational algorithms are available. 
(5) The main results (Theorems 1, 3) can be generalized to the case 
of arbitrary (not necessarily Abelian) finite groups and arbitrary fields 
(which may be finite). An approach to such a generalization is discussed in 
r5,291. 
As a disadvantage of VLS we mention the increased complexity of block 
diagram and computer program implementations compared to linear 
group systems. 
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