We investigate the asymptotic behavior of test statistics outliers for sample drawn from heavy{tailed distributions. We extend classical results of David, Hartley and Pearson (1954) and Grubbs (1969) , who considered outlier test statistics for the nite{variance case, to the heavy{tailed in nite variance case. Our main result concerns the limiting distribution of n ?1=2 O n for the outlier statistic O n = max 1 i n X i ? min 1 i n X i q 1 n P n i=1
Introduction
Whether or not an observation in a given sample should be viewed as an outlier depends on the underlying distributional model. Although there are many practical situations where the assumption of normality is not appropriate, most of the literature on outlier detection assumes that samples are drawn from a normal distribution. Exceptions are, for example, Basu (1965) , who considers the outliers problem in class of exponential distributions, Neyman and Scott (1971) , who introduced the concept of outlier{proneness or outlier{resistance of families of distributions, and Green (1976) , who extended these concepts to individual distributions by classifying distributions according to their outlier properties. Especially in nancial applications, the normal hypothesis is frequently rejected. Already Mandelbrot (1963) observed that returns on nancial assets are typically leptokurtic and fat{tailed. He suggested the stable Paretian distribution|a generalization of the normal distribution which can capture such phenomena|as a model for nancial returns. 1 In this paper, we consider the problem of outlier detection when samples are assumed to be drawn from stable Paretian distributions. More generally, we assume that samples are in the domain of attraction (DA) of a stable law. Speci cally, we provide limiting distributions of the standardized maximum (or minimum) statistic of Grubbs (1969) , the standardized range statistic of David, Hartley and Pearson (1954) , and the standardized absolute maximum statistic. We derive critical values for the range statistic when we assume that samples stem from non{Gaussian stable Paretian distributions. To facilitate the practical implementation of outlier tests based on the range statistic, we report compact response surface approximations for nite samples which are derived from Monte Carlo simulations. The paper organized is as follows: Section 2 gives a brief summary of stable laws. Limiting distributions of the outlier test statistics are presented in Section 3. In Section 4 we report nite{sample critical values for the standardized range statistic. Section 5 concludes.
Stable Laws and Their Domains of Attraction
There are several ways of de ning an {stable distribution (see Zolotarev, 1986; Samorodnitsky and Taqqu, 1994 , and the references therein). The classical de nition, given in L evy (1937) for some c > 0 as t ! 1, and the left and right tails of X are balanced as in (4) below. Hence, if < 2, the tails of the distribution of a stable r.v. are fatter than those of the normal distribution; and the tail{thickness increases as decreases. This is why is also referred to as the tail{thickness parameter. If < 2, moments of order or higher do not exist. A stable r.v. with index is said to be {stable. A Gaussian random variable is a 2{stable random variable (i.e., = 2). Indeed, if X 1 and X 2 are independent normal with a common mean and variance 2 = U 1 , with a n = n 1= and b n = (n 1?1= ? 1) for 6 = 1, and b n = 2 n ln n for = 1.
The assumption that the disturbances U i 's are in the domain of attraction of an {stable law is, hence, a relaxation of the assumption of {stable distributed disturbances. In fact, for < 2 the domain{of{attraction condition (2) is equivalent to the assumption that the tail behavior of U i is of the Pareto{L evy form (cf. Feller, 1971 , p. 303):
where L(t) is a slowly varying function as t ! 1, 2 and lim t!1 P(U i > t) P(jU i j > t) = p; lim t!1 P(U i < ?t) P(jU i j > t) = q; (4) for some p 0 and q 0 with p + q = 1.
We shall further assume that U i are in the domain of normal attraction of an {stable law, that is, for some c > 0, P(jU i j > t) ct ? as t ! 1; and furthermore the limiting relationships (4) hold. 3 2 L(t) is a slowly varying function as t ! 1, if for every constant c > 0, lim t!1 L(ct)=L(t) exists and is equal to 1. The de nition is similar for a function of a discrete variable l(n); n = 1; 2; : : :. We will use L or l to denote a slowly varying function. 3 The U i 's are in the domain of normal attraction of an {stable law, if (2) holds with a n = c 0 n 1= for some positive constant c 0 . Note that when the U i ' are in the general domain of attraction, then, in (2), a n = n 1= l(n) for some slowly varying function l(n) as n ! 1.
Asymptotic Results for Tests of Outlier
We now consider the asymptotic distributions of statistics for outlier detection. Grubbs (1969) proposed the standardized maximum,
and the standardized minimum,
of a sample as a test statistics, where, X = n ?1 P n i=1 X i is the sample mean and S x = q 1 n P n i=1 (X i ? X) 2 is the consistent sample standard deviation. A modi cation of (5) and (6) is given by M n = max 1 i n jX i j ? X S x = max(M n ; ?m n ):
The next two propositions underline the drastic change in the asymptotic behavior of statistics (5)- (7) when the normality assumption is replaced by the non-normal stable assumption (see also Rachev, Mittnik and Kim (1996) ). 
We can now formulate our main result.
Theorem 1 Suppose that (X i ) i 1 are in the domain of normal attraction of the -stable law with 1 < < 2. Then, as n ! 1,
Remark 
i ) i 1 are two independent sequences of standard Poisson arrivals. Note also that the denominator in the two representations of the limiting law U in (13) and (15) is the square root of a positive =2{stable random variable. Set a n = g (n); n 1, then, as n ! 1, a n cn ?1= . 4 Before continuing, we need some basic de nitions and results on Poisson random measures, in short, PRM, (see Resnick, 1987) . Let E be a locally compact topological space with a countable base; E plays the role of the state space for the point processes under consideration. Let E be the Borel -algebra of subsets of E. A point measure, m, on E with support fx i ; i 1g E is de ned by
where, for any x 2 E; x is the unit mass in x:
x (A) = 
if (E) < 1, and P(N(E) = k) = 0, if (E) = 1; and
(ii) if E 1 ; : : : ; E k (for k = 1; 2; : : :) are mutually disjoint nite measure sets in E, then N(E 1 ); : : : ; N(E k ) are independent random variables.
Next, consider an array of random variables (X n;j ; j 1; n 1) with values in (E; E) and assume that, for each n, (X n;j ) j 1 are i.i.d. Suppose that the Radon measure n (A) := nP(X n;1 2 A); A 2 E; converges vaguely to a Radon measure on (E; E). Recall that ( n ) n ) stands for the weak convergence of stochastic point processes, that is, the weak convergence in the space M P ( 0; 1) E).
We now apply the above lemma to a sequence (X i ) i 1 of i.i.d. random variables in the domain of attraction of an -stable law. Namely, we set, in Lemma 1, X k;n = X k a n , where a n was de ned as g (n) . From this point on for the remainder of this paper we use E = ?1; 1]nf0g, unless explicitly mentioned otherwise. Then, as n ! 1, 
where X n = P k 1 " ( k n ; X k a n ) . Now, M + (X n ) = 1 a n max i n X i ; M ? (X n ) = 1 a n min i n X i ; 
where N is independent of (? j ; j 1) and has the law given in (12) . An alternative representation of U (a; b) is obtained by splitting the marked Poisson process ( j ; ? j ); j 1 into two independent parts, that with j = 1 and that with j = ?1.
This leads to a representation U (a; b) = p 1= (?
i ) ?2= 1(a (? (1) i ) ?1= b) 
To this end, it is enough to show that
It follows from (33) that, for 0 < a < 1, P n i=1 X 2 i 1 (aa n jX i j a ?1 a n ) (max i n X i ? min i n X i ) 2 
Furthermore, 
in probability, because a n cn ?1= as n ! 1, and < 2. It follows from (36) and (45) (14) and (49)) we conclude that the self{normalization of O n avoid the use of the often unknown or imprecisely known tail parameter . 40, 50, 75, 100, 200, 300, 400, 500, 750, 1,000, 2,000, 3,000, 4,000, 5,000, 7,500, and 10,000. For each of the 247 ( ; n){combinations we generated 30,000 replication. 5 The sample quantiles with q = .90, .95, .99, .995 are shown in Figure 1 .
Rather than tabulating results for selected sample sizes and values, we employ response surface techniques to summarize our simulation results in a compact fashion. 6 By doing so, we obtain close approximations as was to be expected given the smoothness of the simulated critical values shown in Figure 1 . Speci cally, for the response surfaces the functional form cv q ( ; n) For each q{value, the estimation is based on 247 simulated data points. The estimation results for the coe cients c q;ij are given in Table 1 . The R 2 {values reported in Table 1 indicate that the response surface approximations based on only six coe cients yield rather close ts to the simulated values.
We also simulated the range statistic O n for the random variables from a standard normal distribution (i.e., = 2) and obtain close matches to the critical values reported in David, Hartley and Pearson (1954). 7 The critical values for < 2, behave quite di erently from those for = 2, in that they increase rather slowly as n increases when = 2. Fitting the response surface cv q (2; n) d 0 + d 1 ln n + d 2 ln ln n (51) to the simulated quantiles, we obtain the OLS estimates reported in Table 2 . As the R 2 {values indicate, the t of (51) is extremely close. If at all necessary, approximate critical values for 1.99 < < 2 could be obtained via linear interpolation between cv q (1.99, n) and cv q (2; n).
Conclusions
We have considered the problem of outlier{detection when samples are assumed to be drawn from distributions in the DA of the {stable law. Limiting distributions for certain test statistics have been derived. Approximate critical values for the standardized range statistic have been established using response surface methods. The simple functional form of the response surface facilitates practical implementation of outlier{detection procedures in heavy{tailed samples. The results are of particular interest in nancial modeling. It is well known that returns on nancial assets (e.g., stock-price changes) have heavy-tailed distributions. For example, the question of whether an observation (e.g., a market crash) should be viewed as a \regular event" or as an \exceptional outlier" can be of great importance in nancial decision making or in empirical modeling.
