We consider a discrete nonlinear Schrödinger equation with memory effect on the lattice hZ with mesh-size h > 0. As h → 0, we prove that solutions to this discrete equation converge strongly in L 2 to the solution to a continuous NLStype equation with a memory effect, and compute the precise rate of convergence. In the process, we extend some recent ideas proposed by Hong and Yang in order to exploit a smoothing effect. This approach could therefore be adapted to tackle continuum limits of more general dispersive equations that require working in similar spaces.
Introduction
1.1. Background. In this paper, we study how to rigorously derive an NLS-type equation with memory effect as the continuum limit of a family of discrete equations which exhibit long-range interactions and a memory effect. This discrete model is interesting because it improves the understanding of the physical properties of its continuum limit. Furthermore, it is also important for computational purposes, since it enables the implementation of a finite difference scheme on the lattice whose solution converges to the solution of the continuous problem.
We will study a family of discrete equations whose continuum limit will be
where α ∈ (1, 2) and β ∈ (0, 1). In this equation, (−∆ x ) α 2 denotes the fractional Laplacian, which is given by the Fourier multiplier |ξ| α , and ∂ β t denotes the Caputo derivative:
Note that α = 2 and β = 1 give the cubic nonlinear Schrödinger equation. A fractional α represents long-range interactions, while a fractional β accounts for a memory effect. The space-fractional equation (β = 1) was first proposed by Laskin in [17] as the fundamental equation in fractional quantum mechanics. This equation is derived by considering a Lévy distribution on the set of all possible paths for a quantum particle, as opposed to the Gaussian distribution present in the Feynmann path-integral. The case of fractional β was first proposed by Naber in [19] by allowing the evolution to be non-Markovian, thus giving rise to the memory effect.
Because of its connection with stochastic processes [18] , the Caputo derivative ∂ β t has been used to model various phenomena involving memory effects in physics [5] , and economics [20] . A similar memory effect has also been studied in connection arXiv:1910.05681v1 [math.AP] 13 Oct 2019 to the porous medium equation, as exemplified by the work of Allen, Caffarelli and Vasseur [1, 2] .
For β = 1, eq. (1.1) was first studied in [4] . This work was later generalized by Hong and Sire to cover more general power-type nonlinearities [9] . The most general case of β ∈ (0, 1) was studied in [8] , where local well-posedness of eq. (1.1) was proved for initial data in H 1/4 (R). The main challenge to prove well-posedness is a loss of derivatives produced by the memory effect, which can be overcome thanks to a smoothing effect, similar to the one exploited by Kenig, Ponce and Vega for the KdV equation, [14] .
As a first step to discretize eq. (1.1), let us consider the case β = 1. This problem was first studied by Kirkpatrick, Lenzmann and Staffilani in [15] . In their paper, they consider a system of quantum particles positioned in a one-dimensional lattice hZ, for some small enough mesh-size 0 < h 1. Then they consider a discrete wave-function u h : [0, T ] × hZ → C satisfying:
The cubic nonlinearity represents a three-wave interaction, where a + sign corresponds to a repulsive on-site self-interaction, and − corresponds to the focusing case. The initial distribution f h is the discretization of some continuous function f : R → C, which is defined as follows:
The long-range interactions are modelled by the kernel {J n } n∈Z . An example of these interactions could be a law that is inversely proportional to some power of the distance between particles: J m−n := |mh − nh| −1−α for m = n ∈ Z.
The main question is the following: what happens with the system as the distance between particles, h, goes to zero? In [15] , the authors show that under mild technical conditions, what matters is the asymptotic behavior of these interactions. In other words, if lim n→∞ n 1+α J n = C > 0, for α ∈ (1, 2), then the continuum limit of the solution to eq. (1.2) (as h → 0) is the solution to the fractional cubic NLS equation:
It is interesting to mention that when α ≥ 2, the interactions decay so fast that only local effects matter in the continuum limit, so in those cases the continuum limit is the solution to the cubic NLS equation.
Unfortunately, there are some drawbacks to the methods used in this paper:
• The initial data must be in H α/2
x (R) for α > 1. This is due to the use of the Sobolev embedding
to deal with the nonlinearity in the proof of local well-posedness of the discrete equation.
• Weak convergence of the discrete solution u h to u in L ∞ t ([0, T ], H α/2
x (R)) by means of the Banach-Alaoglu theorem.
The first issue is a consequence of the bad behavior of Strichartz estimates on the lattice. As proved by Ignat and Zuazua in [12] , dispersion and local smoothing are not readily available on the lattice. The intuition behind this phenomenon is the following: in the continuous setting, the fractional Laplacian (−∆) α/2 corresponds to the Fourier multiplier |ξ| α . In the discrete setting, we try to approximate this multiplier on a large box [− π h , π h ] by a function w(h, ξ) (which depends on the kernel J above) as h goes to zero. These two functions have similar behavior near zero, but w(h, ξ) has critical points and points of inflection that are not present in |ξ| α . By taking pathological initial data whose support contains those critical points, one can create lattice resonance and show the lack of smoothing effect. See section 2.2 for more information.
There are several ways around this issue. At the cost of losing derivatives, Strichartz estimates that are uniform in the mesh-size h can be proved on the lattice hZ, thus avoiding this pathological behavior. However, eq. (1.1) already displays a loss of derivatives, so losing additional derivatives is far from ideal. In [15] , the authors work in L 2
x -based spaces, and use the Sobolev embedding
of Strichartz estimates to handle the cubic nonlinearity present in NLS. They do not face a loss of derivatives, but this strategy forces them to work in higher regularity than would be needed in the continuous setting. This argument is also very dependent on L 2
x -based spaces, which does not generalize well to spaces where Strichartz estimates can be used or to mixed L p x L q t spaces, which are common when working with a smoothing effect.
Another way around the issue of weak dispersion in the discrete setting is filtering the initial data, as proposed in [12] . Instead of considering initial data f h : hZ → C, we will consider its discretization f 2h : 2hZ → C, where we doubled the mesh-size. Then we will perform a discrete interpolation Π h f 2h as follows: at every "even" particle 2mh we keep the value f 2h (2mh), and at every "odd" particle (2m + 1)h, we take the average of its neighbors:
Intuitively, this cancels some of the more oscillatory behavior of f h but keeps enough of its properties to not change the limit of the system. Most importantly, the smoothing effect does hold for filtered initial data.
The second issue mentioned before, concerning weak convergence to the limit, was addressed in a recent work of Hong and Yang [11] . In this paper, the authors consider the difference between the linear interpolation of the solution to the discrete problem, p h u h , given by eq. (1.2) and the solution to the continuous problem, u, given by eq. (1.4). By carefully comparing linear and nonlinear terms of their respective initial value problems and using the Gronwall inequality, they manage to improve the results in [15] to strong convergence. In the process, they obtain a bound of the form: sup
Recently, they managed to extend their results to the torus T d , see [10] .
In this paper, we will generalize this approach to work in other spaces that are more appropriate in order to exploit the smoothing effect, such as L p x L q t . We will combine these ideas with averaging of initial data to construct a discrete model for eq. (1.1). A final argument based on the method of continuity will then yield strong convergence to the continuum limit.
1.2. Statement of results. Consider the following discrete problem:
where f 2h is the discretization of some continuous function f as defined in eq. (1.3), the operator Π h is the discrete interpolator, as described in eq. (1.5) and R h is the "restriction" operator that takes a function on the lattice hZ to a function on the lattice 2hZ, i.e.
Using the notation defined in section 1.3, and the definition of the discrete L p h spaces given in section 2.1, we present the following well-posedness result, which is analogous to its continuous counterpart in [8, theorem 1.2].
Theorem 1.1. Let σ = α β , and suppose that
, and δ ∈ s + σ − α,
.
Then for every f ∈ H s (R) there exists T = T ( f H s (R) ) > 0 (with T (ρ) → ∞ as ρ → 0) and a unique solution u h (t) to the integral equation associated to eq. (1.6) satisfying implies that α > 1 and β > 1 2 . Therefore we will consider only this range of parameters from now on.
Once we have a solution to the continuous problem u, given by [8, theorem 1.2] , and a solution to the discrete problem u h , given by theorem 1.1, we may consider the linear interpolation of u h :
In this way, both u and p h u h live in a common space C([0, T ], H s x (R)), and we may study the limit as h → 0. Theorem 1.4 (Continuum limit). Let α ∈ (1, 2), β ∈ ( 1 2 , 1) and σ = α β . Consider the fractional Schrödinger equation
and the discrete model
and suppose that f ∈ H s+ (R). Then there exists a time T > 0 such that both the solution to the continuous problem, u, and the solution to the discrete problem, u h , exist, and
Remark 1.5. The condition s + σ − α < 1 is a byproduct of working with the linear interpolation p h u h , since the regularity of a piecewise linear function is limited. However, this could be removed by using a more sophisticated quadratic interpolation.
Remark 1.6. Let us give some intuition on the conditions for the parameters. Suppose that p = 3, so that s = 1 4 . Once we fix α, the range for β follows from the conditions:
α > σ + 1 2 , and s + σ − α < 1.
For example, if α = 3/2 we obtain the range β ∈ ( 3 4 , 1), and thus σ < 2. As α decreases towards 1, the range for β is reduced to a small neighborhood of 1. In other words, more dispersion allows for more memory.
1.3. Notation. We write A B for A ≤ CB, where the implicit constant C might change from line to line. We will also write A d B when the implicit constant, C = C(d), depends on some variable d. We will often use the big O and little o notation, e.g.
We write a− for a number a − ε, where ε > 0 is small enough. Similarly, a+ means a + ε for a small enough ε > 0.
Given a function f : [0, T ] × R → C and 1 ≤ p, q ≤ ∞, we define
As usual, when p = ∞ or q = ∞ the norm will mean the essential supremum over the domain. When f is defined for all times, i.e. T = ∞, we will write f L q t L p x instead.
We use the following notation for the Fourier transform of a function f : R → C:
The inverse Fourier transform will be denoted by f ∨ . Given a function p : R → C, we write p(∇)f to denote the following Fourier multipler operator:
In particular, we often use the following Sobolev norms:
The space C([0, T ], H s (R)) is the space of continuous functions f from [0, T ] to H s (R) equipped with the norm max t∈[0,T ] f (t) H s (R) .
Finally, we compile a list of some symbols commonly used throughout the paper:
• α: number of space derivatives, given by Laplacian (−∆) α 2 .
• β: number of time derivatives, given by the Caputo derivative ∂ β t .
• σ: ratio α/β.
• p: degree of power-type nonlinearity.
1.4. Outline. In section 2, we review some basic tools on the lattice and discuss the difficulties with dispersion and smoothing effect there. In section 3, we prove wellposedness of the discrete equation on the lattice uniformly in the mesh-size. This proof requires some modifications compared to its continuous counterparts given the difficulties discussed in the previous section. Finally, in section 4 we study the continuum limit and prove theorem 1.4.
The linear equation
2.1. Definitions on the lattice. Consider the space L 2 h := 2 (hZ) on the lattice, given by functions u h : hZ → C such that
We define the inner product and norm
For a function u h : hZ → C in L 2 h , we define its Fourier transform, u h : [−π, π] → C, as follows:
Then the Parseval identity yields
and the following inversion formula holds:
For a function u h : hZ → C in L 2 h , we define discrete fractional Laplacian on the lattice hZ as
Note that the Fourier transform of eq. (2.1) is
Similarly, we define the H s h norm on the lattice as follows:
As explained in [15] , it is easy to show that this norm is equivalent to the one given by the inner product defined before:
The normed spaceḢ s h is defined analogously. For s = 1, we have one more useful equivalent norm for H 1 h , given by
where D + h is a forward difference:
More generally, we define the space L p h := p (hZ) for 1 ≤ p < ∞ as the space of functions u h : hZ → C such that
In the case p = ∞, we take the norm given by the supremum.
Remark 2.1. In [15] , a more general discretization of the Laplacian is considered. In particular, they define
The coefficients {J n } |n|≥1 , which account for long-range particle interactions, must satisfy the following conditions:
• J 1 > 0,
• J n = J −n ≥ 0 for all |n| ≥ 1, and
As a consequence, w in eq. (2.2) would also depend on {J n } |n|≥1 , but their results only depend on the asymptotic behavior of this sequence. Unfortunately, we cannot yet handle such a general situation, since we will need to exploit deeper properties of w, such as knowledge about the zeroes of w and w . This requires a more careful analysis that we can't yet carry out for a general kernel.
We define the discretization of a function f : R → C as follows:
Then we have the following result:
Then we have
where the implicit constants are independent of h.
The proof is an application of complex interpolation between s = 0 (straightforward) and s = 1 (which is based on eq. (2.3)).
Another important result is the discrete analog of the Sobolev embedding theorem:
In the following lemma, we summarize some useful facts about the function w defined in eq. (2.2). Some of these results follow from properties of the polylogarithm, but we give the proof for completeness.
has the following properties:
(vi) There exist some c 1 , c 2 > 0 such that
for every ξ ∈ (0, π).
(vii) w is differentiable in (0, π], and w (ξ) = O(|ξ| α−2 ) as ξ → 0.
(viii) w (ξ) is monotone decreasing on (0, π) and has a simple zero at ξ 0 ∈ (0, π 2 ). Remark 2.5. From now on, we will assume that we normalize w so that c = 1 in part (v). [15] or the proof for w in step (iii) below, which is analogous.
Proof. (i) See Appendix A in
(ii) It follows from the previous step and part (iv) below.
(iii) It is easy to prove that
Then we can write
This can be found in [15] . See [6] for a careful proof ot the first equality.
(iv) Note that
where Li α (z) stands for the polylogarithm. This special function admits the following representation
for z ∈ C (except when z is real and z ≥ 1). Using this, one can show that
For a fixed ξ ∈ (0, π), sin ξ is positive and the integrand is always positive and integrable. One may even prove that w (ξ) = O(|ξ| α−1 ) as ξ → 0 from this formula.
(v) For small ξ > 0, we divide the integration in eq. (2.6) over three subintervals: [0, ξ], [ξ, 1] and [1, ∞) . It is easy to check that the first two give a term in O(|ξ| α−2 ), while the last integral gives O(1). After multiplication by sin ξ ∼ ξ, we obtain that
which yields the desired expansion for w(ξ) upon integration.
(vi) It follows from the fact that w is continuous, w (0) = w (π) = 0, w (ξ) ≥ 0 and w (ξ) = O(|ξ| α−1 ) near ξ = 0. The behavior at ξ = π follows from the factor sin ξ in eq. (2.6).
(vii) From eq. (2.5), it is enough to show that Li α (e iξ ) is differentiable for ξ ∈ (0, π], and its derivative is i Li α−1 (e iξ ). Recall that
By the dominated convergence theorem, we only need to show that f is differentiable and that |∂ ξ f (ξ, y)| ≤ F (y) ∈ L 1 (dy) for a.e. ξ. Fix ξ 0 ∈ (0, π] and consider a neighborhood ξ ∈ (ξ 0 − ε, ξ 0 + ε) for ε > 0 small enough. Then the denominator of f is bounded away from zero and the function is differentiable.
In particular
Note that
Finally, integration by parts yields:
This integral representation gives the bound Li α−1 (e iξ ) = O(|ξ| α−2 ) as ξ → 0, which follows for w thanks to the identity
(viii) From this equality, we may write
dy.
Note that α > 1 is critical for local integrability around zero.
From the previous step, we know that lim ξ→0+ w (ξ) = +∞. Note also that w (ξ) < 0 for ξ ∈ π 2 , π , since the integrand will be negative. Therefore there exists at least one point ξ 0 < π 2 such that w (ξ 0 ) = 0. We want to show that w is monotone decreasing, and thus this point is unique.
To do that, we show that the integrand is monotone decreasing in ξ. The derivative with respect to ξ of the integrand is y α−2 sin ξ e y − e 3y (e 2y − 2e y cos ξ + 1) 2 ≤ 0, which concludes the proof. Note that the derivative of the integrand might not be integrable itself. 
where f h is the discretization of f as defined in eq. (2.4).
As explained in [8] , one may take the Fourier transform in space and Laplace transform in time, and obtain the following representation for the solution:
As in the continuous case, our Fourier multiplier is given by the Mittag-Leffler function:
This function is an entire function in the complex plane. More details about this derivation may be found in [7] , and also [8, Appendix A]. We will write the solution of the linear equation as follows:
where ∨ denotes the inverse Fourier transform.
The Mittag-Leffler function enjoys the following asymptotics:
This is valid when | arg(z)| ≤ βπ 2 and for any integer N ≥ 2. See [3, Chapter 18] for more information.
Using eq. (2.10) one can show that our Fourier multiplier is uniformly bounded and therefore the solution to eq. (2.7) satisfies:
where the implicit constants are independent of t and h.
Consider now the inhomogeneous equation:
, to be a power-type nonlinearity. By using a fractional generalization of the Duhamel formula, we can write the solution to eq. (2.11) as
is the generalized Mittag-Leffler function, which is also entire in the complex plane. The asymptotics for this function are as follows:
As before, this is valid when | arg(z)| ≤ βπ 2 and for any integer N ≥ 2. Let us set
so that the leading terms in eqs. (2.10) and (2.14) are e −itφ h (ξ) and φ h (ξ) 1−β e −itφ h (ξ) respectively.
Our first goal would be to show local well-posedness of the initial value problem (IVP) given by eq. (2.12). The main problem is that we are losing derivatives in our basic L ∞ t L 2 h -estimate. Indeed, note that by lemma 2.4 the leading order in eq. (2.14) is of size
where the exponent is positive because β < 1. A way to overcome this loss of derivatives is presented in [8] for the continuous equation. In that setting, the idea is to exploit some smoothing effect by working in the space
) of functions with finite smoothing and maximal norms, i.e.
and
. Under some technical conditions on the parameters, a fixed point argument yields an interval of existence [0, T ] where T only depends on an inverse power of the H s x (R)-norm of the initial data. We give the full theorem below for completeness. Theorem 2.6 ([8, Theorem 1.2]). Consider the space-time fractional nonlinear Schrödinger initial value problem:
,
Then for every f ∈ H s (R) there exists T = T ( f H s (R) ) > 0 (with T (ρ) → ∞ as ρ → 0) and a unique solution u(t, x) to the integral equation associated to eq. (2.16), satisfying
Moreover, for any T ∈ (0, T ) there exists a neighborhood V of f in H s (R) such that the mapf →ũ from V into the class defined by eqs.
Given this result, a reasonable idea would be to work in the discrete analog of the space X s T above, and prove that the IVP given by eq. (2.12) is locally well-posed. However, this is not possible because the smoothing effect is not readily available in the discrete setting: and let L h,t ϕ h be the solution to the following IVP:
Then
Note that our operators L h,t and ∆ h are not quite the same as those in this result. However, the reason behind this theorem still applies to our setting. Indeed, theorem 2.7 is still true if in eqs. (2.21) and (2.22) we take the supremum over those ϕ h ∈ L 2 h supported on a set that contains at least one critical point of the Fourier multiplier associated to ∆ h .
The intuition behind this phenomenon is the following: in the continuous setting, the fractional Laplacian (−∆ x ) α 2 corresponds to the Fourier multiplier |ξ| α . In the discrete setting, we try to approximate this on [− π h , π h ] by h −α w(hξ) (as the meshsize h tends to zero). These two functions have similar behavior near zero, as shown in lemma 2.4. However, h −α w(hξ) has critical points that are not present in |ξ| α , see fig. 2 .1. By taking pathological initial data supported in those critical points, one can obtain a result such as the one in eqs. (2.21) and (2.22). However, those critical points are not present in the continuous setting, which suggests that such a discrete model cannot be expected to capture the continuous behavior. As proposed in [12] , one can get around this issue by filtering the initial data.
Filtering initial data.
For a function f 2h ∈ L 2 2h , define the discrete interpolation operator Π h : L 2 2h → L 2 h as follows:
for m ∈ Z. Note that this operator can be defined in more general L p h -spaces, 1 ≤ p ≤ ∞. Let us also define the injection i h : L 2 2h → L 2 h :
The proof of the following result is standard, so we omit it.
The following result is based on [12, lemma 3.1], and it states that filtering is equivalent to applying a Fourier multiplier operator. The key idea is that this multiplier vanishes at the critical points of w(ξ) (and nowhere else).
Proof. Consider f 2h : 2hZ → C of rapid decay. Then we have
As we will see in the next section, although the smoothing effect does not hold in L 2 h , it does hold in the subspace Π h L 2 2h ⊂ L 2 h .
Lwp of the discrete model
Based on the approach discussed in the previous section, consider:
where α ∈ (1, 2), β ∈ ( 1 2 , 1), and f 2h is the discretization of f ∈ H s (R) as defined in eq. (2.4).
We will also take
where Π h was defined in eq. (2.23), and R h : L 2 h → L 2 2h is the "restriction" operator which takes a function on the lattice hZ to a function on the lattice 2hZ, i.e. The proof that eq. (3.1) is locally well-posed, which we stated as theorem 1.1, is analogous to its continuous version, theorem 1.2 in [8] , except for a few details that must be handled carefully. In order to keep the exposition brief, we devote the remainder of this section to explain what those differences are, exemplified by the most important linear estimates needed in the proof of theorem 1.1.
Let us write the initial value problem associated to eq. (3.1) as:
where we use the following notation:
The following theorem is the discrete analog to the results in [8, section 2.2]. We omit the proof since it is just an application of a uniform bound on the Fourier multiplier associated to the operators L h,t and N h,t , which follows from the asymptotics in eq. (2.10) and eq. (2.14).
Theorem 3.1. Let α > 0, β ∈ (0, 1) and σ = α β . Then we have that: 
Then we have that
By theorem 4.1 in [13] , we have that sup x W (t)g 2
as long as φ = 0 in the open set Ω ⊂ R. The result remains true when φ has zeroes as long as the right hand side is finite.
In our case, we set Ω = (−π, π) and
Then theorem 4.1 in [13] , lemma 2.4 and eq. (2.25) yield
The rest of the estimates that involve the smoothing effect admit a similar proof, so we omit it. We summarize them in the following theorem, which is the discrete version of [8, theorem 2.2]. Theorem 3.4. Let α > 1, β ∈ ( 1 2 , 1) and σ = α β . Then we have that
We now explain how to prove our maximal function estimates. Not only does this estimate require handling critical points of φ h (ξ), but also zeroes of the second derivative φ h (ξ). This was not a problem when we had |ξ| σ , but now it will be given the following result.
Then φ h (ξ) has a unique zero ξ 1 ∈ [0, π]. Moreover, ξ 1 > ξ 0 , where ξ 0 ∈ (0, π) is the unique zero of w given by lemma 2.4.
Proof. Without loss of generality, we may assume that h = 1. Then a zero, ξ 1 , of φ 1 must satisfy:
By lemma 2.4, the first summand in eq. (3.2) is positive, and w is monotone decreasing with a unique zero ξ 0 . Since w is positive everywhere, there can be no zero of φ 1 in the region where w is positive.
Note also that φ 1 (π) = w(π) 1 β −1 w (π) < 0 thus there must be at least one zero ξ 1 , which must lie in the interval (ξ 0 , π), the region where w < 0. As ξ ∈ (ξ 0 , π) grows, w (ξ) decreases (because w < 0 there) and w(ξ) increases. Consequently, the first summand in eq. (3.2),
must decrease as ξ ∈ (ξ 0 , π) grows (note that the exponent 2 − 1 β is positive).
The second summand in eq. (3.2), w(ξ) 1 β −1 w (ξ), becomes more negative as ξ ∈ (ξ 0 , π) grows, because w is increasing and w is negative and monotone decreasing. Thus the sum of the first and second summands must become more negative as ξ ∈ (ξ 0 , π) grows. Consequently, there can only be one zero. 
Proof.
Step 1: Uniform decay. We will use the same strategy of proof as in lemma 3.29 in [14] , with a few key changes. where the implicit constant is independent of t and h.
We subdivide the region of integration into:
where ±ξ 1 are the zeroes of φ h and ±ξ 2 those of φ h .
For j = 1, 2, 3, we write
In the case of Ω 1 , the decay given by eq. (3.4) follows directly from integrating the absolute value of the integrand.
On Ω 2 , we can use lemma 3.5 to argue that |h 2 φ h (hξ)| ∼ |ξ| σ−2 . This is its behavior near zero, but we have removed a neighborhood of its only zero, so we may use continuity elsewhere to extend the bound to the whole set Ω 2 .
By the Van der Corput lemma, we have:
On Ω 2 we also have that |ξ| σ−1 ∼ |h φ h (hξ)| ∼ |mh| t , since we removed ξ 2 , the only point where φ h vanishes. Additionally, |ξ| > |mh| −1 in this region. All in all,
To prove the desired decay over Ω 3 , we integrate by parts, having excluded all problematic points on Ω 1 and all points where the phase vanishes on Ω 2 .
Step 2: T T * argument. Now we explain how to obtain eq. (3.3) from eq. (3.4).
By duality, eq. (3.3) is equivalent to
where p is the dual exponent of p.
However, we also have that
In order to prove this last bound, we use eq. (3.4) and the Hardy-Littlewood-Polya inequality, which is a discrete version of the well-known Hardy-Littlewood-Sobolev inequality (see [21] ):
Note that the factor h The rest of the maximal function estimates required to prove theorem 1.1 are analogous to those found in the continuous setting, see [8, theorem 2.3] , as long as one handles zeroes of φ h and φ h as explained in these two examples. We summarize them below.
Continuum limit
4.1. General strategy. By theorem 1.1, for all small h > 0 we have a solution u h : [0, T ] × hZ → C to the discrete problem given by eq. (3.1) , where T only depends on the norm of the initial data f H s x . By theorem 2.6, we also have a solution u : [0, T ] × R → C to the continuous problem, where we may assume that T is the smallest of both such intervals of existence.
Consider the linear interpolation of u h , which we denote by p h u h : [0, T ]×R → C. For x ∈ [mh, (m + 1)h) we define:
h is the forward difference defined in eq. (2.3). Our goal is to show that the interpolation of the discrete solution, p h u h , converges to the continuous solution u in some way. In [15] , respectively. Then the Banach-Alaoglu theorem allows them to extract a weak- * convergent subsequence, whose limit is shown to be u, the solution of the continuous IVP.
This result was improved to strong convergence in [11] . Their approach is based on studying the difference u(t) − p h u h (t) L 2
x by using their respective IVPs and a careful estimation of the error terms, together with the Gronwall inequality. Although more technical than [15] , this approach seems quite robust to prove continuum limits of more general discrete problems, and so it will be our choice.
The goal in this section is to generalize these ideas to work in more general spaces based on L p x L q T , which is what our equation requires. Instead of the Gronwall inequality, we will use the method of continuity to obtain strong convergence.
In particular, consider the continuous and discrete IVPs:
(4.5)
Note that we will use the same notation for the continuous Fourier transform and the discrete Fourier transform as long as there is no risk of misinterpretation.
The main idea is to consider the difference u − p h u h in the space where we we have local well-posedness for the continuous equation. This requires studying the operators L t −p h L h,t and N t −p h N h,t in the appropriate norms to exploit cancellation and obtain some terms that are o h (1) as h → 0, as well as some other terms that can be controlled in terms of the initial data and u − p h u h .
In the rest of this section, we first introduce some useful results about linear interpolation p h . Then we study the operators L t − p h L h,t and N t − p h N h,t in the appropriate norms. Finally, we give the proof of the continuum limit.
4.2.
Interpolation. We summarize some results concerning the operator p h . Most of these results are well-known so we will omit the proofs. 
The proof is based on complex interpolation between L 2 h and H 1 h , where the equivalent norm given by forward differences is useful.
The following result can be proved by a direct computation of the Fourier transform. We now present the relationship between discretization and interpolation, which is based on [11, proposition 5.3] . See also [16, Chapter 6] .
x (R) and let f h be its discretization according to eq. (2.4).
x , where the implicit constant does not depend on h.
The results summarized so far will be necessary tools when studying L t − p h L h,t . We now present some other results that will allow us to estimate the nonlinearity N t − p h N h,t . The first one is a generalization of [11, proposition 5.8] . 
where the implicit constant does not depend on h.
Proof. Fix s 1 ≥ 0. The proof is an application of complex interpolation between the cases (s 1 , s 2 ) = (0, 0), (0, 1) and (1, 1) . The case (0, 0) is trivial and follows from the Hölder inequality.
Step 1. Consider the case (s 1 , s 2 ) = (1, 1). It suffices to show that:
Suppose that x ∈ [mh, (m + 1)h). We write:
Recall that p ≥ 3 is an odd integer. Then the fundamental theorem of calculus implies:
We apply this to the first term in eq. (4.7).
Since p − 1 is even, we can consider the cases where the derivative hits each of the terms in the last product. We use the Hölder inequality to put the terms with a derivative inḢ 1
x and all the others in L ∞ x . In all cases we obtain:
As before, taking squares and summing in m ∈ Z yields the desired inequality. The second term in eq. (4.7) may be treated analogously.
Step 2. Finally, we prove the estimate for (s 1 , s 2 ) = (0, 1). Consider the first term in eq. (4.7). When x ∈ [mh, (m + 1)h), we can estimate this by:
We square this and integrate over x ∈ [mh, (m + 1)h).
We finally sum in m ∈ Z and obtain:
The second term in eq. (4.7) admits a similar argument.
Comparison estimates.
We start this section with a lemma that will allow us to estimate the increment of the Mittag-Leffler functions at infinity. Lemma 4.6. Let β ∈ (0, 1) and z 1 , z 2 ∈ C such that |z i | ≥ M ≥ 1 and arg z i = − π 2 β for i = 1, 2. Then
Proof. The Mittag-Leffler function admits the following integral representation:
It is now easy to show that
The last integral converges thanks to the exponential.
Remark 4.7. Note that we could also prove this result by writing E β (z 1 ) − E β (z 2 ) in terms of the derivative of E β and proving a uniform bound for this derivative. We chose the more general proof above to give the main idea about how asymptotics (and uniform bounds) for the Mittag-Leffler function are obtained.
The same idea can be applied to obtain error bounds for the increment of the generalized Mittag-Leffler function.
Lemma 4.8. Let β ∈ (0, 1) and z 1 , z 2 ∈ C such that |z i | ≥ M ≥ 1 and arg z i = − π 2 β for i = 1, 2. Then
Proof. In this case one uses the integral representation
and the proof is similar to that of eq. (4.8).
As explained before, when estimating the difference u − p h u h we will have to compare linear and nonlinear terms. The following result will let us gain a small power of h when studying the difference L t − p h L t,h by comparing their respective Fourier multipliers, which were defined in eq. (4.2).
Proof. By lemma 2.4, we know that
Using eq. (2.14), we know that
which is controlled by the error in eq. (4.11).
Therefore we only need to prove the desired bound for
The rest of the proof is very similar to that of eq. (4.10), and depends exclusively on eq. (4.9) and lemma 2.4, so we omit it.
We finally put to good use these two propositions.
Proposition 4.11. For 0 < h < h 0 small enough, α ∈ (1, 2), and β ∈ ( 1 2 , 1) we have that
where the implicit constant in the second equation is controlled by a power of T .
Remark 4.12. A similar proof combined with complex interpolation yields: 1] , ε = ε(α, β) > 0 and the implicit constant depends on a power of T .
Proof. We explain how to prove the first estimate, since the ideas involved in the second are similar. The main tools in the discrete L ∞ T L 2 h estimates, (theorem 3.1), their continuous counterpart [8, section 2.2], and eqs. (4.10) and (4.11).
Step 1. The following decomposition of L t f − p h L h,t Π h f 2h will be used in many upcoming proofs to exploit cancellation between these operators. We write:
where ϕ 1 is a smooth function whose Fourier transform is supported in the region {ξ ∈ R | |ξ| h −b }, and ϕ 2 is a smooth function whose Fourier transform is supported in the region {ξ ∈ R | h −b |ξ|}, and such that ϕ 1 + ϕ 2 = 1. The constant b > 0 will be chosen later.
By the Plancherel theorem and eq. (4.6),
By eq. (4.10), for any small s > 0 we have that
Here we see that we must choose b = 1− α 2 in the region where |ξ| ≤ 1 and b = 2−α 2+σ−α when |ξ| > 1. The second choice of b is smaller and thus we choose it.
Now we look at the high frequency part. By the Plancherel theorem and eq. (4.6),
, thanks to the fact that E β is uniformly bounded (in other words, each operator p h , L t and L h,t is bounded).
Finally, we tackle the last term
after using lemma 4.4 and the fact that p h Π h f 2h = p 2h f 2h , which is easy to check given that both p h and Π h are linear interpolators.
We now see how to gain a small power of h in the estimates involving the smoothing effect. Proposition 4.13. For 0 < h < h 0 small enough, α ∈ (1, 2), β ∈ ( 1 2 , 1) and σ = α β , we have that:
where the implicit constant is controlled by a power of T .
Proof. We will only prove the first estimate, since the ideas involved in the second are similar. The main tools to prove this result are the continuous smoothing effect [8, theorem 2.2] , the discrete smoothing effect (theorem 3.4), and eqs. (4.10) and (4.11).
Step 1. As before, we decompose:
Let us write γ := σ−1 2 −. We will also assume that our data is supported |ξ| ≥ 1 so that we can substitute ∇ γ by |∇| γ . The case |ξ| ≤ 1 is easier and will be discussed at the end of the proof.
Fix some small s > 0. Firstly, we use eq. (4.10), the Minkowski inequality, and the Cauchy-Schwartz inequality:
By choosing b small enough, we can obtain a positive exponent for h.
Step 2. Now we consider the high-frequency part. By the triangle inequality,
For the second term, we use the smoothing effect of the operator L t , see [8, theorem 2.2] .
The operator p h L h,t also enjoys a similar smoothing effect, which can be proved in the same way as proposition 3.3. Let us give a brief sketch: it is straight-forward to show the smoothing effect for the top order of the asymptotic expansion given by eq. (2.10), p h e −itφ h (ξ) , since it is analogous to that of e −it|∇| σ .
Then one handles the first-order error term in eq. (2.10) like in [8, theorem 2.2]. We give an example on how to do this when t β |ξ| α 1 and 1 ≤ |ξ|, by using the Minkowski inequality:
Step 3. Finally, we consider the last term, where we may use the smoothing effect for L t , [8, theorem 2.2]: Finally, we show how to estimate L t − p h L h,t in the last norm involved in the local well-posedness theory. While the two previous norms shared many similarities and only required eq. (4.10), we will now see that eq. (4.11) is necessary in this case. Proposition 4.14. Let 0 < h < h 0 small enough, α ∈ (1, 2), β ∈ ( 1 2 , 1). For s = 1 2 − 1 p and p ≥ 4, we have that
Proof. We will only prove the first estimate, since the ideas involved in the second are similar. The main tools to prove this result are the continuous maximal function estimate [8, theorem 2.3], its discrete counterpart (theorem 3.7), and eqs. (4.10) and (4.11).
Once again we write
Step 1. We first focus on the region 1 t β |ξ| α . Define
Let
|x|}
Our goal is to show that
Let I i (t, h, x) to be the integral over Ω i , so that their sum is eq. (4.12). Note that
as long as b > 0 is chosen small enough.
In Ω 2 , we use eq. (4.8) to write:
and we postpone estimating the error E in this approximation to the next step.
We write:
In Ω 2 we have that t|ξ| σ−1 ∼ |x| and |ξ| > |x| −1 . We use Van der Corput's lemma and the bound given by eq. (4.10).
Note that in this step we used to get the condition 1 2 ≤ s (see for instance the proof of proposition 3.6), and then a T T * argument halved the loss of derivatives. This condition on s was necessary in order to use the bound |ξ| > |x| −1 . However, we do not need to do that here, because we can bound positive powers of |ξ| by terms in h −b thanks to ϕ 1 . This allows us to avoid the T T * argument altogether, since now s is allowed to range over (0, 1).
Finally, in Ω 3 we may integrate by parts:
Recall that in Ω 3 we have that |x − t|ξ| σ−1 | ≥ |x| and |ξ| > |x| −1 . According to the proof of eq. (4.11), we can bound the derivative of our symbol by T 2 h 2−α |ξ| 1+σ−α . Therefore,
as long as b > 0 is small enough.
Step 2. Now we estimate the error in eq. (4.14). As shown in the proof of eq. (4.10), E(h, t, ξ) = t β h 2−α |ξ| 2−α + O |ξ| 2 h 2−α in the region h|ξ| 1, which clearly contains our region h b |ξ| 1.
As before, we define E(t, h, x) = R e ixξ |ξ| −s ϕ 1 (ξ) χ 1 t β |ξ| α E(h, t, ξ) dξ and our goal is to show |E(t, h, x)| T h 0+ |x| s−1 .
When |x| is small, we can integrate directly:
as long as b > 0 is small.
When |x| > 2, we integrate by parts and obtain
The top-order term occurs when the derivative hits E, but as shown in the proof of eq. (4.11), this only contributes O(t β h 2−α |ξ|). Therefore, we obtain |E(t, h, x)| T 2 h 0+ |x| −1 .
Combining the bounds for small and large |x|, we have |E(t, h, x)| T 2 h 0+ |x| s−1 .
Step 3. Now we consider the low frequency case, t β |ξ| α 1. Let
When |x| ≤ 2, we can use eq. (4.10) to get
When |x| > 2, we can use integration by parts:
and use eq. (4.11) to control the derivative as we did before. What follows is standard so we omit it.
Finally, the decay given by eq. (4.13) together with the Hardy-Littlewood-Sobolev inequality prove the desired estimate for I.
Step 4. We now study the term II = (p h L h,t f h − L t p h f h ) * ϕ 2 .
As before, we use the triangle inequality and study each term separately. For the term in L t , we use the continuous maximal function estimate, [8, theorem 2.3 ]. An analogous proof to that of proposition 3.6 yields a maximal function estimate for p h L h,t .
Finally, we control III = L t (p h f h − f ) with the help of [8, theorem 2.3], which yields:
Main argument. We are now ready to give the main argument of the continuum limit. We will work in the space where we developed the local well-posedness theory. Consider the norms: We define the space
Consider the continuous problem given by eq. (2.16). By theorem 2.6, for anỹ s ≥ 1 2 − 1 2(p−1) , we have a unique solution to the continuous problem, u ∈ Xs T , defined in some time interval [0, T ] depending on the norm of the initial data f Hs(R) . By theorem 1.1, we also have a unique solution to the discrete problem given by eq. (3.1), u h , in some time interval [0, T ] depending on the norm of the initial data f Hs(R) . Without loss of generality, we may assume a common interval of existence for both problems. Let us highlight that s in eq. (4.15) ands where we have localwellposedness for u and u h will be different. In fact, they will be chosen in such a way thats > s.
Consequentely, we have that u h (t) and u(t) satisfy the initial value problems:
in their respective spaces C([0, T ], Hs x (R)) and C([0, T ], Hs h ), where we can take any regularitys ≥ 1 2 − 1 2(p−1) that we wish. Recall that the linear and nonlinear operators L t , L h,t , N t and N h,t are defined in eq. (4.2).
We take the linear interpolation of u h in order to work in the common space C([0, T ], Hs(R)): This is only necessary to guarantee that the regularity with which we work, given by eq. (4.15), does not exceed the regularity allowed by linear interpolation p h u h . It would be possible to work on higher regularity than H 1 x (R) even with piecewise linear functions. However, it is then better to use a quadratic interpolation of u h , which is outside the scope of this paper.
We now study the difference between u and p h u h in the norm Λ T :
By proposition 4.11, proposition 4.13 and proposition 4.14, we have that:
x . From now on, the implicit constant when using the symbol might depend on T in a polynomial way, so we drop the notation T .
We focus on the nonlinearity in eq. (4.17):
