A censored demand system estimator is proposed by extending the sampleselection model of Heckman. Censoring is governed by a selection mechanism which avoids the restrictive Tobit parameterization. Results of application to household consumption of beverages suggest the estimator produces slightly different elasticity estimates from the Tobit estimator. Demands for beverages are nearly unitary elastic, and net substitution is an obvious pattern.
1
Micro survey data present obvious advantages over aggregate time series in modeling consumer demand and other microeconomic relationships. Important features of microdata include censored dependent variables, often prevalent in modeling economic relationships at the disaggregate level. A number of censored system estimators have existed in the literature. Amemiya pioneered a procedure for the linear Tobit system.
Wales and Woodland constructed the likelihood function from the Kuhn-Tucker conditions of the constrained maximization of a stochastic utility function. Lee and Pitt, taking the dual approach, used virtual prices to define regime switching. Golan, Perloff and Shen estimated a demand system using the generalized maximum entropy approach.
More recently, Yen, Lin and Smallwood applied quasi-and simulated maximumlikelihood approaches to the Tobit system (Amemiya) . Other procedures include the less efficient two-step estimators of Heien and Wessell, Perali and Chavas, and Shonkwiler and Yen. This note presents another approach to censored demand system estimation by extending the bivariate sample selection model of Heckman. The model can be viewed as a sample selection generalization to Amemiya's Tobit system, and as a maximumlikelihood (ML) alternative to the two-step procedures of Heien and Wessells and Shonkwiler and Yen for essentially the same model. In the brief empirical section the procedure is demonstrated with a sample used elsewhere, dealing with household consumption of beverages in the United States, and results are compared to those of the Tobit system.
A Multivariate Sample Selection Model
Let x be a vector of all explanatory variables and θ a vector of parameters, and consider a system of n equations in which each dependent variable i w is generated by a deterministic function ( ; ) (2) 1( 0) , 1,...,
where 1( ) ⋅ is a binary indicator function, i γ is a parameter vector, and i u is a random error. The demand system (1) does not add up to unity as in the uncensored case. While adding-up can be accommodated in other ways, such as the re-mapping procedure in Wales and Woodland, to limit the scope of the current paper we take a simple approach of estimating the first n − 1 equations and treating the nth good as a residual good. This "plausible" and "simple" approach to adding-up, suggested by Pudney (p. 155) (6) 0, 1,..., .
The likelihood contribution is (7) ( ) 
The sample likelihood function is the product of the
L across observations, depending on the regime for each observation.
To demonstrate the proposed estimator we use the Translog demand system (Christensen, Jorgenson and Lau) , with deterministic shares
where E is total expenditure, j p are prices, and i α and ij β are parameters. Demographic 
, ( ) ( ) ( ; ) ( ) , 1,..., ,
where ( ) φ ⋅ and ( ) Φ ⋅ are univariate standard normal pdf and cdf, respectively.
Differentiation of the unconditional mean (11) gives demand elasticities for the first m goods, 1 and elasticities for the nth goods can be derived by the adding up restriction (Yen, Lin and Smallwood) .
Data and Application
The For comparison, we also estimated the Tobit system (Amemiya; Yen, Lin and Smallwood). Elasticity estimates from the Tobit system are presented in the appendix (table A1) . In general, most elasticities are fairly close between the two sets of estimates.
More notable differences are seen in the elasticities of coffee & tea. Specifically, the Tobit estimates suggest much lower expenditure elasticity for coffee & tea, and that coffee & tea is a gross substitute to juice and soft drink, whereas such substitution is nonexistent according to results of the proposed model. In addition, the own-price effects are also slightly different between the two sets of estimates. Specifically, the proposed estimator produces lower compensated and uncompensated own-price elasticities for juice, soft drink and coffee & tea but slightly higher (compensated and uncompensated) own-price elasticities for milk than those generated by the Tobit system.
Summary
With the growing popularity of microdata in empirical analysis, interest in the censored data issues has continued to grow. This note contributes to the censored demand system literature by proposing a sample selection approach to censoring. A multivariate generation of the bivariate sample selection model (Heckman) and a sample-selection generalization to the Tobit system (Amemiya), the proposed procedure accommodates censoring in an equation system with a separate selection mechanism for each equation
and avoids the Tobit parameterization that is known to be restrictive. The procedure is fairly easy to implement and allows imposition of cross-equation restrictions. We demonstrate the procedure in a consumer demand system but the procedure is equally applicable to other linear or nonlinear systems of equations. The trivariate cdf's in our application of a four-equation consumer demand system are calculated by conventional means. For a larger system, the higher-level probability integrals can be evaluated with existing simulation or Bayesian techniques. The estimator is applied to household consumption of beverages and the findings suggest demands for these beverage products are nearly unitary elastic. Net substitution is the obvious pattern. The estimator also produces slightly different elasticity estimates than the Tobit estimator. Note: Daggers ‡ and † denote significance at the 1% and 5% levels and asterisk (*)
at the 10% levels, respectively. The coefficient of the quadratic log-price term (β 44 ), not reported due to space consideration, is 0.137 and has a standard error of 0.031. at the 1% and 5% levels and asterisk (*) at the 0.10 level, respectively. at the 1% and 5% levels and asterisk (*) at the 0.10 level, respectively.
