We determine, for p odd, all saturated fusion systems F on a Sylow p-subgroup S of the unitary group SU 4 (p) and we prove that they are all realizable by finite groups. In particular, we prove that S does not support any exotic fusion systems.
Introduction
Let S be a Sylow p-subgroup of SU 4 (p). In this paper we classify the saturated fusion systems F on S. We assume this hypothesis and adopt this notation throughout the paper, as well as some basic background about fusion systems. Our basic reference for fusion systems is [AKO11] . The case p = 2 with O 2 (F ) = 1 is resolved as part of [Oli16, Proposition 5.1], as U T 4 (2), a Sylow 2-subgroup of SL 4 (2), is isomorphic to a Sylow 2-subgroup of SU 4 (2) by a straightforward computation. The case p = 3 with O 3 (F ) = 1 has been completed in [BFM19] . Hence, in most of this paper, we restrict our attention to the case when p ≥ 5.
The group S contains an extraspecial subgroup of index p. In particular, it is case (2) of [MM19, Main Theorem] and contributes to the project of classifying saturated fusion systems on p-groups containing an extraspecial subgroup of index p, which was the object of study of my PhD Thesis. The result of this paper will be applied in forthcoming work on this topic.
It will also form part of the classification of fusion systems of sectional p-rank 4 for odd primes p. This case is interesting because there is an F -essential subgroup V such that |N S (V )/V | = p 2 , which does not happen in the cases with smaller sectional p-rank. Since there are two F -essential subgroups, it can be seen as a contribution towards the classification of rank 2 fusion systems on Sylow p-subgroups of groups Lie type, studied in [PS18] and [RV04] .
All of these contributions add to our knowledge of saturated fusion systems defined on pgroups for odd primes p and so extend our understanding of how exotic fusion systems arise at odd primes [AKO, Problem 7.4] and [AO, Problem 7.6]. In this case, we prove that no exotic fusion systems arise.
The main theorem of this paper is the following:
Theorem 1.1. Assume S is a Sylow p-subgroup of SU 4 (p). Let F be a saturated fusion system on S and, if p = 2, assume further that O 2 (F ) = 1. Then F is known and realizable by a finite group.
In our argument, we consider separately the cases according to whether F contains any nontrivial normal p-subgroup, that is, whether O p (F ) = 1 or not. When p is odd and O p (F ) = 1, we will show in Proposition 5.1 that there is at most one F -essential subgroup, and it is normal in F , whence the Model Theorem implies that F is realizable. The case when p = 2 and O 2 (F ) = 1 has been checked computationally using the algorithms in [PS] .
When O p (F ) = 1, the situation is more complicated. When p = 2, we note that P SU 4 (2) ∼ = P Sp 4 (3), and [Oli16, Proposition 5.1] proves that, if O 2 (F ) = 1, then F can arise only as the fusion system of GL 4 (2), or that of P Sp 4 (q) for q ≡ ±3 (mod 8), and there are only 2 saturated fusion systems F on S with O 2 (F ) = 1.
When p = 3, [BFM19, Theorem 1] implies that no exotic fusion systems arise. This case requires different arguments as our classification for p ≥ 5, and there is more than one possible F 0 , giving rise to more realizable saturated fusion systems F , such as those arising from L 6 (q), U 6 (q) for appropriate q coprime to p, and the sporadic finite simple groups M cL and Co 2 . There are 13 such fusion systems when p = 3. We will prove that, when p ≥ 5, the number of saturated fusion systems F with O p (F ) = 1 is either 5 when p ≡ 1 (mod 4) or 8 when p ≡ 3 (mod 4).
The paper is structured as follows: we begin by introducing the background definitions and results needed in Section 2. In Section 3, we describe the p-group S and some of its subgroups, such as the unique extraspecial subgroup Q of index p and the unique abelian subgroup V of order p 4 in S. We also consider the automorphism groups of S, Q and V , and prove results about the action of the relevant subgroups on Q/Z(Q) and V .
In Section 4 we determine that the only subgroups of S which can be F -essential are V and Q, use the results from the previous section to determine O p ′ (Aut F (Q)) and O p ′ (Aut F (V )) when they are F -essential, and then prove that both V and Q are F -essential exactly when O p (F ) = 1.
We begin Section 5 by concluding the case where O p (F ) = 1 in Proposition 5.1. In the case with O p (F ) = 1, the following is our main result.
Theorem 1.2. Assume p ≥ 5 and S is a Sylow p-subgroup of SU 4 (p). Then there is a one-toone correspondence between saturated fusion systems F on S with O p (F ) = 1 and groups G with SU 4 (p) ≤ G ≤ Aut(SU 4 (p)) which realize them. In particular, there are no exotic fusion systems F on S with O p (F ) = 1.
We begin the proof of Theorem 1.2 by considering the subgroups of Aut F (S) generated by those elements which restrict to maps in one of O p ′ (Aut F (V )) or O p ′ (Aut F (Q)), focusing on their p ′ -parts, and determine their actions on various sections of S. We then consider F 0 , the smallest saturated fusion system on S with O p (F 0 ) = 1. We use the assumption that p ≥ 5 and the subgroups considered above to determine Aut F0 (S) uniquely as a subgroup of Aut Aut(SU4(p)) (S). With a fixed copy of Aut F0 (S), we consider the subgroup of morphisms centralizing both Z and S/Q to determine O p ′ (Aut F0 (V )) and O p ′ (Aut F0 (V )) uniquely, thus establishing the uniqueness of F 0 up to isomorphism. Finally, we realize F 0 as the fusion system of P SU 4 (p), and the fusion system of Aut(P SU 4 (p)) as the largest possible saturated fusion system on S, which allows us to realize every saturated fusion system by an intermediate group.
Theorem 1.2 is proved as Theorem 5.2. Theorem 1.1 then follows putting together [Oli16, Proposition 5.1], [BFM19, Theorem 1], Proposition 5.1 and Theorem 1.2.
Preliminaries
Given a finite group G, the fusion system F S (G) of G on S is a category which encodes the p-local structure of G on one of its Sylow p-subgroups S. The objects of F S (G) are the subgroups of S and, given P, Q ≤ S, the morphisms of F S (G) are given by the conjugation maps c g induced by g ∈ G with domain P and codomain Q, that is
F S (G) is a foundational example of a fusion system on S, as defined in [AKO11, Definition 2.1].
A proper subgroup H < G of a finite group G is strongly p-embedded in G if p divides |H| and, for each g ∈ G \ H, p does not divide |H ∩ H g |.
We now introduce the basic concepts of the theory of fusion systems which we will use.
Definition 2.1. Let F be a fusion system on a p-group S, and P, Q ≤ S. Then,
is F -centric and fully F -normalized, and Out F (P ) contains a strongly p-embedded subgroup;
such that α| P = α.
We can now define a saturated fusion system, of which F S (G) defined earlier is an example.
Those saturated fusion systems that arise as F S (G) for a finite group G with Sylow p-subgroup S are called realizable, and those that do not are called exotic. From now on, we restrict our attention to saturated fusion systems. We now present some of their properties. By [AKO11, Lemma 2.6 (c)], a subgroup Q of S is fully F -normalized if and only if it is fully F -automized and F -receptive. In particular, F -essential subgroups are both fully F -automized and F -receptive. The following lemma is a consequence of F being saturated.
Lemma 2.3. Let F be a saturated fusion system on the p-group S. Suppose that E ≤ S is fully F -normalized. Then every element of N AutF (E) (Aut S (E)) lifts to an element of Aut F (N S (E)).
Proof. This is a consequence of the of the surjectivity property, see for example [Cra11, Definition 6.3] and the discussion following it.
The starting point in the classification of saturated fusion systems is Alperin's Theorem. In order to state it, we first define what it means for certain maps to generate a fusion system. If X is a set of injective morphisms between various subgroups of S, then we define X to be the fusion system obtained by intersecting all the fusion systems on S which have the members of X as morphisms.
Theorem 2.4 (Alperin-Goldschmidt Fusion Theorem [AKO11, Theorem I.3.5]). Suppose F is a saturated fusion system on a p-group S. Then
Alperin's Theorem allows us to focus on the F -essential subgroups. In particular, we will repeatedly use the fact that if E is F -essential then, as Out F (E) has a strongly p-embedded subgroup, we have O p (Out F (E)) = 1, which implies that O p (Aut F (E)) = Inn(E). Alperin's Theorem can be refined using Frattini's Argument and Lemma 2.3 to obtain the following. 
We now turn to normality in fusion systems.
Definition 2.6. Let F be a fusion system on S, and Q ≤ S. Then:
• Q is normal in F , denoted by Q F , if Q S and, for all P, R ≤ S and all φ ∈ Hom F (P, R), φ extends to a morphism φ ∈ Hom F (P Q, RQ) such that Qφ = Q;
• O p (F ) S denotes the largest subgroup of S which is normal in F .
We will determine that O p (F ) = 1 by using the following result.
Proposition 2.7 ([AKO11, Proposition I.4.5]). Let F be a saturated fusion system on S. Then for any Q ≤ S, Q F if and only if for each P ≤ S F -essential and P = S, we have that Q ≤ P and Q is Aut F (P )-invariant.
Definition 2.8. Suppose F is saturated. We define the following.
(
Thus Aut E F (S) ≤ Aut 0 F (S) is the subgroup of automorphisms that are contributed to Aut F (S) by O p ′ (Aut F (E)). We remark that Aut F0 (S) = Aut 0 F (S). The following allows us to characterize subsystems of index prime to p.
Theorem 2.9 ([AKO11, Theorem I.7.7]). Suppose that F is a saturated fusion system on S. Then there is a one-to-one correspondence between saturated fusion subsystems of F on S of index prime to p and subgroups of Γ p ′ (F ). In particular, there is a unique minimal saturated fusion subsystem of index prime to p, which we denote by O p ′ (F ). We have Aut O p ′ (F ) (S) = Aut 0 F (S). Note that by definition and Alperin's Theorem, F 0 is the smallest fusion system on S which contains O p ′ (Aut F (P )) for each P ≤ S, and F 0 = O p ′ (F ). We have F = F 0 , Aut F (S) , so we will construct the fusion system F 0 , show it is saturated by finding a group realizing it, determine the largest possible candidate for Aut F (S), and then use Theorem 2.9 to obtain all subsystems of p ′ -index as intermediate fusion systems.
The relationship between Aut E F (S) and O p ′ (Aut F (E)) is made clear by the following result, which uses an equivalent formulation of saturation via the surjectivity property (see [Cra11, §6.1] for details).
Lemma 2.10 ([MM19, Lemma 2.37]). If F is a saturated fusion system on S and E S is F -centric and normalized by Aut F (S), then there are isomorphisms
. We now introduce the concepts of morphisms and isomorphisms between fusion systems. Two fusion systems F and E on S are isomorphic if there exists α ∈ Aut(S) such that for all P, Q ≤ S, Hom E (P α, Qα) = {α −1 | P α θα | θ ∈ Hom F (P, Q)}. We note that an isomorphism of fusion systems preserves saturation by [AKO11, Lemma II.5.4]. An easy isomorphism of fusion systems is given in the following situation.
We now turn our attention to the group theoretic methods that we will use in the paper. We begin with some basic results about coprime action.
Lemma 2.12 ([Gor80, Corollary 5.3.3]). Fix a prime p, a finite p-group S, and a group G ≤ Aut(S) of automorphisms of S. Let S 0 S 1 · · · S m = S be a sequence of subgroups, all normal in S and normalized by G, such that S 0 ≤ Φ(S). Let H ≤ G be the subgroup of those g ∈ G which act via the identity on S i /S i−1 for each 1 ≤ i ≤ m. Then H is a normal p-subgroup of G. In particular, C Aut(S) (S/Φ(S)) is a normal p-subgroup of Aut(S).
We will often use this result in order to prove that O p (Out F (E)) = 1, which implies that Out F (E) cannot have a strongly p-embedded subgroup, thus proving that various subgroups E of S cannot be F -essential.
We finish this section with a result about groups whose Sylow p-subgroups are not cyclic which contain a strongly p-embedded subgroup.
Theorem 2.13. Assume that G is a finite group, H < G is strongly p-embedded, and H contains an elementary abelian subgroup of order p 2 .
Thus T is the unique minimal normal subgroup of G, and is a nonabelian simple group. Then, G is almost simple.
Structure of S
Throughout the rest of this paper we assume that p ≥ 5 unless explicitly stated otherwise. The unitary group SU 4 (p) has Sylow p-subgroups S of order p 6 by [GLS98, Theorem 2.2.9] and, by [BHRD13, Table 8 .10], contains maximal parabolic subgroups containing S of shapes
p . Further, by [GLS98, Proposition 3.3.1], S has nilpotency class 3, and its upper and lower central series coincide, with S ′ = Z 2 (S) of order p 3 and Z := Z(S) = [S, S, S] of order p. As we assume p ≥ 5, and SU 4 (p) embeds into GL 4 (p 2 ) ≤ GL p (p 2 ), which has Sylow p-subgroups of exponent p, S has exponent p.
From these details it can be seen that S is a semidirect product of Q by a group of order p whose generator acts on the symplectic vector space Q/Z with Jordan form of two blocks of size 2. We can also describe S as V ⋊ T where T is isomorphic to a Sylow p-subgroup of Ω − 4 (p) ∼ = P SL 2 (p 2 ). This explains parts (1)-(3) of the following lemma.
Lemma 3.1. The following hold:
(1) The order of S is p 6 .
(2) S has nilpotency class 3 and the terms of the upper and lower central series of S are
Further, there is an element of Aut(S) of order p + 1 which permutes transitively the elements of X . In particular, the elements of X are all isomorphic and have
Proof. Parts (1), (2) and (3) are proved above. Part (4) follows from part (2), as if there was
For part (6), we consider P 2 ∼ = C 4 p : SL 2 (p 2 ) : C p−1 , and the corresponding maximal subgroup M of Aut(SU 4 (p)), where there is an element θ of SL 2 (p 2 ) of order p 2 − 1 normalizing S. Then, θ normalizes V and acts on a complement to V in S. Furthermore, θ p−1 acts transitively on the p + 1 maximal subgroups of S containing V , whence all elements of X are isomorphic. Note that the central involution of the SL 2 (p 2 ) acting on V is the central involution of SU 4 (p), and as P SL 2 (p 2 ) ∼ = Ω − 4 (p), we see that the Jordan form of the action on V of every p-element in P 2 not in V has one Jordan block of size 3 and one of size 1 by [LS12, Theorem 3.1 (ii)]. Hence, Z(M ) and M ′ do not coincide and both have order p 2 .
Finally, we turn to part (7). Since
By Alperin's Theorem 2.4, in order to determine the fusion systems F , we will have to determine the automorphism groups of the F -essential subgroups and S. Hence we now describe the automorphism groups of V , Q and S. We begin by describing Aut(S).
Lemma 3.2. Let A := Aut Aut(SU4(p)) (S). Then the following hold:
(1) The order of Aut(S) is 2p a (p + 1)(p − 1) 2 for some a ∈ Z ≥0 .
The stabilizer of C is a normal p-subgroup of Aut(S) by Lemma 2.12, and any other element of Aut(S) acts nontrivially on C. In particular, since |Φ(S)| = p 3 , Aut(S)/C Aut(S) (C) embeds into GL 1 (p) × GL 2 (p). To describe which subgroup of GL 2 (p) we obtain we consider the action of Aut(S) on S/V . Lemma 3.1 (6) implies that all p + 1 elements of X are isomorphic with M ′ = Z(M ) and there is an element of order p + 1 permuting them. This element acts transitively on the p + 1 nontrivial proper subgroups of S/V ∼ = C 2 p , hence its only overgroups in GL 2 (p) either contain SL 2 (p) or are contained in C p 2 −1 ⋊ C 2 , the normalizer in GL 2 (p) of a Singer cycle by [Hup67, II.7.3 and II.8.5]. There are no p-elements in Aut(S)/C Aut(S) (C), as one such would normalize some M ∈ X and permute transitively the remaining elements N of X , all of which satisfy
. To obtain equality we observe that in Aut(SU 4 (p)) we have | Out Aut(SU4(p)) (S)| = 2(p − 1) 2 (p + 1) by [BHRD13, Table 8 .10] and [KL90, Table 2 .1.C], hence | Aut(S)| = 2p a (p + 1)(p − 1) 2 as claimed and, as Inn(S) is characteristic in Aut(S), the isomorphism type of A is Inn(S) ⋊ (C p−1 × (C p 2 −1 ⋊ C 2 )), proving parts (1) and (2). Hence, Aut(S) is solvable and Hall's Theorem [Gor80, Theorem 6.4.1] implies that every subgroup of Aut(S) containing Inn(S) with p ′ -index is conjugate to a subgroup of A. In particular this is true for Aut F (S), concluding the Lemma.
We now determine uniqueness of two subgroups of Aut Aut(SU4(p)) (S), which will end up being Aut 0 F (S) for various values of p.
As in Lemma 3.2, we see that x acts on S/Q and centralizes Q/Φ(S) whereas y, z centralizes S/Q and acts on Q/Φ(S) ∼ = S/V as the normalizer in GL 2 (p) of a Singer cycle, which is a dihedral group by [Hup67, II.8.4]. We consider subgroups of index 4, noting that H = x, y 2 is one such.
We also see that, since p > 3, z does not centralize y (p 2 −1)/4 , hence z is not contained in the subgroups in question. There are three subgroups of index 2 in x, y , which contain x 2 , y 2 : H 1 = x 2 , y , H 2 = x, y 2 and H 3 = x 2 , y 2 , xy . Now H 1 and H 3 contain an element of order p 2 − 1, hence are not of the required shape and thus H = H 2 is the unique subgroup of the given isomorphism type.
We now consider subgroups K i of index 2 in H, which must contain x 2 , y 4 . Hence there are again 3 such: K 1 = x 2 , y 2 , K 2 = x 2 , y 4 , xy 2 and K 3 = x, y 4 . Since the ones we are interested are K i ∼ = C p−1 • C2 C (p 2 −1)/2 , such K i contain an element of order (p 2 − 1)/2; hence K i ∼ = C (p−1)/2 × C (p 2 −1)/2 . However, K 3 has exponent (p 2 − 1)/4; hence it is not an option, but both K 1 and K 2 are isomorphic to C (p−1)/2 × C (p 2 −1)/2 , as required. If we further assume that we have an element which acts on S/Q as an element of order p − 1, we observe that in K 1 there is no such element. Thus K 2 is the only subgroup with the desired property, since the element xy 2 ∈ K 2 acts on S/Φ(S) as desired, and the lemma is complete.
Regarding Q, the automorphism group of an extraspecial p-group of exponent p is well-known. (1) C = Inn(Q) ∼ = Q/Z(Q) is elementary abelian of order p 2n ;
(2) A = BT is the semidirect product of B with a cyclic group T of order p − 1;
(3) B/C ∼ = Sp 2n (p).
The following result will help us determine the action of O p ′ (Aut F (Q)) on Q/Z(Q). Proof. Since G acts faithfully on V , G embeds into Aut(V ) ∼ = GL 4 (p). Assume G is a minimal counterexample to the lemma, that is,
Hence, V = [V, H] has dimension 4. Furthermore, as an H-module, V = [V, H] is a direct sum of two natural SL 2 (p)-modules. In particular, the central involution t ∈ Z(H) negates V and so t = −I 4 ∈ Z(GL 4 (p)) and t ∈ Z(G). Therefore,
and so L < G. Since L satisfies the hypothesis of the lemma, induction implies that L = O p ′ (L) ∼ = SL 2 (p) and V | L is a direct sum of two natural SL 2 (p)-modules for L. But this means
In particular,
Hence Syl p (G) ≤ p 2 + 1. We investigate N G (S). Since Aut(S) is abelian, we have N G (S) ′ ≤ C G (S). Furthermore, N G (S) acts on C V (S) and so N G (S)/C NG(S) (C V (S)) is isomorphic to a subgroup of Aut(C V (S)), which is isomorphic to GL 2 (p). Observe that N H (S)C NG(S) (C V (S))/C NG(S) (C V (S)) acts on C V (S) as scalars (the eigenvalues of elements of N H (S) on C V (S) are equal, see [MM19, Lemma 1.48]). It follows that
Assume that Assume that no two distinct conjugates of H contain S. Then, by Sylow's Theorem, for
Then, as S ≤ H and S ∈ Syl p (G), S does not normalize K, as otherwise p 2 | |SK|. Hence |{K s | s ∈ S}| = p and, for all s ∈ S, p does not divide |K s ∩ K|. Thus
a contradiction. Thus, there exist two distinct conjugates of H containing S.
Let K be one such, that is a conjugate of H with K = H and S ≤ H ∩ K. Then K = H g for some g ∈ G and so S, S g ≤ K. By Sylow's Theorem, there exists k ∈ K such that S gk = S. Now H gk = K k = K. Hence, we may assume that g ∈ N G (S). In particular, as N H (S) is normal in
Thus, N H (S) = N K (S). Let X be a complement to S in N H (S) which normalizes T . Then, X is cyclic of order p − 1, X ≤ N K (S) and X normalizes some U ∈ Syl p (K) \ {S}. Let x be a generator of X and note that, by the assumption p > 3, x is not an involution. Therefore, a straightforward calculation (see [MM19, Lemma 1.49]) yields that x has exactly two eigenvalues λ and λ −1 on V and the corresponding eigenspaces are C V (S) and C V (T ). Since C V (S) ∩ C V (U ) = 0 and X acts on C V (U ), there is an eigenvector for x in C V (U ) which is not in C V (S). It follows that C V (U ) ∩ C V (T ) = 0. By ( †), we conclude that T = U . But then K = S, U = S, T = H, a contradiction. This contradiction proves that G is not a counterexample and proves the lemma.
Finally, we turn to V , which is elementary abelian, so we have Aut(V ) ∼ = GL 4 (p). The following result gives the information which we use to determine O p ′ (Aut F (V )).
Proposition 3.6. Suppose p ≥ 5, G ≤ GL 4 (p) has a strongly p-embedded subgroup and G has p-rank at least 2. Then, O p ′ (G) is isomorphic to either SL 2 (p 2 ) or P SL 2 (p 2 ). Furthermore, if a Sylow p-subgroup of G fixes a 1-subspace of V , then O p ′ (G) ∼ = P SL 2 (p 2 ) and V is the natural Ω − 4 (p)-module. Proof. Under the assumptions above, Theorem 2.13 implies that K := O p ′ (G/O p ′ (G)) is almost simple, and we can use [GLS98, Theorem 7.6.1] to obtain a list of candidates for K. Let T ∈ Syl p (K). We first rule out all candidates except P SL 2 (p 2 ), then show that O p ′ (G) centralizes O p ′ (G), so that the result follows.
Claim 3.6.1. K ∼ = P SL 2 (p 2 ).
Proof of claim. Note that a Sylow p-subgroup U of GL 4 (p) has order p 6 , nilpotency class 3, and K must be isomorphic to a section of GL 4 (p), in particular, |K| must divide |GL 4 (p)| = p 6 (p 4 − 1)(p 3 − 1)(p 2 − 1)(p − 1).
We obtain the candidates for K from [GLS98, Theorem 7.6.1] and the structure of T is an easy consequence, see e.g. [MM19, Corollary 1.60]. We prove that they do not embed using divisibility arguments, which also cover the case of their covers.
If K/Z(K) ∼ = P SU 3 (p n ), with p n ≥ 3, then T has order p 3n , so we must have n ≤ 2. If n = 2 then T has order p 6 , so we need U ∼ = T , but T has nilpotency class 2, so it cannot happen. Finally, if n = 1, we have p 3 + 1 | |P SU 3 (p)|, and as p 6 − 1 = (p 3 + 1)(p 3 − 1), Zsigmondy's Theorem gives a contradiction.
If K/Z(K) ∼ = Sz(2 2n+1 ) then |T | = (2 2n+1 ) 2 ≤ 2 6 , so we must have n = 1, but then T ∼ = U . However, T has nilpotency class 2 while U has nilpotency class 3, so this case does not happen either.
If K/Z(K) ∼ = 2 G 2 (3 2n+1 ) then |T | = (3 2n+1 ) 3 > 3 6 , a contradiction. If K/Z(K) ∼ = A 2p , as p ≥ 5, then we must have p ≤ 17, as otherwise we observe that |A 2p | = (2p)!/2 ≥ p 17 > p 16 ≥ (p 4 − 1)(p 3 − 1)(p 2 − 1)(p − 1)p 6 = |GL 4 (p)|, so it cannot embed.
For the remaining primes p = 5, 7, 11, 13, we have, respectively, the primes q = 7, 13, 17, 23 such that q | |A 2p | but q ∤ |GL 4 (p)|, so this case does not happen.
For the remaining cases other than P SL 2 (p n ) there is always a prime dividing |K| that does not divide |GL 4 (p)|. If p = 5, none of 11, 13, 41 divide |GL 4 (5)| but 11 divides |M cL| and |F i 22 |, 13 | | 2 F 4 (2) ′ |, and 41 | | Aut(Sz(32))|. And for p = 11, we have that 43 does not divide the order of the sporadic Janko group J 4 , but 43 ∤ |GL 4 (11)|.
Finally, if K ∼ = P SL 2 (p n ) then |K| = (p 2n − 1)p n /2 by [Gor80, Theorem 2.8.1]. Then, if n ≥ 3, we have again by Zsigmondy's Theorem a prime q such that q | p 2n − 1 and q ∤ p k − 1 for any k < 2n unless p = 2 and n = 3. The Sylow p-subgroups of P SL 2 (p) are cyclic, so we cannot have n = 1. Therefore, we must have K ∼ = P SL 2 (p 2 ), which embeds into GL 4 (p) as P SL 2 (p 2 ) ∼ = Ω − 4 (p) by [KL90, Proposition 2.9.1 (5)].
Proof of claim. We have
Then, T ∼ = C p × C p , so we pick x ∈ T of order p and consider H :
Consider the action of x on the natural GL 4 (p)-module. The Jordan form of x has largest Jordan block of size at most 4, so that its minimal polynomial is (X − 1) r for some r ≤ 4.
Then, if O p (H) = 1, we have by the Hall-Higman Theorem [Gor80, Theorem 11.1.1] that p − 1 ≤ r ≤ p. This means that if p ≥ 7 or p = 5 and r ≤ 3 then O p (H) = 1. Thus H = R × x , and R centralizes x. Since we can do this for any subgroup of any Sylow p-subgroup of G, we conclude that R acts trivially on O p ′ (G) and therefore R ≤ Z(O p ′ (G)) and O p ′ (G) is a central extension of P SL 2 (p 2 ). The Schur multiplier of P SL 2 (p 2 ) has order 2 if p ≥ 5 and its universal covering group is SL 2 (p 2 ) by [Hup67, V.25.7 Satz], so in this case the result follows.
The remaining case is p = 5 and x ∈ T has Jordan form J 4 . Let C := C GL4(5) (x), then T ≤ C and C has shape C 3 5 : C 4 by [LS12, Theorem 7.1]. We claim there is no subgroup of the centralizer of order 5 2 with only elements with Jordan form J 4 . This is because a Sylow 5-subgroup of C is generated by matrices so that the subgroup generated by x 2 and x 3 contains no element with Jordan form J 4 . Any subgroup of order p 2 in C GL4(5) (x) must intersect this subgroup nontrivially, hence it must contain some nonidentity element y with Jordan form distinct from J 4 . Then, as before, R must centralize y by Hall-Higman. Note that the subgroup y G = O p ′ (G), since O p ′ (G/O p ′ (G)) is almost simple, so that R centralizes O p ′ (G) in this case as well. Thus, in every case, O p ′ (G) is a central extension of P SL 2 (p 2 ).
The first part of the proposition now follows, and both cases arise. Assume further that dim C V (S) = 1, where S ∈ Syl p (G), then V is not the natural SL 2 (p 2 )module and the description of the GF (p)-modules for SL 2 (p 2 ) in [BN41, Section 30] implies that V is the natural Ω − 4 (p)-module. We now describe the relevant parts of the structure of the natural Ω − 4 (p)-module. Lemma 3.7. Let p be odd. Suppose G ∼ = Ω − 4 (p) ≤ GL 4 (p) acts on the natural Ω − 4 (p)-module V , let R ∈ Syl p (G) and K = t be a complement to R in N G (R). Then |R| = p 2 ,
(1) R preserves exactly p non-degenerate quadratic forms on V up to scalars.
The element t has order (p 2 − 1)/2 and acts as an element of order p − 1 on V 1 and V 3 , and as an element of order p + 1 on V 2 .
(4) Let i = t (p 2 −1)/4 be the unique involution in K. If 4 | p + 1 then i centralizes V 1 and V 3 and inverts V 2 , whereas if 4 | p − 1 then i centralizes V 2 and inverts V 1 and V 3 . In either case, i inverts R. (5) If p ≥ 5 then there is a unique non-degenerate quadratic form up to a scalar which is preserved by both R and t, that is by N G (R).
Proof. This follows from an explicit calculation, which can be found in [MM19, Lemma 5.7]
F -essential subgroups
Throughout this section we assume that p ≥ 5, S is a Sylow p-subgroup of SU 4 (p), and F is a saturated fusion system on S, and we take the notation previously established. In this section we determine the subgroups of S which can be F -essential, and prove the following:
Theorem 4.1.
(1) The only potential F -essential subgroups of S are Q and V .
We first consider which nonabelian subgroups of S of order p 4 can be F -essential. Thus, H has nilpotency class 2 and H ′ ≤ Z(H). If Z(H) = H ′ of order p then, as extraspecial groups have order p k for some odd k, we have |Φ(H)| = p 2 and a chain 1 Z(H) Φ(H) C H (Φ(H)) satisfying the conditions of Lemma 2.12, which again gives a contradiction. Hence, |Z(H)| = p 2 , and so H ≤ S has exponent p, nilpotency class 2, and |Z(H)| = p 2 . Therefore, H = x 1 , x 2 , x 3 , x 4 such that x p i = 1, Z(H) = x 3 , x 4 , and H ′ = [x 1 , x 2 ] ≤ Z(H) has order p. Thus, x 1 , x 2 ∼ = p 1+2 + , which commutes with the remaining generator, hence H ∼ = p 1+2 + × C p as claimed.
In general, there may also be nonabelian F -essential candidates of order p 4 which are isomorphic to p 1+2 + • C p 2 . We can now determine the candidates for F -essential subgroups in S.
If |E| ≤ p 3 then |N S (E)/E| = p by [Gra18, Theorem 1.10], which implies |E S | = |S : N S (E)| ≥ p 2 . Notice that as Z ≤ E and Z 2 (S) = S ′ , we have EZ 2 (S) ≤ N S (E) S, so every F ∈ E S has F ≤ N S (E). If |E| = p 2 then let K = Z, and if |E| = p 3 then let K = E ∩ Z 2 (S) S. As [E ∩ Z 2 (S), S] ≤ Z ≤ E ∩ Z 2 (S), we have K S in both cases. Then K < E < N S (E) with |N S (E) : K| = p 2 and K S, so |E S | ≤ p + 1, a contradiction.
If |E| = p 4 , as E = V , then E is nonabelian by Lemma 3.1 (5), so by Proposition 4.2 we have E ∼ = p 1+2 + × C p , which has rank 3. Thus, Aut(E) embeds into GL 3 (p) and [Gra18, Theorem 1.10] implies that N S (E) is maximal in S. If E ′ = Z then, as E ′ < Z(E), we have Z(E) = ZE ′ < S ′ , so Z(N S (E)) = Z(E). Therefore, N S (E) = C S (Z(E)) > V and N S (E) ∈ X . Lemma 3.1 (6) then implies that N S (E) ′ = Z(N S (E)), hence E ′ ≤ N S (E) ′ ∩ Z(N S (E)) = Z, a contradiction. Thus, we have E ′ = Z, so that Z 2 (S) centralizes the chain 1 ≤ Z ≤ E, which, as O p (Out F (E)) = 1, implies that S ′ = Z 2 (S) ≤ E; therefore, E S, a contradiction.
The remaining subgroups are maximal in S. Let M = E be a maximal subgroup of S. If M ∈ X then Z(M ) and M ′ are distinct subgroups of M of order p 2 . We therefore have a chain M ′ Z(M )M ′ C M (M ′ ) M of characteristic subgroups of M with successive indices p, and Lemma 2.12 yields a contradiction again.
It only remains to consider candidates M / ∈ X , that is, with V M . Then, Lemma 3.1 (7) implies that Z(M ) = Z(S). If Φ(M ) = Z then M ′ = Z, hence M = Q by Lemma 3.1 (4). Thus, any remaining maximal subgroup has Φ(M ) > Z. If Φ(M ) = S ′ then S acts trivially on M/S ′ , contradicting Lemma 2.12. Thus |Φ(M )| = p 2 . Note that Z 2 (M ) has index at least p 2 in M , so S ′ = Z 2 (S) = Z 2 (M ). We can therefore build a chain Φ(M ) Z 2 (M ) C M (Φ(M )) M each with index p in the next one, contradicting Lemma 2.12. We have now ruled out all subgroups other than Q and V , as claimed. Now that we know the candidates for F -essential subgroups, we determine their respective F -automizers and the action of these F -automizers on the relevant modules. We consider Q first.
Proof. If Q is F -essential then O p (Out F (Q)) = 1, whence Lemma 2.12 implies that Q/Z is a 4-dimensional faithful Out F (Q)-module, where Out F (Q) ≤ Out(Q) embeds into GL 4 (p) with Out S (Q) ∼ = S/Q of order p. Since Z 2 (S) = S ′ of order p 3 and [S, S, S] = Z by Lemma 3.1 (2), we have C Q/Z (S) = [Q/Z, S] of dimension 2. Hence, we can apply Proposition 3.5 to obtain O p ′ (Out F (Q)) ∼ = SL 2 (p) and Q/Z is a direct sum of two natural SL 2 (p)-modules. Now we turn our attention to V , which is abelian, so that Aut F (V ) ∼ = Out F (V ).
Then the Sylow p-subgroups of Aut F (V ) are elementary abelian of order p 2 , Aut F (V ) contains a strongly p-embedded subgroup and, since V ∼ = C 4 p , it embeds into Aut(V ) ∼ = GL 4 (p). Furthermore, since Aut S (V ), a Sylow p-subgroup of O p ′ (Aut F (V )), fixes the 1-subspace Z ≤ V , Proposition 3.6 implies that O p ′ (G) ∼ = P SL 2 (p 2 ) and V is a natural Ω − 4 (p)-module.
We can now determine the relationship between the F -essential subgroups and O p (F ). Conversely, assume both Q and V are F -essential. By Proposition 2.7, O p (F ) ≤ Q ∩ V is a subgroup of V . But by Lemma 4.5 then V is a natural Ω − 4 (p)-module for O p ′ (Aut F (V )), in particular O p ′ (Aut F (V )) acts irreducibly on V , hence O p (F ) = 1.
We can now prove Theorem 4.1.
Proof of Theorem 4.1. Follows from Lemmas 4.3, 4.4, 4.5 and 4.6, .
Classification of the fusion systems on S
We continue with the assumptions that S is a Sylow p-subgroup of SU 4 (p) and F is a saturated fusion system on S. We now have all the pieces required to construct F , it remains to put them together. We begin with the case when O p (F ) = 1, where we consider p ≥ 3.
Proposition 5.1. Suppose p is odd and O p (F ) = 1. Then F has a model. In particular, F is realizable by a finite group.
Proof. If F has no F -essential subgroups, it is realizable by S ⋊ Out F (S). If p ≥ 5 then Lemma 4.6 implies that F has at most one F -essential subgroup. If p = 3, [BFM19, Propositions 7 and 12 (iii)] together imply that F contains at most one F -essential subgroup. In either case, let L ∈ {Q, V } be the only F -essential subgroup. As L is characteristic in S, Proposition 2.7 implies that L F , and L is F -centric as it is F -essential. Therefore, F is constrained, and the Model Theorem for constrained fusion systems [AKO11, Theorem I.4 .5] implies that F has a model, that is a finite group realizing F .
We assume that p ≥ 5 and O p (F ) = 1 for the rest of this section. In particular, the Fessential subgroups are Q and V by Lemma 4.6. The goal of this section is to complete the proof of Theorem 1.2 by proving the following result.
Theorem 5.2. Assume p ≥ 5 and that S is a Sylow p-subgroup of SU 4 (p). Then there is a one-to-one correspondence between saturated fusion systems F on S with O p (F ) = 1 and groups G with P SU 4 (p) ≤ G ≤ Aut(P SU 4 (p)) which realize them. In particular, there are no exotic fusion systems F on S with O p (F ) = 1. There are 5 such F up to isomorphism when p ≡ 1 (mod 4) and 8 when p ≡ 3 (mod 4).
The main part of the proof is dedicated to determining uniqueness of the fusion subsystem F 0 , which we prove in Proposition 5.8. We begin by setting up some notation for maps that we will use throughout. Recall Definition 2.8 where, for each F -essential subgroup E, we set
We remark that D V ∼ = L V and D Q ∼ = L Q by Lemma 2.10, that they depend on the choice of F , and that Aut 0 F (S) = Inn(S)L V L Q by definition. Our strategy in this section is the following: (1) For each arbitrary conjugate of O p ′ (Aut F (V )) ∼ = P SL 2 (p 2 ) in Aut(V ) which contains Aut S (V ), we study D V , L V , and C LV (Z).
(2) For each arbitrary conjugate of O p ′ (Aut F (Q)) ∼ = SL 2 (p) in Aut(Q) which contains Aut S (Q), we study D Q and L Q .
(3) In particular, we determine the conjugacy class in Sp 4 (p) ≤ Out(Q) of the actions induced by generators of C LV (Z) and L Q . (4) We study L V ∩ L Q , which allows us to determine Aut 0 F (S) uniquely. (5) We fix a copy of Aut 0 F (S) = Aut F0 (S) and use the subgroup T of morphisms centralizing both Z and S/Q to determine O p ′ (Aut F0 (V )) and O p ′ (Aut F0 (Q)) uniquely. This determines F 0 uniquely up to isomorphism of fusion systems. (6) We realize F 0 as F S (P SU 4 (p)), proving that F 0 is saturated. (7) Finally, we obtain a one-to-one correspondence between the saturated fusion systems on S with O p (F ) = 1 and the intermediate subgroups between P SU 4 (p) and Aut(P SU 4 (p)) and count them, concluding the proof of Theorems 5.2, 1.2 and 1.1. We now begin the proof. We first obtain the action on V of D V and L V . The following lemma uses Lemma 3.7 to set notation.
Lemma 5.4. D V is cyclic of order (p 2 − 1)/2, and we have:
(1) D V acts on Z and V /S ′ , of order p, and S ′ /Z, of order p 2 . Furthermore, all the actions are irreducible.
(2) L V has order (p 2 − 1)/2 and a generator of L V | Q ≤ Aut F (Q) acts on Z and S/Q as an automorphism of order p − 1.
(3) Let σ ∈ L V be the unique involution. When 4 | p + 1, σ centralizes Z and V /S ′ and inverts S ′ /Z whereas, when 4 | p − 1, σ centralizes S ′ /Z and inverts Z and V /S ′ . In both cases it inverts S/V .
, and the structure of this module was described in Lemma 3.7, where a generator of D V corresponds to t. We extract the notation from there. In particular, Lemma 3.7 (2) implies that D V acts on V in the way described in part (1). Then Z = C V (S) = C V (Aut S (V )) = V 3 and [V, S] = [V, Aut S (V )] = S ′ = V 2 ⊕V 3 as in Lemma 3.7 (2), whence part (2) follows by Lemma 2.10. Finally, for part (3), the action of σ on V and S/V ∼ = Aut S (V ) is described in Lemma 3.7 (4).
Using similar arguments, we obtain C LV (Z), which will help us determine O p ′ (Out F (Q)) uniquely as a subgroup of Sp 4 (p) (not just up to conjugacy). In the next two lemmas we exploit [Sri68] , for which we require the eigenvalues of the action of generators of L V and L Q on Q. The condition that p ≥ 5 is used in the next lemma.
Lemma 5.5. Assume p ≥ 5, then C LV (Z) ∼ = C (p+1)/2 centralizes both Z and S/Q. Let ψ be a generator of C LV (Z), then ψ| Q Inn(Q) ∈ C Out(Q) (Z) ∼ = Sp 4 (p) is in the Sp 4 (p)-conjugacy class B 6 (2) of [Sri68] , with |C Sp4(p) (ψ| Q Inn(Q))| = |GU 2 (p)|.
Proof. By Lemma 3.7 (3), we have C DV (C V (Aut S (V ))) = C DV (Z) ∼ = C (p+1)/2 . Let ψ be a generator of C LV (Z). By Lemma 5.4 (2), C LV (Z) ∼ = C (p+1)/2 , and ψ centralizes Z and V /S ′ . As ψ| V ∈ D V ≤ O p ′ (Aut F (V ), we have det(ψ| V ) = 1 and, as ψ has order (p + 1)/2, p ≥ 5, and ψ centralizes Z and V /S ′ , the eigenvalues of ψ on S ′ /Z are in GF (p 2 ) \ GF (p) and are η 2 , η −2 for κ a primitive element of GF (p 2 ).
Note that the action of ψ needs to be consistent with the commutator structure of S. Let s ∈ V \ S ′ , then (sS ′ )ψ = sS ′ , and let q, r ∈ Q and x ∈ S ′ . We consider a homomorphism θ :
hence θ is a homomorphism. Further, θ preserves the action of ψ as qθψ = [q, sS ′ ]Zψ = [qψ, (sS ′ )ψ]Z = [qψ, sS ′ ]Z = qψθ since ψ centralizes sS ′ and Z. Since ker θ = C Q (V ) = S ′ , we conclude that Q/S ′ and S ′ /Z are isomorphic as ψ -modules and we obtain the eigenvalues of the projection of ψ to Q/Z, which are η 2 , η 2 , η −2 and η −2 . Recall that C Out(Q) (Z) ∼ = Sp 4 (p) by Theorem 3.4. This determines the conjugacy class of ψ| Q Inn(Q) as an element of C Out(Q) (Z) ∼ = Sp 4 (p) to be the class B 6 (2) in the notation of [Sri68] , which has |C Sp4(p) (ψ)| = p(p + 1)(p 2 − 1) = |GU 2 (p)|.
We now consider D Q and L Q .
Lemma 5.6. L Q is cyclic of order p − 1 and centralizes Z. Let τ be a generator of L Q , then τ | Q Inn(Q) is in the Sp 4 (p)-conjugacy class B 3 (1, 1) of [Sri68] .
Proof. By Theorem 4.1 (2), O p ′ (Out F (Q)) ∼ = SL 2 (p) and acts on Q/Z as a direct sum of two natural SL 2 (p)-modules. By Lemma 2.10, we have
) by definition, so τ centralizes Z and so does L Q . Finally, as in the proof of Proposition 3.5, we see that the projection of τ | Q to Q/Z has eigenvalues λ, λ, λ −1 and λ −1 , where λ is a primitive element of GF (p). Therefore, τ | Q Inn(Q) ∈ C Out(Q) (Z) ∼ = Sp 4 (p) is in the conjugacy class denoted by B 3 (1, 1) in [Sri68] .
We now calculate the intersection of L V and L Q to obtain Aut 0 F (S) which, together with O p ′ (Aut F (Q)) and O p ′ (Aut F (V )), will generate the fusion system F 0 on S.
Proposition 5.7. The group Aut 0 F (S) = Inn(S)L Q L V is uniquely determined as a subgroup of Aut Aut(SU4(p)) (S). In particular, Aut 0
Proof. Since the only F -essential subgroups are Q and V , Aut 0 F (S) is generated by Inn(S), L Q and L V . By Lemma 5.6, we have L Q = C LQ (Z) ∼ = C p−1 , and Lemma 5.4 (2) yields L V ∼ = C (p 2 −1)/2 with |L V : C LV (Z)| = p − 1. It remains to consider L Q ∩ L V ≤ C LV (Z), which has order at most (p + 1)/2. As L Q has order p − 1, the intersection can have order at most gcd(p − 1, (p + 1)/2) ≤ 2. Therefore, if 4 ∤ p + 1, that is d = 2, the intersection is trivial.
However, if 4 | p + 1, that is d = 4, we can have intersection of size at most 2. In Lemma 5.6 we proved that the action induced by τ on Q/Z is in Sp 4 (p)-conjugacy class B 3 (1, 1), thus τ (p−1)/2 acts on Q/Z as −I 4 , and it centralizes Z and S/Q. Similarly, as 4 | p + 1, Lemma 5.4 (3) implies that σ centralizes Z and S/Q and inverts Q/Z, in other words, σ = τ (p−1)/2 . Hence, the order of Aut 0 F (S) is as claimed. Finally, Lemma 3.3 implies that there is a unique subgroup of Aut Aut(SU4(p)) (S) of the shape described in either case. In particular, the isomorphism type of Aut 0 F (S) is determined. We can now use the fact that Aut 0 F (S) is uniquely determined to show that this determines O p ′ (Aut F (V )) and O p ′ (Aut F (Q)) uniquely, which proves uniqueness of the subsystem F 0 .
Proposition 5.8. F 0 is unique up to isomorphism.
Proof. We have determined Aut 0 F (S) ∼ = Inn(S) ⋊ (C p−1 • ∆ C (p 2 −1)/2 ) uniquely as a subgroup of Aut P SU4(p) (S) in Proposition 5.7. Fix this subgroup. Then, by Lemma 2.5, we need to determine O p ′ (Aut F0 (Q)) and O p ′ (Aut F0 (V )) uniquely.
We now consider the subgroup T = {α ∈ Aut 0 F (S) | zα = z for all z ∈ Z and [S, α] ≤ Q} ≤ Aut F0 (S). Then, C LV (Z) ≤ T by Lemma 5.5, and T ∩ L Q has order 2 as the second condition is equivalent to centralizing S/Q ∼ = Aut S (Q). Thus, T has index (p − 1) 2 /2 in Aut F0 (S) and shape Inn(S) ⋊ (C 2 • ∆ C (p+1)/2 ) In particular, a complement to Aut S (V ) in T is cyclic of order 2(p + 1)/d.
We now consider the subgroup T V of Aut F0 (V ) obtained by restricting maps in T to V . This yields T V ≤ N AutF 0 (V ) (Aut S (V )) of shape Aut S (V ) ⋊ C 2(p+1)/d , which in turn determines N AutF 0 (V ) (Aut S (V )) uniquely. Then, Lemma 3.7 (5) implies that there is a unique nondegenerate symplectic form preserved by N Aut F 0 (V ) (Aut S (V )), which determines O p ′ (Aut F0 (V )) uniquely.
We now turn our attention to Q. We have O p ′ (Out F0 (Q)) ∼ = SL 2 (p) by Theorem 4.1 (2). There is some β ∈ T of order (p + 1)/2 satisfying β| V = t p−1 V , then β acts on S like ψ. Then, by Lemma 5.5, β| Q Inn(Q) acts on Q/Z via a matrix in Sp 4 (p)-conjugacy class B 6 (2), which satisfies |C Sp4(p) (β| Q Inn(Q))| = |GU 2 (p)|.
Since O p ′ (Aut F0 (Q)) Aut F0 (Q), β normalizes O p ′ (Aut F0 (Q)). We have Aut(SL 2 (p)) ∼ = P GL 2 (p) and if R ∈ Syl p (P GL 2 (p)) then R = C P GL2(p) (R). Thus, as Aut S (Q)/ Inn(Q) is centralised by β, β centralizes O p ′ (Out F0 (Q)). That is, O p ′ (Out F (Q)) ≤ C Sp4(p) (β| Q Inn(Q)), which contains a unique subgroup isomorphic to SL 2 (p). Since Aut 0 F (S) also contains a subgroup acting transitively on Z, we conclude that O p ′ (Aut F0 (Q)) is uniquely determined as a subgroup of Aut(Q).
As F 0 = O p ′ (Aut F (V )), O p ′ (Aut F (Q)), Aut 0 F (S) by definition, we have shown that fixing Aut 0 F (S) uniquely determines F 0 .
At this stage we determine the fusion system of P SU 4 (p). Recall that the fusion systems of SU 4 (p) and P SU 4 (p) are isomorphic by Lemma 2.11.
Lemma 5.9. F S (P SU 4 (p)) is isomorphic to F 0 whenever p ≥ 5. In particular, F 0 is saturated and any saturated fusion system F on S with O p (F ) = 1 satisfies O p ′ (F ) ∼ = F 0 .
Proof. Let G := F S (P SU 4 (p)), which is a saturated fusion system. By [BHRD13, Table 8 .10], there are two conjugacy classes of maximal parabolic subgroups of SU 4 (p), with structure N SU4(p) (Q) ∼ p 1+4 : SU 2 (p) : C p 2 −1 and N SU4(p) (V ) ∼ C 4 p : SL 2 (p 2 ) : C p−1 , whose intersection is the Borel subgroup N SU4(p) (V ) of shape S : (C p−1 × C p 2 −1 ). Note that these all contain Z(SU 4 (p)), which has order d by [KL90, Table 2 .1.D]. In particular, N SU4(p) (V ) acts irreducibly on V , which proves that O p (G) = 1. Finally, for E ∈ {S, Q, V }, we have Aut G (E) ∼ = Aut F0 (E), whence Proposition 5.8 implies that G is isomorphic to F 0 . Therefore, F 0 is saturated and, since F 0 is uniquely determined, Theorem 2.9 implies that any saturated F on S with O p (F ) = 1 satisfies O p ′ (F ) ∼ = F 0 .
We have now constructed and realized the unique smallest possible fusion system F 0 with O p (F ) = 1 on S. Recall that any saturated fusion system on S with O p (F ) = 1 satisfies F = F 0 , Aut F (S) by Lemma 2.5. We now consider the largest possible Aut F (S), which by Lemma 3.2 has | Aut F (S)| = p 5 2(p + 1)(p − 1) 2 , to conclude the proof of Theorem 5.2.
Proof of Theorem 5.2. Let H := F S (Aut(P SU 4 (p))), then H is a saturated fusion system on S containing G = F S (P SU 4 (p)), hence O p (H) = 1. Furthermore, Lemma 3.2 implies that Aut H (S) is as large as possible. Therefore, any saturated fusion system F on S with O p (F ) = 1 is isomorphic to a fusion system E intermediate between F 0 ∼ = G and H, which are in a one-toone correspondence with subgroups satisfying Aut F0 (S) ≤ Aut E (S) ≤ Aut H (S) by Theorem 2.9, and each of them is realized by a corresponding intermediate subgroup between P SU 4 (p) and Aut(P SU 4 (p)).
Finally, the number of non-isomorphic fusion systems corresponds to the number of conjugacy classes of subgroups of Aut(P SU 4 (p))/P SU 4 (p) under Aut(S). When p ≡ 1 (mod 4), we have Aut(P SU 4 (p))/P SU 4 (p) ∼ = C 2 × C 2 , which has 5 conjugacy classes of subgroups, whereas when p ≡ 3 (mod 4), we have Aut(P SU 4 (p))/P SU 4 (p) ∼ = D 8 , which has 8 conjugacy classes of subgroups, concluding our claims. Any further isomorphism between these fusion systems would be in Aut(S), hence it would be a p-element by Lemma 3.2 which is impossible as p ≥ 5, whence there can be no more isomorphisms between the fusion systems enumerated above.
