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Quantum-enhanced measurements hold the promise to improve high-precision sensing ranging from the def-
inition of time standards to the determination of fundamental constants of nature. However, quantum sensors
lose their sensitivity in the presence of noise. To protect them, the use of quantum error-correcting codes has
been proposed. Trapped ions are an excellent technological platform for both quantum sensing and quantum
error correction. Here we present a quantum error correction scheme that harnesses dissipation to stabilize a
trapped-ion qubit. In our approach, always-on couplings to an engineered environment protect the qubit against
spin or phase flips. Our dissipative error correction scheme operates in a fully autonomous manner without the
need to perform measurements or feedback operations. We show that the resulting enhanced coherence time
translates into a significantly enhanced precision for quantum measurements. Our work constitutes a stepping
stone towards the paradigm of self-correcting quantum information processing.
Quantum noise processes impose strong limitations on de-
vices that take advantage of quantum mechanics, such as
quantum computers [1], quantum networks [2], quantum sim-
ulators [3], and quantum-enhanced sensors [4–6]. The quest
to find viable strategies for mitigating errors is thus an essen-
tial prerequisite for the development of quantum technologies
and has led to techniques for quantum error correction [7–
9]. The application of quantum error-correcting codes to im-
prove quantum sensing protocols [10–15] represents a young
research direction. This approach is complementary to con-
trol methods [16, 17]; however, it addresses the same chal-
lenge of improving the sensitivity of quantum measurements
in the presence of noise [18, 19]. In particular, trapped-ion
systems [20] have proven to be an excellent platform for high-
precision measurements [21–23], as well as for the realization
of quantum error-correcting codes [24, 25]. Still, the combi-
nation of the two techniques has not yet been demonstrated.
Harnessing dissipative processes by engineering the cou-
pling of a system to an environment or reservoir [26–33] pro-
vides a route for processing quantum information alternative
to relying on unitary gate operations [24, 25, 34, 35]. Such
reservoir engineering techniques have for example been suc-
cessfully applied for state preparation [36–40]. Dissipative
schemes for preparing entangled resource states have been
shown to have advantages over standard methods, leading
for example to a better use of resources [41] and extending
entanglement-lifetimes by stabilizing the target state [36].
Employing dissipation for quantum error correction takes
this idea further since it requires the stabilization of an un-
known state (i.e., of a manifold of states). The idea of dissipa-
tive error correction has attracted considerable interest [42–
49]. The challenge of implementing this strategy by engi-
neering suitable dissipative processes in concrete experimen-
tal systems has recently led to theoretical proposals for su-
perconducting circuits [50–55], as well as first experimental
efforts towards the realization of building blocks required for
dissipative quantum error correction [56]. Despite their cen-
tral roles in both quantum information processing and quan-
tum metrology, such achievements have not been made with
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FIG. 1. Application of the proposed error correction scheme to
quantum metrology. (a) Ramsey scheme. From an initial state
|000〉, a Ramsey pulse prepares (|000〉+ |111〉)/√2. Under H =
(ω/2)
∑N
j=1 σ
z
j , the state evolves to (|000〉+e−iφ|111〉)/
√
2 during
a Ramsey time τR. Rotation by a second Ramsey pulse and measure-
ment of the population P1 of one ion in the {|0〉, |1〉} basis allows
deducing ω according to P1 = cos2(φ/2) with φ = 3ωτR. (b) In
the absence of errors, the Ramsey measurement has full fringe con-
trast (dotted blue line). Spin flips at a rate Γ = ω/2 damp out the
oscillations (dashed red line). Applying the presented scheme for er-
ror correction protects the evolution and restores the fringe contrast
(solid green line, assuming a sideband coupling of G = 5000 Γ). A
detailed discussion of the achievable sensitivity is given in the text.
trapped ions.
In this work, we address this challenge by combin-
ing the paradigms of dissipative quantum error correction
and trapped-ion quantum information processing to a novel
scheme for quantum error-corrected metrology (see Fig. 1).
Standard error-correcting schemes [8] entail classical appa-
ratuses to perform measurements and feedback operations
on the quantum system. In contrast, our scheme neither
relies on time-dependent unitary quantum gates, nor re-
quires macroscopic measurements or feedback operations. In-
stead, always-on couplings to an engineered environment au-
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2tonomously correct for spin or phase flips at a microscopic
level. The resulting protection of a qubit against noise results
in a significant enhancement of its lifetime, and hence in a
substantial improvement of quantum measurements, as can be
seen from Fig. 1.
The proposed scheme allows for the realization of a repe-
tition code [7], where a logical qubit is encoded in a three-
particle entangled state. Dissipative processes are designed
such that the code space is a steady state dark manifold, as
shown in Fig. 2. Errors take the quantum state out of this sub-
space, which causes engineered dissipative processes to be-
come resonant and thereby coherently correct the error by a
generalized optical pumping process. Once the error is cor-
rected, the engineered dissipative processes are shifted out of
resonance such that they cease to act on the system. As we
show below, this allows one to stabilize a qubit continuously
against single-qubit spin flips or phase flips or against corre-
lated noise.
Adding to the potential of this approach for quantum infor-
mation processing we demonstrate that the proposed scheme
can be applied for improving the sensitivity of quantum sens-
ing protocols. Here our scheme provides a blueprint for quan-
tum error correction enhanced metrology in trapped-ion sys-
tems based on current experimental means. We analyze the
applicability of our scheme in the context of a paradigmatic
measurement setting with trapped ions and show that the at-
tainable sensitivity can be significantly enhanced for realistic
experimental parameters. Due to its autonomous character,
our scheme provides a stepping stone towards a new paradigm
of self-correcting quantum systems that can be realized with
current technology.
In summary, our scheme allows one to realize an au-
tonomously protected qubit by coupling the internal degrees
of freedom of a system of trapped ions to an environment
consisting of cooled motional modes (see Fig. 2). Our analy-
sis shows that this approach can be used for quantum metrol-
ogy and will enable experiments with ions that take dissipative
quantum information processing to a new level.
The remainder of the paper is organized as follows. We start
with a description of the dissipative error correction protocol
and proceed with presenting the setup and the key mecha-
nisms of our scheme. To assess the performance of this proto-
col, we analyze a simplified effective model, compare it with
a numerical simulation and discuss the effect of experimental
imperfections. Finally, we demonstrate the application of our
scheme in the context of quantum metrology, where we use
the error correction protocol to protect Ramsey measurements
against undesired noise processes.
I. ERROR-CORRECTING PROTOCOL
We consider a three-qubit repetition code, where a logical
qubit is encoded in three physical qubits,
|ψ〉 = c0|0〉L + c1|1〉L = c0|000〉+ c1|111〉,
with logical qubit states |0〉L = |000〉 and |1〉L = |111〉. This
encoding allows one to protect the quantum state against sin-
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FIG. 2. Dissipative realization of a three-qubit code in trapped ions.
The unknown state |ψ〉 = c0|000〉 + c1|111〉 is encoded in the in-
ternal states of three ions and protected against single spin flips by
means of engineered couplings to a quantum reservoir that consists
of motional modes. (a) Bit flip errors are continuously removed from
the system through cooling of the motional modes. (b) Compromised
states |ψj〉 = σxj |ψ〉, j = 1, 2, 3 are driven back to the logical sub-
space at a rate Γcorr, while the code space is a dark manifold of the
engineered dissipative processes. (c) The scheme can be scaled up to
several logical qubits using a segmented trap (see App. C 2).
gle bit flips on the physical qubits, which lead to the single-
error states
|ψj〉 = σxj |ψ〉, j = 1, 2, 3, (1)
where the Pauli operator σxj = |0〉j〈1| + |1〉j〈0| acts on the
jth qubit. As explained below, a majority vote allows for the
restoration of the state |ψ〉. Later we will also consider the
correction of single-qubit phase flips and correlated noise. In
principle it is also possible to convert this scheme into a pro-
tocol correcting phase errors and then to extend it to a nine-
qubit code [7], which is capable of correcting any type of
single-qubit error. However, a full error-correcting code is not
compatible with our application for quantum sensing, since it
would remove both errors and the signal to be measured from
the dynamics. In the following, we describe the noisy dynam-
ics [57] of a quantum system by a master equation ρ˙ = L(ρ)
with a Liouvilllian L of Lindblad form,
Lnoise(ρ) =
∑
k
D[Lk](ρ), (2)
D[Lk](ρ) = LkρL†k −
1
2
(
L†kLkρ+ ρL
†
kLk
)
,
with dissipators D[Lk] and jump operators Lk. Local spin
flips are described by jump operators
Lxj =
√
Γσxj , j = 1, 2, 3, (3)
where Γ is the rate at which a bit flip occurs. Single bit flip er-
rors are corrected by implementing a majority vote: To correct
errors on, for example, the second qubit, we interrogate the
two-body stabilizer operators S12 = σz1σ
z
2 and S23 = σ
z
2σ
z
3 ,
which involve the second qubit and its neighbors, qubit 1 and
qubit 3. The code state |ψ〉 is an eigenstate of these opera-
tors with eigenvalue +1, while the single error state |ψ2〉 is an
3eigenstate with eigenvalue −1. If a spin flip has occurred, the
resulting state |ψ2〉 of the system thus violates both stabiliz-
ers, S12|ψ2〉 = S23|ψ2〉 = −|ψ2〉. Conditioned on this result,
a spin flip σx2 is applied to qubit 2, and the original state |ψ〉
is restored. Errors on the first and third qubits are corrected
in an analogous fashion. This recovery protocol can be imple-
mented in a continuous and autonomous manner by realizing
the dynamics
Lcorr = D[Lx1corr] +D[Lx2corr] +D[Lx3corr],
with jump operators of the form
Lx2corr =
√
Γcorrσ
x
2
1− σz1σz2
2
1− σz2σz3
2
. (4)
Here, we have Γcorr as the correction rate, σx2 as the cor-
recting spin flip and two “interrogation parts” of the form
(1− S)/2. Each of them interrogates a stabilizer S, yielding
0 if the qubits are of the same value and 1 if they are different.
This realizes the described majority vote: If both stabilizers
S12 and S23 are violated, an action Lx2corr ∼ σx2 is realized.
Correcting operators for qubits 1 and 3 can be written analo-
gously:
Lx1corr =
√
Γcorrσ
x
1
1− σz1σz2
2
1− σz1σz3
2
, (5)
Lx3corr =
√
Γcorrσ
x
3
1− σz1σz3
2
1− σz2σz3
2
. (6)
For the physical implementation, it will be useful to translate
the conditional jump operators in Eqs. (4)–(6) into the form
Lxjcorr =
√
Γcorr(σ
−
j Pn1=1 + σ
+
j Pn0=1), j = 1, 2, 3, (7)
where σ+j (σ
−
j ) are the raising (lowering) operators on qubit
j. Pnk=n are projectors on the states with n qubits in state
|k〉, e.g., Pn1=1 = |100〉〈100|+ |010〉〈001|+ |001〉〈001| and
Pn0=1 = |011〉〈011|+ |101〉〈101|+ |110〉〈110|. Conditional
jump operators containing an interrogation part (1 − S)/2
were proposed in [28] and implemented in [37] using a se-
quence of quantum gates to dissipatively generate Bell pairs.
In the following, we show how the conditional jump operator
performing a majority vote in Eq. (7) can be implemented in
a time-continuous fashion in a system of trapped ions.
II. SETUP
We consider a setup consisting of three ions in a trap with
identical levels and couplings as shown in Fig. 3. The logical
qubit states |0〉 and |1〉 are encoded in internal electronic levels
of the ions. In addition, we consider two excited levels, |e〉 and
|f〉. The internal levels are coupled to two motional modes
of the ion chain, a and b, by applying appropriate laser fields
[20, 34]. The four states are assumed to be at least meta-stable
and the modes are assumed to be cooled to the ground state. In
a suitable rotating frame, the free Hamiltonian of the system
is given by
Hfree = ∆
3∑
j=1
(|e〉j〈e|+ |f〉j〈f |) + δ
(
a†a+ b†b
)
.
FIG. 3. Setup. The setup consists of three system ions and two
oscillator modes a and b. For each physical error we require a cou-
pling of the system ions to an ancillary system cj , which can either
be an oscillator mode or an ancilla ion. In the figure this additional
degree of freedom is denoted by a level |1〉c. The ions are assumed
to have two ground levels, |0〉 and |1〉, and two excited levels, |e〉
and |f〉. The transitions are excited by a driving (weak carrier) field
Ω and strongly coupled to two motional sidebands a and b with cou-
pling constant G. Excitations of the ions (|e〉, |f〉) are coherently
transferred to the ancillary systems by coherent couplings g and sub-
sequently removed by cooling/reset with a rate κ.
As will be explained below, the selectivity of the correction
processes (i.e., spin flips σxj ) to the single error states |ψj〉
will be achieved by a suitable choice of the detunings ∆ and
δ. To interrogate the system, we apply weak carrier drives on
the transitions |1〉 ↔ |e〉 and |0〉 ↔ |f〉,
Hdrive =
Ω
2
N∑
j=1
(|e〉j〈1|+ |f〉j〈0|) +H.c., (8)
and use sideband couplings that couple the transition |e〉 →
|1〉 to mode a and the transition |f〉 → |0〉 to mode b,
Hosc = G
3∑
j=1
(
a†|1〉j〈e|+ b†|0〉j〈f |
)
+H.c.
This description is valid within the Lamb-Dicke approxima-
tion [58]. The coupling strength G is assumed to be strong
compared to the other rates in the system. The combination
of the couplings Hdrive and Hosc, and the detunings in Hfree
will be used to identify ions which, after an error, reside in the
state |1〉 (|0〉) and drive them to the state |e〉 (|f〉). While the
modes a and b are needed for the interrogation of the state of
the system, we also require couplings to additional ancillary
systems to remove errors from the system ions.
Eq. (7) shows that the recovery process consists of two
parts, one of which transfers states with a single qubit in state
|1〉 back to |000〉, e.g., |001〉 → |000〉. The other process re-
stores the state |111〉 from states with a single qubit in state
|0〉, e.g. |110〉 → |111〉. For implementing the operators in
Eq. (7) it is important to maintain the coherence between these
two parts while removing the errors. Thus, individual uncorre-
lated dissipation such as decay of |e〉 and |f〉 by spontaneous
emission does not suffice. Instead, we use an engineered cool-
ing process which is a combination of a mapping of the er-
4rors from the system ions to ancillary systems and a subse-
quent dissipative process to remove the errors as explained
below. These auxiliary systems can be either additional ions
or additional motional modes. The exact level structure is not
important, the only requirement is that the first excited level
needs to be strongly damped, thus effectively resulting in a
two-level system. In the following, we focus on implementa-
tions based on the use of additional motional modes subject to
sympathetic cooling [38]. Implementations based on the use
of ancilla ions can be described in an analogous fashion by
replacing the bosonic operator cj in Eq. (9) and Eq. (10) by
the Pauli operator σ−j . In this case, the required dissipative
mechanism Lσ−j =
√
κσ−j acting on each ancilla system can
be realized by continuously resetting the state of the ancilla
ions by means of optical pump fields [37].
For the simultaneous correction of each source of errors
(spin flips acting independently on qubits 1, 2, and 3), the ex-
citations of the system ions are coherently mapped onto mo-
tional modes cj . This is achieved by sideband couplings
Hanc = g
3∑
j=1
eiδctc†j (|0〉j〈e|+ |1〉j〈f |) +H.c., (9)
with the coupling strength g and the detuning δc. The Hamil-
tonian of the overall system is given by
Htotal = Hfree +Hdrive +Hosc +Hanc.
The resulting excitations in the motional modes are re-
moved by a dissipative process,
Lcj =
√
κcj , (10)
for which we assume a large cooling rate κ g, δc so that we
can adiabatically eliminate cj from the dynamics [59]. This
yields the engineered cooling operators
Leng,j =
√
κeng(|0〉j〈e|+ |1〉j〈f |), (11)
with an engineered cooling rate κeng = g2/κ. The minor shift
of the levels by Hanc can be neglected and the Hamiltonian
becomes
Htotal,eng = Hfree +Hdrive +Hosc. (12)
As opposed to other sources of noise such as spontaneous
emission and decay of the vibrational modes, the engineered
decay in Eq. (11) preserves the coherence between |e〉 and
|f〉 (c0|e〉+ c1|f〉 → c0|0〉+ c1|1〉).
III. WORKING MECHANISM
We use the above couplings to implement the dissipative
error-correcting dynamics in Eq. (7). Fig. 4 illustrates the
correction of the encoded qubit after a spin flip on qubit 1.
Spin flips on qubits 2 and 3 are corrected analogously. Starting
FIG. 4. Error correction mechanism. The states after a spin flip on
ion 1, |100〉 and |011〉, are off-resonantly excited to the excited states
|e00〉 (left) and |f11〉 (right). The strong sideband couplingG results
in the formation of the dressed states |φe/f,±〉. For ∆ = δ = G, the
lower dressed states |φe/f,−〉 are in resonance with the drives from
the single-error states, allowing for their selective excitation. The
excitations in |e〉 and |f〉 are transferred from the ion to the ancillary
system c1 by a coherent coupling, g, and removed by cooling κ,
maintaining the coherence between the two paths |100〉 → |000〉 and
|011〉 → |111〉. Correction of spin flips on other ions j is performed
in the same way, utilizing the ancillary systems cj .
from the single-error state after a bit flip on qubit 1 (see Eq.
(1)),
|ψ1〉 = c0|100〉+ c1|011〉, (13)
the weak drive Hdrive couples |100〉 to |e00〉 and |011〉 to
|f11〉. This excitation is a priori off-resonant due to the de-
tunings in Hfree. We now use the oscillator coupling Hosc to
create resonances in the excited state manifold which are se-
lective on the number of qubits in |0〉 or |1〉 in the initial state:
Hosc couples |e00〉 back to |100〉 by exciting oscillator a, re-
sulting in the state |100〉|1〉a. This coupling between |e00〉
and |100〉|1〉a leads to the formation of dressed states,
|φe,±〉 = ce,±|e00〉 ± ca,±|100〉|1〉a,
which are indicated in Fig. 4. For ∆ = δ = G, the lower
dressed state resides at the detuning ∆1,− = 0 (the upper one
at ∆1,+ = 2G), such that it is in resonance with the drive
Hdrive from |100〉. Hence, |100〉 is excited to |φe,−〉.
Simultaneously, the |011〉-part in Eq. (13) is excited to the
state |f11〉. The excitation |f〉 is coupled to oscillator b by
Hosc, which results in the formation of the dressed states
|φf,±〉 = cf,±|f11〉 ± cb,±|011〉|1〉b,
with the energies ∆1,±. For the parameter choice ∆ = δ = G,
|011〉 is resonantly excited to |φf,−〉. Then the state in Eq.
(13) is excited to
|φ1〉 = c0|φe,−〉+ c1|φf,−〉.
From here, excitation exchange to the ancillary system c1 by
Hanc transfers the system to |ψ〉|1〉c1 . Cooling of the ancil-
lary system by Lcj recovers the original state |ψ〉. The last
two steps can be described as an effective decay process from
|φ1〉 to |ψ〉 (cf. Eq. (11)), which, together with the coherent
drive from |φ1〉 to |ψ1〉, realizes the desired error correction on
5) )
FIG. 5. Intrinsic error processes. (a) Excitation of erroneous but correctable states, e.g., |100〉 and |011〉 can lead to excited states such
as |ξf 〉 = (|1f0〉 + |10f〉)/
√
2 instead of |e00〉 and |ξe〉 = (|0e1〉 + |01e〉)/
√
2 instead of |f11〉. Since their dressed states with the
oscillator-excited states |100〉|1〉b and |011〉|1〉a reside at detunings |∆| =
√
2G, such processes are off-resonant with respect to the drive,
resulting only in weak excitation. These processes, however, lead to a leakage of population from the subspace of correctable states since they
generate double errors, e.g. |100〉 → (|110〉+ |101〉)/√2 and |011〉 → (|010〉+ |001〉)/√2, which cannot be corrected by our protocol. (b)
Excitation of the logical states |000〉 and |111〉 leads to excited states |χf 〉 and |χe〉 that couple to oscillator-excited states with strength
√
3G
and thus form dressed states at energies ±√3G. These states are driven off-resonantly by the weak drive, which has a detuning |∆| = G.
Such off-resonant excitations and subsequent engineered cooling processes transfer code states to the manifold with one error and can thus be
recovered by the correction mechanism in the same manner as the physical error.
qubit 1. Errors on other qubits are corrected in an analogous
fashion, utilizing the ancillary systems cj . We will later verify
that this procedure indeed realizes the desired operators (7).
We remark that the correction of several types of errors can
also be realized sequentially rather than simultaneously. In
this case only a single ancillary system c is required. For cor-
recting local bit flips, individual time slots T1, T2, T3 can be
assigned for correcting bit flip errors on qubit 1, qubit 2, and
qubit 3 such that a sequence repeating these dedicated time
slots T1, T2, T3, T1, T2, T3, T1... corrects the errors on the in-
dividual qubits one after the other.
Apart from the error-correcting mechanism, the scheme
also entails undesired processes where spins are not flipped
in accordance with the majority vote. As illustrated in Fig. 5,
this includes processes such as |100〉 → |110〉 or |000〉 →
|100〉. For a suitable choice of parameters, these intrinsic
errors can be strongly suppressed. For example, the unde-
sired excitations from |100〉 to the f-excited state |χf 〉 =
(|1f0〉 + |10f〉)/√2 and from |011〉 to the e-excited state
|χe〉 = (|0e1〉 + |01e〉)/
√
2, shown in Fig. 5 a), are sup-
pressed by our parameter choice of ∆ = δ = G. This can be
understood as follows: Hosc couples |χf 〉 to |100〉|1〉b. Due
to constructive interference between the two terms in |χf 〉,
this coupling has a strength of
√
2G. The resulting dressed
states thus reside at energies ∆2,± ≈ (1 ±
√
2)G such that
neither of the dressed states are in resonance with the drive.
As a consequence, these processes taking the system away
from the desired state will be much slower than the resonant
processes correcting the errors. Excitation from |011〉 to |χe〉
is suppressed for the same reason. The same arguments hold
for states after single errors on other qubits. The resulting
slow process leads to a loss of population from the subspace
of single-error states to the subspace of double-error states,
which we discuss below.
In addition, the operation of the protocol also causes losses
from the logical subspace, shown in Fig. 5 b): |000〉 is ex-
cited to |ξf 〉 = (|f00〉 + |0f0〉 + |00f〉)/
√
3 and |111〉 to
|ξe〉 = (|e11〉+|1e1〉+|11e〉)/
√
3. These superposition states
consist of three terms and couple to |000〉|1〉b and |111〉|1〉a
with a coupling strength
√
3G. The energies of the resulting
dressed states are therefore given by ∆3,± = (1 ±
√
3)G.
Hence, this excitation is also off-resonant with respect to the
drive, leading only to a weak additional error process which is
corrected by the action of the scheme. As a result, the restora-
tion of the memory state |ψ〉 from states with a single error
is enhanced, whereas losses from |ψ〉 to states with a single
error |ψj〉, and from |ψj〉 to states with two errors |ψjk〉 are
suppressed. Below, we optimize the operation of the scheme
by the available parameters.
For our scheme, the precise parameters of the couplings Ω,
G, g, and κ are not critical. To maintain the coherence of the
codeword |ψ〉 = c0|000〉+c1|111〉 under the correction in Eq.
(7), we require that the rate Γcorr is the same for both parts of
the superposition, which is for example fulfilled if Ω, G, and
g are identical for both paths illustrated in Fig. 4. To achieve
a maximum correction rate, the detunings ∆ and δ need to be
tuned with an accuracy of at least κeng.
A. Correction of other types of errors
Our scheme can be generalized to correct correlated bit flip
or phase errors, as detailed in App. A.
The action of correlated spin flips, LX = Lx1 + Lx2 +
Lx3 =
√
ΓX(σ
x
1 + σ
x
2 + σ
x
3 ) leaves the system in a su-
perposition state of all single-qubit bit-flip errors, |ψX〉 =
(|ψ1〉 + |ψ2〉 + |ψ3〉)/
√
N . By replacing the coupling of the
ions to the three ancillary modes in equation (9) by a coherent
coupling to a single ancillary mode, cj → c,
Hanc = gc
†
3∑
j=1
eiδct (|0〉j〈e|+ |1〉j〈f |) +H.c.
6The drive in equation (8) also coherently acts on the three
qubits. Correlated errors of all qubits are thus coherently
mapped on c. Dissipating the excitations of c by Lc =
√
κc
(cf. equation (10) then realizes the single collective jump op-
erator LXcorr = L
x1
corr + L
x2
corr + L
x3
corr.
To generalize the scheme to phase flips, we perform the
mapping |0〉 → |+〉 and |1〉 → |−〉, where |±〉 = (|0〉 ±
|1〉)/√2. The resulting codeword is given by |ψ〉 = c+| +
++〉 + c−| − −−〉. Phase flips on the second qubit are cor-
rected by the action of the jump operator
Lz2corr =
√
Γcorrσ
z
2
1− σx1σx2
2
1− σx2σx3
2
.
Errors on the first and third qubit are corrected analogously.
To correct for correlated phase flips, we proceed as outlined
above and replace the couplings of the qubits to individual
ancillary modes cj by a coherent coupling of all three qubits
to a single mode c. This yields the collective jump operator
LZcorr = L
z1
corr + L
z2
corr + L
z3
corr.
B. Effective model
In order to analytically verify that our scheme realizes the
desired operators, we use the effective operator formalism
[59] to adiabatically eliminate the excited degrees of freedom,
which are coupled to the stable ground states by perturbative
coherent couplings and are only weakly populated. As shown
in App. B, the adiabatic elimination of the internal levels |e〉
and |f〉 leads to effective ground state dynamics (involving
only the internal levels |0〉 and |1〉 with motional modes in the
ground state) that is described by an effective master equation
with jump operators
Leff,j =
3∑
n=1
√
κeff,n
(
σ−j Pn1=n + σ
+
j Pn0=n
)
. (14)
These jump operators contain the desired error-correcting
terms (n = 1) given by Eq. (7), which result in a decay
of the subspace of single-error states to the logical manifold
at a large effective rate Γcorr ≡ κeff,1 ≈ Ω2/κeng, where
κeng = g
2/κ is the engineered cooling rate introduced in
Eq. (11). In addition to these error-correcting processes, we
also obtain weak undesired decay terms (see Fig. 5). These
include (i) terms with n = 3 that act on the logical manifold
introducing single-qubit errors (e.g. |000〉 → |100〉) at a rate
κeff,3 and (ii) terms with n = 2, transferring single-error states
to uncorrectable double-error states (e.g. |110〉 → |100〉). As
discussed above these processes are detuned by an amount
∼ G and are therefore strongly suppressed. We verify this in
App. B 1.
IV. PERFORMANCE OF THE SCHEME
We analyze the dynamics of our protocol analytically and
numerically. For the former, we use the error correction rate
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FIG. 6. Autonomous three-qubit error correction of spin flip noise
compared to single-qubit decay. We simulate the dynamics of a sys-
tem of three physical qubits subjected to individual spin flip errors
at a rate Γ under the action of the error correction scheme by calcu-
lating of the full master equation ρ(t) restricted to at most one exci-
tation. The shown results are obtained from optimizing the fidelity
(see main text) at t = 1/Γ by the choice of κeng and Ω for each con-
sidered value of the sideband coupling G. For comparison, the red
dotted line displays the decay of a single qubit subject to spin flips at
a rate Γ. We find that the implementation of our scheme in trapped
ions leads to a significantly reduced decay: Assuming a sideband
coupling of G = 5000 Γ (green solid line), a fidelity of F ≈ 0.9 of
the dissipatively protected logical qubit (encoded in three decaying
physical qubits) is maintained after a time t ∼ 1/Γ.
Γcorr = κeff,1 and the rates of undesired processes κeff,2
and κeff,3 derived in App. B 1 to describe the effective dy-
namics of the scheme by a system of coupled rate equations
(see App. B 2). For the numerical analysis, we simulate the
full dynamics of the system before using the effective oper-
ator formalism. Here the dynamics of the system is mod-
eled by a master equation ρ˙ = Ltotal(ρ) with the Liouvil-
lian Ltotal = Lnoise +Lcorr, where Lnoise describes the noise
processes we aim to correct for (see Eq. (2)), and Lcorr con-
tains the physical couplings required for the error correction
scheme,
Lcorr(ρ) = −i[Htotal,eng, ρ] +
3∑
j=1
D[Leng,j ](ρ). (15)
with the HamiltonianHtotal,eng given in Eq. (12) and the jump
operators Leng,j given in Eq. (11). The error-correcting code
is assumed to operate on three physical qubits that are each
subject to spin flip errors acting at a rate Γ. We calculate
the fidelity F (t) = Tr {ρ(t)|ψ(0)〉〈ψ(0)|} with respect to
the initial state |ψ(0)〉 = (|000〉L + i|111〉)/
√
2 and com-
pare the result with the decay of a single qubit subject to
spin flips (cf. Eq. (3)), that is initially prepared in the state
|ψ(0)〉 = (|0〉 + i|1〉)/√2. For different sideband coupling
strengths, we numerically optimize the parameters κeng and
Ω to achieve maximum fidelity at the time t = 1/Γ. The
number of excitations in the simulation is limited to at most
7one. Given that we mostly operate in a regime of weak driving
Ω2  κ2eng, G2 this constitutes a good approximation. Trun-
cating at higher numbers of excitations is found not to result
in a notable difference of the evolution.
The results are shown in Fig. 6, where we plot the dynam-
ical evolution of the system for different values of G/Γ (see
Fig. 9 in App. B for a wider range of sideband couplings). It
can be seen that applying the dissipative three-qubit error cor-
rection code yields a significant advantage compared to using
a single decaying qubit. ForG = 5000 Γ the code maintains a
fidelity close to 0.9 at t ∼ 1/Γ, where the single-qubit fidelity
has almost dropped to the steady state value of 0.5.
The fidelity decays in the form of a hockey-stick-shaped
curve (compare Fig. 6). As can be shown by means of the rate
equation model introduced in App. B 2, it features a fast initial
drop to a fidelity F0 = 1−E0 with E0 ≈ Γerr/Γcorr which is
characteristic for time-continuous quantum error-correcting
schemes. Here, Γerr = 3(Γ + κeff,3) is the total rate at which
processes transfer states out of the logical subspace (see App.
B 2 for details). The drop is due to the fact that the loss from
the codespace is proportional to its population and thus sets in
immediately, whereas the correction processes only become
effective once the correctable single-error states |ψj〉 become
populated. The inital drop is followed by an exponential
decay with an effective decay rate Γeff ≈ ΓerrΓleak/Γcorr,
where Γleak = 2(Γ + κeff,2) is the total leakage rate from the
subspace of single-error states to the subspace of two-error
states (App. B 2). As is apparent from Fig. 6, the effective
decay rate in the presence of error correction is substantially
reduced as compared to the single-qubit decay rate. As-
suming perfect error correction (G → ∞), the detrimental
rates approach the bare spin flip rates, thus Γerr → 3 Γ,
Γleak → 2 Γ, and the initial drop and effective decay rate
becomeE0 ≈ Γ/Γcorr and Γeff ≈ 6 Γ2/Γcorr, as expected for
a continuous implementation of the three-qubit code [42, 47].
For finite sideband couplingG, we maximize the fidelity for
long times by minimizing Γeff (the details of the optimization
are given in App. B 3). This leads to an optimal parameter
choice Ω ≈ κeng ≈ 1.2 3
√
ΓG2, which allows for a correction
rate Γcorr ≈ κeng/3 and error / leakage rates Γerr ≈ Γleak ≈
3 Γ. The resulting initial drop and effective decay rate are
E0 ≈ 10(Γ/G)2/3 and Γeff ≈ 27(Γ/G)2/3Γ. Alternatively,
the protocol can be optimized for short operation times by
minimizing the initial drop E0.
A. External Imperfections
In the following, we discuss imperfections that can occur in
realistic setups and may lead to a reduction of the fidelity of
the logical state.
Our scheme is designed to correct for one type of individ-
ual or collective errors (for example for correcting either bit-
flip or phase errors). Errors other than the targeted type can-
not be corrected simultaneously in the present version of the
scheme. The performance of a scheme that corrects bit flips
(σx-errors), will for example be degraded by the presence of
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FIG. 7. Dissipative correction of spin flips in the presence of de-
phasing. The plot shows the decrease in fidelity (compare Fig. 6)
for three different values of the ratio Γz/Γ, where Γz (Γ) is the rate
at which an individual phase flip (individual bit flip) occurs, assum-
ing a sideband coupling G = 5000 Γ: Γz = 0 (light green solid),
Γz = 1/25 Γ (long green dash), and Γz = 1/50 Γ (short dark green
dash). As reference, the plot also includes the decay of a single un-
corrected ion under bit flips at a rate Γ with Γz = 0 (red dashed
line).
“complementary” σz-errors,
Lzj =
√
Γzσ
z
j
LZ =
√
ΓZ
N∑
j=1
σzj .
These errors contribute to the effective error-correcting dy-
namics and cause a decaying envelope for the population of
the codeword |ψ〉, Fcomp(t) = F (t)e−(3Γz+ΓZ)t. To limit the
additional error to the few-percent level at t ∼ 1/Γ, it is thus
required that Γk . Γ/50−Γ/100 depending on the kind of er-
ror process k. In Fig. 7, we plot the evolution forG/Γ = 5000
and individual phase flips with Γz/Γ = 0, 1/50, 1/25, finding
that Γz/Γ = 1/50 leads to a decrease in fidelity of about
∼ 0.05 at t ∼ 1/Γ. The decrease is less pronounced for
smaller G/Γ.
Next, we address the effect of decoherence associated with
the decay of the excited degrees of freedom. More specifi-
cally, we include the decay of the excited states |e〉 and |f〉
by spontaneous emission described by the jump operators
Lmn,j =
√
γm,n|m〉j〈n|, where m ∈ {e, f} and n ∈ {0, 1},
in the master equation. Also the oscillator modes are assumed
to undergo decay Lr =
√
κrr, where r ∈ {a, b}. For simplic-
ity we assume that γm0 = γm1 = γm/2 (for m ∈ {e, f}),
γe = γf = γ and κb = κb. These imperfections do not
change the effective couplings significantly. Analytically, they
can easily be taken into account as imaginary parts in the
detunings [59]: ∆˜ → ∆˜ − iγm/2 and δ˜ → δ˜ − iκm/2.
For κeng  γm, κm we can safely assume that the rates
κeff,1−3 are not affected. Numerical simulations show that
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FIG. 8. Quantum error correction enhanced sensing. The plot shows
the normalized measurement precision |δω|√T versus the Ramsey
time τR for a Ramsey measurement subject to spin flips. The action
of the error-correcting scheme can be seen to improve the achievable
sensitivity by about an order of magnitude: The shown results dis-
play the normalized measurement precision assuming errors and (i)
no error correction, (ii) error correction using the ideal jump oper-
ators given in Eq. (7), and (iii) error correction including undesired
processes using the jump operators given in Eq. (14). As reference,
the precision in the absence of errors (iv) is also shown. For the nu-
merical simulation, we use G = 5000 Γ, where Γ is the bit flip rate,
and the optimized parameters Ω = 4κeng/5 and κeng = 1.2
3
√
ΓG2
discussed in the text, and restrict the full master equation to the sub-
space of at most one excitation.
for the parameters used in Fig. 6, {G/γm, G/κm} ∼ 103 or
{γm, κm} ∼ Γ, respectively, can be tolerated. Note that in
the quantum jump formalism, dephasing of states |e〉 and |f〉
enter into the effective non-Hermitian Hamiltonian in a simi-
lar manner as the decay. Decay and dephasing thus only differ
in their dynamics after a decay causing an error; we therefore
expect similar results for dephasing.
V. APPLICATION TO QUANTUM METROLOGY
Quantum error correction protocols find attractive applica-
tions for quantum metrology, as has been proposed for ex-
ample in [10–12]. Following these ideas, we explore the ap-
plication of our error correction scheme for improving high-
precision measurements of weak magnetic fields with ions.
To this end, we study a prototypical setting, where a Ramsey-
type protocol (see Fig. 1a) is used to measure a signal origi-
nating from a field in the z-direction acting on several probe
particles H = (ω/2)
∑N
j=1 σ
z
j . We commence by con-
sidering three probe particles constituting one logical qubit.
The measurement sequence involves four steps. (i): Starting
from the initial state |000〉, a first Ramsey pulse (a pi/2 ro-
tation on the logical qubit) prepares the superposition state
|ψ(0)〉 = (|000〉 + |111〉)/√2. (ii) During a Ramsey waiting
time of duration τR, the superposition state picks up a rela-
tive phase φ(τR) = 3ωτR, such that |ψ(τR)〉 = (|000〉 +
e−iφ(τR)|111〉)/√2. (iii) A second Ramsey pulse (another
pi/2 rotation on the logical qubit) transforms the evolved state
into |ψ′(τR)〉 = cos(φ(τR)/2)|111〉 + i sin(φ(τR)/2)|000〉.
(iv) Finally, a measurement in the σz-basis is performed on
one of the qubits. The probability to detect the first (or any
other) qubit in state |1〉 is given by P1 = cos2(φ(τR)/2),
which allows one to infer the phase φ(τR) and thus the sig-
nal strength ω. As explained in App. C 1, the sensitivity of
this measurement is given by |δω| = 1/(N√τR
√
T ), where
N is the number of probe particles (N = 3 in our case) and
T is the total measurement time (T = mτR, where m is the
number of runs). Increasing the Ramsey time leads to an im-
provement of the measurement precision (see Fig. 8).
In the presence of noise, the precision of the measurement
changes significantly [5, 18], given that both the amplitude
and period of the fringes (cf. Fig. 1) are affected by the
noise. Assuming that the aim of the Ramsey protocol is to
detect a signal in z-direction, the detrimental effect of noise
in the transverse direction can be mitigated by the error cor-
rection protocol. Noise processes acting along the same di-
rection as the signal cannot be distinguished from the signal
and thus cannot be targeted by error correction; we consider
their effect in App. C 2. In the Ramsey-type sensing scheme
above, we consider transverse noise in the form of local spin
flips, Lxj =
√
Γσxj . This degrades the state with a result-
ing decrease of the fringe contrast (as can be seen in Fig. 1).
As shown in Fig. 8, the normalized sensitivity
√
T |δω| im-
proves up to Ramsey waiting times τR ∼ Γ−1, which limits
the achievable measurement precision. The application of our
quantum error correction scheme during step (ii) of the pro-
tocol (free evolution for a time τR) thus reduces the speed at
which the state is degraded. This shifts the optimum Ram-
sey waiting time to higher values, which improves the achiev-
able measurement sensitivity. Fig. 8 illustrates this effect for
realistic experimental parameters and demonstrates that the
presented error correction scheme significantly improves the
performance of the Ramsey sequence compared to the situ-
ation where transversal errors are not corrected. The achiev-
able sensitivity in the presence of both transversal and parallel
noise (σx and σz errors) is shown in App. C 2.
So far our discussion involves one logical qubit. The
scheme can be scaled up to involveNlog logical qubits using a
segmented trap [60, 61], as shown in Fig. 2 c) and explained in
App. C 2. In this case, the potential barriers can be ramped up
that divide the trap into segments confining three ions each.
For sufficiently high barriers, the motional modes of the ion
triples are independent from each other such that each logical
qubit can be individually protected. This ramping into indi-
vidual segments can be performed after the qubits are merged
into an entangled state containing all qubits. Thereby the pro-
tocol can be used to obtain maximal quantum enhanced sen-
sitivity while simultaneously being protected against spin flip
errors.
9VI. CONCLUSIONS AND OUTLOOK
In summary, we have presented an autonomous quantum
error correction scheme for trapped ions that stabilizes an en-
coded qubit by coupling it to a engineered reservoir. This
protocol does not require the use of a classical measurement
apparatus or classical feedback loops, since the error correc-
tion mechanism results from a built-in back-action mechanism
induced by engineered dissipative processes. From a prac-
tical perspective, avoiding the measurement procedure is a
major advantage since measurements typically require scatter-
ing thousands of photons, which is a slow process and heats
up the motional mode. While our scheme relies on the cou-
pling of internal degrees of freedom to motional modes that
underpins the realization of quantum gates in trapped ions
[24, 25, 34, 35], it does not involve a sequence of gates, as in
standard approaches to quantum error correction. Instead, our
protocol uses the interaction between internal degrees of free-
dom and motional modes directly and requires only always-on
couplings that act simultaneously and continuously on the en-
coded qubit. In this way, the role of ancillary systems to which
the error syndromes are mapped, can be naturally played by
the motional degrees of freedom, which allows one to contin-
uously remove errors by means of standard sympathetic cool-
ing of the motional modes.
The proposed error correction scheme can for example be
used for quantum sensing, as we showed for the case of one
logical qubit. By protecting random superposition states of
three qubits we significantly increase the lifetime of the co-
herent oscillations in a Ramsey measurement. As a result, the
sensitivity can be improved and the optimal measurement time
can be shifted to higher values. For scaling up this approach,
segmented ion traps can be used that can accommodate sev-
eral logical qubits in different trap segments.
Our protocol pushes forward the boundary of dissipation-
driven quantum information processing towards universal dis-
sipative quantum computing. Engineered dissipation has al-
ready found useful applications for quantum state preparation,
where the initial state is destroyed in the process of preparing
a desired target state. In contrast, quantum error-correcting
schemes need to preserve coherences in the initial state of a
quantum system. Since such quantum error correction inher-
ently relies on dissipation to get rid of entropy, it naturally fits
into the framework of engineered dissipation. The realization
of dissipative protocols that are capable of manipulating non-
orthogonal quantum states while maintaining their coherence
is an essential step in the endeavor to perform autonomously
stabilized quantum information processing tasks.
The principles we have employed to implement a dissipa-
tive three-qubit code code can be taken further towards more
sophisticated quantum error-correcting codes. Here it will be
interesting to tailor suitable many-body dissipation to protect
larger classes of stabilizers with the aim to realize, for exam-
ple, topological error correction. As the couplings assumed
for the implementation of our scheme are generic couplings of
a register of qubits to oscillators/ancilla qubits, the presented
working mechanism can be adopted to other physical systems
such as superconducting architectures and Rydberg atoms.
We remark that the dissipative confinement of a quantum
system to a desired subspace could also be useful for quantum
simulations of lattice gauge theories, where devising methods
for limiting the dynamics of a system to the gauge-invariant
part of the Hilbert space is a key challenge for the develop-
ment of future quantum simulators [62, 63]. From a broader
perspective, the design of dissipative maps can find a wide
range of applications for quantum information processing in-
cluding dissipative schemes for entanglement distillation [64],
generalized quantum measurements and the simulation of ex-
otic quantum channels [55].
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Appendix A: Correction of other types of errors
In the following we discuss the generalization of our
scheme to other types of errors. We start by discussing corre-
lated spin flips. Then we generalize the scheme to individual
phase flips, and finally explain how to correct collective de-
phasing.
1. Correlated spin flips
The correction of the error syndromes σx1 , σ
x
2 , and σ
x
3 we
have discussed so far does not interfere with each other and is
performed using separate cooling resources. Instead of target-
ing individual errors, our scheme can as well be formulated to
correct correlated errors, such as, e.g., collective spin flips,
LX = Lx1 + Lx2 + Lx3 =
√
ΓX(σ
x
1 + σ
x
2 + σ
x
3 ).
The action of such an error leaves the system in the state
|ψX〉 = 1√
3
(|ψ1〉+ |ψ2〉+ |ψ3〉).
|ψ〉 can be restored by the single-qubit correcting operators in
equations (4)–(6). In this case, however, a simpler strategy is
to engineer a single correcting operator
LXcorr = L
x1
corr + L
x2
corr + L
x3
corr,
which is given by the sum of the operators in equations (4)–
(6). We implement this interaction by replacing the individ-
ual mapping from single ions onto single ancilla systems in
equation (9) by a collective mapping of all ions onto a single
ancillary system c, using the coupling
Hanc = ge
iδctc†
3∑
j=1
(|0〉j〈e|+ |1〉j〈f |) +H.c. (A1)
In the presence of only correlate noise, this approach is prefer-
able since it reduces the required resources compared to real-
izing three operators. If both types, uncorrelated and corre-
lated errors are present, the operations in equations (4)–(6) for
the correction of uncorrelated errors suffice for the correction
of both.
2. Phase errors and collective dephasing
Instead of correcting for spin errors, our scheme can as well
be formulated to correct phase errors
Lzj =
√
Γzσ
z
j ,
where σzj = |0〉j〈0|−|1〉j〈1| applies a phase change to qubit j.
To correct such errors we make the replacements |0〉 → |+〉 =
(|0〉+ |1〉)/√2, |1〉 → |−〉 = (|0〉 − |1〉)/√2 throughout the
protocol. Our codeword is then
|ψz〉 = c+|+ ++〉+ c−| − −−〉,
and the states after an individual phase flip are given by
|ψzj 〉 = σzj |ψz〉,
e.g., |ψz2〉 = c+| + −+〉 + c−| − +−〉 for a phase flip on the
second of three qubits. Decay from |+++〉 and from |−−−〉
is again well-distinguishable. The codeword |ψz〉 is recovered
by the jump operators
Lz1corr =
√
Γcorrσ
z
1
1− σx1σx2
2
1− σx1σx3
2
(A2)
Lz2corr =
√
Γcorrσ
z
2
1− σx1σx2
2
1− σx2σx3
2
(A3)
Lz3corr =
√
Γcorrσ
z
3
1− σx1σx3
2
1− σx2σx3
2
(A4)
with a correction rate Γcorr for every single error. The opera-
tors are identical to the ones in equations (4)–(6) when making
the above replacements.
Another experimentally common error is correlated phase
noise, or, collective dephasing [35]. It is described by a single
jump operator
LZ = Lz1 + Lz2 + Lz3 =
√
ΓZ(σ
z
1 + σ
z
2 + σ
z
3), (A5)
which causes a decay from |ψz〉 to the single-error state
|ψZ〉 = 1√
3
(|ψz1〉+ |ψz2〉+ |ψz3〉).
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To correct for this error, we use a coupling to an single ancil-
lary system,
Hanc = ge
iδctc†
3∑
j=1
(|+〉j〈e|+ |−〉j〈f |) +H.c. (A6)
This realizes the jump operator
LZcorr = L
z1
corr + L
z2
corr + L
z3
corr, (A7)
with the single-qubit correcting operators in equations (A2)–
(A4).
Appendix B: Analysis
In this appendix we provide a detailed analysis of the pre-
sented scheme. We derive analytical expressions for the effec-
tive rates in the system and provide a numerical comparison
to the full dynamics. Considering a simplified rate equation
model we assess the performance of the scheme and deter-
mine the optimal parameters of the scheme analytically.
1. Effective open system dynamics
We reduce the full dynamics of the model to effective dy-
namics of the ground states by adiabatically eliminating the
excited degrees of freedom. To this end, we use the effec-
tive operator formalism [59]. Here we assume that the stable
ground states are coupled to the excited states by perturbative
coherent couplings V = V+ + V−, where V+ (V−) denotes
(de-)excitation. The coherent and dissipative dynamics of the
excited states is described by a non-Hermitian Hamiltonian
HNH = He − i
2
∑
k
L†kLk,
whereHe contains the coherent couplings between the excited
states and Lk are decay processes taking them to the ground
states. Applying the formalism [59] we then obtain the effec-
tive operators
Heff = −1
2
V−H−1NHV+ +H.c.,
Lk,eff = LkH
−1
NHV+.
Here, Heff is the effective Hamiltonian and Lk,eff are the ef-
fective jump operators. The resulting effective dynamics is
described by an effective master equation
ρ˙ = −i[Heff , ρ] +
∑
k
D[Lk,eff ](ρ). (B1)
From this reduced model we derive the rates for the error cor-
rection and leakage processes.
Following the procedure of [59], we first set up the non-
Hermitian HamiltonianHNH = He−iL†engLeng/2 describing
the dynamics in the single-excitation manifold (higher excita-
tions are neglected). It is of block-diagonal form
HNH =
∑
φ,f
HNH,|φ〉|1〉f .
Each of the blocks HNH,|φ〉|1〉f contains a single oscillator-
excited state |φ〉|1〉f , where |φ〉 can be any ground state of
the system ions and f ∈ {a, b} denotes the oscillator. For
example,
HNH,|100〉|1〉a = ∆˜|e00〉|0〉a〈0|〈e00|+ δ˜|100〉|1〉a〈1|〈100|
+G(|100〉|1〉a〈0|〈e00|+H.c.)
is needed for the correction of a single error on qubit 1,
HNH,|100〉|1〉b = ∆˜|χf 〉|0〉b〈0|〈χf |+ δ˜|100〉|1〉b〈1|〈100|
+
√
2G|100〉|1〉b〈0|〈χf |+H.c.)
participates in the undesired decay of |100〉, and
HNH,|111〉|1〉a = ∆˜|ξe〉|0〉a〈0|〈ξe|+ δ˜|111〉|1〉a〈1|〈111|
+
√
3G|111〉|1〉a〈0|〈ξe|+H.c.)
mediates the undesired decay from |111〉. The non-Hermitian
Hamiltonian is formulated in terms of complex detunings
∆˜ = ∆ − iγ/2 and δ˜ = δ − iκ/2, where γ (κ) accounts for
potential finite lifetime of the excited levels (motional modes
used for interrogation). Further down, we will, however, make
the assumption γ, κ  κeng. Inversion of the blocks of the
non-Hermitian Hamiltonian yields, e.g.,(
HNH,|100〉a
)−1
= ∆˜−11,eff |e00〉|0〉a〈0|〈e00|
+ δ˜−11,eff |100〉|1〉a〈1|〈100|
+ G˜−11,eff (|100〉|1〉a〈0|〈e00|+H.c.)(
HNH,|100〉|1〉b
)−1
= ∆˜2,eff |χf 〉|0〉a〈0|〈χf |
+ δ˜2,eff |100〉|1〉b〈1|〈100|
+ G˜2,eff |100〉|1〉b〈0|〈χf |+H.c.)(
HNH,|111〉a
)−1
= ∆˜−13,eff |ξe〉|0〉a〈0|〈ξe|
+ δ˜−13,eff |111〉|1〉a〈1|〈111|
+ G˜−13,eff (|111〉|1〉a〈0|〈ξe|+H.c.)
with effective detunings and couplings
∆˜n,eff = ∆˜− nG
2
δ˜
,
δ˜n,eff = δ˜ − nG
2
∆˜
,
G˜n,eff =
√
nG− ∆˜δ˜√
nG
.
By our choice of ∆ = δ = G and our assumption
|Im(∆˜)|, |Im(δ˜)|  κeng (where Im() denotes the imagi-
nary part), we engineer the effective detuning involved in the
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correction mechanism to be small and only limited by the
linewidth due to the engineered cooling,
∆˜1,eff ≈ − iκeng
2
.
In contrast, the terms with n 6= 1, i.e., ∆˜n,eff ≈ (n − 1)G,
are chosen to be large to render the undesired processes weak.
We identify the driving fields with the perturbative couplings
between ground and excited subspaces, Hdrive = V+ + V−,
where V+ is the part responsible for the excitation out of the
ground subspace. We obtain the effective jump operators [59]
Leff,j = Leng,jH
−1
NHV+ (B2)
=
3∑
n=1
√
κeff,n
(
σ−j Pn1=n + σ
+
j Pn0=n
)
. (B3)
Here, Pn0=n (Pn1=n) denote projectors onto all ground states
with n atoms in state |0〉 (|1〉). The decay rates of the effective
processes are given by
κeff,n =
κengΩ
2
4|∆˜n,eff |2
. (B4)
For the parameters at hand we obtain
κeff,1 ≈ Ω
2
κeng
, (B5)
κeff,2 ≈ κengΩ
2
4G2
, (B6)
κeff,3 ≈ κengΩ
2
16G2
. (B7)
Here, κeff,1 is the effective decay rate from the single-error
states to the logical subspace containing the codeword and
κeff,2/3 are intrinsic loss rates: κeff,2 is the leakage rate from
the single-error states to the double-error states and κeff,3 is
a decay rate from the logical states to the single-error states.
Comparing Eq. (B3) with Eq. (7), thereby identifying Γcorr =
κeff,1, we conclude that we have engineered the desired cor-
rection operators up to small terms O(κengΩ2/G2) acting on
manifolds other than the single-error subspace. In addition to
the effective decays considered so far, the effective operator
formalism [59] also contains an effective Hamiltonian Heff ,
which in the case at hand is found to only contain minor Stark
shifts.
a. Strong driving effects
It should be noted that the above expressions are obtained
by means of a perturbative formalism, and are thus only cor-
rect for Ω  κeng. Numerical optimization shows, however,
that the scheme is more effective for Ω ∼ κeng because this
allows for faster correction of errors (cf. Ref. [33]). We there-
fore include two strong driving effects: Power broadening and
population of the excited states. Power broadening is relevant
for the linewidth-limited process leading to κeff,1. Including
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FIG. 9. Comparison of the effective and full dynamics for the pre-
sented protocol. We simulate the dynamics of the system subjected
to spin flip errors under the action of the error correction scheme
for different ratios of the sideband coupling and the error rate, G/Γ
(from bottom to top: G/Γ = 500, 1000, 2500, 5000, 10000). We
plot results obtained by simulating the full master equation restricted
to at most one excitation (solid lines), and the effective dynamics of
the ground states with strong driving corrections (dash-dotted lines).
For each value of G/Γ, the fidelity at t = 1/Γ is optimized by the
choice of κeng and Ω. The results are compared with the correspond-
ing decay of a single qubit (dotted line).
it is easily achieved by replacing the bare linewidth of the
excited states that mediate the correction of the single-error
states, κeng, by a broadened one, κeng +2Ω2/κeng, which can
be justified using adiabatic elimination [33]. We find
κeff,1 =
κengΩ
2
κ2eng + rΩ
2
(B8)
for the preparation rate. While considering a simple two-level
model would yield r = 2 [33], the numerics in the case at hand
turn out to be more accurate for r ≈ 2.5. This can be under-
stood from further excited levels coupled by the drive. The
error rates in Eqs. (B6)–(B7) remain effectively unchanged
by power broadening (under the reasonable assumption of
Ω  G). Secondly, we need to take into account that due
to the increased driving, part of the population resides in the
excited state manifold, which we previously eliminated. The
main contribution to this steady population comes from the
off-resonant excitation of the codeword. The effect can be
taken into account by replacing the fidelity of the codeword F
by (1− fe)F , where the excited fraction fe is estimated to be
[33]:
fe ≈ (
√
3Ω)2
(
√
3− 1)2G2 +
(
√
3Ω)2
(
√
3 + 1)2G2
≈ 6Ω
2
G2
. (B9)
Here the expression (
√
3 ± 1)2G2 has its origin in the ener-
gies±√3G of the dressed states off-resonantly excited by the
drives with detunings G.
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FIG. 10. Rate equation model. The dynamics can be described
by three subspaces and the decay rates between them. The logi-
cal subspace (population Pl) contains the codeword |ψ〉. It decays
to the correctable subspace (Pc) with the single-error states |ψj〉
(j = 1, 2, 3) at a rate Γerr. The error correction restores the logi-
cal subspace with a rate Γcorr. The single-error subspace decays to
the subspace of uncorrectable states that contain more than one error
(with population Pu) at a rate Γleak.
b. Numerical results and comparison of the methods
We simulate the evolution due to the effective operators in
Eq. (B3), taking into account the strong driving effects in Eq.
(B8) and Eq. (B9). The results after parameter optimization
assuming sideband couplings G/Γ = 500 – 10000 are pre-
sented in Fig. 9. We plot them together with the result from a
simulation of the full master equation in Eq. (15) truncated to
a single excitation. We find that the effective dynamics agrees
well with the full dynamics.
It can be seen that for G/Γ = 1000 and higher, substantial
improvement is obtained compared to the unprotected single-
qubit case.
2. Rate equation model
We reduce the complexity of the model further by reducing
the effective dynamics to a system of rate equations. Here,
we consider three subspaces: The logical subspace, with pop-
ulation Pl, is comprised by the manifold of encoded states
|ψ〉 = (|000〉 + |111〉)/√2. The correctable subspace, with
population Pc contains the states where one error has oc-
curred, |ψj〉. States where more than one qubit has been
flipped form the subspace of uncorrectable states, Pu. The
described partitioning is possible due to the fact that the de-
cay rates between the states of the considered subspaces are
identical: all |ψj〉 decay to |ψ〉 with κeff,1, and |ψ〉 decays
to |ψj〉 with κeff,3. In our analysis, we assume that we oper-
ate in the regime where G  Γ. This means that the dom-
inant effect which limits the driving is the reduction of the
pumping strength in Eq. (B8), and we do not need to con-
sider the excitation of the excited states. We also note that
our simplified model does not capture the steady state fideli-
ties limt→∞ F (t) > 0. This is however of less concern here,
where we are mainly interested in conditions for achieving a
high fidelity. With the above assumptions we obtain a system
of coupled differential equations,
P˙l = −ΓerrPl + ΓcorrPc,
P˙c = ΓerrPl − (Γcorr + Γleak)Pc,
P˙u = ΓleakPc,
with rates Γerr = 3(Γ+κeff,3), Γcorr = κeff,1 (neglecting that
random bit flips at a rate Γ can also lead back to the desired
state), and Γleak = 2(Γ+κeff,2). The subspaces and transition
rates are illustrated in Fig. 10. Solving for Pl(t) under the
initial condition that Pl(0) = 1 yields
F (t) = Pl(t) = e
−Γst [1− E0 (1− e−Γf t)] . (B10)
The evolution of the logical population is thus dominated by
two exponential decays, a fast one with the rate
Γf =
√
Γ2total − 4ΓerrΓleak,
where Γtotal = Γcorr + Γerr + Γleak and a slow one with rate
Γs =
1
2
(Γtotal − Γf ) ≈ ΓerrΓleak
Γcorr
.
For intermediate times 1/Γf  t ∼ 1/Γ, the exponential
decays appear linear, as seen in Fig. 9. The two timescales Γf
and Γs thus generate the characteristic “hockey stick” form of
the curve that can be seen from Fig. 6. Assuming the drop
due to Γf to be faster than the timescale of interest, we can
simplify Eq. (B10) to
F (t) = Pl(t) = e
−Γeff t (1− E0) . (B11)
In this simplified model, the evolution is described by the two
quantities:
E0 =
Γerr − Γeff
Γf
≈ Γerr
Γcorr
,
Γeff = ΓleakE0.
Here E0 denotes the static error of the scheme that arises
at approximately t = 0, where the scheme is switched on.
The physical explanation for this initial drop is that Pc and
Pl come to equilibrium fast and then population slowly leaks
from this coupled subspace. Alternatively it can be under-
stood from the fact that it takes a certain time to pump back
after a spin flip. The effective decay rate Γeff , previously Γs,
is the slow effective decay rate of the codeword when it is
protected by the error correction scheme.
3. Minimization of the error and the decay rate
Using the solution of the rate equation model, we can op-
timize the fidelity F = Pl(t) in Eq. (B11) at a given time t
by the choice of available parameters κeng and Ω. For that we
need to fulfill the condition:
∂F
∂x
= −
(
∂E0
∂x
+ (1− E0)∂Γeff
∂x
t
)
e−Γeff t = 0, (B12)
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for x ∈ {κeng,Ω2}. For the derivatives we have
κeng
E0
∂E0
∂κeng
≈ κengΩ
2
16ΓG2 + κengΩ2
+
κ2eng − rΩ2
κ2eng + rΩ
2
, (B13)
Ω2
E0
∂E0
∂Ω2
≈ κengΩ
2
16ΓG2 + κengΩ2
− κ
2
eng
κ2eng + rΩ
2
, (B14)
x
Γeff
∂Γeff
∂x
≈ x
E0
∂E0
∂x
+
κengΩ
2
4ΓG2 + κengΩ2
. (B15)
By setting these derivatives to zero and comparing Eq. (B13)
and Eq. (B14), and Eq. (B15) for x = κ and x = Ω2, we find
that
Ωopt =
√
2
r
κeng,opt ≈ 0.9 κeng,opt. (B16)
To solve for κeng,opt, we make an ansatz κeng,optΩ2opt =
αΓG2 With this, Eq. (B12) can be written as
(2 + 5τA)α
2 + 8τA(τA − 1)− 64(τA + 1) = 0,
where τA = Aτeff with A = (1 − E0)/E0 and τeff = Γefft.
From this we derive the condition
α =
−4[(5τA − 1) + 3
√
5τ2A + 2τA + 1]
2 + 5τA
.
Note that we neglected one solution because of the require-
ment α > 0. The optimal decay rate is then given by
κeng,opt ≈ 3
√
r α
2
ΓG2. (B17)
Finally, this leads to the optimal static error and effective de-
cay rate of the form
E0 ≈ βE
(
Γ
G
)2/3
, (B18)
Γeff ≈ βΓ
(
Γ
G
)2/3
Γ, (B19)
with the numeric prefactors βE and βΓ being given by
βE(τA) =
9
16
(16 + α)
(
β2
4α
)1/3
,
βΓ(τA) =
9
32
(16 + α)(4 + α)
(
β2
4α
)1/3
.
We thus find that the optimal parameters depend on the op-
eration time of the protocol. Here, we regard to limiting
cases: First, we consider the long-time limit where τA  1.
This corresponds to optimizing Γeff under the assumption that
Γefft  E0. This yields α∞ ≈ 4(3
√
5 − 5)/5 ≈ 1.4 and
thereby results in an optimal decay rate κeng,opt ≈ 1.2
√
ΓG2.
For the correction rate, we obtain Γcorr = 2κ/(3β) ≈
0.3
3
√
ΓG2, for the error and leakage rates Γerr ≈ 3.3 Γ and
Γleak ≈ 2.7 Γ. For the prefactors in Eqs. (B18)–(B19) we
thus find βE ≈ 10 and βΓ ≈ 22.
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FIG. 11. Quantum error correction enhanced sensitivity in the pres-
ence of parallel noise. The plots show the normalized measurement
precision |δω|√T of a spin-flip corrected Ramsey measurement in
the presence of additional phase noise. As a consequence of the un-
corrected noise, the prolongation of the Ramsey time is less effective
for longer times ΓτR & 102, but still pronounced for ΓτR ∼ 100. In
the simulation, we use G = 5000 Γ, ΓZ = Γ/100, where ΓZ (Γ) is
the collective phase flip (individual bit flip) rate, and the optimized
parameters Ω = 4κeng/5 and κeng = 1.2
3
√
ΓG2.
Alternatively, the protocol can be optimized for short oper-
ation times, τA → 0. Here, minimizing the initial drop E0 re-
quires a stronger correction rate, and thus, higher κeng, at the
expense of a higher leakage rate. We obtain α0 = 8, result-
ing in κeng ≈ 2.2 3
√
ΓG2, Γcorr ≈ 0.6 3
√
ΓG2, Γerr = 9/2 Γ,
and Γleak = 6 Γ. This yields the coefficients βE ≈ 8 and
βΓ = 47. The reduction of the initial drop by this param-
eter choice is therefore not very pronounced (βE = 8 vs.
βE = 10), whereas the slope of the effective decay is strongly
increased (βΓ = 22 vs. βΓ = 47). The optimization for
τA  1 hence constitutes the better choice and is used for the
metrology application.
The above findings for κeng,opt in the long-time limit are
in good agreement with the numerical optimization of this pa-
rameter from the truncated dynamics which fulfills τA  1.
Using β = 2.5, the optimal driving strength in Eq. (B16) is,
however, slightly stronger than the result obtained from the
numerical optimization, where we find Ωopt ≈ 4κeng,opt/5.
This is due to the fact that we ignored the population in the
excited states: This amounts to about 4 − 7% at t = 1/Γ
for typical parameters and would thus yield a smaller value
for Ωopt. The resulting discrepancy vanishes, however, in the
limit of large G/Γ.
Appendix C: Application to quantum metrology
In the following, we explain the sensitivity calculation un-
derlying the numerical results in Figs. 1, 8, and 11 (App. C 1)
and describe how our quantum error correction enhanced
sensing scheme can be scaled up to larger particle numbers
16
(App. C 2).
1. Sensitivity of the measurement
First we review how the sensitivity of a Ramsey spec-
troscopy scheme with entangled particles can be deter-
mined [5, 65–67]. Using the Ramsey sequence described
in the main text, a first Ramsey pulse prepares a system of
N qubits in the state |ψ(0)〉⊗N = (|0〉⊗N + |1〉⊗N )/√2,
which evolves under the Hamiltonian H = (ω/2)
∑N
j=1 σ
z
j
for a time τR, resulting in the state |ψ(τR)〉 = (|0〉⊗N +
e−iNωτR |1〉⊗N )/√2. After the second Ramsey pulse one of
the qubits is measured. The probability to find this qubit in
state |1〉 is given by P1 = cos2(NωτR/2). The uncertainty
in estimating P1 due to the statistical fluctuations associated
with a finite sample ∆P1 =
√
P1(1− P1)/ndata, depends on
the number of experimental data ndata. In the considered case
this is given by the number of runs nruns = ndata = T/τR,
where T is the total measurement time. The uncertainty in the
measurement of ω is therefore given by
|δω| = ∆P1|dP1/dω| .
In the ideal case, this yields |δω| = 1/(N√TτR). The numer-
ical results in Figs. 1, 8, and 11 have been obtained by calcu-
lating the time evolution of the density matrix of a three-ion
system ρ(t) in the presence of the signal Hamiltonian, individ-
ual bit flips and the error-correcting scheme. Fig. 11 shows
the dynamics that is obtained if collective dephasing is added
to the problem.
2. Extension to Nlog logical qubits
Here we consider an extension of the metrology scheme
discussed in the main text to Nlog logical qubits, using a
segmented trap [60, 61]. In this setup, groups of three ions
constitute logical qubits that are trapped in separate trap
segments. For sufficiently high potential barriers separating
the ion triples, the motional modes associated with the
different logical qubits can be assumed to be independent.
The Ramsey sequence explained in the main text can be
straightforwardly generalized to this setting, as explained in
the following.
Ramsey scheme using a product state of Nlog logical qubits:
(i) Starting from the initial state |0〉⊗NlogL = |000〉⊗Nlog ,
individual Ramsey pulses are applied to the logical
qubits to prepare the state |ψ(0)〉 = |+〉⊗NlogL with
|+〉L = (|000〉+ |111〉)/
√
2.
(ii) During the Ramsey waiting time of dura-
tion τR, each logical qubit state picks up
a relative phase φ(τR) = 3ωτR, such that
|ψ(τR)〉 =
(
(|000〉+ e−i3ωτR |111〉)/√2)⊗Nlog .
(iii) A second set of individual Ramsey pulses that
acts on each logical qubit separately, trans-
forms the evolved state into |ψ′(τR)〉 =
(cos(3ωτR/2)|111〉+ i sin(3ωτR/2)|000〉)⊗Nlog .
(iv) For each logical qubit (i.e. for each trap segment), a
measurement on one of the three physical qubits is per-
formed in the σz basis. For each ion triple, the prob-
ability to detect the first (or any other) qubit in state
|1〉 is given by P1 = cos2(3ωτR/2), which allows one
to determine the phase φ(τR) and therefore the signal
strength ω.
In the ideal case, the sensitivity of this measurement [68] is
given by |δω| = 1/(3√NlogτRT ), where T = nrunsτR is the
total measurement time. As described in the main text, the
dependence of the measurement precision |δω| on the Ramsey
time τR changes in the presence of noise. The limitations due
transversal noise can be mitigated by applying our quantum
error correction scheme. Since the protocol is applied for
each trap segment individually, the results discussed in the
main text generalize directly to the setting involving Nlog
logical qubits.
The Ramsey sequence described above does not yield a
quantum enhancement of the scaling of the measurement
precision |δω| with in the number of logical qubits Nlog since
the logical qubits remain in a product state throughout the
measurement sequence. To conclude this section, we consider
an alternative setting where collective effects with respect
to the logical qubits play a role and where quantum error
correction allows one in principle to perform Heisenberg
limited precision measurements even in the presence of
noise. This setting is conceptually interesting even though its
applicability may be limited in practice. More specifically,
we consider the following Ramsey sequence assuming a trap
with adjustable segmentation.
Ramsey scheme using Nlog entangled logical qubits:
(i) The ions are initially held in an unsegmented trap
and couple to a common motional mode which al-
lows one to apply a global Ramsey pulse transforming
the initial state |0〉⊗3NlogL into |ψ(0)〉 = (|0〉⊗3Nlog +
|1〉⊗3Nlog)/√2.
(ii) After the first Ramsey pulse, potential barriers are
ramped up which divide the trap into Nlog indepen-
dent trap segments that each contain a logical qubit.
This segmentation into sets of three ions is kept dur-
ing the whole Ramsey waiting period τR and the quan-
tum error correction scheme is applied for each seg-
ment individually. Ideally, the relative phase acquired
during the Ramsey waiting time results in |ψ(τR)〉 =
(|0〉⊗3N + e−i3NlogωτR |1〉⊗3N )/√2.
(iii) After the Ramsey waiting period, the potential barri-
ers of the trap are ramped down such that the ions
share again a motional mode that can be used to
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perform a second global Ramsey pulse resulting in
the state |ψ′(τR)〉 = cos(3NlogωτR/2)|1〉⊗3Nlog +
i sin(3NlogωτR/2)|0〉⊗3Nlog .
(iv) As last step, one of the 3Nlog qubits is measured in the
σz basis.
In the absence of imperfections, the sensitivity is given by√
T |δω| = 1/(N√τR), where the N = 3Nlog is the num-
ber of ions. If we consider a situation involving only the
signal Hamiltonian and spin flips at a rate Γ (in the ab-
sence of error correction), the measurement precision drops
to
√
T |δω| = cΓ1/6/N5/6, where c is a constant numerical
factor (see [18]). If a continuous three-qubit repetition code is
operated in the strong correction regime where the correction
rate Γcorr is much larger than the bit flip rate Γ, the dynamics
can be described in terms of logical qubits that undergo logical
bit flips |000〉 ↔ |111〉 at a reduced rate ΓL. In this regime,
the population of states involving one or two single-qubit bit
flips becomes negligible [47]. As a result, the achievable mea-
surement precision is given by
√
T |δω| ∝ Γ1/6L /N5/6, where
ΓL ∝ Γ with  = Γ/Γcorr. By scaling up the correction
rate with the number of qubits such that  ∝ N−1/6, the mea-
surement precision of the scheme is Heisenberg limited (up
to a maximum number of logical qubits Nlog,max that is de-
termined by the maximum achievable error correction rate).
While it is conceptually interesting that the Heisenberg scal-
ing can be restored in principle, experimental imperfections
will considerably limit its applicability. Still, the Ramsey
scheme based on a product state of Nlog logical qubits de-
scribed above is likely to be of higher practical value for cur-
rent quantum hardware.
