In the standard ball-in-bins experiment, a well-known scheme is to sample d bins independently and uniformly at random and put the ball into the least loaded bin. It can be shown that this scheme yields a maximum load of log log n/ log d + O(1) with high probability.
Introduction
The model of placing n balls into n bins has been analyzed for decades. Despite its simplicity, this model has a wide range of applications, such as analysis of load balancing in distributed hash tables and distributed load balancing in many server systems. A classical result tells us that if each ball is inserted into a uniform random bin, then the maximum load, i.e. the number of balls in the fullest bin, will be (1 + o(1)) log n/ log log n with high probability [13] [11] . Azar et. al. [2] then proposed the following scheme, called power-of-d choices: at the time of placing the i-th ball, pick d bins independently and uniformly at random, compare the load of d bins, and insert the i-th ball into the least loaded bins (ties are broken arbitrarily). It was shown that, this scheme yields a maximum load of log log n/ log d + O(1) with high probability [2] [11] . This result implies that, with a small amount of random choices, the maximum load can be significantly reduced [14] .
Many variants of the d-random-choice model have been proposed and analyzed. Most of these works focus on alternative ways to sample d bins, either non-uniformly or non-independently. Vöcking [15] analyzed a scheme where d bins are sampled from d disjoint groups of bins respectively, and ties are broken asymmetrically. It was shown that this scheme reduces the maximum load to log log n/(d log φ d ) + O(1) with high probability, where 1 < φ d < 2 [15] . Kenthapadi and Panigraphy [9] analyzed the scheme where d = 2 bins are sampled through picking a random edge of an underlying graph G, where G is assumed to be almost n ε regular for some 0 < ε < 1. It was shown that this scheme yields a maximum load of log log n + O(1/ε) [9] . As a comparison, Azar's model corresponds to the case that G is a complete graph. Godfrey [6] then generalized the results to the case where an indefinite number of bins are sampled through randomly picking a subset B i ⊂ [n] according to some probability measure. It was shown that, when the size of the subset is approximately Θ(log n), and for each bin j ∈ [n], the probability that j ∈ B i is at the same order of (log n)/n, the maximum load is Θ(1) with high probability. A salient feature of the scheme in [6] is that the subsets of bins can be arbitrarily correlated across balls, and only when Θ(log n) bins get sampled is there sufficient spread in the selections. More specifically, the power-of-d choices scaling doesn't hold if the number of bins sampled is some finite number d. Sampling using a single random walk on a graph has also been utilized to probe bins in balls-in-bins models. Pourmiri [12] proposed and analyzed the scheme where the placement bin for ball i is sampled using minimally loaded bins from a specific subset of locations visited by a single non-backtracking random walk of length lr G = o(log(n)) (where l = o(log(n)) and r G ∼ log log(n)) on a high girth d-regular graph between the bins, which starts from a uniformly random position in the graph. It is shown for sparse d-regular graphs (d ∈ [3, O(log(n))]) with high girth that when l ≥ 4 log n/ log k, the maximum load is O(log log n/ log(l/ log n/ log k)) with high probability. Again a salient feature of [12] is the correlated sampling of bins for each balls, but with independence of the sampling set across balls.
In most of the works above, except for [6] , despite the existence of correlation of bins sampled by the same ball, the sets of bins sampled by different balls are still independent. The case where correlations exists across sampling processes for different balls are rarely investigated, with the exception of [6] where by sampling a large number of nodes, the dependence doesn't matter as much. Alon et al. [1] investigated the maximum number of times a vertex j is visited by a non-backtracking random walk of length n on a k-regular graph G with n-vertices. In the language of balls-in-bins experiment, this model is equivalent to inserting n balls to n bins based on one non-backtracking random walk of length n. It was shown that, when G is an expander graph with high girth, the maximum load is (1 + o(1)) log n/ log log n with high probability [1] , which coincides with the result when each ball chooses a independent uniform random position. Alon et al. [1] then raised the following open problem:
... Let W 1 and W 2 denote two non-backtracking random walks on an expander of high girth, and suppose that in each step we are given a choice between the two current locations of W 1 and W 2 , and pick the least loaded one. Does the maximal load decrease from Θ( log n log log n ) to Θ(log log n) in this setting as well? ... This problem can also be considered in the setting in [6] : Can some dependent selection (across balls) of just a finite number of bins per ball still yield power-of-d choices performance?
In the computer science literature, random walks on expander graphs are utilized to reduce the number of random bits used by a randomized algorithm to achieve a certain objective on error probability, or to reduce error probability under the same randomness budget. This procedure is referred to as derandomization.
The importance of reducing random bits lies in the fact that random bits, just like memory, are important resources in a computer. See [8] for a survey on this topic.
Overview of Results:
Motivated by Alon's open problem and the literature on derandomization, we seek to modify the power-of-d choices scheme by replacing independent and uniformly random sampling with non-backtracking random walks based sampling. We assume that the bins are interconnected through a kregular graph G that remains fixed. The d bins used at each time will be the positions of d non-backtracking random walkers W 1 , W 2 , · · · , W d on a graph G. The random walkers are periodically reset to independent uniformly random vertices. We describe and analyze three schemes. For the first scheme, the random walkers are reset if either two random walkers' path (since last reset) intersects, or a reset has not taken place for ⌊c log n⌋ timesteps. For the second scheme, the random walkers reset only every ⌊c log n⌋ timesteps. For the third scheme, we completely eliminate the resets. Under certain assumptions on the graph G, such as large girth, we show that both schemes can achieve the same performance as power-of-d choices scheme, that is, the maximum load of all bins is bounded by log log n/ log d + Θ(1) with high probability. Our result can be interpreted as a derandomization of the power-of-d choices scheme. Our proof uses the basic iterated bounding technique outlined in [2] but with martingale concentration inequalities to account for the dependence. Finally, as uniformly random sampling is used in many other contexts such as peer-selection in peer-to-peer communications [7] , our broader goal is to study derandomization of such procedures in many other applications.
Large Deviation Inequalities
We will use a corollary of Bernstein Inequality for martingales, which we shall cite here for completeness.
for 1 ≤ i ≤ n, and
We will also use Markov Inequality!
be an adapted process w.r.t. the filtration
then for any λ ≥ 2N m, we have
) is a martingale with respect to {F j } ∞ j=1 , and we have
It is also clear that
We can bound the conditional variances of the martingale S j through
Thus, by (1) and Bernstein Inequality we have
2 The First Scheme: Model
The proposed scheme for allocating n balls into n bins is as follows: Consider a connected d-regular graph G = (V, E) with |V | = n. We associate bins with distinct vertices on the graph. Let W 1 (t), W 2 (t) be processes on the graph which we will define later. At each time t = 0, 1, · · · , n − 1, a ball is inserted into the least loaded bin of W 1 (t) and W 2 (t), where ties are broken arbitrarily (but not randomly).
W 1 (t), W 2 (t) are defined as follows: Starting from independent uniform random vertices, two random walkers perform non-backtracking random walks independently on the graph. At an time, if either two random walkers' path intersects 1 , or a restart has not taken place for ⌊c log n⌋ timestamps, then a "restart" happens, i.e. the two random walkers are reset to independent uniform vertices on the graph. The pathes of the two walkers are reset. The above process is repeated until time n.
1 At least one walker arrives at a node which was visited in the past by one of the walkers.
Model Setup
Let Q(t) = (Q 1 (t), · · · , Q n (t)) be the bin load vector at time t, where t = 0, 1, · · · . We assume that the system is initially empty, i.e. Q(0) = 0. For 0 ≤ t < n, we have
either one of the above expressions if Q W1(t) (t) = Q W2(t) (t)
We also define Q(t) = Q(n) for all t ≥ n.
Mathematically W 1 (t), W 2 (t) can be defined as follows: For each vertex i ∈ V , we associate the d neighbors of i with a strict ordering. Let N (i) denote the set of neighbors of i.
T (i, j, l) to be the l-th ranked neighbor of i in N (i)\{j}. For each directed edge e = (j, i) ∈ E, we define
assumed to be mutually independent.
Finally we define W j (t) := Ψ j2 (t) (i.e. the end vertex of the directed edge Ψ j (t)) for j = 1, 2, t = 0, 1, 2, · · · .
Define the filtration
It is immediate that the random walker positions {W 1 (s), W 2 (s)} t−1 s=0 are measurable with respect to F t . As a consequence, the queue length vector Q(t) is measurable with respect to F t .
The First Scheme: Main Results
Theorem 2. Under Condition (N) specified in Assumption 1 which we will specify later, the maximum load achieved by the proposed scheme is less than log 2 log n + Θ(1) with high probability.
The main idea of the proof is to construct the resets such that probability of intersections of the paths of the walkers is made sufficiently small, so that thereafter, the assignment of the balls is made just as in the regular power-of-d choices scheme. Note that having the walkers reset to the stationary distribution of the non-backtracking random walk is critical to latter property. The proof uses the iterative bounding technique outlined in [2] , while the dependent sampling enforced by the random walks forces the use of martingale concentration inequalities to bound the number of bins with high load.
Preliminary Results
Define T j to be the time of the j-th restart, i.e. the j-th smallest t such that J(t) = 1. Also define T 0 ≡ 0.
T j is a stopping time with respect to F t . Define a new filtration
denote the number of bins with load at least i at time t. Define the height of a ball j to be number of balls in the bin that ball j is inserted into after insertion of ball j. Let µ (i) (t) denote the number of balls within the first t balls with height at least i. Clearly, we have
for all i and all t.
Define the events
where β i ∈ R + will be specified later.
Define
and T j + s < T j+1 and
Also define
is true, and we have Z
to be equal to the number of occasions where both sampled bins has load at least i between the j-th and (j + 1)-th restart of the random walk.
Proof. At the time of j-th restart, {Q(t)} t≥Tj , {W(t)} t≥Tj are conditionally independent of G j given Q(T j ).
Define W(t) as follows: W(t) = W(t) for all t ≤ T j . After T j , define the evolution of W (t) as follows:
. In other words, for W(t), the restart mechanism is canceled after T j . It is clear
by definition in (2) .
where (*) is true since by construction, W 1 (T j + s) and W 2 (T j + s) are vertices that have never been visited in period [T j , T j + s), given that T j + s < T j+1 . Hence the load of these bins at time T j + s are the same as at time T j .
For any s ≥ 0, W 1 (T j + s), W 2 (T j + s) are uniformly and independently distributed on the set of vertices, hence
Combining (3), (4) and (5), we conclude that
Denote N = ⌊ en 2c log n ⌋, then define the event
i.e. the event that at most N restarts (including the initial start) has taken place within time n.
Condition on E i ∩ A, we have
to be the number of occasions where both sampled bins has load at least i before time T N , which is larger than n. Thus
To bound the probability of A c , we need to impose some condition on the graph G (more specifically, a sequence of graphs G n ), Assumption 1.
i.e. intersection before time ⌊c log n⌋ of randomly initialized non-backtracking random walks on the graph is not of high probability.
Lemma 2. Under Condition (N) specified in Assumption 1, we have Pr(A c ) ≤ exp n 340c log n for large n.
Remark 1. The choice of 0.1 in (N) is purely arbitrary. With more careful analysis one can allow the bound to be any number strictly smaller than 1. However, for most interesting cases, the probability Pr(T 1 < ⌊c log n⌋)
goes to 0 as n goes to infinity.
Remark 2. Assume that c is a constant. If the graph G has girth g > 6 log k−1 log n, then (N) is true for sufficiently large n. If G is a k-regular random graph, then (N) is true with high probability.
Proof of Main Theorem
First for all i, we have
, where i * is the first i such that en βi n 2 < 8c(log n) 2 . It can be shown that i * ≤ log 2 log n + Θ(1)
We have β i+1 ≥ 2N m i , hence we can apply Corollary 1 and obtain
Set β i * +1 = 8c(log n) 2 . We still have β i * +1 ≥ 2N m i * , applying Corollary 1 again we have
Set β i * +2 = 0.8, by Markov Inequality we have
Hence, combining (6)(7)(8) we obtain
Therefore, with high probability, E i * +2 is true, that is, no bin has load exceeding i * +2 ≤ log 2 log n+Θ(1).
Proving the result. c n is such that c n log n are integer valued, then one only needs to ensure that n ≥ max{exp(
Remark 4. By setting c = 1 log n , The scheme becomes the same as the classical power of 2 scheme. We hence obtain the classical result that the maximum load under power of 2 is log 2 log n + Θ(1) with high probability.
Corollary 2 (Round-Robin with Restart). Let G be a cycle graph and c log n = ⌊n 0.4 ⌋. Then the maximum load under the proposed scheme is less than log 2 log n + Θ(1) with high probability.
The Second Scheme: Model
In this section we introduce a simpler scheme: In this scheme we still have a underlying k-regular graph G and a process (W 1 (t), W 2 (t)) defined on the graph. At each time, a ball is assigned to the least loaded bin of W 1 (t) and W 2 (t).
W 1 (t), W 2 (t) are now defined as follows: Starting from independent uniform positions, two random walkers perform independent non-backtracking simple random walks on graph G. In contrast to the first scheme, we allow intersections: A restart only happens every ⌊c log n⌋ periods, i.e. every ⌊c log n⌋ timestamps, the two random walkers are reset to independent uniform vertices on the graph. We will assume that c is a positive constant for this scheme.
For this scheme, we need a stronger assumption on the graph G:
Assumption 2. The girth of the graph is greater than or equal to 2⌈α log k−1 n⌉ + 1, where α is a strictly positive constant.
The Second Scheme: Main Results
Theorem 3. Under Assumption 2, the maximum load achieved by the scheme proposed in Section 4 is less than log 2 log n + Θ(1) with high probability.
Similar to the previous scheme, the proof of Theorem 3 is based on a key lemma which estimates the probability of sampling high load bins. The rest of the proof is based on martingale concentration inequalities and Azar et al.'s iterative bounding technique [2] .
Preliminary Results
Unless specified, we will use the same notations as for the proof of the first scheme.
Define T j to be the time of the j-th restart. Now, we have T j = j · ⌊c log n⌋ deterministically. Also define
denote the number of bins with load at least i at time t. Define the height of a ball j to be number of balls in the bin that ball j is inserted into after insertion of ball j. Let µ (i) (t) denote the number of balls with height at least i at time t. Clearly, we have µ (i) (t) ≥ ν (i) (t) for all i and all t.
where i * ∈ N, L ∈ Z + and β i ∈ R + will be specified later.
for i ≥ 2.
to be equal to the number of occasions where both sampled bins has load at least r i+1 − 1 between the j-th and (j + 1)-th restart of the random walk, which equals the increment of number of balls with height at least r i+1 in this period.
Lemma 3. Let V (t) be a non-backtracking random walk on G, starting from a uniform random vertex.
Then for all s > t
Proof. This proof is the same as [1] . We rewrite the proof for our setting. First, if s − t < 2⌈α log k−1 n⌉,
Otherwise s − t ≥ 2⌈α log k−1 n⌉. Let v be an arbitrary vertex. Notice that the neighborhood of v up to distance h = ⌈α log k−1 n⌉ is a k-regular tree. Let U v denote the set of k(k − 1) h−1 leaves of the tree. Since the walk on the graph is non-backtracking,
and lemma follows since the above is true for all vertex v.
Furthermore, let L := 2 c log(k−1) 2α
for all i ≥ i * .
Hence
holds for all i.
Define D j,s to be the event that at least one of W 1 (T j + s) and W 2 (T j + s) was visited at least once between time T j and T j + s. By Union Bound we have
It is clear that D j,s is not dependent on the queue lengths at time T j .
by definition in (2).
Combining (11)(12)(13), we conclude that
To prove the second statement, we notice that it is impossible for a random walker to visit one vertex strictly more than ⌊c log n⌋ 2⌈α log k−1 n⌉ + 1 + 1 times within ⌊c log n⌋ timestamps. Hence for any 0 ≤ s < ⌊c log n⌋, both W 1 (T j + s) and W 2 (T j + s) has been visited no more than 2 · ⌊c log n⌋ 2⌈α log k−1 n⌉ + 1
Combining (11)(12)(14), we conclude that
Proof of the Main Theorem
Different from the proof of the previous scheme, in this scheme we have a deterministic inter-reset time.
Hence, reset happens exactly N = ⌈ n ⌊c log n⌋ ⌉ many times. For large n, we have
Conditioned on E i , we have
to be the number of occasions where both sampled bins have load at least r i+1 − 1 before time T N ≥ n. Thus
Let i * > 9 be determined later. Set β 9 = n 3e . Then ν (r9) (n) ≤ β 9 is always true (as there cannot be more than n 3e bins with load at least 9). Hence Pr(E 9 ) = 1.
For i ≥ 9, we have
, where i * is defined to be the smallest i such that
where γ := 1 2 ∧ α. It can be shown that i * ≤ log 2 log n + Θ(1).
Hence applying Corollary 1 we obtain
for 9 ≤ i < i * − 1.
Now we have
Set β i * = 4ecn 1−γ log n. We have
By applying Corollary 1 again we have
, where i * * is the smallest i ≥ i * + 1 such that en
Now, we use (10) to bound the conditional expectation for i ≥ i * :
For i * ≤ i < i * * − 1 we check that
Hence for i * ≤ i < i * * − 1 we can apply Corollary 1 and obtain
Set β i * * = 8c(log n) 2 . We still have β i * * ≥ en
Set β i * * +1 = 0.8, by Markov Inequality we have
Hence, combining (15)(16)(17)(18)(19) we obtain
Therefore, with high probability, E i * * +1 is true, that is, no bin has load exceeding r i * * +1 = i * + (i * * − i * + 1)(L + 1) ≤ log 2 log n + Θ (1) proving the result.
The Third Scheme: Model
It turns out that we can design a scheme that is even simpler: When some stronger assumptions of the underlying graph are met, we do not need the random walks to reset at all! Specifically, the third scheme is as follows: Place the t-th ball into the least loaded bin of W 1 (t) and W 2 (t), where W 1 and W 2 are independent non-backtracking random walks on graph G, starting from independently uniform random vertices.
The idea comes from the fact that, under certain conditions for a graph, a non-backtracking random walk can mix within time c log n, i.e. starting from any initial distribution on the graph, after time c log n, the distribution of the random walker's location is close to uniform random. In this aspect, the third scheme is closely related to the second scheme.
Definition 1 (Expander Graph). [1]
Let {G (n) } n∈I be a sequence of k-regular graphs with n vertices.
be the eigenvalues of the adjacency matrix of
n |}. {G (n) } is called an expander graph sequence if the second largest eigenvalues λ (n) of the adjacency matrices of G (n) satisfies
Assumption 3 (G is a High Girth Expander). The graph sequence {G (n) } is a k-regular expander graph sequence with girth of G (n) greater than 2⌈α log k−1 n⌉ + 1, where α is a positive constant.
Such graphs do exist.
Example 1 (LPS Graph). Lubotzky et al. [10] constructed a sequence of (p + 1)-regular expander graphs with λ ≤ 2 √ p and girth greater than 4 3 log p n asymptotically, where p ≥ 3 is a prime number. Example 2. For even number k ≥ 4, Gamburd et al. [5] show that the k-regular random Cayley graph of SL 2 (F p ) asymptotically almost surely has girth at least ( (1)) log k−1 (|G|) as p → ∞. In a separate paper by Bourgain and Gamburd [3] , they show that k-regular random Cayley graph of SL 2 (F p ) are a.a.s. expanders.
The Third Scheme: Main Results
Theorem 4. Under Assumption 3, the maximum load achieved by the third scheme is less than log 2 log n + Θ(1) with high probability.
The proof idea for the third scheme is similar to the one for the second scheme. The basic framework is Azar et al.'s iterative bounding technique outlined in [2] . For the concentration results, we divide the time into equally spaced "mixing periods". When we look at only the even (resp. odd) periods, the mixing effect enables us to define a martingale. We bound the number of balls with height i + 1 respectively for even and odd periods with martingale concentration inequality, and we finish up with a union bound.
Preliminary Results
Define F t = σ({W 1 (s), W 2 (s)} t s=0 ), i.e. the smallest σ-algebra generated by the random walker paths before time t. As a result, Q(t) is measurable with respect to F t .
We first provide a mixing time result.
Lemma 5. Let V (n) (t) be a non-backtracking random walk on expander graph G (n) , then there exist constant c > 0 (which only depends on λ and k) such that
holds for all large n.
For the reset of the proof, Let c > 0 be a constant such that (20) is true.
In this scheme we do not reset random walkers. However, we still define T j := j⌊c log n⌋ for j = 0, 1, · · · , except now T j is just some "checkpoints" rather than times that some event happens. Accordingly, we define G j := F Tj for j ∈ N. Define G −1 = {∅, Ω}, i.e. the trivial σ-algebra.
Let ν (i) (t) denote the number of bins with load at least i at time t, i.e.
Define the height of a ball j to be number of balls in the bin that ball j is inserted into after insertion of ball j. Let µ (i) (t) denote the number of balls among the first t balls with height at least i. Clearly, we have
j is the number of occasions where both sampled bins has load at least r i+1 −1 within time [T j , T j+1 ). By the scheme, a new ball is of height at least r i+1 if and only if both sampled bins has load at least r i+1 −1, we conclude that on E i , Z (i) j equals the increment of number of balls with height at least r i+1 in this period, i.e. Z (i)
The key lemma for the third scheme is stated as follows:
Lemma 6. For i < i * and all s = 0, 1, · · · , ⌊c log n⌋ − 1
Proof. For the case where j = 0, the random walkers are set to independent uniform random positions at time T j = 0. Using the proof of Lemma 4 one can deduct a stronger result, i.e.
for i < i * and
For the rest of the proof, we consider j ≥ 1.
The process after T j−1 is conditionally independent of G j−1 given Q(T j−1 ), W(T j−1 ), W(T j−1 − 1). Thus
Define D j,s to be the event that at least one of W 1 (T j + s) and W 2 (T j + s) was visited at least once between time T j−1 and T j + s (Notice that this is not the same definition as the one in the proof for the second scheme).
Claim 1.
For
Combining (22)(23)(24) we conclude that
To prove the second statement in the Lemma, we notice that it is impossible for a random walker to visit one vertex strictly more than 2⌊c log n⌋ 2⌈α log k−1 n⌉ + 1 + 1 within 2⌊c log n⌋ steps. Therefore for any 0 ≤ s < ⌊c log n⌋, both W 1 (T j + s) and W 2 (T j + s) has been visited no more than 2 · 2⌊c log n⌋ 2⌈α log k−1 n⌉ + 1
times within time T j−1 to T j + s. Therefore Q W l (Tj +s)(Tj +s) ≤ q W l (Tj +s) + L a.s. for l = 1, 2 when
Combining (22)(23)(25) we conclude that
Proof of Claim 1.
From Lemma 3, with the assumption on girth we know that
Combining the above we obtain
Our application of concentration inequalities will be based on the following observation.
is an adapted stochastic process w.r.t. the filtration
is an adapted stochastic process w.r.t. the filtration {G 2j } ∞ j=0 .
Proof of the Main Theorem
Define N to be the smallest even integer that is greater than n ⌊c log n⌋ . We have T N ≥ n. For large n we have
Condition on E i , we have
to be the number of occasions both sampled bins have load at least
Let i * > 18 to be determined later. Set β 18 = n 6e . Then ν (18) (n) ≤ β 18 is always true. Hence Pr(E 18 ) = 1.
For i ≥ 18 we have
For 18 ≤ i < i * − 1 we have
For 18 ≤ i < i * − 1 We check that β i+1 = 2 · en 2c log n · 5c log n βi n 2 ≥ 2N m i . Hence applying Corollary 1 we obtain
for 18 ≤ i < i * − 1.
Now we have
, where i * * is the smallest i ≥ i * +1 such that 4en
Now, we use (21) to bound the conditional expectation for i ≥ i * :
Set β i * * = 16c(log n) 2 . We still have β i * * ≥ 4en
Hence, combining (26)(27)(28)(29)(30) we obtain
Discussion
For the third scheme, while it is not known that the Ω(log n) girth assumption is tight in terms of achieving a maximum load of log 2 log n + Θ(1) w.h.p. We can show that the girth is required to be at least Θ( log n log log n ) in order to have a maximum load of Θ(log log n) with high probability. More generally, for any g, there are expander graphs with girth g such that the maximum load achieved by this graph is Ω( log n g ) almost surely. We also show that the Θ( log n log log n ) bound for girth is tight, that is, when the girth is Ω( log n log log n ), the maximum load is Θ (log log n) (where the coefficient for log log n is not guaranteed to be smaller than 1 log 2 ). This result gives a complete answer to Alon's open problem.
Theorem 5. Let G be a k-regular graph on n vertices such that each vertex is contained in a cycle of length g = g(n), then the maximum load yielded by the third scheme is larger than Θ( log n g ) almost surely.
Proof. The idea of this proof is from [1] .
First, if g = Ω(log n), there is nothing to prove. Now for the rest of the proof, assume g = o(log n).
Claim 2. Let V be a non-backtracking random walk on G, then
Proof of Claim. Despite the fact that the random walk is non-backtracking, there always exist at least one feasible path of length g from v to itself.
Set c = 1 2 log(k−1) . Then for large n, 1 4 log k−1 n + 1 ≤ ⌊c log n⌋, which implies that bg + 1 ≤ ⌊c log n⌋. Define T j , G j in the same way as before. Define the events
(The above events are analogous to the event A j in [1] , which is the event that a single non-backtracking random walker follows the cycle.)
We have
Hence, one of C j , 0 ≤ j ≤ N − 1, happens almost surely.
If C j is true, then the pair of vertices W 1 (T j ), W 2 (T j ) are visited simultaneously for at least b + 1 times.
Then, the maximum load of the two bins W 1 (T j ), W 2 (T j ) is at least b+1 2 , which implies that the maximum load of all bins is at least b+1 2 = Θ( log n g ). Therefore, we conclude that the maximum load of all bins is at least Θ( log n g ) almost surely. Theorem 6. Let G be a k-regular expander graph on n vertices with girth at least 2⌈α log n log log n ⌉ + 1, then the maximum load yielded by the third scheme is less than κ log 2 log n + Θ(1) w.h.p., where κ = κ(α, λ, k) is a positive constant.
Proof. Define L := ⌊2 c α log(k − 1) log log n + 1 ⌋ Define r i as follows:
where i * , i * * ∈ N is determined later.
(We have r i * * +1 = i * * + 2
Let c > 0 be as specified in the proof of the third scheme. Define the filtration G j to be the same as in Section 7.
Lemma 7. (a) For i < i * and s = 0, 1, · · · , ⌊c log n⌋ − 1
Proof of Lemma 7. The proof of part (a) is identical to the proof of Lemma 6.
j,s to be the event that at least one of the vertices W 1 (T j + s) and W 2 (T j + s) was visited at least l times by the random walkers between time T j−1 and T j + s.
We only need to prove the following claim.
Proof of Claim 3.
Using the same proof for Claim 1, one can obtain
By the girth assumption and Lemma 3, we have
Hence we have
⌊c log n⌋ + s l n −l α log log n + 4(⌊c log n⌋ + s) n Given the claim, the rest of the proof is identical to that of Lemma 6.
Let N be the smallest even integer greater than n ⌊c log n⌋ . For large n we have N ≤ en 2c log n . We have T N ≥ n. Thus
Let i * > 18 be determined later. Set β 18 = n 6e . Then ν (18) (n) ≤ β 18 is always true. Hence Pr(E 18 ) = 1.
as before in the proof for Theorem 4.
, where i * is the smallest i such that
It can be shown that i * ≤ log 2 log n + Θ(1).
For 18 ≤ i < i * − 1, let n be such that log log n ≥ α, we have
Thus for 18 ≤ i < i * − 1, i−i * +1 α log log n for all i * ≤ i < i * * and s = 0, 1, · · · , ⌊c log n⌋ − 1 for n ≥ n.
Assume that n is sufficiently large, we also have , we have n log n ≥ n 1−α · e α log n log n ≥ αn 1−α ≥ 40c e , hence N ≥ en 2c log n − 1 ≥ en 2c log n − en 40c log n = 19en 40c log n Hence under the above condition for n, we have N p⌊c log n⌋ − n ≥ 0.9 · 171en 400 − n ≥ n 25
Now, apply Bernstein Inequality we have Hence we conclude from (32)(33) that Pr(A c ) ≤ exp − n 340c log n .
Proof of Lemma 5. The mixing time result we need is slightly different from the one that Alon et al. proved.
We also need a more precise result. Hence we provide the proof here.
Let A
(t)
u,v denote the number of non-backtracking walks of length t from u to v. Then we have the recurrence relation on matrices
is the t-step transition probability matrix of a non-backtracking random walk, where the first step of the walk is not required to avoid any neighbor of the starting vertex. Let µ 1 (t) = 1, µ 2 (t), · · · , µ n (t) denote the eigenvalues ofP (t) and µ(t) := max{|µ 2 (t)|, · · · , |µ n (t)|}.
Alon et al. proved in their Claim 2.2 that max u,v
for every n and t.
where
Thus we obtain a uniform estimate max u,v
We also have for θ > 0 sinh(tθ) sinh(θ) = e tθ − e 
