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Abstract: We construct a perturbative framework for understanding the collision
of solitons (more precisely, solitary waves) in relativistic scalar field theories. Our
perturbative framework is based on the suppression of the space-time interaction area
proportional to 1/(γv), where v is the relative velocity of an incoming solitary wave and
γ = 1/
√
1− v2  1. We calculate the leading order results for collisions of (1+1) di-
mensional kinks in periodic potentials, and provide explicit, closed form expressions for
the phase shift and the velocity change after the collisions. We find excellent agreement
between our results and detailed numerical simulations. Crucially, our perturbation se-
ries is controlled by a kinematic parameter, and hence not restricted to small deviations
around integrable cases such as the Sine-Gordon model.
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1. Introduction
In 1834, J. S. Russell discovered solitary waves [1]: spatially localized configurations of
fields that propagate without any distortion. More than 150 years after their discovery,
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solitary waves are still actively studied for their often counter-intuitive, yet elegant prop-
erties [2–4]. They have found applications in disparate fields such as atomic physics [5],
superconductivity [6], field theory [7], biology [8], condensed matter physics [9, 10],
nonlinear optics [11], quantum chromodynamics [12], cosmology [13–15] and neuro-
science [16]. Our paper is an attempt to further the study of interactions of these
fascinating objects.
Solitary waves have a particular subset called solitons [2] which possess a rather
intriguing property. Solitons are not only stable on their own, collisions between solitons
leave them completely unchanged apart from a phase shift. A tremendous amount of
work exists on understanding solitons and their interactions [17–23]. However, examples
of systems with true solitons are limited (for example, see [2]). Such systems are often
integrable and for such integrable systems powerful techniques exist to write down their
multi-soliton solutions analytically [17, 18]. However, it is difficult to know a-priori
whether the solitary waves in a theory are also solitons and whether such systems
admit analytic multi-soliton solutions.
We would like to predict the results of general solitary wave collisions. Such colli-
sions include, but are not limited to the elastic case, characteristic of true solitons in
integrable systems. We focus on solitary waves in relativistic scalar field theories with
canonical kinetic terms and potentials with effectively single minima (including peri-
odic potentials with multiple minima). Such theories and their solitary wave solutions
appear naturally in cosmology and high energy physics [24,25].1 We are also motivated
by the fact that in certain relativistic scalar field theories, the solitary waves effectively
pass through each other when colliding at ultrarelativistic velocities [29–34].
In this paper, we provide a general perturbative framework to study ultrarelativistic
solitary wave collisions. Assuming that the colliding solitary waves effectively pass
through each other at zeroth order 2, we provide a perturbative framework to calculate
the corrections to this ‘free passage’ behavior. We then show that the corrections are
indeed small and present an order by order prescription to calculate the full result.
The essential ingredient of our perturbative framework is as follows. The colliding
solitary waves interact significantly only when they overlap. In the rest frame of one
solitary wave where the other approaches with velocity v → 1, the space-time area
1Some condensed matter systems near critical points also admit a similar structure [26]. One simply
replace the speed of light by the Fermi velocity [27,28].
2In the case of single minimum or periodic potentials, effectively passing through each other is
captured by a linear superposition of the two solitary wave solutions. In multiple minima potentials
which are not periodic, this is not true and further modification of the solitary wave profiles has to be
taken into account. As a result, we restrict ourselves to single minimum or periodic potentials in this
paper.
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of such overlap Aint ∝ (γv)−1 where γ = (1 − v2)−1/2  1. We use this property to
provide a perturbative framework to calculate the effects of collisions, with (γv)−1 as
the small expansion parameter.
In Sec.2 we discuss the conditions that the solitary waves must satisfy for our
framework to be applicable and state some simplifying assumptions. Despite these
simplifications, our framework should be applicable to many well-known objects like
oscillons [35], Q-balls [36], and domain walls. We then present the general framework
of our perturbation theory to calculate the effects of the collision, paying particular
attention to how the (γv)−1 expansion emerges. Since we are interested in the effect of
the collisions, not necessarily the subsequent evolution of the perturbations, we always
evaluate the perturbations soon after the collision. The long time behavior of the
perturbations is discussed in Appendix A. For simplicity, we only consider linearized
perturbations in the main body of the text. Nonlinear effects are discussed in Appendix
B.
After this general discussion, in Sec. 3 and Sec. 4 we focus on a simple example
in (1+1) dimensions—kinks3 in a single scalar field theory with periodic potentials:
V (φ) = V (φ+∆φ) for all φ. We explicitly calculate the effects of the kink-kink collision
at leading order in our expansion parameter (γv)−1. These leading order results already
reveal a few important and surprising facts. In the rest frame of the stationary kink
which collided with an incoming kink, we find the following:
• The velocity change of the stationary kink is zero (therefore its velocity remains
zero).
∆v = 0 +O[(γv)−2] . (1.1)
• The stationary kink acquires a phase shift (spatial translation)4 given by
∆x =
1
2(γv)M
∫ ∆φ
0
∫ ∆φ
0
dφ1dφ2
[
V (φ1) + V (φ2)− V (φ1 + φ2)√
V (φ1)V (φ2)
]
+O[(γv)−2] ,
(1.2)
where M is the energy of the stationary kink.
We claim that the above expressions provide the close-form answer for the phase shift
and velocity change (to leading order in 1/(γv)) for collisions between any pair of
3A stationary kink is a static solution that interpolates between adjacent minima of the potential.
In higher dimensions they would be domain walls.
4Note that the spatial translation is only meaningful in the absence of the velocity change.
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periodic kinks in (1+1) dimensions. Importantly, the phase shift can be calculated
simply by an integral over the potential. We do not need a solution for the field profile
or the detailed dynamics of the interaction during the collision.
In Sec. 5 we show that these results are consistent with the exact results for the
integrable Sine-Gordon model. We also show that they agree extremely well with our
detailed numerical simulations in models that are far from being integrable. We discuss
our results and possible future directions in Sec. 6. Finally, in Appendix C we describe
the possible usefulness of an optical theorem for our framework. We hope that this work
will serve as a stepping stone to a more general scattering theory of solitary waves.
2. General Perturbative Expansion
In this section we describe our general framework for understanding collisions of solitary
waves. We focus on solitary waves in scalar field theories, however the general idea is
more widely applicable. We will discuss simplifying assumptions regarding the scalar
field potential and the solitary waves under consideration. A large class of theories and
their corresponding solitary wave solutions such as Q-balls [36,37], oscillons [35,38–41],
kinks and domain walls are consistent with these assumptions. We will then show that
the effect of collisions between ultrarelativistic solitary waves can be understood and
calculated in a controlled fashion.
We keep the discussion quite general in this section. The reader craving more
concreteness can refer to Sec.3 and Sec.4 where we apply our framework to (1+1)
dimensional kinks. Some of the arguments below will be repeated there.
2.1 Scalar Field Potential
Consider a canonical scalar field with a Lagrangian
L = 1
2
(∂tφ)
2 − 1
2
(∇φ)2 − V (φ) . (2.1)
The equation of motion is5
φ = V ′(φ) . (2.2)
We assume that the potential has a minimum (vacuum) at φ = 0 with V (0) = 0. The
potential can have multiple vacua as long as it is periodic: V (φ) = V (φ+ ∆φ). There-
fore, every vacuum is effectively the same. An example of such a potential is shown
in Fig.1. Our assumption regarding the potential is driven by practical considerations.
5We use the “mostly plus” convention for the Minkowski metric.
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Figure 1: Some localized solitary wave solutions probe the potential around a single mini-
mum (for example, oscillons (green)). For others (such as kinks (orange)), the field configu-
ration interpolates across the barrier between minima. For the latter case, our framework is
applicable for potentials that are periodic in the field range probed by the two solitary wave
solutions participating in the collision.
We need a calculable background solution for perturbation theory to be easily applica-
ble. For the potentials above, a linear superposition of two solitary waves provides a
good background solution during collisions.6 Thus if individual solitary wave solutions
are available (analytically or numerically), a good background solution can be easily
constructed.
While this restriction on the potential might appear severe, note that the potential
only has to be periodic for the field range explored by the solitary wave solutions.
For example, individual kinks probe adjacent minima whereas two kinks interacting
during a collision can probe multiple nearby minima. In contrast, small amplitude
oscillons only probe a single minimum of the potential. Examples of field profiles of
these individual solitary waves are shown in Fig.2.
For some non-periodic potentials (given the conditions specified in [33]), a modifi-
cation on top of the superposition is required to obtain a good background solution. If a
good background solution is available, our perturbative framework may be generalized
to include these cases.
6We verify this by calculating the correction to this superposition. The fact that superposition is
a good solution before the collision comes from our assumption of localization discussed in the next
subsection.
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Figure 2: Two examples of localized solitary waves. A kink solution (orange) interpolating
between adjacent vacua as x → ±∞. An oscillon solution (green) interpolating between the
same vacuum at x → ±∞. The oscillatory time dependence of the oscillon solution is not
shown. In both cases, the field deviates away from the two vacuum over a length-scale ∼ L.
2.2 Localized Solutions
We require that the solitary waves under consideration be spatially localized along
the direction of collision. Along the orthogonal direction we require the objects to be
either localized or possess a symmetry that renders the infinite directions redundant.
For example, domain walls often possess such a symmetry.
A solitary wave solution φs(x, t) is localized if for every , there is a center x0
and a size L with |φs(x, t) − φv| <  for all |x − x0| > L/2.7 Here φv = N∆φ with
N = 0,±1, ... is the vacuum value of the field. One can picture a localized solution as
having a small tail that rapidly approaches a minimum of V (φ) beyond some length
scale ∼ L away from its center.
In this paper we assume exponentially suppressed tails. This has the advantage
that along with the field profiles, other quantities derived from them (for example
spatial integrals or derivatives of the profile) also have exponentially suppressed tails.
7Recall that it is fine to have spatial directions along which this criterion is not satisfied as long as
there exists a symmetry that renders those directions redundant. The symmetry can be an approximate
one. For example, as long as the radius of curvature of a domain wall is much larger than its thickness,
it effectively has a planar symmetry.
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Figure 3: (a) The figure shows a collision between a stationary solitary wave φA and a fast
moving one φB as a function of space and time (not an actual simulation). Notice the Lorentz
contraction in the spatial width of the fast moving soliton. Also note the small perturbations
generated by the collision. (b) A simplified but useful view of the collision, highlighting the
space-time area occupied by the solitary waves. The strips show the space-time area where the
field deviates significantly from its vacuum value(s). The vertical (green) strip represents the
space-time area occupied stationary solitary wave, whereas the thin diagonal strip (orange),
represents the area occupied by a fast moving one. The effective overlap area, or the area of
interaction Aint is shown as a black parallelogram in the middle. The time t = tint marks the
end of the collision. When the incoming solitary wave is ultrarelativistic, the interaction area
is suppressed by 1/(γv).
In many cases, power law tails can be sufficient as well, but a more detailed statement
has to be made about when they can be ignored. We leave that for future work.
Having discussed the localization criterion, let us now turn to the effects of a
collision between such solitary waves.
2.3 A Recursive Expansion
Consider a stationary solitary wave φA(x, t) centered around x = 0, and another solitary
wave φB(x, t) that is moving toward φA from far away with its center at x = −vt and
γ = 1/
√
1− v2  1. We assume that they are localized along the direction of collision
with extents LA and LB respectively in their own rest frames. A collision of such
solitary waves is shown heuristically in Figure 3(a). Note that the spatial extent of
the fast moving solitary wave: LB/γ is Lorentz contracted in the rest of frame of φA.
This can be seen more clearly in Figure 3(b) where we simply show the space-time area
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where their field values deviate significantly from vacuum (or different vacua). Note
that in both figures, the directions orthogonal to the collision are not shown.
If (φA + φB) is a good approximation before, during, and after the collision, then
all physical effects of a collision happen only when the two solutions overlap in the
interaction area (see the outlined parallelogram in Figure 3(b)):
Aint ∼ LALB
(γv)
, (2.3)
where again the orthogonal dimensions are suppressed. This 1/(γv) suppression of
the interaction area plays the role of the perturbation parameter in analyzing highly
relativistic collisions.
Before the two solitary waves overlap, their linear superposition (φA +φB) satisfies
equation (2.2) if we ignore the exponentially suppressed tails (see lower plot in Fig.
4). Our claim is that (φA + φB) continues to provide a good approximation even after
the collision. We justify our claim by calculating the corrections to it and showing that
they are indeed small. We calculate the corrections using a perturbative framework that
uses 1/(γv) as the small parameter.
First, we write the general solution as
φ(x, t) = φA(x, t) + φB(x, t) + h(x, t) . (2.4)
The linearized equation of motion for h is8
[−W0(x, t)]h = S(x, t) + ∆W (x, t)h , (2.5)
where for future convenience we have defined
S(x, t) ≡ V ′(φA + φB)− V ′(φA)− V ′(φB) , (2.6)
W0(x, t) ≡ V ′′(φA) , (2.7)
∆W (x, t) ≡ V ′′(φA + φB)− V ′′(φA) . (2.8)
We refer to S as the source, W0 as the mass term (related to the stationary solitary
wave) and ∆W as the change in mass due to the fast moving solitary wave. Note
that W0 is nonzero in the space-time area occupied by φA (the entire green strip in
Fig. 3(b)) and ∆W is nonzero in the space-time area occupied by φB (see orange strip
in Fig. 3(b)). However, S is nonzero only in the overlap region Aint. Moreover, the
maximum/minimum values of S, W0 and ∆W do not depend on v, a direct consequence
of dealing with a Lorentz invariant scalar field theory. Our definition of W0 in terms
8The nonlinear effects from higher order terms in h are discussed in the Appendix B.
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Figure 4: The field profile before the collision (bottom), and the profile after the collision
(top).
of φA and the way we have arranged equation (2.5) reflects our choice to concentrate
on the the effects of the collision on φA.
9 We concentrate on evaluating h(x, t) in the
region |x| . LA/2 and t ∼ tint where tint ≡ v−1(LA + γ−1LB) marks the end of the
collision (upper dashed line in Figure 3(b)).
Let us first see why h(x, t) is expected to be small in ultrarelativistic collisions.
Before the collision begins, i.e. for t < −tint, h(x, t) = 0 is a consistent solution of
equation (2.5). Then the solution for t ∼ tint is
h(x, t) ∼
∫
dt′dx′G(x, t;x′, t′)S(x′, t′) ∼ 1
(γv)
, (2.9)
where G is a Green’s function satisfying
[−W0(x, t)]G(x, t;x′, t′) = δ(x− x′, t− t′) . (2.10)
9This focus on the stationary solitary wave is partially driven by the fact that in the special case
where the solitary waves are static in their rest frame, their perturbations can be expanded in terms
of a separable eigenmode basis.
– 9 –
To understand the above expression for h and the scaling with (γv) recall that S is
nonzero only when the solitary waves overlap, i.e. in the interaction area Aint ∝ 1/(γv)
and that the magnitude of S does not depend on γv in this interaction area. These
two properties of S yields the desired scaling of h ∼ 1/(γv). Note that in the above
discussion we have ignored the ∆Wh term because this term becomes non-zero only
after h becomes non-zero, and will hence be a higher order effect.
If we wish to go beyond this leading order description, it is convenient to expand
h as a recursive series:
h(x, t) =
∑
n=1
h(n)(x, t) . (2.11)
The h(n) can be obtained by recursively solving equation (2.5) using the the Green’s
function G defined in equation (2.10):
h(1)(x, t) =
∫
dt′dx′G(x, t;x′, t′)S(x′, t′) , (2.12)
h(n)(x, t) =
∫
dt′dx′G(x, t;x′, t′)∆W (x′, t′)h(n−1) n ≥ 2 . (2.13)
As stated earlier, S is only active in the interaction area Aint. ∆Wh will be active in a
larger (presumably infinite) area, but only contributes to the integral below t because
of the Green’s function. For t ∼ tint, this contribution comes from the dashed orange
parallelogram along with the solid black one in Fig. 3(b). This active area is similarly
suppressed, A′int ∼ Aint ∝ 1/(γv). Thus, if we only care about the value of h up to
time t ∼ tint, our recursive expansion h(n) has the following convenient scaling.
h(1)(x, t) =
∫
Aint
dt′dx′G(x, t;x′, t′)S(x′, t′) ∼ 1
(γv)
, (2.14)
h(n)(x, t) =
∫
A′int
dt′dx′G(x, t;x′, t′)∆W (x′, t′)h(n−1) ∼ 1
(γv)n
n ≥ 2 (2.15)
From the above expressions, it is easy to see that at t ∼ tint and (γv)  1: h(n) ∝
Ainth(n−1) ∼ 1/(γv)n. The long term behavior of the perturbations, h(t tint) is a bit
more subtle and is discussed in Appendix A.
In summary, from the point of view of perturbations on top of the solitary wave φA,
the “collision” is nothing but an “overlap” of the background. The overlap results in
some temporary nontrivial dynamics. When (γv) 1, the nontrivial dynamics lasts a
short time and happens in a small spatial region. Thus, it leaves a small effect when the
incoming solitary wave leaves.10 We draw that pictorially in Fig 4. In the upcoming
10This is reminiscent of the sudden collision approximation in heavy ion collisions. We thank David
Seery and Cliff Burgess for pointing this out to us. A large γ limit has also been used in gravitational
self-force calculations [42].
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sections we will calculate h for a collision between a stationary and incoming kink.
Although not evident from the notation, we will always assume that we are evaluating
the perturbation in the vicinity of the stationary solitary wave and in the time interval
t ∼ tint.
3. (1+1) Dimensional Kinks
In this section we discuss an example of solitary waves, namely isolated kinks in (1+1)
dimensional scalar field theories. We will study their collisions in Sec. 4. First, we
review general properties of individual kinks. We then show why they can be considered
localized in the sense discussed in Sec. 2, which in turn allows us to apply our general
framework to study their collision. We chose (1+1) dimensional kinks because their
properties are well understood. Moreover, unlike intrinsically time dependent solitary
waves like oscillons, stationary kinks are time independent. This allows us to decompose
linear perturbations around the kinks into a convenient eigenmode basis, which we use
in calculating and expressing the physical meaning of h(i).
To avoid possible confusion in the upcoming sections, we pause briefly to clarify our
notation. Primes ′ on a function with a single argument denote partial derivative with
respect to that argument, so f ′(u) = ∂uf where u = φ, x, t or γ(x+ vt) (for example).
We will always denote the argument when using the prime notation. When there is an
ambiguity, we will restore the partial derivatives.
3.1 Background
Consider a 1+1 dimensional, canonical scalar field theory with a periodic potential
V (φ) = V (φ+ ∆φ) (see Figure 1). The equation of motion for the scalar field is given
by
∂2t φ(x, t)− ∂2xφ(x, t) + V ′[φ(x, t)] = 0 . (3.1)
A classic (though somewhat special) example of such a scalar field theory is the Sine-
Gordon theory with V (φ) = m2(1−cosφ) and ∆φ = 2pi. Note that in (1+1) dimensions,
φ is dimensionless, and V (φ) has the dimensions of (energy)2. We assume our potential
has degenerate minima at φ = N∆φ for integer N with V (N∆φ) = 0. We also assume
that the minima are quadratic and convex, that is V ′′(N∆φ) = m2 > 0.
In scalar field theories with periodic potentials, there exist static, minimum-energy
field configurations called kinks: φK(x). In such configurations, the field values inter-
polate between neighboring minima of the potential. Taking the field values at the two
– 11 –
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Figure 5: The orange curve is the field profile of the kink for the potential given in Fig.1. We
can treat it as an object of finite size L, since away from this central region the field profile
exponentially approaches the vacuum value, 0 or ∆φ. The green curve is the normalized
spatial derivative of the profile.
minima to be 0 and ∆φ, such a kink satisfies the relations
φ′′K(x) = V
′[φK(x)] , (3.2)
lim
x→−∞
φK(x) = 0 , (3.3)
lim
x→∞
φK(x) = ∆φ . (3.4)
In general, the field profile changes significantly only in an interval of length ∼ L
around the center of the kink (see Figure 5). Thereafter, the field decays exponentially
because of the mass term V ′′(N∆φ) = m2 > 0:
φK(x) mod ∆φ ∼ e−m|x| . e−mL/2 , for |x| > L/2 . (3.5)
Such field configurations, where the field deviates from its vacuum values in a finite
region L and thereafter decays exponential is precisely the kind of objects where our
general framework of Sec. 2 is applicable. As discussed in that section, after picking
an L we will ignore the tails beyond it. Explicitly, we make the following pragmatic
assumption which significantly simplifies our analysis:
φK(x) mod ∆φ = 0 for |x| > L/2 . (3.6)
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As we are primarily interested in investigating the effects of kink-kink and kink-antikink
collisions where short-range interactions dominate, the long range interaction arising
from exponentially suppressed tails can be safely ignored. For the interested reader,
the effects arising from the exponentially suppressed tails have been studied in the
literature, notably in [43].
The total energy (sometimes colloquially called mass – not to be mistaken with the
mass V ′′(φ) term of a potential) of a stationary kink is
M =
∫ ∞
−∞
dx
(
1
2
φ′K(x)
2 + V [φK(x)]
)
=
∫ ∆φ
0
dφ
√
2V (φ) . (3.7)
We have used φ′K(x) =
√
2V [φK(x)], which can be obtained by integrating the equation
of motion φ′′K(x) = V
′[φK(x)] by parts. Ignoring the exponentially damped tails, M =∫ L/2
−L/2 dx
(
1
2
φ′K(x)
2 + V [φK(x)]
)
.
Now, let us consider a kink moving at a constant speed v from the positive to
negative direction. Since our theory is Lorentz invariant, such a moving kink is simply
given by boosting the stationary kink profile:
φ(x, t) = φK [γ(x+ vt)] , (3.8)
where γ = (1 − v2)−1/2 is the Lorentz boost factor. The total energy of this moving
kink is∫ ∞
−∞
dx
(
1
2
(∂tφK [γ(x+ vt)])
2 +
1
2
(∂xφK [γ(x+ vt)])
2 + V (φK [γ(x+ vt)])
)
= γM .
(3.9)
Hence its energy behaves like the energy of a point particle.
3.2 Perturbations around an Isolated Kink
Before moving on to collisions, we discuss linearized perturbations around isolated
kinks and decompose them into a convenient eigenmode basis. As noted before, this
eigenmode basis will simplify calculations and allow for a useful physical interpretation
of the perturbations. Consider a small perturbation on top of a single static kink,
φ(x, t) = φK(x) + h(x, t) . (3.10)
It obeys the equation of motion (at linear order in h)
∂2t h− ∂2xh+W0(x)h = 0 , (3.11)
– 13 –
where
W0(x) ≡ V ′′[φK(x)] . (3.12)
The general solution can be decomposed into discrete (localized) fi(x) and continuous
(free) fw(x) eigenmodes
h(x, t) =
∑
i
gi(t)fi(x) +
∫ ∞
wc
gw(t)fw(x)dw ,
≡
∞∑
a=0
ga(t)fa(x) . (3.13)
In the second line above, we have abbreviated the integral over the continuous modes11
and written everything as a discrete sum. As usual, both continuous and discrete
eigenmodes fa(x) are the solutions of the eigenvalue problem[−∂2x +W0(x)] fa(x) = Eafa(x) , (3.14)
and form a complete orthonormal basis labeled by “a” in equation (3.13).∫ ∞
−∞
fi(x)fj(x)dx = δij , (3.15)∫ ∞
−∞
fw1(x)fw2(x)dx = δ(w1 − w2) , (3.16)∫ ∞
−∞
fi(x)fw(x)dx = 0 . (3.17)
Plugging equation (3.13) into equation (3.11), and using the orthonormality of {fa(x)}
we have an equation of motion for ga:
g′′a(t) + Eaga(t) = 0 . (3.18)
Since W0(x) is time-independent, these eigenmodes represent “stationary” excitations
on top of a single kink akin to the stationary states of a time-independent Scho¨dinger’s
Equation. Hence it is convenient to express any small perturbation as a sum of eigen-
modes on top of the kink.
The eigenmode with the smallest eigenvalue is the zero mode with eigenvalue
E0 = 0. As we will show below, the E0 = 0 mode is associated with the boost
and translational symmetry of the original equation of motion – the action of the zero
11Note that the dimensionality of the modes fw(x) and fi(x) are different.
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mode is to shift the phase and the velocity of the kink. The normalized eigenmode that
solves equation (3.14) with E0 = 0 is given by
f0(x) =
1√
M
φ′K(x) , (3.19)
where M is the mass of the kink. This can be checked immediately using equations
(3.2) and (3.7). The time dependence of the zero mode can be obtained from equation
(3.18) as
g0(t) = A0 +B0t . (3.20)
To understand the physical meaning of A0 and B0, consider a small, spatial translation
(∆x) of the stationary kink profile:
φK [x− (∆x)] = φK(x)− φ′K(x)(∆x) +O(∆x)2 + . . . ,
≈ φK(x)−
√
Mf0(x)(∆x) . (3.21)
Similarly, a small velocity perturbation (∆v) of the stationary kink profile yields (with
γ = (1−∆v2)−1/2 ≈ 1 + (∆v)2/2 + . . .)
φK [γ(x− (∆v)t)] = φK(x)− φ′K(x)(∆v)t+O(∆v)2 + . . . ,
≈ φK(x)−
√
Mf0(x)(∆v)t . (3.22)
For comparison, consider the eigenmode expansion of the solution:
φ(x, t) = φK(x) + h(x, t) ,
= φK(x) + g0(t)f0(x) +
∑
a=1
ga(t)fa(x) + ... ,
= φK(x) + (A0 +B0t)f0(x) +
∑
a=1
ga(t)fa(x) + ... . (3.23)
Comparing equation (3.21) and (3.22) to the mode expansion above, we see that
(∆x) = − 1√
M
A0 , (3.24)
(∆v) = − 1√
M
B0 . (3.25)
As promised, the coefficients A0 and B0, which characterize the amplitude and evolution
of the zero mode (see equation (3.20)), determine the phase shift and velocity change of
the solitary wave. Arguably, the phase shift and velocity change are the most important
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physical outcomes of ultrarelativistic collisions. We will calculate their leading order
values (part of a series in (γv)−1) in the upcoming sections. The other modes with
E > 0 are related to oscillating fluctuations on top of the kink.
Note that the zero mode expresses the Lorentz symmetry of the background so-
lution. At leading order, we are free to describe a kink as a translated kink plus a
compensating zero mode. However, for the convenience of the perturbative calcula-
tion we are about to do, we will choose the initial amplitude of the zero mode to be
zero. The zero mode introduces further subtleties at higher order (for us third order
in 1/(γv)), which can possibly be addressed by using collective co-ordinates [24].12 We
leave this for future work.
4. Perturbation Theory for Kink Collisions in 1 + 1 Dimensions
Consider a stationary kink φK(x) centered around x = 0, and incoming kink φK [γ(x+
vt)] approaching the stationary kink from the positive x direction with a speed v (see
the top panel in Fig. 8). The kinks collide around t = 0. The space-time area occupied
by these kinks in the rest frame of the stationary kink as well as their interaction area is
shown in Fig. 7(a). The orange strip represents the fast moving solitary wave, whereas
the green strip represents the stationary one. The interaction areaAint is denoted by the
black parallelogram. Due to Lorentz contraction, the spatial width of the orange strip
scales as γ−1. The collision takes place during a time interval |t| = tint = (L/v)(1+γ−1)
and the space time interaction area Aint ≈ L2/(γv).
Now let us write down the full solution, before, during and after the collision as
follows:13
φ(x, t) = φK(x) + φK [γ(x+ vt)] + h(x, t) . (4.2)
Using the equation of motion (3.1) and (3.2), the linearized equation of motion for the
perturbation h(x, t) is
∂2t h− ∂2xh+W0(x)h = −∆W (x, t)h− S(x, t) . (4.3)
where
W0(x) ≡ V ′′[φK(x)] , (4.4)
12We thank Erick Weinberg for alerting us to this possibility.
13If the potential is not periodic, we have to subtract a “reference” ∆φ, i.e.
φ(x, t) = φK(x) + φK [γ(x+ vt)]−∆φ+ h(x, t). (4.1)
For more information on this requirement, see [33].
– 16 –
∆W (x, t) ≡ V ′′(φK(x) + φK [γ(x+ vt)])−W0(x) , (4.5)
S(x, t) ≡ V ′(φK(x) + φK [γ(x+ vt)])− V ′[φK(x)]− V ′[φK [γ(x+ vt)] . (4.6)
W0(x) is the mass term for the single, stationary kink. ∆W is the change in mass due to
the fast moving kink and is non-zero only when evaluated on the moving kink, wheres
S is the source which is non-zero only when the two kinks overlap. Typical functional
forms of these three quantities are shown in Fig. 6. Notice the Lorentz contraction of
the spatial extent of S and ∆W .
Now, if we were to only consider perturbations about an isolated kink and ignored
the second kink, the right hand side of equation (4.3) would be zero. However for
the case under consideration, the right hand side of equation (4.3) gets two additional
terms because of the second kink: an h dependent term with coupling ∆W (x, t) and
a h independent external source term S(x, t). Both S and ∆Wh only become active
once the collision begins. While ∆W 6= 0 before the collision, recall that a linear sum
of two kinks is a solution before the collision and hence h = 0 then. In this sense we
can think of the incoming kink, via its interaction with the stationary one, as sourcing
perturbations of the stationary kink.
We now want to see how the collision excites eigenmodes of the single kink {fa(x)}
defined in equation (3.14). First we write the general solution to equation (4.3) in
terms of these {fa(x)}:
h(x, t) =
∞∑
a=0
Ga(t)fa(x) . (4.7)
We have used Ga(t) instead of the free field ga(t) introduced in equation (3.18) (Sec.
3) as the excitations are now sourced by the interaction terms S and ∆W . Plugging
equation (4.7) into equation (4.3) and using the orthonormality of fa(x), we get
G′′a(t) + EaGa(t) = −
∑
b
Mab(t)Gb(t)− Sa(t) , (4.8)
where we have defined the transition matrix Mab(t) and the projected source Sa(t) as:
Mab(t) ≡
∫
dx fa(x)∆W (x, t)fb(x) , (4.9)
Sa(t) ≡
∫
dx fa(x)S(x, t) . (4.10)
Recall that in the previous section, equation (3.18) characterized the evolution of eigen-
modes around an isolated kink. There was neither mixing of modes nor external sources.
In equation (4.8) above, we see that a Ga is sourced by Sa, and its evolution is a-priori
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t =  1
t =  8
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S(x, t) W (x, t) =W0(x) + W (x, t)
L
L
 
L
 
W0  W
Figure 6: In (a) we show snapshots of the source function S(x, t) before, during and after the
collision. S(x, t) is non zero only during the collision and it’s spatial extent at a fixed time is
L/γ. In (b) we show W (x, t) = W0(x)+∆W (x, t). ∆W remains non-zero around the incoming
kink and its spatial extent is also L/γ. We used the periodic V (φ) = (1− cosφ)(1−α sin2 φ)
with α = 0.7 for these plots.
coupled with all Gb via Mab.
14 However, a closer inspection of Sa and Mab allows us to
decouple the evolution of Ga at leading order in (γv)
−1.
To see this, recall that S(x, t) and ∆W (x, t) at any given time have a spatial extent
which scales as γ−1 because of Lorentz contraction (see Fig. 7(a) and Fig. 6). Hence
Sa(t) ∼Mab(t) ∼ 1/γ. (4.11)
With these considerations in mind let us now expand Ga as
Ga(t) =
∑
n
G(n)a (t) . (4.12)
with the ansatz that G
(n)
a ∼ 1/(γv)−n for t ∼ tint. We will see that this ansatz is
indeed confirmed at the end of the calculation. Using this expansion in equation (4.8),
assuming that Sa ∼ Mab ∼ 1/(γv), and collecting terms order by order in 1/(γv) we
get
G(1)a
′′
(t) + EaG
(1)
a (t) = −Sa(t) , (4.13)
G(n)a
′′
(t) + EaG
(n)
a (t) = −
∑
b
Mab(t)G
(n−1)
b (t) n ≥ 2. (4.14)
14Even though the equation of motion for h is linear, the decomposition of h based on the eigenmodes
of the stationary kink does not lead to a decoupled mode-by-mode evolution.
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For v → 1, γv → γ. Hence we have taken O[γ−1] = O[(γv)−1]. As promised, G(1)a (t)
is sourced by the projected source term Sa only; mixing via the transition matrix Mab
only occurs at the next order and beyond.
The solution to the above equation (4.13) and equation (4.14) is given by
G(1)a (t) = −
∫ t
−tint
dτ
sin[
√
Ea(t− τ)]√
Ea
Sa(τ) , (4.15)
G(n)a (t) = −
∑
b
∫ t
−tint
dτ
sin[
√
Ea(t− τ)]√
Ea
Mab(τ)G
(n−1)
b (τ) n ≥ 2, (4.16)
where sin[
√
Ea(t − τ)]/
√
Ea is the Green’s function for the operator ∂
2
t + Ea. For the
zero mode with a = 0 and E0 = 0, the above solutions take the form
G
(1)
0 (t) = −
∫ t
−tint
dτ(t− τ)S0(τ) , (4.17)
G
(n)
0 (t) = −
∑
b
∫ t
−tint
dτ(t− τ)M0b(τ)G(n−1)b (τ) , n ≥ 2. (4.18)
Based on our assumptions, the superposition of the two solitary waves is an exact
solution for t < −tint. Hence, in writing down the above solutions we have assumed
G
(n)
a (t < −tint) = 0.
Let us now concentrate on the solution for G
(1)
a (t) for t > tint:
G(1)a (t > tint) = A
(1)
a cos
√
Eat+B
(1)
a sin
√
Eat , (4.19)
while the zero mode (E0 = 0) satisfies
G
(1)
0 (t > tint) = A
(1)
0 +B
(1)
0 t . (4.20)
For t > tint, the collision is by definition over and Sa(t > tint) = 0. G
(1)
a (t > tint) satisfy
the “free field” equation (3.18). The non-zero coefficients A
(1)
a and B
(1)
a (including
A
(1)
0 and B
(1)
0 ) are generated by the collision through Sa(|t| < tint) 6= 0. While the
linear t dependence might seem peculiar, it simply reflects the fact that the previously
stationary solitary wave can be set into motion by the collision. Furthermore, we will
show below that this velocity change is zero at leading order (i.e. B
(1)
0 = 0).
Also note that for calculating G
(n>1)
a (t), we require knowledge of the orthonormal
basis {fa(x)} – an endeavour which we will postpone to a later publication. In the next
subsection, we will focus on the zero-mode and the explicit evaluation of A
(1)
0 and B
(1)
0 .
These coefficients are related to the phase shift and velocity change of the stationary
solitary wave at leading order in (γv)−1 (see equation (3.24) and equation (3.25)).
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Figure 7: The two strips represent the two colliding objects. The source function is only
nonzero in the spacetime region Aint where the strips overlap with each other. Figure (a) is
in the rest frame of one kink and it shows that the area is suppressed by γ−1. Figure (b) is
in a convenient coordinate system we use to integrate over the effect of the source term.
4.1 Phase Shift and Velocity Change Calculation
Recall that
G
(1)
0 (t) = −
∫ t
−tint
dτ(t− τ)S0(τ) ,
= A
(1)
0 +B
(1)
0 t for t > tint . (4.21)
where A
(1)
0 and B
(1)
0 are given by
A
(1)
0 =
∫ tint
−tint
dτ τS0(τ) , (4.22)
B
(1)
0 = −
∫ tint
−tint
dτ S0(τ) . (4.23)
where we have used S0(|t| > tint) = 0 for setting the limits of integration. The detailed
calculation of A
(1)
0 and B
(1)
0 is a bit involved, however the results are exceptionally
simple. At the end of the calculation, we will find
A
(1)
0 =
M−1/2
2(γv)
∫ ∆φ
0
∫ ∆φ
0
dφ1dφ2
[
V (φ1 + φ2)− V (φ1)− V (φ2)√
V (φ1)V (φ2)
]
+O[(γv)−2] ,(4.24)
B
(1)
0 = 0 . (4.25)
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Figure 8: The orange curves are the numerical field profiles before, during, and after collision.
The black curve is the superposition solution which ignores all interactions. We can see a
clear phase shift after the collision.
4.1.1 Velocity Change
Let us calculate B
(1)
0 as follows:
B
(1)
0 = −
∫ tint
−tint
dτ S0(τ) ,
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= −
∫
Aint
dτdχ f0(χ)S(χ, τ) ,
= M−1/2
∫
Aint
dτdχφ′K(χ) {V ′[φK(χ)] + V ′[φK [γ(χ+ vτ)]
− V ′[φK(χ) + φK [γ(χ+ vτ)]]} . (4.26)
In the second line we used the the definition of the projected source S0(t) =
∫
f0(x)S(x, t)
and fact that S(x, t) = 0 unless we are within the interaction area Aint shown in Fig.
7(a). In the third line we used the definition of S(x, t) and f0(x) in equations (4.6)
and (3.19). The integrations simplify considerably if we make the following co-ordinate
transformation (see Fig. 7(a) and (b))
(χ, τ) =
(
q,
p
γv
− q
v
)
. (4.27)
Under this transformation, the area element and integration region transform as
dχdτ = (γv)−1dpdq , (4.28)
Aint = Apqint . (4.29)
Putting everything together in the expression for B
(1)
0 we get
B
(1)
0 =
M−1/2
(γv)
∫
Apqint
dpdq φ′K(q) {V ′[φK(q)] + V ′[φK(p)]− V ′[φK(q) + φK(p)]} .
(4.30)
Let us calculate each of these three terms separately. Each will be zero. The key step
in the manipulations is the following. Based on our localization assumption stated in
equation (3.6), we assume that φ = 0 for x ≤ −L/2 and φ = ∆φ for x ≥ L/2. With
that in mind let us look at the first term in equation (4.30)∫
Apqint
dpdq φ′K(q)V
′[φK(q)] =
∫ L/2
−L/2
dp
∫ ∆φ
0
dφV ′(φ) ,
=
∫ L/2
−L/2
dp [V (0)− V (∆φ)] = 0 , (4.31)
since V (0) = V (∆φ) = 0. For the second term in equation (4.30), we have∫
Apqint
dpdq φ′K(q)V
′[φK(p)] =
∫
Apqint
dpdq φ′K(q)φ
′′
K(p) ,
=
∫ L/2
−L/2
dqφ′K(q) [φ
′
K(L/2)− φ′K(−L/2)] ,
= 0 . (4.32)
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Above, we used φ′′K(p) = V
′[φK(p)] and φ′K(L/2) = φ
′
K(−L/2) = 0. Finally, for the
third term in equation (4.30) we have∫
Apqint
dpdq φ′K(q)V
′[φK(q) + φK(p)] =
∫ L/2
−L/2
dp
∫ ∆φ
0
dφV ′[φ+ φK(p)] ,
=
∫ L/2
−L/2
dp (V [∆φ+ φK(p)]− V [φK(p)]) ,
= 0. (4.33)
where we used V (φ+ ∆φ) = V (φ).
In summary, we have just shown that
B
(1)
0 = 0 , (4.34)
∆v = − 1√
M
B
(1)
0 +O[(γv)−2] ,
= 0 +O[(γv)−2] . (4.35)
4.1.2 Phase Shift
Let us now turn our attention to A
(1)
0 :
A
(1)
0 =
∫ tint
−tint
dτ τS0(τ) ,
= − M−1/2
∫
Aint
dτdχ τφ′K(χ) {V ′[φK(χ)] + V ′[φK [γ(χ+ vτ)]
− V ′[φK(χ) + φK [γ(χ+ vτ)]]} ,
= −M
−1/2
(γv)
∫
Apqint
dpdq
(
p
γv
− q
v
)
φ′K(q) {V ′[φK(q)] + V ′[φK(p)]
− V ′[φK(q) + φK(p)]} ,
=
M−1/2
(γv)
1
v
∫
Apqint
dpdq qφ′K(q) {V ′[φK(q)] + V ′[φK(p)]− V ′[φK(q) + φK(p)]}
−M
−1/2
(γv)2
∫
Apqint
dpdq pφ′K(q) {V ′[φK(q)] + V ′[φK(p)]− V ′[φK(q) + φK(p)]} .
(4.36)
Notice the extra τ factor in the integrand of A
(1)
0 becomes τ = p/(γv)− q/v. As in the
case of B
(1)
0 , we will integrate each of the above terms separately.
For the first term in equation (4.36), the integral is∫
Apqint
dpdq qφ′K(q)V
′[φK(q)] =
∫ L/2
−L/2
dp
∫ ∆φ
0
dφ1q(φ1)V
′(φ1) ,
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= −
∫ L/2
−L/2
dp
∫ ∆φ
0
dφ1q
′(φ1)V (φ1) ,
= −
∫ ∆φ
0
dφ2p
′(φ2)
∫ ∆φ
0
dφ1q
′(φ1)V (φ1) ,
= − 1
2
∫ ∆φ
0
∫ ∆φ
0
dφ1dφ2√
V (φ1)V (φ2)
V (φ1) . (4.37)
In the second line we integrated by parts with boundary terms giving no contribution.
The third and fourth line converts the co-ordinate space variables to the field space
variables. In the fifth line we used φ′K(x) =
√
2V (φK(x)) which can be obtained by
integrating the equation of motion, φ′′K(x) = V
′[φK(x)] by parts. Note that p(φ) and
q(φ) are invertible in the range of interest.
The second term in equation (4.36) can be converted to a boundary term of the p
co-ordinate and evaluates to zero.∫
Apqint
dpdq qφ′K(q)V
′[φK(p)] =
∫
Apqint
dpdqq φ′K(q)φ
′′
K(p) ,
=
∫ L/2
−L/2
dqqφ′K(q) [φ
′
K(L/2)− φ′K(−L/2)] ,
= 0. (4.38)
For the third term in equation (4.36) we have∫
Apqint
dpdq qφ′K(q)V
′[φK(q) + φK(p)]
=
∫ ∆φ
0
dφ2√
2V (φ2)
∫ ∆φ
0
dφ1q(φ1)V
′[φ1 + φ2] , (4.39)
=
∫ ∆φ
0
dφ2√
2V (φ2)
[
q(φ1)V (φ1 + φ2)
∣∣∣∣∆φ
0
−
∫ ∆φ
0
dφ1q
′(φ1)V (φ1 + φ2)
]
,
=
∫ ∆φ
0
dφ2√
2V (φ2)
[∫ ∆φ
0
dφ1√
2V (φ1)
V (φ2)−
∫ ∆φ
0
dφ1√
2V (φ1)
V (φ1 + φ2)
]
,
=
1
2
∫ ∆φ
0
∫ ∆φ
0
dφ2dφ2√
V (φ1)V (φ2)
[V (φ2)− V (φ1 + φ2)] . (4.40)
In line three above, we used
q(φ1)V (φ1 + φ2)
∣∣∣∣φ1=∆φ
φ1=0
= q(∆φ)V (∆φ+ φ2)− q(0)V (0 + φ2) ,
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= [q(∆φ)− q(0)]V (φ2) ,
=
∫ ∆φ
0
dφ1√
2V (φ1)
V (φ2) . (4.41)
With similar manipulations, one can show that the fourth, and sixth term of equation
(4.36) are zero whereas the fifth evaluates to −M−1/2∆φ2/(γv)2. Combining all of these
results, we can finally write down a closed form expression for A
(1)
0 in equation (4.36):
A
(1)
0 =
M−1/2
2(γv)
{
1
v
∫ ∆φ
0
∫ ∆φ
0
dφ1dφ2
[
V (φ1 + φ2)− V (φ1)− V (φ2)√
V (φ1)V (φ2)
]
− 2
(γv)
∆φ2
}
,
=
M−1/2
2(γv)
∫ ∆φ
0
∫ ∆φ
0
dφ1dφ2
[
V (φ1 + φ2)− V (φ1)− V (φ2)√
V (φ1)V (φ2)
]
+O[(γv)−2] . (4.42)
where in the last line we have kept the leading order term in (γv)−1. With this A(1)0 ,
the phase shift is
∆x = −A
(1)
0√
M
+O[(γv)−2] , (4.43)
=
1
2(γv)M
∫ ∆φ
0
∫ ∆φ
0
dφ1dφ2
[
V (φ1) + V (φ2)− V (φ1 + φ2)√
V (φ1)V (φ2)
]
+O[(γv)−2] .
Note that in the second line above, O[(γv)−2] contains higher order corrections to A(1)0
calculated in this subsection, as well as corrections from n > 1 terms in equation (4.18).
Being able to write the kink-kink interaction as a simple integral of V in field space
is a very powerful tool. For example, since the field profile of an antikink is given by
φK(−x), it is straightforward to verify that equation (4.43) also gives the phase shift
between a pair of kink-antikink. We can hence conclude that the leading order result of
a kink-kink collision and a kink-antikink collision are identical. The sign of the phase
shift depends on the details of the potential. As we will show in the next section, it
is possible to get positive and negative phase shifts corresponding to an attractive and
repulsive interaction respectively.
In the next section we check our results for the phase shift and velocity change
for a number of examples. For the Sine-Gordon case, these quantities are compared to
the exact results. For other cases, we compare our answers to those obtained by full
numerical integrations of the equations of motion. We will find that our order by order
results agree exceptionally well with both exact results (when available) and numerical
simulations of collisions.
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5. Examples
5.1 Sine-Gordon
Consider the normalized Sine-Gordon potential,
V (φ) = 1− cosφ . (5.1)
Let us calculate the leading order phase shift in this model based on our result (4.43).
For the Sine-Gordon case, the kink solution is given by φK(x) = 4 tan
−1[ex]. From
equation (3.7), we get M = 8 and using (4.43), the phase shift is
∆x =
2
(γv)
+O[(γv)−2] . (5.2)
In the Sine-Gordon case, the two kink solution can be obtained analytically, based on
which one can calculate the phase shift exactly [2, 3, 19].
∆x = ln
(
γ + 1
γ − 1
)
=
2
(γv)
+O[(γv)−3] . (5.3)
Thus, the phase shift calculated based on equation (4.43) at leading order agrees exactly
with the phase shift (again at leading order) based on the exact Sine-Gordon kink-kink
(or kink-antikink or antikink-antikink) solution. Also note that for the Sine-Gordon
case, the exact solution shows that there is no velocity change due to the collision. This
is again consistent with our leading order result ∆v = 0 +O[(γv)−2]. 15
5.2 Away from Sine-Gordon
We now consider models for which analytic solutions are not known. For concreteness
we consider models of the form
V (φ) = (1− cosφ)(1− α sin2 φ) , (5.4)
where −1 < α < 1. Note that these potentials are periodic with a period ∆φ = 2pi.
Importantly, these models are not necessarily small deformations of the Sine-Gordon
case (α = 0).
We numerically simulate the collision of two kinks in this model. Initially, one
of the kinks is stationary and another is moving towards the stationary one from the
positive to negative direction. The stationary kink profile is obtained numerically by a
15In [21, 22] small deformation from the Sine-Gordon case were studied, and they reach the same
conclusion that ∆v ∼ (γv)−2.
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relaxation technique16. A Lorentz transformation of the stationary kink profile is then
used to obtain the profile of the incoming kink. We take a superposition of the two
profiles to obtain initial conditions for the collision. The initial conditions used are
shown in Figure 8(top). The equation of motion for the field is evolved using a 4th
order Runge Kutta method (with rigid boundary conditions).
After the collision, we calculate the phase and velocity shift of the stationary soli-
tary wave from the numerically evolved φ(x, t) as follows. First, for tint < t . 10tint we
carry out the following projection:
I(t) =
∫ L
−L
dxf0(x) [φ(x, t)− φK(x)− φK(γ(x+ vt)] , (5.5)
=
∫ L
−L
dxf0(x) [φ(x, t)− φK(x)− 2pi] . (5.6)
Note the 2pi arises from the asymptotic value of the second kink after it has moved
away from the stationary kink. We then fit this numerically calculated I(t) to a line
A˜0 + B˜0t, and determine the coefficients A˜0 and B˜0. These coefficients are directly
related to the phase and velocity shift of the stationary kink. To understand why we
fit I(t) to a straight line, and why these numerically calculated coefficients provide a
measure of the phase and velocity shift, let us express I(t) in terms of our eigenmodes
fa(x) and their coefficients Ga(t). For t > tint:
I(t) =
∫ L
−L
dxf0(x)h(x, t) ,
=
∫ L
−L
dxf0(x)
∑
a
Ga(t)fa(x) ,
= G0(t) ,
= G
(1)
0 (t) +
∑
n>1
G
(n)
0 (t) ,
= A
(1)
0 +B
(1)
0 t+
∑
n>1
G
(n)
0 (t) . (5.7)
where in the the second line we expanded h(x, t) in terms of eigenmodes, in the third
line we used the orthonormality of fa(x)
17, in the fourth line we expanded G0(t) as
a series and in the fifth line we explicitly write down the leading order term in the
16We introduce an additional friction term in the equations of motion and allow the solution to relax
to a time independent solution. This time independent solution is the stationary kink profile we want.
17Note that for orthonormality we need L → ∞, however in practice the localization of f0(x) to
∼ L allows us to cut off the integral at a finite L.
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Figure 9: In (a), we plot the numerically calculated phase shift undergone by a stationary
kink colliding with an incoming kink as a function of (γv). For this plot, the scalar field
potential V (φ) = (1− cosφ)(1− 0.5 sin2 φ). The orange curve is the theoretical prediction at
leading order in 1/(γv) and the black dots are the simulation results. They are in a excellent
agreement. In (b), we multiply the phase shift by (γv) to show how the numerical and analytic
calculations approach each other as (γv) increases.
form of its eigenmode (3.20). As we have shown earlier, G
(n)
0 (t ∼ tint) ∼ 1/(γv)−n
with (γv)  1. Hence, when we fit the numerically calculated I(t) to a straight line
A˜0 + B˜0t, we are estimating the coefficients A
(1)
0 and B
(1)
0 . Once these co-efficients have
been estimated numerically, it is easy to find the phase shift and the velocity change
of the stationary kink via equations (3.24) and (3.25).
We carried out a large number of high resolution simulations of the collisions,
varying both the velocity of the incoming kink v and parameter α in the potential
(5.4). Using the projection I(t) discussed above, we calculated the phase shift and the
velocity change of the stationary kink as a function (γv) and α. We summarize our
results below.
Fig. 9 shows the comparison of the phase shift calculated based on equation (4.43)
and that from the numerical simulations. For this figure, we used α = 0.5 and varied the
speed v of the incoming kink. Note that the (γv) dependence is wonderfully captured
by our leading order result, even when (γv) ≈ 3. As expected, the difference between
the numerically calculated phase shift and the one based on equation (4.43) diminishes
as (γv) increases.
Next we check the α dependence of the phase shift at a fixed γv = 100. As seen
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Figure 10: The phase shift (multiplied by (γv)) undergone by a stationary kink colliding
with an incoming kink as a function of the α parameter in the potential V (φ) = (1−cosφ)(1−
α sin2 φ). For this plot (γv) = 100. The orange curve (and orange dots) is the theoretical
prediction at leading order in (γv)−1 and the black dots are the simulation results. The
agreement between the two is excellent.
in Fig. 10, the phase shift calculated from the numerical simulations matches well
with the leading order result. The reason we fixed (γv) = 100 is interesting in its own
right. When computing I(t) numerically, we found that when α was not too close to
1, the deviation of I(t) from a straight line fit (used to determine the phase shift) was
oscillatory and quite small, scaling with inverse powers of (γv). However, for the same
(γv), when α → 1, the deviations from a straight line fit were quite large. We found
that for α > 0.9, one has to go to sufficiently high (γv) to see a good match between
the analytically and numerically calculated phase shifts. It is also worth noting that
this is the region where the interaction starts becoming repulsive (∆x changes sign).
Thus, the (γv) at which our leading order results provide a good approximation can
vary with model parameters. In the future, we will explore the relationship between
this rate of convergence and the functional form of the potential.
Finally, while we do not show the result here, we also checked that the velocity
shift ∆v = 0 +O[(γv)−2].
In summary, the calculated phase and velocity shift based on our (γv)−1 expan-
sion are in excellent agreement with the results from numerical simulations of ultra
relativistic kinks.
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6. Discussion
In this paper, we established a general framework to calculate the outcome of ultra-
relativistic collisions between solitary waves in relativistic scalar field theories. We
showed that the colliding solitary waves pass through each other, and the perturbations
to this free passage behavior are small due to the suppression of the space-time area of
interaction Aint ∝ 1/(γv) where the two solitary waves overlap. We present an order
by order prescription to calculate the full result of the collision.
We considered collisions of localized, quasi-stable, scalar-field solitary waves in pe-
riodic potentials or potentials with a single minimum. In our set-up, an ultra relativistic
solitary wave (γv  1) collides with a stationary solitary wave. We showed that for
linearized perturbations, the stationary solitary wave’s perturbations can be organized
as a power series in 1/(γv). For small amplitude perturbations, the corrections from
nonlinear effects can also be expressed as a power series, as shown in Appendix B.
In such cases, there exists a (γv) high enough that the full result is under analytical
control, and well approximated by the leading order effects.
We applied our formalism to a specific example: (1 + 1) dimensional kinks with
periodic potentials. We calculated two leading order effects with important physical
meanings: phase shift and velocity change. We showed that the leading order results
can be expressed in closed forms in terms of the potential. In other words we can know
the leading order result before they collide—making analytical predictions which can
be checked with experiments (simulations).
We showed that the leading order phase shift for ultrarelativistic collisions is inde-
pendent of whether the collision is between kinks or between a kink and an antikink.
Although there is no direct contradiction, we note that the long-range interaction be-
tween kinks is repulsive, whereas between a kink and antikink is attractive [43]. We
were also able to construct examples with a zero or a negative phase shift at leading
order.
Collisions of solitary waves have been investigated analytically before in a very
special and limited subset—integrable (e.g Sine-Gordon) or approximately integrable
cases. Our results agree with these cases. More importantly, we showed that for a
potential that was arbitrarily far from being integrable, our prediction still agreed
extremely well with numerical simulations.
In summary, understanding soliton interactions has been an active area of research
for more than 50 years. Many interesting physical phenomena involve solitons such as
fluxons in Josephson junctions [20], non-linear optical solitons [11], reheating after infla-
tion [15] and domain wall collisions in cosmology [32]. Apart from numerical techniques,
there are two standard approaches. One is to model them as being perturbatively close
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to the integrable Sine-Gordon system. Another approach is to carry out a dynamical
systems analysis of the collective-coordinates ordinary differential equations [44–46].
Here, we demonstrated a novel third method – a kinematics based scattering theory at
relativistic velocities. Our method works well for collisions at ultrarelativistic velocities,
which is exactly when numerical techniques become inefficient. For these collisions, we
do not rely on a small deformation from Sine-Gordon, thus our analytical framework
is applicable to a wider range of phenomena.
Future Directions
• Testing the framework with examples:
Perhaps the most natural next step is to test our framework with different exam-
ples. Collisions of oscillons, Q-balls and bubbles in 1 + 1 and higher dimensions
can be simulated and compared with the 1/(γv) behavior (of the leading order
effects) predicted by our framework. It would be also be interesting to see if colli-
sions of localized objects composed of multiple fields still respect our framework.
• The localization condition:
We have focused our attention on solitary waves with exponentially suppressed
tails. That is clearly sufficient but not necessary. In particular, the earliest
observation of free passage occurs in strings (vortices) [29]. For them the tails are
not only power-law, but also lead to infinite integrated energy. However it still
has a clean relativistic collision and it might be described by a method similar
to our framework. It will be interesting to figure out the most general class of
objects that their relativistic collisions allow full analytical descriptions.
• Non-Lorentz invariant theories:
We have focused our attention on Lorentz invariant scalar field theories. How-
ever, certain classic systems such shallow water waves described by the KdV
equation [47] are not Lorentz invariant. Nevertheless, they contain two solitary
wave solutions where the phase shift does decrease with velocity in a manner
reminiscent of our results in this paper. It would be interesting to see whether
such systems can still be described within our framework.
• Higher order effects:
We provided the recursive equation to calculate higher order effects in the lin-
earized theory. It is already tedious to do a calculation beyond the leading order
with them. Going beyond the linearized equations makes it even more so. Al-
though still doable, the required computation resources may exceed a direct simu-
lation. However, in this paper we na¨ıvely wrote down all terms without consider-
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ing symmetries which could have simplified our analysis. This is akin to drawing
all Feynman diagrams without recognizing that some (maybe the majority) of
them can cancel with others. To investigate such cancellations, in Appendix C
we wrote down energy conservation equations order by order. These equations
play the role of the optical theorem in perturbation theory. In Appendix C we
show that these equations are already quite powerful at leading order. They al-
low us to conclude that the velocity change is zero at leading order, without any
detailed calculations. It is possible that similar techniques can be used to simplify
the expressions for higher order effects.
• An inverse search for integrable systems:
One property of integrable systems is the lack of velocity change after collisions (to
all orders). Since we have an analytical expression for the velocity change, setting
it to zero order by order in principle provides the set of analytical conditions for
integrable systems.18 This of course relies on the previous point that the full
recursive series needs to be simplified to make the condition useful.
• Gravitational Effects:
We have completely ignored gravity in our framework. In [48], the authors ex-
plore the gravitational effects in bubble collisions (in the context of classical tran-
sitions). Gravity can have dramatic effects in certain ultrarelativistic collisions.
It has been shown by [49] that one can form black-holes by colliding ultrarela-
tivistic solitary waves, which of course cannot be seen in our framework. It would
be interesting to see whether one can appropriately incorporate gravity into our
framework.
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A. Post-collision evolution
In the main body of the text we were able to show that soon after the collision t ∼ tint,
the perturbations of a stationary soliton generated by the collision can be organized as
a convergent series with the ratio of consecutive terms scaling as (γv)−1. However, we
alluded to the fact that this scaling might be broken when evaluating the perturbations
long after the collision. In this appendix we discuss this issue in detail and provide a
prescription to calculate the perturbation for all time.
To obtain the result of solitary wave collisions valid for all time, we need to carry out
two parallel calculations, one in the rest frame of each solitary wave. The full result of
the collision is then an appropriate combination from the two parallel calculations. As
we will see, the perturbations induced by the collision are small. Hence this combination
is no more than a linear superposition of the the perturbations from both calculations
(in most, though not all of the space-time regions of interest).
We suggest that the reader refer to Sec. 2 for definitions and some background for
what is discussed below. We begin by writing the solution to the linearized equation
of motion equation (2.2)as a series h(x, t) =
∑
n h
(n)(x, t). Each term is then formally
given by:
h(1)(x, t) =
∫
dt′dx′G(x, t;x′, t′)S(x′, t′) , (A.1)
h(n>1)(x, t) =
∫
dt′dxG(x, t;x′, t′)∆W (x′, t′)h(n−1) . (A.2)
where G = ( −W0)−1. If evaluated at t ∼ tint and |x| < LA/2, we argued in Sec. 2
that h(n) ∝ Ainth(n−1) where the overlap area Aint ∝ 1/(γv). However, for t tint this
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need not be the case. This is primarily because ∆W (x, t  tint) 6= 0. While S(x, t)
effectively shuts off for t > tint, the ∆W (x, t) term does not. Physically, at late times,
the integral over ∆Wh(n−1) is related to how perturbations from the outgoing kink
influence perturbations on the stationary one.
Instead of the general hierarchy in equation (A.2), a better approach is to first split
the perturbation h into two parts
h(x, t) ≈ hA(x, t) + hB(x, t) , (A.3)
where
1. hA(x, t) = perturbations on φA generated by the collision. hA includes all effects
generated from the interaction area Aint, including localized perturbations as well
as outgoing radiation on and from φA.
2. hB(x, t) = incoming radiation generated (or reflected) from φB. More precisely,
hB includes possible contributions to h at the point (x, t) from the dashed orange
box in Fig. 3(b). Note that the dashed orange box represents the relevant space-
time occupied by φB beyond Aint.
The calculation of hA is surprisingly simple. It is just the calculation of h in Sec.
2, restricting the integration range to Aint, but allowing it to be generally valid even
for t > tint.
hA(x, t) =
∑
n=1
h
(n)
A (x, t) , (A.4)
where
h
(1)
A (x, t) =
∫
Aint
dt′dx′G(x, t;x′, t′)S(x′, t′) ∼ 1
(γv)
, (A.5)
h
(n)
A (x, t) =
∫
Aint
dt′dx′G(x, t;x′, t′)∆W (x′, t′)h(n−1)A ∼
1
(γv)n
n ≥ 2 . (A.6)
This is because the limit of integration ignores the dashed orange box in Fig. 3(b),
which will be given by hB. The convenient way to describe hB is in the rest frame of
the leaving solitary wave φB. The calculation for that is identical to the above, just
switching the role of the two solitary waves. That is what we meant by our earlier
statement that the full result of the collision is to be described by the combination of
two such calculations, one in the rest frame of each solitary wave.
Let us be a bit more precise about the technical combination of hA and hB using
the idea of initial data. We begin by taking the time slice at
t = tint = v
−1(LA + γ−1LB) , (A.7)
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and considering everything to the right hand side of the solitary wave φA including
itself,
x > −LA/2 . (A.8)
The initial data on this semi-infinite slice is conveniently given by hA(x, tint). The
remaining half is supplemented by similar initial conditions in the rest frame of φB.
If we can correctly calculate both, then combining the two provides sufficient initial
data to determine the results in the future. The future evolution happens in the
background where the two solitary waves are far apart. Hence we can extend the
validity of equations (2.14) and (2.15) to t > tint for h = hA and h = hB separately.
Let us once again emphasize the physical meanings of hA and hB. hA does not
represent the all-time result in the half spacetime region φA belongs to. It describes
the perturbations originated from the half spacetime region at the time of collision. At
later times, some of these perturbations will propagate outside this region, and this
half also receives perturbations propagating from the other half where φB is.
The perturbations localized on separate solitary waves of course can be added
linearly, since they never actually overlap. The region between two solitary waves
is in empty space, and the propagating waves from both solitary waves are of small
amplitudes. So they also add up linearly. The only exception is when a propagating
wave from one solitary wave catches up with the other. That is of little concern to
us, since the interaction between a small amplitude incoming wave and a solitary wave
is part of the linearized dynamics of one solitary wave—it is not part of the collision
dynamics that we want to deal with here. 19
B. Nonlinear evolution of Perturbations
In the main text, we only dealt with linearized equations of motion for the perturba-
tions. Here we include a discussion that does not assume linearized perturbations. For
simplicity, we will limit ourselves to evaluating the perturbations at t ∼ tint. We will
find that when we drop the linearization assumption, we have to correct the expressions
for h(n≥3) provided in equation (2.15). We recommend that the reader refer to Sec. 2
for definitions and background on what is discussed below.
For a solution of the form
φ(x, t) = φA(x, t) + φB(x, t) + h(x, t) , (B.1)
19One can even further consider the reflection of a mode with high enough momentum such that it
comes back and catches up with the original solitary wave it was emitted from. That again can be
treated by the intrinsic dynamics of one solitary wave and is separate from the short term effects of
the collision.
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the full, nonlinear equation of motion for h is
h = V ′(φA + φB + h)− V ′(φA)− V ′(φB) ,
= W0h+ S(x, t) + ∆W (x, t)h+
∑
n=2
1
n!
(
dn+1V |φA+φB
dφn+1
)
hn . (B.2)
Expanding the perturbations h as a series
h(x, t) =
∞∑
n=1
h(n)(x, t) , (B.3)
the order by order solutions can be written as
h(1)(x, t) =
∫
Aint
dt′dx′G(x, t;x′, t′)S(x′, t′) , (B.4)
h(2)(x, t) =
∫
A′int
dt′dx′G(x, t;x′, t′)V ′′(φA + φB)h(1) ,
h(3)(x, t) =
∫
A′int
dt′dx′G(x, t;x′, t′)
[
V ′′(φA + φB)h(2) +
1
2
V ′′′(φA + φB)
(
h(1)
)2]
,
...
where G = ( − W0)−1 and Aint ∼ A′int (see discussion in Sec. 2). For n ≤ 2, the
expressions for h(n) above agree with those in equation (2.15). However, for n ≥ 3,
additional terms appear in the nonlinear case compared to the linearized one. For
example, note that the term
(
h(1)
)2
in the expression of h(3) above, is absent in the
corresponding expression for h(3) in equation (2.15). Similar terms appear at higher
orders as well. Note that these extra terms do not spoil our h(n) ∝ Ainth(n−1) scaling.
While not relevant for n ≤ 2, the nonlinear terms are important for n ≥ 3 and can be
included in the calculation.
C. Energy Conservation
In scattering theory, the optical theorem often simplifies calculations considerably. In a
classical field theory, the optical theorem is a direct consequence of energy conservation.
In this appendix we show that the optical theorem is already useful at the leading order
in (γv)−1. It shows that B(1)0 = 0 independently from the explicitly evaluation given in
Sec.4. The general expression of the theorem requires analysis of higher order in the
perturbation theory, which we postpone for future work.
It is straightforward to compute the total energy of a single stationary kink plus
small perturbations.
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Etotal stationary (C.1)
=
∫
dx
{
1
2
(∂t[φK(x) + h(x, t)])
2 +
1
2
(∂x[φK(x) + h(x, t)])
2 + V [φK(x) + h(x, t)]
}
,
=
∫
dx
{
1
2
[φ′K(x)]
2
+ V [φK(x)]
}
+
∫
dx
1
2
{∑
a
[f ′a(x)ga(t)]
2 + [fa(x)g
′
a(t)]
2 + V ′′[φK(x)][fa(x)ga(t)]2
}
,
= M +
∑
a
1
2
Ea(A
2
a +B
2
b ) .
The equation of motion (3.2) ensures that the term linear in h vanishes. We used the
mode expansion h =
∑
a faga, with ga(t) = Aa cos(
√
Eat) +Ba sin(
√
Eat) in absence of
sources. We will keep using the notation that all the ′ are usual derivatives acting one
functions of single variable.
For the collision, it is convenient to go to the center-of-mass frame where the two
colliding kinks are on equal footing. In the center-of-mass frame, we have
φ(x, t < 0) = φK [γc(x− vct)] + φK [γc(x+ vct)] (C.2)
before the collision. The center-of-mass boost factor γc and velocity vc are related to
those of the incoming kink in the stationary frame by
γ = 2γ2c − 1 ≈ 2γ2c . (C.3)
After collision, we have
φ(x, t > 0) = φK [γc(x− vt)] + h[γc(x− vct), γc(t− vcx)] (C.4)
+ φK [γc(x+ vt)] + h[γc(x+ vct), γc(t+ vcx)] ,
= φK [γc(x− vct)] +
∑
a
fa [γc(x− vct)]Ga [γc(t− vcx)]
+ φK [γc(x+ vct)] +
∑
a
fa [γc(x+ vct)]Ga [γc(t+ vcx)] .
Long after the collision, the two kinks are far apart. Following the prescription in
Appendix A, for all practical purposes we can treat them independently. The energy for
each solitary wave includes the energy of localized perturbations and waves propagating
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away from the soliton. Symmetry also guarantees that they each carries half of the total
energy. 20
1
2
Etotal CoM = γcM + E1st + E2nd . (C.5)
Here E1st and E2nd are the corrections to the energy at the first and second order h
respectively. Before we move on to analyze them further, note that conservation of
total energy means E1st + E2nd = 0, since the total energy has always been 2γcM .
Recall that h will be given by a power series of (γv)−1, conservation of energy provides
a cross-order relation at every order. This is commonly known as the optical theorem
in perturbation theory.
We will postpone the full scope of the optical theorem to future work. Here we
will demonstrate its power at the leading order. Recall that in Sec. 4 we explicitly
evaluated B
(1)
0 = 0 which means no leading order velocity change during the collision.
Conservation of energy can give us that answer without an explicit evaluation. The
process is a bit technical but the logic is quite simple. B
(1)
0 is going to be the only term
contributing at the leading order in the energy conservation equation, E1st +E2nd = 0.
Therefore it must be zero.
In order to show that we focus on E1st, since E2nd is automatically a higher order
term.
E1st =
∫
dx
(
γcφ
′
K [γc(x+ vct)]
∂h
∂x
+ γcvcφ
′
K [γc(x+ vct)]
∂h
∂t
+
dV
dφ
h
)
. (C.6)
Unlike a stationary kink, the equation of motion (3.2) does not make E1st zero. Before
we figure out what it is, let us clarify a few technical details.
We focus on the left moving kink, for which
h = h[γc(x+ vct), γc(t+ vcx)] =
∑
a
fa [γc(x+ vct)]Ga [γc(t+ vcx)] . (C.7)
From this point on we will omit all arguments to make equations shorter. Since all the
functions have one argument only, it should be clear what has been omitted. Again
′ always means the usual derivative with respect to the single nontrivial argument of
the corresponding function. Below, we provide a complete list of how such notation is
related to the ∂x and ∂t.
∂xφK = γcφ
′
K , ∂tφK = γcvcφ
′
K , (C.8)
∂xfa = γcf
′
a , ∂tfa = γcvcf
′
a , (C.9)
∂xGa = γcvcG
′
a , ∂tGa = γcG
′
a . (C.10)
20Even for kink-antikink, the energy density is still symmetric.
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The equation of motion (3.2) does not make E1st manifestly zero, but it does provide
a useful equation,∫
dx V ′faGa =
∫
dx φ′′KfaGa = −
∫
dx φ′K(f
′
aGa + vcfaG
′
a) , (C.11)
which results in a more compact expression,
E1st =
∫
dx
∑
a
[
2γ2c v
2
cφ
′
Kf
′
aGa + γ
2
c vc(1 + v
2
c )φ
′
KfaG
′
a
]
. (C.12)
Although the integral is nonzero, the contribution from all non-zero modes is zero. To
show that, we need to use the property of the modes (3.14),
faφ
′
KG
′
a = E
−1
a (−f ′′a + V ′′fa)φ′KG′a . (C.13)
Integrating both sides and noting that both terms on r.h.s. can be integrated by parts,∫
dx V ′′φ′KfaG
′
a =
∫
dx
1
γc
∂xV
′faG′a ,
=
∫
dx (−V ′f ′aG′a − vcV ′faG′′a) ,
=
∫
dx (−φ′′Kf ′aG′a + vcEaφ′′KfaGa) .
(C.14)
Similarly,
−
∫
dx f ′′aφ
′
KG
′
a =
∫
dx (f ′aφ
′′
KG
′
a + vcf
′
aφ
′
KG
′′
a) (C.15)
=
∫
dx (f ′aφ
′′
KG
′
a − vcEaf ′aφ′KGa) .
In the last step of both equations above, we used the fact that after the collision Ga
obeys equation (3.18), again in line with our discussion in Appendix A. By combining
them and plugging then back into equation (C.13), we get∫
dx φ′′KfaGa =
∫
dx φ′K(v
−1
c faG
′
a + f
′
aGa) . (C.16)
Combining equation (C.16) and (C.11), we see that E1st in equation (C.12) gets exactly
zero contributions from the nonzero modes.
For the zero mode, we first use the definition φ′K =
√
Mf0, and then integrate by
parts to get ∫
dx 2f0f
′
0G0 =
∫
dx vcf
2
0G
′
0 . (C.17)
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Combining equation (C.17) and (C.12), we get
E1st = −γc
√
MvcB0 . (C.18)
This proves that B
(1)
0 is the only term at the leading order of E1st, consequently the
only term at the leading order of the conservation of energy equation. Therefore it
must be zero.
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