Rado showed that a rational matrix is partition regular over N if and only if it satisfies the columns 2 condition. We investigate linear algebraic properties of the columns condition, especially for oriented 3 (vertex-arc) incidence matrices of directed graphs and for sign pattern matrices. It is established that 4 the oriented incidence matrix of a directed graph Γ has the columns condition if and only if Γ is strongly 5 connected, and in this case an algorithm is presented to find a partition of the columns of the oriented 6 incidence matrix with the maximum number of cells. It is shown that a sign pattern matrix allows the 7 columns condition if and only if each row is either all zeros or the row has both a + and −. 
matrices satisfying the columns condition. We hope these results will prove useful to the broader study of 27 partition regularity. 
34
Rado's theorem [10] states that A has CC(m) for some m ∈ N if and only if for any finite coloring of N,
35
there is a monochromatic solution to Ax = 0. That is, A satisfies the columns condition if and only if A is 36 partition regular.
37
2 Linear algebraic properties of CC(m) matrices
38
In this section we investigate linear algebraic properties of matrices having the columns condition, including 39 an examination of the nullspace (kernel) and rank, minimum and maximum columns condition numbers,
40
and for square matrices, matrix powers and spectral properties. The following notation will be used. The 
58
Given vectors
we reverse the process above to establish that with I the matrix A satisfies the columns condition. 
. . .
An index k is a null index of the matrix A ∈ Q v×u if for every vector Proof. Assume A has CC(m) with some partition {I 1 , . . . , I m }. For any k such that 1 ≤ k ≤ u, there exists 
74
Corollary 2.6. If the matrix A ∈ Q v×u has the columns condition, then there is a diagonal matrix D such
75
that AD is CC(1).
76
From a linear algebraic point of view it is natural to ask not just whether A ∈ Q v×u has the columns 77 condition, but to determine the columns condition numbers of A, and more generally conditions for a set of 78 positive integers to be the columns condition numbers of a matrix. 
85
• a j,2(j−1)+1 = −1.
86
• For i < j, a i,2(j−1)+1 = 1.
87
• For i > j, a i,2(j−1)+1 = 0.
88
• For i ≤ j, a i,2(j−1)+2 = 1. 
93
Question 2.8. If A has CC( ) and CC(m) with < m, does A necessarily have CC(k) for < k < m?
94
The following result provides a partial answer to this question.
95
Theorem 2.9. If A ∈ Q v×u has CC(1) and CC(m) with 1 < m, then A has CC(k) for 1 ≤ k ≤ m. 
Since A has CC(1),
103
Partition regular matrices need not be square, but for a square partition regular matrix we can study 
116
A similar argument can be used to construct a matrix that has CC(1) and has any given Jordan canonical 117 form that includes zero as an eigenvalue.
118
where an edge is a two-element subset of vertices. We examine matrices associated with a graph G in the 
129
• The Seidel matrix S G = J − I − 2A G , where J is the matrix having all entries equal to 1 and I is the 130 identity matrix.
131
• The (vertex-edge) incidence matrix N G = [n ie ], where n ie = 1 if vertex i is an endpoint of edge e, and 132 0 otherwise.
133
• The oriented (vertex-edge) incidence matrix, defined below.
134
Adjacency matrices, signless Laplacian matrices, and incidence matrices do not satisfy the columns 135 condition since they are nonnegative and nonzero matrices (see Observation 2.2).
136
We need some additional graph theoretic definitions. Let G = (V, E) be a graph. The order of G, denoted
137
|G|, is the number of vertices of G, and the size of G is the number of edges of G. 2. Choose an arc e / ∈ k j=1 I j ; e is an arc of some cycle C. Define I k+1 to be the set of arcs of C not in 3. Repeat step 2 until every arc is in some cell I k .
200
In any cycle C of Γ, each vertex v has exactly one arc of the form (u, v) and exactly one arc of the form to V \ S. Let t be the least index such that an arc from S to V \ S is in I t . So for r < t, every arc e in I r 210 has both ends in S or both ends in V \ S, and thus i∈S (d e ) i = 0. So for any α e ∈ Q,
But because I t has one or more arcs from S to V \ S and none from V \ S to S, 
234
The following algorithm produces a partition with the maximum number of cells to have D Γ satisfy the 235 columns condition.
236
Algorithm 3.8. Let Γ be a strongly connected directed graph of order v and size u.
237
(a) The first cell I 1 of the partition is the set E 1 of arcs of C 1 .
247 (e) Add 1 to k. 4. If E = E k , choose one arc e / ∈ E k .
250
(a) Set I k+1 = {e}. alphabetical order, the vertex-edge incidence matrix is
272
We apply Algorithm 3.8 to D Γ : 1,2,3,4) , so V 1 = {1, 2, 3, 4} and I 1 = E 1 = {a, b, c, d}.
274
2. Choose v = 5, so V 2 = {1, 2, 3, 4, 5} and I 2 = {e, f } and E 2 = {a, b, c, d, e, f }.
275
3. Choose v = 6, so V 3 = {1, 2, 3, 4, 5, 6} and I 3 = {g, h} and E 3 = {a, b, c, d, e, f, g, h}.
276
Thus D Γ has CC(3) (note 3 = 6 -4+1).
277
Remark 3.11. If G has a bridge, then obviously G cannot be oriented to be strongly connected. Let G be to adapt the algorithm to find this.
293
A partial answer to Question 3.12 is provided by the following results. 
305
If D Γ has CC(k), then by Theorem 2.3, rank D Γ ≤ u − k. Since Γ is connected, by Corollary 3.7,
307
As a consequence of Observation 3.14 and Theorem 3.15, for a directed graph Γ of order v and size u • For all i, j such that ψ ij = 0, a ij = 0.
324
• For all i, j such that ψ ij = +, a ij = 1.
325
• For all i, j such that
326
There is no subset of columns that sum to zero, so A does not satisfy the columns condition.
327
The next observation is a sign pattern version of Observation 2.2. either ψ ij = 0 for all j ∈ I 1 , or there exist s, t ∈ I 1 such that ψ is = + and ψ it = −.
332
The condition that any nonzero row must have at least one + entry and at least one − entry is also 333 sufficient for a sign pattern to allow the columns condition. • For all i, j such that ψ ij = 0, let a ij = 0.
343
• For all i such that n(i) > 0:
344
• If ψ ij = +, then a ij = 1.
345
• If ψ ij = − and j > n(i), then a ij = − 1 u .
346
• a i,n(i) = − j =n(i) a ij .
347
Clearly A ∈ Q(Y) and A1 = 0, so A has CC(1).
348
The minimum rank of a v × u sign pattern Y is .
360
A simple computation shows that rank B = 3. Since every row is nonzero and the unique + in row i is in 
363
Note that B1 = 0, so B does not satisfy the columns condition.
364
Recall that if an oriented graph G is not strongly connected, then its oriented incidence matrix D G does 365 not satisfy the columns condition. However, it is possible that the sign pattern sgn(D G ) allows the columns 366 condition.
367
Example 4.5. Let G be the oriented graph shown in Figure 2 . Observe that G is not strongly connected.
368
With the edges in alphabetical order, the sign pattern of the oriented incidence matrix is 
