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ABSTRACT
Context. Radiative transfer modelling is part of many astrophysical numerical simulations. It is also used by itself, to make synthetic
observations based on models and to assist direct analysis of observations.
Aims. Our aim is to provide a line radiative transfer (RT) program that makes good use of multi-core CPUs and GPUs. Parallelisation
is essential to speed up computations and to enable the tackling of large modelling tasks with personal computers.
Methods. The program LOC is based on ray-tracing (i.e. not Monte Carlo) and uses standard accelerated lambda iteration (ALI)
methods for faster convergence. The program works on 1D and 3D grids. The 1D version makes use of symmetries to speed up the
RT calculations. The 3D version works with octree grids and, to enable calculations with large models, is optimised for low memory
usage.
Results. Tests show that LOC gives results that are in agreement with other RT codes to within ∼2%. This is typical of code-to-code
differences, which often are related to different interpretations of the model set-up. LOC run times compare favourably especially with
those of Monte Carlo codes. In 1D tests, LOC runs were by up to a factor ∼20 faster on a GPU than on a single CPU core. In spite of
the complex path calculations, up to ∼10 speed-up was observed also for 3D models using octree discretisation. Modern GPUs enable
calculations of models with up to hundreds of millions of cells.
Conclusions. LOC shows good performance and accuracy and and is able to handle many RT modelling tasks on personal computers.
Being written in Python, with only the computing-intensive parts implemented as compiled OpenCL kernels, it can also a serve as a
platform for further experimentation with alternative RT implementation details.
Key words. Radiative transfer – ISM: clouds – ISM: kinematics and dynamics – ISM: lines and bands – ISM: molecules – line:
formation
1. Introduction
Our knowledge of astronomical sources is based mainly on ob-
servations of the radiation that is produced, removed, or repro-
cessed by the sources. This applies both to continuum radiation
and the spectral lines. The sensitivity to the local physical con-
ditions and the velocity information available via the Doppler
shifts makes spectral lines a particularly powerful tool. The in-
terpretation of the observations is complicated by the fact that we
can view the sources only from a single direction. In reality, the
sources are three-dimensional objects with complex variations
of density, temperature, chemical abundances, and velocities.
Radiative transfer (RT) models help to understand the rela-
tionships between the physical conditions in a source and the
properties of the observed radiation. In forward modelling, the
given initial conditions lead to a prediction of the observable
radiation that is unique, apart from the numerical uncertainties
of the calculations themselves. The main challenges are related
to the large size of the models (in terms of the number of vol-
ume elements) which may call for simplified RT methods, espe-
cially when RT is coupled to the fluid dynamics simulations. The
model size can be a problem also in the post-processing of simu-
lations, especially if more detailed RT calculations are called for.
As a result, one may again have to resort to supercomputer-level
resources.
In the inverse problem, when one is searching for a physi-
cally plausible model for a given set of observations, the models
are usually smaller. However, modern observations can cover a
wide range of dynamical scales, thus setting corresponding re-
quirements on the models. The main problems are connected
with the large parameter space of possible models. It is diffi-
cult to find any model that matches the observations, or the fact
that the problem is inherently ill-posed means that (within ob-
servational uncertainties) there may be many possible solutions
for which the allowed parameter ranges need to be determined.
Therefore, the RT modelling of a set of observations (the in-
verse problem) can be just as time-consuming and computation-
ally demanding as the post-processing of large-scale simulations
(the forward problem). Because of this complexity, observations
are still commonly analysed in terms of spherically symmetric
models. This is not necessarily bad, forced upon us by the com-
putational cost, but can serve as a useful regularisation of the
complex problem.
There is already a number of freely-available RT programs,
some of which were compared in van Zadelhoff et al. (2002) and
Iliev et al. (2009), and new programs and new versions of estab-
lished codes continue to appear (Olsen et al. 2018). Within in-
terstellar medium studies, the codes range from programs using
simple escape probability formalism, such as RADEX (van der
Tak et al. 2007), via 1D-2D codes like RATRAN (Hogerheijde &
van der Tak 2000) or ART (Pavlyuchenkov & Shustov 2004) to
programs using full 3D spatial discretisation, often in the form
form of adaptive or hierarchical grids. As examples, MOLLIE
(Keto & Rybicki 2010) uses Cartesian and nested grids, LIME
(Brinch & Hogerheijde 2010) unstructured grids, ART3 (Li
et al. 2020) octree grids, RADMC-3D (Dullemond et al. 2012)
patch-based and octree grids, and Magritte (De Ceuster et al.
2020) even more generic information about the cell locations.
Programs are still often based on Monte Carlo simulations –
above only MOLLIE and Magritte appear to use deterministic
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(non-random) ray tracing. In 3D models and especially when
some form of adaptive or hierarchical grids is used, it is essen-
tial for good performance that the RT scheme takes the spatial
discretisation into account. Otherwise, information of the radia-
tion field cannot be transmitted efficiently to every volume ele-
ment. Cosmological simulations deal with analogous problems
and various ray-splitting schemes are used to couple cells with
the radiation from discrete sources (Razoumov & Cardall 2005;
Rijkhorst et al. 2006; Buntemeyer et al. 2016). This becomes
more difficult in Monte Carlo methods, when the sampling is
random.
On modern computer systems, good parallelisation is essen-
tial. After all, even on a single computer, the hardware may be
capable of running tens (CPUs) or even thousands (GPUs) of
parallel threads. Some of the programs already combine local
parallelisation (e.g. using OpenMP 1) with parallelisation be-
tween computer nodes (typically using MPI 2). In spite of the
promise of theoretically very high floating point performance of
the GPUs, these are not yet common in RT calculations and,
within RT, are more common in other than spectral line cal-
culations (Heymann & Siebenmorgen 2012; Malik et al. 2017;
Hartley & Ricotti 2019; Juvela 2019). However, parallel calcu-
lations over hundreds or thousands of spectral channels should
be particularly well suited for GPUs De Ceuster et al. (2020).
In this paper we present LOC, a new suite of radiative
transfer programmes for the modelling of spectral lines in 1D
and 3D geometries, using deterministic ray tracing and acceler-
ated lambda iterations (Rybicki & Hummer 1991). The gener-
ated rays follow closely the spatial discretisation, which is im-
plemented using octrees. LOC is parallelised with OpenCL li-
braries3, making it possible to run the program on both CPUs
and GPUs. LOC is intended to be used on desktop computers,
with the goal of enabling the processing of even large models
with up to hundreds of millions of volume elements. The pro-
gram includes options for the handling of hyperfine structure
lines, lines with general overlap in the velocity space, and the
effects from continuum emission and absorption. In this paper
we concentrate on the performance of LOC in the more basic
scenarios, without the dust coupling and, in the case of hyper-
fine spectra, assuming LTE distribution between the hyperfine
components.
The contents of the paper are the following. The implemen-
tation of the LOC programme is described in Sect. 2 and its
performance is examined in Sect. 3, in terms of the computa-
tional efficiency and the precision in selected benchmark prob-
lems. The technical details are discussed further in Appendix A.
As a more practical example, we discuss in Sect. 3.3 molecu-
lar line emission computed for a large-scale simulation of the
interstellar medium (ISM). The results are compared with LTE
predictions and with synthetic dust continuum maps. We discuss
the findings and present our conclusions in Sect. 4.
2. Implementation of the LOC programme
LOC (acronym for line transfer with OpenCL) is a line radia-
tive transfer program that is based on the tracing of a predeter-
mined set of rays through the model volume4. Unlike in Monte
1 https://www.openmp.org/
2 https://www.open-mpi.org/
3 https://www.khronos.org/opencl/
4 The code will be available at GitHub, with documentation at
http://www.interstellarmedium.org/radiative transfer/loc/
Carlo implementations, the sampling of the radiation field con-
tains no stochastic components. The overall calculations are or-
ganised in the normal manner. As the fixed set of rays is followed
through the model volume, the interactions between the radia-
tion and the medium are computed. The radiation field computa-
tion is alternated with the solution of the equilibrium equations
that gives updated estimates of the level populations in each cell.
These two steps are iterated until the level populations converge
to required precision. The final state is saved and spectral line
maps are calculated for selected transitions by a final line-of-
sight (LOS) integration through the model volume.
LOC describe the rays in terms of photons instead of inten-
sity. As a ray passes through a cell, we count the number of re-
sulting upward transitions in the examined species. This results
in estimates of the transition rates as an effective average over
the cell volume, as sampled by the rays, rather than calculating
intensities at discrete grid positions. In this respect, the calcula-
tions are reminiscent of the way how the radiation-matter inter-
actions are typically computed in Monte Carlo RT programmes.
LOC is parallelised using OpenCL libraries. The program
consists of the main program (written in Python) and a set of
OpenCL kernels (written in the C language) that are used for
the computationally heavy tasks. In OpenCL parlance, the main
programme runs on the “host” and the OpenCL kernels are run
on the “device”, which could be either the same main computer
as for the host (i.e. the kernel running on the CPU), or a GPU
or another so-called accelerator device. The simultaneous use
of several devices is in principle possible but is not yet imple-
mented in LOC. Whether run on a CPU or a GPU, the goal is to
fully utilise the computing hardware for parallel RT calculations.
Parallelisation follows naturally from the parallel processing of
the individual rays and the parallel solving of the equilibrium
equations for different cells. In OpenCL, individual threads are
called work items. A group of work items forms a work group
that executes the same instructions (on different data) in lock-
step. This sets some challenges for the load balancing between
the threads and synchronisation is possible only between the
work items of the same work group. GPUs allow parallel exe-
cution with a large number of work groups, with even thousands
of work items.
To speed up the convergence of the level populations for
optically thick models, LOC uses accelerated lambda iterations
(ALI). This is implemented in its simplest form, taking into ac-
count the self-coupling caused by photons being absorbed in the
cell where they were emitted (the so-called diagonal lambda op-
erator). The use of ALI does not have a noticeable effect on the
time it takes to process a given number of rays but it requires
additional storage, one floating point number per cell. It is also
possible to run LOC without ALI. LOC is optimised for low
memory usage, especially because the amount of GPU memory
can be limited. The main design decision resulting from this is
that the RT calculations are executed one transition at a time.
This reduces the memory requirements but has some negative
impact on the run times, because the same ray tracing is repeated
for each transition separately.
The ray tracing, including the calculation of the radiative
interactions, is implemented as an OpenCL kernel function.
Similarly, the solving of the equilibrium equations and the com-
putation of the final spectral line maps are handled by separate
kernels. For some kernel routines there are also alternative ver-
sions, e.g. to handle corresponding calculations in the case of
hyperfine structure lines. LOC consists of actually two host-side
programmes, one for 1D and one for 3D geometries. These are
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described below, as far as is needed to understand their perfor-
mance and limitations.
2.1. LOC in 1D
The 1D model is spherically symmetric and consists of co-
centric shells with values for the volume density, kinetic tem-
perature, amount of micro-turbulence, the velocity along the ra-
dial direction, and the fractional abundance of the species. It is
not possible to include any rotation in the 1D models. The radi-
ation field is integrated along a set of rays with different impact
parameters. These are by default equidistant, but can be set ac-
cording to a power-law. This may be necessary if the innermost
shells are very small compared to the model size and could not
otherwise be sampled properly without a very large total num-
ber of rays. The distance that a ray travels through each shell is
pre-calculated. This speeds up the ray-tracing kernel that is re-
sponsible for following the rays and counting the radiative inter-
actions in the cells. The 1D version of LOC includes the options
for the handling of hyperfine lines, with the LTE assumption or
with the general line overlap, as well as the effects of additional
continuum emission and absorption (cf. Keto & Rybicki 2010).
The 1D version of LOC processes each ray using a separate
thread or, in OpenCL parlance, a separate work item. Even in
detailed 1D models, only up to some hundreds of rays is needed.
This suggests that 1D calculations will not make full use of
GPU hardware that might be able to provide many more hard-
ware threads. Nevertheless, in practical tests GPUs often outper-
formed CPUs by a factor of few (Appendix A).
2.2. LOC in 3D
The spatial discretisation of the 3D LOC models is based on oc-
tree grids, which in principle include regular Cartesian grids as
a special case. In practice, the Cartesian grid case is handled by
a separate kernel, where the ray-tracing algorithm is simpler and
each ray is processed by a single work item. On octree grids,
the ray tracing is more complex and the computations on a given
ray are shared between the work items of a work group. The di-
rections of the rays are calculated based on Healpix pixelisation
(Go´rski et al. 2005), to ensure uniform distribution over the unit
sphere.
The 3D ray-tracing is based on two principles. First, for any
given direction of the rays, each cell should be crossed by ray
paths with an identical length, apart from the dependence on the
cell size. Therefore, there is no random variation in the radia-
tion field sampling between the cells. Second, we assume that
we have no knowledge of the radiation field variations at scales
below the local spatial discretisation. This simplifies the creation
of new rays by avoiding interpolation. Especially when LOC is
run on a GPU, it would be costly (in terms of additional com-
putations and synchronisation overheads) to try to combine the
information carried by different rays.
The calculations loop over the different ray directions. When
a direction is selected, the vector component with the largest ab-
solute value determines the “main direction” of ray propagation.
This tells which side of the model is most perpendicular to the
main direction and thus most illuminated by the radiation with
the current ray direction. This side is referred to as the upstream
side or border, both for the model and for the individual cells.
One ray is started corresponding to each of the surface elements
on the upstream border of the model. The step between the rays
corresponds initially to the cell size at the root level of the grid
hierarchy. In the following, the level of the hierarchy level L=0
refers to the root grid, L=1 to the first subdivision to eight sub-
cells, an so forth. The initial number of concurrent rays is thus
equal to the number of L = 0 surface elements on the upstream
border. The exact position of the rays within its surface element
is not important.
As rays are propagated through the model volume, these can
enter regions with higher or lower level of refinement. The grid
of rays follows the grid of spatial discretisation. When a ray
comes from a cell at level L to a cell C that has been split further
to eight smaller level L + 1 cells, and when that ray enters on the
upstream border of the cell C, new rays are added (cf. Fig. 1).
The original ray enters one of the level L + 1 sub-cells of C, and
three new rays are added corresponding to the other level L + 1
sub-cells of C that share the same upstream border. All four up-
stream rays (the original ray included) are assigned one quarter
of the photons of the original ray.
To keep the sampling of the radiation field uniform at all
refinement levels, it may be necessary to add rays also on the
other sides of the cell C that are perpendicular to the upstream
border, two of which may also be illuminated by radiation from
the current direction. A ray needs to be created if a ray corre-
sponding to the discretisation level L + 1 would enter C through
a neighbouring cell that itself is not refined to the level L + 1. If
the neighbour is at some level L′ < L, all the rays correspond-
ing to the refinement at and below L′ will at some point exist in
the neighbouring cell and will be automatically followed into the
cell C. These need not be explicitly created. However, the side-
rays that correspond to discretisation levels above L′ and up to
L + 1 have to be added, using the information from the original
ray at the upstream border. If the step is ∆L = 1, the number of
photons in the newly created ray is one quarter of the photons
reaching the upstream cell boundary, as was the case for the new
rays on the upstream border. This is not double counting, since
those photons should have entered cell C from a neighbouring
cell, along a ray that did not exist because the lower discretisa-
tion of the neighbouring cell. Unlike in the case of new rays on
upstream border, the need to add rays on the other sides has to be
checked one every step, not only when the refinement changes
along the original ray path.
The addition of the side-rays constitutes the longest extrap-
olation of the radiation field information, the ray entering the
upstream side of C also providing part of the information for
the radiation field at some other sides of C. Since side-rays are
added only when the neighbouring cell is not refined to the level
L + 1, the extrapolation is over a distance that corresponds to the
spatial discretisation, i.e. is less than the size of the level L cells.
For example, in most ISM models, there is structure at all scales
and, if more accuracy is needed, it is usually better to improve
the discretisation than to rely on higher-order interpolation of
non-smooth functions.
Figure 1 illustrates the creation of new rays when the dis-
cretisation level increases by one. The main direction is upwards
and the thick arrows correspond to the rays on the coarser dis-
cretisation level. When ray c enters a refined cell through its up-
stream boundary (shaded in the figure), one new ray u is cre-
ated based on the ray c. In 3D, this would correspond to three
new rays. This can be contrasted with Fig. 2 of Juvela & Padoan
(2005), where the creation of a ray required interpolation be-
tween three rays. Because the neighbouring cell on the left is in
Fig. 1 at a coarser level, also the ray s is added at this point, based
on the data in the ray c. Also ray b crosses the refined cell, but
that ray already exists (because the neighbouring cell is refined
to the same or a higher level) and will at some point be followed
3
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Fig. 1. Illustration of the creation of rays for a refined region.
Rays a-e give a uniform sampling at the coarser level. The rays
s and u are added for the refined region, using the information
that ray c has of the radiation field at the upstream boundary of
the refined cell.
also through the refined region. In actual calculations, there are
no guarantees on the order in which the rays a-e are processed.
However, rays s and u will be processed by the same work group
as the ray c. Those rays will be followed until they again reach
a coarser grid and are thus terminated, and the computation of
the ray c is resumed thereafter, at the point where it first entered
the refined region. The order is important in reducing the needed
storage space (see below).
If the refinement level changes at a given cell boundary by
more than ∆L = 1, the above procedure is repeated recursively.
Each of the new rays is tagged with the hierarchy level where
it was first created, in the above example the level L + 1. When
a ray reaches a region that is refined only to level L or less, the
ray is terminated. In theory, a better alternative would be to join
the photons of the terminated sub-rays back to the ray(s) that
continue into the less-refined region. However, this would again
require synchronisation and interpolation between rays that oth-
erwise would not yet or no longer exist (as they may be com-
puted by other work groups, possibly during entirely different
kernel calls). However, the termination of rays and thus the as-
sociated loss of information again only involves scales below the
resolution of the local discretisation. When the refinement level
decreases, the photon count of the rays that are not terminated is
correspondingly scaled up by 4−∆L, ∆L being the change in the
refinement level (here a negative number).
When a ray exits the model volume through some side other
than the downstream border, the corresponding work group (or,
in the case of a Cartesian grid, a work item) creates a new ray
on the opposite side of the model, at the same coordinate value
along the main direction. The work group (work item) finishes
computations only when the downstream border of the entire
model is reached. This also helps with the load balancing, al-
though different rays may of course encounter different amounts
of refined regions. With this ray-tracing scheme, each cell is tra-
versed by at least by one ray per direction, and the physical path
length is the same in all cells, except for the 0.5L dependence on
the discretisation level.
One refinement requires the storage of three rays from the
upstream border, the original level L ray and two new rays that
only exist at levels L + 1 and higher. The third of the new rays
will be continued immediately. At most four rays may be created
at the other sides of the cell C. When one ray is terminated, the
next ray is taken from the buffer, unless than is already empty. To
minimise the memory requirements, one always simulates first
the rays created at higher refinement levels. The splitting of a ray
requires the storage the locations of the rays and the single vector
containing the original number of photons per velocity channel.
Since the splitting is repeated for each increase in refinement
level, one root-grid ray may lead to a ∼ 7 × 3NL−1 rays being
stored a buffer. This can become significant for large grids (e.g.
a 5123 root grid corresponding to 5122 simultaneous root-level
rays). However, if necessary, the number of concurrent rays can
be limited by simulating the root-grid rays in smaller batches.
The use of a regular grid of rays eliminates random errors
in the sampling of the radiation field. The remaining numerical
noise in the path lengths per cell is in LOC below 10−4 (tested up
to six octree levels) and is thus mostly insignificant. While the
path lengths are constant, the locations of the rays are not iden-
tical in all cells. This is part of the unavoidable sampling errors,
but is again an error that is related to radiation field variations
at scales below the spatial discretisation. The number of angular
directions used in the calculations of this paper is 48.
The ray-tracing scheme used on octree grids, with the cre-
ation and termination of rays, is more complex than the simple
tracing of individual rays through an octree hierarchy. Close to
90% of the code in the kernel for the radiation field simulation
involves just the handling of the rays. As an alternative, it would
be possible to use brute force and simulate a regular grid of rays
with 4NL rays for every level L = 0 surface element. The simpli-
fied ray tracing makes this competitive for grids with two levels,
but it becomes impractical for deeper hierarchies because of the
4NL scaling.
3. Test cases
3.1. Tests with one-dimensional models
We test the 1D LOC first using the Models 2a and 2b from van
Zadelhoff et al. (2002). These are 1D models of a cloud core
with infall motion, with 50 logarithmically divided shells, and
with predictions computed for HCO+ lines. The two cases differ
only regarding the HCO+ abundance that is ten times higher in
Model 2b, in that case increasing the optical depth to τ ∼4800.
van Zadelhoff et al. (2002) compared the results of eight radia-
tive transfer codes, Fig. 2 showing a reproduction of these. We
overplot in the figure new computations with the Monte Carlo
programme Cppsimu (Juvela 1997) and the 1D version of LOC.
The LOC results follow closely the average of the results
reported in van Zadelhoff et al. (2002) as well as the recom-
puted Cppsimu Tex curve. Noticeable differences appear towards
the centre of the optically thicker Model 2b, where LOC gives
some of the lowest Tex values, although still within the spread
of the 2002 results. The test problem was specified using a grid
of 50 radial points. The results plotted in red were computed
assuming that the grid points correspond to the outer radiae of
the shells and the listed physical values refer to the shells inside
those radiae. Especially in the inner part model, it also becomes
important, how the codes deal with the velocity field. In LOC the
Doppler shifts are evaluated only at the beginning of each step.
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Fig. 2. Comparison of 1D LOC results for cloud models pre-
sented in van Zadelhoff et al. (2002). The plots show the ra-
dial excitation temperature profiles of the HCO+ J = 1 − 0 and
J = 4 − 3 transitions for Model 2a and the optically thicker
Model 2b. The LOC results are plotted with red hashed lines,
the results of the Monte Carlo code Cppsimu in blue, and the
other results from (van Zadelhoff et al. 2002) in black (with dif-
ferent line types). In frame d, the cyan line shows LOC results
for an alternative interpretation of the problem set-up.
Alternatively, the magnitude and direction of the velocity vector
could be evaluated at the centre of the step, or even for several
sub-steps separately.
To illustrate the sensitivity of the results to the actual model
set-up, we show in Fig. 2 results for an alternative LOC calcu-
lation. This uses the same discretisation as above (only splitting
the innermost cell to two) but interpolate the input data to the
radial distances that correspond to the average of the inner and
outer radius of each cell. This results in changes that are of simi-
lar magnitude as the differences between the codes. The Tex val-
ues of the second LOC calculation even rise above the Cppsimu
values. As noted in van Zadelhoff et al. (2002), better discreti-
sation tends to decrease the differences between the codes. This
reduces the effect of assumptions made at the level of the model
discretisation and shows that the actual differences in the RT pro-
gram implementations are only partly responsible for the scatter
in the results.
3.2. Comparison of 1D and 3D models
To test the 3D version of LOC, we first compare it against 1D
calculations made with Cppsimu and LOC. We adopt a spher-
ically symmetric model that has a radius of r = 0.1 pc and
the corresponding 3D models are discretised over a volume of
0.2× 0.2× 0.2 pc. The density distribution has a Gaussian shape
with a centre density of n(H2) = 106 cm−3 and a full width at half
maximum (FWHM) of 0.05 pc. The model has a radially linearly
increasing infall velocity (0-1 km s−1), kinetic temperature (10-
20 K), turbulent linewidth (0.1-0.3 km s−1), and fractional abun-
dance. The radial discretisation of the 1D model consist of 101
shells, with the radiae placed logarithmically between 10−4 and
0.1 pc. The 3D model extends further towards the corners of the
cubic volume but the hydrogen number density at the distance of
0.1 pc is already down to n(H2) ∼ 1.5 cm−3.
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Fig. 3. Comparison of NH3(1,1) excitation temperatures and
spectra for a spherically symmetric cloud. Frame a shows the
radial Tex profiles computed with 1D versions of the Cppsimu
and LOC programmes and with the 3D version of LOC. The
LOC runs use either a Cartesian grid with 643 cells or the same
with two additional levels of refinement. Frame b compares the
spectra observed towards the centre of the model. A zoom into
the peak of the main component is shown in the inset. The lower
plots show the relative difference of Tex (frame a) and absolute
difference of TA (frame b) compared to the Cppsimu results, with
the colours listed in frame a.
Figure 3 shows the results calculated for ammonia, includ-
ing the hyperfine structure for the shown NH3(1,1) lines and as-
suming an LTE distribution between the hyperfine components
(Keto & Rybicki 2010). The fractional abundance is set to in-
crease from 10−8 in the centre to 2×10−8 at the distance of 0.1 pc.
Figure 3 shows the radial excitation temperature profiles and the
spectra towards the centre of the model. In addition to the 1D
calculations performed with Cppsimu and LOC, there are two
sets of results from the 3D LOC. The first model uses a regular
Cartesian grid of 643 cells (with a size of 1.5625 mpc per cell)
and the second adds two levels of octree refinement, giving an
effective resolution of 0.39 mpc. At each level, 15% of the dens-
est cells of the previous hierarchy level are refined.
The excitation temperatures of the models match to within
5%. The largest differences result from the low spatial resolu-
tion of the pure Cartesian grid, combined with the regions of
the steepest Tex gradients. The relative differences in Tex and
absolute difference in TA are shown relative to the Cppsimu re-
sults, while the agreement between 1D and 3D LOC versions is
slightly better. For the spectra, the residuals (up to ∆TA ∼ 0.2 K)
are mainly caused by small differences in the velocity axis (a
fraction of one channel, due to implementation details), while
the peak TA values match to within 1%.
3.3. Large-scale ISM simulation
As an example of a more realistic RT modelling application,
we compute molecular line emission from a large-scale MHD
simulation of turbulent ISM. We use this to examine the con-
vergence of the calculations in the case of an partially optically
thick model, and to demonstrate the importance of non-LTE ex-
citation.
3.3.1. Model setup
The model is based on the magnetohydrodynamic (MHD) sim-
ulations of supernova-driven turbulence that were discussed in
Padoan et al. (2016) and were previously used in the testing of
the continuum RT program SOC (Juvela 2019). The model cov-
ers a volume of (250 pc)3 with a mean density of n(H) = 5 cm−3.
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We use LOC to calculate predictions for the 12CO(1-0) and
13CO(1-0) lines. Since the used MHD run did not provide abun-
dance information, we assume for 12CO(1-0) abundances an ad
hoc density dependence
χ = 10−4 n2.45(3 × 108 + n2.45)−1. (1)
This corresponds to the simulations of Glover et al. (2010). The
fractional abundance of 13CO molecule is assumed to be lower
by a factor of 50.
Because of the large volume, the model contains a wide
range of velocities but we include in the calculations only a
bandwidth of 50 km s−1. The larger velocities are exclusively as-
sociated with hot, low-density gas. With the assumed density de-
pendence, the CO abundance of these regions is negligible.
We run LOC on a system with where the host computer has
only 16 GB of main memory. This requires some optimisation
to reduce the number of cells in the model. The original MHD
data correspond to a root grid of 5123 cells and six levels of re-
finement. The total number of cells is 450 million. To reduce
the memory footprint, we limit the RT model to the first three
hierarchy levels and a maximum spatial resolution of 0.12 pc.
However, because most cells are on the lower discretisation lev-
els, this reduces the number of cells only by 22%, down to 350
million.
Because regions with low gas densities do not contribute sig-
nificantly to the molecular line emission, we can do further op-
timisation by eliminating some of the refined cells. Whenever a
cell has been divided to sub-cells that all have a density below
n(H2)=20 cm−3, the refinement is omitted, replacing the eight
sub-cells with a single cell. This is justified by the very low CO
fractional abundance at this density (Eq. 1). To increase the ef-
fect of this optimisation, the octree hierarchy is also first mod-
ified to have a root grid of 2563 cells and four instead of three
refinement levels. By joining the low-density cells, the number
of individual cells is reduced to 105 million, allowing the model
to be run within the given stringent memory limits. The reduc-
tion in the number of cells of course also reduces the run times
that are approximately proportional to the number of individual
cells (see Appendix A).
The kinetic temperature was left to a constant value of 15 K.
The velocity dispersion in each cell was estimated from the ve-
locities of the child cells (making use of the full model with
seven hierarchy levels). The velocities were calculated similarly
as density-weighted averages over the child cells. The num-
ber of velocity channels was set to 256, giving a resolution of
0.19 km s−1. This is comparable to the smallest velocity disper-
sion in individual cells (including the thermal broadening). The
number of energy level included in the calculations is 10 (the
uppermost level J = 9 being about 300 K above the J = 0 level).
3.3.2. Convergence
The rate of convergence, and thus the number of required iter-
ations, depends on the optical depths and will vary between re-
gions. We are not affected by random fluctuations that in Monte
Carlo methods would make it more challenging to track the con-
vergence. Although 13CO can become optically thick in some of
the densest clumps, convergence should be clearly slower for the
main isotopic species. However, because of the strong inhomo-
geneity of the model, even the 12CO(1-0) line is optically thick
only for a couple of percent of the LOS, in spite of the maximum
optical depth being close to τ = 100.
Figure 4 shows the change of 12CO(1-0) excitation temper-
ature in different density bins and as a function of the num-
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Fig. 4. Average 12CO(1-0) excitation temperatures in different
density bins in the large-scale ISM simulation. The colours cor-
respond to the situation after a given number of iterations, as
indicated in the legend. The left frames show results for a model
with a of 2563 cell root grid and NL = 3 and the right hand
frame for the same model with NL = 4. For a given density, the
grey bands indicate the 1%-99% and 10%-90% intervals of the
Tex values. The lower plots show the differences in the Tex val-
ues between iterations 1-5 and the seventh iteration (an approx-
imation of the fully converged solution). The horizontal black
dashed line corresponds to the ∆Tex = 0 K level.
ber of iterations. The calculations start with LTE conditions,
with excitation temperatures equal to the kinetic temperature,
Tex ≡ Tkin = 15 K. The Tex values are seen to converge in just
a few iterations. An accuracy of ∼ 0.01 K is reached last at in-
termediate densities, for n(H2) a few times 103 cm−3. This is be-
cause at higher densities the transition is thermalised and the Tex
values remain close to the original value. There relationship be-
tween volume density and excitation temperature is not unique.
For a given volume density, the Tex values can vary by up to
a few degrees, depending on the local environment, and show
more scatter above than below the main trend.
We show in Fig. 4 the results for two different model dis-
cretisations with the number of octree levels NL=3 or 4. The
calculations are seen to converge slightly slower in the NL = 4
case. One factor is the ALI acceleration, which is effective for
optically thick cells. When such a cell is split to sub-cells, some
iterations are needed to find the equilibrium state.
3.3.3. Statistics of synthetic maps
We examine some basic statistics of the synthetic maps. This is
done in part to motivate the necessity for the time-consuming
non-LTE calculations, instead of using the more easily accessi-
ble quantities like the model column density or the line emission
calculated under the LTE assumption.
Figure 5 compares the computed line-area map W(13CO, J =
1 − 0) to the corresponding maps of the true column density
and the surface brightness of the 250 µm dust emission. The dust
emission is included as a common tracer of ISM mass that also
typically provides a higher dynamical range. The details of the
continuum calculations are given in Appendix B. Figure 5 shows
how the 13CO emission is limited to the densest cloud regions,
mainly because of the assumed density dependence of the frac-
tional abundances. The colour scale of the W plot extends down
to 10−5 K, although such low values are of course not detectable
6
M. Juvela et al.: LOC program for line radiative transfer
0 50 100 150 200 250
x (pc)
0
50
100
150
200
250
y
(p
c)
0.00
0.25
0.50
0.75
1.00
1.25
1.50
1.75
lo
g 1
0
N
(H
2)
(1
02
1
cm
2 )
a True column density
0 50 100 150 200 250
x (pc)
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0
2.2
lo
g 1
0
S(
25
0
m
)(
M
Jy
sr
1 )
b Dust emission
0 50 100 150 200 250
x (pc)
5
4
3
2
1
0
lo
g 1
0
W
(13
CO
)(
Kk
m
s
1 )
c 13CO line area
Fig. 5. Comparison of dust and line emission for a large-scale ISM simulation. The frames show the model column density (frame
a), the computed 250 µm surface brightness of dust emission (frame b), and the13CO(1-0) line area (frame c). The white square in
frame c indicates an area selected for closer inspection.
in any practical line surveys. The noisy appearance of the line
area map is caused by abundance variations at small scales, al-
though the variations in the line excitation have a secondary but
still important role.
The difference between the LTE and non-LTE emission is
illustrated further in Fig. 6 for a selected small region. Size
of the map pixels corresponds to the smallest cell size of this
NL = 4 model, some 0.12 pc, and is thus smaller than can
be easily discerned in the plot. Both calculations use the same
model discretisation and 13CO abundances. In addition to the
lower average level of the non-LTE emission, the ratio of non-
LTE and LTE maps varies in a complex manner. In the his-
tograms of Fig. 6d, the difference increases towards lower col-
umn densities. However, the non-LTE case has more pixels with
very low emission and its histogram peaks at densities far below
the plotted range. In the more practically observable range of
W(13CO) >∼ 10−2 K, the probability density distributions (PDFs)
are more similar. It is also noteworthy that the non-LTE predic-
tions extend to higher intensities, in spite of the average excita-
tion temperature being much below the Tkin = 15 K value. This
is caused by the higher optical depth of the J = 1 − 0 transition,
when the higher excitation levels are less populated and the ratio
of the J =0 and J=1 populations is higher.
Figure 7 shows the dust and line emission plotted against
the model column density. The dust emission shows good cor-
relation with only some saturation for the most optically thick
LOS. In comparison, the scatter in the line intensities is large.
For a given column density, the line area can vary by a sig-
nificant factor, depending on the actual volume densities along
the LOS. The large variation also applies to the column den-
sity threshold above which the line emission becomes detectable,
N(H2) ∼ (2−17)×1021 cm−2. This scatter is again mainly due to
the assumed abundance variations, although the non-LTE exci-
tation also plays an important secondary role. Because of the ad-
hoc nature of the assumed abundances, Fig. 7 should be taken as
a qualitative demonstration rather than as a detailed prediction.
Figure 8 shows the power spectra calculated for different
tracer maps. These include line area maps for constant and
density-dependent abundances (Eq. (1)), both for LTE condi-
tions and the full non-LTE calculations with LOC. The power
spectra were calculated with the TurbuStat package (Koch et al.
2019). The input maps have 2048×2048 pixels and a pixel size of
0.12 pc, which corresponds to the smallest cell size of the mod-
els (2563 root grid and NL = 4). The actual spatial resolution is
lower over most of the map area, but the discretisation is iden-
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Fig. 6. Comparison of LTE (frame a) and non-LTE (frame b)
predictions of W(13CO) for a region within the large-scale ISM
simulation. The ratio of the LTE and non-LTE maps is shown
in frame c. The corresponding histograms of W(13CO) values
(above 10−3 K km s−1) are shown in frame d. The selected region
is indicated in Fig. 5c with a white box.
tical for all the compared cases. The only exception is the 13CO
map for the NL = 3 model, which is included as an example of a
model with lower resolution.
The dust surface brightness map and the constant-abundance
LTE map of 12CO line area have power spectra that are similar
and even steeper than that of the true column density. With the
density-dependent abundances, the power is increased at small
scales, this resulting in much flatter power spectra. In the fits
P ∼ kγ (k being the spatial frequency), the slope of the power
spectrum rises above γ =-1.8. When the abundance distribu-
tions are identical, the 12CO power spectra are slightly flatter for
the non-LTE than for the LTE case. The lower optical depth of
the 13CO lines again increases the relative power at the smallest
scales, resulting in the largest γ values. The difference between
the NL=3 and 4 discretisations has a smaller but still a significant
effect. The N = 3 cell size corresponds to a spatial scale outside
the fitted range of k values, but the reduction of peak intensities
(resulting from the averaging of cells in the N = 4 → 3 grid
transformation) is of course reflected to all values of k.
7
M. Juvela et al.: LOC program for line radiative transfer
0 5 10 15 20 25
N(H2) (1021 cm 2)
0.0
0.5
1.0
1.5
2.0
2.5
3.0
W
(13
CO
)(
Kk
m
s
1 )
0
20
40
60
80
100
120
S(
25
0
m
)(
M
Jy
sr
1 )
1
2
3
4
lo
g 1
0
pi
xe
ls
Fig. 7. Dust and 13CO line emission as functions of column den-
sity of the large-scale ISM simulation. The blue 2D histogram
shows the distribution of the 13CO line area vs. the true column
density. The colour bar indicates the number of pixels in the orig-
inal line emission maps per 2D histogram bin. The correspond-
ing distribution of 250 µm surface brightness vs. column density
(right hand axis) is shown with red contours. The contour levels
correspond to log10 npix = 0.5, 1, 2, and 3, for the number image
pixels npix per 2D histogram bin. The number of 2D bins is the
same as for the 250 µm surface brightness histogram.
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Fig. 8. Power spectra from synthetic observations of the large-
scale ISM simulation. The power P is calculated for the true col-
umn density, the 250 µm dust surface brightness, and for three
versions of 12CO line-area maps. The 12CO emission corre-
sponds either to a constant abundance of χ0 = 10−4 and LTE
conditions, or the Eq. (1) abundances with LTE or non-LTE cal-
culations. The grey lines correspond to least-squares fits and ex-
tend over the range of the fitted spatial frequencies.
4. Discussion and conclusions
The non-LTE, non-Monte-Carlo line transfer code LOC was
shown to provide in the selected 1D test problems (Sect. 3.1)
results comparable to those of other RT programmes. The 3D
version of LOC uses octree grids and is partly a separate code
base. In the tests of Sect. 3.2, its results were consistent with the
1D version. The 3D programme has also been compared with
the Monte Carlo code Cppsimu (Juvela 1997) (not discussed in
this paper) and those comparisons show a similar degree of con-
sistency. The differences in the results of different codes are also
often connected with different interpretations of the model setup
rather than direct differences in the numerical methods them-
selves.
The parallelisation and the ability to run LOC on GPUs are
important features. After all, even on desktop systems, the num-
ber of parallel threads provided by the hardware is approaching
102 on high end CPUs and 104 on high-end GPUs. Therefore,
the lack of parallelisation or poor scaling to higher core counts
would lead to unacceptable inefficiency, in terms of the run times
and the energy consumption. In the case of LOC, GPUs were
found to provide a typical speed-up of 2–10 over a multi-core
CPU (Appendix A), although the numbers of course vary de-
pending on the actual model and the hardware used. The run
times were found to be directly proportional to the number of
transitions and the number of cells. In the case of very large
models, the overhead from disc operations could decrease the
performance but that may be solved with more main memory.
The run times appeared to be rather insensitive to the number
of velocity channels, but this is at least partly due to the local
emission/absorption profiles of the tested models covering only
a small fraction of the computed bandwidth. When the number
of channels is small, their impact on the run times is small be-
cause of the relatively large effort spent on the basic ray trac-
ing. When the number of channels is larger, the run time should
depend linearly on it. In details, there may also be some more
discrete behaviour because, on a GPU, a larger number of chan-
nels (e.g. 32) are processed in parallel. The number of channels
should preferentially be a multiple of this local work group size
(i.e. the group of threads with synchronous execution).
The example of Sect. 3.3 showed that relatively large models
with up to hundreds of millions of cells can be handled on mod-
est desktop computers and within a reasonable time. In Sect. 3.3,
the original model was reduced to 105 million cells and one RT
iteration took less than three hours. With more memory, larger
modelling tasks could be tackled, such as the full model that
contained with 450 million cells (root grid 5123 and seven oc-
tree levels, see Sect. 3.3). That would still be within the reach of
desktop computers and, with the most recent GPUs (compared to
the ones used in the tests), the run times would still be of similar
order. Conversely, RT calculations are needed also in the case of
small 1D models. When there are few observational constraints,
simple 1D models are still a common aid in the interpretation
of observations. In fact, even much of the theoretical work still
relies on 1D calculations, e.g. in the study of prestellar cores,
where the spherical symmetry is a good approximation and the
emphasis is on chemical studies (Vastel et al. 2018; Sipila¨ et al.
2019). Therefore, both 1D and 3D RT programs are still relevant.
We showed in Sect. 3.3 that differences in the synthetic ob-
servations based on LTE and non-LTE calculations are clear even
for the basic statistics, such as the power spectra and the intensity
PDFs. In the ISM context, the non-LTE effects should be impor-
tant for a wide range of numerical and observational studies of
clouds and cores (Walch et al. 2015; Padoan et al. 2016; Smith
et al. 2020), filaments and velocity-coherent structures (Hacar
et al. 2013, 2018; Arzoumanian et al. 2013; Heigl et al. 2020;
Chen et al. 2020; Clarke et al. 2020), and the large-scale velocity
fields (Burkhart et al. 2014; Hu et al. 2020). These problems are
inherently 3D in nature, require the coverage of a large dynam-
ical range, and are natural applications of line RT modelling on
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hierarchical grids. At the same time, RT is only one component
of the problem and needs to be combined with descriptions of
the gas dynamics and chemistry. For example, the sample calcu-
lations of Sect. 3.3 made use of a simple density dependence for
the molecular abundances, but the real chemistry of the clouds
and especially the transition between the atomic and molecular
phases is more complex (Glover et al. 2010; Walch et al. 2015).
Tools like LOC are needed to quantify the observable conse-
quences of different model assumptions and to ultimately test
the models against real observations.
The performance of LOC is still far from the theoretical peak
performance, especially that of GPUs. The implementation of
LOC as a Python program with on-the-fly compiled kernels is
well suited for further development and testing of alternative
schemes. When the device memory is not an issue, an obviously
faster alternative for the 3D computations would be to process
all transitions at the same time, instead of repeating the ray trac-
ing for each transition separately. Because the rate of conver-
gence is dependent on the local optical depths, some form of sub-
iterations, where level populations are updated more frequently
in optically thick regions, could result in significant reduction of
the run times (cf. Lunttila & Juvela 2012). The number of en-
ergy levels that are actually populated varies significantly from
cell to cell. This was true for the models discussed in Sect. 3.3,
but would be much more evident if the models included strong
temperature variations, e.g. in the case of embedded radiation
sources. Further optimisations would thus be thus possible by
varying, cell by cell, the number of transitions for which RT
computations are actually performed and the number of energy
levels for which the level populations are stored.
LOC could also be extended with additional features. While
it is possible to have several collisional partners with spatially
variable abundances in the 1D models, the 3D version assumes
their relative abundances to be constant (the abundance of the
studied molecule itself is always specified for each cell sepa-
rately). Continuum emission and absorption (e.g. from contin-
uum RT modelling) can not yet be considered in the 3D cal-
culations. Similarly, while LOC can model lines with hyperfine
structure, the general (non-LTE) case of line overlap is so far not
included in the 3D version.
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Appendix A: Computational performance of LOC
We examined the computational performance of LOC by com-
paring it to the Cppsimu programme (Juvela 1997) and by mea-
suring the run times as a function of the model size. Cppsimu is a
pure C-language implementation of Monte Carlo RT but can be
run with a regular, non-random set of rays. Thus, Cppsimu runs
without parallelisation provide a convenient point of reference,
free from the overheads that in the case of LOC result from the
interpreted main programme (in Python), the on-the-fly compi-
lation of the kernels (a cost associated with the use of OpenCL),
the data transfers between the host and the device, and the par-
allelisation.
A.1. One-dimensional models
When the Model 2b calculations of Sect. 2.1 were performed
with the same number of 75 iterations, using 256 rays and 64
velocity channels, the Cppsimu run took on 3.1 seconds on a
single CPU core, while LOC took 4.0 seconds on a CPU and 2.4
seconds on a GPU.5. The sequential part of LOC before the first
call to the simulation kernel took only 0.2 seconds.
The LOC performance was modest because of the small
amount of computations, especially relative to the amount of
data transferred between the host and the device. When the num-
ber of rays is increased to 2048 and the number of velocity chan-
nels to 256, the number of floating point operations should in-
crease by a factor of 64. For Cppsimu, linear scaling would pre-
dict a runtime of some 154 seconds while the actual run time
was 354 seconds. This additional increase may be attributed to
the larger data volume (less efficient of use of memory caches)
and a lower average CPU clock frequency during the longer run.
The LOC run on the CPU took 183 seconds. This is half of the
Cppsimu run time but not particularly good given the availability
of six CPU cores. On the other hand, the run time on the GPU
was 15.4 seconds, providing a speed-up by a factor of ∼23 over
the single-CPU-core Cppsimu run.
The results show that GPUs can provide significant advan-
tages in RT calculations, if the problem can make use of the
5 The one-dimensional models were run on a six-core Intel i7-8700K
CPU and NVidia GTX 1080 Ti GPU
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available parallel processing elements. In the above example, all
2048 rays could be processed in parallel because the GPU had an
even larger number of 2560 “cores”. Although the 1D runs are
never constrained by the amount of available memory, LOC pro-
cesses the transitions sequentially also in the case of 1D models.
By extending the parallelisation across both velocity channels
and transitions, the efficiency of the calculations for small mod-
els (smaller number of rays) could be improved.
A.2. Three-dimensional Cartesian grids
When the linear size of the root grid of the 3D models is at
least some tens, the parallelisation over simulated root-level rays
should make use of most of the GPU resources. The memory
requirements are dictated by the large parameter arrays, such
as the density and velocity fields and the absorption counters,
and less memory is needed to support the concurrent process-
ing of even thousands of rays. When the number of threads is
larger than the number of parallel processing elements available
in hardware, some of the idle time and overheads (e.g. due to
memory accesses) can also be amortised by fast context switch-
ing between the threads. LOC uses different kernels for regu-
lar Cartesian grids and for octree grids (discussed in the next
section). On Cartesian grids, the ray-tracing calculations have a
small cost relative to actual the RT updates.
We compared the Cppsimu and LOC run times for a cloud
model taken from Padoan et al. (2016). This is different from the
snapshot discussed in Sect. 3.3 but also represents a (250 pc)3
volume of the ISM. We performed RT calculations for the CO
molecule, including the 10 lowest energy levels and 512 veloc-
ity channels over a bandwidth of 50 km s−1 band. The model is
discretised to N3 cells with N ranging from 32 to 512. Figure A.1
compares the run times for Cppsimu (CPU, single core) and
LOC on a CPU and a GPU6. The run times correspond to a sin-
gle iteration that includes the initial reading of the input files, the
RT simulations, and the solving of the equilibrium equations. Of
these, the RT simulation is clearly the most time consuming step.
For N = 128 − 256, LOC run on the six-core CPU pro-
vides a speed-up of ∼6.0 compared to the Cppsimu. This suggest
good parallelisation for the six-core CPU, although the number
is of course affected by many implementation details in the two
programmes (and even the OpenCL version used). In fact, the
speed-up could have been expected to be smaller, because the
average clock frequency is lower during the multi-core LOC run
(because of the thermal limits of the processor and the laptop)
and because Cppsimu simulates all transitions in one go and
thus does not repeat the ray tracing calculations for transition
separately. The speed-up provided by the GPU is ∼12.9 over the
single-core Cppsimu run and thus more than a factor of two over
the LOC run on the six-core CPU. The slightly smaller speed-up
at N = 5123 may be affected by the increased disc usage.
Both Cppsimu and LOC are optimised to limit the radia-
tion field updates to the velocity channels where the local ab-
sorption/emission line profile is significantly above zero. In the
turbulent ISM model, the local line profile is typically much
smaller than the full bandwidth of 50 km s−1. This means that
the geometrical ray-tracing has a relatively high cost relative to
the actual RT updates, in spite of the nominally large number
of 512 velocity channels. As was seen in the case of 1D mod-
els (Sect. A.1), the relative performance of LOC improves if
the number of floating point operations is higher relative to the
6 The CPU is a six-core Intel i7-8700K processor and the GPU an
external Radeon VII card, connected via a Thunderbolt connection.
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Fig. A.1. Comparison of Cppsimu (open circles) and LOC
(filled black symbols) run times for CO line calculations, using
a 3D model discretised onto a regular Cartesian grid. The x-axis
gives the linear model size N, the models having N3 cells, and
the y-axis the total run time, including the simulation of the ra-
diation field and the solving of the equilibrium equations. The
figure also shows LOC run times when the ray-tracing on the
Cartesian grid is done with the more complex routines needed
for octree grids.
data volume, for example if the local absorption/emission pro-
files covered a larger fraction of the bandwidth.
A.3. Three-dimensional octree grids
In the case of octree grids, the cost associated with the creation
and storage of rays and the more complex path calculations can
be significant. In LOC, each ray is processed by a single work
group and the updates to the different velocity channels are par-
allelised between the work items of that work group. The cre-
ation and tracking of ray paths are delegated to a single work
item, which means that during those computations the other
work items of the work group remain idle. Therefore, the effi-
ciency of parallelisation would again increase if the number of
velocity channels were larger (e.g. as in the case of spectra with
hyperfine structure).
Figure A.1 shows the run times also for the case where the
grid is Cartesian but we use these more complex ray-tracing rou-
tines needed for octree grids. The overhead from the more com-
plex path calculations is clear, even when the grid itself does not
yet have any refinement.
We examined further how the run times depend on the num-
ber of hierarchy levels and the total number of cells in the octree
grid. We used a root grid of 643 or 1283 cells and 0-3 additional
levels, up to the full spatial resolution of the original 5123 model
cloud. The other run parameters are the same as in Sect. A.2.
Figure A.2 shows the run times as a function of the number
of cells in the model. Corresponding to each number of hierar-
chy levels NL, there are two cases where either 10% or 30% of
the cells of the previous hierarchy level were refined, thus result-
ing in a different total number of cells. When the percentage is
10%, there is a nearly equal number of cells on each refinement
level (one tenth of the cells being split each to eight cells). When
the percentage is 30%, most cells reside at higher hierarchy lev-
els (i.e. are smaller in physical size). The run times are seen to
10
M. Juvela et al.: LOC program for line radiative transfer
106 107
Cells
100
101
102
103
Ti
m
e
(s
)
a
Root grid 643
NL = 1
NL = 2
NL = 3
NL = 4
106 107
Cells
100
101
102
103
Ti
m
e
(s
)
b
Root grid 1283
Fig. A.2. Comparison of LOC run times on a GPU for different
octree grids. The octree hierarchies have NL = 1 − 4 levels and
a root grid of 643 (frame a) or 1283 (frame b) cells. The solid
lines connect two cases where either 10% or 30% of the cells of
the previous level are refined. The dotted lines indicate the slope
of one-to-one scaling between the run time and the number of
cells.
remain almost directly proportional to the number of cells and
there is little additional cost associated with deeper hierarchies.
Appendix B: Continuum RT calculations
In Sect. 3.3, the line calculations were compared with synthetic
dust emission maps. The continuum calculations use the same
octree-discretisation as the line calculations. The model is illu-
minated externally by a radiation field that corresponds to condi-
tions in the Solar neighbourhood (Mathis et al. 1983). The dust
properties are those of the RV = 5.5 model of Weingartner &
Draine (2001), as implemented in the DustEM package7.
The dust emission was calculated with the SOC programme
(Juvela 2019), assuming sub-millimetre emission from large
grains at an equilibrium temperature. Compared to line trans-
fer, the continuum RT calculations are faster, in spite of the use
of Monte Carlo methods. By using photon-splitting techniques,
the noise of the dust temperature estimates increases only lin-
early with the discretisation level, instead of the normal factor-
of-two increase per discretisation level. This is true as long as
the average optical depths are small and scatterings do not sig-
nificantly reduce the photon flux into the densest regions. This is
true for the present models, thus resulting in significant savings
in the run times. The noise in the computed dust temperatures
was δTd ∼ 0.1 K at the highest refinement level. The computed
maps represent the surface brightness of dust emission at the
monochromatic wavelength of 250 µm.
7 https://www.ias.u-psud.fr/DUSTEM
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