Abstract. We present a necessary and sufficient condition for a root greater than unity of a monic reciprocal polynomial of an even degree at least four, with integer coefficients, to be a Salem number. We determine the probability of fulfillment the condition for an arbitrary power of the root.
Introduction
A Salem number is a real algebraic integer τ > 1 of degree at least four, conjugate to τ −1 , all of whose conjugates, excluding τ and τ −1 , are unimodal i.e., lie on |z| = 1. The corresponding minimal polynomial P (x) of degree d of these numbers, called a Salem polynomial, is (self-)reciprocal, that is x d P (1/x) = P (x). Since P (x) is self-reciprocal and irreducible it must have even degree. It is well known [13] that τ n should also be a Salem number of degree d for any natural n. Fractional parts of τ n are dense in the unit interval [0, 1], but are not uniformly distributed [1, 14] . Salem numbers have appeared in quite different areas of mathematics (number theory, harmonic analysis, knot theory, etc.). Throughout, when we speak about a conjugate, the minimal polynomial or the degree of an algebraic number we mean over the field of the rationals Q.
In [15] Vieira, extending a result of Lakatos and Losonczi [7] , presented a sufficient condition for a self-reciprocal polynomial to have a fixed number of roots on the complex unit circle U = {z ∈ C : |z| = 1}. Let p(z) = a d z d + a d−1 z d−1 + · · · + a 1 z + a 0 be a d-th degree self-reciprocal polynomial. If the inequality (1.1)
holds, then p(z) has exactly d − 2l roots on U and these roots are simple. Here we present, in a sense, a result which lies in the opposite direction of a special case of this theorem. Namely, we shall prove the following Theorem 1.1. A real algebraic integer τ > 1 is a Salem number if and only if its minimal polynomial P (x) is reciprocal of even degree d ≥ 4, and there is n ∈ N, n ≥ 2 such that τ n has the minimal polynomial P n (x) = 1 + a 1,n x + a 2,n x 2 + · · · + a d−1,n x d−1 + x d , which is also reciprocal of degree d, and satisfies the condition
Notice that the condition (1.2) is the special case when l = 1 of the condition (1.1) applied to P n (x). We present a method, easy for implementation, for the calculation of the coefficients of P n (x) starting with P (x) without determination of its roots. We can use the companion matrix C of a monic polynomial
It is well known [8] , [9] that P (x) is the characteristic polynomial of C so the root λ of P (x) is an eigenvalue of C. If v is an eigenvector of C associated with λ then C n v = C n−1 Cv = C n−1 λv = · · · = λ n v. Thus C n should have an eigenvalue λ n and the characteristic polynomial of C n must be P n (x), i.e. P n (x) = det(xI − C n ). It is easy to show that v = [1 λ λ 2 . . .
Using this method we are able, for a Salem number τ , to find at least one n such that the minimal polynomial P n (x) of τ n satisfies condition (1.2). In Table 1 we present examples of Salem numbers and n which we have found. The last example in the table is the root of Lehmer polynomial which is the smallest known Salem number. We can notice that n becomes large as d increases. It would be interesting to find n for all small Salem numbers in the Mossinghoff's list [11] .
As shown in Table 1 the relative frequency of n such that the minimal polynomial P n (x) of τ n satisfies (1.2) significantly decreases when d increases. One might ask what is the probability of fulfillment the condition (1.2) for an arbitrary power of the root. We determined the exact value of the probability for d = 4, 6 and we approximated the probability for d = 8, 10. Let τ be a Salem number of degree d, n ∈ N and let P n (x) be the minimal polynomial of τ n . Let p d denotes the probability that coefficients of P n (x) satisfy (1.2) when n is randomly chosen. Then:
(a) p 4 is equal to 1/3 and, If we observe coefficients of P n (x) as n increases, we can notice some regularities which enable us to recognize the minimal polynomial of a Salem number. We present these regularities in the Theorem 1.3. Theorem 1.3. Let τ > 1 be a Salem number and let
So if any of the conditions in Theorem 1.3 is not satisfied we can be sure that a root of P (x) is not a Salem number. Theorem 1.3 explains the observation that the coefficients a k,n for k = 1, 2, . . . , d − 1 of P n (x) are approximately of the same magnitude, and that the central coefficient is usually slightly greater in modulus than a peripheral one. Examples for this are: P 100 , P 200 , showed in Table 2 . The algorithm for calculating a root of P (x) presented in (a) is known as Graeffe's method [10] .
If P (x) is monic, reciprocal, with integer coefficients then P n (x) is a periodic sequence of polynomials if and only if P (x) is the product of cyclotomic polynomials. In fact, if P n (x) is a periodic sequence, among these polynomials there are only finitely many distinct ones. Then the set of roots of these polynomials is also finite, and all the powers α, α 2 , α 3 , . . . of a root α of P (x) are in this set. Therefore for some p, q, α p = α q , p = q. Since α = 0 it follows that α p−q = 1. Vice versa, if P (x) is the product of cyclotomic polynomials then all its roots are roots of 1 so the set of its powers is finite and the set of coefficients a k,n for k = 1, 2, . . . , d − 1, n = 1, 2, . . . of P n (x) is also finite. Thus P n (x) is a periodic sequence of polynomials.
Proofs of Theorems
In order to prove Theorem 1.1 we shall use a theorem of Kronecker [1, Theorem. 4.6.4.], which is a consequence of Weyl's theorems [4] . Suppose α = (α k ) 1≤k≤p ∈ R p has the property that the real numbers 1, α 1 , . . . , α p are Q-linearly independent, and let µ denote an arbitrary vector in R p , N an integer and ε a positive real number. Then Kronecker's theorem states that there exists an integer n > N such that nα k − µ k < ε, (k = 1, . . . , p) where x = min{|x − m| : m ∈ Z} is the distance from x to the nearest integer. Proof of Theorem 1.1 Necessity. Suppose that τ > 1 is a Salem number. The essence of the proof is to show that there is n such that each of d − 2 unimodal roots of P n (x) could be arbitrarily close to exactly one root of x d−2 + 1 (see [16, Lemma 2] ) and to show that then the coefficients of P n (x) will satisfy the condition (1.2). It is obvious that roots of
According to the Kronecker's theorem consider (w j ) 2≤j≤d/2 ∈ R d/2−1 with
). It is clear that for every ε > 0 there exists an arbitrarily large integer n such that Table 1 of degree 10 then conjugates of τ 43 (represented with •) and of τ 80 (represented with +), whose minimal polynomials P 43 (x), P 80 (x) satisfy (2), are close to roots of x 8 +1, vertices of the regular octagon.
Since a coefficient of a polynomial is a continuous function of its roots, for every ǫ > 0 there exists an arbitrarily large integer n such that the minimal polynomial (2.3)
Now we consider the coefficients of P n (x) to show they satisfy the condition (1.2). It is obvious that |a d−1,n | = |T + ǫ 1 | ≥ |T | − |ǫ|. We need to estimate
So the condition (1.2) will be satisfied if
which is equivalent to
Since |T | = τ n + τ −n tends to ∞ as n → ∞ it is obvious that the left side of (2.5) tends to D := 2d−4
The determination of n such that coefficients of P n (x) satisfies (1.2) has to be done in following four steps:
i we choose ǫ such that D > ǫ > 0; ii we choose an integer N such that (2.5) will be fulfilled for all n ≥ N ; iii we chose an ε > 0 such that if each of d − 2 unimodal roots of a P n (x) is at the distance < ε in modulus of exactly one root of τ , τ 2 , . . . , τ d over Q such that τ n has the minimal polynomial P n (x) which is also reciprocal of degree d, and satisfies the condition (1.2). If τ is a conjugate of τ ′ then τ n is a conjugate of τ ′n . Since the minimal polynomial P n (x) of τ n is of degree d so τ n 1 , τ n 2 , . . . , τ n d must be different numbers and their product has to be 1 because P n (x) is monic and reciprocal. The polynomial P n (x) satisfies the condition (1.2) so it satisfies the condition (1.1) of Vieira's theorem where l = 1. According to the theorem there are d − 2 roots of P n (x) on the boundary of the unit disc |z| = 1. Since they occur in conjugate complex pairs their product is equal to 1. It follows that τ −n should be a conjugate of τ n which allow us to conclude that τ n is a Salem number. If |τ ′n | = 1 then |τ ′ | = 1 thus it follows that there are d − 2 conjugates of τ on the boundary of the unit disc. Finally, in the same manner as for τ n , we conclude that τ is also a Salem number. Proof of Theorem 1.2 (a) If we use (2.1) and denote D := τ n + 1/τ n (d = 4) we have P n (x) = (x 2 − Dx + 1)(x 2 − 2 cos(2πnω 1 )x + 1).
We denote 2π{nω 1 } by θ 1 and 2 cos(θ 1 ) by s 1 where {·} denotes the fractional part. Since nω 1 is uniformly distributed modulo one θ 1 is uniformly distributed on [0, 2π]. For d = 4 the condition (1.2) is reduced to |a 3,n | > 2 + |a 2,n |. Since P n (x) = (x 2 − Dx + 1)(x 2 − s 1 x + 1) the condition becomes
From the definition of D it is obvious that D → ∞ when n → ∞. 
When D tends to infinity we obtain −1 < s 1 < 1 i.e. −1/2 < cos θ 1 < 1/2. It follows that π/3 < θ 1 < 2π/3 or 4π/3 < θ 1 < 5π/3 so that the probability has to be p 4 = We denote θ 1 := 2π{nω 1 }, θ 2 := 2π{nω 2 }. Coefficients of P n (x) depends only on real parts of unimodal roots so that we can chose the complex conjugates from the upper half (complex) plane. Thus we define (2.7) 2π) .
, i = 1, 2.
Since nω 1 , nω 2 are uniformly distributed modulo one θ 1 , θ 2 are uniformly distributed on [0, 2π] and t 1 , t 2 are uniformly distributed on [0, π]. We denote (2.8)
the condition becomes (2.9)
The main idea of the proof is to determine the region S in s 1 Os 2 plane such that every point (s 1 , s 2 ) ∈ S satisfies (2.9). Since D → ∞ when n → ∞, |s 1 | ≤ 2, |s 2 | ≤ 2 we conclude that the left side in (2.9) | − D − s 1 − s 2 | = |D + s 1 + s 2 | is equal, for every sufficiently large n, to D + s 1 + s 2 . We can find the boundary of S if we replace > in (2.9) with = and if we replace both | | on the right side with ±( ). There are four possibilities for replacing so we get four equations which we solve for s 2 . We get rational functions The boundary of S consists of parts of graphs of F i (s 1 ). We have to find intersection points of these graphs. Therefore we solve four equations:
. We have to determine the area of the region T in t 1 Ot 2 plane such that for every point (s 1 , s 2 ) ∈ S there is unique (t 1 , t 2 ) ∈ T where (2.11) t 1 = arccos(s 1 /2), t 2 = arccos(s 2 /2), using (2.8). The ratio of the area of T to the area of all possible values (t 1 , t 2 ), i.e. π 2 , is equal to the probability p 6 . Since s 2 = F i (s 1 ) it follows that t 2 = arccos(F i (2 cos(t 1 ))/2) =: G i (t 1 ) using (2.8). For the determination of the area of T it is convenient to show that T has reflection symmetry across the line t 2 = π − t 1 . Let the graph of t 2 = G i (t 1 ) be Γ i . We claim that Γ 1 can be obtained by reflecting of Γ 3 about the line Figure 2) . Indeed, if t 2 = G 1 (t 1 ) then
In the same manner we can show that Γ 2 is a reflection of Γ 4 in the line t 2 = π − t 1 . Therefore T consists of four congruent curve-triangles, each of them has the same area A (see Figure 2) . If we bring to mind the intersection points (2.10) and formulas (2.11) we find out the intersection points of graphs Γ i , i = 1, 2, 3, 4 which are the limits of two definite integrals which occur in (1.3). We conclude that A is equal to sum of these integrals (see Figure 2 ) and that p 6 = 4A/π 2 as it is claimed.
If we use the same method for the determination of p 8 , p 10 etc. it requires multiple definite integrals applied on the regions with complicated boundaries. Thus it is much convenient to use a numerical approach. For each pair of conjugate complex roots of a Salem polynomial we define a variable Figure 2 . The event T that a power of a Salem number of degree 6 has the minimal polynomial which satisfies the condition (1.2) is shaded in the figure. It consists of four congruent curve-triangles, each of them has the same area A which is equal to the definite integral. Thus the probability of T is 4A/π 2 = 0.0717258 . . .. t i ∈ (0, π), as in (2.7) and s i as in (2.8) i = 1, 2, . . . , H where we denoted (d− 2)/2 by H. Let m ∈ N and let 0 = t i,0 , t i,1 , . . . , t i,m = π, i = 1, 2, . . . , H be nodes arranged consecutively with equal spacing h = π/m. Starting from
we calculate the coefficients of P n (x) which obviously depend on D, t i so that there are the functions A k,n such that
For D fixed and for each H-tuple (t 1,j 1 , t 2,j 2 , . . . , t H,j H ) we calculate
and replace them into the condition (1.2). The number N c of all H-tuples, i.e. of all points of π H , which satisfy this condition, divided with (m + 1) H , the number of all H-tuples, approximates p d . If we take a large D = 10 9 and a small h ≥ 0.002 we get p 8 ≈ 0.012173, p 10 ≈ 0.0018. Since there are Table 2 . Coeficients of P 43 (x), P 80 (x) which satisfy (2) and of P 100 (x), P 200 (x) which do not, where P (x) is the minimal polynomial of the sixth Salem number in Table 1 P 43 (x) P 80 (x) P 100 (x) P 200 (x) For the second Salem number in the Table 1 of degree 6 we have found that if 101 ≤ n ≤ 300 then the event that P n (x) satisfies (1. .
If we divide the enumerator and the denominator with τ n then it is obvious that we obtain the enumerator which tends to τ and the denominator which tends to 1, as n → ∞. If we write We can conclude that (1.4) is valid using (b)
