Blue straggler stars have been proposeed as powerful indicators to measure the dynamical state of Galactic globular clusters. Here we examine for the first time if this framework of blue straggler stars as dynamical clocks, which was specifically developed for Galactic globular clusters, may also hold for younger globular clusters in the Large Magellanic Cloud. Using Hubble Space Telescope observations, we study seven Large Magellanic Cloud star clusters with ages between ∼700 Myr and 7 Gyr. We confirm that our sample clusters are consistent with the empirical correlation previously derived for Galactic globular clusters, within a modest tolerance. We suggest that to further examine if blue straggler stars can measure the dynamical state of their host clusters over an extended range of dynamical ages, more studies of dynamically older Magellanic Cloud clusters are required. We discuss the physical implications of our results in terms of their central, dimensionless King potential, as well as the initial retention fraction of black holes.
INTRODUCTION
In dense stellar systems like globular clusters (GCs), blue straggler stars (BSSs) represent examples of the bluest and brightest populations. They lie on an extension of the main-sequence (MS) (e.g., Sandage 1953; Ferraro et al. 1993; Li et al. 2013b) in the color-magnitude diagram (CMD). BSSs are thought to be more massive than the bulk of the 'normal' stars (e.g., Fiorentino et al. 2014) in star clusters. They are exotic objects which may have been produced through active stellar dynamics -either through mergers of binary components (Hills & Day 1976; Andronov et al. 2006) or through direct collisions in dense clusters (McCrea 1964) . Therefore, BSSs
Since BSSs are closely related to binary evolutions, their spatial segregation may show consistency with that of a cluster's binary population. An exploration of this type of correlation has been carried out over the last decade: the radial distribution of binary systems is indeed similar to that of the BSSs in star clusters (Milone et al. 2012; Geller et al. 2013) . In some young massive clusters, the radial behavior of the binary systems is more complicated, because the ongoing dynamical binary disruption may mask their mass segregation (Li et al. 2013a; Geller et al. 2015; Yang et al. 2018) . It is thus interesting to explore the radial behavior of BSSs in clusters younger than most Galactic GCs (∼10 Gyr).
Although the framework describing how BSSs can probe the dynamical processes of their host stellar systems has been well-studied for Galactic GCs, whether our understanding of BSSs would also hold for their younger, extragalactic counterparts remains unclear. A limited number of studies aiming to explore BSSs in star clusters in the Magellanic Clouds have recently been carried out. Li et al. (2013b) detected two separated groups of BSSs in the CMD of the Large Magellanic Cloud (LMC) GC Hodge 11, which is similar (but less significant) to the bifurcations found in some Galactic GCs (Ferraro et al. 2009; Dalessandro et al. 2013; Simunovic et al. 2014) . Recently, the young (1-2 Gyr-old) LMC cluster NGC 2173 was found to exhibit two well-separated BSS sequences in its CMD (Li et al. 2018a ), a feature which is commonly explained as the result of a cluster's core collapse. However, the number density profile of NGC 2173 does not exhibit a central cusp, a typical feature created by a collapsed core. For another 1-2 Gyr-old cluster, NGC 2213, found that the radial distribution of its BSSs is consistent with that of the normal stars, showing no evidence of dynamical mass segregation (although dynamical calculations carried out for that cluster showed that the radial distribution of its BSSs should have been shaped by dynamical mass segregation). suggested that this may be because the presence of some extremely compact objects such as black holes in the cluster's central region could have delayed the dynamical evolution of the BSSs. Sun et al. (2018) studied BSSs in 25 Magellanic Cloud star clusters. They revealed a sublinear correlation between the number of BSSs in the cluster cores and the clusters' core masses, i.e., N BSS,c ∝ M c 0.66±0.07 , where N BSS,c and M c are the number of BSSs in the core region and the cluster's core mass, respectively. This feature had been previously confirmed in Galactic GCs (Knigge et al. 2009 ), which implied that binary evolution is the major formation channel of BSSs.
In this paper, we study seven LMC massive clusters with ages from ≤1 Gyr to ∼7 Gyr. Using diagnostic diagrams similar to those used by Lanzoni et al. (2016) , we examine if the BSS mass segregation degrees could be applied to measure the dynamical states of their host clusters. The effects of (small-)number dispersions of the BSSs as well as of field contamination are carefully explored by employing a Monte-Carlo based statistical examination. We will show that our result is generally consistent with the empirical relationship derived by Lanzoni et al. (2016) and Ferraro et al. (2018) for Galactic GCs. We discuss the physical implications of our results by comparing our observations with the numerical simulation results of Alessandrini et al. (2016) .
We introduce the details of the observations and the data reduction in Section 2. The main results of our analyses are presented in Section 3. In Section 4, we provide a discussion of the physical implications of our results. Section 5 contains a summary and our conclusions.
DATA REDUCTION

Star cluster selection
We first examined all LMC clusters contained in the Hubble Space Telescope (HST) archive data set 1 using the cluster catalog of Baumgardt et al. (2013) . We selected data sets observed with the HST Ultraviolet and Visible channel of the Wide Field Camera 3 (UVIS/WFC3) or the Wide Field Channel of the Advanced Camera for Surveys (ACS/WFC). We then performed point-spread-function (PSF) photometry on the calibrated scientific image frames (with extension 'flt') using the WFC3 or ACS modules of the DOLPHOT 2.0 package (Dolphin 2016) . After having obtained the raw stellar catalog, we employed the same method as Li et al. (2018b) to filter out 'bad' detections and compile the 'clean' catalogs. Here, bad detections are objects which were identified as bad pixels, cosmic rays, extended sources, or centrally saturated objects. Objects with unrealistic sharpness or which were strongly affected by their nearby crowded environment were removed as well (for details, see Li et al. 2018b) . In this paper, we only focus on BSSs and normal evolved stars, such as red-giant branch (RGB) stars, asymptotic giant branch (AGB) stars and red clump (RC) stars. All these stars have high signal-to-noise ratios (SNR>250); only central saturation will reduce their completeness levels. We confirm that fewer than 5% of the stars of interest would be removed by our data reduction procedures.
In this paper, we aim to examine if the framework developed by Ferraro et al. (2012) and Lanzoni et al. (2016) for BSSs in old Galactic GCs could also apply to younger GCs (younger than ∼10 Gyr). Therefore, we do not perform photometry on clusters older than 10 Gyr. For clusters younger than 10 Gyr, we only selected clusters containing more than 10 BSS candidates for reasons of statistical robustness. These selection criteria forced us to exclude some young clusters, because those clusters do not show a clear turnoff region and their BSSs evolve too fast to be captured in an observational snapshot.
It is possible that some BSS candidates are just field stars, which may occasionally be located along the lineof-sight direction. To obtain reliable results about the radial distributions of BSSs, field-star decontamination is required. However, because of the large distances to the LMC clusters (e.g., de , using proper motions to reduce pollution by field stars is not possible 2 . Therefore, we have visually inspected the spatial distributions of the selected BSSs for each cluster. If these stars did not show any clear central concentration, we did not analyze the cluster. Finally, only seven clusters were selected for further study. Table 1 lists the basic observational information for our seven sample clusters, as well as that of their associated parallel observations centered on nearby regions (if any), which are used as reference fields.
Selection of the stellar samples
In Fig. 1 we present the processed CMDs of our clusters, along with their best-fitting isochrones calculated based on the PARSEC stellar evolution code (Bressan et al. 2012) . For each cluster, we use an old isochrone to fit the bulk stellar population based on visual inspection. Most clusters exhibit an extended main-sequence turnoff (eMSTO) region, a feature that is commonly found in clusters younger than ∼1-2 Gyr (e.g., Milone et al. 2009; Marino et al. 2018) . The eMSTO makes determining an exact age for the bulk stellar population difficult. However, some intermediate-age clusters with eMSTO regions exhibit tight subgiant branches (SGBs; Li et al. 2014; Bastian & Niederhofer 2015) . Therefore, we adopt the isochrone that approximately describes the SGB ridge-line as the best-fitting isochrone. If a cluster does not show a well-populated SGB, we adopt an isochrone that describes the blue boundary of the turnoff region as the best-fitting isochrone. To search for a cluster's BSSs, we adopted another young isochrone characterized by a turnoff stellar mass twice that of the old isochrone. Both isochrones were calculated for the same metallicity, extinction, and distance modulus; their only difference are their respective ages. Parameters for the adopted isochrones are presented in Table 2 , where we have included the mass of the old isochrones' turnoff stars as well. NGC 2213 was recently studied by ; we directly apply these authors' bestfitting isochrones to fit its CMD.
Blue straggler stars
The next step involved selecting BSSs and their reference stellar populations, which is similar to Lanzoni et al. (2016) 's approach to study their Galactic GCs. For most clusters, the reference stellar populations are composed of RGB, RC, and AGB stars. Since the RGB and AGB are poorly populated in NGC 1831 and NGC 1868, we only selected the populations of RC stars as these clusters' reference populations. Our BSS selection approach proceeded as follows.
1. We shifted each cluster's old isochrone to run across the region where the stellar number density is significantly lower than that in the MSTO region. Specifically, the position of this boundary was determined as follows. We first determined the best-fitting old isochrone describing the red boundary of the BSS region. We then checked how many stars would be selected as BSS candidates. We then shifted this isochrone adopting color steps of ∼0.01 mag to the blue. The number of selected BSS candidates would initially decrease rapidly, because many MSTO stars were removed. Once the rate of the decrease dropped below 5% per 0.01 mag, we defined the shifted isochrone as the boundary separating BSSs from MSTO stars. We emphasize that this method was adopted to minimize the number uncertainties. In reality, one would not expect a sharp boundary between BSSs and MSTO stars, and there are probably collision products and binary mass transfer products mixed in with MS stars.
2. We defined stars located along the extension of the MS that were bluer than the red boundary of the MSTO region but redder than the young isochrone combined with a negative photometric color spread (which was determined to take the photometric uncertainties and possible differential reddening into account, see Li et al. 2018b ) as our BSS sample. 3. We also adopted a lower magnitude limit for our BSSs. To avoid contamination by MS stars, we adopted the locus where the young and old isochrones begin to diverge significantly (their color separations are greater than at least 0.1 mag) as our lower boundary.
4. We do not set any upper boundary for our BSSs, because we found that the adopted young isochrone covers all observed stars brighter than the MSTO region.
Reference population stars
For NGC 1831 and NGC 1868, we only selected RC stars as reference stellar populations, because there are no well-populated RGB or AGB features in their CMDs (see Fig. 1 ). For these two clusters, we simply defined a box which approximately covered the bulk of their RC stars as the typical RC region. For the other clusters, a combination of RGB, RC, and AGB stars was selected as reference population. This is similar to the approach adopted by Lanzoni et al. (2016) , who defined stars on the RGB, SGB, and/or horizontal branch as reference populations. To select reference populations in our other clusters, we used the CMD section following the bottom of the RGB of the old isochrone as the ridge-line. We then applied a large color-magnitude spread to define the relevant boundary; the typical magnitude deviation from the ridge-line was about 0.1-0.3 mag, which we adopted so as to consider the possible scatter caused by photometric errors and differential reddening. We illustrate our selection method in Fig. 2 . We also assumed that there are number uncertainties associated with the normal distributions defining these stellar populations.
Structural parameters
We calculated the center coordinates of our clusters using the method described by Li et al. (2018a) . We calculated the stellar number density contours for the stars detected in the field of view (FoV) of our observations. The position where the stellar number density reaches its maximum value was defined as the cluster center. The stellar spatial distributions of our clusters, as well as their number density contours and the derived cluster centers, are presented in the left-hand panels of Figs 3-8. For NGC 2213, we used the cluster center determined by . We calculated the clusters' brightness profiles in two passbands. Because massive stars are expected to contribute most of the flux, in each passband we only selected stars brighter than a given magnitude to calculate their brightness profiles. This magnitude limit varied from cluster to cluster; it was usually two or three magnitudes brighter than the detection limit.
We only selected these bright stars because, they are all characterized by high completeness levels. We calculated their brightness profiles using the method adopted by . If a cluster had a seperate field observation, we also extended their brightness profile to the field region, adopting a constant brightness level. Using least-squares minimization, we used a King model to fit the calculated brightness profile (King 1962) :
Here, r c and r t are the core and tidal radii, respectively, b is a constant representing the background brightness, and k is a normalization coefficient. The calculated brightness profiles as well as the best-fitting King models are shown in the right-hand panels of Based on the best-fitting King models, we also determined the best-fitting half-light radii in both passbands. These derived structural parameters are presented in Table 3 . For most of our clusters, we found that the derived structural parameters are consistent within the uncertainties. We thus selected their average values as the best-fitting structural parameters.
In this paper, we only analyze stars within the halflight radius, which we adopt as the cluster region. For NGC 1831, NGC 1868, and ESO 121-SC03, there are no separate observations for use as reference field. We adopted the regions at radii greater than 20 pc as our reference fields. As shown in Table 3 , these radii are too small compared with the corresponding tidal radii. This means that we must have overestimated the field contamination for NGC 1831, NGC 1868, and ESO 121-SC03. In principle, overestimation of the field contamination would not affect the derived radial distributions of their BSSs, because we have assumed a flat distribution of field stars in our analysis. However, it will increase the associated uncertainties when we calculate their central concentrations (see Section 3). For NGC 2173, NGC 2203, NGC 2213, and NGC 1651, parallel observations located beyond the tidal radii were used as reference fields. The selected field stars are shown in Fig. 9 . However, this figure cannot reflect the actual field contamination level, because the field areas are much larger than the cluster regions. In Table 4 , we list the area ratios of the reference fields and the cluster regions. To show that the derived radial BSS distributions are not field artefacts, we also confirmed that all BSSs in our clusters show apparent central concentrations (see Fig. 10 ), whereas the adopted field stars do not. 
Stellar completeness
The next step is to correct for the differences in completeness between the stellar samples in the cluster regions and the reference fields. For NGC 1831, NGC Table 3 . Best-fitting structural parameters based on King profile fits. (1) Cluster name, (2) right ascension, (3) declination, (4) best-fitting core radius in band A, (5) best-fitting half-light radius in band A, (6) best-fitting tidal radius in band A, (7) best-fitting core radius in band B, (8) best-fitting half-light radius in band B, (9) best-fitting tidal radius in band B. Here, 'band A' is either F336W, F435W, or F475W, while 'band B' is F814W. Problematic values or uncertainties are indicated in bold font; they were not used. The structural parameters of NGC 2213 were derived by (only calculated in the F475W passband). cluster regions were observed as part of the same image. However, the reference fields associated with NGC 2173, NGC 2203, NGC 2213, and NGC 1651 may be characterized by significantly different completeness levels. Therefore, we have to calculate the completeness levels for all stellar samples in both the cluster regions and the reference fields. To do this, we generated 100,000 artificial stars with the same color-magnitude distributions to the selected stellar samples. We then repeated our Dolphot approach in artificial star mode 1,000 times. Each time we only photometered 100 artificial stars. We did not do the photometry for these 100,000 artificial stars at one time because adding too many stars to the raw images would increase the crowding in the FoV, unnecessarily reducing the stellar completeness. For clusters with a separate reference field, we also applied the artificial star-mode photometry to the field observations. For the resulting artificial stars, dolphot provides the same photometric parameters (magnitudes, crowding, sharpness, etc.). We employed the same data reduction process to the artificial stars as to the real observations, obtaining a 'clean' catalog of artificial stars (see Section 2.1). The number ratio of the artificial stars in the re- Fig. 2 , but for the observations of the corresponding reference fields. Note that the reference fields are larger than the cluster regions (see Table 4 ).
sulting 'clean' catalog and in the raw catalog defines the stellar completeness: see Table 4 . The completeness of most stellar samples in our clusters is almost unity. This is expected, since these stars have high SNRs (>250). By examining the sharpness distribution of these stars, we confirmed that they are unlikely extended sources (e.g., faint background galaxies) or sharp sources (such as cosmic rays). However, for NGC 2203 we found that the stellar completeness in the region of the reference population is only 49%. This is because some bright objects, such as the thermally pulsing AGB stars, are saturated. This also applies to the reference population stars in the reference fields of NGC 2213 and NGC 1651, which yield average completeness levels of 43% and 37%, respectively. By exploring the characteristic of the artificial stars, we confirmed that this is because some stars in the F814W passband are saturated. If we constrain the reference population stars to F814W≥16.5 mag for NGC 2203, and F814W≥17.0 mag and F814W≥17.4 mag for the reference fields of NGC 2213 and NGC 1651, respectively, their overall completeness will be greater than 95%. As a consequence, for NGC 2203, NGC 2213, and NGC 1651, we only selected normal evolved stars fainter than these magnitude limits. This is why in Figs 2 and 9 the reference population stars seem to be cut off in magnitude. In Fig. 11 we show an example of the input (left-hand panel) and output CMDs for artificial stars generated for NGC 2203.
MAIN RESULTS
In this section we study the radial distributions of the BSSs in our sample clusters. Alessandrini et al. (2016) 
where x = log (r/r hl ) is the logarithm of the radius from the cluster center normalized to the half-light radius r hl ; x = −∞ and x = 0 = log 1 correspond to r = 0 and r = r hl , φ b (x) and φ r (x) are the cumulative radial distributions of BSSs and reference population stars. A large value of A + rh means that the BSSs are more centrally concentrated than the reference population stars. If A + rh is equal to zero or even negative, this would indicate that the BSSs are fully mixed with the reference population stars, or even less segregated.
The uncertainty adopted for our calculation includes two components. The first comes from the normal distri- Table 4 . Completeness for different stellar samples and field-to-cluster area ratios. (1) Cluster name, (2) completeness of BSSs in the cluster area, (3) completeness of reference population stars (RGB, RC, and AGB stars) in the cluster area, (4) completeness of BSSs in the reference field, (5) completeness of reference population stars in the reference field, (6) area ratio of the reference field to the adopted cluster region.
Cluster bution of the uncertainties in the stellar total number. The second part is caused by the unknown field contamination. For clusters beyond the Milky Way, only statistical methods are applicable to estimate the field contamination. This method compares the CMD of the cluster region with that of its reference field and statistically subtracts stars from the cluster CMD by assuming that field stars will have the same color-magnitude distribution in the cluster region. This method has been widely used for LMC clusters (e.g., Milone et al. 2018; Yang et al. 2018 ). However, it cannot be directly applied in this paper, because (1) both the numbers of genuine cluster members and contaminating field stars are very small in the BSS regions. The small number dispersion will lead to large uncertainties in the number ratios in different radial bins. (2) We aim to study the radial distribution of BSSs. Randomly subtracting a small number of field stars without careful consideration of their spatial positions may significantly change the result, thus reducing the reliability of our conclusion. Because of these limitations, we devised a MonteCarlo based method to estimate the 'average' number fraction radial profiles. Before applying this method, we first confirmed that the total number of BSSs in the cluster regions cannot be fully explained by field contamination. In Table 5 we list the observed number of BSSs and reference population stars in the cluster regions and the expected numbers of contaminating field stars (after correction for the area difference between cluster regions and the reference fields).
For both the populations of BSSs and reference stars, we randomly assigned N f field stars to the cluster region for each cluster. Here, N f is drawn randomly from Table 5 . Observed numbers of (2) BSSs and (3) reference population stars in the cluster regions, and the expected numbers of contaminating field stars in the regions of (4) BSSs and (5) a normal distribution centered on the expected number of field stars. The spatial distribution of these artificial field stars is homogeneous. We next subtracted these field stars from the observed sample of both BSSs and reference stars and calculated the 'field-subtracted' cumulative profiles. We emphasize again that the resulting radial distribution could strongly depend on the positions of the subtracted field stars when the number of field stars is small. Therefore, we repeated this procedure 1,000 times and adopted the average cumulative profiles of each sample as the final result. We then examined how this would change the resulting A + rh . Our final A + rh values are the averages of these 1,000 realizations. The associated uncertainty covers 95% of all runs. Our results are illustrated in Fig. 12 and listed in Table  6 .
From Fig. 12 we find that the radial distributions of BSSs in these LMC clusters vary. In NGC 1831, NGC 2173, NGC 1651, and ESO 121-SC03, the BSSs are marginally more centrally concentrated than the normal evolved stars. In NGC 1868, NGC 2203, and NGC 2213, the radial distributions of the BSSs are very dispersed, showing no evidence of apparent mass segregation. We estimated the dynamical ages of the turnoff stars within the half-mass radii of our clusters. We confirmed that they are all dynamically older than at least one halfmass relaxation timescale (see the below). This is in contrast to the GCs in the Milky Way, where Ferraro et al. (2018) found that among 27 Galactic GCs observed as part of the HST UV Legacy Survey, 17 have BSS A + rh greater than 0.18. We also applied the nonparametric k-sample (k = 2) Anderson-Darling test to check whether the cumulative distributions of BSSs and reference population stars are drawn from the same underlying distribution (our null hypothesis). We found that we cannot reject the null hypothesis at a significance level of p = 0.05. Lanzoni et al. (2016) and Ferraro et al. (2018) showed that A + rh can measure the dynamical states of GCs in the Milky Way. In this paper, we examined if their conclusion also hold for our sample of younger GCs in the LMC. To do so, we uses the formula introduced by Meylan (1987a) to calculate the half-mass relaxation timescales,
where M total is the cluster's total mass,m is the typical mass for the stars of interest (in units of M ), and r is the half-mass radius of interest. We assume that the half-light radius derived here, r hl , is equal to the half-mass radius. In principle, we have adopted a threedimensional (3D) radius under the assumption that our clusters are simple spherical systems. In principle, the real 3D radius is 4/3 times the observed 2D projected radius (Spitzer 1987) . M total andm were evaluated as follows. We first selected a sample of stars within the half-light radius. For this stellar sample, we calculates the number of stars within a range of F814W magnitude that is of order 2-3 mag above the detection limit. We converted this magnitude range into a stellar mass range by interpolation of the best-fitting isochrone. We assumed that stars in this mass range follow a Kroupa mass function (Kroupa 2001) and then evaluated the total number of stars by extrapolating this mass function down to 0.08M . The total mass for these stars thus represents half of the cluster total, since we have assumed that the half-light radius is equal to the halfmass radius. The average stellar mass is the total mass of all stars divided by their total number. Using the equation
we calculated the central relaxation time (Meylan 1987a) . Here v 0 is the central velocity scale in units of km s −1 , which we assumed to be equal to the core velocity dispersion,
The estimation of the core mass, M c , is similar to that of the total mass. In Table 6 , we present the calculated cluster total masses, stellar average masses, half-light and central relaxation times, as well as the BSSs' A + rh . The associated uncertainties in the clusters' total masses and their relaxation times are linked to the uncertainties in the structural parameters. The average stellar mass does not have an associated uncertainty, because it only depends on the adopted mass function (we assumed a Kroupa mass function). Lanzoni et al. (2016) measured the dynamical states of Galactic GCs based on the logarithm of the ratio of a cluster's central relaxation time and the Hubble time (13.7 Gyr), log t r0 /t H . However, this definition can only apply to GCs because almost all Galactic GCs have ages close to the Hubble time. The typical ages of our clusters span the range from less than 1 Gyr (NGC 1831) to ∼7 Gyr (ESO 121-SC03). Therefore, to appropriately define the dynamical states of these younger GCs, we replaced the Hubble time with their isochronal ages, log t r /t iso , where the isochronal ages are the ages associated with the best-fitting isochrones for the bulk population stars.
In Fig. 13 we show the A + rh -log t r0 /t iso diagrams for BSSs in these seven clusters. To make a direct comparison, the same diagram for 25 Galactic GCs is plotted as well (note that for these clusters their x positions are log t r0 /t H ). As shown in Fig. 13 , there is no obvious correlation between A + rh and log t r0 /t iso for these seven clusters. We have calculated the Pearson coefficient between A + rh and log t r0 /t iso , which is 0.23. To check the relevant significance, we generated seven points randomly distributed in the diagrams and calculated their Pearson coefficient. We repeated this procedure 10,000 times and counted how many times we obtained a Pearson coefficient with a smaller absolute value than obtained for the observations. We defined this count divided by 10,000 as the significance of the correlations. This yields only 40%. For comparison, the Pearson coefficient for the correlation A + rh -log t r0 /t H for the 25 Galactic GCs studied by Lanzoni et al. (2016) is −0.85, with a significance of 99%. Clearly, the correlation A + rh -log t r0 /t iso for Galactic GCs is much tighter than for the LMC clusters. The lack of a tight correlation between A + rh and log t r0 /t H for these seven LMC clusters may simply be owing to their dynamically young ages or to small-number statistics.
As shown in Fig. 13 , the distributions of A + rhlog t r0 /t iso for our LMC clusters and the A + rh -log t r0 /t H for the Galactic GCs overlap. All seven LMC clusters occupy the dynamically younger part of the sequence defined by the Galactic GCs in the A + rh -log t r0 /t H diagram. If we combine our results for BSSs in the LMC ) is also shown.
clusters with that for the Galactic GCs, the resulting Pearson coefficient would still be −0.84.
PHYSICAL IMPLICATIONS
Since most of our clusters have smaller A + rh compared with the Galactic GCs, they are also dynamically younger than the GCs. This is consistent with Lanzoni et al. (2016) and Ferraro et al. (2018) . Our results thus imply that A + rh may be a potential 'dynamical probe' for extragalactic clusters at younger ages as well. To underpin this conclusion, studying some globulars with extremely old dynamical ages is essential. As an example, NGC 2019 is likely a core-collapse cluster in the LMC (Meylan & Djorgovski 1987b) , which should be sufficiently advanced dynamically (see Fig. 15 ). Its BSSs should show a very large A + rh if the empirical correlation as derived for Galactic GCs also holds for the LMC clusters.
The A + rh for our clusters are more dispersed compared with the values for Galactic GCs with equivalent dynamical ages, which may be caused by their large uncertainties. For example, field contamination is estimated by means of Monte-Carlo simulations rather than direct observations of stellar proper motions. The latter method has been employed for GCs since they are closer than the LMC clusters (e.g., Ferraro et al. 2018) . The selection of our stellar samples may also have an effect on the radial distributions of stars in some clusters. In addition, the adopted structural parameters may affect our results. We found that if we adopted the structural parameters from the number density profiles rather than from the brightness profiles, A + rh will change as well (although the change is very small indeed).
In Fig. 14, we present a direct comparison with the numerical simulations of Alessandrini et al. (2016) . In this simulation, A + rh for the BSSs of star clusters is controlled by two physical properties, the King central dimensionless potential, W 0 , which defines the initial cen- tral concentration and internal stellar kinematics of star clusters, and the initial retention fraction of dark remnants like neutron stars (NSs) or black holes (BHs), f DR . They found that, for a given W 0 , the initial presence of a large fraction of BHs will have a strong impact on the evolution of A + rh . As a result, stellar systems initially without BHs will evolve more rapidly dynamically than those with BHs. The initial concentration also affects A + rh at a given dynamical age. A + rh is larger in stellar systems with a larger initial concentration, although Alessandrini et al. (2016) only ran two different initial concentration models, characterized by W 0 = 5 and W 0 = 8.
As shown in Fig. 14, only NGC 1831 may have a relatively high degree of initial concentration level (W 0 = 8) and a negligible initial retention fraction of BHs. Given (i) that the deviation of NGC 1831 is small and (ii) the positive result of the Anderson-Darling test, we conclude that the NGC 1831 data point may simply be caused by spurious noise. The other six clusters seem to be consistent with models with a lower initial concentration (W 0 = 5) and/or with an initial fraction of BHs (f DR =10, 30, BH). Three of the clusters might be dynamically too young to show any dynamical effects (younger than one half-mass relaxation time). As shown by the simulation, except for the W 0 = 8, f DR =0; W 0 = 8, f DR =10 and W 0 = 8, f DR =30 models, for the other models there is almost no change in A + rh before one half-mass relaxation timescale. For three other clusters which are dynamically more advanced (t iso /t rc >1), A + rh is even significantly smaller than the values indicated by the models.
In clusters with a small A + rh , the radial distributions of BSSs may be further affected by dynamical disruption of binary stars. Geller et al. (2013) showed that due to the disruption of wide binaries, the binary frequency will decrease toward the core of the cluster after one crossing time. During the period from one crossing time to one half-mass relaxation time, the radial distribution of binaries will fall toward the cluster's core region. Subsequently, their radial distribution will exhibit a bimodal morphology, similar to that of BSSs in most GCs. If BSSs inherit the same dynamical history as the binaries, it is possible that they will have a negative A + rh . If BSSs form later than most individual stars, their radial distributions may have been shaped when they were born, exhibiting a positive A + rh . This is different from Alessandrini et al. (2016) . In their simulation A + rh is always zero or positive. The binary dynamical disruption effect, combined with the delayed mass segregation due to the presence of BHs, may lead to a very small A + rh for a long period, which may explain why some clusters have A + rh values that are even smaller than those given by the models. Their low A + rh may also indicate that the initial retention fraction of BHs is greater than 30%. The combined effects of binary disruption and the presence of BHs has been studied for NGC 2213 by , who successfully reproduced the nonsegregated BSS population in this cluster. Here we find A + rh = −0.0078 for its BSSs, which means they are not evolved dynamically at all. A comprehensive study of the effects of BHs and binary disruption in other clus- ters will be explored in a future study (J. Hong et al., in preparation) .
We remind the reader that Alessandrini et al. (2016) used the initial relaxation time to scale the dynamical state of the clusters, while in this paper we used the current relaxation time because the initial relaxation time is not measurable. Some uncertainties may have been introduced because of this. In general, we expect that a cluster will have a shorter initial relaxation time because of the subsequent expansion caused by evolutionary mass loss. If so, the actual dynamical age of our clusters, if measured by their initial relaxation time, may be larger than suggested by our current results. Alessandrini et al. (2016) showed that A + rh can be used to evaluate if a cluster has experienced a core-collapse event. By comparing our results with their simulation, we conclude that there is no post-core-collapse cluster among our clusters. In Fig. 15 we show the evolution of A + rh to the clusters' core-collapse time (see Alessandrini et al. 2016, their Fig. 6 ). The calculated ranges of A + rh for the BSSs in our clusters are shown as the shaded bands. Fig. 15 shows that when a star cluster reaches its core-collapse phase, its A + rh will increase to at least 0.3, which is greater than A + rh derived for any of our clusters. As shown in Fig. 15 , all clusters should be younger than 40% of the relevant core-collapse time. In summary, none of these clusters are core-collapse clusters. As shown in Sun et al. (2018) , these clusters are not dense enough either to have high stellar collision rates (Chatterjee et al. 2013) . Therefore, most of their BSSs may have been formed through binary evolution.
SUMMARY AND CONCLUSIONS
We studied the radial distributions of BSSs in seven LMC clusters with ages spanning from less than 1 Gyr to ∼7 Gyr. Using the same method employed as Lanzoni et al. (2016) and Ferraro et al. (2018) , we identified their A + rh and determined their dynamical ages. We found that our clusters are dynamically younger than the Galactic GCs studied by Lanzoni et al. (2016) and Ferraro et al. (2018) . Their A + rh are also smaller. The A + rh -log t r0 /t iso distribution of our clusters is consistent with that of the Galactic GCs, indicating that the radial BSS distributions could potentially be good indicators to measure the dynamical state of younger clusters.
By comparison of our results with the simulations run by Alessandrini et al. (2016) , we conclude that most of our clusters may initially have contained a significant fraction of BHs. The presence of BHs may have delayed their mass segregation, leading to a smaller A + rh than for star clusters initially without BHs. Our results show that for many of our clusters A + rh is close to zero or even negative, which means that their BSSs are almost unevolved dynamically. We suggest that in addition to the presence of BHs, dynamical binary disruption may have shaped the radial distributions of the BSSs. The small A + rh values for our clusters also indicate that none have experienced post-core-collapse events, which is expected since our clusters are too young to go through core collapse.
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