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Abstract
We establish the Lifschitz-type singularity around the bottom of the spectrum for the integrated
density of states for a class of subordinate Brownian motions in presence of the nonnegative Pois-
sonian random potentials, possibly of infinite range, on the Sierpin´ski gasket. We also study the
long-time behaviour for the corresponding averaged Feynman-Kac functionals.
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1 Introduction
The integrated density of states is one of central objects in the physics of large-volume systems,
especially systems with in-built randomness. The randomness can come from the interaction with
external force field, described by its potential V. This leads us to the study of random Hamiltonians,
in particular those of Schro¨dinger type: given a sufficiently regular, possibly random, potential V one
considers the operator
H := H0 + V,
where H0 is the Hamiltonian of the system with no potential interaction. The best analyzed situation
is that ofH0 = −∆ (in various state-spaces X). The spectrum ofH is typically not discrete. Moreover,
spectral properties of such infinite-volume (i.e. defined with the whole space X) Schro¨dinger operators
are usually difficult to handle. The notion of the integrated density of states can come to the rescue: it
captures some of the properties of the spectral distribution, while being easier to calculate and easier
to work with [4, Chapter VI].
Informally speaking, one considers operators H restricted to a finite volume Ω ⊂ X, build empirical
measures lΩ based on the spectra of these operators normalized by the volume of Ω, and then one
takes the limit of lΩ, in appropriate sense, when Ωր X. The resulting limit (if it exists) is called the
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integrated density of states (IDS, for short). Same procedure can be performed for random potentials
V ω – in this case one is interested in the almost-sure limiting behavior of measures lΩ. When the
potential V ω exhibits some ergodicity properties then the limit can be nonrandom.
This paper is concerned with random Schro¨dinger operators with nonnegative Poissonian poten-
tials. In this case, the existence of the nonrandom IDS is a common feature and for H0 = −∆ has
been proven e.g. in the Euclidean space [15], hyperbolic space [24], the Sierpin´ski gasket [19], other
nested fractals [21]. In all these situations one has the so-called Lifschitz singularity: the rate of decay
of the IDS at the bottom of the spectrum is faster than this of the IDS for the system without external
interaction. Note also that the Lifschitz singularity is closely related to the behaviour of the so-called
Wiener sausage when t→∞ (for the sausage asymptotics in the classical case see [8]).
While the IDS based on the Laplacian is fairly well understood (see e.g. [4], [23]), it is not so
for the IDS based on nonlocal operators. In the case of Le´vy processes on Rd, the existence and
asymptotical properties of IDS with Poissonian potentials have been established in [16, 17]. Up to
date, there were no results concerning the ‘nonlocal IDS’ on irregular sets, such as fractals. Recently,
we have proven the existence of the IDS for subordinate Brownian motions on the Sierpin´ski gasket
perturbed by Poissonian potentials with two-argument profiles W that may have infinite range and
local singularities [11]. The Lifschitz tail for stable processes on the Sierpin´ski gasket evolving among
killing Poissonian obstacles was derived in [14]. The present paper is meant as the continuation of
[11] in the potential case: under appropriate assumptions on the potential V (expressed in terms of
its profile function W ) and the Laplace exponent of the subordinator S (assumed to be a complete
Bernstein function), we analyse the asymptotical behaviour of the IDS based on the generator of the
resulting subordinate Brownian motion evolving in presence of the potential V . We first estimate the
Laplace transform of the IDS (Theorems 3.1 and 4.3), and then use exponential Tauberian theorems
from [9] to trasform them into estimates on the IDS itself (Theorems 5.1 and 5.2). The proof of lower
bound seems to be easier, while for the proof of upper bound we need to reduce the problem to study
the subordinate Brownian motion reflected in a gasket triangle of size 2M perturbed by some special
periodization of the initial potential (Lemma 4.4), and compare the principal eigenvalue of its generator
with the principal eigenvalue related to the stable process reflected in the unit triangle, with rescaled
potential (Lemmas 4.3 and 4.5). After this simplification, we can just proceed with stable process
and employ the coarse-graining technique (‘the enlargement of obstacles method’) of Sznitman [25],
adapted recently to the case of non-diffusive processes in [13]. In present work, Sznitman’s theorem is
needed for the potential case (the original work [25] was concerned with killing obstacles). To make
the paper self-contained, we give a proof of the desired theorem (Theorem 7.1) in the Appendix.
We also derive the estimates for the corresponding averaged Feynman-Kac functional, which can be
interpreted as the survival probability of the process killed by the potential V up to time t (Theorem
3.2 and Remark 4.1). Our proof of the upper bound hinges on properties of the reflected subordinate
Brownian motions on the gasket. Construction of such processes relies on the specific geometry of the
gasket and does not seem to have an obvious extension to more general fractals.
A remarkable feature of our results is that they take into account also the long range interaction
which comes from the decay rate of the profile W at infinity and often has a decisive impact on the
properties of the IDS. This seems to be new even in the case of Brownian motion on the Sierpin´ski
gasket. In the jump case, our bounds reflect very well the competition between intensity of large
jumps of the process and the rate of killing of the Poissonian potential given by the tail properties
of the potential profile. Our approach covers a wide range of jump subordinators with drift (the
resulting subordinate process is then often called jump diffusion), as well as purely jump subordinators
including stable, mixture of stable, some logarithmic-stable and others (see the examples in Section
6). Unfortunately, our Theorem 4.3 cannot be applied to the relativistic stable subordinators. We
believe that this result holds true in this case as well, but the proof would require tools specialized to
those specific processes, not available yet.
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2 Preliminaries
2.1 The Sierpin´ski gasket
The infinite Sierpin´ski Gasket we will be working with is defined as a blowup of the unit gasket, which
in turn is defined as the fixed point of the hyperbolic iterated function system in R2, consisting of
three maps:
φ1(x) =
x
2
, φ2(x) =
x
2
+
(
1
2
, 0
)
φ3(x) =
x
2
+
(
1
2
,
√
3
2
)
.
The unit gasket, G0, is the unique compact subset of R2 such that G0 = φ1(G0)∪φ2(G0)∪φ3(G0). Then
we set:
Gn = 2nG0 = ((φ−11 ))n(G0), G =
∞⋃
n=1
Gn.
All the triangles of size 2M , M ∈ Z, that build up the infinite gasket will be denoted by TM , and the
collection of their vertices – by VM .
We equip the gasket with the shortest path distance d(·, ·): for x, y ∈ ⋃M VM , d(x, y) is the
infimum of Euclidean lengths of all paths, joining x and y on the gasket. For general x, y ∈ G, d(x, y)
is obtained by a limit procedure. This metric is equivalent to the usual Euclidean metric inherited
from the plane. Observe that GM = B(0, 2M ), where the ball is taken in either the Euclidean or the
shortest path metric.
By m we denote the Hausdorff measure on G in dimension d = log 3log 2 , normalized to have m(G0) = 1.
The number d is called the fractal dimension of G. Another characteristic number of G, namely
dw =
log 5
log 2 is called the walk dimension of G. The spectral dimension of G is ds = 2ddw . The measure m
is a d−measure, i.e. there exists a constant c2.1 > 0 such that for all x ∈ G, r > 0 one has
c−12.1r
d ≤ m(B(x, r)) ≤ c2.1rd (2.1)
By an elementary slicing argument we obtain the following bound, valid for x ∈ G, λ > 0, a > 0 :
c−12.2
1
aλ
≤
∫
d(x,y)>a
dm(y)
d(x, y)d+λ
≤ c2.2 1
aλ
, (2.2)
where c2.2 = c2.2(d, λ) > 0 is a numerical constant.
In the sequel, we will need a projection from G onto GM , M = 0, 1, 2, ... To define it properly, we
first put labels on the set V0 (see [19]).
Observe that G0 ⊂ (Z+)e1 + (Z+)e2, where e1 = (1, 0) and e2 =
(
1
2 ,
√
3
2
)
. Next, consider the
commutative 3−group A3 of even permutations of 3 elements, {a, b, c}, i.e. A3 = {id, (a, b, c), (a, c, b)},
and we denote p1 = (a, b, c), p2 = (a, c, b). The mapping
V0 ∋ x = ne1 +me2 7→ pn1 ◦ pm2 ∈ A3
is well defined, and for x ∈ V0 we put l(x) = (pn1 ◦ pm2 )(a). This way, every triangle of size 1 has its
vertices labeled ‘a, b, c’, see [19, Fig. 4 and 5]. Note that this property extends to every triangle of
size 2M , which corresponds to putting labels on the elements of VM : every triangle of size 2M has
three distinct labels on its vertices.
Let M ≥ 0 be fixed. For x ∈ G \VM , there is a unique triangle of size 2M that contains x, ∆M (x),
and so x can be written as x = xaa(x) + xbb(x) + xcc(x), where a(x), b(x), c(x) are the vertices of
∆M (x) with labels a, b, c and xa, xb, xc ∈ (0, 1), xa + xb + xc = 1. Then we define the projection:
G \ VM ∋ x 7→ πM (x) = xa · a(M) + xb · b(M) + xc · c(M) ∈ GM ,
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where a(M), b(M), c(M) are the vertices of the triangle GM with corresponding labels a, b, c. When
x ∈ VM , then x itself has a label assigned and it then mapped onto the corresponding vertex of GM .
2.2 Subordinate Brownian motions and their Schro¨dinger perturbations
Let G∗ be the two-sided infinite gasket, i.e. the set G∗ = G ∪ i(G), where i is the reflection of R2 with
respect to the y−axis. Denote by Z˜ = (Z˜t,Px)t≥0,x∈G∗ the Brownian motion on G∗, as defined in [1]. It
is a strong Markov and Feller process, whose transition density with respect to the Hausdorff measure
is symmetric in its space variables, continuous, and fulfils the following subgaussian estimates:
c2.3t
−ds/2e−c2.4
(
d(x,y)
t1/dw
)dw/(dw−1)
≤ g˜(t, x, y) ≤ c2.5t−ds/2e−c2.6
(
d(x,y)
t1/dw
)dw/(dw−1)
, (2.3)
x, y ∈ G∗, t > 0,
with positive constants c2.3, ..., c2.6. By Z we denote the Brownian motion on the one-sided Sierpin´ski
gasket G, which is obtained from Z˜ by the projection G∗ → G. One can directly check that its transition
densities are given by g(t, x, y) = g˜(t, x, y)+ g˜(t, x, i(y)) for x 6= 0 and twice this quantity when x = 0.
The functions g share most of the properties of g˜, including continuity and the subgaussian estimates,
with possibly worse constants c2.3 − c2.6. We stick to the estimate (2.3) for g(t, x, y) as well.
Let S = (St,P)t≥0 be a subordinator, i.e. an increasing Le´vy process taking values in [0,∞] with
S0 = 0. Denote ηt(du) = P(St ∈ du), t ≥ 0. As usual, if the measures ηt(du) are absolutely continuous
with respect to the Lebesgue measure, then the corresponding densities are also denoted by ηt(u). The
law of the subordinator S is uniquely determined by its Laplace transform
∫∞
0 e
−λsηt(ds) = e−tφ(λ),
λ > 0. The function φ : (0,∞)→ [0,∞) is called the Laplace exponent of S and can be represented as
φ(λ) = bλ+ ψ(λ) with ψ(λ) =
∫ ∞
0
(1− e−λs)ρ(ds), (2.4)
where b ≥ 0 is called the drift term and ρ, called the Le´vy measure of S, is a σ-finite measure on
(0,∞) satisfying ∫∞0 (s ∧ 1)ρ(ds) < ∞. It is well known that φ is a Bernstein function. For more
details of subordinators and Bernstein functions we refer the reader to [2, 22].
We always assume that Z and S are independent. The process X = (Xt,Px)t≥0,x∈G given by
Xt := ZSt , t ≥ 0,
is called the subordinate Brownian motion on G (via subordinator S). It is a symmetric Markov
process having ca`dla`g paths. Its natural filtration is always assumed to fulfil the usual conditions.
For the entire paper, we make the following assumptions (S1) and (S2) on the subordinator.
(S1) ∀ t < 0 one has ηt({0}) = 0 and
∫∞
0+
1
uds/2
ηt(du) =: c2.7(t) <∞,
(S2) ∀ t < 0 one has ∫∞1 ηt(u,∞)duu <∞.
Assumptions (S1)–(S2) are satisfied by a wide class of subordinators. Observe that whenever
St = ct andXt = Zct for some c > 0, i.e., X is the time-rescaled Brownian motion with ηt(du) = δct(du)
and φ(λ) = cλ, they immediately hold. Some other specific examples including jump processes and
sufficient conditions for them are discussed in [11, Remark 2.1, Lemma 2.2 and Example 2.1]. See also
Section 6 at the end of this paper. For further examples we refer the reader to [22].
In the sequel we will need the following estimate of the tail of the subordinator S at infinity. It
can also be used to verify (S2) for given φ.
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Lemma 2.1 Let S be a subordinator with Laplace exponent φ such that P[St = 0] = 0, for every
t > 0. Then we have
ηt(A,∞) ≤ t
1− e−1
∫ 1
A
0
φ(λ)
λ
dλ, t > 0, A > 0.
Proof. Standard arguments as in [11, Lemma 2.2], yield∫ ∞
0
e−λuηt(u,∞)du ≤ tφ(λ)
λ
, λ > 0, t > 0,
which, by monotonicity, leads to
e−λAAηt(A,∞)du ≤
∫ A
0
e−λuηt(u,∞)du ≤ tφ(λ)
λ
, λ > 0, t > 0, A > 0.
By integrating both sides of the above inequality with respect to λ over (0, 1/A), we thus get
(1− e−1)ηt(A,∞) ≤ t
∫ 1
A
0
φ(λ)
λ
dλ, λ > 0, t > 0, A > 0,
which is the claimed inequality. 
By the first part of (S1), the process X has symmetric and strictly positive transition densities
given by
p(t, x, y) =
∫ ∞
0
g(u, x, y)ηt(du), t > 0, x, y ∈ G, (2.5)
while the second part guarantees that
sup
x,y∈G
p(t, x, y) ≤ c2.8(t) <∞ for every t > 0 and c2.9 := sup
t≥1
c2.8(t) <∞. (2.6)
Moreover, for each fixed t > 0, p(t, ·, ·) is a continuous function on G × G, and for each fixed x, y ∈ G,
p(·, x, y) is a continuous function on (0,∞). The general theory of subordination (see, e.g., [22, Chapter
12]) yields that the process X is a Feller process and, in consequence, a strong Markov process. Also,
by (S1), it has the strong Feller property.
For an open set U ⊂ G by τU := inf {t ≥ 0 : Xt /∈ U} we denote the first exit time of the process X
from U , while TD = τDc denotes the first entrance time into the closed set D. By (Pt)t≥0 we denote
the semigroup with kernel p(t, x, y), and by (PUt )t≥0 – the semigroup related to the process killed
on exiting an open set U ; λ1(U) is the principal eigenvalue of its generator. Finally, by P
t
x,y we
denote the bridge measures corresponding to process X on D([0, t],G) (for more details we refer to
[11, p. 9]).
We say that a Borel function V : G → R is in Kato class KX related to the process X if
lim
tց0
sup
x∈G
∫ t
0
Ex|V (Xs)|ds = 0. (2.7)
Also, V ∈ KXloc (local Kato class), when 1BV ∈ KX for every ball B ⊂ G. One can show that
L∞loc(G) ⊂ KXloc ⊂ L1loc(G,m).
In this paper, we study the subordinate Brownian motions on G perturbed by random Schro¨dinger
potentials of the Poissonian type, which are defined by
V (x, ω) :=
∫
G
W (x, y)µω(dy), x ∈ G, ω ∈ Ω, (2.8)
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where µω is the random counting measure corresponding to the Poisson point process on G, with
intensity νdm, ν > 0, defined on some probability space (Ω,M,Q), and W : G × G → R+ is a
measurable, nonnegative profile function. We note for later use that for any measurable function
f : G → R+ one has
EQ
[
e−
∫
G
f(y) µω(dy)
]
= e−
∫
G
ν(1−e−f(y))m(dy). (2.9)
Throughout the paper we assume that the Poisson process and the Markov process X are independent
and impose the following regularity assumptions on the profile function.
(W1) W ≥ 0, W (·, y) ∈ KXloc for every y ∈ G and there exists a function h ∈ L1(G,m) such that
W (x, y) ≤ h(y), whenever d(y, 0) ≥ 2d(x, 0).
(W2)
∑∞
M=1 supx∈G
∫
B(x,2M/4)c W (x, y)dm(y) <∞
(W3) there is M0 ∈ Z such that∑
y′∈π−1M (πM (y))
W (πM (x), y
′) ≤
∑
y′∈π−1M (πM (y))
W (πM+1(x), y
′), x, y ∈ G, (2.10)
for every M ∈ Z, M ≥M0.
The conditions (W1)–(W3) have been recently introduced in [11]. Under (W1) we have that
V (·, ω) ∈ KXloc for Q-almost all ω ∈ Ω, while the remaining conditions (W2)–(W3) guarantee suf-
ficient regularity, needed to study the spectral problem that we address in the present paper. For
discussion of the above assumptions we refer the reader to [11, Subsection 2.3.2].
For the Poissonian random potential V , we consider the Feynman-Kac semigroups (TD,M,ωt )t≥0
related to the process killed outside GM , M ∈ Z, consisting of the operators:
TD,M,ωt f(x) = Ex
[
e−
∫ t
0
V (Xs,ω)dsf(Xt); t < τGM
]
, f ∈ L2(GM ,m), M ∈ Z, t > 0. (2.11)
For Q-almost all ω ∈ Ω and every t > 0, TD,M,ωt are symmetric, ultracontractive and Hilbert-Schmidt
operators admitting measurable, symmetric and bounded kernels uMD (t, x, y) which are known to have
the following very useful bridge representation [11, (2.27)]
uMD (t, x, y) = p(t, x, y) E
t
x,y
[
e−
∫ t
0
V (Xs,ω)ds; t < τGM
]
, M ∈ Z, x, y ∈ GM , t > 0. (2.12)
Denote by AD,M,ω the L2(G,m)–generator of the semigroup (TD,M,ωt )t≥0. By analogy to the Euclidean
case, the operator −AD,M,ω is called the generalized Schro¨dinger operator corresponding to the gener-
ator of the process X with Dirichlet (outer) conditions. The spectrum of −AD,M,ω is purely discrete.
The corresponding eigenvalues can be ordered as 0 ≤ λD,M1 (ω) ≤ λD,M2 (ω) ≤ ...→∞. For discussion
and verification of the properties and facts listed above we refer the reader to [11, Subsection 2.3.1
and 2.3.2].
The basic objects we consider are the random empirical measures on R+ := [0,∞) based on the
spectra of −AD,M,ω, normalized by the volume of GM :
lDM (ω) :=
1
m(GM )
∞∑
n=1
δ
λD,Mn (ω)
, M ∈ Z+, (2.13)
and their Laplace transforms LDM (t, ω) :=
∫∞
0 e
−λtdlDM (ω)(t) =
1
m(GM )
∑∞
n=1 e
−λD,Mn (ω)t which have the
following representation
LDM (t, ω) =
1
m(GM )trT
D,M,ω
t =
1
m(GM )
∫
GM
p(t, x, x)Etx,x
[
e−
∫ t
0 V (Xs,ω)ds; t < τGM
]
m(dx).
We have recently proven the following result on the convergence of LDM and l
D
M as M →∞.
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Theorem 2.1 [11, Theorems 3.1 and 3.2] Let S be a subordinator satisfying the assumptions (S1)-
(S2) and let V be a Poissonian random field with the profile W satisfying the conditions (W1)-(W3).
Then for every t > 0, EQ[L
D
M (t, ω)] converges to a finite limit L(t) as M →∞. Moreover, Q−almost
surely, the random measures lDM (ω) vaguely converge to a common nonrandom limit measure l on R+,
with Laplace transform L(t).
The deterministic measure l given by the above theorem is called the integrated density of states (IDS)
for the process X perturbed by the Poissonian potential V on G. The present paper is devoted to
study of the limiting behaviour of l[0, λ) when λ→ 0+.
As stated above, the assumptions (S1)–(S2) and (W1)–(W3) guarantee the existence of IDS
in our settings. In present paper, the conditions (S1)–(S2) only give the general framework for our
study. From now on, we will restrict our attention to the class of the so-called complete subordinators
and impose some additional regularity on the corresponding Laplace exponent φ. Recall that the
subordinator S is called complete if its Laplace exponents φ is complete Bernstein function, i.e., the
corresponding Le´vy measure ν is absolutely continuous with respect to the Lebesgue measure with
completely monotone density (see e.g. [22, Chapter 6]).
3 Lower bounds
3.1 Lower bounds for the integrated density of states
As explained above, the integrated density of states l is the vague limit of the empirical measures
based on the Laplacians on GM with Dirichlet boundary conditions, and its Laplace transform L(t)
for any given t > 0 can be expressed as the limit:
L(t) = lim
M→∞
EQ[L
D
M (t, ω)], (3.1)
where
LDM(t, ω) =
1
m(GM )
∫
GM
p(t, x, x)Etx,x
[
e−
∫ t
0
V (Xs,ω) ds1{τGM>t}
]
dm(x).
Before we proceed, we introduce some notation. For a gasket triangle ∆, let us define
L∆(t, ω) =
1
m(∆)
∫
∆
p(t, x, x)Etx,x
[
e−
∫ t
0
V (Xs,ω) ds1{τ∆>t}
]
dm(x), (3.2)
so that LDM = L
GM .
In this section, we will work under the additional assumption that the Laplace exponent φ of the
subordinator S is a complete Bernstein function satisfying the following condition:
(L1) there exist constants c3.1 > 0, β ∈ (0, dw] and s0 > 0 such that for s ∈ (0, s0] one has
φ(s) ≤ c3.1sβ/dw .
Under (L1), the assumption (S2) is automatically satisfied (it follows e.g. from Lemma 2.1).
We have the following lower bound.
Theorem 3.1 Let X be a subordinate Brownian motion on G via a complete subordinator S with
Laplace exponent φ such that (S1) and (L1) hold and let V be a Poissonian potential with profile W
satisfying (W1)–(W3). Suppose that there exist constants θ > 0, K ∈ [0,∞) such that
lim sup
d(x,y)→∞
W (x, y)d(x, y)d+θ = K. (3.3)
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Then there exist positive constants C1, C2 and t0 > 0 such that for t > t0 one has
L(t) ≥ exp
{
−C1td/(d+β)νβ/(d+β) − C2td/(d+θ)ν
}
. (3.4)
In particular,
(i) when β < θ then
lim inf
t→∞
logL(t)
td/(d+β)
≥ −C1νβ/(d+β),
(ii) when β = θ then
lim inf
t→∞
logL(t)
td/(d+β)
≥ −C1νβ/(d+β) − C2ν,
(iii) when β > θ then
lim inf
t→∞
logL(t)
td/(d+θ)
≥ −C2ν.
Proof. For given a > 0, let the ’short range’ and the ‘long range’ profiles be given by
Wa(x, y) =W (x, y)1{d(x,y)≤a}, and W a(x, y) =W (x, y)1{d(x,y)>a}, (3.5)
then let Va, V
a be the Poissonian potentials based on Wa, W
a, accordingly. Moreover, for a > 0 let
SW (a) := sup
x∈G
∫
G
W a(x, y) dm(y) = sup
x∈G
∫
d(x.y)>a
W (x, y) dm(y).
We start with the following estimate, which is valid for W satisfying (W1) –(W3) and S−a complete
subordinator satisfying (S1) and (S2). We prove that for any t > 0, a > 0, M ∈ Z+ one has
L(t) ≥ exp
{
−tφ
(
1
2Mdw
λBM1 (G0)
)
− ν t SW (a)− ν(2Md + 9ad)
}
. (3.6)
To prove (3.6), consider the expressions LDM+k(t, ω) = L
GM+k(t, ω), k ∈ Z+. Clearly, by (3.1), we have
L(t) = lim
k→∞
EQ[L
D
M+k(t, ω)].
For given k ≥ 1, the set GM+k consists of 3k gasket triangles of size 2M each, with pairwise disjoint
interiors. Denote them ∆1, ...,∆3k . Because of the inclusions ∆i ⊂ GM+k, one has
EQ[L
D
M+k(t, ω)] =
1
3M+k
∫
GM+k
p(t, x, x)EQE
t
x,x
[
e−
∫ t
0 V (Xs,ω)ds1{τGM+k>t}
]
dm(x)
=
1
3M+k
3k∑
i=1
∫
∆i
p(t, x, x)EQE
t
x,x
[
e−
∫ t
0 V (Xs,ω)ds1{τGM+k>t}
]
dm(x)
≥ 1
3M+k
3k∑
i=1
∫
∆i
p(t, x, x)EQE
t
x,x
[
e−
∫ t
0
V (Xs,ω)ds1{τ∆i>t}
]
dm(x)
≥ inf
i
EQ[L
∆i(t, ω)].
Pick now any of the i’s, say i0, and letMai0 = {ω : no Poisson points fell into ∆ai0}, where ∆ai0 denotes
the a−vicinity of ∆i0 . In particular,
EQL
∆i0 (t, ω) ≥ EQ
[
L∆i0 (t, ω)1Mai0
]
. (3.7)
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Observe that for every ω ∈ Mai0 and for a fixed trajectory of Xs starting at x ∈ ∆i0 and not leaving
the set ∆i0 up to time t one has
V (Xs, ω) =
∫
(∆ai0
)′
W (Xs, y) dµ
ω(y) =
∫
(∆ai0
)′
W a(Xs, y) dµ
ω(y) = V a(Xs, ω). (3.8)
For such a trajectory, the random Feynman-Kac functional e−
∫ t
0 V
a(Xs,ω) ds and the event Mai0 are
Q−independent. Therefore, on the set {τ∆i0 > t} one has:
EQ
[
e−
∫ t
0 V (Xs,ω)ds1Mai0
]
= EQ
[
e−
∫ t
0 V
a(Xs,ω) ds1Mai0
]
= EQ
[
e−
∫ t
0 V
a(Xs,ω)ds
]
·Q[Mai0 ]. (3.9)
Using the definition (3.2) of L∆i0 , then inserting (3.9) inside (3.7) we obtain:
EQ[L
∆i0 (t, ω)] ≥ 1
m(∆i0)
∫
∆i0
p(t, x, x)Etx,x
[
1{τ∆i0>t}
· EQ
[
e−
∫ t
0
V a(Xs,ω)ds
]
·Q[Mai0 ]
]
dm(x),
(3.10)
moreover
Q[Mai0 ] = Q[no Poisson points inside ∆ai0 ] = e
−νm(∆ai0 ) ≥ e−ν(2Md+9ad).
The exponential formula (2.9) applied to the inner integral in (3.10) gives
EQe
− ∫ t0 V a(Xs,ω) ds = e−ν
∫
G
(1−e−
∫ t
0 W
a(Xs,y)ds)dm(y).
From an elementary inequality e−x ≥ 1− x, x ∈ R, and the Fubini theorem we obtain that
EQe
− ∫ t
0
V a(Xs,ω) ds ≥ e−ν
∫
G
∫ t
0 W
a(Xs,y) dm(y) ds ≥ e−νt supx∈G
∫
d(x,y)>aW (x,y) dm(y) = e−νtSW (a).
It follows
EQ
[
L∆i0 (t, ω)
] ≥ [ 1
m(∆i0)
∫
∆i0
p(t, x, x)Ptx,x
[
τ∆i0 > t
]
dm(x)
]
· e−νtSW (a) · e−ν(2Md+9ad)
The first multiplier in the expression above is the averaged trace of the operator P
∆i0
t , and as such is
not bigger than e−tλ1(∆i0 ). From [6, Theorem 3.4] we have λ1(∆i0) ≤ φ(λBM1 (∆i0)), where λBM1 (U) de-
notes the principal Dirichlet eigenvalue of the Brownian motion on U. As the Brownian motions on ∆i0
and on GM are indistinguishable up to respective exit times of ∆i0 , GM , one has λBM1 (∆i0) = λBM1 (GM ),
and from the Brownian scaling we have λBM1 (GM ) = λBM1 (2MG0) = 12Mdw λBM1 (G0). Collecting all the
estimates above we obtain the statement
EQ[L
D
M+k(t, ω)] ≥ exp
{
−tφ
(
1
2Mdw
λBM1 (G0)
)
− ν t SW (a)− ν(2Md + 9ad)
}
,
which after letting k go to infinity gives (3.6).
Having proven (3.6), we will now use the remaining assumptions. From (L1) we get
φ
(
1
2Mdw
λBM1 (G0)
)
≤ c3.1
2Mβ
· (λBM1 (G0))β/dw =: c3.22Mβ , (3.11)
for M large enough.
9
The condition (3.3) combined with (2.2) permit us to write∫
d(x,y)>a
W (x, y) dm(y) ≤
∫
d(x,y)>a
(K + o(1))
d(x, y)d+θ
dm(y) ≤ c2.2(K + o(1)) 1
aθ
, (3.12)
and consequently
SW (a) ≤ c2.2(K + o(1)) 1
aθ
, as a→∞. (3.13)
Next, for given t > 0, choose M =M(t) to be the unique integer satisfying
2M ≤
(
t
ν
) 1
d+β
< 2M+1. (3.14)
Inserting (3.11), (3.13), and (3.14) into (3.6), and using a = t1/(d+θ), after some elementary algebra
we obtain
L(t) ≥ exp
{
− (c3.2 + 1) td/(d+β)νβ/(d+β) − (Kc2.2 + 9 + o(1))td/(d+θ)ν
}
, as t→∞.
To get (3.4), we just set C1 = (c3.2 + 1) , C2 = (Kc2.2 + 9). Statements (i)–(iii) are straightforward
consequences of (3.4). 
3.2 Lower bounds for the Feynman-Kac functional
The methods we use are also suitable for obtaining bounds on the averaged Feynman-Kac functional,
i.e. EQEx
[
e−
∫ t
0
V (Xs,ω) ds
]
. In this case, the assumptions concerning the process and the profile W
can be somewhat relaxed.
Theorem 3.2 Let X be a subordinate Brownian motion on G via a complete subordinator S with
Laplace exponent φ such that (S1) and (L1) hold and let the potential profile W fulfil (W1) and
(3.3). Then, with constants C1, C2 > 0 from Theorem 3.1, for any x ∈ G one has:
(i) when β < θ then
lim inf
t→∞
logEQEx[e
− ∫ t0 V (Xs,ω) ds]
td/(d+β)
≥ −C1νβ/(d+β),
(ii) when β = θ then
lim inf
t→∞
logEQEx[e
− ∫ t0 V (Xs,ω) ds]
td/(d+β)
≥ −C1νβ/(d+β) − C2ν,
(iii) when β > θ then
lim inf
t→∞
logEQEx[e
− ∫ t0 V (Xs,ω) ds]
td/(d+θ)
≥ −C2ν.
Proof. The proofs of these statements are very much alike those from Theorem 3.1. Fix M ∈ Z+,
a > 0, t > 0, x ∈ G, for the moment assuming only that M is so large that x ∈ IntGM . Let MaM be
the event ‘no Poisson points fell into GaM ’. Using the reasoning that led to (3.9), we get that
EQEx
[
e−
∫ t
0
V (Xs,ω)ds
]
≥ EQEx
[
e−
∫ t
0
V (Xs,ω)ds1{τGM>t}1MaM
]
≥ Ex
[
1{τGM>t}EQ
[
e−
∫ t
0
V a(Xs,ω)ds
]]
Q[MaM ]
≥ Px[τGM > t] · e−νtSW (a)−ν(2
Md+9ad).
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The probability space (Ω,F ,Px) for X can be realized as a product of two probability spaces on
which Z and S are defined. In particular, Px = P
X
x := P
Z
x ⊗P. Therefore, it is easy to observe that
for every M ∈ Z+, x ∈ GM , and t > 0, by Fubini we have
PXx [τ
X
GM > t] ≥ PZx ⊗P[τZGM > St] =
∫ ∞
0
PZx [τ
Z
GM > u] ηt(du).
By the scaling of Z, we have PZx [τ
Z
GM > u] = P
Z
(x/2M )
[τZG0 > 2
−Mdwu]. Moreover, one has
cPZx [τ
Z
G0 > u] ≥ PZx [τZG0 > u;ϕ0,Z1 (Zt)] = e−uλ
BM
1 (G0)ϕ0,Z1 (x), x ∈ G0, u > 0,
where λBM1 (G0) is the principal eigenvalue of the Brownian motion on G0 with killing on ∂G0, ϕ0,Z1 is
the corresponding normalized eigenfunction, and c = ‖ϕ0,Z1 ‖∞ <∞ is independent of M and u. The
transition density of the process Z killed on exiting G0 is positive for all u > 0, x, y ∈ IntG0, thus
from general theory its ground state is continuous and can be chosen to be strictly positive on B(0, 12)
(note that 0 /∈ ∂G0 ⊂ G). Denote c(1) = infy∈B(0,1/2) ϕ0,Z1 (y) > 0 and c(2) = c−1 · c(1). Collecting all
the above estimates, we get
PXx [τ
X
GM > t] ≥
∫ ∞
0
PZ(x/2M )[τ
Z
G0 > 2
−Mdwu] ηt(du) ≥ c(2)
∫ ∞
0
e−2
−MdwuλBM1 (G0) ηt(du),
whenever x ∈ GM/2, i.e., x/2M ∈ B(0, 1/2). Observe the last integral is the Laplace transform of ηt.
Therefore,
PXx [τ
X
GM > t] ≥ c(2)e−tφ(2
−MdwλBM1 (G0)).
Using now the condition (L1), we finally obtain
PXx [τ
X
GM > t] ≥ c(2)e−c3.1t·2
−Mβdw
.
All these arguments were true for any M, as long as x ∈ GM/2. At this point we declare the specific
value of M : we take it equal toM(t) given by (3.14). Moreover, choose again a = t
1
d+θ . For this choice
of M,a, identically as before we obtain, as long as x ∈ GM(t)/2 and t→∞,
EQEx
[
e−
∫ t
0
V (Xs,ω) ds
]
≥ c(2) exp
{
− (c3.2 + 1) td/(d+β)νβ/(d+β) − (Kc2.2 + 9 + o(1))td/(d+θ)ν
}
.
From this inequality all the statements follow as before.

4 Upper bounds
4.1 Upper bound for the long range interaction
We first derive the upper bound which depends only on the long range behaviour of the potential. It
does not require any additional assumptions on the subordinator S. The following result is useful for
profile functions W with slow decay at infinity.
Proposition 4.1 Let X be a subordinate Brownian motion on G via a subordinator S satisfying (S1)-
(S2) and let V be a Poissonian potential with profile W such that the assumptions (W1)-(W3) hold.
Then for every t ≥ 1 and a > 0 we have
L(t) ≤ c2.9e−νRW (a,t), (4.1)
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where RW (a, t) := infx∈G
∫
d(x,y)>a
(
1− e−tW (x,y))m(dy), and c2.9 is the constant from (2.6). In par-
ticular, if for a number θ > 0 there is K ∈ [0,∞) such that
lim inf
d(x,y)→∞
W (x, y)d(x, y)d+θ = K, (4.2)
then we have
lim sup
t→∞
logL(t)
t
d
d+θ
≤ − K
c2.2eK
ν.
Proof. Since for every t > 0 we have L(t) = limM→∞ EQLDM (t, ω), it is enough to show that for every
t ≥ 1, a > 0 we have
EQL
D
M(t, ω) ≤ c2.9e−νRW (a,t).
Recall that for every t ≥ 1 and x, y ∈ G we have p(t, x, y) ≤ c2.9 (see (2.6)). By this bound and the
exponential formula (2.9), we thus get
EQL
D
M (t, ω) ≤
c2.9
m(GM )
∫
GM
Etx,xEQ
[
e−
∫ t
0
V (Xs,ω) ds
]
m(dx)
=
c2.9
m(GM )
∫
GM
Etx,x
[
e
−ν ∫
G
(
1−e−
∫ t
0 W (Xs,y)ds
)
m(dy)
]
m(dx).
The integral over G in the exponent can be written as∫
G
(
1− e−
∫ t
0
W (Xs,y)ds
)
m(dy) =
∫
G
F
(∫ t
0
tW (Xs, y)
ds
t
)
m(dy),
where the function F is given by F (t) = 1 − e−t. It is a concave function, therefore from Jensen’s
inequality for concave functions and Fubini’s theorem we get∫
G
(
1− e−
∫ t
0
W (Xs,y)ds
)
m(dy) =
∫
G
F
(∫ t
0
tW (Xs, y)
ds
t
)
m(dy)
≥
∫
G
∫ t
0
F (tW (Xs, y))
ds
t
m(dy)
=
∫ t
0
∫
G
(
1− e−tW (Xs,y)
)
m(dy)
ds
t
≥ inf
x∈G
∫
G
(
1− e−tW (x,y)
)
m(dy).
In particular, for all t ≥ 1, a > 0 and M ∈ Z+, we obtain
EQ[L
D
M (t, ω)] ≤ c2.9e−ν infx∈G
∫
d(x,y)>a(1−e−tW (x,y))m(dy) = c2.9e−νRW (a,t),
which completes the proof of (4.1).
To show the second assertion, first note that by the standard inequality 1 − e−s ≥ e−ss, s ≥ 0,
and (4.2), for d(x, y) > a and t > 0, we have
1− e−tW (x,y) ≥ 1− e−t(K+o(1)) d(x,y)−d−θ ≥ t(K + o(1)) d(x, y)−d−θe−t(K+o(1)) d(x,y)−d−θ as a→∞.
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By taking a = t
1
d+θ with t→∞, we thus get, using (2.2):∫
d(x,y)>t
1
d+θ
(
1− e−tW (x,y)
)
m(dy) ≥ t(K + o(1))e−(K+o(1))
∫
d(x,y)>t
1
d+θ
d(x, y)−d−θm(dy)
≥ t(K + o(1))e−(K+o(1))c−12.2t
−θ
d+θ
= c−12.2t
d
d+θ (K + o(1))e−(K+o(1)).
By (4.1), we conclude that
lim sup
t→∞
logL(t)
td/d+θ
≤ − K
c2.2eK
ν.
The proof is complete.

Similar bounds hold true for the averaged Feynman-Kac functional.
Proposition 4.2 Let X be a subordinate Brownian motion via the subordinator S satisfying (S1) –
(S2) and let V be a Poissonian potential with profile W satisfying (W1). Then for every t ≥ 1 and
a > 0 we have
sup
x∈G
EQEx
[
e−
∫ t
0 V (Xs,ω)ds
]
≤ e−νRW (a,t). (4.3)
In particular, if (4.2) holds with some θ > 0 and K ∈ [0,∞), then for every x ∈ G we have
lim sup
t→∞
log
(
EQEx
[
e−
∫ t
0 V (Xs,ω)ds
])
td/d+θ
≤ − K
c2.2eK
ν.
Proof. For every x ∈ G, we have
EQEx
[
e−
∫ t
0
V (Xs)ds
]
= Ex
[
e
−ν ∫
G
(
1−e−
∫ t
0 W (Xs,y)ds
)
m(dy)
]
≤ e−νRW (a,t), a > 0,
and the second assertion follows exactly by the same argument as in Proposition 4.1. 
4.2 Upper bound for the short range interaction
Recall that we assume the Laplace exponent φ to be a complete Bernstein function of the form
φ(λ) = bλ+ ψ(λ) with ψ(λ) =
∫ ∞
0
(
1− e−λu
)
ρ(u)du, λ ≥ 0. (4.4)
In this subsection we need stronger assumptions on the Laplace exponent φ:
(U1) b > 0 and ψ ≡ 0 (equivalently, ν ≡ 0; no jumps)
or
(U2) b > 0 and ψ 6= 0 satisfies the following weak scaling conditions: there are α1, α2, β, δ ∈ (0, dw),
a1, a2 ∈ (0, 1], a3, a4 ∈ [1,∞) and r0 > 0 such that
a1λ
α1/dwψ(r) ≤ ψ(λr) ≤ a3λβ/dwψ(r), λ ∈ (0, 1], r ∈ (0, r0] (4.5)
and a2λ
α2/dwψ(r) ≤ ψ(λr) ≤ a4λδ/dwψ(r), λ ≥ 1, r ≥ r0 (4.6)
or
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(U3) b = 0 and ψ 6= 0 satisfies (4.5) and (4.6) with α1 = α2.
Note that under the assumption (U1) the subordinator S is a pure drift, while the left hand sides of
(4.5) and (4.6) imply the lower bounds
φ(λ) ≥ ψ(λ) ≥ a1 λα1/dw , λ ∈ (0, 1], (4.7)
φ(λ) ≥ ψ(λ) ≥ a2 λα2/dw , λ ∈ [1,∞) (4.8)
(we have set ai = aiψ(r0)r
−αi/dw
0 ).
Moreover, one can directly check that if (U1), (U2), or (U3) is satisfied, then both assumptions
(S1) and (S2) hold (see [11, Remark 2.1 (2) and Lemma 2.2]). Assumption (L1) is in this case
true as well. Examples of subordinators with Laplace exponents satisfying (U1) – (U3) and the
corresponding subordinate Brownian motions will be discussed in Section 6.
We will need the following estimates, which are consequences of (U2) or (U3).
Lemma 4.1 Let S be a complete subordinator with Laplace exponent φ given by (4.4). Under the
condition (U2) or (U3) the following estimates hold.
(a) There exists a constant c4.1 = c4.1(φ) ∈ (0, 1] such that
ρ(s) ≥ c4.1 s−1 ·
{
s−α1/dw if s ≥ 1,
s−α2/dw if s ∈ (0, 1].
(b) There exists a constant c4.2 = c4.2(φ) > 0 such that∫ ∞
0
u−ds/2ηt(du) ≤ c4.2
(
t−d/α1 + t−d/α2
)
, t > 0.
Proof. We first prove (a). By [12, Proposition 2.5] the conditions (4.5) and (4.6) imply that there is
a constant c(1) > 0 such that
ρ(s) ≥ c(1)s−1ψ(s−1), s > 0.
This, together with (4.7) and (4.8), imply the claimed inequalities in (a).
Consider now (b). We have
e−tφ(λ
2/ds ) =
∫ ∞
0
e−λ
2/dsuηt(du), t > 0, λ > 0.
By integrating in this equality with respect to λ over (0,∞) and by Fubini, we get∫ ∞
0
e−tφ(λ
2/ds )dλ =
∫ ∞
0
(∫ ∞
0
e−(u
ds/2λ)2/dsdλ
)
ηt(du), t > 0.
Now, the substitution ϑ = uds/2λ in the internal integral on the right hand side gives∫ ∞
0
e−tφ(λ
2/ds )dλ =
∫ ∞
0
e−ϑ
2/ds
dϑ ·
∫ ∞
0
u−ds/2ηt(du), t > 0,
that is, ∫ ∞
0
u−ds/2ηt(du) =
1
c(2)
∫ ∞
0
e−tφ(λ
2/ds )dλ, t > 0,
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with (0,∞) ∋ c(2) := ∫∞0 e−ϑ2/dsdϑ. It is enough to estimate the integral on the right hand side.
Recalling that ds = 2d/dw and applying the bounds (4.7), (4.8),∫ ∞
0
e−tφ(λ
2/ds )dλ ≤
(∫ 1
0
e−a1tλ
α1/d
dλ+
∫ ∞
1
e−a2tλ
α2/d
dλ
)
, t > 0.
Finally, by substitution ϑ = td/αiλ in respective integrals, we conclude that∫ ∞
0
e−tφ(λ
2/ds )dλ ≤ c(3)
(
t−d/α1 + t−d/α2
)
, t > 0.
We set c4.2 = c
(3)/c(2). The proof is complete. 
Observe that by Lemma 4.1 (b) we have c2.7(t) ≤ c4.2
(
t−d/α1 + t−d/α2
)
, where c2.7(t) comes from
(S1).
4.2.1 Reflected subordinate Brownian motions and their Schro¨dinger perturbations
Our results in this section strongly rely on the so-called reflected subordinate Brownian motions
introduced recently in [11]. Therefore first we need to make a necessary preparation. For more detail
discussion and justification of all properties of reflected processes listed below we refer the reader to
[11, Subsection 2.2.3] and references therein.
Let M ∈ Z+ and let ZM be the reflected Brownian motion in GM introduced in [19], i.e. a Feller
diffusion with strictly positive transition densities with respect to m, which are given by the formula
gM (t, x, y) =
{ ∑
y′∈π−1M (y) g(t, x, y
′), when x, y ∈ GM , y /∈ VM \ {0},
2
∑
y′∈π−1M (y) g(t, x, y
′), when x ∈ GM , y ∈ VM\ {0} ,
where πM is the projection described in Subsection 2.1. The function g
M (t, x, y) is jointly continuous
in (t, x, y) and symmetric in its space variables. It follows from scaling properties of g and properties
of the projections πM that
gM (t, x, y) = 2−Mdg0(2−Mdw t, 2−Mx, 2−My), x, y ∈ GM , t > 0, M ∈ Z+. (4.9)
The transition semigroup of the processes ZM and the corresponding Dirichlet forms will be denoted
by (GMt )t≥0 and (EM(dw),FM(dw)), respectively. Recall that
EM(dw)(u, u) := limt→0+
(
u−GMt u
t
, u
)
L2(GM ,m)
= lim
t→0+
1
2t
∫
GM×GM
(u(x) − u(y))2 gM (t, x, y)m(dx)m(dy), (4.10)
for all functions u ∈ FM(dw), i.e. for those functions for which the limit in (4.10) is finite. One can
directly check that by (4.9) we have
EM(dw)(u, u) = 2−MdwE0(dw)(uM , uM ) with uM (·) = 2Md/2u(2M ·), M ∈ Z+.
The symmetric Markov process XM = (XMt ,P
M
x )t≥0, x∈GM given by X
M
t := Z
M
St
is called the
reflected subordinate Brownian motion via the subordinator S in GM . Throughout this section we
always assume that the subordinator S meets one of the assumptions (U1), (U2) or (U3), which
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means that also the both regularity conditions (S1)–(S2) hold. Processes ZM and S are always
assummed to be stochastically independent and, therefore, the subordination formula
pM (t, x, y) =
∫ ∞
0
gM (u, x, y)ηt(du), x, y ∈ GM , t > 0, (4.11)
defines the transition densities of the process XM . Kernels pM inherit the symmetry from gM and
have the same continuity properties as p, given by (2.5). Moreover, when the assumption (U1) holds,
we simply have XMt = Z
M
bt and p
M(t, x, y) = gM (bt, x, y) for all t > 0 and x, y ∈ GM , while under
(U2) or (U3), XM is a jump process with density pM satisfying the following upper bound (cf. [11,
formula (2.13)]).
Lemma 4.2 Under the assumption (U2) or (U3) there is a constant c4.3 = c4.3(φ) > 0 such that
pM(t, x, y) ≤ c4.3
(
(t ∧ 2Mβ)−d/α1 + (t ∧ 2Mβ)−d/α2 + (t ∧ 2Mβ)−d/β
)
, t > 0, x, y ∈ GM , M ∈ Z+.
(4.12)
Proof. By lemma [11, Lemma 2.5, ineq. (2.13)], we have
gM (u, x, y) ≤ c
(
u−d/dw ∨ 2−Md
)
, u > 0, x, y ∈ GM , M ∈ Z+,
with an absolute constant c > 0. Therefore, by the subordination formula (4.11), we get
pM(t, x, y) ≤ c
(∫ 2Mdw
0
u−ds/2ηt(du) + 2−Mdηt(2Mdw ,∞)
)
, t > 0, x, y ∈ GM , M ∈ Z+.
Note that by Lemma 4.1 (b) the first member of the sum above is smaller than c(1)
(
t−d/α1 + t−d/α2
)
for some constant c(1) > 0, and all t > 0 and M ∈ Z+. Furthermore, it immediately follows from
Lemma 2.1 and the upper bound in (4.5) of (U2) (or (U3)) that
ηt(2
Mdw ,∞) ≤ (c(2)t2−Mβ ∧ 1), t > 0, M ∈ Z+.
Collecting both estimates above, we obtain
pM (t, x, y) ≤ c(3)
(
t−d/α1 + t−d/α2 + 2−Md(t2−Mβ ∧ 1)
)
, t > 0, x, y ∈ GM , M ∈ Z+.
Furthermore, when t ≤ 2Mβ, then one has 2−Md (t2−Mβ ∧ 1) = t2−M(β+d) ≤ t · t−(β+d)/β = t−d/β,
while for t > 2Mβ we have t−d/αi ≤ 2−Mβd/αi . This results in the bound (4.12). 
By PM,tx,y we denote the bridge measures corresponding to process XM on D([0, t],GM ) (for more
details we refer to [11, p. 11-12]).
The processXM corresponding to the specific subordinator S with Laplace exponent φ(λ) = λγ/dw ,
γ ∈ (0, dw], will be singled out below. We will denote it by XM(γ) and, by analogy to the Euclidean
case, we call it the γ-stable reflected subordinate Brownian motion in GM . Clearly, when γ = dw, then
we just have XM(γ) = Z
M . Note that stable processes reflected in G0 were recently considered in [14].
By (EMφ ,FMφ ) we denote the Dirichlet form corresponding to the reflected process XM in GM (resp.
(EM(γ),FM(γ)) for XM(γ)). We always have FM(dw) ⊂ FMφ . It is known (see [6, 18]) that when b > 0 then
FMφ = FM(dw), and for u ∈ FM(dw) we have
EMφ (u, u) = bEM(dw)(u, u) +
∫ ∞
0
(u−GMs u, u)L2(GM ,m)ρ(s)ds
= bEM(dw)(u, u) +
∫
GM×GM
(u(x)− u(y))2JMφ (x, y)m(dx)m(dy),
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where
JMφ (x, y) =
1
2
∫ ∞
0
gM (s, x, y)ρ(s)ds. (4.13)
For b = 0 (S has no drift) we have
FMφ =
{
u ∈ L2(GM ,m) :
∫ ∞
0
(u−GMs u, u)L2(GM ,m)ρ(s)ds <∞
}
and for u ∈ FMφ
EMφ (u, u) =
∫
GM×GM
(u(x) − u(y))2JMφ (x, y)m(dx)m(dy).
In the sequel we will investigate the process XM perturbed by potentials V (x), x ∈ GM , such
that V ∈ KXM . Recall that the Kato class KXM related to the process XM consists of functions V
satisfying the condition limt→0+ supx∈GM E
M
x
[∫ t
0 |V |(XMs )ds
]
= 0 (one can check that if V ∈ KXloc, then
V 1GM ∈ KX
M
). The corresponding transition semigroup, which we call the Feynman-Kac semigroup
associated to the process XM and the potential V , consists of operators
T φ,V,Mt f(x) = E
M
x
[
e−
∫ t
0 V (X
M
s )dsf(XMt )
]
, f ∈ L2(GM ,m), t > 0.
(for XM(γ), γ ∈ (0, dw], we write T γ,V,Mt ). Again, for every t > 0, the operators T φ,V,Mt (resp. T γ,V,Mt )
are of Hilbert-Schmidt type and have purely discrete spectrum of the form
{
exp(−tλMn (φ, V ))
}
n≥1
(resp.
{
exp(−tλMn (γ, V ))
}
n≥1), such that 0 ≤ λM1 (φ, V ) < λM2 (φ, V ) ≤ λM3 (φ, V ) ≤ ... →∞. For the
verification of the above properties and more details on the Feynman-Kac semigroups of the reflected
subordinate Brownian motions we refer the reader to [11, Subsection 2.3.1].
We also define the Dirichlet form (EMφ,V ,FMφ,V ) corresponding to the ’reflected’ process XM per-
turbed by V (resp. (EM(γ),V ,FM(γ),V ), for XM(γ)). Since V ∈ KX
M
, we also have V ∈ L1(GM ,m) and, by
general theory of Dirichlet forms [10, Section 6], it holds that
FMφ,V = FMφ ∩ L2(GM , V (x)m(dx))
and for u ∈ FMφ,V we have
EMφ,V (u, u) = EMφ (u, u) +
∫
GM
V (x)u2(x)m(dx).
As above, for M ∈ Z+ and a function u ∈ L2(GM ,m) we define uM (x) = 2Md/2u(2Mx). Clearly,
uM ∈ L2(G0,m). Also, for u ∈ L2(G0,m) let u−M (x) = 2−Md/2u(2−Mx), x ∈ GM .
We will need the following scaling properties of Dirichlet forms and principal eigenvalues.
Lemma 4.3 Let S be a complete subordinator with Laplace exponent φ given by (4.4). Then the
following hold.
(a) If (U1) is satisfied, then for every M ∈ Z+ and a potential 0 ≤ V ∈ KXM we have
EMφ,V (u, u) = 2−Mdwb E0(dw),V˜ (uM , uM ), u ∈ F
M
φ,V ,
and F0
(dw),V˜
=
{
u ∈ L2(G0,m) : u−M ∈ FMφ,V
}
with V˜ (x) := 2
Mdw
b V (2
Mx), x ∈ G0. In particu-
lar,
λM1 (φ, V ) = 2
−Mdw b λ01(dw, V˜ ).
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(b) If (U2) or (U3) is satisfied, then there is a constant c4.4 = c4.4(φ) ∈ (0, 1] such that for every
M ∈ Z+ and a potential 0 ≤ V ∈ KXM , we have
EMφ,V (u, u) ≥ c4.4 2−Mα1E0(α1),V˜ (uM , uM ), u ∈ F
M
φ,V ,
and F0
(α1),V˜
⊇
{
u ∈ L2(G0,m) : u−M ∈ FMφ,V
}
with V˜ (x) := 2
Mα1
c4.4
V (2Mx), x ∈ G0. In particular,
λM1 (φ, V ) ≥ 2−Mα1 c4.4 λ01(α1, V˜ ).
Proof. We only prove (b). The assertion (a) follows directly by definitions of Dirichlet forms and
exactly the same arguments.
Assume first that (U3) holds with some α1 = α2 ∈ (0, dw). Let M ∈ Z+ and 0 ≤ V ∈ KXM . In
this case we have FMφ,V = FMφ ∩ L2(GM , V (x)m(dx)). Since b = 0, for every u ∈ FMφ,V , we have, with
JM given by (4.13),
EMφ,V (u, u) =
∫
GM×GM
(u(x)− u(y))2JMφ (x, y)m(dx)m(dy) +
∫
GM
V (x)u2(x)m(dx).
By Lemma 4.1, we have ρ(s) ≥ c4.1s−1−α1/dw , s > 0. Therefore for every u ∈ FMφ,V we get∫
GM×GM
(u(x)− u(y))2JMφ (x, y)m(dx)m(dy) ≥ cc4.1 EM(α1)(u, u), with c = c(d, α1),
and, consequently,
EMφ,V (u, u) ≥ cc4.1 EM(α1)(u, u) +
∫
GM
V (x)u2(x)m(dx). (4.14)
We now show that under (U2) the inequality as in (4.14) also holds, but an extra step is needed.
Let u ∈ FMφ,V = FM(dw),V . Using the estimates from Lemma 4.1 and Fubini we will found the lower
bound on IM (u) :=
∫
GM×GM (u(x)− u(y))2JMφ (x, y)m(dx)m(dy). We can write, with any δ < 1 :
IM (u) ≥ c4.1(δ/2)
∫
GM×GM
∫ ∞
1
(u(x) − u(y))2s−1−α1/dwgM (s, x, y) dsm(dx)m(dy)
= c4.1(δ/2)
(∫
GM×GM
∫ ∞
0
(u(x) − u(y))2s−1−α1/dwgM (s, x, y) dsm(dx)m(dy)
−
∫
GM×GM
∫ 1
0
(u(x)− u(y))2s−1−α1/dwgM (s, x, y) dsm(dx)m(dy)
)
.
In the first of the integrals in the last formula we recognize (up to a constant) the Dirichlet form of
the process XM(α1), while the other integral is an error term (denoted by EM (u)) which we will now
estimate. Using Fubini again we write:
EM (u) = c4.1δ
∫ 1
0
(
1
2s
∫
GM×GM
(u(x)− u(y))2gM (s, x, y)m(dx)m(dy)
)
s−α1/dw ds. (4.15)
For any s > 0 we have
1
2s
∫
GM×GM
(u(x)− u(y))2gM (s, x, y)m(dx)m(dy) ≤ EM(dw)(u, u)
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(this is so because the approximating forms increase towards EM(dw)(u, u) as s ↓ 0). Inserting this bound
inside (4.15) and integrating from 0 to 1 we end up with the estimate
EM (u) ≤ (c4.1δdw)/(dw − α1) EM(dw)(u, u).
For δ = (dw − α1)/dw) ((b/c4.1) ∧ 1) , we have EM (u) ≤ (b ∧ c4.1) EM(dw)(u, u), therefore we get
EMφ,V (u, u) = b EM(dw)(u, u) +
∫
GM×GM
(u(x)− u(y))2JMφ (x, y)m(dx)m(dy) +
∫
GM
V (x)u2(x)m(dx)
≥ b EM(dw)(u, u) − EM (u) + cc4.1(δ/2)EM(α1 )(u, u) +
∫
GM
V (x)u2(x)m(dx)
≥ cc4.1(δ/2)EM(α1)(u, u) +
∫
GM
V (x)u2(x)m(dx).
This is exactly (4.14), with a smaller constant c4.4 = cc4.1(δ/2). In the sequel, we just write c4.4 in
either case.
Next, one can directly check using (4.9) and (2.5) that EM(α1)(u, u) = 2−Mα1E0(α1)(uM , uM ). This
way we obtain
EMφ,V (u, u) ≥ 2−Mα1 c4.4
(
E0(α1)(uM , uM ) +
∫
G0
V˜ (x)u2M (x)m(dx)
)
= 2−Mα1 c4.4 E0(α1),V˜ (uM , uM ),
with V˜ (x) := (2Mα1/c4.4)V (2
Mx), x ∈ G0. This inequality also implies that
F0
(α1),V˜
⊇ {u ∈ L2(G0,m) : u−M ∈ FMφ,V } .
To prove the inequality between principal eigenvalues it suffices to use the standard variational
formulas for eigenvalues:
λM1 (φ, V ) = inf
u∈FMφ,V
EMφ,V (u, u)
‖u‖2L2(GM ,m)
and λ01(α1, V˜ ) = inf
u∈F0
(α1),V˜
E0
(α1),V˜
(u, u)
‖u‖2L2(G0,m)
.
Indeed, by the arguments above, for u ∈ FMφ,V we have uM ∈ F0(α1),V˜ and E
M
φ,V (u, u) ≥ c4.4 2−Mα1E0(α1),V˜ (uM , uM ).
Since also ‖u‖L2(GM ,m) = ‖uM‖L2(G0,m) , for every u ∈ FMφ,V , we have
EMφ,V (u, u)
‖u‖2L2(GM ,m)
≥ c4.42−Mα1
E0
(α1),V˜
(uM , uM )
‖uM‖2L2(G0,m)
≥ c4.42−Mα1 inf
v∈F0
(α1),V˜
E0
(α1),V˜
(v, v)
‖v‖2L2(G0,m)
= c4.42
−Mα1 λ01(α1, V˜ ).
By taking the infimum on the left hand side over all functions u ∈ FMφ,V , we get the desired inequality
between the principal eigenvalues. The proof is complete. 
4.2.2 Random Feynman-Kac semigroup and periodization of the Poissonian potential
Recall that V is called a random Poissonian potential on G if it is given by (2.8). Below we study
the process XM perturbed by the Poissonian potentials V (x, ω), x ∈ GM , ω ∈ Ω, with profiles W
satisfying all conditions (W1)–(W3) and restricted to {(x, y) : x, y ∈ GM}. As proved in [11, Propo-
sition 2.1], under the condition (W1) we have V (·, ω) ∈ KXloc and V (·, ω) ∈ KX
M
, Q-almost surely.
The corresponding Feynman-Kac semigroup will be denoted by (T φ,V,M,ωt )t≥0 (resp. (T
γ,V,M,ω
t )t≥0
for XM(γ) with γ ∈ (0, dw ]). For every t > 0, the eigenvalues of operators T φ,V,M,ωt are given by
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{
exp(−tλMn (φ, V, ω))
}
n≥1 (resp.
{
exp(−tλMn (γ, V, ω))
}
n≥1), where the random variables λ
M
n (φ, V, ω)
can be ordered as 0 ≤ λM1 (φ, V, ω) < λM2 (φ, V, ω) ≤ λM3 (φ, V, ω) ≤ ...→∞, for Q-almost all ω.
Our further argument uses some special ’periodization’ of the Poissonian potential V, introduced
recently in [11, Def. 3.1]: the family of random fields (V ∗M )M∈Z+ on G given by
V ∗M (x, ω) :=
∫
GM
∑
y′∈π−1M (y)
W (x, y′)µω(dy), M ∈ Z+, (4.16)
is called the M -periodization of V in the Sznitman sense. The same argument as in [11, Proposition
2.1] yields that under (W1), for Q-almost all ω ∈ Ω, one has V ∗M (·, ω) ∈ KX
M
, for every M ∈ Z.
For t > 0 and M ∈ Z+ we define:
LN
∗
M (t, ω) =
1
m(GM )
∫
GM
pM (t, x, x)EM,tx,x
[
e−
∫ t
0 V
∗
M (X
M
s ,ω)ds
]
m(dx). (4.17)
Our argument in this section essentially relies on the following monotonicity properties.
Lemma 4.4 If one of the assumptions (U1)-(U3) and all of the assumptions (W1)-(W3) hold,
then for any given t > 0 we have
EQL
N∗
M (t, ω)ց L(t) as M →∞. (4.18)
In particular,
L(t) ≤ EQLN∗M (t, ω), M ∈ Z+, t > 0. (4.19)
Proof. [11, Proof of Theorem 3.1] 
In the sequel we will be mainly working with the following type of rescaled potentials. For a profile
W : G × G → R+, a random measure µω with intensity ν > 0, and a number γ > 0 we denote
V ∗0,M,γ(x, ω) :=
∫
G0
∑
y′∈π−10 (y)
2MγW (2Mx, 2My′)µM,ω(dy), x ∈ G0, M ∈ Z+, (4.20)
where µM,ω is the random measure corresponding to the Poisson point process with intensity 2Mdν.
Clearly, V ∗0,M,γ is the 0-periodization in the Sznitman sense of the Poissonian potential, which is based
on the rescaled profile 2MγW (2Mx, 2My) and the random measure µM,ω with rescaled intensity.
4.2.3 Derivation of the upper bound for the short range interaction
The following upper bound will be the key point for our investigations in this subsection.
Lemma 4.5 Let S be a complete subordinator with Laplace exponent φ given by (4.4) and let V be a
Poissonian potential with profile W satisfying the assumptions (W1)-(W3). The following hold.
(a) Under the assumption (U1), there exists a constant c4.5 > 0 such that for every t > 1 and every
number M ∈ Z+ such that M ≤ log2(t/ν)d+dw we have
EQ[L
N∗
M (t, ω)] ≤ c4.5 EQ exp
[
−b
(
1− 1
t
)
ν
dw
d+dw t
d
d+dw λ01
(
dw, V
∗
0,M,dw , ω
)]
, (4.21)
where the potential V ∗0,M,dw is given by (4.20).
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(b) Under the assumption (U2) or (U3), there exists a constant c4.6 > 0 such that for every t > 1
and every number M ∈ Z+ such that M ≤ log2(t/ν)d+α1 we have
EQL
N∗
M (t, ω) ≤ c4.6 EQ exp
[
−c4.4
(
1− 1
t
)
ν
α1
d+α1 t
d
d+α1 λ01
(
α1, V
∗
0,M,α1 , ω
)]
, (4.22)
where the potential V ∗0,M,α1 is given by (4.20).
Proof. We only prove (b). The proof of (a) requires exactly the same argument and is even easier.
Let φ satisfy (U2) or (U3) and let V be a Poissonian potential with profileW as in the assumptions.
Fix arbitrary t > 1 and M ∈ Z+ such that M ≤ log2(t/ν)d+α1 . By Fubini, for all such t and M , we get
EQL
N∗
M (t, ω) =
1
m(GM )
∫
GM
pM (t, x, x)EM,tx,x
[
EQ
[
e−
∫ t
0
V ∗M (X
M
s ,ω)ds
]]
m(dx). (4.23)
Observe now that by the exponential formula (2.9) and the scaling properties of the measure m, for
every measurable and nonnegative function f on G we have
EQe
− ∫
G
f(y)µω(dy) = exp
(
−ν
∫
G
(
1− e−f(y)
)
m(dy)
)
= exp
(
−2Mdν
∫
G
(
1− e−f(2M y)
)
m(dy)
)
= EQe
− ∫
G
fM (y)µM,ω(dy),
where fM (y) = f(2My), y ∈ G, and µM,ω is the random measure corresponding to the Poisson point
process with rescaled intensity 2Mdν. Applying this observation to the functions
G ∋ y 7→ fw(y) := 1GM (y) ·
∑
y′∈π−1M (πM (y))
∫ t
0
W (XMs (w), y
′)ds,
we obtain that for every x ∈ GM and PM,tx,x -almost all w
EQ
[
e−
∫ t
0 V
∗
M (X
M
s ,t)ds
]
= EQ
[
e−
∫ t
0 V
M∗
0 (X
M
s ,ω)ds
]
, (4.24)
where
VM∗0 (x, ω) :=
∫
G0
∑
y′∈π−1M (2My)
W (x, y′)µM,ω(dy) =
∫
G0
∑
y′∈π−10 (y)
W (x, 2My′)µM,ω(dy).
Inserting (4.24) to (4.23) and using the bridge kernel representation [11, (2.28)], we thus get
EQL
N∗
M (t, ω) =
1
m(GM )
∫
GM
pM (t, x, x)EM,tx,x
[
EQ
[
e−
∫ t
0
VM∗0 (X
M
s ,ω)ds
]]
m(dx)
=
1
m(GM )EQTrT
φ,VM∗0 ,M,ω
t =
1
m(GM )EQ
∞∑
n=1
e−t λ
M
n (φ,VM∗0 ,ω)
=
1
m(GM )EQ
∞∑
n=1
e−(t−1) λ
M
n (φ,VM∗0 ,ω) e−λ
M
n (φ,VM∗0 ,ω).
Since for Q-almost all ω ∈ Ω we have 0 ≤ λM1
(
φ, V M∗0 , ω
)
< λM2
(
φ, V M∗0 , ω
) ≤ λM3 (φ, V M∗0 , ω) ≤ ...,
it follows that
EQL
N∗
M (t, ω) ≤ EQe−(t−1)λ
M
1 (φ,VM∗0 ,ω) · 1
m(GM )TrT
φ,VM∗0 ,M,ω
1
≤ EQe−(t−1)λM1 (φ,VM∗0 ,ω) · 1
m(GM )
∫
GM
pM (1, x, x)m(dx).
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Moreover, by Lemma 4.2 we have pM(1, x, x) ≤ 3c4.3, for every x ∈ GM and M ∈ Z+. Thus, we get
EQL
N∗
M (t, ω) ≤ 3c4.3EQe−(t−1)λ
M
1 (φ,VM∗0 ,ω).
Since V ∗0,M,α1(x) = 2
Mα1VM∗0 (2
Mx), x ∈ G0 (recall that V ∗0,M,α1 is given by (4.20)), we derive from
Lemma 4.3 (b) the inequality
λM1
(
φ, V M∗0 , ω
) ≥ c4.42−Mα1λ01 (α1, V ∗0,M,α1 , ω) , M ∈ Z+,
which holds for Q-almost all ω. In consequence,
EQL
N∗
M (t, ω) ≤ 3c4.3EQe−c4.4(t−1)2
−Mα1λ01
(
α1,V ∗0,M,α1
,ω
)
.
Therefore, for every t > 1 and M ∈ Z+ such that 2M ≤ (t/ν)
1
d+α1 we finally get
EQL
N∗
M (t, ω) ≤ 3c4.3EQ exp
[
−c4.4
(
1− 1
t
)
ν
α1
d+α1 t
d
d+α1 λ01
(
α1, V
∗
0,M,α1 , ω
)]
.
The proof is complete.

Under the following additional assumption on the profile W :
(W4) There exist constants a0, A > 0 such that
W (x, y) ≥ A when d(x, y) ≤ a0
we prove the following theorem.
Theorem 4.1 Let X be a subordinate Brownian motion in G via the subordinator S with Laplace
exponent φ of the form (4.4) and let V be a Poissonian potential with the profile W such that the
assumptions (W1)-(W4) are satisfied. Then there exists D1 > 0 such that the following hold.
(a) Under the assumption (U1):
lim sup
t→∞
logL(t)
t
d
d+dw
≤ −D1 ν
dw
d+dw . (4.25)
(b) Under the assumption (U2) or (U3):
lim sup
t→∞
logL(t)
t
d
d+α1
≤ −D1 ν
α1
d+α1 . (4.26)
Proof. In both cases (a), (b) we use Sznitman’s theorem from the Appendix, in either its diffusion
version [25, Theorem 1.4] or the non-diffusion version [13, Theorem 1], adapted to the potential
case. As the statements of both these theorems are nearly identical (they pertain to either dw or
α1 ∈ (0, dw)), we will write ‘γ’ for dw or α1 ∈ (0, dw), depending on the context.
Let now
M =M(t) =
[
log2(t/ν)
(d+ γ)
]
, i.e. 2M ≤
(
t
ν
)1/(d+γ)
< 2M+1, (4.27)
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and write ǫ = 2−M . By Lemmas 4.4 and 4.5, for every t > 1 and M =M(t) given by (4.27) we have
L(t) ≤ EQLN∗M (t, ω) ≤ c4.6 EQ exp
[
−c4.4
(
1− 1
t
)
ν
γ
d+γ t
d
d+γ λ01(γ, V
∗
0,M,γ , ω)
]
,
with b and c4.5 replacing c4.4 and c4.6 in case (a). Hence, it is enough to estimate the expectation on
the right hand side of the formula above, independently of M.
Fix a number a > a0 and denote Wa(x, y) =W (x, y) · 1d(x,y)≤a, x, y ∈ G. The number a will not
vary throughout the proof. The periodized potential V ∗0,M,γ(x), x ∈ G0, satisfies
V ∗0,M,γ(x, ω) ≥
∫
G0
2MγWa(2
Mx, 2My)µM,ω(dy) =: V˜ ∗0,M,γ(x, ω),
where now µM,ω comes from the rescaled cloud on G0 with intensity ν˜ = 2Mdν, whose law will still
be denoted by Q. The new profile G0 × G0 ∋ (x, y) 7→ Wa,M (x, y) = 2MγWa(2Mx, 2My) has range
a2−M = aǫ, and its values are bigger than 2MγA when d(x, y) ≤ a0ǫ.
Further assume that b = 2κ > a, with κ ∈ Z, and let K, δ > 0 be given.
Q−almost surely, there is a finite number of Poisson points in G0. From now on we will be working
with a fixed configuration ω = (x1, ..., xN ) ⊂ G0 of Poisson points. We divide them into ‘good’ and
’bad’ points according to Definition 7.1, and remove the closed balls B(xi, bǫ) with centers at good
points from the state-space. We are left with the set
Θb,M = G0 \
⋃
xi−good
B(xi, bǫ),
and we let the process X0(γ) evolve in this set, being killed when it enters one of the balls B(xi, bǫ),
xi−good. Let λ01(γ,Θb,M , ω) be the principal eigenvalue of the generator of this process.
The assumptions of Theorem 7.1 are fulfilled (we postpone their verification until after the proof;
see Subsection 4.3), and so there exists ǫ0 > 0, depending on the process, the potential W, and the
numbers a, b,K, δ, γ (not on M) such that when ǫ < ǫ0, then
λ01(γ,Θb,M , ω) ∧K ≤ λ01(γ, V˜ ∗0,M,γ , ω) ∧K + δ
≤ λ01(γ, V ∗0,M,γ , ω) ∧K + δ (4.28)
(the last inequality follows from the inequality V ∗0,M,γ ≥ V˜ ∗0,M,γ , combined with the variational defini-
tion of the principal eigenvalue). In particular, since ǫ = 2−M , there exists M0 such that for M > M0
the relation (4.28) holds. The way M = M(t) was defined (see (4.27)) gives that there exists t0 ≥ 1
such that it holds for t > t0.
The conclusion of the proof is much alike the conclusion of [25, Theorem 1.7] or [19, Lemma 9]. Let
M > M0 (equivalently: t > t0). We chop the sides of the triangle G0 into (bǫ)−1 = 2M−κ parts, which
yields N(b,M) = 2(M−κ)d = (bǫ)−d small gasket triangles of sidelength bǫ. Now, instead of removing
balls B(xi, bǫ) from the state-space, we remove those closed small triangles that received some (good)
Poisson points. More precisely, let Ab,M be the union of those small triangles that received some
Poisson points, and Âb,M – of those triangles that received some good Poisson points. We set
Ub,M = G0 \ Ab,M , Ûb,M = G0 \ Âb,M .
As the diameter of each of the triangles removed equals to bǫ, we have Θb,M ⊂ Ûb,M , and conse-
quently λ01(γ,Θb,M , ω) ≥ λ01(γ, Ûb,M , ω), where λ01(γ, Ûb,M , ω) is the principal eigenvalue of the process
that is killed upon exiting Ûb,M .
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Altogether, for any given configuration ω, given K, δ, b, we have
λ01(γ, V
∗
0,M,γ , ω) ≥ λ01(γ, V ∗0,M,γ , ω) ∧K ≥ λ01(γ,Θb,M , ω) ∧K − δ
≥ λ01(γ, Ûb,M , ω) ∧K − δ.
Denoting by Ub,M the collection of all possible configurations of the sets Ub,M and Ûb,M and noting
that #Ub,M = 2N(b,M), we can proceed as follows (taking the precisely chosen M =M(t) and t > t0):
EQ exp
[
−c4.4
(
1− 1
t
)
ν
γ
d+γ t
d
d+γ λ01(γ, V
∗
0,M,γ , ω)
]
≤ EQ exp
[
−c4.4
(
1− 1
t
)
ν
γ
d+γ t
d
d+γ (λ01(γ, Ûb,M , ω) ∧K − δ)
]
≤
∑
U,Û∈Ub,M
EQ
[
exp
(
−c4.4
(
1− 1
t
)
ν
γ
d+γ t
d
d+γ (λ01(γ, Ûb,M , ω) ∧K − δ)
)
1{Ub,M = U, Ûb,M = Û}
]
.
For any A ∈ B(G0) we have Q[N (A) = 0] = e−ν˜m(A). One knows [25, Lemma 1.3] that
m
(⋃
xi−badB(xi, bǫ)
) ≤ δ, therefore also m(Ab,M \ Âb,M ) ≤ δ and m(Ûb,M ) ≤ m(Ub,M ) + δ. Therefore
the estimate continues as
=
∑
(U,Û)∈Ab,M
exp
(
−c4.4
(
1− 1
t
)
ν
γ
d+γ t
d
d+γ (λ01(γ, Û ) ∧K − δ)
)
Q[Ub,M = U, Ûb,M = Û ] =: I,
where Ab,M ⊂ Ub,M × Ub,M consists of those pairs (U, Û ) for which U ⊂ Û , m(Û) ≤ m(U) + δ, and
λ01(γ, Û ) is the principal eigenvalue of the generator of the process X
0
(γ) killed upon exiting the open
set Û . In particular, for (U, Û) ∈ Ab,M one has
Q[Ub,M = U, Ûb,M = Û ] ≤ e−ν˜(m(Û )−δ).
Since
#Ub,M = 2N(b,M) ≤ 2b−d(
t
ν )
d/(d+γ)
and 2−dν
γ
d+γ t
d
d+γ ≤ ν˜ = 2Mdν ≤ ν γd+γ t dd+γ , we get
I ≤
∑
U,Û∈Ub,M
exp
(
−
[
c4.4
(
1− 1
t
)
ν
γ
d+γ t
d
d+γ (λ01(γ, Û ) ∧K − δ)
]
− ν˜(m(Û )− δ)
)
≤ (2#Ub,M )2 exp
(
−c4.4
(
1− 1
t
)
ν
γ
d+γ t
d
d+γ inf
U∈Ub,M
[(λ01(γ, U) ∧K − δ) +
2−dt
c4.4(t− 1)(m(U)− 2
dδ)]
)
≤ exp
[
2 log 2
bd
(
t
ν
) d
d+γ
− c4.4
(
1− 1
t
)
ν
γ
d+γ t
d
d+γ inf
U∈U0
[(λ01(γ, U) ∧K − δ) +
2−dt
c4.4(t− 1)(m(U)− 2
dδ)]
]
,
where by U0 we have denoted the collection of all open subsets of G0. This bound is valid for t > t0.
In particular,
lim sup
t→∞
logL(t)
t
d
d+γ
≤ 2 ln 2
bdν
d
d+γ
− c4.4ν
γ
d+γ inf
U∈U0
[(λ01(γ, U) ∧K − δ) + (2dc4.4)−1(m(U)− 2dδ)]
≤ 2 ln 2
bdν
d
d+γ
− c4.4ν
γ
d+γ
(
inf
U∈U0
[λ01(γ, U) + (2
dc4.4)
−1m(U)] ∧K − δ(1 + c−14.4)
)
.
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The left-hand side does not depend on b,K, δ – by passing to the limit b→∞, δ → 0, K →∞ on the
right-hand side we get
lim sup
t→∞
logL(t)
t
d
d+γ
≤ −c4.4ν
γ
d+γ inf
U∈U0
[λ01(γ, U) + (2
dc4.4)
−1m(U)] =: −D1ν
γ
d+γ .
To conclude, we need to check that D1 > 0. We can write, for any open U ⊂ G0,
e−tλ
0
1(γ,U) ≤ TrP γ,0,Ut ≤
∫
U
pγ,0(t, x, x) dm(x)
where pγ,0 is the transition density of the process X0(γ) on G0, and P γ,0,Ut is the semigroup of this
process killed upon exiting U. In particular, for t > 1, from (4.12) with α1 = α2 = β = γ we get
supx∈G0 p
γ,0(t, x, x) ≤ 3c4.3, so that
λ01(γ, U) + (2
dc4.4)
−1m(U) ≥ − log(3c4.3m(U))
t
+ (2dc4.4)
−1m(U).
As for t > 2dc4.4 one has
inf
x∈(0,1)
[
− log(3c4.3x)
t
+ (2dc4.4)
−1x
]
=
1
t
(
1− log 2dc4.4·3c4.3t
)
,
picking any t > 2dc4.4max(1, 3c4.3e
−1) we achieve the desired statement that D1 > 0. 
We also prove the matching bounds for the Feynman-Kac functionals.
Theorem 4.2 Let X be a subordinate Brownian motion in G via the subordinator S with Laplace
exponent φ of the form (4.4) and let V be a Poissonian potential with the profile W such that the
assumptions (W1)-(W4) are satisfied. Then the following hold (with D1 same as above).
(a) Under the assumption (U1) for any x ∈ G
lim sup
t→∞
logEQEx[e
− ∫ t
0
V (Xs,ω) ds]
t
d
d+dw
≤ −D1 ν
dw
d+dw . (4.29)
(b) Under the assumption (U2) or (U3) for any x ∈ G
lim sup
t→∞
logEQEx[e
− ∫ t0 V (Xs,ω) ds]
t
d
d+α
≤ −D1 ν
α1
d+α1 . (4.30)
Proof. By the same argument as in [11, Ineq. (3.8)], the M -periodicity of the potential V ∗M and the
definition of the measure PM , for M so large that x ∈ GM and for t > 1, we get
EQEx
[
e−
∫ t
0 V (Xs,ω) ds
]
≤ EQEx
[
e−
∫ t
0 V
∗
M (Xs,ω) ds
]
= EQE
M
x
[
e−
∫ t
0 V
∗
M (X
M
s ,ω) ds
]
=
∫
GM×GM
uM,ω(1, x, z)uM,ω(t− 1, z, y)dm(z)dm(y),
where
uM,ω(t, x, y) = pM (t, x, y)EM,tx,y
[
e−
∫ t
0 V
∗
M (X
M
s ,ω)ds
]
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is the kernel of the operator T
φ,V ∗M ,M,ω
t (see [11, (2.28)]). From Lemma 4.2 we have u
M,ω(1, x, z) ≤
pM (1, x, z) ≤ 3c4.3, for every x, z ∈ GM . Thus, by the same estimate for the kernel uM,ω(t− 1, z, y) as
in [25, the last two lines on p. 235], we may conclude that
EQEx
[
e−
∫ t
0
V (Xs,ω) ds
]
≤ 3c4.3m(GM )EQ
∫
GM
pM (t− 1, x, x)EM,t−1x,x
[
e−
∫ t−1
0
V ∗M (X
M
s ,ω)ds
]
dm(x).
In the right-hand side we recognize the expression 3c4.3[m(GM )]2EQ[LN∗M (t − 1, ω)], which has been
already estimated in Lemma 4.5. Therefore, starting from (4.27) and proceeding exactly in the same
way as in the proof of Theorem 4.1, we finally get the desired inequality with γ = dw for (a) and
γ = α for (b) respectively, with the same constant D1 as before. 
4.3 Verification of the assumptions of Sznitman’s theorem
We apply the Sznitman’s theorem (Theorem 7.1 below) in the following setting:
∗ T = G0, the metric d is the shortest path distance on G0, m is the Hausdorff measure on G0 in
dimension d = log 3log 2 normalized to have m(G0) = 1, which is a doubling measure;
∗ the Markov process in question is X0(γ) on G0 for γ ∈ (0, dw] (the reflected jump stable process or
the reflected Brownian motion);
∗ for x, y ∈ G0 the potential profile is given by WM (x, y) := 2MγW (2Mx, 2My), where the profile W
is of finite range a > 0 (i.e. W (x, y) = 0 when d(x, y) > a) and satisfies (W1) – (W4). Assume
that a ≥ a0, where a0 is the constant from (W4). The range ofWM is equal to a2−M ; we denote
2−M = ǫ, and we will also write Wǫ for WM .
All the required regularity assumptions (see Subsection 7.1) except for (P3) were established in
[19, 25] for the reflected Brownian motion and in [14] for reflected jump stable processes. These
papers were concerned with processes on G evolving among killing Poissonian obstacles. We now
verify the remaining condition (P3), which is needed in our case.
Proposition 4.3 Let γ ∈ (0, dw] and let X0 = X0(γ) be the reflected γ−stable process on G0 (not
excluding the case γ = dw). Assume that the potential profile W satisfies the condition (W4). Then
there exists constants c4.7 = c4.7(a0, A, b, γ) > 0 and τ0 = τ0(a0, b, γ) > 0 such that for any x ∈ G0,
ǫ = 2−M > 0, and y ∈ G0 with d(x, y) ≤ bǫ one has
E0x
[
e−
∫ τ0ǫγ/2
0 Wǫ(X
0
s ,y) ds
]
≤ 1− 2c4.7, with Wǫ(x, y) = ǫ−γW (x/ǫ, y/ǫ).
Note that the constant c4.7 does not depend on ǫ, which is decisive for the proof of the upper
bound theorem (c4.7 plays the role of the constant c1 in assumptions (P2)-(P3) in Subsection 7.1).
Proof. Suppose M ≥ 0 and x, y ∈ G0 are as in the assumptions. Reflected processes on the gaskets
GM allow for discrete scaling. Namely, for x ∈ G0, the processes on GM : (2MX0s )s≥0 under P0x and
(XM
2Mγs
)s≥0 under PM2Mx are equal in law. Denote x˜ = 2
Mx(= ǫ−1x) and y˜ = 2My so that for any
t > 0
E0x
[
e−
∫ tǫγ
0 Wǫ(X
0
s ,y) ds
]
= E02−M x˜
[
e−
∫ t2−Mγ
0 2
MγW (2MX0s ,2
My) ds
]
= EMx˜
[
e
− ∫ t2−Mγ0 2MγW (XM2Mγs,y˜) ds
]
= EMx˜
[
e−
∫ t
0
W (XMs ,y˜) ds
]
,
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where now x˜, y˜ ∈ GM and d(x˜, y˜) ≤ b.
For r > 0 and fixed y˜ ∈ GM , denote Tr = inf{t ≥ 0 : XMt ∈ B(y˜, r)}. Then we can write, in the
third line using the strong Markov property at the stopping time Ta0/2:
EMx˜
[
e−
∫ t
0 W (X
M
s ,y˜) ds
]
= EMx˜
[
e−
∫ t
0 W (X
M
s ,y˜) ds1{Ta0/2 < t2}
]
+EMx˜
[
e−
∫ t
0 W (X
M
s ,y˜) ds1{Ta0/2 ≥ t2}
]
≤ EMx˜
[
e−
∫ t
0
W (XMs ,y˜) ds1{Ta0/2 < t2}
]
+PMx˜ [Ta0/2 ≥ t2 ]
= EMx˜
{
1{Ta0/2 < t2}EMXMTa0/2
[
e−
∫ t−Ta0/2
0 W (X
M
s ,y˜) ds
]}
+PMx˜ [Ta0/2 ≥ t2 ]
≤ EMx˜
{
1{Ta0/2 < t2}EMXMTa0/2
[
e−
∫ t/2
0 W (X
M
s ,y˜) ds
]}
+PMx˜ [Ta0/2 ≥ t2 ]
≤ EMx˜
{
1
{
Ta0/2 <
t
2
} · sup
ξ∈B(y˜, a0
2
)
EMξ
[
e−
∫ t/2
0 W (X
M
s ,y˜) ds
]}
+PMx˜
[
Ta0/2 >
t
2
]
.
(4.31)
The expected value inside the supremum in the last line can be estimated as
EMξ
[
e−
∫ t/2
0 W (X
M
s ,y˜) ds
]
= EMξ
[
e−
∫ t/2
0 W (X
M
s ,y˜) ds1{τB(y˜,a0) ≥ t2}
]
+EMξ
[
e−
∫ t/2
0
W (XMs ,y˜) ds1{τB(y˜,a0) < t2}
]
≤ e−At/2PMξ [τB(y˜,a0) ≥ t2 ] +PMξ [τB(y˜,a0) < t2 ],
where τB(y˜,a0) denotes the first exit time of the process from the ball B(y˜, a0). This estimate is in the
form z ≤ x(1 − y) + y, with x ∈ (0, 1) and y ∈ [0, 1], so if we can prove that y ≤ p ∈ (0, 1), then we
will also have z ≤ x(1− p) + p.
So far, all the estimates pertained to the projected stable process XM(γ). Observe that for any open
subset F ⊂ GM , x ∈ GM , and s > 0 one has PMx [τF < s] ≤ Px[τF < s], so that it is enough to estimate
Pξ [τB(y˜,a0) <
t
2 ] for the nonprojected process (i.e. the γ−stable process on G). As in present case
ξ ∈ B(y˜, a0/2), we have
Pξ[τB(y˜,a0) <
t
2 ] ≤ Pξ[sups≤t/2 d(Xs,X0) > a02 ],
which is not bigger than ≤ ct/aγ0 in the jump stable (γ < dw) case [3, Lemma 4.3], and not bigger that
ce
−c2(dw)
(
a0
t1/dw
)
dw/(dw−1) in the Brownian motion (γ = dw) case [1, Theorem 4.3], where c = c(γ). In
the sequel, we continue with the jump stable case only, the other case follows identically (easier in
fact). The important feature of these estimates is that they do no longer depend on M. Therefore, for
any 0 < t ≤ t′0 = 12
aγ0
c ,
sup
ξ∈B(y˜,a0/2)
EMξ
[
e−
∫ t/2
0
W (XMs ,y˜) ds
]
≤ e−At/2
(
1− ct
aγ0
)
+
ct
aγ0
≤ 1
2
(
e−At/2 + 1
)
.
Insert this estimate into (4.31) and continue in the same vein. This time, use the observation that
PMx˜ [Ta0/2 >
t
2 ] ≤ PMx˜ [XMt/2 /∈ B(y˜, a0/2)] = 1−PMx˜ [XMt/2 ∈ B(y˜, a0/2)] ≤ 1−Px˜[Xt/2 ∈ B(y˜, a0/2)].
Recall that the transition density p of the (nonreflected) jump γ−stable process in G enjoys the
estimate (see [3, Theorem 3.1] and [5, Theorem 1.1])
1
c(1)
min
(
t
d(x, y)d+γ
, t−d/γ
)
≤ p(t, x, y) ≤ c(1) min
(
t
d(x, y)d+γ
, t−d/γ
)
, (4.32)
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with certain positive constant c(1) = c(1)(γ). Moreover, since d(x˜, y˜) ≤ b, for z ∈ B(y˜, a0/2) one has
d(x˜, z) ≤ b+ a0/2. Consequently, from (4.32) we get, with c(2) = c(2)(γ, d),
Px˜[Xt/2 ∈ B(y˜, a0/2)] ≥ m(B(y˜, a0/2)) · inf
z∈B(y˜,a0/2)
p(t/2, x˜, z) ≥ c(2)ad0min
(
t
(b+ a02 )
d+γ
, t−d/γ
)
.
When t ≤ t′′0 = (b+ a0/2)γ , then this estimate is
Px˜[Xt/2 ∈ B(y˜, a0/2)] ≥
c(2)tad0
(b+ a02 )
d+γ
,
being a number smaller than one if t ≤ t′′′0 = (b+a0/2)
d+γ
c(2)ad0
. Collecting all of these, we obtain
EMx˜
[
e−
∫ t
0 W (X
M
s ,y˜) ds
]
≤ 1
2
c(2)tad0
(b+ a02 )
d+γ
(
e−At/2 + 1
)
+
(
1− c
(2)tad0
(b+ a02 )
d+γ
)
.
For t∗ = min(t′0, t
′′
0 , t
′′′
0 ) we get an estimate in the form
p
2
(e−At
∗/2 + 1) + (1− p) =: 1− 2c4.7,
with p < 1. To conclude, we choose τ0 = 2t
∗. The resulting constant c4.7 is strictly positive and
depends on A, a0, b, γ only. The proof is complete. 
4.4 The upper bound for general potentials
We have the following statement, matching in general setting the lower bound from Theorem 3.1.
Theorem 4.3 Suppose X is a subordinate Brownian motion in G via a complete subordinator S with
Laplace exponent φ of the form (2.4), satisfying (U1), (U2), or (U3). Let the profile W satisfy
(W1) – (W4), and suppose that for certain θ > 0 there is a number K ∈ [0,∞) such that
K = lim inf
d(x,y)→∞
W (x, y)d(x, y)d+θ .
Let γ = dw (under (U1)) or γ = α1 (under (U2) and (U3)). Then there exist constants E1, E
′
1 > 0
such that:
(i) when γ < θ then
lim sup
t→∞
logL(t)
td/(d+γ)
≤ −E1νγ/(d+γ),
(ii) when γ = θ then
lim sup
t→∞
logL(t)
td/(d+γ)
≤ −E1νγ/(d+γ) − E′1ν,
(iii) when γ > θ then
lim sup
t→∞
logL(t)
td/(d+θ)
≤ −E′1ν.
Proof. The statements follows immediately from Proposition 4.1 and Theorem 4.1. Both statements
are true in present setting, so we can use the arithmetic mean of both the bounds. The constants we
obtain are: E1 =
1
2D1, E
′
1 =
K
2c2.2eK
. 
Remark 4.1 Identical statements hold true for the Feynman-Kac functionals. We skip the proof.
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5 The Lifschitz tail for the integrated density of states
In this section we transform the bounds from Theorems 3.1 and 4.3 into bounds concerning the rate
of decay of l near zero. This is done by means of an exponential Tauberian theorem [9, Th. 2.1].
Theorem 5.1 Suppose that the assumptions of Theorem 3.1 are met. Then there exist constants
C˜1, ..., C˜4 > 0 such that:
(i) when β < θ then
lim inf
x→0
xd/β log l([0, x]) ≥ −C˜1ν,
(ii) when β = θ then
lim inf
x→0
xd/β log l([0, x]) ≥ −C˜2ν − C˜3ν1+d/β,
(iii) when β > θ then
lim inf
x→0
xd/θ log l([0, x]) ≥ −C˜4ν1+d/θ.
Theorem 5.2 Suppose that the assumptions of Theorem 4.3 are met. Then there exist constants
D˜1, ..., D˜4 > 0 such that:
(i) when γ < θ then
lim sup
x→0
xd/γ log l([0, x]) ≤ −D˜1ν,
(ii) when γ = θ then
lim sup
x→0
xd/γ log l([0, x]) ≤ −D˜2ν − D˜3ν1+d/γ ,
(iii) when γ > θ then
lim sup
x→0
xd/θ log l([0, x]) ≤ −D˜4ν1+d/θ.
The most interesting case is that of β = γ, i.e. the case when the lower and upper scaling exponents
for φ coincide. In this case, the rate of decay of l([0, x]) as x→ 0+ is of order e−const·x−d/β . Likewise,
when θ < β, i.e., when the behaviour of the potential at infinity dominates the behaviour of the
process, then the rate of decay of l([0, x]) is e−const·x
−d/θ
.
6 Examples
At the very end, we give various examples of subordinators with Laplace exponents that are complete
Bernstein functions satisfying the regularity assumptions needed for our work.
Example 6.1 We first discuss some examples of functions φ satisfying all of our assumptions.
(1) Pure drift. Let φ(λ) = bλ, b > 0. The corresponding subordinate process is just the Brownian
motion with speed b > 0. Clearly, the assumption (U1) is satisfied and (L1) holds with β = dw.
The next two examples are jump subordinators with drift.
(2) Stable subordinator with drift. Let φ(λ) = bλ+λγ/dw , γ ∈ (0, dw), b > 0. Then the corresponding
subordinator is a sum of a pure drift subordinator bt and the pure jump γ/dw-stable subordinator.
In this case, (L1) and (U2) are satisfied with α1 = α2 = β = δ = γ.
(3) Let φ(λ) = bλ + λγ1/dw [log(1 + λ)]γ2/dw , γ1 ∈ (0, dw), γ2 ∈ (−γ1, dw − γ1), b > 0. In this case,
we may take α1 = β = γ1 + γ2, α2 = γ1 and δ = (γ1 + dw)/2 in (L1) and (U2).
We now give examples of pure jump subordinators.
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(4) Mixture of purely jump stable subordinators. Let φ(λ) =
∑n
i=1 λ
γi/dw , γi ∈ (0, dw), n ∈ N. One
can directly check that (L1) and (U3) hold with α1 = β = mini γi and α2 = δ = maxi γi.
(5) Let φ(λ) = (λ + λγ1/dw)γ2/dw , γ1, γ2 ∈ (0, dw). The conditions (L1) and (U3) hold with
α1 = β = (γ1γ2)/dw and α2 = δ = γ2.
(6) Let φ(λ) = λγ1/dw [log(1 + λ)]−γ2/dw , γ1 ∈ (0, dw), γ2 ∈ (0, γ1). One can check that both
assumptions (L1) and (U3) are fulfilled for α1 = α2 = β = γ1 − γ2 and δ = γ1.
The last example satisfies our assumptions in part only. More precisely, it fulfils (S1), (S2) and (L1),
but (U1), (U2) nor (U3) do not hold.
(7) Relativistic α/dw-stable subordinator. Let φ(λ) = (λ+ ϑ
dw/α)α/dw − ϑ, α ∈ (0, dw), ϑ > 0. The
subordination via this subordinator leads to a very significant process called relativistic α-stable.
Here (L1) holds with β = dw, but neither of the conditions (U1), (U2) nor (U3) is satisfied.
Theorem 3.1 can be applied to this process with such β, but our Theorem 4.1 does not cover
this case. It can be conjectured that appropriate upper bounds hold true with the same rate
γ = dw. However, proving this would require more specialized arguments customized to the
specific properties of the relativistic stable process.
We also provide examples of profile functions satisfying the assumptions of present paper.
Example 6.2 [11, Example 4.1] Fix M0 ∈ Z and let the function ψ : GM0 → [A,∞) be such that
ψ ∈ L1(GM0 ,m), with A > 0. Define
W (x, y) :=
{
ψ(πM0(y)), when x, y ∈ ∆M0(z0), for some z0 ∈ G\VM0 ,
0, otherwise.
It is established in [11] that (W1)–(W3) hold true. Clearly, (W4) holds as well.
Example 6.3 [11, Example 4.2] Let ϕ : [0,∞) → [0,∞) be a function satisfying the following
conditions.
(1) There exists R > 0 such that ϕ(x) = 0 for all x ∈ (R,∞).
(2) For every y ∈ G one has ϕ(d(·, y)) ∈ KXloc.
(3) There exist numbers a0, A > 0 such that ϕ(x) ≥ A when x < a0.
For such a function ϕ we define
W (x, y) := ϕ(d(x, y)), x, y ∈ G. (6.1)
Again, (W1)–(W3) were verified in [11], and (W4) is straightforward.
We also give an example of profile functions W on G × G with unbounded support satisfying our
assumptions. Such profiles can be realized as follows.
Example 6.4 First we set additional notation. Recall that for M ∈ Z+ and every x ∈ (G\VM )∪ {0}
there is exactly one triangle (the so-called natural cell) of size 2M in G, ∆M (x), such that x ∈ ∆M (x).
If x ∈ VM\ {0}, then there are exactly two triangles ∆(1)M (x) and ∆(2)M (x) of size 2M such that {x} =
∆
(1)
M (x) ∩∆(2)M (x). For every x ∈ G we define
r(x) := sup
{p∈V0: d(x,y)≤1}
sup {M ∈ Z+ : p ∈ VM} .
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In particular, r(0) =∞. One can check that for every x ∈ G there is exactly one vertex px ∈ V0 such
that d(x, px) ≤ 1 and r(x) = sup {M ∈ Z+ : px ∈ VM}. For x ∈ G and M ∈ Z+ we denote
DM (x) =
{
∆
(1)
M (px) ∪∆(2)M (px) when M ≤ r(x) <∞,
∆M (x) when M > r(x) or px = 0.
Moreover, let (an)n∈Z+ be a nonincreasing sequence of nonnegative numbers such that
∞∑
M=1
∞∑
n=[M/4]+1
2ndan <∞. (6.2)
With the above notation we define
W (x, y) :=
{
a0 when x ∈ G, y ∈ D0(x),
an when x ∈ G, y ∈ Dn(x)\Dn−1(x), , n = 1, 2, 3, ... .
Checking assumptions (W1) and (W2) for the profileW is an easy exercise. The geometric condition
(W3) can be established by similar arguments as those in the justification in [11, Example 4.3]. To
fulfil the condition (W4), it is enough to assume that a0, a1 > 0. The decay conditions for the profile
W as in (3.3) and (4.2) can be obtained by imposing some additional regularity on the elements of the
sequence (an)n∈Z+ for large n. For instance, by taking an = 2−n(d+θ) with 0 < θ <∞, we immediately
get
2−d−θ = lim inf
d(x,y)→∞
W (x, y)d(x, y)d+θ < lim sup
d(x,y)→∞
W (x, y)d(x, y)d+θ = 1.
By putting an = 0 for n ≥ n0, with some 2 ≤ n0 ∈ Z+, we obtain a profile W with bounded support.
7 Appendix: the enlargement of obstacles method for Markov pro-
cesses with compact state-space
The method of enlargement of obstacles was first introduced in [25] for diffusion processes on a
compact state-space, evolving among killing obstacles. Its main ingredient is an estimate comparing
the principal eigenvalue of the semigroup of such a process with the principal eigenvalue of the process
evolving in a modified environment – with much bigger obstacles. It has been proven that under
appropriate conditions on the process and on the configuration of the obstacle points, the principal
eigenvalue does not increase significantly after such a modification, provided the principal eigenvalue
of the initial process was not too big. The method was generalized to some non-diffusion Markov
processes in [13]. We now need a version of these theorems for processes influenced by a killing
potential with microscopic range, not microscopic killing obstacles.
7.1 The setting and the assumptions
Our initial setup consists of:
∗ a compact linear metric space (T , d) equipped with a doubling Radon measurem, satisfyingm(T ) =
1. More precisely, we assume that there exist r0 > 0 and Cd ≥ 1 such that for any x ∈ T and
0 < r < r0
m(B(x, r)) ≤ Cdm(B(x, r
3
)), (7.1)
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∗ a right-continuous, strong Markov process X = (Xt,Px)t≥0, x∈T on T with symmetric and strictly
positive transition density p(t, x, y) with respect to m such that ∀ t, ∫T p(t, x, x)dm(x) <∞,
∗ a potential profile W : T × T → R+ of finite range: a measurable function with support included
in {(x, y) ∈ T × T : d(x, y) ≤ aǫ}, where a > 0, ǫ > 0 are given, such that
for every t > 0 and y ∈ T , sup
x∈T
Ex
∫ t
0
W (Xs, y) ds <∞. (7.2)
In applications, a will be considered fixed and ǫ will tend to 0.
Suppose x1, ..., xN ∈ T are given points (‘obstacles’), then one defines the potential V (x) as follows:
T ∋ x 7→ V (x) =
N∑
i=1
W (x, xi). (7.3)
In applications, these points will be random and coming from a realisation of a Poisson point process
N on T . Clearly, under the condition (7.2) we have supx∈T Ex
∫ t
0 V (Xs) ds <∞, for every t > 0.
Below we will study the process X perturbed by the potential V . Formally, we consider the
Feynman-Kac semigroup (P Vt )t≥0 on L2(T ,m) consisting of symmetric operators
P Vt f(x) = Ex
[
e−
∫ t
0 V (Xs) dsf(Xt)
]
, f ∈ L2(T ,m), t > 0.
Operators P Vt admit measurable, bounded and strictly positive kernels p
V (t, x, y). Since also
m(T ) = 1 < ∞, all P Vt are of Hilbert-Schmidt type and have discrete spectra
{
e−λk(V )t
}∞
k=1
, where
0 ≤ λ1(V ) < λ2(V ) < ...→∞ are eigenvalues of the generator of the semigroup (P Vt )t≥0. The corre-
sponding eigenfunctions are denoted by ϕVk . All λk(V ) have finite mutliplicity, the principal eigenvalue
λ1(V ) is simple, and the ground state eigenfunction ϕ
V
1 can be chosen to be strictly positive.
We intend to perform the following operation: for given b≫ a we would like to replace the support
of the potential V by a much larger set
⋃N
i=1B(xi, bǫ), and then to kill the initial process X when
it enters this bigger set. Since
∫
T p(t, x, x) dx < ∞, the semigroup of this process again consists of
symmetric Hilbert-Schmidt operators having discrete spectrum. We are interested in comparing the
smallest eigenvalue of its generator with the principal eigenvalue λ1(V ) of the process X perturbed
by the potential V . In general, we cannot enlarge every obstacle – we need to restrict our attention
to those obstacles xi that are well-surrounded by other obstacles (so-called good obstacles, see below).
Other obstacles will be disregarded. Formally, we consider the sets
Ob =
⋃
xi−good
B(xi, bǫ), Θb = T \ Ob. (7.4)
The process evolves now in the open set Θb and is killed when it enters Ob. Denote by λ1(b) the
smallest eigenvalue of the generator of this process.
The distinction between ‘good’ and ‘bad’ points is made as follows.
Definition 7.1 Suppose b, δ,R > 0 are given, and let x1, ..., xN be given obstacle points. Then xi0 is
called a good obstacle point if for all balls C = B(xi0 , 10bǫR
l) one has
m
(
N⋃
i=1
B(xi, bǫ) ∩ C
)
≥ δ
Cd
m(C), (7.5)
(Cd is the constant from (7.1)) for all l = 0, 1, 2, ..., as long as 10bǫR
l < r0. Otherwise, xi0 is called a
bad obstacle point.
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Formally speaking, this notion depends on b, δ,R, but for the time being we do not incorporate these
parameters into the notation.
Balls with centers at bad obstacle points sum up to a set with small volume.
Lemma 7.1 [25, Lemma 1.3]
m(
⋃
xi−bad
B(xi, bǫ)) ≤ δ. (7.6)
We consider the following set of assumptions regarding the process X and the potential profile W.
(P1) There exists c0 > 0 such that supx,y∈T p(1, x, y) ≤ c0.
The remaining assumptions are concerned with recurrence properties of the process. We require
that for any fixed a, b, a≪ b, bǫ < r0 and δ > 0 there exist constants τ0, c1, c2, c3, α, κ > 0, R > 3 and
a nonicreasing function φ : (0, r0)→ (0, 1] such that:
(P2) for x, y ∈ T with d(x, y) ≤ bǫ one has
Px[τB(y,10(R−2)bǫ) <
τ0ǫ
α
2
] < c1;
(P3) when x, y ∈ T , and d(x, y) ≤ bǫ, then
Ex[e
− ∫ (τ0ǫα)/20 W (Xs,y) ds] ≤ 1− 2c1;
(P4) for x, y ∈ T satisfying d(x, y) ≤ rǫ ≤ r0 one has
Px[TB(y,bǫ) ≤
τ0ǫ
α
2
] ≥ φ(r);
(P5) for 10bǫ ≤ β ≤ r0R , any points x, y ∈ T with d(x, y) ≤ β, and for any compact subset E ⊂ T
satisfying m(E ∩B(y, β)) ≥ δ/Cd ·m(B(y, β)) one has
Px[TE < τB(y,Rβ)] ≥ c2;
(P6) for r < r0/3, A > 3r and x, y ∈ T satisfying d(x, y) ≤ r one has
Px
[
XτB(y,r) /∈ B(y,A)
]
≤ c3
( r
A
)κ
.
Assumption (P6) was first introduced in [13]. It is typical for jump-type processes and was not needed
in the diffusion case.
As a preparatory step, we relate the expression involving the term e−
∫ t
0 V (Xs) ds to certain survival
probability of the process. As in [26, page 171] (see also [20]), we attach exponential clocks to each
of the points xi, and then kill the process Xt once the quantity A
i
t :=
∫ t
0 W (Xs, xi) ds becomes
bigger than this clock. More precisely: given configuration of points {xi}Ni=1 we consider N Poisson
processes (N i(t))t≥0 with intensity 1 on the probability spaces (Ωi,Pi) and the product measure
PNz := Pz ⊗ (⊗Ni=1Pi) defined on the product of the canonical space for the process X and spaces
Ωi of the processes (N i(t))t≥0, endowed with the product σ−algebra. Product measures PNz turn the
canonical processX and the canonical right continuous counting processes (N i(t))t≥0 into independent
processes, distributed respectively as the initial process X starting from z and Poisson counting
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processes with unit intensity, starting from 0. They also satisfy the strong Markov property with
respect to the appropriate filtration.
Let
Ti = inf{s ≥ 0 : N i(Ais) ≥ 1}, and T = min
i=1,...,N
Ti. (7.7)
The following relation is central to our considerations:
PNz [T > t|X] = PNz [∀i = 1, ..., N Ti > t|X] =
∏
i
e−
∫ t
0 W (Xs,xi) ds = e−
∫ t
0 V (Xs) ds. (7.8)
Formally, in the next subsection we will be working with the measure PNz . However, for simplicity,
we do not indicate this in the notation, writing just Pz .
7.2 The theorem comparing the bottoms of the spectra
The statement of the theorem together with its proof are very similar to that of [25, Theorem 1.4] and
[13, Theorem 1] – the only difference is that we are concerned now with a killing potential, slowing
down the process, and not killing obstacles of small radius. To make the paper self-contained, we
state the theorem and briefly sketch the proof, indicating the changes that must be introduced and
skipping the parts identical to those in previous papers.
Before we state the theorem, we make some additional technical preparation, needed in the ca`dla`g
case. For given K > δ > 0 define
C(K, δ) = eK
(
1 + c0(1 +
K
δ
)
)
, (7.9)
where c0 is the constant from the relation (P1). Suppose that the number R entering assumptions
(P2), (P5) satisfies
c3
Rκ − 1 ≤
1
8
C(K, δ)−1. (7.10)
This can be done without loss of generality: if (P2), (P5) are satisfied with certain R > 0, then they
are satisfied for any R˜ > R.
Theorem 7.1 Assume that the process Xt is either:
(i) a diffusion satisfying (P1) – (P5) or
(ii) a discontinuous ca`dla`g process satisfying (P1) – (P6), with R satisfying (7.10).
Let the numbers K > δ > 0, b ≫ a be given. Then there exists ǫ0 = ǫ0(a, b, δ,K, c0 , c1, c2, c3, α, κ)
(c3 and κ not needed in the diffusion case) such that for any ǫ < ǫ0 (bǫ is the radius of obstacles in
(7.4)) one has
λ1(b) ∧K ≤ λ1(V ) ∧K + δ. (7.11)
Proof. We prove (i) and (ii) simultaneously.
Let m0 be the smallest possible integer for which
(1− c1c2)m0 ≤ 1
8
C(K, δ)−1 (diffusion case (i)) (7.12)
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or
(1− c1c2)log2m0 ≤ 1
8
C(K, δ)−1 (non-diffusion case (ii)). (7.13)
Then we set
D := 10bRm0 . (7.14)
Denote λ = λ1(b)∧K − δ. When λ ≤ 0, there is nothing to prove, so we assume λ > 0. Our goal is to
establish that ∫
T
Ex[e
λT ]dm(x) <∞, (7.15)
where T is the stopping time introduced in (7.7).
The proof of (7.15) is divided in four steps.
Step 1. For the stopping time
Tb = inf{t ≥ 0 : Xs ∈ Ob}
we just repeat the argument from [25, pages 231-232] to get
Ex[e
λTb ] ≤ eK
(
1 + c0
(
1 +
K
δ
))
= C(K, δ), (7.16)
for any x ∈ T .
Step 2. Denote σD = inf{t ≥ 0 : Xt /∈
⋃N
i=1B(xi,Dǫ)} and T˜ = T ∧ σD. In this step we estimate
Ex[e
λT˜ ], for x ∈ ⋃Ni=1B(xi,Dǫ).
Using the Fubini theorem we write
Ex[e
λT˜ ] = 1 +
∫ ∞
0
λeλuPx[T˜ > u] du, x ∈
N⋃
i=1
B(xi,Dǫ). (7.17)
The event {T˜ > u} means that up to time u we have stayed inside ⋃Ni=1B(xi,Dǫ) and that T did
not happen up to this moment. If T were to occur before u, we would have to enter the support of V
before that time (an increase of some Ait can happen only when the process falls within the range of
the potential V ). Pick x ∈ ⋃Ni=1B(xi,Dǫ) and let i0 be such that x ∈ B(xi0 ,Dǫ). Then (assumption
(P4))
Px[TB(xi0 ,bǫ) ≤
τ0ǫ
α
2
] ≥ φ(D)
and for y ∈ B(xi0 , bǫ) (assumption (P3))
Py[T ≤ τ0ǫ
α
2
] = Ey[1− e−
∫ τ0ǫα/2
0 V (Xs)ds] ≥ 1−Ey[e−
∫ τ0ǫα/2
0 W (Xs,xi0) ds] ≥ 2c1.
Then from the strong Markov property it follows that, once x ∈ ⋃Ni=1B(xi,Dǫ),
Px[T˜ ≤ τ0ǫα] ≥ 2c1φ(D)
and from the ordinary Markov property we get
Px[T˜ > u] ≤ (1− 2c1φ(D))[u/(τ0ǫα)] ≤ 1
1− 2c1φ(D) (1− 2c1φ(D))
u/(τ0ǫα), x ∈
N⋃
i=1
B(xi,Dǫ)
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(when 2c1φ(D) < 1; when 2c1φ(D) = 1 then the quantity estimated is equal to 0). We now insert this
estimate into (7.17) and proceed similarly as in [25, page 231], obtaining that for all x ∈ ⋃Ni=1B(xi,Dǫ),
as long as Kτ0ǫ
α < log(1− 2c1φ(D))−1,
Ex[e
λT˜ ] ≤ 1 + Kτ0ǫ
α
(1− 2c1φ(D))[log(1− 2c1φ(D))−1 −Kτ0ǫα]
Now we set
ǫ0 =
r0
4D
∧ inf
{
ǫ > 0 :
Kτ0ǫ
α
(1− 2c1φ(D))[log(1− 2c1φ(D))−1 −Kτ0ǫα] >
1
8
C(K, δ)−1
}
,
so that when ǫ ≤ ǫ0, we have
Ex[e
λT˜ ] ≤ 1 + 1
8
C(K, δ)−1 ≤ 2, x ∈
N⋃
i=1
B(xi,Dǫ). (7.18)
Step 3. In this step, we finally estimate Ex[e
λT ], using estimates (7.16) and (7.18). Introduce the
following sequence of stopping times: S0 = 0 and
S1 = Tb + T˜ ◦ θTb , Sn+1 = Sn + S1 ◦ θSn , n = 1, 2, ... .
Observe that each of the Sn’s (for n = 1, 2, ...) is realized at the moment t when either:
Xt ∈ suppV (and the expression involving the potential gets bigger than the exponential clock)
or Xt /∈
⋃N
i=1B(xi,Dǫ). Since D > b > a, these two possibilities are distinct. Therefore, it makes
sense to define
L = inf{n : XSn ∈ suppV }
(with the convention inf ∅ =∞). By modifying the argument leading to (7.19) below combined with
the Borel-Cantelli lemma, one can show that L is finite Px-a.s., for every x ∈ T . We have T ≤ SL,
and therefore Ex[e
λT ] ≤ Ex[eλSL ]. We can write:
Ex[e
λSL ] ≤ 1 +
∞∑
k=1
Ex[e
λSk1{L = k}]
= 1 +
∞∑
k=0
Ex[e
λSk+11{L = k + 1}] = (∗).
In view of the observation above, L = l means that XS0 , ...,XSl−1 ∈
(⋃
i∈I B(xi,Dǫ)
)c
and XSl ∈
suppV . Therefore the estimate continues as
(∗) ≤ 1 +
∞∑
k=0
Ex[Ex[e
λ(Sk+S1◦θSk )1{XS0 , ...,XSk /∈ suppV }|FSk ]]
= 1 +
∞∑
k=0
Ex[e
λSk1{XS0 , ...,XSk /∈ suppV } ·EXSk [e
λS1 ]].
For the last expectation, we first use the strong Markov property and then inequalities (7.16), (7.18):
EXSk [e
λS1 ] = EXSk [e
λ(Tb+T˜◦θTb )] = EXSk [e
λTbEXTb [e
λT˜ ]]
≤ 2C(K, δ).
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Consequently,
Ex[e
λT ] ≤ 1 +
∞∑
k=0
Ex[e
λSk1{XS0 /∈ suppV, ...,XSk /∈ suppV }] · 2C(K, δ).
For k ≥ 0 we denote
ak = Ex[e
λSk1{XS0 /∈ suppV, ...,XSk /∈ suppV }].
Our goal now is to show that for k = 1, 2, ... we have ak ≤ ρak−1, with certain constant ρ ∈ (0, 1).
This will do, as then we will have
Ex[e
λT ] ≤ 1 +
∞∑
k=0
ρk · 2C(K, δ) = 1 + 2C(K, δ)
1− ρ <∞. (7.19)
We can write, for k ≥ 1,
ak = Ex[e
λSk1{XS0 /∈ suppV, ...,XSk /∈ suppV }]
= Ex[e
λSk−11{XS0 /∈ suppV, ...,XSk−1 /∈ suppV }EXSk−1 [e
λS11{S1 /∈ suppV }]].
Therefore it suffices to find a universal bound on Ez[e
λS11{XS1 /∈ suppV }], for z /∈ suppV.
Using again the strong Markov property, the inequality ab ≤ (a − 1) + b (valid for a ≥ 1, b ≤ 1),
(7.16), and (7.18), we write, for z /∈ suppV :
Ez[e
λS11{S1 /∈ suppV }] ≤ Ez[eλTbEXTb [e
λT˜1{XT˜ /∈ suppV }]]
≤ Ez
[
eλTb
(
EXTb (e
λT˜ − 1) +PXTb (XT˜ /∈ suppV )
)]
≤ 1
8
+Ez
[
eλTbPXTb [XT˜ /∈ suppV ]
]
≤ 1
8
+ C(K, δ) sup
x∈Ob
Px[XT˜ /∈ suppV ]. (7.20)
When x ∈ Ob, then x lies at a distance at most bǫ from a good point, say xj0 . We have:
Px[XT˜ /∈ suppV ] = Px[T˜ = σD] = Px[T > σD] ≤ Px[T > τB(xj0 ,Dǫ)]. (7.21)
Identically as in [25, page 233] and [13, pages 742-743] we obtain that
∀ k > 0 ∀x ∈ T such that d(x, xj0) ≤ 10bǫRl
one has Px[T < τB(xj0 ,10bǫRl+1+k)
] ≥ c1c2 > 0. (7.22)
In the diffusive case, applying the strong Markov property at moments τB(xj0 .10bǫRl)
,
l = 1, 2, ...,m0 − 1 we get that for x ∈ B(xj0 , bǫ) one has
Px[T > τB(xj0 ,Dǫ)] ≤ (1− c1c2)
m0 ≤ 1
8
C(K, δ)−1.
In the non-diffusive case, we use estimates from [13, pages 743-745] and get
Px[T > τB(xj0 ,Dǫ)] ≤ (1− c1c2)
log2m0 +
c3
Rκ − 1 ≤
1
4
C(K, δ)−1.
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In either case we have
sup
x∈Ob
Px[XT˜ /∈ suppV ] ≤
1
4
C(K, δ)−1,
which inserted into (7.20) results in the estimate
sup
z /∈suppV
Ez[e
λS11{S1 /∈ suppV }] ≤ 3
8
(=: ρ).
Relation (7.19) follows.
Step 4. The conclusion. As the estimate obtained in Step 3 is uniform in x ∈ T , inequality (7.15)
follows as well. From the Fubini theorem we have∫
T
Ex[e
λT ] dm(x) = 1 +
∫ ∞
0
λeλv
∫
T
Px[T > v] dm(x) dv.
Hence,
∞ >
∫ ∞
0
λeλv
∫
T
Px[T > v] dm(x) dv ≥
∫ ∞
0
λeλv
∑
k
〈ϕVk ,1〉2L2(T ,m)e−λ
V
k v dv
≥ 〈ϕV1 ,1〉2L2(T ,m)λ
∫ ∞
0
e(λ−λ
V
1 )vdv.
Since 〈ϕV1 ,1〉L2(T ,m) > 0, the last integral is finite, and so λ < λV1 . The proof is concluded. 
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