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Abstract
This PhD thesis explores the utility of a land surface model (Joint UK Land-Environment
Simulator, JULES) for large-scale hydrological modelling of the Peruvian Amazon – a humid
tropical mountain basin where process understanding is poor and data are scarce. A sparse
rain gauge network necessitates the use of large-scale data from satellite and global climate
model reanalysis to complement ground observations, commanding a closer look at (1) the
uncertainties (2) merging techniques to utilise multiple observations in the model forcing.
A main outcome of the research is establishing the model’s sensitivity to precipitation error,
and at the same time, demonstrating an increasing reliability of global remote sensing products
as model forcing, specifically, with data from the Tropical Rainfall Measuring Mission Multi-
satellite Precipitation Analysis version 7 algorithm. Furthermore, satellite-rain gauge data
assimilation techniques such as mean-bias correction, double smoothing residual blending, and
Bayesian combination, are shown to reduce the mean errors in the satellite-based product.
Secondly, with regional calibration and an oﬄine runoff routing scheme, JULES is shown to be
reasonably skillful at reproducing the observed streamflow dynamic and extremes. Representing
the subgrid heterogeneity of soil moisture using the probability distributed model (PDM) was
key to improving surface runoff generation. However, evapotranspirative fluxes in the lower
basin remain poorly reproduced without an adequate floodplain system representation.
Finally, under the Intergovernmental Panel for Climate Change’s RCP4.5 future climate
scenario, which projects a warming and wetting up to the year 2035, the Peruvian Amazon basin
is shown to respond nonlinearly to the increase in wet season precipitation with more than 40%
increase in the peak flows compared to the baseline scenario. There is limited confidence in the
projections due to climate projections uncertainty and the assumptions of model stationarity.
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1. Motivation for the research
1.1. Statement of problems
The humid tropics hosts extremely biodiverse ecosystems that are subject to changing climate
and land use patterns and potentially changing water cycles. With an area of approximately 6
million km2 (Latrubesse et al., 2005), Amazonia hosts a significant part of the world’s remain-
ing rainforest and is an important supplier of atmospheric moisture (Salati and Vose, 1984).
Many hydrological studies have continued to focus on the continental and lower Amazon (e.g.
Vo¨ro¨smarty et al., 1989; D’Almeida et al., 2006; Paiva et al., 2011; Guimberteau et al., 2012),
while the upper Andes–Amazon system receives far less attention despite being subject to
increasing human impacts such as deforestation, oil exploitation, mining, and hydropower pro-
duction. The potential impact of a changing climate and land use on the hydrological regime of
the Amazon headwaters is a serious concern, not only because of its influence on the downstream
basin, but also because of its link to local ecosystem services (table 1.1).
The Peruvian Amazon (Maran˜o´n) is an upper Amazon river basin that hosts half of the
Pacaya Samiria National Reserve, the largest floodable forest reserve in Peru, where the hydro-
logical system provides important ecosystem services for unique species of fish and freshwater
turtles that are vulnerable to extinction, as well as approximately 10 000 km2 aguaje (Mauritia
flexuosa) palm forests of high economic importance (Kahn, 1988). These are under threat of cli-
mate change, as seen in the years 2005 and 2010 that brought drought conditions atypical of the
local climate variations (Tomasella et al.,2011, Lewis et al., 2011). The extent of climate change
impact on the hydrology of the basin is an important question particularly for the habitants of
Pacaya Samiria National Reserve that warrants further study. As each indigenous group and
gender specializes in a trade that is differently influenced by inundation pattern of the river
in the floodplain, a shift towards one direction versus the other may swing the economic and
social power balance. The hydrological understanding and modelling needs of the ecosystems,
Table 1.1.: Ecosystem services by the Amazonian rainforest (Virtual Observatory for Ecosystem
Services and Poverty Alleviation, VO–ESPA, stakeholders workshop I, Quito, 17 May
2011)
Category Ecosystem services
Regulating Climate, hydrology, water and air quality, biological control, pollination
Provisioning Food (game, eggs, larvae and insects), water, fibre, timber, medicine, transport
Cultural Spiritual, cognitive development, reflection, recreation, education, inspiration, cultural heritage
14
which include the river and lakes, the sand beaches, and the floodplain, were identified during
a stakeholders workshop held in Iquitos on 26 May 2011 and presented in table 1.2.
1.2. Research aim and objectives
The aim of this research is to investigate the use of a land surface model (LSM) and large-scale
data for understanding how the present and future climate influence the hydrological regime of
a meso-scale humid tropical mountain river basin.
An LSM, also referred to in the literature as a land surface scheme (LSS) and land surface pa-
rameterization (LSP), was originally developed by the climate modelling community to provide
the land-atmospheric boundary condition in operational weather forecasting and global climate
simulations. An LSM is physics-based and operates in continuous time and fully distributed
mode, as it simulates the exchanges of energy, water and carbon between the land surface and
the atmosphere by accounting for processes in the ground and vegetation canopy. The inher-
ent formulation of an LSM enables coupling to climate models for a full scale study of climate
change impacts. However, an LSM can also be run oﬄine from its parent global climate model
(GCM) using external meteorological time series as input, thus allowing for an evaluation of
the land surface model independent of land-atmospheric feedback. In the context of large-scale
modelling in a data scarce environment, an LSM offers several general advantages:
• An LSM is intended for coarse resolution modelling and worldwide applicability;
• Global datasets of soil and land cover data exist and are used operationally;
• The gridded structure of an LSM enables the assimilation of remote sensing data such as
precipitation, land cover, soil moisture, and surface temperature during model simulation,
calibration, and validation.
This research centres around the evaluation and potential improvement of an LSM called
JULES (Joint-UK Land Environment Simulator) for hydrological modelling of tropical upland
basins. JULES is a community-enhanced version of the LSM used in the UK Meteorological
Office Unified Model for global and regional climate modelling (e.g. HadGEM and PRECIS),
and short-range numerical weather prediction. It was launched in 2005 and is jointly developed
by scientists in the UK Meteorological Office and Centre for Ecology and Hydrology, and re-
searchers at UK universities and abroad. Figure 1.1 presents a simple schematic of the science
in JULES.
Simulations are performed with the current climate and future climate scenarios, to illus-
trate the present and predicted future distributions of the basin’s hydrological fluxes, such as
evapotranspiration, canopy interception, and particularly runoff (streamflow).
As hydrological modelling necessarily involves models and data, this research additionally
explores the inevitable question of data reliability in sparsely gauged regions. A detailed as-
sessment of the data uncertainty is conducted of the individual precipitation datasets used for
15
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Figure 1.1.: A schematic of JULES (UK Meteorological Office, 2013)
the model forcing. The datasets comprise of ground observations from national rain gauge
networks, global climate model reanalysis product from the National Centre for Environmen-
tal Predictions (NCEP), and remote-sensing precipitation retrievals from the Tropical Rainfall
Measuring Mission (TRMM). A final objective is to improve on these datasets using established
data merging algorithms.
To summarize, the key scientific questions being explored are:
1. How to improve the usefulness of large-scale models and datasets for hydro-
logical analysis of data-sparse Andean-Amazon basins?
2. What are the near-future climate change projections for these basins and can
we reliably predict their hydrological response under change?
1.3. Research scope
The majority of the work was conducted using data from the Maran˜o´n river basin with an area
of approximately 360,000 km2. The basin spans the Peruvian and Ecuadorian Andes in the
west to the Amazonian floodplains in north-eastern Peru. The downstream limit of the study is
defined by the location of a streamflow monitoring station in San Regis (fig. 1.2), located inside
the Pacaya-Samiria National Reserve. Some analyses are extended to 4 nested subbasins in the
Maran˜o´n river basin, and the Napo river basin upstream of Rocafuerte in the Ecuador Oriente.
The research project ties in with ongoing research at Imperial College on physics-based and
uncertainty modelling, and downscaling climate change predictions, and feeds into the VO-ESPA
project, which is a collaborative effort between Imperial College, Consortium for Sustainable
17
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Development of the Northern Andes Ecoregion (CONDESAN), and Data Conservation Cen-
ter at the Agrarian University La Molina, Peru, aimed at integrating science and computing
technology into a decision support system for environmental management.
1.4. Thesis structure
Chapter 2 is a literature review of the state-of-the-art of precipitation data available for hy-
drological modelling, hydrological representations in land surface models, and climate change
knowledge of the tropical Andes–Amazon. Chapter 3 provides background information on the
study area with regards to the climate and geography. Chapter 4 follows with a detailed descrip-
tion of the research methodology. Chapter 5 through 7 present the results of the experiments,
which include data and model evaluation, model perturbations, and an exploration of the cli-
mate sensitivities. Finally, Chapter 8 summarizes the outcome of the research, identifies the
research limitations and provides suggestions for future work.
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2. Literature review
The literature review is divided into three main sections: precipitation data uncertainty, land
surface modelling for tropical mountain basins, and climate change in the Andean-Amazon.
2.1. Precipitation uncertainty in hydrological modelling
2.1.1. Precipitation data from gauge, radar, and satellite
A rain gauge may be considered to be the most reliable instrument for measuring point precipi-
tation as it measures precipitation on the ground on a continuous basis. Rain gauges introduce
errors by their design; inaccurate measurements can arise due to splashing, stationing (shad-
owing or wind drifts), losses to instrument wetting, evaporation or freezing, etc., but the errors
are at least systematic and correctable (World Meteorological Organization, 1994). A more
serious weakness of the rain gauge is that it produces point measurements without adequate
spatial representation, and therefore provides limited information about the nature of large scale
precipitation (Gruber and Levizzani, 2008).
Radar retrievals provide a more spatial picture of precipitation but their accuracy is only
as good as the calibration of the relationship between the backscatter readings and precip-
itation estimates (e.g. Morin et al., 2003). Furthermore, there are also accuracy losses due
to signal transmission over unlevel terrain and varying distances between the observation and
radar equipment (Gruber and Levizzani, 2008; Smith et al., 1996). Unfortunately, most radar
installments are done in catchments where gauge density is already adequate and do not extend
to ungauged areas; nevertheless, radar readings can be useful for calibrating and validating
satellite measurements (Gruber and Levizzani, 2008).
The first of satellites measuring climate variables was sent to space in 1960 i.e. TIROS-1
(Television Infrared Observational Satellite-1, Bristor and Ruzecki, 1960) and many continue
to provide precipitation readings in near-real time today. The equipment and algorithms for
converting signals into precipitation data are continuously being improved. Currently, there are
multiple operational Visible/Infra-Red Scanner (VIRS) and passive microwave (PMW) sensors
onboard geostationary (GEO) and low-earth orbiting (LEO) satellites. A GEO satellite com-
pletes an orbit every 24 hours and is therefore able to maintain a stationary position relative to
a ground location and transmit information continuously about a specific location. However,
to maintain this orbit, GEO has to operate from far range, from which distance only VIS/IR
waves would contain enough energy to be reflected and retrieved by the sensors onboard. A
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LEO satellite, on the other hand, orbits the earth on different polar routes, taking instantaneous
images over its paths, and producing a complete global picture as they are stitched together.
The spatial resolution is high as LEO operates in the near range, but the temporal resolution
is low as it has to complete a list of orbits to cover the entire globe before it can return to a
previous point of overpass.
The main limitation of satellite estimates of precipitation is that they are not an actual
measure of water falling on the ground but instead based on proxy variables; for example, the
visible scanner measures cloud top thickness while the IR sensor measures cloud top tempera-
tures (Koutsoyiannis and Langousis, 2011). The passive microwave sensors, developed later in
the 1970s, measure the amount of water in the atmospheric column that translates to a better
approximation of instantaneous precipitation (Gruber and Levizzani, 2008; Koutsoyiannis and
Langousis, 2011). The first spaceborn precipitation radar was only introduced in 1997 onboard
the Tropical Precipitation Measuring Mission satellite (TRMM, Kummerow et al., 2000). The
advantage of an active radar compared to a passive microwave instrumentation is the ability to
remotely observe precipitation in profile (Iguchi, 2003); however, an active radar requires oper-
ation at low-range; consequently, the measurements are obtained at a higher spatial resolution
but a lower sampling frequency.
Global datasets are available to the modelling community that were created from ground
observation data interpolated to grids of varying resolutions (0.5 to 5◦) using methods such
as inverse-distance-weighting, thin-spline, and Kriging (Gruber and Levizzani, 2008). More
advanced global precipitation algorithms combine two or more estimations from gauge and
satellite measurements. These are summarized in table 2.1. Among the datasets, TRMM
Multi-satellite Precipitation Analysis (TMPA) product has the advantage of fine temporal and
spatial scale and data from spaceborne radar incorporated. The details of its algorithm and a
review of its evaluation are elaborated in the next subsection.
2.1.2. The TRMM Multisatellite Precipitation Analysis
The TRMM Multi-satellite Precipitation Analysis (TMPA), as its name suggests, is a combina-
tion algorithm for multiple weather observing satellites. It is alternatively known as the TRMM
3B42 algorithm. The product, which is high in spatial (0.25 deg) and temporal (3h) resolution,
is a widely used forcing dataset for hydrometeorological applications such as hydrological mod-
elling, especially in data-sparse regions (e.g. Awadallah and Awadallah, 2013; Li et al., 2012;
Khan et al., 2011; Wagner et al., 2009; Asante et al., 2008; Su et al., 2008).
There is consensus among studies using TMPA in and near tropical mountain regions (e.g.
Ward et al., 2011; Scheel et al., 2011; Condom et al., 2011; Dinku et al., 2010; Nair et al.,
2009; Bookhagen and Strecker, 2008) about the limitation of the data, in particular the poor
quantification of high precipitation events, which are the prevalent form occurring in regions
highly influenced by the Intertropical Convergence Zone (ITCZ). In a comparative performance
analysis against multiple other satellite-based products (e.g. CMORPH, PERSIANN, GSMAP,
21
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GPROF) over Africa, Thiemig et al. (2012) found that TMPA performs better at lower than
it does at higher elevations. As TMPA combines remote observations such as TRMM pre-
cipitation radar (TPR), passive microwave, and infra-red from multiple low-earth-orbiting and
geostationary satellites, and ground observations (Huffman et al., 2007), various explanations
for the estimation uncertainty are possible.
For example, the TMPA algorithm relies heavily on cloud-top (IR) temperatures from TRMM’s
onboard instruments, as well as from other participating geostationary satellites in between
TRMM satellite overpasses, as proxy measurements of rain (“cold clouds precipitate more”,
Huffman et al., 2010). It has been argued that in tropical mountain regions, the temperatures
of orographic clouds well exceed the rain – no rain threshold imposed in the algorithm that
can cause an underestimation of precipitation (Dinku et al., 2010). Indeed, estimates solely
based on IR measurements such as PERSIANN (Hsu et al., 1997; Sorooshian et al., 2002), have
been found to underperform other satellite precipitation products in mountainous environments
(Thiemig et al., 2012; Ward et al., 2011). Estimation using PMW observations has a stronger
physical basis but remains problematic with warm rain clouds deficient in ice particles (Huff-
man et al., 2010; Dinku et al., 2010). The PMW sensor may also be insensitive at the scale of
measurement, leaving very localized heavy precipitation cells undetected (Thiemig et al., 2012).
Additionally, TMPA’s poor estimation of extremes has been attributed to the optimization of
the TPR’s reflectivity-precipitation rate (Z-R) relationship over moderate precipitation rates,
given their higher occurrence (Thiemig et al., 2012). Notwithstanding these limitations, it has
also been shown with the TRMM 2A25 product (TPR-based estimates that feed into the 3B42
algorithm) that clear precipitation gradients can be observed over larger temporal scales over
the Andes (Nesbitt and Anders, 2009).
The TMPA version 6 algorithm is described in Huffman et al. (2007, 2010). Version 7 of
the algorithm was released in 2011 and reprocessed towards the end of 2012. The changes
in the version 7 algorithm at various processing levels are described in Huffman et al. (2010);
Huffman and Bolvin (2013a) and summarized here (also in table 2.2). They include the new
GPROF2010 algorithm for PMW-based estimation that references TRMM’s available records
of storm profiles, PMW brightness temperatures, and precipitation rates, to constrain a refer-
ence database constructed using a cloud model in version 6. Additionally, the TMPA version
7 also incorporates more observation datasets at different detection ranges than does version
6, notably the 10 km resolution IR data to replace the GPCC (Global Precipitation Clima-
tology Center) histograms used in the early part of the time series (1997-2000) and the full
time series of MHS (Microwave Humidity Sounder) and SSMIS (Special Sensor Microwave Im-
ager/Sounder) observations. A single-calibration reprocessed AMSU-B (Advanced Microwave
Sounding Unit-B) dataset from the NOAA (National Oceanic and Atmospheric Administration)
satellite also replaces the prior version, for which two different calibration periods were used,
thus removing some of the internal inconsistency present in TMPA version 6 (Huffman et al.,
2007). Furthermore, the algorithm implements a final step gauge bias correction at the monthly
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scale. While the TMPA version 6 algorithm used the GPCC monitoring product (version 2.0)
and the NOAA Climate Prediction Center’s Climate Anomaly Monitoring System (CAMS) pre-
cipitation product, the version 7 algorithm uses a new full data reanalysis (version 6.0) from
GPCC that (1) interpolates anomalies instead of amounts, and (2) incorporates a denser rain
gauge network.
Over mountain regions, global and region-specific improvements were implemented in the
TPR estimation as detailed in the technical document (TRMM Precipitation Radar Team,
2011) and summarized here. In version 6, the algorithm was found to mistake the high level of
surface clutter over the mountains for rain echo. It also mislocates surface echoes due to (1)
inaccurate elevation data and (2) concealment by strong signals from heavy precipitation. The
version 7 algorithm renews its elevation map for the Andes and Himalayas using data from the
SRTM30 (Shuttle Radar Topography Mission 30 arc second) and introduces a repeat search
algorithm for the surface echo that should improve its detection, and hence the determination
of clutter-free rain regions in the storm profile. This is expected to improve the quantification
of light rain. Global changes such as the Z-R relationship based on a non-spherical rain drop
distribution, an increase of 0.5 dB to stratiform precipitation to compensate for heavy rain
attenuation, and allowance for small convective storm cells, favour higher estimations of heavy
precipitation rates.
Few studies have looked into the performance of the TMPA version 7 precipitation product.
Kirstetter et al. (2012), using data from TRMM 2A25 (TPR analysis) show that in the contigu-
ous USA, bias against ground observations is reduced and correlation is improved. The same
product provides an increase in total and convective precipitation over Asia south of 15o S (Shi-
ratsu et al., 2011). In a benchmarking exercise against radar observations in Japan, Nakagawa
et al. (2011) saw no change in correlation but improved bias. Meanwhile, Hobouchian et al.
(2012) found increases in the probability of detection and equitable threat score as well as high
extreme bias reduction from TMPA version 6 to version 7 in South American regions south of
20◦ S. These findings are encouraging for tropical mountain regions, where there is a growing
body of modelling work using TMPA but often with some level of post-processing required to
improve the water balance, e.g. Lavado-Casimiro et al. (2009); Arias-Hidalgo et al. (2012).
TMPA version 7 data will be increasingly used in modelling studies (e.g. Espinoza et al., 2013),
necessitating a full exploration of the implications of the TMPA algorithm revisions on reducing
data uncertainty.
2.1.3. Precipitation and other near-surface meteorology from global climate
model reanalysis
Another alternative source of precipitation data is from reanalysis products. These are output
from global climate simulations run in historical mode and merged with actual observations.
The advantage of reanalysis data is the use of a static model as it removes the inconsistencies
from varying model structures evolving in recent decades. Furthermore, as both the model
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and observations are subject to errors, reanalysis data provide closer estimation to the true
value via statistical assimilation. In addition to precipitation, reanalysis models provide other
near-surface meteorological variables required for land surface model forcing such as radiation,
surface temperature and pressure, specific humidity and wind speed.
There are currently three primary sources of reanalysis data: the US National Center for En-
vironmental Predictions, NCEP, the European Center for Medium Range Weather Forecasting,
ECMWF, and the Japan Meteorological Agency, JRA. The first version of the NCEP reanaly-
sis data called NCEP-NCAR (National Center for Atmospheric Research) R1 was produced in
1996 by Kalnay et al. (1996) and go back to 1948 from the present. A second improved ver-
sion was generated as NCAR-DOE (Department of Environment) R2 (Kanamitsu et al., 2002).
More recently in 2010, a new version of the data called the Climate Forecast System Reanalysis
(CFSR) was published (Saha et al., 2010), and the new dataset offers high temporal and spatial
resolutions of 1 hour and 0.3 degree latitude-longitude. ECMWF produced the first of the ERA
products in 1997, with data covering the period 1979–1993 (Gibson et al., 1997). The second
release, ERA-40, was an improved version for the periods 1957-2003 (Uppala et al., 2005). The
current ERA-Interim, is an extension of ERA-40 from 1989 to the near real-time and meant to
be an intermediate product before the third release of reanalysis. The Japanese counterparts
meanwhile produced JRA-25 for 1979-2004 (Onogi et al., 2005) and in 2009 began the project
to produce JRA-55 for 1958-2012 (Ebita et al., 2009).
Precipitation data from reanalysis models are deemed to be less reliable than other variables
such as temperature and pressure, because unlike temperature and pressure, observations of
precipitation are not assimilated during the hindcast simulation (Sheffield et al., 2006). ERA
and NCEP reanalysis products have been evaluated and shown to have biases when compared
to gauge records in the Amazon. For example, Clarke et al. (2010) found that the reanalysis
underestimates peak precipitation and overestimates the length of dry season and have low
correlation to gauged time series. Ward et al. (2011) similarly, found poor correlation, consistent
underestimation (with the exception of NCEP in the wet season), and unsystematic bias in the
reanalysis products that is not easily corrected with a change factor.
Several researchers have attempted to correct for the biases in reanalysis products by merging
the reanalysis data with observation data (table 2.3). Guo and Dirmeyer (2006) assessed the
sensitivity of LSMs to climate forcing and concluded that hybrid data outperform reanalysis data
in their raw form. A further challenge with utilizing reanalysis data is their coarse resolution;
therefore these datasets also employ some level of spatial downscaling of the data to finer scales.
This is especially important where large climate and topographical gradients are present. For
example, lapse-rate interpolation is a method common to all the hybrid products for downscaling
temperature. A more complex Bayesian approach to account for the subgrid heterogeneity of
occurrence and intensities is used by Sheffield et al. (2006) for precipitation.
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Table 2.3.: Existing hybrid meteorological datasets for land surface models
Dataset Temporal resolution Spatial resolution Data period Reference
NCEP Corrected Climate (NCC) 6 hrly 1.00 1948-2000 Ngo-Duc et al. (2005)
NCEP–Princeton Hydrology 3-hrly, daily 1.00 1948-2008 Sheffield et al. (2006)
HO8 (JRA) 3 hrly, daily 0.50 1948-2006 Hirabayashi et al. (2008)
WATCH (ERA) 3, 6-hrly 0.50 1958-2001 Weedon et al. (2011)
2.1.4. Satellite-gauge data merging
Information from rain gauges have been used to some extent in the global algorithms generat-
ing precipitation data. Nevertheless, the global network of the precipitation stations that are
sourced by these algorithms can exclude more extensive national networks particularly when
data accessibility is restricted, as is the case of Peru. In these regions, the global precipitation
product may be found to be unsatisfactory and requiring correction or adjustment. Satellite
algorithms known to internally perform gauge correction use a mean field bias correction and/or
an inverse-error-weighed averaging of the satellite and gauge estimates (Huffman et al., 1997;
Grimes et al., 1999).
Other post-analysis merging methods have also been performed on satellite data, for example,
the spatial adjustment of TMPA using interpolations by inverse-distance-weighting (Lavado-
Casimiro et al., 2009), nonparametric kernel smoothing (Li and Shao, 2010), and the nearest
neighbour (Vila et al., 2009). Almazroui (2011) performed correction based on a regression
analysis between TMPA and gauge precipitation climatologies while Yin et al. (2008) included
in their regression multiple topographical variables obtained from a cluster analysis of monthly
TMPA and GPROF-SSMI data. Earlier, Anagnostou et al. (1999) uses a function to correct
for the difference in the probability distributions of monthly gauge and GPROF-SSMI data.
Geostatistical methods have also been used such as the Kriging with External Drift (KED) to
combine gauge and 10-day (dekad) IR-based precipitation data from MeteoSAT (Grimes et al.,
1999), and the co-Kriging approach on the GPCP multi-satellite data (Kottek and Rubel, 2008).
Heidinger et al. (2012) performed wavelet analysis on the signals from the daily gauge and TMPA
time series and produced a combined product, by reconstruction of the signal from short term
noise from gauge signals over long term trends in the TMPA signal.
Many of the methods applied to satellite data were borrowed from the radar research com-
munity. A review of radar-gauge data merging implementations in the existing literature can
be found in Gjertsen et al. (2004); Goudenhoofdt and Delobbe (2009); Wang et al. (2012);
Erdin et al. (2012). A simple mean-field bias correction is concerned with the systematic bias
in the entire radar field and adjusts the radar estimates by the ratio of integrated gauge and
the integrated radar precipitation accumulations over a predetermined temporal scale. Its effi-
ciency makes it a prominent implementation at many weather centres operationally (references
in Gjertsen et al., 2004), and the method is thought to address the most important sources of
the uncertainty in the radar field (Vieux and Bedient, 2004; Smith et al., 2007b; Wang et al.,
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2012). However, as it assumes systematic errors, it is unlikely to address any local variability
of the error structure, although some extended methods such as range-dependent mean-bias
correction have also been implemented (e.g. Amitai et al., 2002). Better addressing this local
variability is the spatial adjustment method, where the gauge-radar correction factor/weights
(be it the ratio or residual) at each co-located radar-gauge measurement can be interpolated
onto the radar field (e.g. using surface curve fitting in Moore et al., 1989; Wood et al., 2000).
Alternatively, geostatistics can be employed to take into account spatial covariance relation-
ships as informed by the data themselves. This is basis of the method called conditional merging
(Ehret, 2002; Sinclair and Pegram, 2005) that first interpolates separately the gauge and the
colocated radar data into the radar field by Kriging, calculates the residual field from both
Kriging outputs, and finally adds the residual field back to the original radar field. This ap-
proach preserves the spatial covariance observed by the radar estimates and uses the rain gauge
to constrain the precipitation amounts. KED is also increasingly being used using radar as
auxilliary predictors in deriving the Kriging weights for gauge interpolation (Haberlandt, 2007;
Erdin, 2009; Schiemann et al., 2011).
Krajewski (1987) takes a different approach by attempting to minimize the error variance
in radar and gauge with respect to the true precipitation. They introduced a radar-gauge
merging implementation by co-Kriging, using the error covariance structure of the radar field
to approximate the error covariance structure between the radar field and true precipitation
field, and likewise using the error covariance structure of Kriged gauge field to approximate
the error covariance structure between the gauge and true precipitation. These approximations
have been argued to be subjective by Todini (2001), who also criticizes the method’s condition
that the total rain gauge amounts are retained in the final estimate. Another error variance
minimization approach is the statistical objective analysis method (Pereira Filho and Crawford,
1997; Gerstner and Heinemann, 2008). This method calculates the true precipitation as the
sum of the radar value and a weighted average of the gauge–radar residuals calculated at all co-
located locations, where the weights are obtained through error variance minimization. Todini
(2001) argues that a point-to-pixel error is inaccurate and proposed calculating an error field
between radar estimates and a Block-Kriged gauge field. A covariance model is fit through this
error field, and the best estimate of the true precipitation is derived by minimization of the
variance in a Bayesian framework. The method has been demonstrated to work in small-scale
densely-gauged urban basin (Wang et al., 2012). Todini (2001) asserts that the method is also
suitable for satellite applications, which is a claim yet to be validated in the literature.
2.2. Land surface models for hydrological modeling
Accurate estimation of runoff from precipitation is a challenging problem due to the nonlinear-
ity in hydrological systems, uncertainties in the boundary conditions, and unknown processes
(Beven, 2001). Numerous models of the hydrological system already exist that ran the gamut
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Table 2.4.: Classification of hydrological models (after Wheater et al., 1993, Beven, 2001)
Nature Classes
Spatial Lumped, semi-distributed, fully-distributed
Temporal Event-based, continuous
Approach Stochastic or deterministic
Metric, conceptual, data-based mechanistic, or physics-based
from simple lumped empirical models to highly complex fully-distributed physics-based models
(table 2.4). There is no single perfect model and the selection of a model type is often sub-
jective and dependent on the scientific question, a priori knowledge of a catchment, and data
availability (Beven, 2001).
In the tropical hydrology literature, models tend to be conceptual and requiring few in-
puts (e.g. Darko, 2002; Campling et al., 2002; Bormann and Diekkru¨ger, 2004), but depending
strongly on local calibration. This can be complicated by low availability and high degree of
uncertainty introduced by streamflow data, which are often the form of data used for calibration
of catchment-scale models. This is especially true for the Amazon where the river morphology
continuously change due to active erosion in the uplands (see Aalto et al., 2006). Another dis-
advantage of conceptual models is the unidentifiability of their parameters (Ebel and Loague,
2006), which complicates scenario analysis.
In contrast, process or physics-based models are less contingent upon calibration, and their
multi-output nature enables constraining of internal states and fluxes using multiple sets of
data. The first physics-based hydrological model was conceived at the end of the 1960s, in an
attempt to reduce the subjectivity that is inherent in conceptual models (Beven, 2001). Physics-
based models consist of extensive lists of mathematical equations describing processes and their
interactions. In the ideal case, the model parameters are derived through small scale experiments
and thus have a physical basis. These parameters would nonetheless require upscaling to model
scales that are larger than the experimental scale (Beven, 2001). Large model uncertainties
remain, as physics-based models tend to attempt to represent all known processes, when in
reality there is limited field data available to “validate” their parameterizations.
Distributed physics-based modelling has been attempted in smaller catchments with some
success (Vertessy and Elsenbeer, 1999; Legesse et al., 2003; Bekoe, 2005). More recently, land
surface models (LSMs) have been used for physics-based hydrological modelling at global scale
(e.g. Arora and Boer, 2003; Alkama et al., 2011) and the continental scale Amazon (Decharme
and Douville, 2006; Guimberteau et al., 2012). A particular strength of LSMs is the tight
coupling of and biophysical consistency between energy, water, carbon and nutrient processes
such as photosynthesis and crop growth. This provides an opportunity for hydrologists to study
the impact of change on hydrology in interaction with other earth processes as a whole.
The first LSM was formulated by Manabe (1969), who modelled the land surface as a storage
bucket. The actual evaporation from potential is limited by the amount of stored water, while
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runoff is produced when the volume stored exceeds the bucket’s specified capacity. Deardorff
(1978) later showed the importance of vegetative resistance to surface heat and moisture ex-
changes and this led to the development of second generation biophysical models that include a
vegetation layer such as BATS and SiB (acronyms are defined and references listed in table 2.5).
These models explicitly simulate plant control on evapotranspiration, canopy interception loss,
surface infiltration, and subsurface fluxes and storage, as well as soil moisture limitations to
evapotranspiration. Current third generation physiological models have roots in the aforemen-
tioned models but incorporate carbon and energy via explicit modelling of photosynthesis, e.g.
ISBA, JULES, TESSEL, CLM, ORCHIDEE and vegetation growth and competition, e.g. in
JULES, ORCHIDEE, and CLM.
The same physical processes can be parameterized differently across LSMs, prompting in-
tercomparison and multi-model studies such as the First International Satellite Land Surface
Climatology Project (ISLCP) Field Experiment (FIFE) (Sellers et al., 1988), Project for In-
tercomparison of Land-surface Parametrization, PILPS (Henderson-Sellers et al., 1996), Global
Soil Wetness Projects, GSWP-1 and -2 (Dirmeyer, 1999; Dirmeyer et al., 2006), Land-Use and
Climate, IDentification of robust impacts, LUCID (Pitman et al., 2009), and European Union
Water and Global Change, EU-WATCH (Haddeland et al., 2011). The general consensus is that
intermodel variations are large and thus the results of a single realisation should be treated with
care. The reason for the model uncertainty is the differences in the process conceptualization
and paramaterisation in between the different models. Kingston et al. (2009) showed how by
simply varying the evaporation model in an LSM, they could produce prediction uncertainties
comparable to the uncertainties in a multi-model prediction.
The general structure of current generation LSMs are succinctly described in Table 1 of
Williams et al. (2009b). In the following subsections, the surface and hydrological process pa-
rameterizations in LSMs are discussed, with a focus on JULES. Snow processes are intentionally
omitted due to little relevance for the climate region of interest.
2.2.1. Surface parameterization and subgrid heterogeneity
In LSMs, each land pixel/grid is represented by an atmospheric-surface-soil column. The first
LSMs only allow a single land cover in each column and either derive parameters from the
dominant surface type (e.g. BATS, ISBA) or from a weighted average (e.g. GISS, BEST) of
the parameters from all surface types present. Koster and Suarez (1992) introduced a compu-
tationally efficient formulation to allow for subgrid heterogeneity in an adaptation of SiB called
MOSAIC, in which each surface type is assigned a fractional area of the column surface. This
approach assumes that distribution, not location, is sufficient to describe the internal variability
of surface processes inside the grid. Following MOSAIC, surface tiling has become a common
approach in later generation LSMs such as BASE, VIC, NOAH LSM, ISBA, CLM, ORCHIDEE,
TESSEL, and JULES.
The number of allowed tiles within a land pixel varies. In JULES, for example, there a 9
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Table 2.5.: Land surface models reviewed
Acronym Model name Parent GCM References
SiB Simple Biosphere Model NASA Goddard Space Flight
Center Laboratory for Atmo-
spheres (GLA) GCM
Sellers et al. (1986)
BATS Biosphere Atmosphere
Transfer Scheme
National Center for Atmo-
spheric Research (NCAR)
Dickinson et al. (1993); Yang
and Dickinson (1996)
GISS Goddard Institute for
Space Studies ground hy-
drology model
GISS GCM Abramopoulos et al. (1988)
BEST Bare Essentials of Surface
Transfer
Australian Bureau of Me-
teorology Research Cen-
ter (BMRC) GCM, NCAR
CCM3
Pitman and Desborough
(1996)
MOSAIC SiB – mosaic NASA Goddard Space Flight
Center Global Modelling As-
similation Office GCM
Koster and Suarez (1992)
BASE Best Approximation of
Surface Exchanges –
based on BEST
Australian BMRC GCM Desborough and Pitman
(1998)
SPONSOR Semi distributed Parame-
terizatiON Scheme of the
ORography- induced hy-
drology
Hydrometeorological Center
of Russia GCM
Shmakin (1998)
VIC Variable Infiltration Ca-
pacity
Liang et al. (1996); Wood
et al. (1992)
NOAH LSM NOAH Land Surface
Model
National Center for En-
vironmental Predictions
(NCEP) Eta, Mesoscale
Model 5 (MM5) and Weather
Research and Forecasting
(WRF)
Chen and Dudhia (2001);
Gochis and Chen (2003)
ISBA Interaction Soil-Biosphere-
Atmosphere
French Spectral GCM Noilhan and Mahfouf (1996);
Decharme and Douville
(2006)
CLM Community Land Model Community Climate System
Model (CCSM)
Oleson et al. (2004, 2008)
ORCHIDEE ORganizing Carbon and
Hydrology in Dynamic
EcosystEms
Laboratoire de Me´te´orologie
Dynamique (LMD) GCM
Ducoudre et al. (1993); Krin-
ner et al. (2005); de Ros-
nay and Polcher (1999);
d’Orgeval et al. (2008)
TESSEL Tiled ECMWF Scheme
for Surface Exchanges
over Land
European Centre for
Medium-Range Weather
Forecasts (ECMWF)
Balsamo et al. (2009);
van den Hurk and Viterbo
(2003)
JULES Joint UK Land-
Environment Simulator
Hadley Center GCM Best (2009); Cox et al. (1999,
1998); Best et al. (2011);
Clark et al. (2011); Essery
and Clark (2003)
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standard tiles representing differing land covers i.e. broadleaf tree, needleleaf tree, C3 grass, C4
grass, shrubs, urban areas, inland water/wetland, bare soil, and ice. For each land cover type,
model parameters for radiation balance, resistance to heat and momentum transfer, canopy
interception, plant photosynthesis, respiration and growth, etc., are universally prescribed; ex-
ceptions can be made for space and time distributions of leaf area indices (LAI), canopy heights,
and root zone depths (time only). Several LSMs account for subgrid heterogeneity of hydrologi-
cal processes for example the VIC model inherently, and the PDM and TOPMODEL variations
of JULES.
Land-atmospheric heat and moisture exchanges are calculated for each tile and the area-
weighted averages are exchanged with a shared soil column. The influence of vegetation cover
on the underlying soil is neglected, except in BASE, which extends the surface tiles 10 cm into the
topsoil. Vertical homogeneity of the subsoil is often assumed due to inadequate knowledge of the
soil vertical profile over large spatial extents. A uniform soil depth is also a common assumption
across the LSMs although it has been demonstrated to affect NOAH model’s simulation of
latent versus sensible energy fluxes (Gochis et al., 2010). In JULES, a standard four layer with
a total depth of three meters is globally assumed in the standard formulation, and there is no
representation for surface or subsurface lateral flows between neighbouring grids.
2.2.2. Evapotranspiration
An LSM requires time series of meteorological data i.e. incoming short wave and long wave
radiation, temperature, specific humidity, wind speed, and surface pressure. These are used in
a full energy balance equation that includes components of radiation, sensible heat, latent heat,
canopy heat, and ground surface heat. The potential evaporation estimation is based on the
Penman–Monteith (Penman, 1948) approach extended to include a model of conductive heat
transport to the soil.
Canopy evaporation is assumed to occur at the potential rate, while plant transpiration and
bare soil evaporation are restricted by canopy resistance and soil moisture stress respectively.
The canopy resistance is upscaled from stomatal resistance, calculated using various schemes
(e.g. Jarvis, 1976; Ball et al., 1987). JULES simplifies by estimating stomatal resistance based
on empirical relations to net photosynthesis (Cox et al., 1998), a process that is scientifically
better understood and modelled by JULES following formulations of Collatz et al. (1991, 1992).
A similar approach is used in CLM (Kumar et al., 2011). Soil moisture stress is included in the
canopy resistance calculation as an additional resistance factor or by explicitly modelling the
hydraulic conductivity from plant roots to the leaf surface.
Soil moisture limitation on bare soil evaporation is imposed using either of three methods
based on the classification of Mahfouf and Noilhan (1991):
• Bulk aerodynamic
– alpha method: resistance factor is applied between the soil surface and the roughness
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height (e.g. in ISBA, CLM, TESSEL)
– beta method: resistance factor is applied between the soil surface and the atmosphere
(e.g. in JULES, SiB, NOAH LSM, ORCHIDEE)
• Threshold or supply-demand method: resistance only applies when soil is dried (e.g in
BATS, GISS, BASE).
2.2.3. Precipitation and canopy interception
The gridbox average precipitation rate, P , is the primary input for water balance accounting.
In TESSEL, JULES, and CLM, assumptions of the fractional coverage for frontal and con-
vective precipitation and an exponential distribution of precipitation rates account for subgrid
variability. This follows the method of Shuttleworth (1988), who based his study on Amazonian
precipitation, proposed that the local precipitation rate PL, within the rained fraction of the
grid, ε, follow an assumed gamma distribution eq. (2.1). An alternative statistical distribution
eq. (2.2) by Eltahir and Bras (1993) is used in an update of BATS.
f(PL) =
ε
P
exp(−εPL
P
) (2.1)
f(PL) = (1− ε)δ(PL − 0) + ε2P exp(− εPLP )
δ : Dirac delta function
(2.2)
The values of the coverage parameter ε can switch the modelled hydrological system from an
evaporation-dominated regime to a runoff-dominated regime (Pitman et al., 1990). In JULES
and TESSEL, the value is assumed to be 0.3 and 0.5 respectively for convective rain and 1.0
for large-scale rain, fixed across time. If the precipitation type is unknown from the forcing
data, a temperature threshold can be imposed above which all precipitation are considered to
be convective. Onof and Wheater’s (1996a; 1996b) assessment of the British rain indicated that
the precipitation coverage is actually spatially variable depending on the slope and grid area;
furthermore, it has memory of the previous time step. They also proposed several models for
estimating the time series of the coverage parameter, based on observed correlations between
successive parameters and successive gridbox average precipitation (Onof and Wheater, 1996b).
Wang et al. (2005) proposed an improvement in the estimation of the coverage parameter as a
time-variant for the CLM by using the ratio of model mean precipitation intensity to observed
mean precipitation intensity from remote sensing.
The grid integrated throughfall rate, TF , is calculated from the local throughfall rate, TFL
as:
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TF = ε
∫ ∞
0
TFL f(PL) δPL (2.3)
In JULES, the local throughfall rate is calculated as described by Gregory et al. (1994), who
sourced the work of (Warrilow et al., 1986). Warrilow et al. (1986) assumed an even redistribu-
tion of canopy water at each time step and proposed that the canopy drip or throughfall rate,
TF, is proportional to the local precipitation rate by the fraction of occupied canopy storage,
C/Cmax, where Cmax is a vegetation parameter and is a linear function of the leaf-area-index
(LAI). When the available canopy storage, (Cmax-C)/Cmax, is exceeded by the volume of precip-
itation within the timestep, the excess is added as drip. Table 2.6 lists various parameterisations
of canopy interception and throughfall rates across several other LSMs.
The formulation for canopy interception and throughfall rate can be sensitive to the model
time step, as described by Wang and Wang (2007). When the time step is too large, the potential
evaporation demand cannot be met even by the maximum canopy storage, which is physically
unrealistic during continuous rain. When the timestep is small, an instantaneous redistribution
of canopy water over the dry and wet areas of the canopy affects subsequent precipitation par-
titioning. They addressed this sensitivity to model time-stepping by (1) imposing the condition
that at minimum, the potential evaporation demand must be met by the canopy interception in
each timestep and (2) separating throughfall calculations over the wet canopy and dry canopy.
The latter involves storing the memory of precipitation location in the previous time step.
2.2.4. Surface and subsurface runoff generation
On the ground surface, throughfall is partitioned into surface runoff, Y , and infiltration, W0,
into the soil moisture pool. Multiple LSMs including JULES by default generate surface runoff
via Hortonian infiltration excess mechanism, but in areas such as the tropical rainforest where
the soils are highly porous and infiltration capacities are high, Hortonian infiltration may not
be the dominant runoff generating mechanism; instead, saturation excess runoff generation is
more prominent (Dunne, 1978; Campling et al., 2002). The parameterizations for surface runoff
across LSMs are shown in Table 7.
In the subsurface, an instantaneous redistribution of moisture is assumed and water is ex-
changed between the soil layers using a finite difference approximation of the Darcy–Richards
diffusion equation, with infiltration and gravity drainage as the upper and lower boundaries
respectively, and root uptake (modelled as described in Feddes et al., 2001) as a sink (eq. (2.4)
- eq. (2.5)). ORCHIDEE uses an alternative Fokker-Plank formulation (de Rosnay et al., 2002)
with either free gravity bottom boundary, partially free bottom boundary, or a threshold satu-
ration sustained by a negative flux (described in Campoy et al., 2013).
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dMi
dt
= Wi−1 −Wi − Eroot,i (2.4)
i: soil layer
M : soil moisture in soil layer
Eroot: root water uptake
W : soil moisture flux between soil layers, where:
Wi = Ki(
δψi
δzi
+ 1) (2.5)
where δψ is the change in capillary pressure and δz is the soil layer depth.
The soil water retention characteristics follow the model of Brooks and Corey (1964) or the
alternative van Genuchten (1980) formulation. The integration of the Brooks and Corey’s model
into the Darcy-Richards equation yields the following term for interlayer fluxes:
Wi = Ksat(
θi
θsat,i
)
(2b+3)
(
δψsat( θiθsat,i )
−b
δzi
+ 1) (2.6)
The free gravity drainage lower boundary ( δψiδzi = 0) may not be valid in regions with a
shallow groundwater table such as the humid tropics (Yeh and Eltahir, 2005). It is regardless
a simplifying assumption for many LSMs where lateral groundwater flows and the water table
depths are not explicitly modelled. Several approaches have been attempted to address this
limitation: (1) to use a coupled groundwater model (eg Yeh and Eltahir, 2005) (2) to estimate
the water depth from values of soil moisture and then include an additional bottom layer for
the deep aquifer if the standard total depth is exceeded, e.g. in GISS and JULES-TOPMODEL
(Clark and Gedney, 2008). Gulden et al. (2007) found that either method is equally good at
simulating the observed change in total water storage but using an explicit groundwater model
reduces output sensitivity towards the estimation of soil parameters. Other parameterisations
for drainage from the bottom layer (Y g) are presented in Table 2.8.
2.2.5. Routing
Runoff routing of an LSM output is performed online to close the water balance from river flow
into the sea in GCMs (e.g. Miller et al., 1994; Marengo et al., 1994) and oﬄine to validate LSM
generated runoff against river flow observations (e.g. Alkama et al., 2010; Oki et al., 1999) and
to study global scale hydrology (e.g. Arora and Boer, 2003; Alkama et al., 2011)). A global
routing model that has been used with many current LSMs e.g. in ISBA, JULES, and TESSEL
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Table 2.7.: Parameterisations for surface runoff generation across LSMs.
Mechanism Formulation LSM
Infiltration
Excess
Y = max[0, TF −Ksat] SiB, GISS
Y = min[1, (
( θ1
θsat
)+( θ2
θsat
)
2 )
4
] TF BATS
Infiltration
excess,
accounting
for subgrid
moisture
heterogene-
ity
Y = max[0, TF − Imax(1− θliq+θiceθsat ]
Imax = ρw(Ksat − (−4bψsatKsat(θsat−θice)pi4t )
0.5
)( θliqθsat,ice − 1)
BEST, BASE
Y = TF 4 t− (Msat −M) +Msat((1− MMsat )
1
1+β − ( TF(1+β)Msat ))
1+β
β = 0.01 ≤ σ0−σminσ0+θmax ≤ 0.05
TESSEL using the theoretical
approach of Dumenil and To-
dini (1992)
Y = TF − Imax
Imax = TF ( Dθ(1−e
(−βKsatdt))
TF+Dθ(1−e(−βKsatdt)))
Dθ =
∑nz
i=14zi(θsat − θi)
NOAH LSM, following Sim-
ple Water Balance model of
(Schaake et al., 1996)
Y = TF when θsat < 0.05 CLM for impervious surfaces
Green and Ampt model with exponentially variable infiltration capacity ORCHIDEE difussion model
Saturation
excess
Y = TF when M > Mmax ORCHIDEE (two-bucket
model)
Combination Y = TF −
∫ i0+P
i0
Sim(1− (1− S)
1
β )di
S = MMmax
VIC
Y = β max[0, TF −Ksat] + TF −
∫ i0+P
i0
Sim(1− 1− S)
β
β+1 )di
S = M−MminMmax−Mmin
JULES-PDM (Clark and
Gedney, 2008)
Y = β max[0, TF −Ksat] +AsatTF
Asat = pi1 min[1, e−zw ]
pi1 =
∫
λ≥λ+fzw) λ dλ
λ = ln( atan b)
zw = pi2(znz −∑nzi ( θθsat i)zi)
JULES-TOPMODEL (Clark
and Gedney, 2008), CLM,
ISBA
Dry, i.e. M = Mwilt :
Y = max[0, (1− MMsat )](TF −Ksat)
Wet, i.e. M > Mwilt
Y = min[TF,K]M2eff
Meff = θ1Mfcθsat,1 +
Mice1
z1θsat,1
K = Ksat( bCHϕsatz1 + cos(χ))
SPONSOR
Y : surface runoff [M/L2T] TF : precipitation rate on the ground surface M/L2-T Ksat: hydraulic conductivity at saturation [L/T] f : decay
factor for Ksat β, pi, pi2: model parameter[-] θsat: volumetric soil water content at saturation θi: volumetric soil water content in layer i
Imax: maximum infiltration capacity [M/L2T] θliq : volumetric soil water content in liquid phase θice: volumetric soil water content in
solid phase[ -] θsat,ice: effective soil porosity, discounting volume occupied by frozen water[ -] σmin,max: orographic scaling parameters[ -]
σ0: orographic variance[ -] X: orographic slope[l] M soil water content [ L] Msat: soil water content at saturation [ L] Mmax: maximum
soil water content [ L] Mmin: minimum soil water content [ L] Mfc: soil water content at field capacity [ L] Mice: soil frozen water content
[ L] bCH : Clapp and Hornberger soil parameter[ -] ϕsat: soil tension at air entry presssure[ L] zi: depth of soil layer i[l] Asat: fraction of
gridbox that is saturated [ -] a: tributary drainage area/unit contour length [L2] tanb: surface slope[-] Yg : drainage Ygy: lateral subsurface
flow nz: total no of soil layers zw : water table depth
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Table 2.8.: Parameterisations for subsurface runoff generation across LSMs
Mechanism Formulation LSM
Free gravitational
drainage
Yg = K JULES, TESSEL,
BEST, BASE, NOAH,
BATS
Free gravita-
tional drainage,
accounting for
slope
Yg = Ksin(χ) SiB
Yg = Kcos(χ) SPONSOR, GISS
Horizontal flux Ygy = Ksin(χ) GISS
Ygy = aKsatpi2 e
−λe−zw JULES-TOPMODEL,
CLM
Impermeable
bedrock
Yg = 0 GISS, BATS
(Habets et al., 1999; Alkama et al., 2010; Dadson et al., 2010; Pappenberger et al., 2010) is
based on the Total Runoff Integrated Pathways (TRIP) developed by Oki and Sud (1998).
These pathways are a global scale network of world rivers on a 0.5 degree to 1 degree grid
derived following the path of steepest descent in a digital terrain map (DTM) and manually
corrected using a world river atlas (Oki and Sud, 1998). Based on the approach of Miller et al.
(1994), the TRIP routing model represents each pixel as a single linear store, and a continuity
equation is evaluated that relates the change in the storage volume to the nett of incoming and
outgoing flows as well as the runoff generated within the grid (Oki et al., 2001). In the original
formulation, a spatially and temporally constant celerity is assumed (Oki et al., 1999), but more
recent versions of TRIP allow for spatially varying celerity using physics-based equations such
as the Manning’s equation to account for topography and channel shape, and in addition, a
separate parallel store for the subsurface (Oki et al., 2001; Ngo-Duc et al., 2007).
Another routing model developed by the UK Meteorological Office is Grid-2-Grid or G2G (Bell
et al., 2007) in 2D, which uses a kinematic wave approximation of the St. Venant’s equations.
Four partial differential equations in time and space describe the surface and subsurface land
and river components of flows in relation to within-pixel runoff, lateral inflows, and exchange
flows between the surface and subsurface (Bell et al., 2007). Preliminary tests oﬄine indicated
only comparable performance when compared to TRIP (Dadson et al., 2010). Other routing
models that have been used online and oﬄine with an LSM are as listed in table 2.9. The
majority are kinematic wave models. In very flat areas such as the lower Amazon, diffusion has
been identified to be a non-negligible component in describing flows (Wilson et al., 2007; Trigg
et al., 2009); in this case, a diffusive wave approach to the full St Venant equations such as the
routing model for VIC and NOAH may be more appropriate.
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2.2.6. Regional/basin scale parameter estimation
An LSM’s potential for humid tropical applications is due to its robust modelling of the energy
and water coupling and feedbacks. Yet studies evaluating land surface models in humid tropical
regions where energy and water interactions are the most intense have been limited to lowland
regions. Studies have looked at large areas of wetlands in the African tropics (Dadson et al.,
2010; Koster et al., 2004). At an annual scale, Blyth et al. (2011) have evaluated JULES using
data from several FLUXNET stations (Baldocchi et al., 2001) measuring sensible and latent
heat and carbon fluxes, and concluded that for Santarem, Brazil, in the lower Amazon, the
LSM produces,
• Higher photosynthesis and lower evaporation than observed
• More pronounced annual CO2 variation than observed
• Acceptable annual streamflow variation compared to observed
• Constant LAI compared to small intra-annual variation observed
Is there value in regional calibration of LSM? Beven (1989) contends that all physics-based
models are essentially lumped conceptual models and therefore face the same issues with pa-
rameter errors. However, there are limited studies calibrating LSMs; the model’s global extent
and physics-based nature make this a challenging task and the default/a priori parameters are
often left alone. The PILPS project (Liang et al., 1998; Lohmann et al., 1998; Wood et al.,
1998) has looked into local calibration of LSMs on a test site (single pixel), and found that cali-
bration improved the performance of models. Using the classical approach to model calibration,
they employed single objective functions to manually constrain model parameters using field
measurements of streamflow, soil moisture, surface temperature, or radiation. Recognizing the
multi-output nature of LSMs, later research work takes advantage of multi-objective calibration
techniques (e.g. in Xia et al., 2002). The technique involves searching the parameter space
until no further improvements can be made to the entire set of objective functions. The optimal
set of parameters is then called the Pareto set (Gupta et al., 1998). To solve for the optimal
set, automated search algorithms have been used such as the multi-start weight-adaptive recur-
sive parameter estimation (Pauwels, 2008), the particle swarm optimization (Scheerlinck et al.,
2009) and the shuﬄed complex evolution algorithm (Nasonova, 2011). The maximum likelihood
objective functions are derived using Bayesian statistics of the model prediction error structure.
Another approach to multi-objective calibration uses the Generalized Likelihood Uncertainty
Estimation (GLUE) framework developed by Beven and Binley (1992), e.g. in McCabe et al.
(2005). The method is entrenched in the concept of equifinality, in which it is believed that
multiple sets of the model parameters (and structures) may be behavioural in describing a
system (Beven, 2006). In this way, the likelihood function of better performing parameter sets
can subjectively be assigned higher weights and the non-performers can be rejected, and the
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entire suite of behavioural parameter sets is retained rather than a single optimal set (Beven,
2006). The problem is therefore in defining the appropriate likelihood function and threshold
for behavioural sets (Beven, 2006), requiring subjectivity by the modeller. In an extension of
the GLUE method, Beven (2006) proposed fixing an upper and a lower tolerance around the
observation data to allow for input uncertainty.
A third approach is the step-wise parameter estimation that has been implemented manually
in Xie et al. (2007), requiring an even higher degree of subjectivity. Subjectivity is inevitable
even with the more complex methods due to the high dimensionality of LSMs; a common
denominator of the calibration studies mentioned is a focus on a few selected parameters that
are deemed the most important for each study’s objectives.
Parameter sensitivity analysis is a useful tool to reduce parameter dimensionality prior to
calibration and in identifying model deficiencies. Several methods for parameter sensitivity
analysis have been described by Liang and Guo (2003):
• varying one factor at a time
• multicriteria method of Bastidas et al. (1999)
• fractional factorial design (Box et al., 1978)
Liang and Guo (2003) further discuss how the last two methods consider parameter interac-
tions but can result in a set of parameters that do not make physical sense, e.g, one parameter
describing clay and the other describing sandy soil, but further argue that at the large scale
this may still be possible due to subgrid heterogeneity. Using fractional factorial design, they
analyzed the sensitivity to soil and vegetation parameters in three different climate setups and
found that (1) on an annual scale, energy and water fluxes are more sensitive to soil parame-
terization uncertainty than they are to vegetation parameterization uncertainty, and that (2)
the same LSM in different climate setups can show different sensitivity to the same parameters.
In a more recent study using a predecessor of JULES on the arid Nile catchment, Elshamy
(2006), performed the method of varying one factor at a time on soil hydraulic parameters,
as well as parameters describing precipitation duration, threshold temperature for convective
precipitation, and fractional coverage for large and convective rain, and found that while in
the subsurface runoff calculation soil hydraulic parameters are controlling, in the surface flows
and canopy interception calculations, the model is more sensitive to climate parameters. Later,
Bakopoulou et al. (2012) looked into parameter performance in UK chalk catchments and cor-
roborated the results of Elshamy (2006) in that their soil moisture simulations are the most
sensitive to soil hydraulic parameters, followed by vegetation parameters such as the root depth.
A new range of data have become available to support the multi-objective calibration frame-
work, for example in-situ eddy covariation measurements of surface heat and carbon fluxes at
FLUXNET sites; however, the data used for calibration are also known to introduce uncertainty,
and the sources of errors are detailed in Williams et al. (2009a). For areas outside the scope
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of FLUXNET measurements, satellite estimates of albedo, surface temperature and subsurface
water mass have also been used (e.g. in Matsui et al., 2007; Lo et al., 2010; Gutmann and
Small, 2010).
2.3. Climate change in the Andean Amazon
The rise in temperature over the 21st century has influenced large-scale hydrological processes –
increasing atmospheric humidity, changing precipitation regimes, increasing snow and ice melt,
and changing soil moisture and surface flows – in varying degrees at varying locations (Bates
et al., 2008) . In the tropics, projections of the global climate models in the Intergovernmental
Panel on Climate Change (IPCC) fourth assessment report can be summarized as follows:
• higher precipitation in some regions (“very likely”)
• higher yearly average river runoff and water availability in regions with higher precipitation
(“high confidence”)
• higher occurrence in extreme precipitation and droughts (“very likely”)
• reduced water quality due to increased temperature and more frequent extremes (“high
confidence”)
The terms in the brackets describe the experts’ quantitative judgment of the outcome – “very
likely”: probability of occurence larger than 90%, based on observation/model outcomes. “high
confidence”: 8 out 10 chance of being correct based on the reliability of the data, model, and
analysis (Bates et al., 2008).
Furthermore, many areas of the tropics suffer from unavailability of local observational data,
resulting in very low confidence in the projections, as in the case of Peru. However, despite the
uncertainties in projections of precipitation and runoff, changes in watershed scale hydrology
are “very likely” (see Bates et al., 2008), and therefore need to be somehow quantified.
Several authors have investigated the impact of climate change in the Amazon and agree
on a near-future rainforest ’dieback’ and conversion to savannah type vegetation (reviewed in
Nepstad et al., 2008). Malhi et al. (2009) reported that in 17 out of 19 GCMs agree on a drying
Amazon, which results in an increased soil moisture deficit and reduced plant-water-availability.
Nevertheless, the Amazon forest has been argued to be rather resilient to change (Brando et al.,
2010); its first response would be to increase productivity due to exposure to increased radiation
and shed more foliage to restrict further loss of water. Despite these initial adaptations and
others such as withdrawing moisture from deeper soil stores, there will come a point where
the vegetation will start showing an increased mortality in response to the drought-induced
soil water stress, and this has been reported to be after 2-3 years of drought in a simulated
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case (Oliveira et al., 2005). This has not considered other contributing factors such as drought-
induced forest fires and increased deforestation to convert vast areas of forest land for cultivation
(Nepstad et al., 2008).
In contrast, Gloor et al. (2013) reported a historical increase of precipitation over the Amazon
since 1990 that are correlated with an increasing trend in the tropical Atlantic sea surface
temperature (SST). Their observation is in accordance with the report by Villar et al. (2009),
who saw annual maximum flows increasing between 1974 and 2004. Gloor et al. (2013) further
argues that the recent extreme dry periods reported by Marengo et al. (2008, 2011); Lewis
et al. (2011); Tomasella et al. (2011) are temporary dips in an overall increasing trend in
precipitation, temperature, and runoff. However, they also concede that there is not enough
evidence to discredit the role of long term internal variability of the observed increasing trends.
At the same time Villar et al. (2009) also saw a decreasing trend in annual minimum flows
between 1970s–2000s in the Amazon that is evidently consistent with decreasing rainfall trend
as influenced by Pacific and Atlantic Oscillations. Analysis from the 1990s saw similar trends in
the Andean Amazon, with decreasing annual mean flows at Borja station on the upper Peruvian
Amazon river.
In the Andes, climate change projections are also inconclusive. Buytaert et al. (2009) con-
cluded that streamflow is not expected to change significantly, but emphasized that the projec-
tions between 20 GCMs differ to the extent that the difference between them is larger than the
magnitude of monthly flow. Buytaert and De Bie`vre (2012) showed similar trends in precipita-
tion, i.e. no signicant change with high intermodel variability.
2.3.1. Climate change data
Standardized experiments of climate change predictions began in 1990 with the Atmospheric
Model Intercomparison Project (AMIP; Gates, 1992) regulating atmospheric general circulation
models (GCMs). A similar framework was adopted in CMIP, the Coupled Model Intercompari-
son Project for coupled atmosphere–ocean general circulation models (AOGCMs) that recently
completed its fifth phase (CMIP5). A full timeline of the CMIP research can be found in Moss
et al. (2010). The following illustrates the development of the data generated in each phase of
the CMIP, adapted from Tebaldi and Knutti (2007):
• CMIP1: control simulations
• CMIP2: scenarios of CO2 increase at 1% per year
• CMIP3: as in Phase 2 plus historical, SRES (Special Report on Emission Scenarios), and
commitment (constant levels at a predetermined sill of increase) experiments. Results
from this experiments feed into the IPCC fourth assesment (AR4) report.
• CMIP4: 20th century single forcing with CMIP3
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• CMIP5: Newly participating institutions and models, new RCP (representative concentra-
tion pathways) scenarios, decadal and longterm projections. Analysis from this experiment
feeds into the IPCC fifth assessment (AR5) report.
The Program for Climate Model Diagnosis and Intercomparison (PCMDI) has collected for
the World Climate Research Programme (WCRP) the results of simulations by different climate
models participating in CMIP5 and produced the WCRP CMIP5 multi-model dataset. The
participating research institutes and models are in CMIP5 as listed in Table 2.10.
Four climate projection scenarios represent 4 reprentative concentration pathways - RCP2.6,
RCP4.5, RCP6.0, and RCP8.5 (Moss et al., 2010). The emphasis is on the representative
concentration pathsways (RCP) leading to the end of 21st century radiative forcing at 2.6,
4.5, 6.0, and 8.5 Wm−2, whereas previously in the CMIP3, the focus was on the long term
emission concentrations. In the near future up to the year 2035, there is limited divergence in
the pathways of the four scenarios; hence additional high spatial resolution decadal simulations
for up to this year was performed for the RCP4.5 scenario only (Moss et al., 2010).
2.3.2. Climate downscaling methods
Since late 1980’s, multiple methods for climate downscaling have been devised for local studies
of climate change and comparative evaluation of the different methods have been written (e.g.
Elshamy, 2006; Hayhoe, 2010; Maraun et al., 2010; Jones et al., 2005). The methods are
generally classified into two groups - dynamical or statistical.
Dynamical downscaling involves nesting a Regional Climate Model (RCM) within a GCM.
By applying the simulated outputs (e.g. sea surface temperature) of a GCM as boundary
conditions for the RCM simulation, an RCM formulated based on similar physics but applied in
finer resolution is capable of capturing mesoscale weather patterns. The advantage of dynamic
downscaling is its robustness while its limitation is mainly technical; due to finer spatial and
temporal scale, large computational resources are required for running an RCM.
Statistical downscaling is further classified by Maraun et al. (2010) into (1) perfect prognosis
(PP), and (2) model output statistics (MOS). In PP, a statistical relationship (usually linear
regression) is developed between a variable and a set of predictor variables from current ob-
servations, and applied to the set of predictor variables from GCM output. This method is
based on the assumption that the predictor variables, e.g. temperature, sea surface pressure,
are well simulated by the GCMs. An example model that uses this approach is the General
Linear Model (GLM). On the other hand, in MOS, a statistical relationship is derived between
a variable from current observations and a variable from GCM in historical simulation mode,
then applied to GCM output in future simulation mode. The delta method is the simplest MOS
that was originally developed for temperature and applied to precipitation as a factor change.
It assumes that the percent increase in the global climate output between the future and the
present is modelled better than the absolute change, and that the model bias is stationary
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Table 2.10.: List of CMIP5 models, from Program For Climate Model Diagnosis and Intercom-
parison (2013)
Modeling Center Model Institution
BCC BCC-CSM1.1,BCC-
CSM1.1(m)
Beijing Climate Center, China Meteorological Administra-
tion
CCCma CanAM4,CanCM4,
CanESM2
Canadian Centre for Climate Modelling and Analysis
CMCC CMCC-CESM, CMCC-CM,
CMCC-CMS
Centro Euro-Mediterraneo per I Cambiamenti Climatici
CNRM-
CERFACS
CNRM-CM5 Centre National de Recherches Meteorologiques / Centre
Europeen de Recherche et Formation Avancees en Calcul
Scientifique
COLA and NCEP CFSv2-2011 Center for Ocean-Land-Atmosphere Studies and National
Centers for Environmental Prediction
CSIRO-BOM ACCESS1.0, ACCESS1.3 CSIRO (Commonwealth Scientific and Industrial Research
Organisation, Australia), and BOM (Bureau of Meteorology,
Australia)
CSIRO-QCCCE CSIRO-Mk3.6.0 Commonwealth Scientific and Industrial Research Organisa-
tion in collaboration with the Queensland Climate Change
Centre of Excellence
EC-EARTH EC-EARTH EC-EARTH consortium
FIO FIO-ESM The First Institute of Oceanography, SOA, China
GCESS BNU-ESM College of Global Change and Earth System Science, Beijing
Normal University
INM INM-CM4 Institute for Numerical Mathematics
IPSL IPSL-CM5A-LR, IPSL-
CM5A-MR, IPSL-CM5B-LR
Institut Pierre-Simon Laplace
LASG-CESS FGOALS-g2 LASG, Institute of Atmospheric Physics, Chinese Academy
of Sciences; and CESS, Tsinghua University
LASG-IAP FGOALS-gl, FGOALS-s2 LASG, Institute of Atmospheric Physics, Chinese Academy
of Sciences
MIROC MIROC4h, MIROC5 Atmosphere and Ocean Research Institute (The University
of Tokyo), National Institute for Environmental Studies, and
Japan Agency for Marine-Earth Science and Technology
MIROC MIROC-ESM, MIROC-ESM-
CHEM
Japan Agency for Marine-Earth Science and Technology, At-
mosphere and Ocean Research Institute (The University of
Tokyo), and National Institute for Environmental Studies
MOHC (addi-
tional realizations
by INPE)
HadCM3, HadCM3Q,
HadGEM2-A, HadGEM2-
CC, HadGEM2-ES
Met Office Hadley Centre (additional HadGEM2-ES realiza-
tions contributed by Instituto Nacional de Pesquisas Espa-
ciais)
MPI-M MPI-ESM-LR, MPI-ESM-
MR, MPI-ESM-P
Max Planck Institute for Meteorology (MPI-M)
MRI MRI-AGCM3.2H,MRI-
AGCM3.2S, MRI-CGCM3,
MRI-ESM1
Meteorological Research Institute
NASA GISS GISS-E2-H, GISS-E2-H-CC,
GISS-E2-R, GISS-E2-R-CC
NASA Goddard Institute for Space Studies
NASA GMAO GEOS-5 NASA Global Modeling and Assimilation Office
NCAR CCSM4 National Center for Atmospheric Research
NCC NorESM1-M, NorESM1-ME Norwegian Climate Centre
NICAM NICAM.09 Nonhydrostatic Icosahedral Atmospheric Model Group
NIMR/KMA HadGEM2-AO National Institute of Meteorological Research/Korea Mete-
orological Administration
NOAA GFDL GFDL-CM2.1, GFDL-CM3,
GFDL-ESM2G, GFDL-
ESM2M, GFDL-HIRAM-
C180, GFDL-HIRAM-C360
Geophysical Fluid Dynamics Laboratory
NSF-DOE-
NCAR
CESM1(BGC),
CESM1(CAM5),
CESM1(CAM5.1, FV2),
CESM1(FASTCHEM),
CESM1(WACCM)
National Science Foundation, Department of Energy, Na-
tional Center for Atmospheric Research
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(Fowler et al., 2007). It has also been shown to overcorrect the area-drizzle effect and inflates
area extremes (Maraun, 2013). Weather generators are a special case of either the PP or MOS
approaches. As the name implies, they generate synthetic weather for a limitless time period
based on the statistics of current observations (Maraun et al., 2010). This synthetic weather
is then used in future climate downscaling and can have a further advantage of an associated
spatial distribution (Maraun et al., 2010).
Ensemble climate model projections provide some insight into the climate model uncertainty
(Manning et al., 2009) and improves the skill of prediction (Tebaldi and Knutti, 2007). The
conventional approach has been to use the multi-model mean (equal weights) and the ensemble
standard deviation to represent the uncertainty (references in Tebaldi and Knutti, 2007). Alter-
natively, a Bayesian approach has been proposed by (Tebaldi and Knutti, 2007; Manning et al.,
2009) to generate a combined maximum likelihood prediction. In this method, the likelihood
of each model prediction is assigned depending on how close it represented the observations in
the historical simulations, essentially weighing down model with high biases.
2.4. Summary and research direction
A review of the current literature illustrates the state-of-the-art of mesoscale resolution precip-
itation data available for modelling. In light of data scarcity and access restrictions in regions
such as the Andean Amazon basins, there is interest in the potential of global precipitation
products for use in hydrological applications. Next, a review into the development in LSMs
highlights that a significant limitation of the models originates in the complex, global scale
parameterization and limited exercise in regional calibration.
Taking advantage of the recent developments in the field, the PhD research therefore focused
on (1) assessing and optimising forcing data from satellite and reanalysis models (2) assessing
and improving the parameterization of JULES. The research, undertaken over a large but
understudied headwater basin of the Amazon, should provide valuable insights into whether
global scale models and data are appropriate for (3) learning the hydrological behaviour of a
tropical mountainous river basin and predicting its sensitivity to a changing climate.
Taking advantage of the recent developments in the field, the PhD research therefore focused
on (1) assessing and optimizing forcing data from satellite and reanalysis models (2) assessing
and improving the parameterization of JULES. The research, undertaken over a large but
understudied headwater basin of the Amazon, should provide valuable insights into whether
global scale models and data are appropriate for (3) learning the hydrological behaviour of a
tropical mountainous river basin and predicting its sensitivity to a changing climate.
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3. Study area description
This chapter describes the study area in terms of the climate, land use and vegetation, and
pedology.
The study domain is located in north Peru and southeast Ecuador between 80◦W to 70◦W
and 11◦S to 1◦N (fig. 3.1). The Peruvian Amazon river, also locally known as the Maran˜o´n, is
a main stem river originating in the eastern Andes cordillera and flowing west-east up to the
confluence with the Ucayali River, before becoming the Amazonas (the Amazon river proper).
The San Regis station (station 7 in fig. 3.1) is taken as the downstream limit of the Maran˜o´n
river; its average discharge is 14 900 m3 s−1 between 1986–2004 (Villar et al., 2009). The river
is also gauged at multiple points upstream of San Regis on the main stem and its tributaries
i.e. at Borja, Santiago, Paute, and Chazuta (stations 5, 6, 8, and 9 in fig. 3.1). Throughout the
remainder of the text, the locations of the monitoring stations will be used to describe both the
stations and the river basin upstream of the stations.
Areas outside of these 5 main (sub)basins are included in the data uncertainty analysis for
additional perspective. These include the lowland and Andean areas located along the west
boundary of the Maran˜o´n basin, the Amazon floodplain just east of east boundary, and the hy-
drological basins (with downstream limits at Nueva Loja, San Sebastian, Francisco de Orellanda,
and Nuevo Rocafuerte, stations 1–4) located to the north that are tributary to the Napo river.
The Napo river flows northwest-southeast and adjoins the Amazon river further downstream of
San Regis near Iquitos.
3.1. Climate and hydrological regime
The region’s climate has been discussed by various authors (Espinoza-Villar et al., 2009; Gar-
reaud et al., 2009; Lavado-Casimiro et al., 2012; Buytaert et al., 2006b; Kvist and Nebel, 2001).
Figure 3.1(C) presents the average monthly climatology of the study domain, subdivided into
6 distinct climate regions – Pacific coast, north and south, the Andes, west and east slopes,
Amazon sub-Andes, and Amazon lowland. The classification criteria for these regions are as
summarized in table 3.2. This work defines the Andes as the regions above 1500 m, and the
Amazon sub-Andes as the eastern Andean slopes located at altitudes of 1300 m ± 200 m, which
is a belt of high orographic precipitation (above 3500 mm per year) illustrated in a previous
study of Andean transects by Bookhagen and Strecker (2008).
The climate and seasonality are controlled by large-scale meteorological phenomena such as
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the ITCZ and the South American Monsoon System (SAMS, Marengo et al., 2012) that cause
predominantly wet austral summers (DJF). In the austral winter (JJA), the ITCZ band remains
north of 5◦N but continues to cause some deep convection and rain in the northern parts of
the Amazon basin (Espinoza-Villar et al., 2009). Additionally, the Amazon regions experience
large-scale stratiform precipitation throughout much of the year from exposure to the humid
tropical Atlantic easterly winds.
In the Pacific coast south of the Ecuador–Peruvian border, the von Humboldt oceanic current
causes a cooler, drier climate regime throughout the year. The humid Pacific coastal areas in
Ecuador are less subject to this atmospheric cooling and experience a wetter summer due to the
predominance of the ITCZ. Over the Andes, the climate is complex and controlled by orography,
windward/leeward effects, and the formation of local microclimates. The climate is wetter in
the east slopes (Amazon) than it is in the west slopes due to the same climate drivers that affect
the lowland regions.
3.1.1. Intra-annual variability
The ITCZ is a band of deep convection forming near the equator at the meeting of the northern
and southern circulation of the Hadley cell. As it is a system driven by solar heating of the
atmosphere, the location of the interconvergence follows the sun’s zenith migration during the
course of the year. In response to the ITCZ’s oscillation, the Amazon basin shows clear contrast-
ing rainfall and runoff regimes between the northern and the southern Amazon (Espinoza-Villar
et al., 2009; Villar et al., 2009). In the north, rainfall and runoff peak during the austral winter
(JJA), when the ITCZ is located primarily in the northern hemisphere (north of 5◦ N). In
the south, rainfall and runoff peaks in the austral summer, when the ITCZ is in the southern
hemisphere, is stronger, and has a bigger area of influence (Garreaud et al., 2009). The austral
winter (JJA) is also warmer than the austral summer (DJF), when cloud formation and rainfall
effectively reduce the temperature (Kvist and Nebel, 2001; Garreaud et al., 2009).
The wet austral summer in the south is further enhanced by the South American Monsoon
System, during which a low pressure zone develops over the Chaco region in Argentina, located
at ˜25◦S (Seluchi et al., 2003), and cause the Atlantic winds to shift southward along the eastern
Andes carrying moisture towards the subtropics (Garreaud et al., 2009). The movement of air
is not truly monsoonal, however, due to unidirectional Atlantic winds steadily flowing into the
South American continent driven by the ocean-land pressure gradient (Garreaud et al., 2009).
This wind system also picks up recycled soil moisture from above the Amazon rainforests. As a
result, the Amazon regions experience large-scale stratiform precipitation throughout much of
the year.
Due to its northwestern location, the yearly cycle at Maran˜o´n river is not so marked and rain-
fall amounts are evenly spread throughout the year (Espinoza-Villar et al., 2009). Nonetheless,
peaks in stream flow are still observed at San Regis between May and July and slight troughs
between December and March, indicating a more dominant influence of the austral winter ITCZ
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(Espinoza-Villar et al., 2009). These seasonally high flows cause yearly single-pulse flooding on
the main stem. The amplitude is large: 10 percent of the floodplain is under water during dry
periods but more than 90 percent is under water during the wet period (Kvist et al., 2001), and
the water level can increase by 5–8m.
3.1.2. Inter-annual variability
Deviations from the mean resulting from inter-annual phenomena are more substantial than
those detected on the intra-annual scale (Villar et al., 2009). Villar et al. (2009) saw wetter
austral winters and springs in the 1970s and 1990s than those in the 1980s in the northwest
Amazon, and attribute this to an increasing trend of geopotential height (a lower pressure) in the
northwest, which resulted in reduced northwest winds and higher convective activity (Espinoza-
Villar et al., 2009). The trends were also associated with the Pacific Decadal Oscillation (PDO)
and El Nin˜o Southern Oscillation (ENSO).
The El Nin˜o phase of the ENSO occurs when convective activity stops in the Western Pa-
cific and causes the southern hemisphere Hadley cell to break down. Without resistance from
westward surface winds, warm ocean water moves eastwards. In effect, higher sea surface tem-
peratures in the eastern Pacific produce higher levels of oceanic convection and consequently
higher rates of dry air subsiding over the Amazon basin (Marengo, 1992). The alternation be-
tween dry El Nin˜o and wet La Nin˜o periods are between 2-7 years (Diaz and Markgraf, 1992).
In the entire Amazon basin, except at Manaus station in Brazil, ENSO signals were detected,
where recorded yearly average stream flows are lower during the drier periods of El Nin˜o and
higher during the wetter periods of La Nin˜a (Villar et al., 2009).
On the other hand, PDO is an established phenomenon lasting 20-30 years in the Pacific but
its cause is poorly understood due to the absence of adequately long term record (Newman
et al., 2003) . It has been described to be “ENSO-like” in terms of its effects on sea surface
temperature and precipitation anomaly but with magnitude only half of that caused by ENSO,
and when ENSO and PDO occur concurrently, the impacts are magnified (Garreaud et al.,
2009). Since 1976, PDO has caused the eastern Pacific to be warmer than western Pacific
(Espinoza-Villar et al., 2009).
3.1.3. Physiographical variability
The Andean range, with elevations exceeding 4000 m, is effectively a hydrometeorological wall
separating its west and east and connecting regions at lower and higher latitudes (Garreaud
et al., 2009). Above 3000m on the Andes, lower precipitation has been recorded (Villar et al.,
2009). This is due to lower convective activity at lower temperatures, and also a dominant
orographic control where atmospheric moisture in the air precipitates over a wet orographic
band forming at approximately 1300 m.a.s.l. (Bookhagen and Strecker, 2008). There is a
substantial climate difference between the areas shadowed by mountains and areas exposed
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directly to the easterlies, with yearly rainfall varying between 500 mm to 3000 mm (Espinoza-
Villar et al., 2009).
3.2. Pedology
The Andes is a mountain range formed by tectonic activity along the western coast of the
South American continent. There is very shallow bedrock, consisting of young unstructured
soils. Cambisols underlie the Andean foothills; they are soils that are missing a well-formed
layer of clay, organic carbon, and minerals due to limited weathering and high levels of ero-
sion (Encyclopædia Britannica inc., 2011a). They also consist largely of clayey particles in
the subsurface (FAO/IIASA/ISRIC/ISS-CAS/JRC, 2009). Leptosols dominate further up and
Regosols on the highest landscapes of the Andes; these are similar to Cambisols but are shal-
lower soils (Encyclopædia Britannica inc., 2011b,c). All are also well-draining with Regosols
being the best-drained (FAO/IIASA/ISRIC/ISS-CAS/JRC, 2009).
On the other hand, the lower Amazon basin is an extensive peneplain. Gleysols are found
in the river floodplains developing under saturated conditions (Encyclopædia Britannica inc.,
2011d). These contain a high percentage of silt and are poorly draining (FAO/IIASA/ISRIC/ISS-
CAS/JRC, 2009). Acrisols develop further inland on the hilly terra firme; they are well leached
nutrient-poor sandy soils that are typical of the humid tropics (Encyclopædia Britannica inc.,
2011e). A soil map of the basin is presented in fig. 3.2.
3.3. Land use/land cover
The Maran˜o´n basin consists of a large area of natural vegetation. 77% of the basin is occupied
by rainforests, 19% by grassland and shrubland, 3% arable land, and 1% permanent wetland.
Population concentrates in the Andean region where land cultivation and farming are the main
source of income.
The tropical wet climate supports expansive lowland, montane, and floodable forests and
highland ecosystems (fig. 3.3 and fig. 3.4). The peneplain evergreen forests form on raised land,
terra firme, and consist of a high diversity of tall trees (35 m canopy, 40 m emergents, 1 m diam-
eter trunks), palms such as the species Iriartea deltoidea and some undergrowth (epiphyte and
lianas) (Josse et al., 2007b). Sparse deciduous forests are found in the northeastern peneplain.
In slightly higher regions in the Andes (between 300m and 1300m) the sub-Andean evergreen
forest dominate (Josse et al., 2007b). The ecology of this forest is understudied, although known
important species are flowering plants Rubiaceae and Lauraceae and palm trees (Josse et al.,
2007b).
Flooded forests make up more than 10% of the basin. Due to high slopes in the Andes, surface
flows have high kinetic energy and are highly erosive. This results in the formation of white-
waters, which are sediment-laden riverine waters that are carried down and floods the lower
52
Figure 3.2.: The dominant soils types in the Maran˜o´n basin. The Maran˜o´n basin and country
boundaries are outlined in thin and thick black respectively.
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Amazon basin. In Peru, 60,000 km2 of the lowlands receive alluvial deposits from the Andes
during the yearly inundation (Salo and Ra¨sa¨nen, 1989). White-water floodplain inundation
(restingas) along Maran˜o´n river occurs once a year concurrent with the wetter months of the
Andean regions (Kvist et al., 2001). The largest area of flooding occurs over the south bank
near the confluence with Huallaga and Ucayali rivers (Ra¨sa¨nen et al., 1992). Black water
floodplains (tahuampas) occurs in vast areas in the northeastern subbasins (e.g. along Tigre
river, a tributary) (Josse et al., 2007b). These receive black water flows from areas of low
nutrient podzol soils, which are typical of the humid tropics due to heavy leaching by rain.
Evidently, the most expansive floodplain ecological system in the basin is the alluvial plains
swamp forest which forms where white water, black water, and rainwater mix. This hosts the
almost exclusive aguaje palm (Josse et al., 2007b; Kvist et al., 2001). The palm tree, between
25–30 m in height, is an important plant for the indigenous people; its fruit is eaten, and turned
into a drink and sweet, its trunk is used for construction and when decomposed, is a food source
for the suri larvae. The locals, Cocama-Cocamilla and Shipigo-Conibo and non-native riberen˜os
(river dwellers) select to settle in the floodplains for a combination of reasons: relatively nutrient
rich soil, stable and known periods of inundation, and accessibility via the river (Kvist et al.,
2001). Most of the Peruvian flood forests have been subject to extraction for subsistence as
well as commerce, including large-scale timber logging. Consequently, populations of certain
animals and plants have dwindled (Kvist et al., 2001).
In the Andean highland, evergreen conifers, and coriaceous and sclerophyllous vegetation
thrives (Josse et al., 2007b) in response to lower temperatures and higher amounts of solar
radiation received in the high altitudes and lower rainfall. In the Ecuadorian Andes where
precipitation is higher, highland wetland systems predominate and are known to have major
controls on the river hydrology by local retention of runoff (pa´ramos, Buytaert et al., 2011). In
the southwest, shielding by the eastern Andean range generates a drier climate and grassland
(Puna) above the tree line.
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4. Research methodology
This chapter discusses the research data and methods in the following order:
1. Assessing streamflow and precipitation data uncertainty
2. Satellite-gauge data merging
3. Parameterisation of JULES
4. Evaluating parameter and structural sensitivity JULES
5. Analysing climate change projection from CMIP5
4.1. Assessing streamflow and precipitation data uncertainty
4.1.1. Data
Daily records of streamflow were obtained through HYBAM (geodynamical, HYdrological and
Biogeochemical control of erosion alteration and material transport in the AMazon Basin) from
the Servicio Nacional de Meteorolog´ıa e Hidrolog´ıa, Peru (SENAMHI) and the Nacional de
Meteorolog´ıa e Hidrolog´ıa, Ecuador (INAMHI) monitoring networks (for station locations refer
to Fig. 3.1). A summary of the stations are provided in table 4.1. HYBAM is responsible for
the collection, maintenance and dissemination of the data, some of which are publicly available
online.
Three sources of precipitation data were used in this study:
1. rain gauges, from SENAMHI and INAMHI
2. NCEP reanalysis data from Princeton Hydrology (Sheffield et al., 2006)
3. satellite-based estimates, from TMPA version 6 (Huffman et al., 2007) and version 7
(Huffman and Bolvin, 2013a)
Historical rain records (years 1998–2009) were obtained from the national weather station
network of Peru (from SENAMHI) and Ecuador (from INAMHI). A sample double mass plot
is presented to show reasonable data quality (fig. 4.1). There is indeed indication of instru-
mentation errors, but without further investigation, the cause could not be determined. As a
coarse quality assurance measure, gauges with more than 10% missing data in the time series
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Figure 4.1.: Double mass plot of 4 neighbouring rain gauge stations
were excluded, leaving daily time series from 184 gauges in Peru and monthly time series from
79 gauges in Ecuador. The station list is provided in the appendix (table B.1).
NCEP data for the time domain 1998 – 2008 were obtained from the Princeton Hydrology
archive at the daily and 3-hourly timestep. These data are post-processed products from the
NCEP R1 climate reanalysis at 1◦x 1◦resolution.
TMPA version 6 and 7 for the time domain 1998 – 2010 were obtained from the NASA
archive (ftp://disc2.nascom.nasa.gov/ftp/data/s4pa//TRMM L3/). The dataset is available at
3-hourly timestep and 0.25◦x 0.25◦resolution.
The precipitation time series were aggregated to daily, monthly, seasonal, and annual values.
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4.1.2. Water balance analysis
A first level hydrological assessment of the data quality was conducted using the catchment
water balance:
∆ Storage = P − ET −R (4.1)
where R is runoff. Assuming over a long period of time, ∆ Storage = 0, this yields:
P = E +R (4.2)
The runoff ratio, RR is defined as
RR = R
P
(4.3)
4.1.3. Comparative performance analysis between reanalysis and satellite
products against ground-based observations
The TMPA version 6–NCEP intercomparison was performed in terms of (1) the monthly cor-
relation and (2) the mean monthly relative bias (eq.4.4) against rain gauge observations. The
TMPA version 6 were first bias-corrected with seasonal climatology from Nesbitt and Anders
(2009). The monthly climatology of all three datasets were also compared.
Similarly, the TMPA versions intercomparison was performed in terms of: (1) the mean annual
rainfall (mm y−1), (2) the mean annual relative bias (eq.4.4), and (3) the mean seasonal bias
(in mm d−1, eq.4.5) at each rain gauge location. Furthermore, for each climate region, the time
series of all paired observations are averaged and the monthly bias inspected.
REL.BIAS =
∑T
t=1 PTMPA,t − PGAUGE,t∑T
t=1 PGAUGE,t
× 100% (4.4)
BIAS =
T∑
t=1
PTMPA,t − PGAUGE,t (4.5)
Additionally, TMPA’s skill at estimating various precipitation event types was analysed by
comparing their distributions of daily rainfall rates to those recorded by the rain gauges. The
following precipitation classification criteria was adopted (unit in mm d−1): zero rain 0–0.2;
light rain 0.2–1.0; moderate rain 1.0–5.0, heavy rain 5.0–15, very heavy rain 15–50, extremely
heavy rain above 50, and the probability of occurence of each precipitation type was computed
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from the entire time series for each satelite-gauge pair. For each region and precipitation class,
the statistics were summarized in a boxplot to represent all data pairs, and the probability
distributions were compared between the rain gauge, TMPA version 6 and TMPA version 7
datasets.
4.2. Satellite-gauge data merging
Several data merging methods were explored to increase the data performance. This work was
completed in collaboration with a Master’s student dissertation (Nerini, 2013). The methods
explored are:
1. Ordinary Kriging
2. Kriging with external drift
3. Bayesian combination (Kalman filter)
4. Mean bias correction
5. Double kernel residual smoothing
The Ordinary Kriging is not in itself a merging method, but an interpolation technique
required to be able to integrate what is not given on a grid (the rain gauge data) with the satellite
estimates that are gridded. The merging is subsequently performed at the daily timestep. In
addition to the uncorrected TMPA field, the OK field is also used as a baseline against which
the merging products are evaluated.
4.2.1. Ordinary Kriging (OK)
Kriging is a general form of inverse distance weighting interpolation. It is a type of regression,
where an unknown is estimated based on the combined values of known points. In the case of
the inverse distance weighting, the combination is performed as function of the inverse distance.
In the case of Kriging, the combination function is determined from the spatial covariance
relationship derived from known points.
The method assumes:
1. first order stationarity, i.e. the mean is invariant in space
2. second order stationarity, i.e. the covariance is invariant is space
In Ordinary Kriging, the unknown precipitation value, Z∗, at location x0 is estimated as a
linear combination of the precipitation values Z at known points xi, weighted by λi (eq. (4.6)).
Z∗x0 = Σ
N
i=1λiZxi (4.6)
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λi’s are determined by maximizing the covariance between Z∗x0 and Zxi . In practice, this is
performed by minimizing the semivariogram, γ(x0, xi), which is related to the covariance by:
Cov(xi, xj) = ω − γ(xi, xj) (4.7)
ω is the sill parameter of the covariance function that describes the covariance value as the
distance between points i and j tends to zero.
When second order stationarity is assumed, the semivariogram γ can also be described only
as a function of distance h, given by:
γ(h) = V ar[ZH+h − ZH ]2 (4.8)
where H denotes the the distance from a reference point. Derivation of this function from a set
of data begins with the experimental semivariogram, which is constructed by applying eq. (4.8)
to the pairs xi and xj of all known points
γ(xi, xj) =
V ar[Zxi − Zxj ]
2 (4.9)
and plotting the semivariogram values against the distances between points i and j. “xi,xj” de-
scribes the inter-pairing of points from the same sample. Next, a theoretical or model variogram
is fitted to the experimental variogram. The model can then be used to obtain the semivari-
ogram values between the unknown and known points γ(x0, xi) as the distances between them
are known. De Marsily (1986) presents several models used to describe the experimental var-
iogram, which include gamma, exponential, spherical, and power functions. In this study, the
exponential model (eq. (4.10)) provided the best fit, although the gaussian model (eq. (4.11))
was also used as part of the Bayesian Combination method. These models are parameterized
as follows:
γ(h) = p+ ω[1− exp(h
a
)] (4.10)
γ(h) = p+ ω[1− exp(h
a
2
)] (4.11)
where a denotes the range, i.e. the threshold distance lag beyond which the semivariogram
approaches an asymptotic value, i.e. the sill (the same ω as in eq. (4.7)). p, or the nugget,
represents the unexplained variance at an infinitesimal distance caused by measurement and
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epistemic errors. In this work, the semivariogram modelling is repeated at each timestep.
Alternative solutions such as a spatio-temporal variogram model or a normalized (by the mean
or maximum) variogram model could be explored as part of future work. Another variation
of variogram model fitting that was not attempted is data exclusion beyond a certain lag – as
large distances between known points tend to be underrepresented, the experimental variogram
can diverge after a certain distance lag and can be excluded to ensure optimal fitting at shorter
lags.
Additionally, the sum of the weights has to equal unity to guarantee an unbiased estimator
(eq. (4.12)).
ΣNi=1λi = 1 (4.12)
This is introduced into the error variance minimization equation (eq. (4.13)) using a Lagrange
multiplier, µa, yielding:
ΣNj=1λi · γ(xi, xj) + µa = γ(x0, xi) (4.13)
The equation is written in matrix-form for each targeted interpolation point, where γi,j is the
semivariogram matrix between the known point observations while γi,0 is the semivariogram
matrix between the known observations and the target interpolation points.
[
γi,j 1
1 0
]
×
[
λi,0
µ
]
=
[
γi,0
1
]
(4.14)
The system of linear equations is finally solved for the weights using matrix algebra. The way
the equation is set up is such that the solution may include negative weights, which can distort
the final estimated values. Hence, an a posteriori correction to the weights was performed
according to the method described by Deutsch (1996). In the correction, all negative weights
were reset to zero. Additionally, any positive weights (1) smaller than the average of the
absolute values of the negative weights, (2) with a covariance smaller than the average value
of the covariances associated with the negative weights were also reset to zero. The remaining
nonnegative weights were renormalized so that their sum equals one.
4.2.2. Kriging with External Drift (KED)
Kriging with External Drift is an extension of the Ordinary Kriging to include information from
a second observation variable, often elevation but in this merging, the satellite estimates. The
additional condition to satisfy is that the value of second predictor at the point of estimation
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is a weighted average of its values at known gauge points.
ΣNi=1λi · ZS(xi) = ZS(x0) (4.15)
In other words, the satellite values are used as predictors that normalise the predictand. This
is introduced into the error minimization equation using a second Lagrange multiplier µb:
ΣNj=1λi · γ(xi, xj) + µa + µb · ZS(xi) = γ(xi, xj) (4.16)
In matrix format, this equation becomes:

γi,j 1 ZS,i
1 0 0
ZS,i 0 0
×

λi,0
µa
µb
 =

γi,0
1
ZS,0
 (4.17)
where ZS,i denotes a vector of ZS(xi), i.e. the grid satellite estimates at known (gauge) points
and ZS,0 is the value of satellite estimate at the unknown estimation point.
4.2.3. Bayesian Combination (BC)
The underlying theory of the method is described in Todini (2001); Todini and Manzzetti (2009),
and summarized here:
The error field between the two measurements of rainfall, from satellite ZS and from rain
gauge (Kriged) ZG that are assumed independent is
 = ZS − ZG (4.18)
This can be rewritten as
 = (ZS − ZTRUE)− (ZG − ZTRUE) (4.19)
The mean of the error field, E[], is given by:
E[] = E[(ZS − ZTRUE)− (ZG − ZTRUE)]
= E[ZS ]− E[ZG ]
= E[ZS ]− 0
= µZS
(4.20)
where E(ZG) = 0 because the ZG field is an unbiased estimator of ZTRUE . From this and
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eq. (4.18), one can calculate using available data the µZS as:
µZS = µ
= µZS − µZG
(4.21)
Additionally, the variance of the error field is given by:
V ar() = E[(− µ)(− µ)]
= E[(ZS − ZTRUE − µZS )(ZS − ZTRUE)− µZS )T ]
+ E[(ZG − ZTRUE)− µZG )(ZG − ZTRUE)− µZG )T ]
= V ar(ZS ) + V ar(ZG)
(4.22)
V ar(ZG) can be obtained from the Kriging variance, but V ar(ZS ) is unknown. Instead,
V ar() can be approximated from eq. (4.18) as described in the following. The  field is used
to generate an experimental semivariogram, which is then fitted with a theoretical exponential
function. A semivariogram matrix is then constructed for the error field, and the covariance ma-
trix (V ar()) computed from the relationship between covariance and semivariogram in eq. (4.7).
V ar(ZS ) can be back-computed from eq. (4.22) but in practice, the model assumes it to be
equal to V ar(Z) . With the various terms now known, the problem of estimating true precip-
itation is formulated as a Kalman filter problem. While in typical Kalman filter applications
such as forecasting, the previous state is used as the a priori estimate, the Bayesian combina-
tion implementation for satellite-gauge data merging method ignores any temporal relationship
and uses instead the satellite estimates as the a priori, and the rain gauge Kriging field as the
measurement.
The Kalman filter equation, derived using Bayesian conditional probability, take the form of:
z = Hy + ν (4.23)
where z: observation, H: observation model, and ν: observation noise. Following this structure,
the Bayesian combination method, takes the equation:
ZG + ZTRUE = ZG + ZTRUE (4.24)
and rewrites it in the Kalman filter (eq. (4.23)) form:
ZG = ZTRUE + (ZG − ZTRUE) (4.25)
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where
z = ZG
ν = ZG − ZTRUE
H = Identity
(4.26)
It then uses the satellite observations to construct the a priori estimate, Z ′:
Z ′ = ZS − µS (4.27)
and the gauge measurements to construct the innovation, ν:
ν = ZG − Z ′
= ZG − (ZS − µS )
(4.28)
The Kalman gain, K, which describes the trust in the measurement relative to the trust in
the a priori estimate, and serves as the weighting factor for the innovation, is given by:
K = P ′[P ′ + V ar(ν)]−1
= V ar(ZS )[V ar(ZS ) + V ar(ZG)]
−1
= V ar(ZS )V ar()
−1
(4.29)
where P ′ denotes the a priori error covariance matrix. Finally the a posteriori estimate of
ZTRUE is:
Z ′′ = Z ′ +Kν
= (ZS − µS ) + (V ar(ZS )V ar()−1)(ZG − (ZS − µS ))
(4.30)
Equation (4.27) to eq. (4.30) are applied to each computing pixel and repeated in each
timestep. The posterior error variance matrix at each time step can also be calculated using
the equation:
P ′′ = P ′ −KHP ′
= V ar(ZS )− V ar(ZS )V ar()−1V ar(ZS )
(4.31)
The Bayesian combination method was implemented using a commercial software called Rain-
music developed by Cinzia Mazzetti and Ezio Todini at the University of Bologna. The software
uses Block Kriging, which is a variation of the Ordinary Kriging where the semivariograms
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(modelled as gaussian functions) are the areal average of the semivariograms of all the gauge
points contained in a computing pixel (Todini, 2001). As the software is not open source, a
Bayesian combination algorithm was also implemented using Matlab in attempt to replicate
the calculations performed by the software. However, the existing Ordinary Kriging field from
section 4.2.1 was used instead of performing another interpolation using Block Kriging. The
two approaches are differentiated in the results and discussion by subscripting the Bayesian
Combination as BCR (R for Rainmusic), whereas the replicate model is annotated simply as
BC.
4.2.4. Mean-field bias correction (MBC)
The mean bias correction involves correcting the mean value of rainfall to the true mean value.
The method assumes that gauge observations are unbiased, and their mean equals the true
rainfall mean. Essentially, satellite data are adjusted so that their spatial mean equals the rain
gauges’ spatial mean. The method was implemented by calculating the bias correction factors,
BF , on a daily timestep, and applying correction factors uniformly to the daily satellite values.
BF = Σ
N
i=1ZG,i
ΣNi=1ZS,i
(4.32)
where ZG,i and ZS,i denote the original point (not Kriged) values of rain gauge and the corre-
sponding pixel value at location i of satellite precipitation values respectively.
4.2.5. Double smoothing residual blending (DS)
The core element of this method by Li and Shao (2010) is the modelling or smoothing of the
residual field, i.e.  using the kernel density function. The kernel smoothing is performed twice
to increase efficiency over sparse design, hence the term double smoothing. The practical theory
is described in detail in Li and Shao (2010) and in essence here:
In the first instance, a background field is designated as the satellite estimates and smoothed
using a spatial moving window to reduce singularities and sharp discontinuities at the satellite
pixel boundaries. Then, a residual field is calculated at each timestep:
i = ZS,smoothed,i − ZG,i (4.33)
where i define all the points at which a residual value is known. The first level interpolation
to generate the single smoothed residual, SS,j , or the pseudo-observations, is performed on the
same grid as the satellite data. At each pseudo-observation grid j:
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SS,j =
ΣNi=1K(||xi − xj ||/b)i
Σni=1K(||xi − xj ||/b)
(4.34)
where K is the Kernel function defined as a gaussian function:
K(||xi − xj ||/b) = 1√2piexp(
−h(xi, xj)2
2b2 ) (4.35)
h(xi, xj) denotes the distance between the residual and the interpolation/satellite grid points.
b is the Kernel bandwidth, determined using the Silverman’s (1998) rule-of-thumb:
b = (4σ
5
3n )
1
5
(4.36)
n: no of samples σ: standard deviation of samples
The second level interpolation is performed on a combination of both the residual field (points
i) and the pseudo-observations (grids j), so for each final interpolation grid k:
DS,k =
ΣNi=1K(||xi − xk||/b1)i + ΣMj=1K(||xj − xk||/b2)SS,j
ΣNi=1K(||xi − xk||/b1) + ΣMj=1K(||xj − xk||/b2)
(4.37)
The final estimate is obtained by adding the doubly smoothed residual field back to the
smoothed background field.
Z ′′k = ZS,smoothed,k − DS,k (4.38)
4.2.6. Cross validation
Experiments were repeated in a cross-validation scheme that sequentially takes 10% of the
gauges at a time to serve as the validation points. The goodness-of-fit between the merged
products and the corresponding pixel-average rain gauge values were evaluated in terms of the
MAE, ME, RMSE, and NSE, at the monthly timestep. The cross-validation was performed for
141 days of rain, where more than 75% of the rain gauges recorded a rain event.
MAE = 1
N
ΣNj=1|Zsim(xj)− ZG,avg(xj)| (4.39)
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RMSE =
√
1
N
ΣNj=1(Zsim(xj)− ZG,avg(xj))2 (4.40)
ME = 1
N
ΣNj=1Zsim(xj)− ZG,avg(xj) (4.41)
NSE = ΣNt
[Zsim(xj)− Zsim(xj)]2
ZG,avg(xj)− ZG,avg(xj)2
(4.42)
4.3. Hydrological modelling with the Joint-UK Land
Environment Simulator
4.3.1. Model overview
The Joint-UK Land Environment Simulator has been described thoroughout Chapter 2 and
by Best et al. (2011); Clark et al. (2011) but iterated here for completeness. Land surfaces
are modelled as tiles consisting of 5 vegetated and 4 non-vegetated surfaces (fig. 1.1) with
distinct parameters for radiation balance, resistance to heat and momentum transfer, canopy
interception, plant photosynthesis, respiration and growth, etc. Land-atmospheric heat and
moisture exchanges for each grid are aggregated by area-weighted averaging of the tile fluxes,
and these are exchanged with a shared soil column.
The LSM requires time series of meteorological data i.e. incoming short wave and long wave
radiation, temperature, specific humidity, wind speed, and surface pressure. These are used
in a full energy balance equation that includes components of radiation, sensible heat, latent
heat, canopy heat, and ground surface heat. The potential evaporation estimation is based on
the Penman–Monteith (Penman, 1948) approach. Canopy evaporation is assumed to occur at
the potential rate, while plant transpiration and bare soil evaporation are restricted by canopy
resistance and the soil moisture state respectively.
In JULES, the local throughfall rate is proportional to the local precipitation rate by the
fraction of occupied canopy storage, C/Cmax, where Cmax is a vegetation parameter and is
a linear function of the leaf-area-index (LAI). On the ground surface, throughfall is partitioned
into surface runoff and infiltration into the soil moisture pool based on the Hortonian infiltration
excess mechanism, enhanced by a vegetation-specific factor to account for macroporosity in the
soil.
In the subsurface, an instantaneous redistribution of moisture is assumed and water is ex-
changed between the soil layers using a finite difference approximation of the Darcy–Richards
diffusion equation, with infiltration and gravity drainage as the upper and lower boundaries re-
69
WW =
EE
=
Figure 4.2.: A schematic of JULES-BASE hydrology
spectively, and root uptake as a sink. The soil water retention characteristics assumes the model
of Brooks and Corey (1964) (an alternative van Genuchten (1980) model is also available). In
an alternate soil hydrology model of JULES (Clark and Gedney, 2008), a grid-based implemen-
tation of TOPMODEL calculates the local saturation excess runoff based on a time-moving
surface partial contributing area. In this configuration, the model applies an exponential decay
to the soil hydraulic conductivity with depth, assumes a null flux lower boundary, and applies
an anisotropic factor to generate lateral flows for the subsurface. The difference between these
models can be observed in fig. 4.2 and fig. 4.3.
4.3.2. Model setup
The model was set up as grids of 0.125◦longitude x 0.125◦latitude (approximately 14 km x
14 km). Each grid requires the full set of model parameters and time-series of meteorological
data. The internal states are unknown at the start of the simulation (cold start) and initialised
through a spin up period. This is achieved at the start of the simulation by running the model
through spin up cycles using the same first full year of data. At the end of each cycle, the
model state i.e. the soil moisture is compared to its value at the beginning of the cycle to test
for model equilibrium. A maximum change of 1 kg m−2 in the simulated soil moisture and
1% change in soil temperature was required before the model can proceed to do a continuous
simulation.
4.3.3. The land surface description
The land cover was parameterized using the Digital Ecological Systems Map of the Amazon
Basin of Peru and Bolivia (Josse et al., 2007a). This is a 90 m resolution field-verified mapping
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=
JULES - TOPMODEL
=
W
Figure 4.3.: A schematic of JULES-TOPMODEL hydrology
based on Shuttle Radar Topography Mission (SRTM) digital terrain map (Jarvis et al., 2008),
WorldClim climate map (Hijmans et al., 2005), and processed images from Landsat7 Thematic
Mapper. In the ecological systems (ecosystems) map, land is classified into 97 ecosystems based
on four themes: altitude, geological form (mountain or plains), bioclimate, and vegetation.
43 out of the 97 ecosystems are present in the Maran˜o´n basin and were manually reclassified
into the 9 land surface tiles represented by JULES, based on the detailed descriptions of the
ecosystems provided in the documentation (Josse et al., 2007b).
In areas outside of the ecosystems map’s coverage, the 1 km IGBP-DIS Land Cover Classifi-
cation Map of Loveland et al. (2000) was used. This global map is created by based on unsu-
pervised clustering of MODIS-AVHRR (Moderate Resolution Imaging Spectrometer Advanced
Very High Resolution Radiometer) monthly maximum NDVI (normalized difference vegetation
indices) values and validated against Landsat and SPOT images. There are 17 classes including
inland water, urban, and natural mosaic/cropland, which make a smooth transition to JULES
standard land cover types. The land cover map from year 2001 was assumed representative for
the entire modelling period.
A possible third source that was not used is the University of Maryland (UMD) Global
Land Cover Classification (Hansen et al., 2000). This 1 km resolution global map is based on
supervised classification of MODIS-AVHRR NVDI using a training set that is interpreted with
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Table 4.2.: Soil hydraulic parameters in JULES
Symbol Description
b or 1/(n− 1) exponent in Brooks and Corey or Van Genuchten function
sathh or 1α air entry pressure
θsat soil moisture content at saturation
θcrit soil moisture content at field capacity
θwilt soil moisture content at wilting point
hcon saturated heat conductivity
hcap heat capacity
Ksat saturated hydraulic conductivity
alb soil albedo
a number of Landsat images. Outside of Africa, it has been found to have general agreement
with the IGBP-DIS dataset (Hansen and Reed, 2000). The map does not have the equivalent
of IGBP classes for inland water, natural mosaic/cropland, and ice/snow.
The resulting land cover maps as seen by JULES is presented in fig. 4.4.
4.3.4. Plant functional types and non-vegetated tiles parameterisation
JULES’s default parameters for vegetation and non-vegetation tiles (see Tables 5 and 6 in Best
et al., 2011) were used uniformly across all model grids. The parameters for canopy height and
LAI were replaced with NDVI-based ancillary maps produced by the UK Meteorological Office’s
(2010) Central Ancillary Program (UM–CAP). For broadleaf trees, values of canopy heights
based on ecological systems were extracted from the ecosystems maps documentation (Josse
et al., 2007b), whereas a 25 m canopy is assumed in the areas outside the map coverage. The
resulting spatial distributions of canopy heights and LAI for each plant functional type as seen
by JULES are presented in fig. 4.5.
4.3.5. Soil parameterisation
The soil parameters required by JULES to describe hydraulic processes are listed in table 4.2.
The values for these parameters were retrieved from the UM-CAP at the model resolution.
Brooks and Corey hydraulic parameters are derived by UM-CAP using the pedotransfer func-
tions of Cosby et al. (1984), eq. (4.43), and soil textural information from global maps, in the
form of the fractions of silt, sand, and clay (Fsi, Fs, Fc):
72
Figure 4.4.: The spatial distribution of the plant functional types and non-vegetation types
defined for the modelling domain
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Table 4.3.: UM-CAP pedotransfer look-up table (from Keir Bovis, the UK Meteorological Office,
personal email communication on 11 May 2011)
Textural
class
Fraction
of Clay
Fraction
of Silt
Fraction
of Sand
Ksat θsat θwilt α n exp
Coarse 0.05 0.1 0.85 0.019454 0.3824 0 16.014 1.2755
Medium 0.23 0.5 0.27 0.002773 0.4581 0 2.5206 1.1508
Medium-
Fine
0.23 0.5 0.27 0.002773 0.4581 0 2.5206 1.1508
Fine 0.52 0.27 0.21 0.001520 0.4559 0 3.0860 1.0893
Very-
Fine
0.52 0.27 0.21 0.001520 0.4559 0 3.0860 1.0893
Organic 0.52 0.27 0.21 0.001520 0.4559 0 3.0860 1.0893
b = 3.10 + 15.70Fc − 0.3Fs
ψa = 0.01 exp 2.17− 0.63Fc − 1.58Fs
Ksat = exp−5.55− 0.64Fc + 1.26Fs
θsat = 0.505− 0.037Fc − 0.142Fs
θwilt = θsat( ψa152.9)
1
b
θcrit = θsat( ψa3.364)
1
b
(4.43)
The program also uses an alternative lookup table based on the pedotransfer functions of
Wo¨sten et al. (1999) to convert soil textural classes to Van Genuchten parameters (table 4.3).
Dharssi et al. (2009) show that with some simplifying assumptions, the Van Genuchten and
Brooks and Corey parameters are interchangeable, i.e. the values derived using a lookup table
assuming Van Genuchten hydraulics can be used to define parameters for Brooks and Corey
hydraulics, and vice versa. Meanwhile, soil surface albedo is obtained from MODIS, and soil
thermal properties are derived using the following equations described in the UM-CAP technical
documentation (Jones, 2008):
hcap = (1− θsat)(Fccc + Fscs + Fsicsi)
cs = 2.133× 106 Jm−3K−1
cc = 2.373× 106 Jm−3K−1
csi = 2.133× 106 Jm−3K−1
(4.44)
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hcon = λθsatair λ
(1−θsat)Fc
c λ
(1−θsat)Fs
s λ
(1−θsat)Fsi
si
λair = 0.025 Wm−1K−1
λclay = 1.16025 Wm−1K−1
λsand = 1.57025 Wm−1K−1
λsilt = 1.57025 Wm−1K−1
(4.45)
The UM-CAP sources three different soil maps for textural information:
1. Wilson and Henderson-Sellers (1985), WHS, 1◦x 1◦
2. International Geosphere-Biosphere Programme (IGBP) Data and Information System
(DIS) Global soil data products. 10 km (Global Soil Data Task Group, 2000).
3. Harmonized World Soil Database, HWSD, 1 km (FAO/IIASA/ISRIC/ISS-CAS/JRC,
2009)
The WHS soil map is considered obsolete (Richard Ellis, Centre of Ecology and Hydrology,
personal communication on 3 February 2011), while the soil map from the HWSD is used
operationally in the Unified Model (Imtiaz Dharssi, the UK Meteorological Office, personal
email communication on 8 Feb 2011, Dr. Pier Luigi Vidale, University of Reading, personal
email communication on 5 Feb 2011). The HWSD is a merge of multiple maps from Food and
Agriculture Organization (FAO), ISRIC-World Soil Information Soil and Terrain (SOTER),
and China soil maps. Its map for South America is sourced from SOTER, which is considered
highly reliable in South America (FAO/IIASA/ISRIC/ISS-CAS/JRC, 2009).
An alternative set of soil hydraulic parameters (which was made the default based on early
results from the sensitivity analysis) is described in section 4.4.1.
4.3.6. Forcing data and disaggregation to model resolution
The global land surface model driving data developed by Sheffield et al. (2006) were used and
included meteorological variables such as long and short-wave radiation, temperature, pressure,
specific humidity, wind, and precipitation. The dataset is the first generation NCEP climate
reanalysis product downscaled to at 1.0◦ latitude-longitude (111 km) grids and merged with
various ground and satellite based data (the data will be henceforth referred to as NCEP).
To apply the dataset at the model scale of 0.125◦, the nearest neighbour interpolation method
was used to disaggregate precipitation, radiation, and wind. For temperature, pressure, and
specific humidity, the source data (indicated by the zero subscript in the proceeding formulae)
are first brought down to the sea level using the environmental lapse rate and gas constant for
air, i.e. Γ= 0.65K/100m, Ra = 287 Jkg−1 K−1, before they are interpolated to the target model
resolution using the inverse distance weighting. The result of the interpolation products are
height-adjusted back from the sea level again using the lapse rate.
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TZ = T0 − Γz (4.46)
pz = p0(
T0 − Γz
T0
)
( gΓRa ) (4.47)
For specific humidity, the downscaling method involves converting specific humidity to relative
humidity, h, using the formulation proposed by Goff and Gratch (1946); Goff (1957), then in-
terpolating the h before recalculating specific humidity based on the disaggregated temperature
and pressure fields.
h0 =
q
qsat(T0)
(4.48)
qz = h0qsat(Tz, Pz) (4.49)
The second precipitation time series, TMPA V6c, were produced from TMPA version 6, first
regridded using neareast neighbour interpolation, then bias-corrected with the TRMM 2A25-
based seasonal climatology (0.1◦resolution) of Nesbitt and Anders (2009). The simulation of
JULES was performed over the entire basin for a period of 11 years between 1998 and 2008 to
coincide with the periods of available data from NCEP and the TMPA V6c precipitation.
4.3.7. Catchment delineation
The watershed boundary for the study basin is delineated using the HydroSHEDS 90 m resolu-
tion hydrographic dataset (Lehner et al., 2008) and GRASS hydrological analysis tools.
4.3.8. Runoff routing
The runoff generated by JULES consists of local surface and subsurface runoff that need to be
routed for a meaningful assessment against streamflow measurement data. Two routing models
were explored:
1. Delay function assuming constant celerity, fig. 4.6
2. Gridded linear stores fig. 4.7
In model 1, the delay for each pixel is calculated as the distance between the pixel and
the outlet divided by the flood wave velocity (C). The flood wave velocity for the surface and
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Figure 4.6.: A schematic of the delay function routing scheme
OUTLET
Surface runoff 
α x Subsurface runoff 
Q1Q2
Overland: no routing
In-stream: S= kQn
Q3
(1- α) x Subsurface runoff Parameters
Surface k
Subsurface - quick k
Subsurface – slow k
α
Routing 2: Instream linear stores   1   2
  3
   1   2
  3
   1   2
  3
Figure 4.7.: A schematic of the gridded linear stores routing scheme
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subsurface runoff are the two parameters of the model that are optimized through a Monte-Carlo
simulation.
The lag time t to the outlet from pixel i will vary by its distance d to the outlet along the
stream network, which is generated using the flow direction vectors from the digital terrain
map.
ti1 =
di
C1
ti2 =
di
C2
(4.50)
where the subscripts 1 and 2 represent surface and subsurface components respectively. Finally,
the simulated flow at the outlet (Qsim) is the sum of all contributing local hydrographs in the
basin, lagged in time.
Qsim,t =
n∑
i=1
(Qi1(t−ti1 )
+Qi2(t−ti2 )
)
ti1 ≤ t
ti2 ≤ t
(4.51)
In model 2, each JULES grid is assumed to be a conceptual linear store, with the storage S,
and an outflow of Q.
St = kQt (4.52)
The model is implemented similarly to the conceptual linear model routing in the RRMT
(Rainfall-Runoff modelling and Monte-Carlo) analysis toolboxes for Matlab, with an idealised
solution for the linear store outflow as provided by Oude Essink (1996).
k is a routing parameter with the dimension of [T/L]. Subgrid variability of the parameter is
additionally related to the slope s of the grid j following the relationship to the basin averaged
slope s and basin averaged k, k proposed by (Maidment et al., 1996). The parameters derived
for Maranon basin are as presented in fig. 6.13.
kj = k
√
s
sj
(4.53)
The equations are solved from the most upstream reach to the most downstream reach,
accumulating flow along the stream network. This required grid to grid mapping of the stream
network following the path of steepest descent.
4.3.8.1. Performance evaluation
Key indicators assessed during the model evaluation are (1) adequate representation of the river
flow dynamics and regimes (2) adequate representation basin internal fluxes. This is summarized
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Figure 4.9.: An overview of the model setup and assessment
in fig. 4.9.
Streamflow simulations were assessed with the Nash Sutcliffe model efficiency (NSE), the root
mean square error (RMSE), the relative bias, the Pearson correlation, and the slope of the flow
duration curve.
Missing days from the time series were excluded from the analysis, and the 95th percentile
lower and upper uncertainty bounds (L.U.B. and U.U.B.) were calculated adapting the method
in Daren-Harmel and Smith (2007).
The probable error ranges (PER) were estimated using the standard deviation of the errors
between the gauged and field-measured discharges during the calibration campaigns.
The performance score calculations were modified such that the calculation of the deviations,
et, follows approach 1 described by (Daren-Harmel and Smith, 2007) to account for streamflow
data uncertainty.
For example, without consideration of uncertainty, NSE is defined as
NSE = ΣNt et
2
(Qobs,t−Qobs,mean)2
et = Qsim,t −Qobs,t
(4.54)
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When the uncertainty is considered
et = Qsim,t − (Qobs,t + PER) when Qsim,t > (Qobs,t + PER)
et = (Qobs,t − PER)−Qsim,t when Qsim,t < (Qobs,t − PER)
et = 0 when (Qobs,t + PER) ≥ Qsim,t ≥ (Qobs,t − PER)
(4.55)
Likewise the percent bias (RMSE and PBIAS) are calculated as:
RMSE =
√
1
N
ΣNj=1et2 (4.56)
PBIAS = 100 · et
ΣNt Qobs,t
(4.57)
Correlation uses the original variables Qobs,t and Qsim,t:
R = Σ
N
t (Qobs,t −Qobs)(Qsim,t −Qsim)√
ΣNt (Qobs,t −Qobs)2
√
ΣNt (Qsim,t −Qsim)2
(4.58)
The internal model fluxes (i.e. evapotranspiration, canopy throughfall, surface runoff, and
subsurface runoff) were evaluated by calculating the statistics of the spatial variability over each
major biomes – lowland forest and flood forest (below 1200 m a s l ), montane forest (between
1200 and 3500 m a s l ), and upland (above 3500 m a s l ) systems within the entire basin (fig.
4.10). In the absence of a dense network of local observations, the distribution of observations
from the literature (compiled and tabulated in table A.1 in the appendix) were taken as substi-
tute for observations from a “real” system. The assumption is that the best simulation for the
basin will produce similar natural variability, assessed in terms of the mean and spread of the
distributions.
4.4. Parameter and structural perturbation
A select combination of model parameter sets and structures were investigated that include (1)
the soil hydraulic parameters, (2) vegetation canopy interception parameter, (3) TOPMODEL
and PDM runoff generation mechanisms, and (4) subdaily weather generators.
4.4.1. Soil hydraulic parameters
A new set of parameters were developed using the pedotransfer functions of Tomasella and
Hodnett (1998) using the global soil textural fractions from the original HWSD data. The
simulation run with these parameters was compared to that run with paramaters based on
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Figure 4.10.: Classification of the study basin into biomes
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the pedotransfer functions of Cosby et al. (1984). The soil parameters were also calculated
separately for the topsoil (top 25 cm) and subsoil (bottom 265cm) to explore the effect of
vertical heterogeneity.
satth = 0.285 + 7.33× 10−4F 2si − 1.3× 10−4FsiFc
+3.6× 10−6F 2siFc
(4.59)
b = exp(1.197 + 4.17× 10−3Fsi − 4.5× 10−3Fc+
8.94× 10−4FsiFc − 1× 10−5F 2siFc)
(4.60)
θwilt = −2.094 + 0.047Fsi + 0.431Fc − 8.27× 10−3FsiFc (4.61)
θsat = 40.61 + 0.165Fsi + 0.162 ∗ Fc + 1.37× 10−3F 2si+
1.8× 10−5F 2siFc
(4.62)
θcrit = θsat ψa1.019
1
b (4.63)
4.4.2. Canopy interception parameter
Canopy interception is largely controlled by the maximum canopy capacity of the vegetation
canopy. JULES models the parameter as a function of the LAI:
Cmax = C0 +
dC
dLAI
LAI (4.64)
where C0 is a minimum storage and specific storage (with respect to LAI, dCdLAI ) are predefined
for the different plant functional types. Alternative specific storage parameter values were
considered that were determined by regression analysis of published experimental data (De Jong
and Jetten, 2007). The new values are as provided in table 4.4.
4.4.3. JULES-TOPMODEL and JULES-PDM
The grid-based implementation of TOPMODEL also enables calculation of the local saturation
excess runoff based on a time-moving surface partial contributing area. The TOPMODEL
formulation within JULES as described in Clark and Gedney (2008), summarized as follows:
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Table 4.4.: Canopy interception parameters - JULES default values and literature values
Parameter PFT BL trees NL trees C3 grass C4 grass SHRUB
C0 JULES 0.05 0.05 0.05 0.05 0.05
De Jong and Jetten
(2007)
0.28 0.23 0.31 0.31 0.31
dC
dLAI JULES 0.5 0.5 0.5 0.5 0.5
De Jong and Jetten
(2007)
0. 0. 0.58 0.58 0.58
Null flux boundary is assumed at a given maximum depth, zwmax
Wzwmax = 0 (4.65)
The water table depth, zw is estimated from the instantaneous total soil moisture deficit, Dθ:
Dθ = Σn+1i=1 (θsat,i − θi)dzi (4.66)
A vertical equilibrium is assumed, yielding
ψ(z)− z = ψsat − zw (4.67)
Substituting ψ(z) as a function of the volumetric soil moisture, and rearranging the equation
gives
ψ(z)− z = ψsat θ(z)
−b
θsat
− zw (4.68)
θ(z) is substituted into:
Dθ =
∫ zw
0
(θsat − θ(z))dz (4.69)
zw is solved by iteration until both equations 4.66 and 4.69 are satisfied.
Based on the calculated water table zw, the model further calculates the lateral flow from
saturated portion of the soil column:
Wlateral,i =
αKsat,ie
−fzw
f
e−λ (4.70)
where, λ is the grid-averaged topographic index.
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The surface saturated area is also derived from:
z − zw = −λ+ λ (4.71)
where at saturation, z = 0, and hence:
λsat = zw + λ (4.72)
and the saturated area in the grid where saturation excess runoff is produced is calculated as
the area of the probability curve of λ where λ > λsat
Saturated excess runoff is also produced in JULES coupled to the probability distributed
model (PDM, Moore, 2007), as implemented in Clark and Gedney (2008):
Ypdm =
1
ρwdzpdm
(TF −W0) ∗ dt (4.73)
Cmax = θsat,1(b+ 1) (4.74)
C∗ = Cmax(1− (1− θpdm)
1
b+1 ) (4.75)
Ysat = Ypdm − θsat,1(1− ( (C∗+Ypdm)Cmax
b+1
)− θpdm) when (C ∗+Ypdm) < Cmax
Ysat = Ypdm − θsat,1(1− θpdm) when (C ∗+Ypdm) ≥ Cmax
(4.76)
A gridded map of mean and standard deviation of the topographic indices for TOPMODEL
was generated from the DTM as input to the JULES-TOPMODEL configuration (fig. 4.11(A,B)).
Additionally, Ksat decay parameter f were calculated as a function of slope based on the method
of Fan and Miguez-Macho (2011), fig. 4.11(C), where:
f = (1 + 150s)/100
f = 0.4 when f > 0.4
(4.77)
where s is the grid-average slope.
The b exponent parameter required to describe JULES-PDM is a calibration parameter that
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was set at the default value of 1. Additionally, a spatially varying b field that depends on the
slope was also implemented following the model used in an MOSES-PDM application (Ashton,
2012). The model for b is described as:
b = min(bmax, bmin +
s
smax
1− s
smax
) when 0 ≤ s ≤ smax
b = bmax when s > smax
b = bmin when s < 0
(4.78)
where bmin, bmax, smax are calibrated.
4.4.4. Subdaily weather generator
For the study, the JULES model is run at an hourly timestep where the forcing data is held
constant throughout the day. This effectively dilutes any diurnal extremities in the meteorolog-
ical variables. The subdaily variations in temperature and radiation in the Maran˜o´n basin are
expected be large and have an effect on the energy and water balance. Similarly with temper-
ature, convective precipitation can last for a few hours instead of being kept at a constant rate
throughout the day.
The subdaily disagregation code provided by the CEH (Douglas Clark, the Centre for Ecology
and Hydrology, email communication to Neil McIntyre, Adrian Butler, Nataliya Bulygina, and
Christina Bakopoulou, Imperial College London, on 28 June 2012) is therefore integrated into
the standard model to test the model sensitivity to subdaily weather variations. The weather
generator assumes a sinusoidal function for the temperature variation whose amplitude is con-
stricted by a user input temperature range. The long wave radiation is recalculated from the
subdaily temperature Tsd,t (eq. (4.79)), while the subdaily short wave radiation is normalized
by the fraction of total daily radiation calculated based on the total daytime hours for any
particular point in space and time.
LWRsub,t = LWDdaily(
4Tsd,t
Tdaily
− 3) (4.79)
Precipitation, on the other hand, is given a random start time and goes on for a specified
number of hours depending on its type. Based on analysis of TMPA 3-hourly data, convective
precipitation was estimated to occur for a maximum of a single timestep (3 hours). Large scale
rainfall was arbitrarily set at 5 hours. The weather-generator simulation was also compared to
a full run using 3-hrly forcing data.
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4.5. Analysis of the climate change signal
4.5.1. The Coupled Model Intercomparison Project, Phase 5
Global climate projections were obtained from the Phase 5 of the Coupled Model Intercompar-
ison Project (CMIP5) through the Earth System Grid Federation portals. Model output for
historical and RCP4.5 experiments were extracted from an ensemble of 16 global climate mod-
els, and the monthly climatological means (Zm) calculated for every 5-year time slice between
2001–2005 (historical period) and 2006–2035 (projection period) from the daily time series.
The relevant variables are precipitation (pr) and surface temperature (tas). For other variables
required to drive JULES such as surface pressure (psl), specific humidity (shum), wind speed
(sfcWind), short wave radiation (rsds), and long wave radiation (rlds), data from a single
model HadGEM2-ES were used due to data access limitations.
4.5.2. Future climate downscaling
A simple statistical downscaling was performed using the delta change method, with relative
change values calculated for fluxes and absolute change values calculated for state meteorological
variables (eq. (4.80)). The delta change factors from each model in the CMIP5 ensemble were
regridded at 0.125◦x 0.125◦JULES resolution using the nearest neighbour interpolation. Finally,
they were applied to the historical time series of the climate to generate the future time series.
A schematic of the method is presented in fig. 4.12.
CFm = Zm,RCP45Zm,Historical for precipitation, wind speed, radiation
CFm = Zm,RCP45 − Zm,Historical for temperature, pressure, and specific humidity
(4.80)
For the time slice 2006–2010, the projected anomalies can be assessed using historical anoma-
lies determined from observation data. For both the projected and the observed anomalies, the
5th, 50th and 95th percentile for the entire domain were computed to represent the average
and extremes. The correlation (R-squared) and mean error values between the projected and
observed fields were subsequently calculated to provide a measure of confidence in the CMIP5
projections. The uncertainty of the ensemble as well as individual models were explored.
4.5.3. Hydrological projections
Downscaled CMIP5 projections from 16 global climate model outputs were fed into JULES to
generate 16 realisations of projected runoff for 2006–2035s. The climate change sensitivity was
evaluated in terms of the changes to the extremes in the flow duration curves, with the outcomes
focussed on the ensemble mean and ranges (minimum and maximum).
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CMIP5-historical 
monthly climatological mean 
CMIP5-projection 
monthly climatological mean 
observed-historical  
(2001-2005) 
monthly climatological mean 
 
downscaled-projection 
monthly climatological mean 
For each 5-year time slice of the projection period, and each month of the year: 
Calculate change factor for the 
month and apply to:  
Figure 4.12.: Schematic of the delta-change method to generate future meteorological time se-
ries. The method is repeated for each global climate model output in the CMIP5
ensemble and for all the variables used for JULES forcing.
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5. Results from data uncertainty analysis
and precipitation modelling
Any hydrological modelling exercise can be victim to “garbage in garbage out”; hence an un-
derstanding of the quality of the data used is important from the outset. This chapter presents
some analysis of data quality and performance and reveals important uncertainties in the precip-
itation data. The discussion is followed by a comparative performance analysis of two versions
of satellite products that provide insights into their capabilities and limitation. The chapter
concludes with a data merging analysis performed between satellite estimates and rain gauges
time series to show that regional data assimilation even in data sparse regions can be valuable
for enhancing their hydrological modelling performance.
5.1. Water balance analysis
The first indications of data uncertainty were obtained from the water balance analysis. The
runoff ratios calculated for each catchment calculated using with precipitation from TMPA (ver-
sion 6, bias corrected with TRMM 2A25 climatology maps Nesbitt and Anders, 2009, henceforth
referred to TMPA V6c) and NCEP climate model reanalysis (downscaled by Sheffield et al.,
2006) is presented in table 5.1. The values found in the study basins exceed 0.80, with values
up to 1.76. As a basis for comparison, ratios typical for humid tropical environments are in the
range of 0.6–0.7 (Campling et al., 2002; Buytaert et al., 2006c; Rollenbeck and Anhuf, 2007).
This suggests severe errors in either the streamflow measurements or precipitation products, or
unaccounted sources of water. For the latter, cloud water input may be responsible, as this can
be significant in montane forests, ranging between 22–1990 mm yr−1 (see a comprehensive study
by Bruijnzeel et al., 2011). However, a seasonality analysis of the water balance (see table 5.2)
highlights that the largest overestimations of the runoff ratio occur during the austral winter.
This is incompatible with cloud water input, which would occur during periods of persistent
cloud cover (Zadroga, 1981) which in the case of the Maran˜o´n Basin is the austral summer. A
second possibility is volume of snow melt; however the snow areal cover in the Maran˜o´n basin is
less than 0.05%, from IGBP-DISCover data. This observation instead suggests either the poor
precipitation data performance during the dry season and/or poor streamflow data performance
at low levels of flows.
Previous studies that highlighted difficulties with water balance closure in similar magnitudes
have attributed these to errors in precipitation because of the scarcity of gauge data for the
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Table 5.1.: Streamflow stations and water balance summary. PER = probable error range; RR
= runoff ratio = QobsP ; precipitation. Time domain: 1998-2008.
Station PER (%) RRTMPAV 6c RRNCEP
San Regis 6.28 0.82 0.71
Borja 12.99 0.94 1.00
Santiago 7.05 1.36 1.14
Paute – 1.10 0.39
Chazuta 1.31 0.81 1.11
Nuevo Rocafuerte 30.31 1.20 0.80
San Sebastian 12.10 1.47 1.09
Nueva Loja 34.11 1.76 1.88
Table 5.2.: Monthly climatology of runoff ratios calculated at San Regis
Month Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
TMPA V6c 0.78 0.89 0.70 1.23 1.62 1.20 1.71 1.25 0.80 0.62 0.60 0.84
NCEP 0.98 0.65 0.65 1.18 1.95 1.64 2.75 1.78 0.72 1.01 0.79 0.58
upper basin (i.e. upstream of Brazil) (Guimberteau et al., 2012; Coe, 2002). Indeed, large
errors have been reported in the literature with the TMPA V6 and NCEP precipitation over
the Amazon Basin. Ward et al. (2011) observed in Paute Basin both datasets underestimating
precipitation during the dry season by 50 mm month−1 on average. In the Brazilian Amazonia,
Clarke et al. (2010) observed a negative bias in the maximum annual daily rainfall of up to
80 mm day−1 in the NCEP reanalysis data, and an extension of the dry season when compared
to gauged data. Both studies also found poor correlation to the gauged time series.
The most unrealistic runoff ratios were found at the Northern Andean Basins (Paute, Santi-
ago, Nueva Loja, and San Sebastian, table 5.1). Large, lowland basins such as Borja, Chazuta,
San Regis, and Nuevo Rocafuerte have lower and more reasonable runoff ratios. This is com-
patible with Ward et al. (2011), who found comparable, unrealistically high runoff ratio values
over the Paute basin in Ecuador and the Baker Basin in Chilean/Argentinean Andes, even with
interpolated rain gauge data. This may highlight that the uncertainty of precipitation by global
precipitation products in the study area is the most problematic when applied at small scale
and over the mountainous regions particularly in south-east Ecuador. This has been previously
demonstrated in studies of rain gauge data by Buytaert et al. (2006b) and radar data by Rollen-
beck and Bendix (2011). Both attribute the difficulties of capturing precipitation to the highly
variable topography. According to Buytaert et al. (2006b), because of relief-induced micro-
climates, the extent of precipitation events may be as small as 4 km. Rollenbeck and Bendix
(2011) revealed multiple interactive processes such as convective and orographic rainfall at local
and regional scales. These are unlikely to be fully resolved even using the highest resolution
that most regional climate models are currently capable of. The TMPA V6c data, on the basis
of the model performance, provided a reasonable starting point for estimates of precipitation
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and are superior to precipitation data from NCEP reanalysis data. The recent release of version
7 (Huffman and Bolvin, 2013a) of the product brought significant improvements to the dataset,
and a full analysis will be presented in Section 5.3.2.
Several noteworthy trends can also be observed in the interannual variation in the runoff
ratio (fig. 5.1). The ratios calculated with the TMPA V6c product are higher and increasing
between 1998 and 2004 but show a sharp decreasing trend after 2004. In contrast, the runoff
ratios with NCEP precipitation are generally lower prior to 2004 but deteriorate after 2004,
yielding values above 1. The significance of the year 2004 as a turning point for both datasets
is not clear – in the case of TMPA V6c data, it may be possible that this is linked to changes in
the estimation algorithm for one of the contributing satellites in mid-2003 (AMSU-B, Huffman
et al., 2007), but in the case of NCEP, the reanalysis model has been held static throughout
the time series. Nevertheless, there is the general tendency of a drier climate during the wet
season (based on the trend of maximum annual flows at Borja, not shown) and the fact that
calibration campaigns for the streamflow stations started in 2003–2004. Therefore, despite the
strong case for precipitation uncertainty, the possibility of a high streamflow data uncertainty
cannot be discounted.
5.2. Uncertainty in streamflow observations
To underestand the uncertainty brought about by the stream flow measurements, field campaign
records of the various stations were studied. These contain field measurements of river flow
using ADCP (Acoustic Doppler Current Profiler) conducted by HYBAM personnel (fig. 5.2).
The data suggests that the errors in precipitation may be more predominant. There is very
little dispersion between streamflow measured by the gauge and that measured using an ADCP
Acoustic Doppler Current Profiler equipment during the field campaigns, and the standard
deviation of error (normalized by the mean flow, and reported as the probable error range
(PER) values in table 5.1) calculated for the calibration curve at each streamflow gauging
station are low, except for the Andean basins in Ecuador.
Borja has the highest PER amongst the 4 stations examined in the Maran˜o´n basin. Here it is
possible that uncertainties in the discharge measurements are due to the local river morphology.
The station is located just downstream of a narrow and steep canyon where the river cuts
through the eastern Andean flank. The width of the river reduces by ten-fold on approach and
the flow becomes highly turbulent. Furthermore, the depth of the river rapidly increases, and
this introduces a high level of noise in the measurements, which is also reflected in a higher
error dispersion in the gauge rating particularly in the mid- to low-flow regimes. The actual
stage-rating curve at the station was backplotted from stage and discharge time series data at
Borja station in fig. 5.3 and compared with the field observed flows. There is clear indication
that the rating curve is overestimating low flows. In a hypothetical case where a second rating
curve is proposed as shown on the figure, the discharges corresponding to the same stage can
93
19
98
20
00
20
02
20
04
20
06
20
08
0.00.51.01.52.02.53.0
Ti
m
e
Runoffratio
S
.R
eg
is
B
or
ja
S
an
tia
go
C
ha
zu
ta
Lo
ja
R
oc
af
ue
rt
e
S
.S
eb
as
tia
n
P
au
te
TR
M
M
N
C
E
P
Fi
gu
re
5.
1.
:T
em
po
ra
la
nd
sp
at
ia
lt
re
nd
s
in
th
e
ru
no
ff
ra
tio
s
ca
lc
ul
at
ed
us
in
g
ob
se
rv
ed
st
re
am
flo
w
s
an
d
T
M
PA
V
6c
an
d
N
C
EP
pr
ec
ip
i-
ta
tio
n.
T
he
ex
pe
ct
ed
va
lu
e
fo
r
hu
m
id
tr
op
ic
al
re
gi
on
s
ar
e
be
tw
ee
n
0.
6
an
d
0.
7.
94
500020000 010000 0400010000
20
02
20
04
20
06
20
08
20
10
0400010000
Da
te
Flow(m3/s)
Sa
n R
eg
is
Bo
rja
Sa
nti
ag
o
Ch
azu
ta
Fi
gu
re
5.
2.
:P
oi
nt
A
D
C
P
m
ea
su
re
m
en
ts
su
pe
rp
os
ed
on
th
e
da
ily
ga
ug
ed
st
re
am
flo
w
tim
e
se
rie
s
95
Original  rating curve
Alternate rating curve
ADCP data
h = 4.15 Q^0.57; R^2 = 0.99
h = 9.79 Q^0.48; R^2 = 0.87
Figure 5.3.: Stage rating curve reconstructed from stage and discharge data from Borja station.
h: Stage, Q: Flow
be below the original by a difference of 500 m3s−1. This translates to approximately 10% of the
mean daily flow at Borja.
5.3. Uncertainty in precipitation data
5.3.1. NCEP vs. TMPA V6c
The scatterplots in fig. 5.4 compare the monthly precipitation amounts between NCEP, TMPA
V6c, and point rain gauges. Tamshiyacu (63 masl), Huamachuco (2670 masl), and Augusto
Webergauer (3295 masl) represent the different lowland, montane, and highland climate regimes
respectively as indicated by monthly rainfall that decreases with increasing altitude. TMPA
V6c appears to perform better in mountainous environments, and conversely, NCEP performs
better in the lowlands. The positive bias by NCEP is contributed mainly by an overestimation
in the wet season (fig. 5.5) and this bias is very noticeable along the Andes (fig. 5.7). There is
poor to average monthly correlation in the time series overall with NCEP and modest to very
good correlation with TMPA V6c (fig. 5.6); for both, the correlations are higher at stations on
the western slope than those on the eastern (Amazon) slopes of the Andes.
The climatology along a latitudinal gradient revealed a strong unimodality in the Pacific that
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Figure 5.4.: Scatterplot of monthly precipitation (unit in mm-mo−1) from gauge observations
vs. NCEP and TMPA V6c data at Tamshiyacu (lowlands), Augusto Webergauer
(montane) and Huamachuco (highland)
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(a) TAMSHIYACU
(b) AUGUSTO WEBERGAUER
(c) HUAMACHUCO
Figure 5.5.: Monthly climatology from gauge observations vs. NCEP and TMPA V6c data at
Tamshiyacu (lowlands), Augusto Webergauer (montane) and Huamachuco (high-
land)
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is captured well by the NCEP time-series (fig. 5.8(a)). However, this seasonality intrudes into
the Amazon basin (fig. 5.8(b)), more so with NCEP, suggesting a data resolution effect. From
the time series, the intrusion is the most apparent in the year 2001, during which the NCEP
data show an extreme positive bias during the wet season. This could be linked to the La
Nin˜a phase of the ENSO in the Pacific, considering that the sign in the biases in the NCEP
data is in sync with ENSO anomalies. Further into the Amazon, the seasonalities are slightly
better represented (fig. 5.8(c)), despite the persistent underestimation. There is also evidence
of the inability of the reanalysis model to resolve barrier effect, i.e. to capture the strong
orographic influence over the Amazon side as the negative bias in more severe here than it is in
the Pacific. The largest discrepancies are found when the gauges record precipitation exceeding
150 mm/month. Additionally, there is a tendency for the NCEP to overestimate December
totals, possibly due to a premature start to the wet season simulated by the climate model.
5.3.2. TMPA V7 vs. TMPA V6
TRMM 3B42 version 7 was released during the course of this research and its performance was
evaluated in comparison to its predecessor. The TRMM version 6 pre-bias correction (TMPA
V6) and version 7 (TMPA V7) were simultaneously compared to ground observation in this
section.
Figures 5.9(a-c) show the mean and the relative change of the mean annual precipitation in
TMPA versions 6 and 7. A clear spatial trend is observed – there is a substantial increase in the
total precipitation amounts from version 6 to 7 along the Andes and the Pacific coast in the north
that results in corresponding reductions in the negative bias against rain gauge observations
(fig. 5.9(d-e)). Figure 5.9(f) shows that with the exception of a few gauge locations in the Pacific
coast in Peru, the direction of change in the relative bias is positive. This observation agrees
with an increase in gauge densities in these areas between the different datasets used in version 6
and 7 and suggests a large role in the bias-correction within the algorithm. The bias reduction is
also consistent with TMPA version 7’s improvement over version 6 in the time series correlation
over the Andes (fig. 5.10). In spite of this, TMPA version 7 continues to overall underestimate
precipitation, except in the northern Andean regions down to the Ecuador-Peruvian border
where it is now overestimating compared to the rain gauges.
A seasonal analysis demonstrated the main reduction of the negative bias from version 6 to
7 occuring along the Andean range and in the coastal region in Ecuador during the wet season
(DJF and MAM, fig. 5.11). TMPA version 7 also tends to cause some overestimations over the
Andes (west and east slopes) in the north, and these overestimations persist during the drier
seasons (JJA and SON). Changes between version 6 and 7 over the lowland Amazon and the
Amazon sub-Andes regions are relatively small with no apparent seasonal trend, which may be
explained by the low seasonality in their climate. Altogether, there is evidence of an increase
in wet season deep convective heavy precipitation amounts, and an increase (to the point of
overestimation) of the dry season light rain, and this is further confirmed in the time series
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analysis of the monthly bias between TMPA and gauge estimates.
Figure 5.12 shows that TMPA version 6 and 7’s monthly biases against gauge data are highly
correlated, and that the direction of change is positive throughout most of the time series. As
the biases in version 6 tend to be negative, this resulted in biases shifting toward zero in version
7, and in some cases such as the Pacific lowland in the south, towards positive biases. A strong
seasonality in the negative bias reduction (highest in DJF) is observed in the coastal regions
(north and south) and the west Andes, which are the regions with the strongest seasonalities.
A few exceptions are the prominent positive biases with version 7 in the sub-Andes between
2002 – 2006, and in the Pacific lowlands in the south, during the same time period and in 2007.
These are drier summer periods associated with El Nin˜o episodes of drought, as these regions
experience increased dry air subsidence from intensified convection over the Pacific Ocean.
5.3.2.1. Precipitation rates distribution
Figure 5.13, A-E, provides further insight into the shifts in the daily rainfall distributions es-
timated in versions 6 and 7. In version 6, the TMPA distributions are more strongly skewed
towards light to moderate intensity precipitation compared to the gauge distributions across all
regions. This observation concurs with the reported underestimation of extreme high precipita-
tion by TMPA version 6 in the literature. The version 7 product effectively shows a shift in the
distribution towards higher intensity precipitation, and an increase in the internal variability
across the range of precipitation rates. Consequently, there is a reduction in the bias between
TMPA and rain gauge distributions over the Andes and sub-Andes, particularly for heavy and
very heavy precipitation, where the medians of the distributions align closer than previously.
The underestimation, nevertheless persists to some extent, and light to moderate rain continues
to be overestimated most severely in the west slopes of the Andes.
TMPA’s underestimation of high extremes may simply be a reflection of the nature of their
data as a spatial average when compared to point rain gauge data. However, TMPA also shows
an overestimation zero-rain days, whereas by their nature, spatial averages should observe lower
no-rain days compared to point estimates. This may be caused by the low sampling frequency
and consequently missed short duration precipitation events between satellite measurements.
The overestimation of dry days is considerably reduced in version 7, and may have to do
with the refinement to the surface reflectivities routine in the TPR algorithm that improves
the determination of rain signals from clutter, as well as the recalibration of the precipitation
radar’s Z-R relationship towards a general increase in the precipitation rates.
5.3.2.2. Impact on the water balance
The impact of the TMPA algorithm change to the water balance in the 9 hydrological basins
are presented in terms of runoff ratios (Table 5.3). TMPA version 6 typically generates phys-
ically unrealistic runoff ratios above 1, highlighting the consistent regional underestimation of
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Figure 5.12.: The average monthly relative bias in TMPA V6 & V7 vs. gauge by climate region.
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precipitation. Version 7 generates substantially reduced runoff ratios, with values closer to
those expected for humid tropical basins, even in the small Andean basin of Paute. Some un-
realistically high runoff ratios remain in basins with a high areal runoff such as Santiago, San
Sebastian, and Nueva Loja located in the southeast Ecuador, which reflect the prevailing un-
derestimation of heavy rain in TMPA version 7. Figure 5.14 demonstrates the breakdown of the
runoff ratio on an annual basis and also shows TMPA version 7 surpassing the bias-corrected
TMPA version 6 (V6c) in closing the water balance. The increase in precipitation amounts
also results in ET estimates closer to the literature values of ET (600, 1200 and 1300mm y−1
median values for the Andes, and tropical montane and lowland rainforests respectively, using
values from table A.1). The propagation of the errors into hydrological modelling using TMPA
version 6 and 7 is discussed in section 6.3.1.
5.4. Satellite and gauge data merging
Building upon on the improvement of TMPA from version 6 to version 7, this section discusses
improvements to TMPA version achieved using various gauge-data blending methods: Krig-
ing with External Drift (KED), Bayesian combination (BCR and BC), mean bias correction
(MBC) and double kernel smoothing (DS). In addition to the TMPA data, a second baseline is
established using interpolated gauge data using ordinary Kriging (OK).
5.4.1. Spatial trends in the mean annual precipitation
Figure 5.15 shows the outcome of the merging analysis in terms of the mean annual precipitation
over the entire time domain. It is apparent that MBC and DS retain a high degree of information
from TMPA whereas KED and BCR are closer to the OK field.
For KED, this is in accordance with how it uses the satellite information only as a weighting
interpolator (gauge estimates co-located with a satellite estimate closer to the one measured
at the target location weighs more), whereas the remaining methods actually incorporate the
satellite estimates into the merged product. BCR, however, should ideally produce a middle
ground estimate between TMPA and gauge estimates. The Bayesian combination method’s
preference towards the measurements i.e. gauge estimates at distances away from the gauge
locations is striking in BCR, while the retention of the TMPA-based a priori values is more
pronounced in BC. The reason lies in the Kriging error estimation algorithm of the method,
which in the case of BCR produced low Kriging error values and hence high Kalman gains i.e.
preference for the information introduced by the Kriged rain gauge estimates. This is confirmed
from the analysis of semivariograms produced by the software (fig. 5.16). The figure shows that
the modelled theoretical semivariograms by the Rainmusic software consistently underestimate
the sill and/or overestimate the range. As such, it misrepresents the covariance relationship
with distance, and suggests a higher covariance (with the lower semivariogram values) at large
distances than that is actually evident from the experimental semivariograms. An analysis
109
Ta
bl
e
5.
3.
:W
at
er
ba
la
nc
e
an
al
ys
is
co
m
pa
rin
g
T
M
PA
V
6
an
d
V
7.
T
he
nu
m
be
rs
re
fe
r
to
fig
.5
.9
.
R
R
is
ru
no
ff
ra
tio
.
ET
is
ca
lc
ul
at
ed
fro
m
th
e
wa
te
r
ba
la
nc
e
eq
ua
tio
n
as
su
m
in
g
ze
ro
lo
ng
-t
er
m
ch
an
ge
in
st
or
ag
e.
N
o.
St
at
io
n
R
iv
er
ba
sin
C
oo
rd
in
at
es
El
ev
at
io
n
(m
)
D
ra
in
ag
e
A
re
a
(k
m
2 )
Av
ai
la
bi
lit
y
Q¯
o
bs
(m
3
s−
1 )
N
or
m
al
iz
ed
Q¯
o
bs
(m
y
r−
2 )
R
R
V
6
R
R
V
7
ET V
6
m
m
y
−1
ET
V
7
m
m
y
−1
PE
T
M
O
D
IS
-
16 m
m
y
−1
1.
N
ue
va
Lo
ja
A
gu
ar
ic
o
76
.8
o
,W
,0
.0
o
,N
29
9
46
40
20
01
–2
01
1
59
3
4.
03
2.
56
1.
89
-v
e
24
2
11
00
2.
Sa
n
Se
ba
st
ia
n
C
oc
a
77
.0
o
,W
,0
.3
o
,S
29
0
53
29
20
00
–2
01
1
45
9
2.
72
1.
86
1.
14
-v
e
12
46
11
73
3.
Fr
an
ci
sc
o
de
O
re
lla
na
C
oc
a
77
.0
o
,W
,0
.5
o
,S
26
0
12
29
7
20
01
–2
01
0
11
24
2.
88
1.
61
0.
93
17
9
21
67
13
48
4.
N
ue
vo
R
oc
af
ue
rt
e
N
ap
o
75
.4
o
,W
,0
.9
o
,S
18
9
27
53
4
20
01
–2
01
1
21
76
2.
49
1.
32
0.
83
56
6
21
70
14
88
5.
Pa
ut
e
Pa
ut
e
78
.6
o
,W
,2
.6
o
,S
18
40
49
17
19
99
–2
00
4
10
9
0.
70
1.
30
0.
60
-v
e
56
7
15
90
6.
Sa
nt
ia
go
Sa
nt
ia
go
78
.0
o
,W
,3
.1
o
,S
29
0
23
80
6
20
01
–2
01
1
15
85
2.
10
2.
39
1.
37
-v
e
16
3
12
61
7.
Sa
n
R
eg
is
M
ar
an˜
o´n
73
.9
o
,W
,4
.5
o
,S
93
36
38
48
19
86
–2
01
1
16
60
1
1.
44
0.
94
0.
68
59
2
14
38
17
88
8.
Bo
rja
M
ar
an˜
o´n
77
.5
o
,W
,4
.5
o
,S
20
0
11
49
91
19
86
–2
01
1
45
39
1.
25
1.
43
0.
90
-v
e
48
9
15
36
9.
C
ha
zu
ta
H
ua
lla
ga
76
.1
o
,W
,6
.6
o
,S
18
0
69
17
5
19
98
–2
00
9
30
42
1.
39
1.
18
0.
82
-v
e
87
5
17
37
110
19
98
20
00
20
02
20
04
20
06
20
08
0.00.51.01.52.02.53.0
Ti
m
e
Runoffratio
S
.R
eg
is
B
or
ja
S
an
tia
go
C
ha
zu
ta
Lo
ja
R
oc
af
ue
rt
e
S
.S
eb
as
tia
n
P
au
te
TM
P
A
 V
6
TM
P
A
 V
7
TM
P
A
 V
6c
Fi
gu
re
5.
14
.:
Te
m
po
ra
la
nd
sp
at
ia
lt
re
nd
s
in
th
e
ru
no
ff
ra
tio
s
ca
lc
ul
at
ed
us
in
g
ob
se
rv
ed
st
re
am
flo
w
s
an
d
pr
ec
ip
ita
tio
n
fro
m
V
6,
V
6c
,
an
d
7.
T
he
ex
pe
ct
ed
va
lu
e
fo
r
hu
m
id
tr
op
ic
al
re
gi
on
s
ar
e
be
tw
ee
n
0.
6
an
d
0.
7
111
-79 -78 -77 -76 -75 -74 -73 -72 -71
-10
-9
-8
-7
-6
-5
-4
-3
-2
-79 -78 -77 -76 -75 -74 -73 -72 -71
-10
-9
-8
-7
-6
-5
-4
-3
-2
(g)BC
-79 -78 -77 -76 -75 -74 -73 -72 -71
-10
-9
-8
-7
-6
-5
-4
-3
-2
-79 -78 -77 -76 -75 -74 -73 -72 -71
-10
-9
-8
-7
-6
-5
-4
-3
-2
-79 -78 -77 -76 -75 -74 -73 -72 -71
-10
-9
-8
-7
-6
-5
-4
-3
-2
-79 -78 -77 -76 -75 -74 -73 -72 -71
-10
-9
-8
-7
-6
-5
-4
-3
-2
-79 -78 -77 -76 -75 -74 -73 -72 -71
-10
-9
-8
-7
-6
-5
-4
-3
-2
3500300025002000150010005000
mm
(a)TMPA (b)OK
(c)MBC (d)KED
(f)BCR(e)DS
Figure 5.15.: The mean annual precipitation of the TMPA, OK, and merged products (1998-
2009). The black line is the Maran˜o´n basin boundary and the silver lines are
country borders. The black dots indicate the locations of gauges used in the data
merging. The Andean range follows the western boundary of the basin.
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(fig. 5.17(a)) comparing the sensitivities of the Kriging error fields to the semivariogram param-
eters shows how how this results in extensive areas of low Kriging error variance (fig. 5.17(b)),
and consequently the preferential use of gauge estimates (in the form of the innovation term,
ZG − Z ′) versus satellite estimates in the ungauged areas of the field (fig. 5.17(c)). The reason
for this poor fit by Rainmusic cannot be understood without access to the source code of the
software, but it is suspected to be due to Block Kriging interpolation over coarse grids. The
replicate BC algorithm, which used an Ordinary Kriging field instead of a Block Kriging field,
yielded substantially better results that will become more evident in the cross-validation.
Meanwhile MBC and DS retain more of the TMPA estimation, and this can be better ex-
plained using a map of the residual between TMPA and the merged products (fig. 5.18). The
OK residual field clearly shows TMPA’s underestimation in the mountains and overestimations
in the lowlands. While the BC method adjusts these TMPA biases towards the gauge values,
MBC averages the bias over the entire spatial domain, effectively reducing the intensity of the
gauge correction to the north and the east, as is shown by the distinctly smooth residual field.
On the other hand, with DS, a strong positive residual is observed in the north-west fig. 5.18(e)
that can be explained by fig. 5.19. The figure illustrates the nature of the kernel interpolation
algorithm that the prediction at any point is strongly governed by the residuals calculated at its
closest neighbours. Since the area west of 76◦ W and north of 4◦ S are not represented by any
ground observations, these residuals are simply an extension of the residuals calculated from
the group of gauges located just south. This extrapolation necessarily assumes a systematic
bias over both areas, which is supported by the previous fig. 5.9.
5.4.2. Cross-validation of the merging algorithms
The cross-validation was performed by running the merging algorithm to 90% of the rain gauges,
and evaluating the product against the remaining 10%. This is repeated 10 times to generate
a set of performance scores for the entire set of rain gauges. The perfomance scores (table 5.4)
indicated modest improvements in the merged product when compared to TMPA and OK data.
MAE, RMSE, ME, and NSE improved in all but BCR and the KED provided the best scores. In
terms of the spatial distribution of these scores, the merged products also show more constrained
performance compared to TMPA v7 (fig. 5.20).
Figure 5.21 is a spatial representation of the mean error, where TMPA is shown to under-
estimate in the highlands and overestimate in the lowlands. Predictibly, OK performs well in
highly sampled regions, and KED and BCR follow its spatial pattern. This is consistent with
the spatial trends observed previously in the mean annual precipitation produced by the merg-
ing algorithms where no rain gauges were excluded. On the other hand, MBC retains much
of TMPA’s negative errors whereas DS improves along the Andes, while both mostly worsened
TMPA’s errors in the lowlands. In terms of the modelling efficiency, fig. 5.22 suggests that the
best merging products were achieved using KED and DS. The KED performance is in spite of
its poor representation the spatial patterns of the annual mean precipitation over the entire
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Figure 5.17.: The sensitivity analysis of BC’s variogram parameters performed on 10 Jan 1998.
The figure shows (a) 3 different variogram parameterisations: (i) good model fit (ii)
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field and (c) merged products in comparison to the orignal d) TMPA and Block
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the data merging. The Andean range follows the western boundary of the basin
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Figure 5.19.: The relative contribution of predictor gauges to prediction points in the DS
method. The red, green, and blue crosses are example prediction points and the
dots in the same colours are the predictor points that contribute to the prediction,
with its relative weight of contribution scaled by the size of the dot.
Table 5.4.: Performance scores from the cross-validation of the merging analysis calculated over
141 wet days between 1998–2008. The % indicates a score relative to TMPA score.
The average precipitation intensity at the rain gauges is 10.3 mm d−1. The best
scores are underlined.
MAE RMSE ME NSE
mm % mm % mm NSE
TMPA 8.71 14.32 -1.40 -0.09
OK 8.07 12.86 -0.03 0.12
KED 7.95 -8.7 12.62 -11.9 0.09 0.15
BCR 8.86 +1.7 14.82 +3.5 -0.36 -0.17
BC 8.34 -4.2 13.11 -8.4 0.08 0.08
MBC 8.67 -0.5 14.18 -1.0 -1.06 -0.07
DS 8.18 -6.1 13.03 -9.0 0.10 0.09
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Figure 5.20.: The distribution of (a) ME and (b) NSE at all evaluation points. The boxes extend
from the first to the third quartiles of the distributions, and the whiskers extend
to the highest value within 1.5 times the interquartile range. The dots represent
values outside this range.
merging field. This highlights a limitation of a meteorological cross-validation framework that
is biased towards areas with gauge measurements.
5.4.3. Impact on the water balance
Figure 5.23 presents a preliminary hydrological evaluation of the merging algorithms and shows
several merging algorithms having indeed positive impact to the water balance. The most
prominent improvements are seen with the DS, MBC, and to a lesser degree, the KED methods
in the upper Andean basins Borja and Santiago, where the runoff ratios are closer to the
reference runoff ratio value of 0.7. In San Regis, the DS and MBC are similarly successful in
reducing the water balance errors whereas KED increases them. In Chazuta, improvements are
gained with the BC and DS methods but the highest degree of success is achieved with MBCS ,
which excluded the rain gauges located outside of the basin. On the other hand, the OK and
BCR both exacerbate the errors in all basins compared to TMPA V7.
5.5. Chapter summary
The water balance analysis and the comparative performance work performed on TMPA (bias-
corrected, V6c) and NCEP revealed severe limitations in the data that will propagate into
hydrological modelling. The negative bias in TMPA V6c is rather consistent whereas NCEP
shows a mix of positive and negative bias across the spatial domain. The monthly and monthly
climatological time series correlation against rain gauge data, and the water balance analysis
using observed streamflow, suggest a substantial advantage of utilizing an observation-based
TMPA product over the reanalysis-based NCEP data.
Additionally, the TMPA versions 6 and 7 intercomparison work showed an overall increase
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in precipitation especially in the Pacific lowlands (north) and along the Andes. A closer look
at data from multiple aspects indicated that the improvement with TMPA version 7 is in the
reduction of the negative bias of the wet season’s high extreme. One could infer that the
positive outcome is attributable to a combination of the changes in the algorithm that improves
heavier rain quantification, and it is hypothesized that (1) a higher number of rain gauges used
during bias correction, (2) the TPR radar recalibration towards higher precipitation rates (3)
an improved GPROF2010 algorithm for TMI play a large role. The water balance improves in
all 9 basins with TMPA version 7, despite a continued underestimation of high extremes and
overestimation of low extremes in the precipitation intensities. The improvements shown by
TMPA version 7 increases the confidence in the use of the product as forcing data.
Finally, rain gauge data assimilation show variable degrees of improvements over the original
TMPA V7. The cross-validation results show very similar performance between the KED,
DS, and MBC methods at San Regis, although in terms of the catchment water balance, the
improvement was only seen with DS and MBC. Methods that require an analysis of spatial
correlation of the rain gauges are less successful, and may be more suitable when constrained
to a smaller area with a higher rain gauge density to support the semivariogram modelling,
without being distorted by spurious correlations from distant gauges. The reduction of errors
in the water balance directly translate into improvements in the hydrological modelling, which
will be discussed as part of the next chapter on modelling with JULES.
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6. Results from hydrological modelling with
JULES and analysis of model sensitivity
This chapter presents the results from a standard implementation of JULES, followed by a
series of model pertubations to identify the model sensitivity, zeroing in on the key elements
and processes. The performance of the model is judged on the basis of (1) its reproduction of
short-term and long-term dynamics of basin-scale observed streamflow, (2) its estimation of the
internal (intra-basin) variability of surface hydrological fluxes.
6.1. Simulation of streamflow
The first level assessment is performed on the output from four configurations of the JULES
model, driven with either the TMPA V6c or NCEP reanalysis precipitation data and using
either the standard Hortonian (JULES–BASE) or TOPMODEL (JULES–TOPMODEL) runoff
generation mechanisms. The performance scores from the simulations are presented as time
series in fig. 6.1 to illustrate the model behaviour during different modelling periods.
At the basin most downstream limit, i.e. San Regis station, a large RMSE above 5000 m3 s−1
constitutes almost 30 percent of the mean flows. The RMSE takes a general decreasing trend
after the year 2004 but remains in the same magnitude of error. The relative bias starts negative
but converges towards zero beginning 2006. The improvement in performance is also reflected
in the positive model NSE post 2004. The model correlation is the only consistent index that
ranges between 0.4 and 0.8 throughout the entire modelling period. JULES–BASE outperforms
JULES–TOPMODEL in all scores, while TMPA V6c produced a higher correlation and lower
RMSE but also a higher relative bias compared to NCEP.
At Chazuta, which represents the steep Huallaga tributary river basin, there is a distinctive
difference in the performance between the model driven by TMPA V6c precipitation and that
by the NCEP precipitation. The RMSE with NCEP is almost twice the RMSE with TMPA
V6c, which is already on average 50 percent of the mean flows. Based on the annual values of
the relative bias, which are consistently negative, one can infer that the error is due to volume
underestimation. The NSE of the model is positive only with JULES-BASE and TMPA V6c,
exceeding 0.5 in several years particularly in the latter part of the time series.
At Borja and Santiago, the results were less satisfactory. The RMSE values hover around
3000 m3 s−1, or two thirds of the mean flows at Borja. At least a third of this is suspected
to be propagated from the tributary Santiago river, where the RMSE takes a steady decrease
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from 1500 m3 s−1, which corresponds to 100 percent of the mean flow, to two thirds of the
mean flow at the end of the modelling period. Very negative model NSEs and generally poorer
correlations (approximately 0.2) suggest that the model predictions are not reliable at both
stations. Between the model setups, the TMPA V6c - JULES-BASE ranked the highest in
performance, closely followed by TMPA V6c - JULES-TOPMODEL, NCEP - JULES-BASE,
and NCEP - JULES-TOPMODEL.
Overall, the relative biases are increasingly negative from the largest to the smallest basin and
diverge mainly between the simulations with TMPA V6c and NCEP. Moreover, with the TMPA
V6c simulations, the bias starts to decrease in 2004, which coincides with the improvement in the
runoff ratio. The correlation between the modelled and observed time series is relatively stable
throughout the entire modelling period; this suggests that the model is reasonably capable of
capturing the majority of the fluctuations in the hydrograph, provided that the water balance
is accurate. This point is further evidenced by the RMSE and NSE, which are at their lowest
and highest, respectively, after the year 2004.
To put these numbers in physical context, the observed and simulated daily streamflow hydro-
graphs are visually compared. Figure 6.2 shows that with the exception of San Regis, the river
can be extremely flashy with discharge decreasing by more than 5000 m3 s−1 over the course of
several days. The model seems capable of reproducing this response where there is a dominant
orographic control on the basin hydrology, i.e. at Chazuta. Here, the shapes of the rising limbs
and recession are sufficiently modelled, despite several missed peaks and under/overshooting of
the time to peak. These errors are to be expected at the fine temporal scale of the model and
the additional uncertainty from the runoff routing scheme, and may be reduced by smoothing
both the observed and simulated time series using a monthly or moving average.
On the other hand, the Santiago basin and to a lesser extent the Borja basin, show a much
less seasonally-variable response, in which a flashy regime overlays a larger baseflow component.
The baseflow is likely to be sustained by an extensive system of Andean wetland and lakes
that form a major part of these upper mountain basins (i.e. pa´ramos and jalcas, Buytaert
et al., 2011). Buytaert et al. (2004) showed the runoff response of an upland paramo and a
clear runoff regulation capacity within the underlying Histic Andosol that provides a gradual
discharge of water into the stream. JULES’ poor estimation of this baseflow may be attributed
to the incomplete representation of lateral fluxes and the natural stores provided by these local
topographic depressions. This limitation prevails at the full basin scale, where the model fails to
replicate the extremely regulated flow regime observed at San Regis. The role of the floodplain
at this scale cannot be ignored, as the Ucayali-Maranon depression (Ra¨sa¨nen et al., 1992) is
a prominent feature and is capable of attenuating a large volume of the flows.
Between NCEP and TMPA V6c, the difference between the simulated hydrographs for the
two years (2006–2007) is less conspicuous at San Regis than it is in the Andean subbasins
(Chazuta, Santiago, Borja), suggesting the role of data resolution in the model errors and the
suitability of NCEP for larger scale studies. The TMPA dataset, which comes at a finer spatial
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resolution than the NCEP, is most likely better at capturing local precipitation systems such
as convective rainfall.
On the hand, the differences between JULES-BASE and JULES-TOPMODEL are more sub-
tle and can be seen from the increased flashiness produced by the latter. This works quite well
for the Andean basins, although the degree of flashiness is exaggerated. The problem may lie
in the parameter scale (versus application scale), as the TOPMODEL theory was conceived
at a much more local scale. Clark and Gedney (2008) reviewed the literature and showed a
decreasing trend in the mean topographic index with an increase in the resolution of the source
DEM data used to derive the indices. The average topographic index rapidly decreases from
10–12 at DEM resolutions of about 1000 m, to 7–10 at DEM resolutions of about 100 m, to
values below 4 at DEM resolutions of about 1 m. The Maranon basin’s average topographic
indices, calculated from DEM data of 90 m resolution, are indeed distributed towards the higher
end of this spectrum with values above 7. This led to an underestimation of the local deficit
storage and consequently, an overestimation of the partial saturated area that produces satu-
ration excess surface runoff. The time-series average of the grid saturated fractions simulated
by JULES-TOPMODEL (fig. 6.3) clearly shows that the grid partial saturation areas were un-
reasonably overpredicted. In the lower basin, up to 50 % of most gridboxes is saturated on
average, which is high even for the flood forests that goes through seasonal flooding. Several
authors have proposed methods to downscale the indices. Clark and Gedney (2008), for ex-
ample, substracted their mean topographic values (derived from 1 km DEM) by 5, based on
the aforementioned relationship they established from literature values. Pradhan et al. (2006)
proposed more complex downscaling methods that exploit the scale laws by which the slope and
the upstream contributing area per unit lengths change with DEM scale. Additionally, it has
been shown in a previous study by Campling et al. (2002) that the TOPMODEL assumption
of parallel hydraulic gradient did not hold in a steep catchment, and an additional reference
topographic index term was introduced to increase the local storage deficit depth. Moreover, a
JULES-TOPMODEL parameter that controls the infiltration capacity of the soil has been found
to be a sensitive parameter by other applications of JULES-TOPMODEL (Clark and Gedney,
2008) and TOPMODEL in humid environments (Campling et al., 2002). This parameter was
assumed and unoptimized in both JULES-TOPMODEL simulations presented. The sensitivity
of this parameter will be explored in a later section on model perturbation.
Figure 6.4 is a comparison between the modelled and observed flow duration curves, which
provides a better insight into the model performance over the flow regime and the entire time
domain. The graph reflects the conclusions made thus far in reference to the short-term model
behaviour. Overall, the slopes of the curves are reasonably well simulated, particularly with
the TMPA V6c - JULES-BASE model configuration. However, there is an underestimation of
the discharge in the low to mid-flow region and overestimation of peak flows, further confirming
a missing flow attenuation component that is common to all four configurations of the model.
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6.2. Simulation of the internal variability of surface
hydrological fluxes
This work further compared JULES’ simulated internal variability of surface hydrological fluxes
to the values published in the literature (fig. 6.5) to assess its robustness in representing the
overall hydrological balance of a humid tropical basin. A general negative bias in the simulation
of total evapotranspiration (ET) was identified. The simulated mean for flood forest ET is
even lower than that for the lowland forest, which is counter-intuitive given the higher water
availability in floodplains. One possibility for this low bias is an underestimation of canopy
interception, but the evidence for this is weak; despite positive skews in the distribution, the
simulated canopy throughfall (TF) at least partially overlap the literature ranges.
A similar bias was observed by Blyth et al. (2011) (with JULES) and Guimberteau et al.
(2012) (with ORCHIDEE-LSM) in Amazonia. Blyth et al. (2011) also underestimated primary
production, which may be correlated to the underestimation of ET as the canopy conductance
is a function of photosynthesis rate within the model (Cox et al., 1999). Both these processes
depend on the soil moisture, as also does bare surface evaporation, and it is likely that the
low bias with ET is due to the model overestimating soil water stress. Studies focusing on
simulations of the soil moisture state have indeed shown negative biases particularly in the
lowest layer in the soil profile, suggesting a weakness of the free gravity drainage assumption
(Bakopoulou et al., 2012; Finch and Haria, 2006). This assumption prevents drawing up of
soil moisture during dry periods when the water table dips below the maximum soil depth.
The JULES-TOPMODEL implementation is an attempt to address this limitation with an
underlying unconfined aquifer; however, the model is persistently saturated (fig. 6.3) and the
effective rainfall is lost to the surface routing, as evident in the larger contribution to surface
runoff, resulting in no observed improvement to the ET.
A final nonetheless important observation is that in the lowland forests, the poor estimation
of ET partially makes up for the water balance errors, resulting in a modest estimation of
runoff, and consequently streamflow. Here, data errors compensated for model and parameter
errors and created a false impression of good modelling if evaluated strictly on the basis of the
simulated streamflow at the catchment scale.
6.3. Model propagation of precipitation uncertainty
In the following subsections, the developments in the model forcing and their propagation by
the model is further discussed.
6.3.1. Simulations with TMPA V6 and V7
The simulations using JULES–BASE were repeated with the newer version TMPA V7 and
compared to simulations with the original TMPA V6. The spatial domain of the model was
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Table 6.1.: The model NSE and relative bias (%) compared between simulations using TMPA
V6 & V7. m is the number of gauges located inside each basin and used to calculate
the relative bias in precipitation
No. Hydrological station NSE V6 NSE V7 REL.BIAS
Q V6
REL.BIAS
Q V7
REL.BIAS
P V6
REL.BIAS
P V7
m
1. Nueva Loja -2.13 -1.60 -77.1 -69.4 -0.16 0.31 2
2. San Sebastian -4.08 -1.39 -72.1 -39.1 -0.78 -0.51 1
3. Francisco de Orellana -2.44 -0.47 -60.3 -16.5 - - 0
4. Nuevo Rocafuerte -2.45 -0.22 -52.5 -9.5 -0.78 -0.51 1
5. Paute -0.92 0.06 -90.0 -30.7 -0.39 0.10 6
6. Santiago -2.06 -0.89 -85.5 -60.2 -0.47 -0.05 10
7. San Regis -1.23 0.53 -37.8 -2.0 -0.35 -0.11 108
8. Borja -1.53 -0.34 -73.3 -40.4 -0.39 -0.11 56
9. Chazuta -0.55 0.43 -52.4 -18.7 -0.27 -0.10 35
also extended to include the Nueva Loja, San Sebastian, Francisco de Orellana, and Nuevo
Rocafuerte basins, to parallel the data uncertainty analysis presented in Section 5.3.2.
The improvement in the water balance presented in Chapter 5 translates directly into hy-
drological modelling performance. Simulations driven by TMPA V7 produced estimates of the
daily streamflow that are closer to the observed time series (fig. 6.6) and resulted in an increase
in the modelling efficiency (NSE score) at all 9 basins (table 6.1). At San Regis, which is the
largest basin analysed, the relative bias between simulated and observed flows decreased from
-37.8% to -2.0%, which is a reduction of 95%. Here, the average precipitation bias reduction
of -35% to -10% parallels the reduction in the simulated runoff. In Chazuta, where there is a
relatively high rain gauges density across the basin, the simulation forced by TMPA version 7
(NSE 0.43, bias -18.7%) outperforms an additional benchmark simulation using an Ordinary
Kriging field of the rain gauge data (NSE -0.19, bias -30.0%). This implies a high potential skill
of TMPA version 7 in ungauged catchments, a sentiment echoed by Xue et al. (2013) based on
their hydrological evaluation of TMPA version 7 against version 6 and ground observations in
Bhutan.
Improvements of varying degrees were observed elsewhere, most notably in the humid north
Andean basins of Paute, Nuevo Rocafuerte and Francesco de Orellana, which suggests the
role of an improved high intensity precipitation estimation. However, the hydrographs also
show that the variations in the peaks are still poorly modelled except in the larger basins,
reflecting the residual underestimation. In spite of this, a quick look at the flow-duration-curves
demonstrated that the forcing uncertainty is significantly reduced from TMPA V6 to V7, and
except in Chazuta, even more so than was achieved with the bias-corrected TMPA V6c (fig. 6.7).
In terms of the internal fluxes, fig. 6.8 shows that despite substantial increases in the runoff
estimation due to the increase of total water input into the system, ET remains relatively
unchanged. On the contrary, transpiration may have been suppressed by the increased precipi-
tation, thus offsetting the increase in open water evaporation over a wetter canopy.
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Figure 6.7.: Flow duration curves of the daily streamflow simulated using TMPA V6, V6c, and
V7. Gray shading: observed flow with 95 % confidence interval
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6.3.2. Simulations with TMPA V7 and TMPA V7-gauge adjusted products
In Chapter 5, it was argued that one of the more important changes in TMPA version 7 is the
assimilation of improved gridded precipitation datasets for bias-correcting the final satellite-
based estimates. The source data for these global rain gauge products contain few overlap with
the rain gauge dataset available in this work. Following this lead, TMPA data merging with
locally available rain gauges were also explored with mixed results (fig. 6.9). Several of the
merging analysis performed on TMPA V7, for example the mean bias correction (MBC) and
double-kernel-smoothing (DS), clearly improved the simulations particularly in the early part of
the time series e.g. in 2002 and 2004. The KED merged precipitation, whose performance was
recognised as the best during cross-validation, underestimated streamflows. This is in line with
its annual mean that resembled the OK product, and is a further evidence of the weakness of the
cross-validation as a measure of goodness given the location and density biases of the available
rain gauge data. The outcome slightly differs at the sub-basin scale. At Chazuta (fig. 6.10), the
BC precipitation-driven model generated better peaks. The figure also shows MBC performing
worse than TMPA V7 at Chazuta, and only when repeated using exclusively the rain gauges
located inside the subbasin (in MBCS), the hydrological simulation would immediately improve.
The results are also summarized in terms of the performance scores across the basins. Fig-
ure 6.11 shows RMSE reductions (compared to TMPA V7) by MBC and DS, and additionally
by BC in Chazuta, that reflected the improvements shown in the hydrographs. In constrast,
OK, KED, and BC show generally poorer scores for all the four indices – relative bias, RMSE,
correlation, and NSE – compared to TMPA V7. In Santiago, all the merging methods with
the exception of BCR resulted in lower RMSEs, and the DS method also resulted in above zero
model efficiency. Over the entire modelled time series, the NSE improvements range between a
0.1 to 0.5, with the higher increases achieved at Santiago and Borja. In all cases, no gain was
achieved using BCR.
Several conclusions can be made from these results. Firstly, the underperformance of OK
and KED, which either fully or heavily relies on rain gauge precipitation, reaffirms that for
hydrological modelling purposes at large scale, uncorrected satellite based estimates are superior
to interpolation products based on limited rain gauges. Secondly, the most optimal merging
method across all basins is the DS method. This method makes the crucial assumption that
distant gauges would have very little bearing on and should be given minimal weight in the
estimation of unknown points simply based on their distance alone, and this is logical given the
spatial heterogeneity of the climate and the size of the model field. This is futher supported by
the success of MBCS in Chazuta.
6.4. The role of runoff routing
At the basin scale, the runoff routing becomes necessary to account the time delay for the runoff
to reach the outlet. A simple delay function was able to capture the timing of the peaks and
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Table 6.2.: The optimal routing parameters (constant celerity, ms−1) for JULES-BASE and
JULES-TOPMODEL
Model setup Surface runoff Subsurface runoff
JULES-BASE 1.0 0.5
JULES-TOPMODEL 0.5 0.25
troughs of the river flow at San Regis, as seen in fig. 6.12. It also simulates well the recession
limbs of the observed flows. In comparison, a more elaborate scheme which is the grid to grid
linear stores routing, models the rising limb better as it slows down the response. However,
it can poorly reproduce the recession limbs as the water stored is later released into the river
instead of being returned via direct evaporation from the floodplain as is expected to really
occur. Essentially, fitting the observed flows perfectly in both the peak and low flows is difficult
and there is a trade-off in better modelling one versus the other.
The routing parameters for both schemes were determined through a Monte Carlo simulation
with 1000 parameter combinations. Figure 6.13 is an example dotty plot of the different param-
eters used in the gridded linear stores routing with JULES-TOPMODEL that clearly indicates
the optimal range of k values of the subsurface store, but is less informative with regards to
the remaining parameters of the model. Likewise, with the delay function routing, only one of
the parameters is truly identifiable, and this parameter is associated with the dominant runoff
component produced by the model, i.e. surface runoff with JULES-BASE and subsurface runoff
with JULES-TOPMODEL. The simulated hydrographs presented thus far used a single optimal
value for each parameter that was determined from the calibration of the delay function routing
model (table 6.2).
6.5. Model perturbations/sensitivity analysis
This section presents the outcome of the last part of the work with JULES, which was perturbing
a select number of parameters and structures in JULES with the objective of optimising the
output of the model.
6.5.1. Sensitivity to soil hydraulic parameterisation
The literature reviewed suggests an important role of soil hydraulic parameters on the model
output, hence several parameterizations were explored to vary the parameter derivation scheme
as well as the vertical heterogeneity of the soil: using tropical pedotransfer functions (PTFs)
(1) applied vertically uniform and (2) stratified (the baseline i.e. the parameter sets used in all
simulations presented in this chapter so far), and using temperate PTFs (3) applied vertically
uniform and (4) stratified.
Figure 6.14 shows the model’s (JULES-BASE, TMPA V6c) sensitivity to variations in the
soil parameters at the basin scale. The main difference occurs in the low flow regime, where
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Figure 6.13.: Parameter identifiability of the gridded linear store routing model corresponding
to fig. 6.12
the parameters derived using tropical PTFs were able to increase low flows. Figure 6.15 shows
that at point scale, the parameters derived using tropical PTFs produced soil moisture content
in both the first and bottom layers of the soil column that are higher than that produced by
temperate PTFs. The outcome can be attributed to the expansion in the soil water capacity
(increase in smcrit and decrease in smwilt) in the tropical soils (see fig. 6.16). This is in line with
the expected behaviours of tropical soils, i.e. higher infiltration and retention rates (Tomasella
and Hodnett, 2004), that the tropical PTFs were meant to replicate. The result is a higher soil
moisture retention and an increased baseflow, which would explain the increase in low flows at
the basin scale. As for the effect of vertical heterogeneity in the soil parameters, the differences
seen in the soil moisture states are only pronounced with parameters derived with the tropical
PTF.
6.5.2. JULES-TOPMODEL and JULES-PDM
JULES-TOPMODEL was initially found to generate excessive surface runoff in the previous
simulation (section 6.1), when the f parameter, which controls the rate of exponential decay of
the hydraulic conductivity value with soil depth was held uniform at 1. Following the method of
Fan and Miguez-Macho (2011), a spatial field of the parameter that depended on the slope was
calculated, with a maximum value set at 0.4. Figure 6.17 could show that accounting for slope
resulted in a better reproduction of the gradual start of the dry season for the Andean subbasin
Chazuta, although at San Regis, the flashiness in the modelled response only slightly reduced.
This outcome was driven by higher infiltration rates in the aquifer layer that resulted in lower
water table depths, and consequently, much reduced partial area of the grid contributing to
saturation excess runoff. The average values of the saturated area fractions of the grid can
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Figure 6.14.: JULES’s sensitivity to variations in the soil hydraulics parameterisation.
143
Figure 6.15.: JULES’s sensitivity to variations in the soil parameters on the basis of simulated
soil moisture.
144
Figure 6.16.: Parameter variations generated using temperate (left panel) and tropical (right
panel) pedotransfer functions in the topsoil (top 35cm). sathh: air entry pressure;
b: Brooks and Corey exponent; smsat, smwilt, smcrit: volumetric soil moisture
at saturation, wilting, and critical points. The hydraulic conductivity (satcon,
mm/s) are unchanged
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be observed in fig. 6.18(C), which shows much better agreement to the satellite-based wetland
fractions data derived from Synthetic Aperture Radar (SAR) data (Papa et al., 2010).
The range of f values from 0.04 (flat) to 0.40 (steep) calculated over the Maran˜o´n basin are
much lower than the global value of 0.5 adopted in Gedney and Cox (2003) using MOSES-
TOPMODEL, which produced excessive runoff over the Amazon. MacKellar et al. (2013) used
even higher values between 0.5–2.0, and found the lower end of the range corresponded to an
earlier start to the dry season, whereas higher values of 1.0 and 2.0 corresponded to a prolonged
wet season when compared to observations. Clark and Gedney (2008) obtain an optimal value
of 3.5, but in their case, there may have been parameter interaction with the transmissivity
parameter, which was also calibrated at the same time.
On the other hand, JULES-PDM appears to perform even better than JULES-TOPMODEL
in the uplands especially at improving estimation of the extremes (fig. 6.19). Figure 6.20
demonstrates that the main difference between the two models occurs in the surface-subsurface
runoff partioning where JULES-PDM estimates a higher surface runoff component compared
to JULES-TOPMODEL in all the four biomes considered. The lowland forests are the only
biome where this effect is undesirable, as the surface runoff produced has become excessive.
The parameterisation of the probability distribution of the subgrid storage capacity in PDM
may be responsible for this behaviour. The b parameter describes the shape of the assumed
distribution, where a value of 1 indicates equal probability between 0 and the maximum specific
capacity, a larger value than 1 indicates a higher probability of lower storage capacities, and
conversely a lower value than 1 indicates a tendency towards higher storage capacities (Moore,
2007). Figure 6.21 shows that the model is only sensitive to variations of this parameters in
the high extremes (peaks), with better flow regulation achieved at San Regis with a lower value
of b. At Chazuta, where the basin is steep, the sensitivity is barely noticeable with the flow
duration curve reproduced the best using a b value of 1.
In attempt to capture the spatial variability of the subgrid storage distributions and improve
the local water retention capacity in the lowlands, the b parameters were calculated as a func-
tion of slope. These function required three other parameters to be calibrated. The optimal
parameter combination was bmin and bmax values of 0.5 and 1, respectively and a smax capped
at half the maximum slope of the entire basin. The resulting b values overlap the higher part
of the range found for UK nationwide with bmin of 0.3 and bmax of 0.8 (Ashton, 2012). This is
reasonable given the higher slopes found in the Peruvian Andes that needed to be represented
with higher b values. The optimal outcome of the simulation provided a marginal gain in the
model performance at San Regis i.e. 76 m3/s reduction in RMSE and 0.01 increase in NSE that
only weakly justified the increased complexity.
6.5.3. Sensitivity to canopy interception parameterisation
In JULES, canopy evaporation occurs at the potential rate while transpiration occurs only
on the dry fraction of the canopy and constrained by soil moisture stress; therefore accurate
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Figure 6.19.: JULES’ sensitivity towards runoff generation mechanism on the basis of the sim-
ulated long-term (1998–2008) flow duration curves of daily streamflows against
observations
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Figure 6.21.: JULES-PDM’s sensitivity towards the b parameter on the basis of the simulated
long-term (1998–2008) flow duration curves of daily streamflows against observa-
tions
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representation of the canopy capacity is important to capture the evaporation-transpiration
dynamics of the forest canopy. Figure 6.22 shows how ET increases in the flood forests as a
result of increasing the specific canopy storage (with respect to the LAI) from the model default
values to the values obtained from regressional analysis of (De Jong and Jetten, 2007). The
change is accompanied by slight increases in the canopy throughfall and runoff, suggesting the
increase in ET is mainly attributable to open water evaporation from the canopy top and not
from soil extraction. The increase in total ET comes at the expense of a reduced runoff, which
shows in the weakened performance scores (fig. 6.23).
6.5.4. Subdaily weather generator
Finally, the impact of subdaily disaggregation of meteorological data was investigated. Two ap-
proaches were used, the first using the original 3-hourly data, and the second, using a weather
generator function that is used to disaggregate the UK CHESS data. In the first approach, the
subdaily variation is read from the data, whereas in the second approach, several assumptions
had to be made about the degree of variation, for instance, the maximum duration of precipi-
tation events and the range of subdaily temperature. The temperature range value of 7◦C for
the UK climate was the default value used in the weather generator, and this is significantly
lower than the values between 9 and 16◦C across the Maran˜o´n basin, determined from the
3-hrly data by Sheffield et al. (2006). Figure 6.24 shows higher amplitudes in the highlands
compared to the lowlands, because of a thinner atmospheric layer regulating the loss of heat
from higher elevations compared to lower elevations. Similarly, there is a thinner layer in the
tropics compared to the temperate climates that enables a more rapid warming and cooling of
the surface. To capture this important climate difference, the diurnal range is assumed at 13◦C
(the mean calculated over the Maran˜o´n) in a second weather generator simulation (wgen13).
Figure 6.25 shows that the distribution of the surface fluxes simulated by JULES(-BASE)
differs quite substantially between the different subdaily parameterizations. Based on the agree-
ment between the distributions using the 3 hrly data and those using the weather generator,
one can infer that the weather generator does reproduce the subdaily variations adequately,
given the correct parameterisation of the diurnal temperature range. The weather generator
assuming the higher diurnal range (wgen13) performs better in the Andes, while the weather
generator assuming the lower diurnal range (wgen) performs better in the lowland, in terms of
reproducing the internal fluxes distributions simulated with the 3-hrly data.
Secondly, the both weather generators produced increases in the simulated ET fluxes com-
pared to the baseline simulation, despite increasing the amount of canopy throughfall. The
increase is made up mostly of transpiration from the soil (fig. 6.26), which can be attributed
to an increased canopy drying period between short duration precipitation events, allowing
transpiration to occur. Again, the inevitable outcome of this is a reduction in the runoff, and
therefore poorly reproduced streamflows.
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Figure 6.24.: The time-series averaged range of the 3-hrly temperature over the Maran˜o´n basin
6.5.5. Comparison with other global observation-based datasets
The model assessment thus far have focused on fluxes, not states. At large scales, the availability
of system state measurements such as soil moisture is very limited. For example, recently, a
global satellite-based soil moisture product i.e. the essential climate variable soil moisture, ECV
SM (Liu et al., 2012; Wagner et al., 2012) was released; however, data over the Amazon regions is
unavailable due to the thick forest cover obstructing the microwave observations used to derive
this product. Nevertheless, there are datasets available for ET that are part-modelled part-
observation, such as MODIS-16 ET (ET estimated using remotely sensed NDVI and LAI, Mu
et al., 2007) and LandfluxEVAL (ET estimated using an ensemble of land surface models and
climate reanalysis, Mueller et al., 2013). These are not strictly observations but a comparison
can be justified in terms of where the results from this modelling work stand.
Figure 6.27 compares the distribution of ET simulated by JULES over the Maran´o˜n basin
to the ET values from the corresponding pixels in the products. One can observe that the ET
improves with an increasing complexity imposed on the standard implementation of JULES.
For example, the ET fluxes simulated by the JULES-PDM-canopyLAI-wgen (JULES-PDM with
increased canopy capacity and subdaily weather generation) configuration and those produced
by Landflux-EVAL are very similarly distributed. However, both products still underestimates
the ET fluxes derived from MODIS-16, which has a more significant observational input.
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Figure 6.26.: JULES’s sensitivity towards subdaily meteorological input on the basis of the
simulated canopy and soil evapotranspiration.
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6.6. Chapter summary
This chapter explored the potential of JULES for hydrological modelling of the Maran˜o´n river
basin, evaluated at multiple points along the river network, at the daily timescale. The early
results have shown that hydrological predictions with the JULES-LSM’s can be unreliable due
to a large uncertainty in the driving data and the poor simulation of the baseflow component
in the upper Andean Basins. In the peneplain, the model is unable to reproduce the well-
regulated regime as it neglected the hydrological functions of the flood forest. Nevertheless,
for a global model that is not purpose-built for hydrological modelling, JULES is capable of
producing reasonable simulations of the flow regime at fine temporal scale.
In constructing a robust model for impact analysis of a resilient system such as the Amazon, it
is important to represent the hydrological system holistically in terms of the internal states and
fluxes, perhaps more than it is to score a near-perfect Nash Sutcliffe efficiency. This work further
assessed whether the model is capable of behaving as a mirror image of real systems elsewhere
in terms of the basin’s internal of hydrological fluxes. The results indicate a model bias in the
estimation of ET and this is suspected to be due to errors in predicting soil water availability.
The model bias is the strongest in the lower areas of the basin due to misrepresentation of the
inundated areas of the Amazon floodplain.
That the performance of the model was most sensitive to precipitation input was further sub-
stantiated with significantly improved simulations with TMPA V7 and gauge-adjusted TMPA
7 precipitation. Further model perturbation experiments identified improvements in the low
flow simulation using a set of soil hydraulic parameters derived with tropical soil pedotransfer
functions that increased local soil moisture retention. Additionally, subgrid parameterisation
of soil moisture heterogeneity using PDM improved surface runoff partitioning. On the other
hand, an increased canopy capacity for interception, and accounting for subdaily variations in
the weather improved ET estimations at the expense of poorer runoff generation.
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7. Model application: a study of climate
change projections for the Peruvian
Amazon
This chapter starts with a description of the climate change signals shown by the CMIP5 data
and follows with a discussion of the climate change scenarios simulated with JULES. Precip-
itation data included in the analysis originate from 16 participating models (out of 61 in the
ensemble, selected on the basis of data availability for the RCP4.5 experiment and accessibility)
and are listed in table 7.1. Surface temperature data were obtained from 11 out of these 16
models; an asterisk marks the models for which temperature data were not available due to dif-
ficulties in data access/retrieval from the CMIP5 portals. For these models, temperature data
from HadGEM2-ES were used. To assess the sample’s representativeness of the full ensemble,
the multi-model mean (MMM) and standard deviation of the climate sensitivity (◦C/Wm−2)
and climate feedback parameters (Wm−2/◦C) were calculated and compared to the values for a
larger ensemble from Table 9.5 of the WGI-AR5 (Working Group I Contribution to the IPCC
Fifth Assessment Report, 2013). The impact of the reduction in ensemble members is minimal.
For example, the mean climate sensitivity for both the WGI-AR5 and this study’s ensembles
is 1.0 ◦C/Wm−2, while the standard deviation is 0.3◦C/Wm−2 (table 7.2). Analysis of other
near surface meteorological variables required to drive JULES was restricted to the output of
HadGEM2-ES1.
7.1. CMIP5 projections for the Maran˜o´n basin
The climate projections for the Maran˜o´n basin from an ensemble model set show some conspicu-
ous trends over 35 years. Figure 7.1 presents the basin-average anomalies relative to a historical
reference period (2001–2005). The surface air temperature (tas) shows a great variability in
the magnitude of change; however, the direction is fairly consistent with the multi-model means
predicting an increase in all months over 30 years. The increase is slower in the first 15 years (up
to the year 2020) before rapidly speeding up in the last 20 years of the prediction period. Al-
though a few models predict above 2.5◦C increases during the winter (dry) season, the ensemble
1In hindsight, the arbitrary choice of HadGEM2-ES may have been suboptimal, considering that the model’s
parameter for climate sensitivity at 1.6 ◦C/Wm−2 lies on the high end of the parameter range across the
ensemble
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Table 7.1.: CMIP5 model output used and data resolution
No Model Longitudinal resolution (◦) Latitudinal resolution (◦)
1 CanESM2 2.8125 2.791
2 CNRM-CM5 1.40625 1.40
3 CSIRO-Mk3.6.0∗ 1.875 1.865
4 INM-CM4 2.0 1.5
5 IPSL-CM5A-MR 2.5 1.27
6 IPSL-CM5B-LR 3.75 1.895
7 FGOALS-g2∗ 2.8125 2.79
8 MIROC5 1.40625 1.40
9 HadCM3 3.75 2.5
10 HadGEM2-CC 1.875 1.25
11 HadGEM2-ES 1.875 1.25
12 MPI-ESM-LR∗ 1.875 1.865
13 MRI-CGCM3 1.125 1.1215
14 CCSM4∗ 1.25 0.94
15 NorESM1-M 2.5 1.895
16 GFDL-ESM2M∗ 2.5 2.0225
multi-model means indicate a magnitude of increase of just below 1.0◦C.
In contrast, for precipitation, the direction of the change are inconclusive (fig. 7.2), although
several clear patterns can be observed from the multi-model means. They show up up to 28%
(relative to the historical mean) increases in precipitation during the dry season (Jun-Sep),
which is followed by a decrease of approximately 5% in October. On the ground, this translates
to a weakening of the dry season. Models such as IPSL-CM5A-MR, GFDM-ESM2M, and
CSIRO-Mk3.6.0 make an exception by consistently projecting a drier climate during the dry
season.
Spatially, the trends in projection means and uncertainties are similar across the different
biomes in the basin(fig. 7.3), with the exception of significantly lower precipitation in July in
the Amazon flood forests that is not observed elsewhere. The spatial extent of this occurence
can be seen in fig. 7.4, which shows the ensemble mean over the entire region. The figure also
shows the wetting of the dry season to occur more substantially in the lower altitudes in the
beginning of the season and shifts towards the higher latitudes by the end of the dry season.
It should be noted, however, that intermodel uncertainty is high during the dry season with
prediction ranges (ensemble maximum minus ensemble minimum) between two and three times
the prediction mean (fig. 7.5).
When both precipitation and temperature anomalies are simultaneously considered, the pro-
jections over the basin are mostly in the direction of increase as indicated in fig. 7.6. For the
remaining variables considered, both short-wave and long-wave radiation are also projected to
increase, by approximately 2 and 1% respectively on average. The changes in surface pressure
(psl) and specific humidity (huss) appear negligible, while there is not a clear trend with the
wind speed (sfcWind), although some increases is projected towards the end of the wet season
over several months. These projections combined for the basin suggest that evapotranspirative
demand will increase. This would be in agreement with Figure 11.4 of the WGI-AR5 (Work-
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Figure 7.4.: Map of the multi-model mean anomalies (relative, unitless) for precipitation in
Maran˜o´n basin for the temporal domain 2031-2035 relative to 2001–2005
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Figure 7.5.: Map of the multi-model range of anomalies (min - max normalized by the mean,
unitless) for precipitation in Maran˜o´n basin for the temporal domain 2031-2035
relative to 2001–2005
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ing Group I Contribution to the IPCC Fifth Assessment Report, 2013), which shows a mean
increase in ET over the region somewhere between 0–5%.
7.2. Verifying CMIP5 projected anomalies using known
historical anomalies
Chapter 9 of the WGI-AR5 (Working Group I Contribution to the IPCC Fifth Assessment
Report, 2013) is committed to evaluating the ensemble output at the global and regional scales,
using various datasets of historical observations. Compared against the ERA-Interim reanaly-
sis data as the “observation”, the ensemble’s multi-model mean is shown to overestimate the
historical mean surface temperature (1980-2005) over the lowlands by up to 2◦C whereas along
the Andes it underestimates by a similar magnitude. The ERA-Interim dataset in itself can
be unreliable, with an uncertainty between 0.5–1◦C, from an intercomparison with ERA-40
and JRA-25. The AR5’s multi-model mean also tends to underestimate historical precipitation
by 1.5–2.5 mmd−1, although the historical precipitation is also highly uncertain. In spite of
this, the spatial patterns are adequately reproduced particularly with surface temperature with
an R-squared value of 0.99. The correlation for precipitation is slightly lower with a median
value above 0.80, although it is a definite increase compared to CMIP3 (from Figure 9.6 of
the AR5). From these observations, one can infer a limited confidence in the skill of CMIP5
ensemble in predicting the historical climate of the region, due to both model and validation
data uncertainty.
The report also shows the relative skill of individual models at a global scale, by comparing
the modelled historical versus reference/observed global mean values of temperature, precipi-
tation, etc. (Figure 9.7, Working Group I Contribution to the IPCC Fifth Assessment Report,
2013). Mean errors of individual models exceeding 10% of the median error of the ensemble are
commonplace, and projections from a model (IPSL-CM5B-LR) with a mean error exceeding
50% of the ensemble median error, are still retained in the multi-model statistics.
A similar evaluation was performed for the Maran˜o´n using surface temperature data from
the NCEP data used in Chapters 5 and 6, and precipitation from TMPA V7 (uncorrected)
using a common grid of 0.125◦x 0.125◦resolution. Unlike the AR5 report which evaluated the
reproducibility of the historical state, the comparison was performed in terms of the anomalies
for the 2006-2010 time slice, which is possible because of the overlap between the projection
period and historical records between 2006 and 2010. Table 7.3 show the degree of spatial
agreement between the CMIP5 and the observed anomalies. The scores for temperature are close
to perfect in all 5th, 50th, and 95th percentile of the distributions in all of the GCMs output,
whereas the scores are only modest for precipitation amounts (dry days removed), with an
intermodel mean of 0.47, 0.63, and 0.60 for the percentiles. Compared to the pattern correlation
above 0.80 reported for the global climatological mean in AR5, the pattern correlation for the
regional anomaly for precipitation in Maran˜o´n is lower. The poor skill scores with the individual
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Figure 7.6.: CMIP5 anomalies for temperature (◦C) and precipitation (relative, unitless) in
Maran˜o´n basin for the temporal domain 2031-2035. The different dots of the same
model represent values from each pixel located in the basin
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Table 7.3.: R-squared values between CMIP5 anomalies and historical anomalies from TMPA
(precipitation) and downscaled NCEP reanalysis (the remaining variables)
Variable Model 5 percentile 50 percentile 95 percentile
pr CanESM2 0.49 0.65 0.68
CNRM-CM5 0.37 0.66 0.59
CSIRO-Mk3-6-0 0.61 0.68 0.60
inmcm4 0.53 0.68 0.67
IPSL-CM5A-MR 0.37 0.62 0.51
IPSL-CM5B-LR 0.04 0.26 0.30
FGOALS-g2 0.56 0.68 0.66
MIROC5 0.62 0.64 0.60
HadCM3 0.59 0.68 0.65
HadGEM2-CC 0.53 0.65 0.58
HadGEM2-ES 0.45 0.66 0.56
MPI-ESM-LR 0.58 0.71 0.65
MRI-CGCM3 0.55 0.72 0.67
CCSM4 0.57 0.69 0.68
NorESM1-M 0.59 0.70 0.65
GFDL-ESM2M 0.06 0.45 0.50
Multimodel mean 0.47 0.63 0.60
tas Multimodel mean 0.99 0.99 0.99
psl HadGEM2-ES 0.98 1.00 0.98
sfcWind HadGEM2-ES 0.97 0.98 0.95
huss HadGEM2-ES 0.98 0.99 0.98
rsds HadGEM2-ES 0.83 0.87 0.90
dlwrf HadGEM2-ES 0.97 0.97 0.94
models GFDL-ESM2M and IPSL-CM5B-LR cast some doubt on their projected reductions in
precipitation, as these are inconsistent with the majority of the models in the ensemble (refer
to fig. 7.2).
Figure 7.8 presents the mean error calculated between CMIP5 and the observation anomalies.
It shows HadGEM2-ES, CNRM-CM5, and to a larger degree IPSL-CM5B-LR overestimating
the surface temperature increase. The coarse resolution of IPSL-CM5B-LR may be responsible
for its poor skill, which was also observed in WGI-AR5 assessment. Meanwhile with HadGEM2-
ES and CNRM-CM5, which are both finer resolution models, the high errors may be related
to the GCMs’ general tendency to project a warmer climate that are reflected in their high
climate sensitivities (table 7.2). Figure 7.9 further shows IPSL-CM5B-LR underestimating the
precipitation anomalies. Mean errors of more than -0.2 (i.e. -20% relative change) can be
detected over the lowland regions with GFDL-ESM2M and IPSL-CM5B. The causes of the
errors may be related to the individual GCMs’ parameterisation, which was not investigated.
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7.3. Hydrological projections
The availability of CMIP5 projections provided an opportunity to evaluate climate change
scenarios for the Maran˜o´n basin. To produce hydrological projections, the climate projections
from CMIP5 were downscaled to generate future time series of the meteorological variables,
which were then used to drive JULES. A statistical downscaling of the meteorological variables
from each model of the ensemble were performed using the delta-change method (for full details,
refer to section 4.5). The baseline period is selected to be 2001–2005, which is a period where
the historical experiments in CMIP5 and the availability in historical data coincide. To focus
the analysis on the projected change to the flow and extremes, the baseline simulation was
constructed using the JULES-PDM (with spatially-distributed b parameter) forced with TMPA
version 7, gauge-corrected with double kernel residual smoothing, which in chapter 6 was shown
to produce the best simulation of the historical river flow regime. 16 hydrological simulations
for the climate change scenario (2006-2035) were generated, each of which was associated with
a member of the selected CMIP5 ensemble.
The multi-model mean and range of the projected streamflows from the ensemble hydrological
simulations are presented in (fig. 7.10), where they are compared to the baseline simulation.
The figure points towards a severe increase in high extremes of flow i.e. more than 40% increase
of the 95th percentile flows, while changes in the mean and low extreme are smaller than the
relative error of the observed historical values (table 7.4). The projected increase in the high
extremes is associated with the increase in wet-season precipitation (Nov-Dec, see fig. 7.4).
However, it is clear that the magnitude of increase in the streamflows is unrealistic, and this
could partly be explained by the downscaling method used that inflated precipitation extremes.
To further illustrate, the delta-change factors that were calculated to establish future time series
of precipitation intensities were based on mean-monthly-climatological conditions over 5-year
time slices but used to rescale the historical observations at the daily time-scale. Since there is
a greater variability in the daily precipitation intensities over the course of the month, as well as
in the same months over the 5 years, compared to the mean, this would mean that the highest
extremes in the daily historical time series of precipitation could be highly exaggerated in the
future time series. This compounded over days and a large area, could cause excessive amounts
of runoff to be produced.
Additionally, the projected increase in runoff is also enveloped by a large band of uncertainty
from the intermodel variations within the global climate model ensemble. This result is similar
to Buytaert et al. (2010a), who observed the future climate projections enveloping the entire
historical flow duration curve of a small Andean tributary of the Maran˜o´n (Tomebamba basin in
Ecuador). They used projection data from the previous version of the ensemble global climate
modelling (CMIP3), and attributed the uncertainty seen in the climate change projections of
the historical climate to a poor representation of the elevations of the Andes in coarse-resolution
global climate models. This led to diminished functions of the Andes as a hydrometeorological
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Figure 7.10.: Flow duration curves comparing streamflow regime during the baseline period
(2001–2005) and the future projection period (2031–2035). The blue band repre-
sents the range of predictions using the multi-model ensemble
barrier between the Pacific and Amazon climate systems within the models. Tropical pre-
cipitation in the Pacific is known to be overestimated in by global climate models (Working
Group I Contribution to the IPCC Fifth Assessment Report, 2013) and can artificially cross
over to the Amazon side of the Andes due to poor blocking. The results presented here for
the Maran˜o´n therefore suggests that the weakness in Andean projections is unresolved from
CMIP3 to CMIP5, in spite of more complex, finer resolution models used in the newer ensem-
ble. Instead, the inclusion of more GCMs from existing and newly participating institutions in
the CMIP5 ensemble compared to CMIP3 may have only increased the range of projections.
The lack of convergence between the models towards a single correct representation of the An-
dean control on the climate is unsurprising given that improvements from CMIP3 to CMIP5
are unsubstantial even at a global scale, and the problem is thought to not be limited to the
spatial resolution of the climate models (Knutti and Sedla´cˇek, 2013). One could argue that the
use of dynamical downscaling with regional climate models could improve projection skills, by
representing better the topography of the Andes, but Buytaert et al. (2010a) already showed
that the solution is not as simplistic; the implementation of an RCM only worsened biases by
intensifying misrepresented processes, for example, an excessive orographic lift in the Amazon
by strong Easterly winds.
Climate change projections therefore remained to be a large source of uncertainty in impact
modelling. A recent climate change impact study on the Andean hydrology in central Chile
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Table 7.4.: CMIP5 projections of the hydrological extremes at San Regis compared to the base-
line simulation (JULES-PDM-TMPA V7-DS) and observation
Percentile Observed Baseline simulation CMIP5 simulation
Flow
(m3s−1)
Flow
(m3s−1)
Relative
error from
observation
(%)
Flow
(m3s−1)
%increase
from base-
line
5th 8,934 9,602 7.5 9,201 -4.2
50th 17,170 17,582 1.4 17,582 1.0
95th 24,048 24,330 1.2 35,335 45
(Demaria et al., 2013) comparing CMIP3 and CMIP5 scenarios also concluded that no improved
hydrologic projections could be achieved with the use of the newest climate change projections
(although their Andean catchment faces the Pacific). Other known uncertainties are related
to model stationarity assumptions. For example, the soils of the Andean wetlands (pa´ramos)
respond to changes in humidity and temperature (Buytaert et al., 2009) and this is not currently
represented in the baseline hydrological model. Land use was also held constant, which is an
extremely implausible scenario particularly in the Andes. The impact of anthropogenic and non-
anthropogenic (e.g. climatic as in Tovar et al., 2013) land use changes to the hydrological fluxes
can be significant – for example, deforestation may reduce evapotransporation and increase
runoff, with potentially adverse impacts on the high extremes; on the other hand, the loss of
Andean wetland will remove the basin’s regulation capacity and thus impact on low-flows.
7.4. Chapter summary
In summary, the ensemble climate projections for the Maran˜o´n basin indicate a warming and
wetting of the basin, with varying degrees of agreement and disagreement between the GCM
projected anomalies. The hydrological projections presented are a sample application performed
with limited CMIP5 data. One can conclude from the ensemble mean that there will be an
increase in high extremes. Physically, this means wetter wet seasons, and in terms of the effect
on local ecosystem services, this could mean an expansion of the aguaje forest, an increase
of methane emissions from larger wetland areas, and the loss of sand beaches availability to
sustain the turtle population in the floodplain, all at the same time. The uncertainty in these
projections has not been formally quantified. However, one can already identify strong biases
in the climate anomaly projections compared to those manifested in historical time series. As
suggested by Maraun (2013), the delta-change method used for downscaling these projections
likely only amplified these biases. Unfortunately, the uncertainty of projections in the near-
future limits their utility in informing policies and decisions. With the lack of new information,
present climate change policies for the basin may need to be tailored towards adaptive measures
for building resilence under any possible future conditions (Buytaert et al., 2010a).
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8. Conclusions, limitations, and future work
8.1. Review and primary conclusions
This PhD work is a study of an important region of the Peruvian Amazon (Maran˜o´n) river
basin, which is an important provider of local ecosystem provider and under a real threat
of climate change. The research explored the feasibility of the Joint-UK Land-Environment
Simulator (JULES), and optimised the use of state-of-the art datasets, ranging from local to
global, ground-based to remote-sensing products as the building blocks in constructing a model
to analyse a complex hydrological basin that has thus far, only been studied at far smaller
scales. A sensitivity analysis was performed on multiple components of the model – structure,
parameters, forcing data – at multiple points within the basin, in search of the best possible
outcome in reproducing the long term historical dynamic. A literature search was used to
generate a new pseudo-observation dataset to evaluate the internal fluxes produced by JULES,
to complement in-situ streamflow data from a regional monitoring network.
A first implementation was conducted using reanalysis data from the National Centre for
Environmental Predictions (NCEP) and remote-sensing product from the Tropical Rainfall
Measuring Mission (TRMM) Multi-satellite Precipitation Analysis (TMPA), version 6. The
quality of both datasets were evaluated from the perspective of the basin’s water balance as
well as their point-to-pixel agreement with rain gauge observations, measured in terms of the
bias and correlation at the monthly scale. Overall, the TMPA version 6 product, when bias-
corrected with a regional TRMM-based seasonal climatology map, produced a better correlation
and a reduced bias compared to the NCEP product, which was also already bias-corrected
but with a global gridded precipitation map. It can be inferred from this that the reliability
of reanalysis and satellite-based products are still heavily dependent on good quality bias-
correction. Other likely reasons to explain the poor performance of NCEP, relative to TMPA,
are the data resolution of the product and the treatment of precipitation as a third-level variable
in the reanalysis model (i.e. observed precipitation data are not assimilated in the reanalysis
simulation), whereas TMPA is based on direct observation of precipitation, despite requiring
multiple level algorithms in deriving the final estimates.
Furthermore, the TMPA versions 6 and 7 intercomparison work completed over 6 climate
regions in the tropical Andes-Amazon corroborate the findings of the few existing validation
studies on TMPA version 7 that show better agreement with gauge data compared to version
6 (Xue et al., 2013; Kirstetter et al., 2012; Shiratsu et al., 2011; Nakagawa et al., 2011). The
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water balance and subsequently hydrological modelling results improved considerably over 9
hydrological basins in the region, increasing the confidence in the use of TMPA as forcing data
for modelling applications to complement ground observations in tropical mountain regions
where they are usually scarce or inaccessible. This applies not only to hydrological studies but
also to other modelling applications that benefit from the use of precipitation as driving data.
Despite the improved performance, TMPA version 7 still benefit from further gauge-data
assimilation when additional rain gauge data are available, and this was illustrated using the
results of the satellite-gauge data merging. The hydrological performance of the dataset im-
proves with two of the 5 merging methods implemented, i.e. mean-field bias correction and dou-
ble kernel residual smoothing, whereas a third approach i.e. the Bayesian combination shows
an appreciable improvement where the gauge density is relatively high. This confirms the im-
portance of adequate data for the Kriging semivariogram modelling required by the Bayesian
combination but not by either of the first two methods. The underperformance of the estimates
that do not assimilate the TMPA’s amounts (Ordinary Kriging, Kriging with External Drift),
supports the use of satellite-based products over gridded rain-gauge products that utilise sparse
data.
The core of this research is the evaluation of JULES, and whether it could reproduce what
was observed in the hydrological basins. The results suggest the affirmative, although there is a
clear problem of the model-data error compensation. While in conceptual models, data errors
can be buried under parameter calibration, in a physics-based model where the parameter is
estimated using best-available data approaches, this issue presents itself front and centre. Nev-
ertheless, various perturbations performed to the model yielded marked improvements to the
simulated hydrological fluxes. For instance, the use of the probability distributed model to ac-
count for subgrid heterogeneity in the surface runoff generation significantly improved the runoff
generation over the steeper parts of the basin. Evapotranspiration is also better estimated with
an increase in the specific canopy storage parameter and the inclusion of a weather generator
to better disaggregate the daily input parameter. The latter is especially an important consid-
eration especially in hydrological modelling studies at this scale where daily data are the often
the standard input. However, the resulting improvement to evapotranspiration estimation has
a negative effect on runoff estimation due to data errors.
Despite a negative bias of evaporation in the lower parts of the hydrological basin, the JULES-
PDM can reasonably reproduce the high and low extremes (95th and 5th percentiles) of the
long term distribution of the simulated streamflow, and therefore subsequently used in climate
perturbation modelling. The CMIP5 climate projections for the Maran˜o´n basin indicated a
warming just below 1◦over 40 years. This is accompanied by an increase in precipitation over
the wet season, that results in a projected increase in the high extreme of the runoff over a
very short projection time domain. The increase of high flows can result in an expansion of the
flood forest and prolonged inundation after the wet season, and this is projected to substantially
reduce the availability of sand beaches in the upper parts of the Amazon river stretch.
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8.2. Limitations and suggestions for future work
This research has not addressed all possible aspects of the data and model. The sensitivity
analysis barely touched upon a few structural and parameter changes to the model, while the
rest was held constant. Nevertheless, the results thus far highlight many different pathways for
potential future work and data needs.
The precipitation uncertainty analysis looked at only 2 possible sources of precipitation data
i.e. from one reanalysis model and one satellite algorithm. There have been studies comparing
more than 2 precipitation datasets, and a similar comparative study can be performed for
the basin. There is the very possibility of finding one dataset performing better in certain
conditions and another dataset in others, and it is an interesting aspect of research to identify
the underlying causes for such an observation.
TMPA version 7 was identified to be a superior product than TMPA version 6 on the basis
of the indicators used in this research, but there are several pathways for further evaluation.
Firstly, by analysing a composite, final product, we restrict our ability to directly attribute the
improvements to TMPA version 7 to the different steps of the TMPA algorithm. The logical
next step is therefore to evaluate multiple precipitation products from the various levels of the
TMPA processing individually, which will enable us to identify and inform the main contributors
to the overall uncertainty. For example, one could compare the TMPA’s research product to
the real-time (RT) product and quantify the added-value of a regional gauge correction of the
satellite product. This was recently explored by Yong et al. (2014), who found significant
improvements already in the version 7 RT product compared to version 6.
Secondly, from a water resources standpoint where the main interest is in the means and
extremes, it is sensible to look at TMPA’s representation of entire distributions of precipitation
rates compared to those of gauge data, as was presented. However, for operational applications
such as forecasting, early warning, or risk analysis, further performance indices such as false
alarm ratios, missed volumes, the probability of detection, etc. should be considered. In
this context, a direct pixel to point satellite-gauge comparison will have to accommodate the
fundamental challenge of resolving the mismatch in the temporal and spatial support of the
data products in both occurrence and amounts, i.e. the timing of precipitation event versus
that of a satellite retrieval and the spatial integration of satellite estimates that smoothes
extremes. Aggregating point rain gauge data to the satellite pixel using a simple averaging or
more complex geostatistical interpolation methods, or conversely, downscaling satellite data to
finer resolution estimates using geophysical predictors such as elevation and/or NVDI (Fang
et al., 2013; Duan and Bastiaanssen, 2013; Hunink et al., 2014), should be implemented before
a reasonable point-to-pixel comparison can be made.
Additionally, the conclusions from the analysis of a set of data from a specific region and
the potential for extrapolation should ideally be further corroborated using cross-validation
with rain gauge data from other regions. This extended analysis can also explore the data
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performance at different spatial and temporal scales. Finally, as there is already a lot of potential
in the TMPA product, the near-future release of the Global Precipitation Mission (GPM, Smith
et al., 2007a) bring interesting prospects given that they will be processed with the same TMPA
version 7 algorithm, at least in the initial stages. The GPM will have several advantages to
TRMM in terms of a combination of a core satellite carrying a dual-band precipitation radar and
multi-channel passive microwave (PMW) sensor and multiple accompanying sun-synchronous
and sun-asynchronous PMW-sensing satellites.
In terms of gauge data assimilation into satellite products at a regional level, the Bayesian
combination is a complex procedure which have been applied without calibration but is already
proving to be promising. More exploration of the assumptions behind the model may improve
its outcome. An aspect that could be studied is the gaussian assumption of the model, which
by definition, smoothes rainfall singularities (Wang and Onof, 2013); thus methods could be
explored to remove the singularities from the TMPA estimates prior to the combination, to
be later incorporated back in the merged product. Additionally, the value of rain gauge data
assimilation of any approach is a further call to an increased investment into rainfall monitoring
in data-sparse regions. A citizen science approach is a novel way to go about this, minimizing
cost, and maximizing gain for the local communities who are most affected by the real outcome
of hydrological changes.
With regards to JULES and its representation of the basin’s processes at large scale, the
biggest main limitation remains to be lateral fluxes that are not implicitly modelled. The model
as it was coupled to the oﬄine routing schemes retained wet season runoff in the river without
allowing for overbank flooding, and neither of the model structural perturbations explored
specifically addressed this. This is partly to do with vertical structure of the model where
open water bodies spanning over more than one gridbox is treated as if there were separate;
additionally the lake tiles are completely disconnected to the soil moisture column, i.e. they do
not infiltrate, and future work on the model should focus on correcting this misrepresentation
of open water systems for soil moisture and evaporative fluxes to be modelled better.
Dadson et al. (2010) implemented a 2-D routing scheme based on the kinematic wave as-
sumption that continuously estimates flood extents based on the simulated water level of each
grid cell. The land cover tiles in JULES are updated in the subsequent timestep by converting
the flooded fraction into an open water surface. The subsurface and consequently plant roots,
however, do not gain access to this available moisture, as open water tiles in JULES do not
infiltrate. Therefore, the improvement to ET estimates is solely due to the increase in the open
water ET, which may not be a sufficient representation of the flood forest system. A more
optimal model may be the floodplain implementation with the ORCHIDEE land surface model
by d’Orgeval et al. (2008), who model the surface area and volume of swamps and floodplain in
order to calculate the water retention time, and allowing reinfiltration into the subsurface during
this period. However, their model splits each coarse LSM grid into smaller subbasins, requiring
an instantaneous redistribution of soil moisture over the entire grid in the subsequent timestep.
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This assumption may undermine the soil moisture accounting in flooded versus dry sections of
the grid, although it may less problematic over finer scale grids. Research is ongoing to couple
JULES to the LISFLOOD floodplain model with a test case in the UK. This coupling could
potentially represent the inundation processes more explicitly, but early results have identified
numerical stability problems with steep UK slopes (Ashton et al., 2012).
This work has not looked into errors from the other meteorological variables produced by
with NCEP reanalysis, and their further downscaling to the model resolution. Additionally, the
effect of size of the modelling grid and timestep was not specifically investigated, although some
compromise was already seen with JULES-TOPMODEL due to the scale-incompatibility of the
model parameters. It also did not look at models alternative to JULES; looking at parsimonious
models would provide the answers to whether the performance seen with the simulations are
more directly attributable to the merit of the model or data.
In terms of climate change projects, the work could be expanded to look at various other
pathway scenarios, other downscaling methods e.g. regional climate modelling to better capture
the variations in the elevation. The issue with data access can be resolved given time, and it
is may worth exploring whether or not the results may change with additional output from the
excluded GCMs. Another direction would be to investigate the output from the short-term
integration decadal experiments that are initiated using near-historical observations of the sea
ice and ocean states (Taylor et al., 2012). Finally, land use change is another important aspect
that should be studied in tandem with the change in climate.
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A. Summary of fluxes from humid tropical
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Table A.1.: Summary of fluxes from humid tropical hydrology literature
Reference Location Precipitation
(mm)
Evapo- Throughfall
(mm)
Surface Subsurface
transpiration
(mm)
Runoff (mm) Runoff (mm)
Lowland forests
References in Bruijnzeel
et al. (2011)
Central Amazonia, Ducke 2500 1310
Pasoh, Malaysia 1800 1448
Lambir Hills, Malaysia 2740 1303
References in Rollen-
beck and Anhuf (2007)
Estado Amazonas, Venezuela 3244 1492 2595 195 1848
French Guyana 3200 1346
Belem, Para Brasilien 1819 1905
S Carlos De Rio Negro, Venezuela 3664 2065 3188 1759
S Carlos De Rio Negro, Venezuela 3500 1502 2450
Reserva Ducke, Brazil 2209 1119 1966 67 640
Lake Calado, Brazil 2870 115 1679
Reserva Ducke, Brazil 2391 2128
Reserva Ducke, Brazil 2391 2175
Manaus, Brazil 3000 2340 780
Reserva Ducke, Brazil 2636 1318 2320
Reserva Jaru, Brazil 3563
Negro´n-Jua´rez et al.
(2007)
2291 1026
Asdak et al. (1998) Kalimantan, Indonesia 2199 1918
3563 3334
Campling et al. (2002) West Benin 1157 867
Flood forests
Borma et al. (2009) Bananal Island, Brazil 1692 1332
Montane forests
References in Bruijnzeel
et al. (2011)
Bolivia, Yungas 2310 1825
Columbia, Cordillera Central 3150 2394
Ecuador 2320 1554
Idem 2080 1477
Costa Rica, Monteverde 2500 1775
Costa Rica, Talamanca 2810 1967
Guatemala 2500 1625
Indonesia, Sulawesi 2900 2030
Peninsular Malaysia 2300 1426
Panama 3680 2318
Papua New Guinea 3800 2546
Peru, Central Cordillera 2220 1554
Tanzania, Usambara Mts 1230 972
Australia, Se Queensland 1350 1215
Australia, N Queensland, Ub Site 2985 2358
Idem, Mt Lewis 3315 2553
Idem, Mt Lewis 2610 2010
Bolivia, Yungas 3970 2938
China, Unnan, Ailao Mnt 1930 1679
Idem, Xishuangbanna 1485 1158
Colombia, Central Cordillera 2115 1851
Costa Rica Monteverde Windward
Forest
6390 4473
Leeward Forest 2520 1638
Costa Rica, Monte De Los Olivos
Windward Forest
3300
Idem 3300 3498
Ecuador 2140 1819
Idem 2500 2275
Guatemala, Windward 2600 2106
Hawai, Maui, Leeward 1010 889
Honduras 3500 3325
Indonesia, West Java 3300 2640
Mexico, Veracruz 3000 2475
Tanzania, Mt Kilimanjaro 2480 2034
Idem, Dry Year 1960 1372
Thailand, Kog-Ma 2085 1856
Venezuela, San Eusebio 1575 1252
Venezuela, La Mucuy 3125 1688
Australia, Queensland, Bl 5300 6201
Colombia, Central Cordillera 1700 1513
Idem, Central Cordillera 1455 1273
Idem, Zipaquira 1615 1437
Costa Rica, Monteverde 4310 5086
Idem 6000 6480
Guatemala, Windward 2500 2825
Guatemala, Windward 2600 2288
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Table A.1.: Continued.
Reference Location Precipitation
(mm)
Evapo- Throughfall
(mm)
Surface Subsurface
transpiration
(mm)
Runoff (mm) Runoff (mm)
Hawaii, Windward 2700 3537
Honduras Concave Slope 1500 1410
Honduras Covex Slope 1935
Honduras Ridge Top 2685
Jamaica, Pmull Forest 2850 2081
Malaysia, Peninsular 2115 1354
Peru, Central Cordillera 2750 2544
Phillipines, Luzon 3910 3363
Puerto Rico, Palm Forest 4500 3105
Bolivia, Yungas 5150 3863
Hawaii 500 375
Jamaica, Mmor Forest 2855 1713
Puerto Rico, East Peak Elfin, Wind-
ward
5400 6210
Idem Reidge 4800 6000
Idem Leeward 6000 5760
Elfin, Windward 5400 8910
Idem, Sheltered 4500 4860
Reunion France 3000 3720
Spain, La Gomera 660 832
Madagascar, Perinet 2080 1290
Colombia, Sierra Nevada 1985 1270
Ecuador 2050 1271
Kenya, Kericho 2130 1342
Idem 2015 1249
Kenya, Kimakia 2305 1153
Tanzania, Mbeya 1925 1386
Queensland, Gambubal 1350 1256
Idem, Upper Barron 2985 1433
Idem, Mt St Lewis 3040 1459
Hawaii, Volcano Np 2500 1225
Indonesia, Jawa 3300 1155
Ecuador 2140 920
Mexico, Veracruz 3100 1426
Thailand, Kog-Ma 1768 813
Venezuela, San Eusebio 1465 982
Venezuela, La Mucuy 3125
Costa Rica, Monteverde 1450 783
Queensland, Bellenden Ker 1560 905
Puerto Rico, Luquillo Mountain 900 675
Puerto Rico, Luquillo Mountain 1010 566
La Gomera, Canary Islands 1270 533
Fleischbein et al. (2005) Loja, Ecuador, Site 1 1083
Loja, Ecuador, Site 2 1046
Loja, Ecuador, Site 3 1039
Goller et al. (2005) Loja, Ecuador, Site 1 1154
Loja, Ecuador, Site 2 680
Loja, Ecuador, Site 3 1191
Upper Andes
References in Buytaert
et al. (2006a)
Machangara, Ecuador 1100
Ningar, Ecuador 950
Jima, Cuenca, Ecuador 1000
Chimborazo, Ecuador - Humid 900
- Dry 600
- Pantanal 900
Azoguez, Ecuador 1860
Cuenca, Ecuador 1270
Pichincha, Ecuador 1500
2000
El Angel, Ecuador 1150
Cotacachi, Ecuador 1500
Piedras Blancas, Venezuela 800
Andean Pa´ramos, from 700
to 3000
Columbian Pa´ramos 6000
Buytaert et al. (2006c) Huagrauma, Machanagra, Ecuador 1200 600 850
Soroche,Machanagra, Ecuador 800 450 500
Ce´lleri-Alvear (2007) Burgay 820
Duda 1120
Jadan 750
Matadero 1230
Mazar 1160
Yanuncay 1100
Tomebamba 980 200 600
Paute 1030
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