ABSTRACT The consistency test is a vital component of pairwise comparison matrices if meaningful results are to be guaranteed, and it has been studied extensively, since the analytic hierarchy process was developed by Saaty. However, how to deal with the consistency of a probability-hesitant analytic hierarchy process with different probability values is a specific problem which needs to be studied further. This paper provides a direct consistency test and an improvement method for the probability-hesitant analytic hierarchy process. A paradox in Saaty's consistency test is first proposed, and then a direct consistency improvement method is suggested for dealing with the consistency of a probability-hesitant analytic hierarchy process with different probability values, from the perspective of three tuples, rather than carrying out matrix operations. In our method, only simple mathematical calculations are needed and there is no need for matrix operations. By using a partial correction, the proposed method can retain most of the information provided by the original comparison matrix, and simultaneously indicate the modification direction and provide the optimal values. At the same time, using the proposed method, the inconsistent elements in the probability-hesitant pairwise comparison matrix can be found rapidly and with a high degree of accuracy. Moreover, our proposed iterative algorithm is a method that is both very quick and leads to good results being obtained.
I. INTRODUCTION
Saaty [46] , [47] developed the analytical hierarchy process (AHP), which is a powerful tool in multiple criteria decision making (MCDM) when resolving problems that require a qualitative and quantitative analysis. In these MCDM problems, the criteria (or objectives) are compared pairwise with respect to their importance. Moreover, the judgments regarding the paired comparisons of objectives are collected using pairwise comparison matrices. In recent years, the AHP has attracted an increasing amount of attention [1] , [12] , [14] , [18] - [20] , [27] , [37] , [41] , [42] , [53] , [60] , and the scope of its application has become very broad [5] , [22] , [24] , [25] , [29] - [31] , [34] , [62] , [76] .
The notable concept of hesitant fuzzy sets (HFSs), initiated by Torra and Narukawa [56] , represented a new generalization for fuzzy sets, because HFS permits an element to have not just one but a set of several possible membership values. Accordingly, HFSs can describe the hesitancy experienced by decision makers in the decision-making process. The HFS has attracted an increasing amount of attention in academia since its introduction [17] , [28] , [66] , [68] , [69] , [80] , [81] . There have been a number of recent developments in the theory of hesitant fuzzy sets (HFSs). For example, Xu and Xia [73] defined the concept of the hesitant fuzzy element (HFE), which can be considered to be the basic unit of a HFS. Rodríguez et al. [43] proposed the hesitant fuzzy linguistic term set to deal with linguistic decision making. Farhadinia [17] proposed a series of score functions for HFSs and Wei [61] , Zhang [79] , Yu [75] , and Ai et al. [2] studied their aggregation operators. Farhadinia [17] , Xu and Xia [74] , Peng et al. [40] and Chen et al. [7] discussed the information measures of HFSs. Wang et al. [58] studied the interval-valued hesitant fuzzy linguistic set, which can serve as an extension of both a linguistic term set and an interval-valued hesitant fuzzy set. Finally, Wu and Xu [66] presented the concept of possibility distribution for a hesitant fuzzy linguistic term set and Zhu et al. [82] extended HFSs to probability-hesitant fuzzy sets (P-HFSs).
If meaningful results are to be guaranteed, consistency is a basic requirement for pairwise comparison matrices. Checking the consistency of pairwise comparison matrices is a crucial step to avoid misleading solutions [82] . Since an inconsistency has a serious impact on the results of a priority vector, many studies have focused on the consistency test, and how to improve it, for a number of decades [4] , [9] , [10] , [13] , [15] , [23] , [26] , [32] , [35] , [36] , [38] , [45] , [48] , [49] , [59] , [63] - [65] . In the existing approaches for consistency improvements, some of them uses optimization based approaches [1] and some of them used iterative approaches [16] , [72] , [82] .
Some researchers, for example, Zhu et al. [82] have discussed the consistency of the hesitant AHP, which is the intersection of AHP and HFSs. Initially, Saaty [46] developed an eigenvector method (EVM) to derive priorities from comparison matrices, and then defined a consistency index to measure their consistency degrees. Apart from the EVM that derives priorities from comparison matrices, another popular method is the row geometric mean method (RGMM) developed by Crawford and Williams [11] . Based on the priorities derived by the RGMM, Aguaron and Moreno-Jiménez [3] developed a geometric consistency index (GCI) to measure the consistency of a pairwise comparison matrix. Zhu et al. [82] used the GCI as a basis to develop new indices for hesitant comparison matrices. The authors also pointed out that a similar idea of representing the judgments with probability interpretations in the AHP has been considered by other researchers, for example: Rosenbloom [44] ; Stam and Silva [52] ; Moskowitz et al. [39] ; Hahn [21] . Zhu et al. [82] then used the iterative method provided by Xu and Wei [72] as a basis for developing consistency improving and consensus improving methods of hesitant comparison matrices. However, the main emphasis of Zhu et al.'s research is on the hesitant comparison matrices with equiprobability. In their method, many elements in the original comparison matrix have been changed, and, based on the original inconsistent hesitant comparison matrix, a consistent hesitant comparison matrix is generated by an auto-adaptive process instead of revising single elements.
However, how to deal with the consistency of a probabilityhesitant AHP with different probability values is a specific problem which needs to be studied further. This study provides a direct consistency test and improvement method for the probability-hesitant AHP.
The contributions of this paper are as follows. First, a paradox in Saaty's consistency test is proposed, and then a direct consistency improvement method is suggested for dealing with the consistency of a probability-hesitant AHP with different probability values, from the perspective of 3 tuples, rather than carrying out matrix operations. Second, in our method, only simple mathematical calculations are needed and there is no need for matrix operations. Third, because it only revises some single elements, the proposed method can also retain most of the information provided by the original comparison matrix, and simultaneously indicate the modification direction and provide the optimal values. At the same time, by using the proposed method, the inconsistent elements in the matrix can be found rapidly and with a high degree of accuracy. Moreover, our proposed iterative algorithm is a method that is both very quick and leads to good results being obtained.
The rest of this paper is organized as follows. In Section 2, some concepts and properties associated with the topic are briefly reviewed. In Section 3, a paradox in Saaty's consistency test is proposed. In Section 4, in order to overcome the aforementioned paradox, an improved perfect consistency test and an improved acceptable consistency test are suggested. In Section 5, the consistency of the probability-hesitant AHP is discussed, and an iterative algorithm for improving the consistency of a probability-hesitant pairwise comparison matrix is proposed. In Section 6, an example is used to illustrate our algorithm. In the final section, conclusions are drawn and future research directions are discussed.
II. PRELIMINARIES
In this section, some concepts and properties associated with the topic are briefly reviewed.
A. THE 1-9 RATIO SCALE AND PAIRWISE COMPARISON MATRIX Saaty [47] presented a 1-9 ratio scale (shown in Table 1 ) as a basis for decision makers (DMs) to provide judgments over the paired comparisons of objectives. Then the judgments are collected by multiplicative preference relations, where reciprocity is required, which are called pairwise comparison matrices, or simply called comparison matrices. A pairwise comparison matrix A = (a ij ) n×n can be shown as: where
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B. THE CONSISTENCY OF A PAIRWISE COMPARISON MATRIX
Saaty [47] proposed a consistency ratio in the AHP, and also developed the concepts of perfect consistency and acceptable consistency. Saaty [46] also developed an eigenvector method to derive priorities from comparison matrices, and then defined a consistency index to measure their consistency degrees. For a set of objectives X = {x 1 , x 2 , . . . , x n } and a constructed comparison matrix A = (a ij ) n×n , the eigenvector method is based on solving the following equation:
where λ max is the maximum eigenvalue of A, and ω is the priority vector of the objectives. Let
then the consistency index is defined as
where RI is a random consistency index, which is the average value of CI obtained from 10,000 random pairwise comparison matrices, whose entries were randomly generated using the 1 to 9 scale. Saaty considers that a value of CR under 0.10 indicates the pairwise comparison matrix is of acceptable consistency. Table 2 gives values of RI for different matrix orders (n). Some cases require the consistency ratio to be less than 5% for n = 3 and less than 8% for n = 4 [51] . [55] , [56] : Let X be a universal set, a hesitant fuzzy set (HFS) on X is in terms of a function that when applied to X returns a subset of [0, 1] .
To be easily understood, the HFS can be expressed by a mathematical symbol [67] : [67] .
For three HFEs h, h 1 and h 2 , Torra and Narukawa defined the corresponding complement, union and intersection, namely
Operational laws on the HFEs h, h 1 and h 2 have been given as follows [67] :
III. A PARADOX IN SAATY'S CONSISTENCY TEST
There is a paradox in Saaty's consistency test in the pairwise comparison method. To better illustrate this viewpoint, an example is now provided. As a matter of fact, assume that a 13 = d, then we get Not only that, assume that tency test in the pairwise comparison method, and outlined four types of inconsistency: an inconsistency caused by contradictions; an inconsistency caused by weak contradictions; an inconsistency caused by the numerical scale finiteness; and an inconsistency caused by the numerical scale discreteness.
IV. THE PROPOSED IMPROVED CONSISTENCY TEST
To overcome the aforementioned paradox, in this section we will discuss how to improve the consistency test.
A. AN IMPROVED PERFECT CONSISTENCY TEST
First we improve the definition of perfect consistency as follows: Definition 3: A pairwise comparison matrix A = (a ij ) n×n is of perfect consistency if for any positive integers i, j, k, the following result holds:
where ''Medium'' denotes the second largest value, namely,
According to Definition 3, the comparison matrices A 1 , A 2 , A 3 , A 4 , A 5 are of perfect consistency, and there is no need to adjust them; this is in line with the actual situations and basic logic.
Note that when a ik a kj ∈ [1/9, 9], Definition 3 is equivalent to Definition 1, and the original definition by Saaty remains valid.
If Eq. (5) or Eq. (6) is not satisfied, then A is not of a perfect consistency.
B. AN IMPROVED ACCEPTABLE CONSISTENCY TEST
Using the existing methods to check the consistency of pairwise comparison matrices, it is imperative to carry out matrix operations, which are usually not intuitional. In this paper, a direct acceptable consistency test method, from the perspective of 3 tuples (a ik , a kj , a ij ), as opposed to carrying out matrix operations, is provided to test the consistency of a pairwise comparison matrix. 3 × 3 pairwise comparison matrices are investigated first.
Having taken into account the acceptable consistency test for the pairwise comparison matrix A = (a ij ) 3×3 , a correspondence between the consistency ratio CR and the ratio a 13 /(a 12 a 23 ) is proposed in this section. 23 1   according to [8] , [33] , [50] , and [57] , then
hence,
b is an eigenvalue of matrix A. Lin et al. [33] proved that A has only one positive eigenvalue, so 1 + b + 1 b is the maximum eigenvalue for A. Assume that λ max is the maximum eigenvalue of A, then 
The approximations of k 1 , k 2 are obtained:
which are numbers to four decimal places. Namely we have 
, there is an upward deviation from a perfect consistency, while if k ij < 1, there is a downward deviation. In order to avoid a situation that the upward and downward deviations cancel each other out, suppose that the adjusted k ij , i.e.,
then we have
where approximately ⇔ means that in formula (7), the former is approximately equivalent to the latter with a very small percentage error. 2.6204 is an approximate value, which is a number to four decimal places; the total number of all
and the average of all † k ij is
Using MATLAB to verify formula (7); the MATLAB codes are omitted.
Definition 4: Let A, k ij , † k ij be as before, and
then A is considered to be of an acceptable consistency.
Compared to using Saaty's consistency definition, by using Definition 4, similar results can be obtained while the paradox in Saaty's definition has been overcome.
In order to compare our method with those of others, the proposed method in this paper is applied to a published example [16] , [37] .
Example 2: The 4 × 4 pairwise comparison matrix A is inconsistent with CR = 0.1739 > 0.1.
Step 1: As mentioned above, calculating the ratios, (a 13 , a 34 , a 14 ), (a 12 , a 23 , a 13 ) are seriously inconsistent, out of which a 13 is a common element. Thus a 13 should be adjusted first.
Step 3 
let a 13 = 
When a 13 = Note that since the steps in Example 2 can be included in a later section, i.e., an iterative algorithm for improving the consistency of a probability-hesitant pairwise comparison matrix in Section 5.2, we do not list the algorithm for Example 2 specifically.
V. THE PROBABILITY-HESITANT AHP
Inspired by the probability (P)-HFS [66] and the hesitant AHP [82] , the probability-hesitant pairwise comparison matrix can be defined as follows.
Definition 5: Using the 1-9 ratio scale shown in Table 1 Motivated by [6] and [78] , it is possible to explain how the elements in the matrix are obtained. Takeã 12 as an example. Sinceã 12 represents all possible probability hesitant preference degrees to which x 1 is preferred to x 2 , its values come from 3, 5, which are provided by a DM. The DM is sure that the preference value is 3 (moderately preferred) with a probability of 40%, and 5 (strongly preferred) with a probability of 60%. Therefore, theã 12 can be denoted by {3(0.4), 5(0.6)}. Similarly the symmetric element ofã 12 , i.e.,ã 21 can be denoted by { 
Through the above procedure, the aforementioned matrixÃ is obtained.

A. THE CONSISTENCY OF A PROBABILITY-HESITANT PAIRWISE COMPARISON MATRIX
In the AHP, Saaty [47] first addressed the issue of consistency, and developed the notions of perfect consistency and acceptable consistency. Cardinal consistency is a stronger concept than ordinal consistency. Ordinal consistency is based on the notion of transitivity, meaning that if A is preferred to B and B is preferred to C, it perceives A to be preferred to C, which is normally referred to as weak transitivity [10] , [70] . The weak transitivity is the minimum requirement condition to ensure that the hesitant fuzzy preference relation is consistent. There are further two conditions, named additive transitivity and multiplicative transitivity [54] which are more restrictive than weak transitivity and can imply reciprocity. Even though both additive transitivity and multiplicative transitivity can be used to measure consistency, the additive consistency may produce infeasible results [71] . The multiplicative transitivity is often used to verify the consistency of a hesitant fuzzy preference relation.
However, in this study the probability-hesitant AHP is a notion that has a close connection with the AHP itself; therefore it is more appropriate to use a method similar to the proposed improved acceptable consistency test in the previous section. Note that here the expected values matrix is not necessarily a reciprocal matrix, e.g., in E(Ã 1 ), we have
Definition 6: Let the probability-hesitant pairwise comparison matrix be as before, then the expected values matrix can be defined as
Therefore, when judging the consistency of a probabilityhesitant pairwise comparison matrix, it is improper to use its expected values matrix directly. However, by combining Definitions 4 and 5, we get the following consistency test method for a probability-hesitant pairwise comparison matrix. Definition 7: Let the probability-hesitant pairwise comparison matrixÃ be as before,
then the expected consistency of the 3 tuple (ã ik ,ã kj ,ã ij ) can be defined as:
6204, then the 3 tuple (ã ik ,ã kj ,ã ij ) is considered to be of an acceptable consistency; otherwise, it is considered to be inconsistent.
Definition 8: Let the probability-hesitant pairwise comparison matrixÃ and the expected consistency of the 3 tuplẽ a ik ,ã kj ,ã ij be as before, 1 ≤ i < k < j ≤ n and
EC(ã ik ,ã kj ,ã ij ) is the average of all EC(ã ik ,ã kj ,ã ij ), then the probability-hesitant pairwise comparison matrixÃ can be considered to be of an acceptable consistency.
Here we take 2.6204 as a consistency threshold of the probability-hesitant analytic hierarchy process, just like we do in the environment without the probability values. Further, we have
i.e., Eq. (9) is satisfied. By using Definition 8, we can draw the conclusion that the probability-hesitant pairwise comparison matrixÃ is of an acceptable consistency, and it is not necessary to adjust the matrixÃ.
B. AN ITERATIVE ALGORITHM FOR IMPROVING THE CONSISTENCY OF A PROBABILITY-HESITANT PAIRWISE COMPARISON MATRIX
In general, the probability-hesitant pairwise comparison matrix constructed by the DM often has an unacceptable consistency, which means Eq. (9) is not satisfied. At this time, it is necessary to adjust the elements in the probability-hesitant pairwise comparison matrix in order to improve the consistency. Based on above methods, an iterative algorithm is now proposed to repair the consistency of the probability-hesitant pairwise comparison matrix.
An iterative algorithm for improving the consistency of a probability-hesitant pairwise comparison matrix
Input: the probability-hesitant pairwise comparison matrix isÃ = (ã ij ) n×n ; µ represents the number of iterations, and let the initial value of µ be equal to 1; and the consistency threshold value is λ 0 . Here we take λ 0 = 2.6204.
Output: the probability-hesitant pairwise comparison matrix isÃ (µ) , with a satisfactory consistency.
Step 1. Calculating. Using Definition 7, calculate the consistency of all 3 tuples inÃ (µ) ; furthermore, by using Definition 8, calculate the consistency ofÃ (µ) . If Eq. (9) is satisfied, thenÃ (µ) is of an acceptable consistency, and go to Step 4; otherwise, go to Step 2.
Step 2. Identifying. Find out all the inconsistent 3 tuples, which satisfy EC(ã ik ,ã kj ,ã ij ) > 2.6204. In particular, ascertain the largest one in EC(ã ik ,ã kj ,ã ij ), and the second largest one, the third largest one, and so on. Then adjust their common elements first, and go to Step 3.
Step 3. Adjusting. By a comparison, find out the most suitable method for adjusting. In general, adjust the common elements in Step 2 first and by using the method enumerate one by one from Step 4. OutputÃ (µ) .
Step 5. End. Due to monotonic bounded sequence is certain convergent, hence the algorithm is convergent.
VI. AN ILLUSTRATIVE EXAMPLE AND DISCUSSION
In this section, an example is used to illustrate the algorithm.
A. ILLUSTRATIVE EXAMPLE
A large project of Jiudianxia reservoir operation [6] , [73] is employed to demonstrate the validity of our approach. The reservoir is designed for many purposes, such as power generation, irrigation, total water supply for industry, agriculture, residents and environment. Because of different requirements for the partition of the amount of water, four reservoir operation schemes x 1 , x 2 , x 3 and x 4 are suggested.
x 1 : maximum plant output, enough supply of water used in the Tao River basin, higher and lower supply for society and economy;
x 2 : maximum plant output, enough supply of water used in the Tao River basin, higher and lower supply for society and economy, total supply for ecosystem and environment, whose 50% is used for flushing sands at low water period;
x 3 : maximum plant output, enough supply of water used in the Tao River basin, higher and lower supply for society and economy, total supply for ecosystem and environment, whose 90% is used for flushing sands at low water period;
x 4 : maximum plant output, enough supply of water used in the Tao River basin, higher and lower supply for society and economy, lower supply for ecosystem.
To select the best scheme, the government assigns a large consultancy organization to evaluate four competing schemes. Due to uncertainties, the DMs give their preference information regarding alternatives in the form of probability-hesitant pairwise comparison matrix.
Take schemes x 2 and x 4 as an example; the DMs evaluate the degrees to which x 2 is preferred to x 4 , where 70% give a rating of 3 (moderately preferred) and the remaining 30% give 1/3, which means x 4 is moderately preferred to x 2 . Assume that these DMs in the consultancy firm cannot be persuaded each other to change their minds, the preference information that x 2 is preferred to x 4 provided by the organization can be considered as a P-HFE, i.e., { To obtain the optimal alternative, the following steps are adopted.
Iteration I
Step 1: First of all, calculate the consistency. Similar to Example 5, by using Definition 7, we have
EC(ã 23 ,ã 34 ,ã 24 ) Furthermore, by using Definition 8, we have which means that the probability-hesitant pairwise comparison matrixÃ is inconsistent, and thus needs to be adjusted.
Step 2: EC(ã 23 ,ã 34 ,ã 24 ) and EC(ã 12 ,ã 23 ,ã 13 ) are far greater than the threshold value 2.6204, hence they are seriously inconsistent and should be adjusted first. Among these 3 tuples,ã 23 is a common element. Therefore, consider adjustingã 23 first.
Step 3: By enumerating one by one from { Thus, the result of the first iteration isÃ (1) , shown at the bottom of this page,Ã (1) is still inconsistent, so the second iteration is carried out as follows:
Iteration II :
Step 1 : Calculate the consistency ofÃ (1) . By using Definition 7, forÃ (1) 
which means that the probability-hesitant pairwise comparison matrixÃ (1) is still inconsistent, and thus needs to be adjusted again.
Step 2 : EC(ã 23 ,ã 34 ,ã 24 ) and EC(ã 12 ,ã 24 ,ã 14 ) are greater than the threshold value 2.6204, hence they are inconsistent
and should be adjusted. Among these 3 tuples,ã 24 is a common element. Therefore, consider adjustingã 24 first.
Step 3 : By enumerating one by one from { 
which means thatÃ (2) is of an acceptable consistency.
Therefore, we obtain the result of the second iteration, A (2) , shown at the bottom of the previous page, which is of an acceptable consistency and thus is the final result of our iterative operations for improving the consistency of the probability-hesitant pairwise comparison matrixÃ.
Finally, let us sort the four schemes (alternatives). ByÃ (2) , it can clearly be found that
Therefore,
which indicates that the first scheme is the most desirable according to the opinion of the large consultancy firm.
B. DISCUSSION AND COMPARISON
Consider the following decomposition method according to the probability values.
The probability-hesitant pairwise comparison matrixÃ can also be divided into some pairwise comparison matrices according to their corresponding probability values, in which the elements do not contain probability values, while only the matrices themselves contain probability values. For example, in a probability-hesitant pairwise comparison matrix
the element 3 corresponds to 1 3 , and the corresponding probability value is 0.6; the element 5 corresponds to 1 5 , and the corresponding probability value is 0.4. Thus the probability-hesitant pairwise comparison matrixÃ example can be divided into 1 3 1 3 1 (0.6),
In a similar way,Ã can be divided into the following pairwise comparison matrices with probability values:
By using Definition 4, it can be found that the values of 9 is of an acceptable consistency; all the other 11 pairwise comparison matrices are inconsistent, and need to be adjusted. It is obviously very tedious to adjust these matrices one by one in order that they are of an acceptable consistency. More importantly, this method has lost sight of the mutual influence between different values in the same P-HFE, e.g., 3 and 5 iñ a 12 = {3(0.6), 5(0.4)}. Furthermore, when all these matrices have been adjusted to be of an acceptable consistency, it would be highly problematic to ascertain how they could be aggregated. Therefore, according to the probability values, the above decomposition method is inefficient and improper.
The expected values matrix has also been certified to be improper in Example 4.
Some researchers, for example Zhu et al. [82] , have discussed the hesitant AHP; however, the main emphasis of their research was on the hesitant comparison matrices with equiprobability. At the same time, in their method, many elements in the original comparison matrix have been changed. Based on the original inconsistent matrix, a consistent matrix is generated by an auto-adaptive process instead of revising single elements.
In this paper, a direct consistency improvement method is proposed for dealing with the probability-hesitant AHP with various probability values. In our method, only simple mathematical calculations are needed and there is no need for matrix operations. Our method also shows the modification direction and provides the optimal values; moreover, because only certain single elements are revised, most of the information provided by the original comparison matrix can be retained when using our method.
Furthermore,, our proposed iterative algorithm is a method that is both very quick and leads to good results being obtained.
VII. CONCLUSIONS
In this paper, a direct method has been proposed to improve the consistency of a probability-hesitant pairwise comparison matrix with different probability values from the perspective of 3 tuples. Some related theorems have been proved mathematically or verified by random simulations. The effectiveness of the method has also been demonstrated through some examples and comparisons.
Compared to the published methods, the proposed method in this paper has the following advantages:
(1) The internal quantitative relationships between the consistency index value of the probability-hesitant pairwise comparison matrix and the 3 tuples have been ascertained. A direct method, from the perspective of 3 tuples, has been provided to test the consistency of a probability-hesitant pairwise comparison matrix. (2) This paper presents a simpler algorithm for improving the consistency of the probability-hesitant pairwise comparison matrix. The proposed method is more intuitional and easy to understand, as only simple mathematical calculations are needed and there is no need for matrix operations. (3) By using a partial correction, the proposed method can retain most of the information provided by the original probability-hesitant comparison matrix, and simultaneously indicate the modification direction and provide the optimal values. At the same time, by using the proposed method, the inconsistent elements in the probability-hesitant pairwise comparison matrix can be found with a high degree of accuracy. In future research, some similar methods may be applied to other related issues regarding the pairwise comparison matrix; for example, the consensus of the probability-hesitant pairwise comparison matrix.
