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QoE 期待値を実験評価して明らかにした。第 3 章では、適応制御を実現する品質解析技術について、
稼働中のネットワークから得られる負荷量や構成情報の範囲内で、シミュレーションモデルを生成するこ
とを特徴とする解析方式を提案した。実験評価を通して、実用レベルの精度が得られることを確認して
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  3 
ンド-エンド目標値を網品質目標値として設定している。この網品質目標値を、エンド-エンドの接続
形態をモデル化した標準接続系 (HRX: Hypothetical Reference Connection) に従い、HRX を
構成する各装置に割り振っていく考え方がとられている。例えば、国際 HRX の最長系は、発信国内













を経て、固定長のセルによってマルチメディア情報の転送を行う ATM (Asynchronous Transfer 
Mode)方式が開発され、実用化も進んだ。しかし、最終的には、パケット交換方式が今日の情報通
信ネットワークの基本となっている。 
この最も土台となる通信方式が、1974 年に、ビントン・サーフ (Vinton Cerf) とボブ・カーン (Bob 
Kahn) が発明した Transmission Control Protocol (TCP)/IP (Internet Protocol) である[9]。こ
の技術は、1982 年には、ARPANET に採用された。このプロトコルでは、情報はパケットと呼ばれる単
位に小分けにして送られる。1983 年 には、デスクトップ・ワークステーションが出現し, その多くが この
TCP/IP を含むバークレイ版 UNIX を搭載しており、TCP/IP 普及の素地を作った。さらに、1984 年に
は、ドメイン名システム (DNS) が導入され、ホスト数が 1,000 を突破した。また、1989 年には、
WWW (World Wide Web) が、CERN (欧州共同粒子物理研究機構) の物理学研究者によって

























下の Intserv (Integrated Service) 方式と、Diffserv (Differentiated Service) 方式の 2 方式が
ある。 
  5 
Intserv 方式は、フローの単位に QoS を提供する基本的なサービスである。ここでのフローとは、同
じアプリケーションから発信され、共通のQoSサービスを行うパケットの時系列である。Intserv では、通
信開始に先立ち、RSVP (Resource reservation protocol) を用いて、必要なリソースの予約を行
う。具体的には、送信アプリケーションは送信フローのトラヒック特性を通知し、受信アプリケーションは
必要となる QoS を決定して、ネットワークに通知し、ネットワークの経路上の各ゲートウェイは、この




Diffserv 方式は、この欠点を改善する方式である。本方式では、パケットの Type_of_Service フ









































い な い が 、 そ の 要 素 機 能 で あ る CMDB や 、 運 用 手 順 の 自 動 実 行 (RBA: Run Book 
Automation)[23]などは既に実用域に達しており、着実に技術進歩を遂げている。 








































































図 1-2 適応型サービス品質制御技術 
 
このような考え方は従来からも、ネットワーク管理システム(NMS) [7][25]として検討されてきている。








  9 
れるサーバにおいて、サーバ負荷分散技術[29]が実用化されてきている。本技術では、サーバ負荷




















Quality of Service)だけでなく、ユーザ体感品質 (QoE: Quality of Experience) が一層重要とな
っている。そこで、従来、明確に品質期待値が示されていなかったインタラクティブメディア、特に、複数
の静止画をブラウズするサービスの実験評価を通して QoE 期待値を明らかにする。 
次いで、第 3 章で、適応型制御を実現する品質解析技術について、シミュレーションモデル生成に
ポイントをおいた品質解析方式を提案した。現実のネットワークでは、各構成機器の性能等は完全




































なお、サービスがいつでも利用しうるかを表す安定品質については、第 4 章で議論する。 
通信品質の尺度として、さらに根本に立ち返って考えるべき点がある。0AB-J の音声電話サービス
や VoD (Video on Demand) などの有償サービスや、電子取引などにおいてもマルチメディア情報を
体感するサービスが増加していることに伴い、パケット転送遅延やゆらぎ、パケット損失というネットワー
  12 
ク上での転送品質(QoS: Quality of Service) とユーザ体感品質 (QoE: Quality of Experience) 
とを区別して考えるようになってきている点[31-34]である。国際標準化機関 ITU-T でも、2007 年に
QoE の定義を行っている。QoE は、図 2-1 に示すように、ネットワーク性能やアプリケーション性能を表
す QoS に対して、人間の知覚・認知特性を考慮した品質である。そこで、本章では、まず、QoE につ








図 2-1 ユーザ視点での QoE とネットワーク/アプリケーション QoS[8] 
 
QoE としては、音声・映像に関して、主観品質評価として、平均オピニオン評点(MOS: Mean 
Opinion Score) に代表されるように人間自身が感じる体感品質を評価する手法が採られており、




QoE を推定する客観品質評価手法も具体化されている。例えば、IP 電話サービスでは、0AB-J 番
号を取得するためには、ITU-T で E-model による R 値と呼ばれる QoE 指標が 80 以上となるように
総務省令で規定されており、この条件を満たすように、端末要因・環境要因・ネットワーク要因に関
する 20 の QoS パラメータを実現する必要がある[36]。 
しかしながら、上述の音声・映像のような情報が連続してユーザに送られるストリームメディアの研究
が進展しているのに対して、マウスクリック時に情報提示が行われるようなオンデマンド型のサービス(本
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信速度）した複数の通信チャンネルを統合すれば、分散配備された多数のマルチメディア情報の共有
も可能になる。 














図 2-2 ブロードバンドネットワークが実現するマルチメディア情報サービス 
 
ブロードバンドネットワークを最大限に利用するにあたり、まず、現在の個人情報管理における環境
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図 2-4 提案ヒューマンインタフェース: パーテション 
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図 2-8 実験システムの基本構成 
 





ットによって生成される。例えば、図 2-9 の左側のページ上部は、エリア 1 という 2 つの領域で構成さ
れている。この時、左側のエリア 1 はユニット A へ、矩形のエリア 1 はユニット B にそれぞれ対応付けら
れているとする。各ユニットでは、自身が持つ GID と OLG から送られてきた GID を比較して、自ユニッ
トの情報をピクセルバスに送信するか否かを決める。この場合、ユニット B の分散フレーム・メモリ
（UFM）では、受信 GID が同じであるので、優先度 ID が高い UFM が選択され、マスクがオフであれば、
ユニット B のピクセルデータが、次のユニット C への出力データとして送信される。このような処理がユニッ
ト毎に繰り返される。つまり、同じGIDを持っている場合、優先 IDの高い方のユニットがピクセルデータ
として表示されることになる。事前に、表示の背面裏面の関係を優先度 ID として設定しておくことで、
適切な情報表示ができる。矩形領域は、ベースとなるエリア 1 の上に載っていると考えると、ユニット A













































図 2-9 画像表示部の構成 
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① フリップ  0.015 秒でほぼ瞬時にページが切り換わる表示 
② ワイプ-1  0.14 秒で比較的早くページが切り換わる表示 
③ ワイプ-2  0.29 秒でページが切り換わる表示 
④ ワイプ-3  0.52 秒でゆったりとページが切り換わる表示 
である。 





１） 応答性: 「ページ切り換わり方に心地良さを感じるか?」 (以下、Speedy と表現) 
２） 温かみ: 「ページの動きに温かい感じがするか?」 (以下、Warm と表現) 
３） 総合評価: 「日常の仕事に使ってみたいと思うか?」 (以下、Useabe と表現) 
評価実験では、一般的に主観評価や官能評価の手法として良く知られている一対比較法[41]










 表示装置： 照度 400lx の下で、ユーザより、50～80cm の距離に置かれた 19 インチディス
プレーを用いた。 



















Usable(Total Evaluation) Warm Speedy
0.1                  0.2 0.3 0.4 0.5











お、F 検定では、F（3, 108）=3.6, P=0.015* for usability, F(3, 108)=3.9, P=0.011* for 






  30 
ジめくり速度のサービスを評価した実験によらなくては、最適な応答時間を絞り込むことはできず、これ
は今後の課題である。しかしながら、フリップとワイプ-2 の評価結果を見ると、最適応答時間は、およ





















この評価結果は、第 2.1 節で述べた電子ショッピングサービスにおける応答時間が 8 秒を越えると、
ユーザはそのサイトを離れてしまうという「8 秒ルール」よりもかなり、短い。また、現実の本のページをブラ
ウジするようにめくっていく時間間隔は、0.7 秒程度であるが、これよりも短い。この結果から、人は、情



































































RMON: Remote Network Monitoring (遠隔モニタ)












図 3-2 ネットワーク負荷や通信品質の計測技術 






Initial Gap Increasing[49]などが提案されてきている。pathload では、複数プロービングパケットの
中の隣接するパケット間(パケットペア)の転送時間の増加、或いは、減少傾向を分析して、可用帯
域を計測している。例えば、クライアント-サーバ間の特定ルート内の最小空き帯域を調べる C-Probe
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図 3-6 に示すように、以下の 2 要素で構成されるものと考えた。 
 ルーティング処理: パケットを転送すべき伝送リンクを決定し、また、非評価対象である環境
トラヒックパケットを破棄する処理装置 
 キュー: ルーティング処理を行う資源が空くのを待つための待ち行列 

























・ ・ ・ ・
 





まず、Web 情報サービスの機能構成を、以下の 3 処理から成るものと考えた。 
  42 
 接続要求の受け付け処理(以下、接続処理と呼ぶ。) 
 HTTP コマンドの解析、CGI (Common Gateway Interface) 処理も含む実行処理(以下、
内部処理と呼ぶ。) 





まず、CPU リソースの各処理への関わり方を分析することを目的として、サーバへの CGI 負荷1
を増減して、100KB のページからなるサービス時間を実測した。図 3-7 に、サービス時間を、上
述の 3 処理の総和時間と、転送処理時間、接続処理時間の各個別処理時間に分けて示し
た。横軸は秒当りの CGI 要求頻度、縦軸は各時間の平均である。総和時間はオープンからクロ
ーズ(connection 開始から close 終了)まで、転送時間はサーバからの最初のデータ送信から最
後のデータ受信まで、接続時間はオープン開始からオープン終了まで(connection処理)の時間
である。クライアントとサーバは 100Mbps スイッチで接続し、CGI アクセスとページロード以外のト
ラヒックはない状態での実測結果である。 
 
                                        
1 2 から 1000 までの素数の数をカウントし、その結果を返す CGI。 
























さらに、200KB のページロードについて、CGI 負荷をかけた時(load high)2とかけない時(load 
low)のロード時間を TCP レベルで測定した結果を、転送の経過時間の形で図 3-8 に示す。横
軸は、読み込んで転送したバイト数で、縦軸は GET コマンド送信からの経過時間を示す。図
3-7 の条件と同じく、クライアント-サーバ間は 100Mbps スイッチで接続し、CGI アクセスとページロ
ード以外のトラヒックはない。 
 
                                        
2 2 から 10000 までの素数の数をカウントし、その結果を返す CGI を 10 プロセスがアクセス。 









































図 3-8 CGI 負荷のデータ転送への影響 
 
図から分かるように、CGI 負荷の有無に関係なく、処理時間の傾向はほぼ同じである。違い
は読込み 0 バイトの経過時間、つまり、内部処理時間である。これは GET コマンド送信からサー
バの ack 受信までの時間で、実験環境では経路の影響を無視できるので、サーバ内部での













































                                        
3ここでは Web サービス処理のみを考えている。一般にはメモリ不足によるスワップ処理などが生じ、定型処理とは言
えない。 
  46 
そこで、サーバモデルの構成を図 3-10 のように考えた。本モデルは、CPU 資源とネットワーク資
















図 3-10 サーバのモデル化 
 
待ち行列 C 
待ち行列 C は、CPU の内部処理をシミュレートし、フィードバックを持っている。フィードバックは OS に
よる TASK の時分割処理をシミュレートするためであり、OS の振る舞いについての一般的な解釈から
導入した。一般に OS の Quantum 時間は 100 ミリ秒程度である。接続処理では 100 ミリ秒以上か
かるケースはないと考えられるので、時分割処理は内部処理のシミュレートにのみ意味を持つ。シミュ
レータは、GET コマンドが CPU 資源を消費する総時間を、複数の Quantum 時間で処理するように
動作する。つまり、待ち行列 1 回の処理で、使用総時間に達しなければ、このタスクは再び行列 C に
つながれる。以降、使用時間合計が使用総時間に達するまで、待ちと CPU 資源使用を繰り返すこと
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で CGI 処理および GET 処理等の内部処理をシミュレートする。 
また、接続要求パケット SYN を優先処理することとして、接続処理が内部負荷の影響を受けない
性質をモデル化した。なお、転送処理の影響を受けることを表すために、行列 C だけでなく、後述の行
列 N も一定時間使用することとした。つまり、接続処理(TCP コネクション確立制御)では、SYN パケッ
トに対し、オープン時間だけ資源を占有した後、ACK を待ち行列 N へ出す。 
 
待ち行列 N 
待ち行列 N は、ネットワーク資源に相当し、データ送信処理をシミュレートする。待ち行列 N は、行
列 C の処理結果 TASK と、クライアントからの ACK を受けて動作する。ACK を直接行列 N へ入力し














計測用サーバから、パケット長 L バイトの ICMP Echo パケットを送出して、そのルータから ICMP
応答パケットが戻ってくるまでの往復遅延時間 RTT から求める。この考え方を図 3-11 に示した。
つまり、ルータ i+1 への RTT から、ルータ i への RTT を引くことで、ルータ i のルーティング処理時
  48 
間や、ルータ i と i+1 間のリンクの転送時間を求めることができる。 
パケット長L










図 3-11 ルータ、リンクのパラメータ値の求め方 
 
 ただし、この方法では、計測パケット以外のパケットの影響を受けるので、複数回計測してその







 内部処理のための CPU 使用時間 
１リクエストの処理に要する時間 









2. 評価対象の URL に関して、ネットワーク管理を行うサーバから、実際に Web リクエストを送




4. CPU 使用時間は、 
  使用時間 = 最初のデータ受信までの時間 
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ページサイズが 50K バイトの場合について、シミュレーションと実測をそれぞれ 100 回ずつ行い、RTT
を計測した。その結果をヒストグラム表示したものを図3-13に示す。シミュレーションと実測の結果を比













































































図 3-14 比較結果(2) 
 
ページサイズを 10K バイトから 100K バイトまで、10K バイト毎に変えて比較した結果を、図 3-14
に示した。なお、図 3-13 に見るように、実測値、シミュレーション値共に、ひとつの中心を持つ分布をし





この実験環境においては、シミュレーションと実測の RTT は比較的良く一致しているといえる。 
次いで、実用イントラネットでの評価を行った。評価対象は、1 つの Web サーバを 3 拠点にあるクラ
イアントが利用するサービスである。合計 4 拠点の総数 23 サブネットからなるネットワークが、日常の
一般サービスも供されているバックボーンネットワークに接続されている。評価対象となるルータ総数は
22 である。 
シミュレーションの所要時間は、マシン環境が、CPU Pentium3、700MHz、メモリ量 500MB の場
合に、10 秒間のシミュレーションをおよそ 38 分間で計算した。充分に実用的な計算時間であると考
えられる。また、サービス時間のシミュレーション値は平均 RTT が 0.7 秒(最大値: 2.1 秒、最小値: 
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価し、実測値とシミュレーション値を比較評価した。実験の範囲では、良く一致する結果が得られた。







今後の技術課題としては、IP ネットワークの代表的サービスである Web サービスは、動的コンテンツ
など、一層複雑な構造で実現されてきていることの考慮が求められる。また、応答時間短縮やサーバ
負荷軽減を狙って、コンテンツキャッシュも重要になっている。キャッシュサービスでは、ひとつのページを































性)の 3 項目を包含する概念と位置づけられる。 
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らの迅速な復旧や、障害箇所の特定診断を的確迅速に行うことが必要となる。本論文では、この考












コルや、障害等に対応する管理プロトコルは、レイヤ 3 で提供され、レイヤ 2 の管理プロトコルとしては、
ループ経路を遮断するための STP (Spanning Tree Protocol) 群[59-61]のみが規定されている。ア
ドレス解決には LAN セグメントの接続形態がバス構造であった頃に設計されたブロードキャスト型の







術としては前述の STP が挙げられる。しかし、全てのスイッチで STP を動作させねば効果が得られない
ことなど、実システムへの適用性に課題があり、完全な防止手段はないのが現状である。 
イーサネットの構成要素であるレイヤ 2 スイッチは、レイヤ 3 スイッチに比較して構成がシンプルであり、



















複数のレイヤ 2 スイッチ(以下、SW と呼ぶ)で構成された一般的なイーサネットの例を図 4-3 に示す。
このとき、ひとつのスイッチの機器障害によって配下の全ての通信が途絶することを避けるために、図





ない SW の 2 つのポートを直接折り返し接続するケーブル誤接続などがある。その挙動は、原因によら





図 4-3 ループ障害の発生例 
 
(1) ブロードキャストストームによるノード負荷増大 
ループが構成されたネットワークに送信された ARP, NetBIOS 等のブロードキャストパケットは、サブネ
ット内全域に転送され、ループを構成するスイッチ (以下では、L-SW と呼ぶ) では、同じパケットが巡
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(2) MAC アドレスの誤学習による通信途絶 
同一サブネット内の L-SW が、ブロードキャストパケットを大量に送信している送信端末であるかのよ
うに見える現象が起きる。例えば、図 4-4 に示す例では、発信端末(Ｘ）からのブロードキャストパケット
は、L-SW でループし、L-SW からさらに他の SW に発信される。SW では、パケットを受信したポートの
方向にパケットの発信端末が存在するとして MAC アドレスを学習するため、各 SW では L-SW に向か
うポートに端末(X)があると学習する。すなわち、ブロードキャストパケットの発信端末と L-SW の間にあ




























図 4-4 パケットループによる MAC アドレスの誤学習 
 
このように、ループ経路の形成は、ブロードキャストストームによる負荷増大と、MAC アドレスの誤学
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また、レイヤ 2 にも、レイヤ 3 と同様に、パケットの生存時間を規定する技術も考えられている[67]。







 このように、レイヤ 2 ネットワーク発展に伴って、対応技術が開発されつつあるが、完全な対策とは
なっておらず、経済的で確実にループ障害に対応できる方式の開発が急務となっている。 
 


















法と、誤学習の状況を分析して L-SW を特定する方法を組み合わせている。 
 




















図 4-5 提案方式のリモート障害診断手順 
 
4.3.2. 通信機能の回復手順 (第 1 ステップ) 
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め、パケット長の長いブロードキャストパケットを連続送出することで、ショートパケットが駆逐される。 
(3) MAC アドレス誤学習の訂正 




方向である探索端末への受信経路の誤学習訂正を行う 2 つの手順で訂正を行う。 
以下に図 4-6 (a),(b)を用いて、探索端末の送信経路と受信経路のそれぞれの訂正手順例を示
す。なお、誤学習訂正過程では、誤学習しても影響のない実在しない MAC アドレスを設定したブロ
ードキャスト ARP 要求を発生させている。 
 手順 1: 探索端末の送信経路の誤学習訂正 
探索端末(X)から、架空アドレス(P)発で診断対象(T)(同図では端末(A))を要求する
ARP 要求を大量に送信し、ループパケットをこれで置換する。 
次いで、L-SW からフラッディングされる本 ARP 要求に応える診断対象(T)からの ARP 応答
によって、同図の破線経路上 SW における探索対象(T)の誤学習が訂正される。なお、残
りのスイッチの学習は、元々、誤っていないので、修正の必要はない。 
 手順 2: 探索端末への受信経路の誤学習訂正 
探索端末(X)から、架空アドレス(P)発で探索端末自身(X)を要求する ARP 要求を送信
する。 








































































: A発B宛てのCの MACアドレスを 要求する
ARP要求パケット
A→B C= : A発B宛てのCの MACアドレスを 応答する
ARP応答パケット
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から診断対象(T)のアドレスを解決する通常のブロードキャスト ARP 要求を行っておく。すると、T から X
へのユニキャストの ARP 応答パケットがループ箇所で周回するようになる。この応答パケットは、誤学習
が訂正されると同時に、ループから取り出され、X はそのユニキャスト ARP 応答を受信することができる。
この手順で予め必要なのは診断対象(T)の IPアドレスだけであり、通信機能の回復手順の実行中に
T の MAC アドレスを取得することができる。 
 







L-SW がトラヒックの大量発生源となることから、L-SW 以外のスイッチでは、L-SW がある方向の 1 ポ





 パケット大量受信ポートが 1 つ： 本スイッチは L-SW でなく、そのポート方向に L-SW が存在
する。 
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 パケット大量受信ポートが 2 つ： 本スイッチが L-SW であり、そのポート対でループしている。 
図 4-7(a)の単一スイッチループの場合は、スイッチ SW4 から大量受信ポートが 2 つ抽出されること
になり、このスイッチが L-SW であり、ループポートも特定できる。図 4-7(b)の複数スイッチループの場合
は、スイッチ SW2, SW4 の両方で大量受信ポートがそれぞれ 2 つ抽出されることになり、SW5 を含め



























































図 4-7 ポート通過量によるループ箇所の特定 



















Y1→P Y1 = 
Y2→P Y2 =





































図 4-8 MAC アドレス誤学習訂正時のﾕﾆｷｬｽﾄﾊﾟｹｯﾄの振舞い 
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図 4-8 は、MAC アドレス誤学習訂正処理における ARP ユニキャスト応答パケットの振る舞いを示し
たものである。探索端末(X)は、架空アドレス P 発で Y1 および Y2 の MAC アドレスを解決する ARP
要求を送信すると(同図(1))、ARP 要求はループし L-SW からフラッディングされ、端末(Y1),(Y2)は
ARP 応答(同図(2))を要求元である P 宛にユニキャストで返信する。ARP 要求によってアドレス P は
全スイッチで L-SW の方向に学習されているため、これらの ARP 応答パケットは L-SW に引き込まれる
ように転送され、各スイッチの Y1, Y2 に対する MAC アドレス誤学習が訂正される。しかし、L-SW にお






























































 疎通可：  探索端末と探索対象との経路上に L-SW はない。 
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 疎通不可： 探索端末と探索対象との経路上に L-SW がある。 
図 4-9(a)の単一スイッチループの場合は、端末(A)のみ疎通不可となることから、SW4 が L-SW で
あると特定できる。図 4-9(b)の複数 SW ループの場合、端末(A),(B)が疎通不可となることから、その









ある。そのため、どちらか 1 つの方式では L-SW、および、ループポートを完全には特定できない場合で
も、両方式を併用することで、被疑範囲を狭められる場合がある。例えば、図 4-9(b)の場合、SW2
単独あるいは、3 スイッチでのループ構成の可能性を残していたが、トラヒック流量検査方式を併用し
て、SW2 と SW4 でそれぞれ 2 つの大量受信ポートを検出していれば、複数スイッチループであることが
特定できる。 
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うに、フリーソフトであるキャプチャエンジン WinPcap とソケットＡＰＩを用いる ARP や SNMP 送受信を行
うプロービングモジュール、および、リモート探索・診断ロジックを実行する探索モジュールから構成され、






























図 4-10 提案方式の試作システム 
 
 
図 4-11 に示す 2 つの実験環境でループ障害を発生させ、診断結果の評価を行った。実験環境 1




































































SW3:    Extreme Summit1i
SW4:    Fujitsu SH4124T
実験環境2: 複数スイッチループの場合
SW5:  Buffalo LSW10/100-8H
SW6:  Planex FX-08M
SW7:  Fujitsu  SH1537  
図 4-11 実験ネットワークの構成 
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[実験環境 1 の場合] 
 トラヒック流量検査方式 
  SW2 の ポート 16 と 19 の対でループしている。 
  SW1 の ポート 3 の方向に L-SW が存在する。 
  SW3 の ポート 2 の方向に L-SW が存在する。 
  SW4 の ポート 1 の方向に L-SW が存在する。 
 疎通性確認方式 
  端末 12,15 との経路上に L-SW が存在する。 
  端末 11,13,14,16,17 との経路上に L-SW は存在しない。 
 
[実験環境 2 の場合] 
 トラヒック流量検査方式 
  SW1 の ポート 2 と 3 の対でループしている。 
  SW2 の ポート 3 と 4 の対でループしている。 
  SW3 の ポート 2 と 5 の対でループしている。 
  SW4 の ポート 1 の方向に L-SW が存在する。 
 疎通性確認方式 
  端末 11,12,13,15,16 との経路上に L-SW が存在する。 




そこで、実験環境 1,2 において、各方式ともに 300 回の試行を行い、診断結果を評価した。その結
果を表 4-2 に示す。ループを特定または絞り込める診断成功の割合は、実験環境 1,2 のいずれの場
合も、トラヒック流量検査方式では 90%以上、疎通性確認方式でも 78%以上であった。また、いず
れの方式でも診断誤りは認められなかった。このことから、提案方式が有効であると言える。 
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検査方式で SW2 からポート 16 の片側ループポートしか特定できない場合、あるいは、疎通性確認
方式で端末 12 に対する診断ができなかった場合(この場合、SW2 と SW5 が被疑スイッチと診断され
る)などがそれに当たる。また、診断不能は、トラヒック流量検査方式で抽出すべきポート以外のポート




なお、探索端末が L-SW に直接接続された場合にも、トラヒック流量検査方式では、L-SW のルー
プポート対を抽出できるため、診断可能である。また、疎通性確認方式では、全ての探索対象端末
に対して疎通不可となることから、探索端末が接続されたスイッチ が L-SW、あるいは、複数 L-SW の
うちの 1 つであると判断できる。 
また、試作システムにおける探索時間は、以下の通りであった。 
 流量検査方式で、スイッチ当たり平均 20 秒 
 疎通確認方式では、端末当たり平均 15 秒 
探索処理内容は、スイッチあるいは端末毎へのパケット受信量取得や疎通確認であるため、台数
に比例して増加する。例えば、一般的なレイヤ 2 ネットワークとして、スイッチ数を 20、平均的なポート











































































図 4-12 複数のループが同時に発生する例 
 








けた状態でのネットワーク流量を計測したものである。10 秒以下で最初にループしていた 64 バイトの
ショートパケットが、全て注入した 1514 バイトのロングパケットに置換されていることがわかる。また、同
図では、ロングパケットの注入中に、毎秒 1 つの新たな ARP 要求を発生させているが、パケット流量の
増加は見られておらず、ループパケット数削減の効果が確認できる。これをノードに与える負荷量で評
価するため、ループパケット長とノード負荷率の関係を測定したグラフを図 4-14 に示す。パケット長が
64 バイトでは、Mobile Pentium 4 3.2GHz クラスの高性能端末でも、端末負荷は 80％に至るが、
パケット長が 1514 バイトでは、端末負荷は 5%程度と低く安定する。このことから、ロングパケット注入
により、端末の負荷は 1/20 に軽減されていると言え、非常に効果的であると評価できる。また、代表
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0
5 0 0 0 0
1 0 0 0 0 0
1 5 0 0 0 0
0 5 1 0 1 5 2 0










初 期 ル ー プ パ ケ ッ ト (パ ケ ッ ト 長
= 6 4 b y te )
送 出 ル ー プ パ ケ ッ ト (パ ケ ッ ト 長
= 1 5 1 4 b y t e 、 送 出 レ ー ト 1 2 8 P P S )








図 4-13 ロングパケット注入による負荷低減効果 
 





















Mobile Pentium4 538(3.2GHz) + Intel852GME +
Windows XP Pro.








この状態で、SNMP や ARP などの診断用パケットが利用可能であるかを評価した。MAC アドレスの誤
学習が発生せず、ロングパケットのみがループしている環境にて、2 台の端末間にて 50msec 間隔で
64 バイトおよび 1500 バイトのユニキャスト ARP 要求パケットをそれぞれ 10 万回送信したときの受信
ARP 応答数からロス率を計測した。計測は、インテリジェントスイッチである Cisco Catalyst 2950 の





















対象端末の ARP 発信を監視しつつ、検査を行っており、ARP 発信が検出されると、誤学習訂正の
動作をやり直す。しかし、もし、疎通確認動作中に頻繁に、ARP 要求発信がなされると、誤学習訂
正を繰り返すことになり、探索ができないという問題がある。そこで、実用ネットワークの上で、端末当
たりの ARP 要求間隔を実際に利用されているネットワークで実測した。結果は、 
 実測 1: 端末数 71、1 時間 10 分計測の場合、平均送出間隔 191 秒 (標準偏差 125
秒) 
 実測 2: 端末数 73、1 時間 55 分計測の場合、平均送出間隔 251 秒 (標準偏差 115
秒) 
となった。通信の主流は、World Wide Web に代表されるユーザが起動するリクエスト・レスポンス型
通信であり、IP 通信に先立って行われる ARP 要求には規則性はない。しかし、ループ状態では ARP
要求は成功しないため、ARP 要求はリトライされる。例えば、Windows の場合は、3 回送信される。
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この条件で、以下のように探索時間 20 秒の中で ARP 要求パケットが送信される確率を算出した。ま
ず、2 つの実測結果から、平均送信間隔を 210 秒、標準偏差を 120 秒とした。次いで、ARP 要求の
発生過程をポアソン分布（ARP 要求の発生間隔を指数分布）であると仮定すると、20 秒間に ARP
パケットが送信される確率は 9.1%となる。ループ中には、ARP 要求が必ず失敗し、リトライされるので、
この回数を 3 回と仮定すると、疎通確認に失敗する確率は、9.1% × 3 = 27.3%となる。この場合、




















MAC アドレスからの ARP 要求の送信による MAC アドレス誤学習の訂正を行い、本来の通信機能の





















































































(前 常務取締役) 森田修三博士に心から感謝致します。また、富士通 常務理事 石田安志氏
には、新しい発想を生み出す多くの技術的サジェスチョンを頂きましたことを、深く感謝致します。富士
通研究所 社長 村野和雄博士、常務取締役 津田俊隆博士、常務取締役 吉川誠一氏、取
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