We look at the computational procedure of computing the response of a coupled fluid-structure interaction problem. We use the so called strong fluid-structure coupling -a totally implicit formulation. At each time step in an implicit formulation, new values for the solution variables have to be computed by solving a nonlinear system of equations, where we assume that we have solvers for the subproblems. This is often the case, when we have existing software to solve each subproblem separately, and want to couple both. We show how to solve the overall nonlinear system by using only the solvers for the subproblems. This is achieved not by considering the equilibrium equations, but the fixed-point problem resulting from the solution iteration for each of the subproblems.
Introduction
The numerical simulation of fluid-structure interaction problems is one of the great challenges in scientific computing. Typical examples for fluid-structure interaction arise in aero-elasticity [8] , where air flow around an elastic aircraft or oscillations of air-foils in air flow are computed, or in bio-mechanics [4] where the elastic behaviour of micro-pumps or artificial membranes in blood flow is considered. Often, fluid-structure interaction problems are highly nonlinear coupled problems.
The computation of those nonlinear fluid-structure interaction problems requires the simultaneous solution of the strongly coupled fluid and structural equations of motion. The coupling of the fluid and the structure occurs at the fluidstructure interface where kinematic and dynamic coupling conditions are imposed.
One of the problems in the computation of fluid-structure interaction is the usually differing formulation of the fluid (Eulerian) and the structure equations (Lagrangian) and therefore the treatment of the moving boundary in the fluid domain.
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In this paper, we consider partitioned methods [8] for fluid-structure interaction, i.e. separate solvers are used for the fluid and the structure. Partitioned procedures allow the use of well established discretisation and solution methods for each subproblem. They also support the reuse of existing and highly developed software and offer a modular solution approach.
In partitioned methods [9] , the coupled problem is computed with a solution procedure where the fluid and the structure are separately solved and exchange data in every time-step or iteration of the coupling algorithm. There exist various procedures how to couple the fluid and structure solvers: the coupling conditions and the moving interface can be treated in a fully explicit or implicit or in a mixed explicit/implicit manner. This approach allows a smooth transition between "loose" and "strong" coupling. For stability reasons, often a fully implicit formulation has to be used [7] . In this approach, we have to solve a large system of nonlinear equations with the use of the (iterative) solvers for the subsystems. Usually, this is done with Block-Jacobi, Block-Gauss-Seidel or related relaxation methods [3] . Nevertheless, there is a demand for more sophisticated solution methods as the simple methods do not always converge. We will introduce here an approximative Block-Newton method which is shown to be superior to the standard Block-iterative methods [1] .
Formulation of the Problem
Suppose that a fluid-structure interaction problem has to be solved, where the fluid -described in Eulerian coordinates -occupies the domain Ω f , and the structure or solid body -described in Lagrangian coordinates -occupies the domain Ω s . They have the common boundary ∂Ω i = ∂Ω f ∩ ∂Ω s where the interaction takes place. On the remaining part of the boundaries ∂Ω f \ ∂Ω i and ∂Ω s \ ∂Ω i we shall assume that appropriate boundary conditions have been specified, which make the whole problem well-posed.
In the spatial fluid domain Ω f we then have the equations of conservation of momentum
where is the density and υ the velocity of the fluid, and β f a force field in the fluid (e.g. gravity); and in addition some constitutive assumption for the fluid stress σ f , e.g. like for a Newtonian fluid,
where p is the pressure, η the viscosity, and D = 1 2
(∇υ + (∇υ) T ) the symmetric part of the velocity gradient, together with the incompressibility condition div υ = 0. This then together leads to the incompressible Navier-Stokes equation.
In the material or reference structural domain Ω s we have the equilibrium equations
where ρ is the density of the structure in the reference configuration, ϕ the displacement, Σ s the Piola-Kirchhoff stress, and β s a force field in the structure (e.g. gravity), together with some constitutive assumption, e.g. Σ s = Σ s (∇ϕ) like elasticity.
On the interface we have the conditions of equality of displacement, i.e. the interface ∂Ω i is at the position ξ + ϕ(ξ, t) at time t, where ξ is the material reference position. In addition, the velocity has to be equal for corresponding points on the interface, i.e.
∂ϕ(ξ,t) ∂t
= υ(ξ + ϕ(ξ, t), t). In addition to these kinematic conditions, we have to have force equilibrium across the interface
where ν is the normal vector on ∂Ω i .
The Discrete Problem
We assume that the domains for the structure and the fluid have been discretised appropriately, and look at the discrete equations in each sub-domain. We also assume that each of the subproblems has to be solved in a time-implicit manner, and for stability reasons, we would also like a time-implicit procedure for the overall time step. Let us denote the discretised vector of velocities in the fluid by v, the corresponding pressures again by p, the discretised displacement vector in the structure by u and the discretised vector of structure velocities byu. Then, going from time step n to time step n + 1 we have to solve the discretised incremental Navier-Stokes equations
in the fluid domain, the discrete form of Eq. (1). For the structure the discrete form of Eq. (3), the discretised incremental structure equilibrium equations
have to be solved in the structural domain. Only the variables to be solved for at the time step n+1 have been displayed for the sake of brevity, everything else (exterior influences and loading, values of the solution variables at the previous time step n etc.) is assumed to be known and thus hidden away in the equations. We also see the explicit dependence of the fluid equation Eq. (4) on the displacements u (n+1) and velocitiesu (n+1) of the structure at the common boundary at time level n + 1 (fully implicit formulation, no staggering), and the loading caused by the fluid on the structure as h(v (n+1) , p (n+1) ) also depending on the fluid velocities and pressures at time level n + 1 in Eq. (5).
We assume also that for each of the subproblems we have a solver, as is often the case when we have existing software for each of the subproblems separately, and instead of writing new software from scratch for the combined problem, we want to combine this existing software into a new software solving the coupled problem by using the existing solvers as building blocks. For generality we will additionally assume that it is iterative. If one of the solvers is in fact a direct solver, we will view this as a very efficient iterative solver -it only needs one iteration. Let us write the iteration as a fixed point equation:
for the fluid, where the subscript k is the iteration counter, and
for the structure; where in this basic form the variables from the "other" domain do not take part in the iteration and have therefore been designated with a tilde as being constant during the iteration. As we are only considering this single time step, we will from now on drop the time step counter n, and we will collectively call the fluid variables x = (v, p), and the structure variables y = (u,u). Then the above iteration scheme may be written as
for the fluid, and as
for the structure. We do not assume anything specific about these iteration operators, except that each single iteration is a convergent process.
Re-Formulation of the Coupled Problem
What we are seeking is a solution of the combined system
which is just a rewritten form of the fixed point form Eq. (8), Eq. (9) . Note that these are not derived from the original equilibrium equations Eq. (4), Eq. (5) per time step, but from the iterative solvers for each subproblem Eq. (6), Eq. (7).
An often used form of solving these equations is by Block-Jacobi or BlockGauss-Seidel iterations [3] :
, κ 2 iterations of the structure solver, 3. Check for convergence.
As is well known, the convergence of these methods is often too slow, or they may not be convergent at all, as we have only assumed each single iteration to be convergent, and faster methods -like the Newton-Raphson methods or variants thereof -require the evaluation of derivatives. We want to apply a Block-Newton method, where we approximate the derivatives by finite differences and the use of the iterative solvers F and G along the lines of [1] . One step of the basic Block-Newton method for the combined system Eq. (10)), Eq. (11) entails the solution of the following linear system at each step:
where ∆x k := x k+1 − x k , and similarly ∆y k := y k+1 − y k . We only want to use the existing solvers, i.e. the iteration mappings F and G. In particular, we do not have direct access to the partial derivatives in Eq. (12). But if we solve the system Eq. (12) by an iterative method, all we need is a way to compute the product of the Jacobian matrix in Eq. (12) by an arbitrary vector.
Iterative Solution of the Coupled Problem
As we are now only talking about a single iteration, we will drop the iteration indices, and only look at computing the vector (∆x, ∆y)
T from the right hand side −(f, g)
T .
To start with, we use -symbolically -Block-Gauss elimination on the system Eq. (12):
and by inserting this into the second equation, we obtain
In this way we can solve the second equation for ∆y, and with this solve the first equation for ∆x. We rewrite this as
One step of this Newton-Raphson iteration may now be formulated as
Calculate the modified right-hand-side
3. Solve S∆y = −r for ∆y with the Schur complement
4. Compute ∆x = q − C∆y.
It remains to specify how the Jacobians are computed, and how linear systems with the Jacobian matrix D x f are solved.
In the first step we remember, that we have an iterative solver for the equation with f , and that this step can be seen as one iteration of the Newton-Raphson method for the solution p of the equation f (x k + q, y k ) = 0 when x k and y k are fixed. This is just the solution of the fluid equation if the structure variables are known. So we use the iterative solver F here, to obtain q ≈ z m − x k , where
In the second step we use finite differences:
In the third step we use an iterative method to solve the system with the Schur complement matrix S; say Bi-CGStab or GMRES and so we only need the action of S on some other vector w, again approximated via finite differences with some (small) step-size h: For this we also need C(hw) =: s, the solution of
computed as in the first step, where additionally finite differencing will be used for [D y f ](hw):
In the fourth step we know q, and again we need the action of C on some vector, this time ∆y, known from the third step. This may be done as in the third step for C(hw).
Examples
To demonstrate the procedure, we take a simple one-dimensional example [5] : Burger's equation, representing the fluid:
with γ(0) = 1, coupled to a piston with mass m on an elastic spring with stiffness k, representing the structure: The coupling conditions at the boundary γ(t) = 1 + u(t) are (16) v(t, γ(t)) =u(t),
i.e. a kinematic compatibility condition. The piston force g is calculated by
where h is an additional given force. For Burger's equation, an ALE-formulation is used for the moving domain and afterwards it is discretised in space using standard finite elements and in time with the implicit Crank-Nicolson scheme. For the piston equation, the implicit Newmark scheme is used. Let us denote v n+1 as the discrete fluid velocities and u n+1 as the discrete structural displacement vector at time-step n + 1. This leads to the discrete coupled problem
similarly as it was proposed in Eq. (4) and Eq. (5). The matrices C 1 and C 2 represent the coupling terms of this problem. For this example, it is shown [6] that an explicit staggering algorithm is only conditionally stable whereas a fully implicit coupling algorithm is unconditionally stable. In Fig. (1) we see the displacement of the piston for α = 3 2 and η = 0.01. If a simple staggering -half explicit time stepping in the coupling -algorithm is used, we obtain an instable response. Applying a fully implicit time stepping method, the now strongly coupled equations have to be solved jointly.
If the coupled system is solved jointly for fluid and structure variables, we see the results in Fig. (2) , i.e. a stable, decaying solution.
Here a joint solution procedure (monolithical algorithm [2] ) was used on the overall system of equations; in this case fairly easy because of the character of the model problem.
Now we assume that we may only use the solvers for fluid and structure separately, to simulate the situation that we have two software packages, each solving one of the two subproblems. So we can use the solution procedure for strong coupling described in the previous paragraph. The results are shown in Fig. (3) , and we see the agreement with Fig. (2) , i.e. the proposed algorithm computes the correct solution.
In Fig. (4) , the number of solution steps (calls of the solvers for the subsystems) are shown. The approximative Block-Newton method needs almost always fewer solution steps than the Block-Gauss-Seidel method.
Conclusions
We have presented a new iterative method for the solution of strongly coupled fluid-structure interaction problems. The computation of these problems often requires a totally implicit formulation due to stability reasons. Hereby, large sys- tems of nonlinear equations have to be solved. If we want to use existent solvers or software for the subsystems, often Block-Jacobi or Block-Gauss-Seidel methods are applied. As is well known from the iterative solution of linear systems, these simple methods are not always convergent. Here, we have introduced a BlockNewton method where the computation of the derivatives has been approximated by the iterative solvers for the subsystems. We have applied the approximative Block-Newton method to a one-dimensional model problem and have shown that this method is more efficient than the Block-Gauss-Seidel method.
