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Abstract
Topological data analysis encompasses a broad set of ideas and techniques that address 1) how
to rigorously define and summarize the shape of data, and 2) use these constructs for inference.
This dissertation addresses the second problem by developing new inferential tools for topological
data analysis and applying them to solve real-world data problems. First, a Bayesian framework
to approximate probability distributions of persistence diagrams is established. The key insight
underpinning this framework is that persistence diagrams may be viewed as Poisson point processes
with prior intensities. With this assumption in hand, one may compute posterior intensities by
adopting techniques from the theory of marked point processes. After defining a Bayesian model in
generality, a conjugate family of prior intensities is introduced via Gaussian mixtures to obtain a
closed form of the posterior intensity. This enables efficient computation of posterior distributions
for persistence diagrams. The utility of this Bayesian framework is demonstrated on classification
problems with materials science and electroencephalography data. Viewing persistence diagrams
as point processes, one may also define a kernel density estimator to approximate probability
distributions of persistence diagrams in a nonparametric fashion. This dissertation uses the kernel
density estimator to create a novel hypothesis test to detect specific time series dynamics in noisy
measurements. Finally, the problem of data augmentation, the overarching goal of which is to
increase training set diversity by generating additional training examples from existing ones by
preserving large scale structures in elements of the training set, is considered. Herein, a novel data
augmentation framework that considers the topology of data is introduced. Intuitively speaking,
this new method ’adds noise’ to training examples through controlled topological perturbations,
which preserve large scale structure in data. The effectiveness of the novel data augmentation
pipeline in training deep learners to classify atomic probe tomography and image data in the cases
of balanced and unbalanced training examples is examined.
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Chapter 1

Introduction
In recent years, technological advances, like improvements to sensor networks [33] and state-ofthe-art physical simulations [58], as well as the increasing digitization of the world [76] have led
to an abundance of data, paving the way for new scientific inquiries. For example, Atom Probe
Tomography [34] uses highly curved electronic fields and computer reconstruction to obtain local
snapshots of atomic environments, allowing researchers to distinguish crystal structure that predicts
the chemical and physical properties of a crystalline material. In neuroscience, measurements of
electrical activity in the brain (electroencephalography, EEG) obtained from electrodes placed on
a subject’s head can provide information about brain function and serve as important clinical
diagnostic tools [7]. With the recent abundance of data come challenging problems, often arising
from measurement noise, high dimensionality, or class imbalances, and their resolutions demand
novel viewpoints for data analysis and machine learning (i.e., automated pattern detection [65]).
Through the lens of topological data analysis (TDA), data is viewed as a shape whose local and
global structure are tied to aspects of data arising at different scales [27].
In particular, TDA encompasses a broad set of ideas and techniques that address 1) how to
rigorously define and summarize the shape of data, and 2) use these constructs for inference [13, 74].
Solutions to the former problem were addressed with the advent of methods for computational
topology [20], two notable subcategories being those reliant on computational persistent homology
and Mapper, respectively. The Mapper algorithm, introduced in [39], uses multi-scale clustering
to create topological networks of high-dimensional data. This allowed for, in addition to novel
visualization techniques, new insights to be drawn from large datasets, the most noteworthy perhaps
being the discovery of a subset of breast cancer patients with 100% survival rate and no metastasis
[55]. On the other hand, the ubiquitous family of methods for computational persistent homology
were introduced across several works, a comprehensive survey of which may be found in [57].
Computational persistent homology uses data as building blocks to construct nested sequences
of geometrical (e.g., simplicial [21, 78] or cubical [72]) complexes, indexed by an increasing realvalued parameter. These increasing sequences, known as filtrations, are viewed as multi-scale
approximations of a latent geometric object. Persistent homology records the filtration values at
which each homological feature appears and disappears in a filtration of data, collects both of these
values into a pair, then aggregates all pairs into a collection called a persistence diagram to serve
as a topological summary of data.
A large body of inferential methods within TDA involves persistence diagrams. For example,
the work [10] introduces persistence landscapes, Hilbert space representations of persistence diagrams built with collections of tent functions; [2] introduces another Hilbert space representation,
the persistence image, which is a pixellated version of a persistence diagram created by convolving
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its points with a Gaussian kernel then binning. Both of these vectorizations enjoy useful statistical
properties [11, 14] and can be used as features in machine learning architectures. Class imbalances
in training data (i.e. having a dramatically greater number of examples from one class versus
another) and a lack of diversity in training sets present a challenge for learning algorithms, in
particular those based on deep learning, [30] that topological summaries alone cannot overcome.
To train deep learners and help their ability to generalize from limited data, practitioners rely
on data augmentation [66, 73, 75], the overarching goal of which is to create additional training
examples from existing ones by preserving large scale structures in members of the training set.
For example, common data augmentation methods rely on geometric transformations (for example,
rotations and translations) or the addition of noise to training examples to produce new data. The
core justification for using data augmentation is that augmented datasets prevent overfitting to
the training set and encourage the extraction of meaningful global features by including greater
small scale variations, which are characteristic of many datasets. Chapter 5 proposes a novel data
augmentation framework by incorporating the topology of data to create new training examples.
Intuitively speaking, the new method ’adds noise’ to training examples through controlled topological perturbations, which preserve large scale structure in data. Chapter 5 also examines the
effectiveness of the novel data augmentation pipeline in training deep learners to classify APT and
image data in the cases of balanced and unbalanced training examples.
Another body of inferential methods within TDA relate to statistical distributions directly
involving persistence diagrams. The work [22] provides a notion of confidence sets for persistence
diagrams by combining kernel density estimators from bootstrapped samples of data with stability
results [15] for widely-used persistence diagram metrics. The end result of this work defines a
confidence region in a persistence diagram distinguishing true topological features from those that
are likely the result of noise. The first Bayesian considerations in a persistent homology context
take place in [49] when the authors discuss a conditional probability setting on persistence diagrams
where the likelihood for the observed point cloud has been substituted by that for its associated
topological summary. Defining probability distributions of persistence diagrams themselves is a
challenging problem since they have no intrinsic order, implying they are random sets as opposed
to random vectors. To this end, Chapters 3 and 4 treat persistence diagrams as point processes to
rigorously define probability distributions of persistence diagrams.
First, Chapter 3, a large portion of which was published in the SIAM Journal on Mathematics of
Data Science [48], develops a Bayesian framework for persistent homology by modelling persistence
diagrams as Poisson point processes (see Sections 2.2.1 and 2.2.2).The defining feature of these point
processes is that they are solely characterized by a single parameter known as the intensity. Utilizing
the theory of marked point processes, we obtain a method for computing posterior intensities that
does not require us to consider explicit maps between input diagrams and underlying parameters,
alleviating the computational burden associated with deriving the posterior intensity from Bayes’
rule alone. In particular, for a given collection of observed persistence diagrams, we treat random
persistence diagrams as Poisson point processes with prior uncertainty captured in presupposed
intensities. In applications, one may select an informative prior by choosing an intensity based
on expert opinion, or alternatively choose an uninformative prior intensity when information is
not available. The likelihood surrogates in our model account for epistemological uncertainty, and
create posterior intensities by weighing prior assumptions against evidence. We build our analog
of standard Bayesian inference for persistence diagrams using the theory of marked Poisson point
processes. A central idea throughout Chapter 3 is to use the topological summaries of data in place
of the actual data. Another key contribution in Chapter 3 is the derivation of a closed form of the
posterior intensity, which relies on conjugate families of Gaussian mixtures. An advantage of this
Gaussian mixture representation is that it allows us to perform Bayesian inference in an efficient
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and reliable manner. Indeed, this model can be viewed as an analog of the ubiquitous example
in standard Bayesian inference where a Gaussian prior and likelihood yield a Gaussian posterior.
We present a detailed example of our closed form implementation to demonstrate computational
tractability and showcase its applicability by using it to build a Bayes factor classification algorithm;
we test the latter in a classification problem for materials science data.as Poisson point processes
(see Sections 2.2.1 and 2.2.2). The goal is to view point clouds through their topological descriptors
as this can reveal essential shape peculiarities latent in the point clouds.
The later part of Chapter 3 investigates the capabilities of the Bayesian topological model for
signal classification by testing its capability to classify autoregressive time series. This method is
compared to other model-free approaches for signal classification, specifically those based on feature
extraction and machine learning architectures in [29] and [5]. As this portion of Chapter 3 involves
topological signal processing, links between persistence diagrams of signals to characteristics like
frequency content and instantaneous amplitude are also examined. Ideas in this later portion of
Chapter 3 appear in two works I co-authored, one of which was published in the 2019 18th IEEE
International Conference On Machine Learning And Applications [54] and another which has been
submitted to IEEE Transactions on Signal Processing
Chapter 4 (published in the Journal of Machine Learning Research [46]) defines a kernel density
estimator that can be used to approximate probability distributions directly on the space persistence
diagrams. This chapter compliments Chapter 3 by outlining a tool for persistence diagram density
estimation from a nonparametric, frequentist viewpoint. The primary focus of Chapter 4 is on an
application of the kernel density estimator to a statistical problem arising in electroencephalography
data, which was my major contribution in [46]. In particular, the kernel density estimator is used to
construct and perform a novel hypothesis test to detect the presence of certain time series dynamics
in noisy measurements.
The chapters are organized as follows. Chapter 2 contains theoretical overviews of persistent
homology and point processes, which contain the primary mathematical machinery used to develop
new probabilistic methods for persistence diagrams in Chapters 3 and 4. Chapter 3 describes a
framework for Bayesian inference with persistence diagrams and moreover 3.4 shows how persistence
diagrams created from continuous signals may be interpreted to reveal information about frequency
content and instantaneous amplitude. Chapter 4 uses a kernel density estimator for persistence
diagrams to define a new statistical test, then applies the new test to detect time series dynamics
in noisy autoregressive signals. Finally, Chapter 5 introduces a new topological data augmentation
method for training deep neural networks.

5

Chapter 2

Background
We begin with preliminary discussions of the frequently used mathematical machinery underpinning our ideas. We assume some familiarity with basic notions in topology and abstract algebra,
comprehensive overviews of which may be found in [53, 28, 18]. In Section 2.1, we review persistent homology theory and define persistence diagrams for point clouds as well as continuous signals.
Persistence diagrams, whose characteristics we are interested in modelling, are the main topological
descriptors of data we adopt in the forthcoming chapters. In Chapters 3 and 4, we achieve stochastic models for persistence diagrams by treating them as point processes, thus pertinent definitions
and theorems from point processes are discussed in Section 2.2.

2.1

Persistent Homology

Traditionally, topological data analysis views data as noisy samples from random processes defined
on underlying geometrical objects living in some ambient space. To compute persistent homology
of data, one builds a sequence of topological approximations from a sample in the hope that certain
features of the underlying geometrical object may be deduced. Depending on the exact nature
of data at hand, there are generally several methods for constructing these sequences. This work
employs two popular methods, Vietoris-Rips and sublevel set filtrations. Both of these constructs
are generalized by the notion of filtration functions, which are discussed in Section 5.1.1, but we
do not make us of this abstract viewpoint until Chapter 5; hence our preliminary discussions frame
Vietoris-Rips and sublevel set filtrations in concrete, geometric contexts.

2.1.1

Vietoris-Rips Filtrations

We start by discussing simplices and simplicial complexes, intermediary geometric structures for
constructing persistence diagrams from Vietoris-Rips filtrations.
Definition 2.1.1 ([53]). A d-dimensional collection of data {v0 , . . . , vn } ⊂ Rd \ {0}, referred to as
a point cloudPand whose elements are vertices,
is said to be geometrically independent if for any set
P
ti ∈ R with ni=0 ti = 0, the equation ni=0 ti vi = 0 implies that ti = 0 for all i ∈ {0, . . . , n}.
Definition 2.1.2 ([53]). A k−simplex is ancollection of k + 1 geometrically
independent elements
o
Pk
Pk
along with the convex hull: [v0 , . . . , vk ] =
i=0 αi = 1 . We say that the vertices
i=0 αi vi :
v0 , . . . , vn span the k−dimensional simplex, [v0 , . . . , vk ]. The faces of a k−simplex [v0 , . . . , vk ], are
the (k − 1)−simplices spanned by subsets of {v0 , . . . , vk }.
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Definition 2.1.3 ([53]). A simplicial complex K is a collection of simplices satisfying two conditions: (i) if ξ ∈ K, then all faces of ξ are also in K, and (ii) the intersection of two simplices in K
is either empty or contained in K. We denote the subset of k-simplices in K by Kk .
Examples of simplicial complexes are shown in Figures 2.1 and 2.2. To avoid unnecessary
complications when we introduce the boundary map (Definition 2.1.5), we adopt the convention that
any collection of vertices K0 has a fixed ordering, which is inherited by vertices who span elements
of Kk . We may freely make this assumption since it can be shown that the persistent homology
of a simplicial complex does not depend on any ordering of its vertices [53, 28]. Henceforth,
[v0 , . . . , vk ] ∈ Kk denotes a k-simplex with v0 < v1 < · · · < vk .
Definition 2.1.4P
([20]). The kth chain group Ck (K) of a simplicial complex K is the collection of
all formal sums { αi σi : αi ∈ Z, σi ∈ Kk }
To avoid cluttering notation, we henceforth omit K from Ck (K).
Definition 2.1.5 ([20]). The kth boundary map ∂k : Kk → Kk−1 is defined for k ≥ 1 by:
X
∂([v0 , . . . , vk ]) =
(−1)i [v0 , . . . , v̂i , . . . , vk ],

(2.1)

i

where [v0 , . . . , v̂i , . . . , vk ] in Equation (2.1) refers to the face of [v0 , . . . , vk ] with vi omitted. The
map ∂k extends linearly to a map ∂k : Ck → Ck−1 . We take ∂0 to be the zero map.
Theorem 2.1.1 ([20]). ∂k−1 ∂k = 0 for all k ≥ 1.
Definition 2.1.6 ([20]). The kth-homology group of a simplicial complex, Hk (K), is defined as
Hk (K) := ker ∂k /Im ∂k+1 .
Theorem 2.1.1 ensures that Im ∂k+1 ⊂ ker ∂k , so Definition 2.1.6 is well-defined. Moreover,
by the Structure Theorem for Finitely Generated Abelian Groups [18], Hk (K) is isomorphic to a
direct sum Zn ⊕ Zq1 ⊕ · · · ⊕ ZqT for qi ∈ N. We refer to the generators of Hk (K) as k-dimensional
homological features. Informally, k-dimensional homological features correspond to k-dimensional
encasings of (k + 1)−dimensional empty space. For example, 0-dimensional, 1-dimensional, and
2-dimensional homological features are generally thought of as connected components, loops, and
voids, respectively; see Figure 2.1.
Given a point cloud of data, V, to serve as a vertex set, our goal is to build a sequence of
simplicial complexes that reasonably approximates an underlying shape characterizing the data.
We accomplish this by using the Vietoris-Rips complexes.
dV and r > 0. The Vietoris-Rips complex
Definition 2.1.7. Let V = {vi }L
i=0 be a point cloud in R
of V at scale r is defined to be the simplicial complex Rr (V) satisfying [vi1 , . . . , vil ] ∈ Rr (V) if and
only if diam(vi1 , . . . , vil ) < 2r.

Suppressing V in Definition 2.1.7, notice as r increases that Rr only changes at finitely many
values of r, which we denote by {ri }N
i=1 . The increasing family of simplicial complexes Rr1 ⊂ Rr2 ⊂
. . . RrN is called a Vietoris-Rips filtration. As this family evolves, homological features appear and
disappear in Rri . A Rips persistence diagram D is a multiset of points in W := W×{0, 1, . . . , dV −1},
where W := {(b, d) ∈ R2 : d ≥ b ≥ 0} and each element (b, d, k) represents a k-dimensional
homological feature appearing then disappearing at scales b and d, respectively, during a VietorisRips filtration. Intuitively speaking, the feature (b, d, k) is a k−dimensional hole lasting for duration
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Figure 2.1: Two shapes illustrating different types of homological features. Each object is a connected component and thus a 0-dimensional feature. The red triangles in the shape on the right are
1-dimensional features, while the empty region inside the tetrahedron on the left is a 2-dimensional
feature.

d − b. An illustration of increasing Vietoris-Rips complexes is shown in Figure 2.2, and an example
of a Rips persistence diagram is shown in Figure 2.3.
For a Rips persistence diagram D, the map T : W → T (W) given by T (b, d) = (b, d − b)
defines a tilted representation of D, T (D) = ∪(b,d,k)∈D (T (b, d), k). The coordinate system for D and
T (D) are referred to as birth-death and birth-persistence, respectively; see Figure 2.3(c). From our
viewpoint, the range of values over which a homological feature exists in a Vietoris-Rips filtration is
a proxy of its topological significance, so the tilted representation preserves all topologically relevant
information in a Rips persistence diagram, and we find the tilted coordinate system more convenient
to work with in our computational applications. Because of this, we often abuse notation by writing
W and D for T (W) and T (D), respectively. This is no cause for concern, however, as our results do
not depend on either choice of persistence diagram coordinate system. We also fix the homological
dimension of features in a Rips persistence diagram by defining Dk := {(b, d) ∈ W : (b, d, k) ∈ D}.

2.1.2

Sublevel Set Filtrations

In this section, we briefly discuss how to employ sublevel set filtrations to convert signals, which
we subsequently assume are continuous functions of time x : R → R, to persistence diagrams. For
the time being, we refer to these as sublevel set persistence diagrams to distinguish them from Rips
persistence diagrams discussed in Section 2.1.1. Sublevel set persistence diagrams usually contain
fewer elements than their corresponding signals, so in a sense they compress information about
continuous functions into lower dimensional representations.
n

o
For a fixed real number V , the sublevel set CV of a signal x is defined by CV := x−1 (−∞, V ] ,




where x−1 (−∞, V ] := {t ∈ R : x(t) ≤ V }. x−1 (−∞, V ] is the set of times where x(t) is less
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Figure 2.2: Vietoris Rips complexes.

(a)

(b)

(c)

Figure 2.3: (a) An example of a dataset, (b) its persistence diagram, and (c) its tilted representation.

than or equal to V . We refer to the collection C := {CV }V ∈R as the sublevel set filtration of x.
From the sublevel filtration C, we obtain a persistence diagram for x by tracking the birth and
death values of connected components (which are in this case disjoint contiguous intervals) in CV
as V increases. Specifically, as V increases, connected components appear or merge in CV . To
create a persistence diagram, we record the values, b and d, respectively, at which a connected
component appears and disappears by merging into one that appeared earlier (a convention known
as the Elder rule [20]). For most continuous signals encountered in applications, it can be shown
b is always a local minimum and d is always a local maximum [20]. In the end, we aggregate
each connected component’s birth-death pair (b, d) to create a collection known as a sublevel set
persistence diagram. We sometimes refer to the elements (b, d) as homological features. For a
visual summary of persistence diagram generation through sublevel set filtrations, see Figure 2.4,
which shows a damped cosine s(t; f, β) := e−βt cos(2πf t) with f = 4 and β = 2. Notice in general
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that s(t; f, β) has f local minima (ignoring units of f ) on the interval [0, 1]. As the number of
points sublevel in a persistence diagram of a signal is equal to the number of its local minima, we
immediately conclude that the diagram’s cardinality is f . To compute the coordinates of points
in the sublevel set persistence diagram, notice that e−βt is monotonically decreasing while each
oscillation of cos(2πf t) starts at a local maximum and has a unique local minimum. The latter
implies that each oscillation gives rise to a connected component during the sublevel set filtration
of s and that this connected component merges into another when the filtration reaches the value
of the local maximum where the oscillation begins. The former implies that connected components
for oscillations occurring later in time disappear sooner than those born earlier due to the Elder
Rule.
Henceforth, we use the term persistence diagram to refer interchangeably to Rips and sublevel
set persistence diagrams, only making distinctions between the two when it is not obvious from
context which type we are working with. We also denote both types of persistence diagram by D.
Our methods in Chapters 3 and 4 all abstract away from the spaces in which data live, working
solely with persistence diagrams, so they work in the same fashion with persistence diagrams created
with any filtration. As we will see, the choice to work in persistence diagram space is advantageous
when stochastic models in data space are difficult to specify.

2.2

Point Processes

This section contains an overview of the theory of point processes, primarily Poisson point processes.
Detailed treatments of Poisson point processes can be found in [36, 16] and references therein. To
build intuition, we introduce point processes in Section 2.2.1 without relying on sophisticated
mathematical notions. Section 2.2.2 builds on this intuition by defining point processes in a more
mathematically useful fashion in addition to introducing theorems and tools for rigorously working
with point processes. Section 2.2.3 presents ideas from a computationally-focused formulation of
point process theory known as finite set statistics, which are vital to the kernel density estimator
presented in Chapter 4.

2.2.1

Intuition

Intuitively, a random persistence diagram is a random collection of points in a subset of the plane.
Elements of a persistence diagram lack an intrinsic ordering, and persistence diagrams generated
by independent samples of data from the same distribution can have different cardinalities. The
theory of random variables is ill-equipped to handle such objects directly since it concerns itself
with random elements that take values in a Hilbert space. However, the theory of point processes
rigorously treats random collections like random persistence diagrams and provides machinery to
model them. A point process is a set-valued random element characterized by a random variable K
that prescribes a cardinality distribution and a set of spatial distributions conditioned on K that
dictate where to place points in samples once cardinality is known. Formally,
Definition 2.2.1. For a discrete random variable K, a (finite) point process P := {x1 , . . . , xK }
is a random collection of elements in a Polish Space X characterized by a collection of symmetric
conditional probability distributions P |K = k ∼ Pk .
In general, an exact description for K and the spatial distributions of a random persistence
diagram is computationally intractable, even in scenarios where a reliable stochastic model for data
is obtainable. Thus, studying random persistence diagrams requires a well-grounded framework for
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Figure 2.4: Show above (a) are the sublevel sets C−0.5 , C0 , C0.25 , and C1 for a damped cosine
e−2t cos(8πt). (b) shows the persistence diagram of the sublevel set filtration. The points in (b) are
colored to match the connected components their birth coordinates correspond to. The transition
from C0 to C0.25 depicts the Elder rule; notice that in C0 , there are light blue and purple connected
components, which merge together in C0.25 . A similar merging happens in the transition from
C0.25 to C0.5 . Since the purple component has a later birth value, it disappears into the light blue
component, which persists until it merges into the green component by the same line of reasoning.

estimating their distributions. We describe two such frameworks from a Bayesian and nonparametric viewpoint in Chapters 3 and 4, respectively; central to former are Poisson point processes,
which are defined below.
Definition
2.2.2. Let λ : R2 → R be a non-negative function satisfying 0 < Λ < ∞ where
R
Λ := R2 λ(x) dx. The function λ is called the intensity function or simply the intensity. A Poisson
11

point process, P is a point process satisfying:
K ∼ Poisson(Λ)
n
1 Y
P|K = k ∼ n
λ(xi ).
Λ

(2.2)
(2.3)

i=1

Definition 2.2.2 prescribes a natural recipe to sample from a Poisson point process. First, one
determines the cardinality of P by drawing from Poisson(Λ). With this number in hand, say n, one
then makes n independent draws from the probability density Λλ to spatially distribute the points
in R2 . Poisson point processes are completely characterized by their intensities. This makes them a
convenient tool for Bayesian inference on the space of persistence diagrams since they can be used
to specify prior distributions using a single, real-valued function on R2 . With prior distributions
in hand, the last ingredient one needs for Bayesian inference is a likelihood, which is obtained via
marked point processes (defined below).
Definition 2.2.3. Let `(y|x) be a probability density parameterized by x. A marked point processes
is a collection (P, M ) where
M |P = {x1 , . . . , xk } ∼

k
Y

`(yi |xi ).

(2.4)

i=1

Elements of M in Definition 2.2.3 are determined by independent draws from a stochastic kernel
`(·|p), which is a probability density parameterized by the elements of samples from P .

2.2.2

A Formal Viewpoint

We now build on the intuitions from Section 2.2.1. For the remainder of this section, we take X
and X to be a Polish space and its Borel σ-algebra, respectively.
P
Definition 2.2.4. A finite point process P is a pair ({pn } , {Pn }) where ∞
n=0 pn = 1 and Pn is a
symmetric probability measure on X n , where X 0 is understood to be the trivial σ-algebra.
The sequence {pn } defines a cardinality distribution and the measures {Pn } give spatial distributions of vectors (x1 , . . . , xn ) for fixed n (in other words, Pn are probability distributions conditioned
on cardinality). From a statistical point of view, Definition 2.2.4 naturally prescribes a method for
sampling a finite point process: (i) determine the number of points n by drawing from {pn } then,
(ii) spatially distribute (x1 , . . . , xn ) according to a draw from Pn . Point processes are meant to
give a recipe for drawing random collections of elements {x1 , . . . , xn } ⊂ X whose order is irrelevant,
thus any sensible definition of P that leads to sampling vector-valued elements (x1 , . . . , xn ) should
assign equal weight to all permutations. This is ensured by the symmetry requirement in Definition
2.2.4. We may suggestively write
{x1 , . . . , xn } := Sn (x1 , . . . , xn ),

(2.5)

where the right hand side of Equation (2.5) denotes the orbit of (x1 , . . . , xn ) under the permutation
group Sn (once again see [18]), then ponder if there is a way to reformulate Definition 2.2.4 to create
a set of probability distributions on collections of {x1 , . . . , xn }. The answer is in the affirmative, as
the next definition shows.
Definition 2.2.5. Let ({pn } , {Pn }) be a finite point process. The Janossy measures {Jn } are
defined as the set of measures satisfying Jn (A) = n!pn Pn (A), for all n ∈ N and A ∈ X n .
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Given a collection of disjoint rectangles A1 , . . . , An ⊂ X, the value Jn (A1 × · · · × An ) is the
probability of observing exactly one element in each of A1 , . . . , An and none in the complement of
their union if we restrict Xn to the subspace XnS := {(x1 , x2 , . . . , xn ) ∈ Xn : x1 < x2 < · · · < xn }
[16]. As the elements in XnS are all representative elements of disjoint orbits Sn (x1 , . . . , xn ), samples
from Jn in this restricted space may be understood as set-valued elements in the sense of Equation
(2.5). Embracing this viewpoint, we subsequently consider samples of P , say P, to be set-valued.
For applications, we are primarily interested in Janossy measures Jn that admit densities jn
with respect to a reference measure on X. We are now ready to describe the class of finite point
processes that model persistence diagrams in our Bayesian formulation.
Definition 2.2.6. Let Λ be a finite measure on X and define µ := Λ(X). The finite point process
n , p = e−µ µn ,
Π is Poisson if, for all n ∈ N and
disjoint
measurable
rectangles
A
×
·
·
·
×
A
∈
X
1
n
n
n!
Qn  Λ(Ai ) 
and Pn (A1 × · · · × An ) = i=1
.We call Λ an intensity measure.
µ
Equivalently, Q
a Poisson point process is a finite point process with Janossy measures Jn (A1 ×
· · · × An ) = e−µ ni=1 Λ(Ai ). We assume the intensity measure in Definition 2.2.6 admits a density, λ, with respect to some reference
 measure on X. Notice that for all A ∈ X , E(|Π ∩ A|) =

Pn
P∞
n
k=0 k k 1Ak ×(Ac )n−k . Elementary calculations then show E(|Π ∩ A|) = Λ(A).
n=0 pn EPn
Thus, we interpret the intensity measure of a region A, Λ(A) as the expected number of elements
in Π that land in A. The intensity measure serves as an analog to the first order moment for a
random variable.
The next two definitions involve a joint point process wherein points from one space parameterize
distributions for the points living in another. Consequently, we introduce another Polish space M
along with its Borel σ-algebra M to serve as the mark space in a marked Poisson point process.
Definition 2.2.7. Suppose ` : X × M → R+ ∪ {0} is a function satisfying: 1) for all x ∈ X, `(x, •)
is a probability measure on M, and 2) for all B ∈ M, `(•, B) is a measurable function on X. Then,
` is a stochastic kernel from X to M.
Definition 2.2.8. A marked Poisson point process ΠM is a finite point process on X × M such
that: (i) ({pn } , {Pn (• × M)}) is a Poisson PP on X, and (ii) for all (x1 , . .P
. , xn ) ∈QXn , measurable
n
1
rectangles B1 × · · · × Bn ∈ Mn , Pn ((x1 , . . . , xn ) × B1 × · · · × Bn ) = n!
π∈Sn
i=1 `(xπ(i) , Bi ),
where Sn is the set of all permutations of (1, . . . , n) and ` is a stochastic kernel.
Given a set of observed marks M = {y1 , . . . , ym }, after adopting Definition 2.2.5 , it can be
shown [68] that the Janossy densities for the point process induced by ΠM on X given M are


n=m=0
∅,
1
P
Qn
jn|M (x1 , . . . , xn ) =
(2.6)
π∈Sn
i=1 p(xi |yπ(i) ), n = m > 0,


0,
otherwise,
where p is the stochastic kernel for ΠM evaluated in X for a fixed value of y ∈ M.
The following theorems allow us to construct new Poisson point processes from existing ones. Their
proofs can be found in [36].
Theorem 2.2.1 (The Superposition Theorem, [36]). Let {Πn }n∈N be a collection of independent
Poisson
S point processes each having intensity measure Λn . Then their
P superposition Π given by
Π := n∈N Πn is a Poisson point process with intensity measure Λ = n∈N Λn .
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Theorem 2.2.2 (The Mapping Theorem, [36]). Let Π be a Poisson point process on X with σfinite intensity measure Λ and let (T, T ) be a measurable space. Suppose f : X → T is a measurable
function. Write Λ∗ for the induced measure on T given by Λ∗ (B) := Λ(f −1 (B)) for all B ∈ T . If
Λ∗ has no atoms, then f ◦ Π is a Poisson point process on T with intensity measure Λ∗ .
Theorem 2.2.3 (The Marking Theorem, [36]). The
RR marked Poisson point process in Definition
2.2.8 has the intensity measure given by ΛM (C) = C Λ(dx)`(x, dm) for all C ∈ X × M, where Λ
is the intensity measure for the Poisson point process that ΠM induces on X, and ` is a stochastic
kernel.
The final tool we need is the probability generating functional as it enables us to recover intensity
measures using a notion of differentiation. The probability generating functional can be interpreted
as the point process analog of the probability generating function.
Definition 2.2.9 ([52]). Let P be a finite point process on a Polish space X. Denote by B(C) the
set of all functions h : X → C with ||h||∞ < 1. The probability generating functional of P denoted
G : B(C) → R is given by


Z
∞
n
X
Y
1

G(h) = J0 +
h(xj ) Jn (dx1 . . . dxn )
(2.7)
n! Xn
n=1

j=1

Definition 2.2.10 ([52]). Let G be the probability generating functional given in Equation (2.7).
The functional derivative of G in the direction of η ∈ B(C) evaluated at h, when it exists, is given
by G0 (h; η) = lim→0 G(h+η)−G(h)
.

It can
shown that the functional derivative satisfies the familiar product rule [40], namely
Qbe
m
for G = i=1 Gi ,
m
X
Y
G0 (h; γ) =
G0i (h; γ)
Gj (h).
(2.8)
i=1

j6=1

As is proved in [52], the intensity measure Λ of the Poisson PP in Definition 2.2.6 can be obtained
by differentiating G, i.e.,
Λ(A) = G0 (1; 1A ),
(2.9)
where 1A is the indicator function for any A ∈ X . Generally speaking, one obtains the intensity
measure for a general point process through Λ(A) = limh→1 G0 (h; 1A ), but the preceding identity
suffices for our purposes since we only consider point processes for which Equation (2.7) is defined
for all bounded h.
Corollary 2.2.1. The
P intensity function for the point process whose Janossy densities are listed
in Equation (2.6) is m
i=1 p(x|yi ) if m > 0 and 0 otherwise.
Proof. We substitute the Janossy
measures
R
QnJn for the point process (Equation (2.6)) into Equation
1 P
(2.7). This yields G(h) = Xm m!
π∈Sn
i=1 p(xi |yπ(i) ) dxi if m > 0, and G(h) = 1∅ otherwise. It
is easy to see that the functional derivative (Definition 2.2.10) of a constant is zero, so our claim
follows immediately in the latter case by appealing to Equation (2.9). In the former case, we have
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n
1 X Y
G(h) =
h(xi )p(xi |yπ(i) ) dxi
Xm m! π∈S i=1
m
Z Y
m
1 X
=
h(xi )p(xi |yπ(i) ) dxi (by linearity of the integral)
m!
m
π∈Sm X i=1
!
m Z
1 X Y
=
h(x)p(x|yπ(i) ) dx
(by Fubini’s Theorem)
m!
π∈Sm i=1 X
m Z
Y
=
h(x)p(x|yi ) dx. (by symmetry)

Z

i=1

X

Write Gi (h) for the probability generating functional of the point process with j1 = Q
p(x|yi ) and
jn = 0 for n 6= 1. We can summarize the preceding string of equalities by G(h) = m
i=1 Gi (h).
We apply the product rule for functional derivatives (Equation (2.8)), then substitute h = 1 and
γ = 1x0 (the indicator of a singleton)
to obtain Z
m
m
X
X
Y
0
G (1; 1x0 ) =
p(x0 |yi )
p(x|yj ) dx =
p(x|yi )
i=1

i6=j

X

i=1

Appealing to Equation (2.9) establishes the claim.

2.2.3

Finite Set Statistics

In Chapter 4, we consider the notion of probability density functions for random persistence diagrams that, unlike those in the formulation of Chapter 3, are described by arbitrary point processes.
In this section, we therefore establish background to make the notion of probability density for a
random persistence diagram explicit and well-defined. Although this endeavor may be achieved by
appealing to traditional point process theory, we elect to use machinery from finite set statistics
[40], which refashions point process theory into a computationally friendly framework. This choice
was essential to derive results in Chapter 4, because while marked Poisson point processes (Section
2.2.2) are natural candidates for Bayesian models and amenable to techniques of calculus, arbitrary
point processes are unwieldy from a computational standpoint.
As before, we consider a random persistence diagram D as a random multiset of features
D = {ξi } ⊂ W×{0, . . . , k −1}. For underlying datasets sampled from Rn with bounded cardinality,
the affiliated persistence diagrams also have bounded feature cardinality and degree of homology.
Thus, we assume that the cardinality of a random persistence diagram is bounded above by some
value |D| ≤ M ∈ N , and so consider the space C≤M (W) = {D is a multiset in W : |D| ≤ M }.
We view C≤M (W) through a list of functions hN which each map the appropriate dimension of
Euclidean space into its corresponding cardinality component, CN (W). This viewpoint facilitates
the definition of probability densities.
Definition 2.2.11 ([46]). For each N ∈ {0, ..., M }, consider the space of N topological features,
denoted CN (W) = {D multiset in W : |D| = N }, and the associated map hN : WN → CN (W)
defined by
hN (ξ1 , ..., ξN ) = {ξ1 , ..., ξN } .
(2.10)
N
The map hN creates equivalence classes
to the action of the permutations ΠN ;
 on W according

specifically, [Z] = [(ξ1 , ..., ξN )]hN = ξπ(1) , ..., ξπ(N ) : π ∈ ΠN for each Z = (ξ1 , ..., ξN ) ∈ WN .
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These equivalence classes yield the space
n
o
WN /ΠN = [ξ]hN : ξ ∈ WN ,

(2.11)

equipped with the quotient topology. The topology on C≤M (W) is defined so that each hN lifts to a
homeomorphism between WN /ΠN and CN (W), and we write WN /ΠN ∼
= CN (W).
With a topology in hand, one can define probability measures on the associated Borel σ-algebra.
Thus, we define a random persistence diagram D to be a random element distributed according
to some probability measure on C≤M (W) for a fixed maximal cardinality M ∈ N. We denote
associated probabilities by P [·] and expected values by E [·]. Since WN /ΠN ∼
= CN (W), we work
M
toward defining probability densities on the collection of Euclidean spaces ∪N =0 WN .
Definition 2.2.12 ([46]). For a given random persistence diagram D and any Borel subset A of
W, the belief function βD is defined as
βD (A) = P [D ⊂ A] .

(2.12)

Since A is a Borel subset of W, the collection OA = {D ∈ C≤M (W) : D ⊂ A} is the quotient
N ⊂ ∪M WN under h ; moreover, AN is clearly Borel in the Euclidean topology of
of ∪M
N
N =0
N =0 A
N
M
∪N =0 W . Therefore, since hN induces a homeomorphism (see Defn 2.2.11), OA is a Borel subset
of C≤M (W). The belief function of a random persistence diagram is similar to the joint cumulative
distribution function for a random vector, in particular by yielding a probability density function
through Radon-Nikodým type derivatives.
Definition 2.2.13 ([46]). Fix φ defined on Borel subsets of C≤M (W) into R. For an element
ξ ∈ W or a multiset Z ⊂ W with Z = {ξ1 , ..., ξN }, the set derivative (evaluated at the empty set ∅)
is respectively given by
δφ
φ(B(ξ, 1/n))
(∅) = lim
,
n→∞ λ(B(ξ, 1/n))
δξ


δφ
δN φ
δ
δ
(∅) =
=
···
φ (∅),
δZ
δξ1 ...δξN
δξ1
δξN

(2.13)

where B(ξ, 1/n) are Euclidean balls and λ indicates Lebesgue measure on W.
As with typical derivatives, there is a complementary set integration operation for set derivatives. Set derivatives (at ∅) are essentially Radon-Nikodým derivatives with order tied to cardinality,
and so the corresponding set integral acts like Lebesgue integration summed over each cardinality.
Definition 2.2.14 ([46]). Consider a Borel subset A of W and a Borel subset O of C≤M (W). For
a set function f : C≤M (W) → R, its set integrals over A and O are respectively defined according
to the following sums of Lebesgue integrals:
Z
M
X
1
f (hN (ξ1 , ..., ξN ))dξ1 ...dξN ,
N ! AN
A
N =0
Z
Z
M
X
1
f (Z)δZ =
f (hN (ξ1 , ..., ξN ))dξ1 ...dξN ,
N ! h−1
O
N (O)
Z

f (Z)δZ =

N =0

where Z = {ξ1 , ..., ξN } ⊂ W is a persistence diagram.
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(2.14a)

(2.14b)

Dividing by N ! in Equations (2.14a) and (2.14b) accounts for integrating over WN instead of
WN /ΠN ∼
= CN (W). It has been shown that set derivatives and integrals are inverse operations [40];
specifically, the set derivative of a belief function yields a probability density for a random diagram
D such that
Z
δβD
βD (A) =
(∅)δZ.
(2.15)
A δZ
Indeed, AN = h−1
N ({D ⊂ A}) so that Eq. (2.14a) also holds as an integral over OA = {D ∈ C≤M : D ⊂ A}
in the sense of Eq. (2.14b).
Definition 2.2.15 ([46]). For a random persistence diagram D, a global probability density function
(global pdf ) fD : ∪N ∈N WN → R must satisfy
X

fD (ξπ(1) , ..., ξπ(N ) ) =

π∈ΠN

and is described by its layered restrictions fN = fD

δ N βD
(∅).
δξ1 · ... · δξN

WN

(2.16)

: WN → R for each N .

The following proposition is critical to determine the global pdf for (i) the union of independent
singleton diagrams (i.e., Dj ≤ 1), (ii) a randomly chosen cardinality, N , followed by N i.i.d.
draws from a fixed distribution, and (iii) a random persistence diagram kernel density function.
The proof of this proposition follows similar arguments to [40] (Theorem 17, pp. 155–156).
Proposition 2.2.1 ([46]). Let D be a random persistence diagram with cardinality bounded by
M and
PMlet βD (S) = P(D ⊂ S) be the belief function for D. Then βD expands as βD (S) =
a0 + m=1 am qm (S), where am = P(|D| = m) and qm (S) = P[D ⊂ S |D| = m].
Lastly, we encounter a computationally convenient summary for a random persistence diagram
called the probability hypothesis density (PHD). The integral of the PHD over a subset U in W
gives the expected number of points in the region U ; moreover, any other function on W with this
property is a.e. equal to the PHD [40].
Definition 2.2.16 ([46]). The probability hypothesis density (PHD) for a random persistence diaD
gram D is defined as the set function FD (a) = δβ
δZ ({a}) and is expressed as a set integral as
Z
δβ
FD (a) =
(∅)δZ.
(2.17)
δZ
{Z:{a}⊂Z}
R
In particular, E(|D ∩ U |) = U FD (u) du for any region U .
Definition 2.2.16 is equivalent to an intensity function of a point process. In general, the intensity
function induced by a given global pdf may be undefined, but under mild conditions Equation (2.17)
is finite. Since D is a random persistence diagram, the PHD isRalways defined as a distribution and
can always be integrated to obtain the identity E(|D ∩ U |) = U FD (u) du for any region U .
Proposition 2.2.1 leads to the following lemma which is crucial for determining the kernel
density. We refer to a random persistence diagram D with |D| ≤ 1 as a singleton diagram, and
such singletons are indexed by superscripts.
Lemma 2.2.1 ([46]). Consider a multiset of independent singleton random persistence diagrams
 j M
D j=1 . If each singleton Dj is described by the value q (j) = P[Dj 6= ∅] and the subsequent
j
conditional pdf, p(j) (ξ), given Dj = 1, then the global pdf for D = ∪M
j=1 D is given by

fD (ξ1 , ..., ξN ) =

X
γ∈I(N,M )
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Q(γ)

N
Y
k=1

p(γ(k)) (ξk ),

(2.18)

for each N ∈ {0, ..., M } where
Q(γ) = Q∗ (γ)

N
Y

q (γ(k)) ,

(2.19)

k=1

I(N, M ) consists of all (strictly) increasing injections γ : {1, ..., N } → {1, ..., M }, which enumerate
(unordered) correspondences between the input features (ξ1 , . . . , ξN ) and a subset of the M random
singletons, and
QM
(j)
j=1 (1 − q )
∗
.
(2.20)
Q (γ) = QN
(γ(k)) )
k=1 (1 − q
Proof. See [46].
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Chapter 3

A Bayesian Framework for Persistent
Homology
The first Bayesian considerations in a persistent homology context take place in [49] when the
authors discuss a conditional probability setting on persistence diagrams where the likelihood for
the observed point cloud has been substituted by that for its associated topological summary. In
this chapter, we describe a full Bayesian treatment for persistent homology predicated upon creating
posterior distributions of persistence diagrams.
The homological features in persistence diagrams have no intrinsic order implying they are
random sets as opposed to random vectors. To this end, we model random persistence diagrams as
Poisson point processes (see Sections 2.2.1 and 2.2.2). The defining feature of these point processes
is that they are solely characterized by a single parameter known as the intensity. Utilizing the
theory of marked point processes, we obtain a method for computing posterior intensities that
does not require us to consider explicit maps between input diagrams and underlying parameters,
alleviating the computational burden associated with deriving the posterior intensity from Bayes’
rule alone.
In particular, for a given collection of observed persistence diagrams, we treat random persistence diagrams as Poisson point processes with prior uncertainty captured in presupposed intensities. In applications, one may select an informative prior by choosing an intensity based on expert
opinion, or alternatively choose an uninformative prior intensity when information is not available.
The likelihood surrogates in our model account for epistemological uncertainty, and create posterior intensities by weighing prior assumptions against evidence. We build our analog of standard
Bayesian inference for persistence diagrams using the theory of marked Poisson point processes. A
central idea throughout Chapter 3 is to use the topological summaries of data in place of the actual
data.
Another key contribution in Chapter 3 is the derivation of a closed form of the posterior intensity,
which relies on conjugate families of Gaussian mixtures. An advantage of this Gaussian mixture
representation is that it allows us to perform Bayesian inference in an efficient and reliable manner.
Indeed, this model can be viewed as an analog of the ubiquitous example in standard Bayesian
inference where a Gaussian prior and likelihood yield a Gaussian posterior. We present a detailed
example of our closed form implementation to demonstrate computational tractability and showcase
its applicability by using it to build a Bayes factor classification algorithm; we test the latter in a
classification problem for materials science data. Specifically, in Section 3.3 we use our classification
algorithm to distinguish crystal structure, which allows scientists to predict the properties of a
crystalline material. Our goal is to view point clouds through their topological descriptors as this
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can reveal essential shape peculiarities latent in the point clouds.
To summarize, the main ideas in Chapter 3 are:
1. Theorem 3.1.1, which provides the generalized Bayesian framework for computing the posterior distribution of persistence diagrams.
2. Proposition 3.1.1, which yields a conjugate family of priors based on Gaussian mixtures for
the proposed Bayesian framework.
3. A classification scheme using Bayes factors considering the posteriors of persistence diagrams
and its application to a materials science problem.
4. A demonstration that our Bayesian model is competitive with well-established nonparametric
methods of signal processing at the task of signal classification.
Chapter 3 is organized as follows. Our methods are presented in Section 3.1. In particular,
Section 3.1.1 establishes the Bayesian framework for persistence diagrams, while Section 3.1.2
contains the derivation of a closed form for a posterior distribution based on a Gaussian mixture
model. A classification algorithm with Bayes factors is discussed in Section 3.3. To assess the
capability of our algorithm, we investigate its performance on materials data in Section 3.3.1. In
Section 3.4, we explore our Bayesian model in the context of signal processing.

3.1

Bayesian Inference

In this section, we construct a framework for Bayesian inference with persistence diagrams by
modelling them as Poisson point processes. First, we derive a closed form for the posterior intensity
given a persistence diagram drawn from a finite point process, and then we present a family of
conjugate priors.

3.1.1

Model

According to Bayes’ theorem, posterior density is proportional to the product of a likelihood function and a prior. Thus, to adapt the Bayesian framework to persistence diagrams, we must utilize
notions analogous to prior distributions and likelihood functions for point processes. In particular,
our Bayesian framework views a random persistence diagram as a Poisson point process equipped
with a prior intensity while observed persistence diagrams DY are considered to be marks from a
marked Poisson point process. This enables modification of the prior intensity by incorporating
observed persistence diagrams, yielding a posterior intensity based on data. Some parallels between
our Bayesian framework and that for random variables are illustrated in Table 3.1.
k , D k ) ∈ W × W be a finite point process and that satisfies the following assumptions:
Let (DX
Y
k1
k2
(M1) For k1 6= k2 , (DX
, DYk1 ) and (DX
, DYk2 ) are independent.
k = Dk
k
k
k
(M2) For k fixed, DX
XO ∪ DXV and some α : W → [0, 1], DXO and DXV are independent Poisson point processes having intensity functions α(x)λDk (x) and (1 − α(x)) λDk (x),
X
X
respectively.

(M3) For k fixed, DYk = DYkO ∪ DYkS where
k , D k ) is a marked Poisson point process with a stochastic kernel density `(y|x).
(i) (DX
YO
O
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Table 3.1: The parallels between the Bayesian framework for RVs and its counterpart for random
PDs.

Prior
Likelihood
Posterior

Bayesian Framework for RVs
Modeled by a prior density f
Depends on observed data
Compute the posterior density

Bayesian Framework for Random PDs
Modeled by a Poisson PP with prior intensity λ
Stochastic kernel that depends on observed PDs
A Poisson PP with posterior intensity

(ii) DYkO and DYkS are independent finite Poisson point processes where DYkS has intensity
function λDk .
YS

k . The modeling assumption (M1) allows
Hereafter we abuse notation by writing DX for DX
us to develop results independently for each homological dimension k then combine them using
independence. In (M2), the random persistence diagram DX is modelled as a Poisson point process
with prior intensity λDX . There are two cases we may encounter for any point x from the prior
intensity due to the nature of persistence diagrams. First, depending upon the noise level in data,
any feature x in DX may not be represented in observations; in our model this scenario happens
with probability 1 − α(x), and we account for this case with DXV in (M2). Otherwise, a point
x spawns a mark with a probability of α(x), a scenario we model with DXO in (M2). These
considerations explain why the intensities of DXO and DXV are proportional to the intensity λDX
weighted by α(x) and 1 − α(x), respectively. The total prior intensity for DX is given by the sum of
the intensities for DXO and DXV by Theorem 2.2.1. (M3) concerns observed persistence diagrams
DY , and decomposes the point process from which they are drawn into two independent point
processes, DYO and DYS . DYO is linked to DXO via a marked point process with stochastic kernel
`(y|x) defined in Equation (2.6), whereas the component DYS accounts for any point y that arises
from noise or unanticipated geometry. See Figure 3.1 for a graphical representation of these ideas.

Theorem 3.1.1 (Bayesian Theorem for Persistence Diagrams). Let DX be a persistence diagram
modeled by a Poisson point process as in (M2). Suppose DXO and DXV have prior intensities
α(x)λDX and (1 − α(x))λDX , respectively. Consider DY 1 , . . . , DY m independent samples from the
point process that characterizes the persistence diagram DY of (M3) and denote DY 1:m := ∪m
i=1 DY i
where DY i = DY i ∪ DY i for all i = 1, · · · , m. Moreover, `(y|x) is the likelihood associated for
O
S
the stochastic kernel between DXO and DYO , and λDYS is the intensity of DYS as defined in (M3).
Then, a pointwise unbiased estimator for the posterior intensity of DX is given by
λDX |DY 1:m (x) = (1 − α(x)) λDX (x)+

m X
X
1
`(y|x)λDX (x)
R
α(x)
. (3.1)
m
λDYS (y) + W `(y|u)α(u)λDX (u)du
i=1 y∈DY i

Before we give an entirely rigorous proof of Theorem 3.1.1, we will make a plausibility argument
for Equation (3.1) for the case α(x) = α.
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(a)

(b)

Figure 3.1: (a) A sample from the prior point process DX and an observed persistence diagram DY .
(b) Decomposition of DX into DXO ,DXV and DY into DYO ,DYS . The points in DXV have no relationship to those in DY , while those in DXO only generate observed points in DYO . The remaining
observed points in DYS model unanticipated features that one may obtain due to uncertainty/noise.

Plausibility Argument. By definition, λDX |DY (x) is uniquely characterized by the identity
Z
λDX |DY (x) dx = E (|(DX |DY ) ∩ A|)

(3.2)

A

for any A ⊂ R2 , where the expectation on the right hand side of Equation (3.2) is taken with
respect to the probability measure of DX |DY (see [16] for the construction of probability measures
of point processes). We show that Equation (3.1) satisfies Equation (3.2) for a single diagram (m
= 1). Notice that
DX |DY = (DXV ∪ DXO )|DY

(3.3)

= DXV ∪ (DXO |DY )

(3.4)

since DXV is independent of DY . Thus, by Theorem 2.2.1,
E (|(DX |DY ) ∩ A|) = E (|DXV ∪ (DXO |DY ) ∩ A)
= E (|DXV ∩ A|) + E (|(DXO |DY ) ∩ A)
By assumption, the left term in Equation (3.6) is
Z
E (|DXV ∩ A|) = (1 − α)λDX (x) dx.

(3.5)
(3.6)

(3.7)

A

It remains to compute the right term in Equation (3.6). To this end, let P(y ∈ DYO , x ∈ A) be the
joint probability that y is drawn from DYO and that its corresponding element in the draw from
DXO , x, lies in A. Notice,
X
E (|(DXO |DY ) ∩ A) =
(3.8)
P(y ∈ DYO , x ∈ A)
y∈DY

=

X

P(y ∈ DYO )P(x ∈ A|y ∈ DYO )

y∈DY
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(3.9)

where Equation 3.8 follows since elements of DY are drawn from DYS or DYO ; in the former case,
the elements bear no association to those in draws from DXO while in the former, each element
corresponds to exactly one element in a draw from DXO . Moreover, each element in DY is an
independent draw from the scaled intensity of DY since DY is a Poisson point process by Theorems
2.2.3 and 2.2.1. Since DY is an independent mixture of Poisson processes with intensities λDYO
and λDYS , it follows
λDYO (y)

P(y ∈ DYO ) =

(3.10)

λDYO (y) + λDYS (y)
R
αλDX (x)`(y|x) dx
R
=
λDYS (y) + αλDX (x)`(y|x) dx

(3.11)

R
where the identity λDYO (y) = λDX (x)`(y|x) dx follows by Theorem 2.2.3. To compute the other
component in Equation (3.9), we rely on Bayes rule to compute a posterior probability:
P(x|y) = R

P(x)P(y|x)
.
P(x)P(y)|x) dx

(3.12)

Using the fact that DXO is a marked Poisson point process, we substitute for each of the components
in Equation (3.12):
P(x)P(y|x)
P(x)P(y|x) dx
λDX (x)`(y|x)
=R
.
λDX (x)`(y|x) dx

(3.13)

P(x|y) = R

(3.14)

Next, we integrate Equation (3.14) over A:
P(x ∈ A|y ∈ DYO ) = R

1
λDX (x)`(y|u) du

Z
λDX (x)`(y|x) dx

(3.15)

A

Substituting Equations (3.11) and (3.15) in Equation (3.9) yields
X Z
αλDX (x)`(y|x)
R
E (|(DXO |DY ) ∩ A) =
) dx.
A λDYS (y) + αλDX (x)`(y|x) dx

(3.16)

y∈DY

Further substitution of Equations (3.16) and (3.7) into Equation 3.2 reveals:
Z 

X
αλDX (x)`(y|x)
R
dx.
E (|(DX |DY ) ∩ A|) =
(1 − α)λDX (x) +
λDYS (y) + αλDX (x)`(y|x) dx
A

(3.17)

y∈DY

By Theorem 2.2.1, the intensity for the point process given by the superposition ∪m
i=1 DX |DYi is
mλDX |DY (x), establishing Equation (3.1) after substituting the integrand from Equation (3.17).
Now we prove Theorem 3.1.1 using tools discussed in Section (2.2.2).
Proof of Theorem 3.1.1. By Theorem 2.2.1, we decompose λDX |DY 1:m to write
λDX |DY 1:m = λDX

V

|DY 1:m

+ λDX

O

|DY 1:m
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= (1 − α(x))λDX + λDX

O

|DY 1:m ,

(3.18)

where the second equality follows because DXV is independent of DY . Theorem 2.2.1 allows us
to express λDXO as the average of intensity functions λDX i for i = 1, · · · , m, where the DX i are
O
O
1 Pm
independent and equal in distribution to DXO . That is, λDXO = m
λ
,
and
by
conditioning
i=1 DX i
O

we have,

m

λDX

O

|DY 1:m

1 X
=
λD i |DY i .
X
m
O

(3.19)

i=1

So to expand Equation (3.18) it suffices to compute λD

Xi
O

|DY i

for fixed i. First, we express the finite

point process (DX , DY ) as a marked Poisson point process. To this end, we adopt a construction
from [68], the augmented space W0 := W ∪ {∆}, where ∆ is a dummy set used for labeling points
in DYS . Next, we define the random set, H = HW ∪ H∆ such that
n
o[n
o
H := (x, y) ∈ (DXO , DYO )
(∆, y) : y ∈ DYS .
(3.20)
One can observe that H is the superposition of two marked Poisson point processes HW and
H∆ , taking values in W × W and ∆ × W, respectively. Moreover, it directly follows from (M 2)
and (M 3)(i) that HW has marginal intensity function α(x)λDX (x) on W and stochastic kernel
density `(y|x) while (M 3)(ii) shows that H∆ has marginal intensity function λDYS (W) on {∆}
with stochastic kernel density

λDY (y)

λDY (W) .
S

By Theorem 2.2.3, the intensity functions for HW and

S

H∆ are α(x)λDX (x)`(y|x) and λDYS (y), respectively. Hence, applying Theorem 2.2.1 to Equation
(3.20) reveals that the intensity function for H, λH , is given by
λH (x, y) = α(x)λDX (x)`(y|x)1x∈W + λDYS (y)1x∈∆ .

(3.21)

Let HY := {y : (x, y) ∈ H}, HX := {x : (x, y) ∈ H} be the projections of H onto its first and
second coordinates, respectively. It immediately follows from Theorem 2.2.2 that HY is a Poisson
point process on W since it is the image of H under a projection. Therefore, by treating the first
coordinates of H as marks, we may express H as a marked Poisson point process having intensity
function λHY on W and stochastic kernel density p(x|y) from W to W0 . Another application of
Theorem 2.2.3 then implies
(3.22)
λH (x, y) = λHY (y)p(x|y).
From Equations (3.21) and (3.22), we obtain the identity
p(x|y) =

α(x)λDX (x)`(y|x)1x∈W + λDYS (y)1x∈∆
λHY (y)

, λHY (y) 6= 0.

(3.23)

Equation (3.23) describes the probability density of H at x ∈ W0 for y ∈ W fixed. Substituting
Equation (3.23) for the Janossy density in Equation (2.6) and applying Corollary 2.2.1 gives the
intensity function for the point process HX |DY i whenever λHY (y) 6= 0 for any y ∈ DY i ,
λHX |DY i (x) =

X α(x)λDX (x)`(y|x)1x∈W + λDY (y)1x∈∆
S
λHY (y)

y∈DY i

, λHY (y) 6= 0

(3.24)

Restricting Equations (3.21) and (3.22) to W × W, we obtain p(x|y)λHY (y) =
`(y|x)α(x)λDX (x) = 0, whenever λHY (y) = 0, from which we conclude λHY (y) 6= 0 a.s. Hence,
restricting Equation (3.24) to W × W yields
λDX

|DY i (x)
O

=

X α(x)λD (x)`(y|x)
X
,
λHY (y)

y∈DY i
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a.s.

(3.25)

Notice that HY is the same point process as DYO ∪ DYS . Theorem 2.2.2 implies that DYO
is a Poisson point process, and DYS is a Poisson point process
by (M3), so by Theorem 2.2.1,
R
λHY = λDYO + λDYS , where λDYO (y) = λ(DX ,DY ) (W × y) = W α(u)λDXO (u)`(y|u)du by Theorem
O
O
2.2.3. Employing Equation (3.25) one gets that
λDX

|DY i (x)
O

= α(x)

X
y∈DY i

λDYS (y) +

`(y|x)λDX (x)
R
,
W `(y|u)α(u)λDX (u)du

(3.26)

which proves Theorem 3.1.1 after substituting into Equation (3.18).
One important point about Theorem 3.1.1 is that, instead of relying on a likelihood function
for the point cloud data, our Bayesian model considers the likelihood for the persistence diagram
generated by the observed point cloud data at hand. This is analogous to the idea of substitution
likelihood by Jeffreys in [31].

3.1.2

A Conjugate Family of Prior Intensities: Gaussian Mixtures

This section focuses on constructing a family of conjugate prior intensities, i.e., a collection of priors
that yield posterior intensities of the same form when used in Equation (3.1). Exploiting Theorem
3.1.1 with Gaussian mixture prior intensities, we obtain Gaussian mixture posterior intensities.
As persistence diagrams are stochastic point processes on the space W, not R2 , we consider a
Gaussian density restricted to W. Namely, for a Gaussian density on R2 , N (z; υ, σI), with mean υ
and covariance matrix σI , we use
N ∗ (z; υ, σI) := N (z; υ, σI)1W (z)

(3.27)

to denote its restriction to W, where 1W is the indicator function of the wedge W.
Consider a random persistence diagram DX as in (M2) and a collection of observed persistence
diagrams {DY 1 , · · · , DY m } that are independent samples from the Poisson point process characterizing the persistence diagram DY in (M3). We denote DY 1:m := ∪m
i=1 DY i . To create a conjugate
family (in the sense that applying Theorem 3.1.1 to a prior intensity from the family of functions
yields a posterior intensity in the same family) we specialize (M2) and (M3) below:
(M20 ) DX = DXO ∪ DXV , where DXO and DXV are independent Poisson point processes with
intensities αλDX (x) and (1 − α)λDX (x), respectively, with
N
X
DX
DX
∗
X
λDX (x) =
cD
(3.28)
j N (x; µj , σj I),
j=1

where N is the number of mixture components.
(M30 ) DY = DYO ∪ DYS where
(i) the marked Poisson point process (DXO , DYO ) has density `(y|x) given by
`(y|x) = N ∗ (y; x, σ DYO I).

(3.29)

(ii) DYO and DYS are independent finite Poisson point processes and DYS has intensity
function given below.
λDYS (y) =

M
X

DYS

ck

k=1

where M is the number of mixture components.
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DYS

N ∗ (y; µk

DYS

, σk

I),

(3.30)

Proposition 3.1.1. Suppose that the assumptions (M1),(M20 ), and (M30 ) hold; then, the posterior
intensity of Equation (3.1) in Theorem 3.1.1 is a Gaussian mixture of the form
λDX |DY 1:m (x) = (1 − α)λDX (x) +

m
N
αX X X y ∗
Cj N (x; µyj , σjy I),
m

(3.31)

i=1 y∈DY i j=1

Cjy

where

=

wjy =
µyj =

and

wjy

Qyj

Z

=
N (u; µyj , σjy I)du;
y y;
λDYS (y) + α j=1 wj Qj
W
DX
DX
DX
DYO
cj N (y; µj , (σ
+ σj )I);
X
σ DYO σjDX
σjDX y + σ DYO µD
j
y
;
σ
=
.
j
σjDX + σ DYO
σjDX + σ DYO
PN

The proof of Proposition 3.1.1 follows from well known results about products of Gaussian
densities given below; for more details, the reader may refer to [45] and references therein.
Lemma 3.1.1. For p × p matrices H, R, P , with R and P positive definite ,and a p × 1 vector s,
N (y; Hx, R) N (x; s, P ) = q(y) N (x; ŝ, P̂ ), where q(y) = N (y; Hs, R + HP H T ), ŝ = s + K(y −
Hs), P̂ = (I − KH)P and K = P H T (HP H T + R)−1 .
Proof of Proposition 3.1.1. Using Lemma 3.1.1, we first derive `(y|x) λDX (x) by observing that, in
our model, H = I, R = σ DYO I, s = µjDX and P = σjDX I. By typical matrix operations we obtain,
DX

σj

D
DX
D
y+σ YO µj X
D
σjX +σ YO

σj

σ

DY
D
Oσ X

, and P̂ = DX Dj Y . Hence the numerator and denominator
D
D
σj X +σ YO
σ
+σ O
PN DjX
DX
DYO
+ σjDX )I) N ∗ (x; µyj , σjy I), and
of the second term in Equation (3.1),
j=1 cj N (y; µj , (σ
R
P
DX
DX
DYO
λDYS (y) + α N
+ σjDX )I) W N (u; muyj , σjy I)du, respectively, yield
j=1 cj N (y; µj , (σ
K=

PN

j=1

h
λD
YS

, ŝ =

D
D
D
D
c X N (y;µ X ,(σ YO +σ X )I)
j
j
j
R
D
P
D
D
D
x|y x|y
(y)+α N c X N (y;µ X ,(σ YO +σ X )I) W N (u;µ
,σ
I)du
j=1 j
j
j
j
j

i

x|y

x|y

N ∗ (x;µj ,σj

I),

where the bracketed expression is the definition of Cjy .

3.1.3

Sensitivity Analysis

In this section, we present a detailed example of computing the posterior intensity according to
Equation (3.31) for a range of parametric choices. Any reader interested in reproducing these results
may download our R-package BayesTDA or Python package bayes-tda. We consider circular point
clouds often associated with periodicity in signals [43] and focus on estimating homological features
with k = 1 as they correspond to 1-dimensional holes. Precisely our goals are to: (i) illustrate
posterior intensities and draw analogies to standard Bayesian inference; (ii) determine the relative
contributions of the prior and observed data to the posterior; and (iii) perform sensitivity analysis.
We consider 4 cases, where Case I corresponds to an ideal choice of model parameters with respect
to the true distribution of data, and Cases II - IV are purposefully disadvantageous.
We start by considering a Poisson point process with prior intensity λDX that has the Gaussian
mixture form given in (M20 ). We take into account four types of prior intensities: (i) informative,
(ii) weakly informative, (iii) unimodal uninformative, and (iv) bimodal uninformative; see Figures
3.2–3.4 (a), (d), (g), (j), respectively. We use one Gaussian component in each of the first three
priors, as the underlying shape has single 1−dimensional feature, and two for the last one to
include a case where we have no information about the cardinality of the underlying true diagram.
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The parameters of the Gaussian mixture density in Equation (3.28) used to compute these prior
intensities are listed in Table 3.3. To present the intensity maps uniformly throughout this example
while preserving their shapes, we divide the intensities by their corresponding maxima. This ensures
all intensities are on a scale from 0 to 1. The observed persistence diagrams are generated from
point clouds that are sampled uniformly from the unit circle and then perturbed by varying levels of
Gaussian noise; see Figure 3.5. These point clouds provide persistence diagrams DY i for i = 1, 2, 3,
which are considered as independent samples from Poisson point process DY , exhibiting distinctive
characteristics such as only one prominent feature with high persistence and no spurious features
(Case-I ), one prominent feature with high persistence and very few spurious features (Case-II ),
and one prominent feature with medium persistence and more spurious features (Case-III ).
For each observed persistence diagram, 1-dimensional persistence features are presented as
green dots overlaid on their corresponding posterior intensity plots. For Cases-I-III, we set the
probability α of the event that a feature in DX spawns a mark in DY to 1 and later in Case-IV,
we decrease α to 0.5 while keeping all other parameters the same for the sake of comparison. The
choice of α = 0.5 anticipates that any feature has equal probability to appear or disappear in the
observation and in turn provides further intuition about the contribution of prior intensities to the
estimated posteriors. We observe that in all cases, the posterior detects the 1−dimensional hole;
however, with different levels of uncertainty each time. For example, for the cases where the data
are trustworthy, expressed by a likelihood with tight variance, or in the case of an informative prior,
the posterior accurately estimates the 1−dimensional hole. In contrast, when the data suffer from
high uncertainty and the prior is uninformative, then the posterior offers a general idea that the
true underlying shape is a circle, but the exact estimation of the 1-dimensional hole is not accurate.
We examine the cases in detail below.
Case-I: To compute posterior intensities, we consider informative, weakly informative, unimodal
uninformative, and bimodal uninformative prior intensities, which are depicted in Figures 3.2 (a),
(d), (g) and (j), respectively. The prior intensities parameters are listed in Table 3.3. The observed
persistence diagram is obtained from the point cloud in Figure 3.5 (left) via a Vieotoris-Rips
filtration; see Section 2.1.1. The parameters associated to the observed persistence diagram are
listed in Table 3.4. For the observed persistence diagram arising from data with very low noise,
we observe that the posterior computed from any of the priors predicts the existence of a one
dimensional hole accurately. First, with a low variability in the observed persistence diagram
(σ DYO = 0.01 and σ DYS = 0.1), the posterior intensities estimate the hole with high certainty
(Figure 3.2 (b), (e), (h) and (k) respectively). Next, to determine the effect of observed data
on the posterior, we increase the variance of the observed persistence diagram component DYO ,
which consists of features in observed persistence diagrams that are associated to the underlying
prior. Here, we observe that the posterior intensities still estimate the hole accurately due to the
trustworthy data; this is evident in Figure 3.2 (c), (f), (i) and (l). In Figure 3.2, the posteriors in
(b), (e), (h), and (k) have lower variance around the 1-dimensional feature in comparison to those
in (c), (f), (i), and (l), respectively.
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

(j)

(k)

(l)

Figure 3.2: Case-I: Posterior intensities obtained by using Proposition 3.1.1. We consider informative (a), weakly informative (d), unimodal uninformative (g), and bimodal uninformative (j)
prior intensities . The color maps represent scaled intensities. The list of associated parameters of
observed persistence diagram used for this case are in Table 3.4. Posteriors computed from all of
these priors estimate the 1−dimensional hole accurately for two choice of variance in the observed
persistence diagram (σ DYO = 0.01 and σ DYS = 0.1), which are presented in (b), (e), (h) and (k).
After increasing the variance to σ DYO = 0.1, we observe the posteriors still estimate hole but with
higher variance as presented in (c), (f), (i) and (k).
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

(j)

(k)

(l)

Figure 3.3: Case-II: We consider informative (a), weakly informative (d), unimodal uninformative
(g), and bimodal uninformative (j) prior intensities to estimate posterior intensities using Proposition 3.1.1. The color maps represent scaled intensities. The parameters we use for estimating
the posterior intensity are listed in Table 3.4. The posterior intensities estimated from the informative prior in (b) and (c) estimate the 1−dimensional hole with high certainty. Also, the
posterior intensities estimated from the weakly informative and uninformative priors in (e), (h),
and (k) imply existence of a hole with lower certainty. (c), (f), (i) and (l) represent the posterior
with higher variance in observed PD component DYS . As this makes the assumption that every
observed point is associated to DX , we observe increased intensity skewed towards the spurious
point in (f). Furthermore in (i) and (l), we observe bimodality in the posterior intensity.
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

(j)

(k)

(l)

Figure 3.4: Case-III: Posterior intensities obtained by using Proposition 3.1.1. We consider informative (a), weakly informative (d), unimodal uninformative (g), and bimodal uninformative
(j) prior intensities. The color maps represent scaled intensities. Parameters of the observed PD
used to estimate the posterior intensity are listed in Table 3.4. With choices of σ DYO = 0.01 and
σ DYs = 0.1, we observe the posteriors can deduce existence of the prominent feature, as presented
in (b), (e), (h), and (k) as we have more confidence on the component of observed data associated
to prior. Otherwise, with an increased variance σ DYO = 0.1, only the posterior intensity from the
informative prior is able to detect the hole with high certainty, as observed in (c). For the weakly
informative and uninformative priors, the posteriors in (f), (i), and (l) may not detect the hole
directly, but the mode of (f) with higher variance and the tail towards the prominent point in (i)
and (l) imply the existence of a hole in the underlying persistence diagram.
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Table 3.2: Case-IV: The first, second and third columns match the parameters of observed persistence diagram DY used in computing the posteriors depicted in the third column of Figure 3.2
and Figure 3.3, and second column of Figure 3.4, respectively with α = 0.5. The parameters are
presented in Table 3.4. The color maps represent scaled intensities. A variation in the level of
intensity is observed for all of them compared to their respective cases due to the added term in
the posterior intensity. The posterior intensities in first and second columns exhibit the estimation
of the hole with higher variability when compared to their respective figures in Case-I and Case-II.
The posteriors in the third column demonstrate dominance of the prior relative to their corresponding figures in Case-III, especially when one examines those for informative, weakly informative and
bimodal uninformative priors.
Case-II

Bimodal Uninformative

Unimodal Uninformative

Weakly Informative

Informative

Case-I
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Case-III

Table 3.3: List of Gaussian mixture parameters of the prior intensities in Equation (3.28). The
X
means µD
are 2 × 1 vectors and the rest are scalars
i
.
Informative Prior
Weakly informative Prior
Unimodal Uninformative Prior
Bimodal Uninformative Prior

Case-I

Case-II

X
µD
i
(0.5, 1.2)
(0.5, 1.2)
(1, 1)
(0.5, 0.5)
(1.5, 1.5)

σiDX
0.01
0.2
1

X
cD
i
1
1
1

0.2
0.2

1
2

Case-III

Figure 3.5: The observed datasets generated for Case-I, Case-II, and Case-III by sampling the unit circle and
perturbing with Gaussian noise having variances 0.001I2 , 0.01I2 , and 0.1I2 , respectively.

Case-II: Here, we consider the same four priors as in Case-I (see Figure 3.3 (a), (d), (g) and
(j)). The point cloud in Figure 3.5 (center) is more perturbed around the unit circle than that
of Case-I (Gaussian noise with variance 0.01I2 ). Due to this, the associated persistence diagram
exhibits spurious features. The parameters used for this case are listed in Table 3.4. We compute
the posterior intensities for each type of prior. First, to illustrate the posterior intensity and check
the capability of detecting the 1−dimensional feature, we use moderate noise for the observed
persistence diagram (σ DYO = 0.1 and σ DYS = 0.1). The results are presented in Figure 3.3 (b),
(e), (h), and (k); overall, the posteriors estimate the prominent feature with different variances
in their respective posteriors. Next, to illustrate the effect of observed data on the posterior, we
increase the variance σ DYS of DYS . According to our Bayesian model, the persistence diagram
component DYS contains features that are not associated with DX , so increasing σ DYS anticipates
that observed points are more likely linked to DX , and therefore one may expect to observe increased
intensity skewed towards the spurious points that arise from noise. Indeed, posterior intensities
with weakly informative, unimodal uninformative, and bimodal uninformative priors exhibit the
skewness toward the spurious point in Figure 3.3 (f), (i) and (l) respectively, but this is not the
case when an informative prior is used. In (f), we observe increased intensity skewing towards the
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Table 3.4: Parameters for (M30 ) in Equation (3.29) and (3.30). We set the weight and mean of
the Gaussian component, cDYS = 1 and µDYS = (0.5, 0) respectively for all of the cases. The first
row corresponds to parameters in the functions characterizing DY that are used in computing the
posterior depicted in the first column of Figure 3.2. The second row corresponds to analogous
parameters that are used in computing the posterior depicted in the second columns of Figures
3.2–3.2. Similarly, the third row corresponds to parameters in the functions characterizing DY
used for computing the posterior presented in the third columns of Figures 3.2–3.4.
Case-I

Case-II

Case-III

σ DYO = 0.01
σ DYS = 0.1
σ DYO = 0.1
σ DYS = 0.1

σ DYO = 0.1
σ DYS = 0.1
σ DYO = 0.1
σ DYS = 1

σ DYO = 0.01
σ DYS = 0.1
σ DYO = 0.1
σ DYS = 0.1

Case-IV
σ DYO = 0.1
σ DYS = 0.1
σ DYO = 0.1
σ DYS = 1
σ DYO = 0.01
σ DYS = 0.1

spurious points, and in (i) and (l) the intensity appears to be bimodal with two modes – one at the
prominent and other at the spurious point. For the bimodal uninformative prior since one mode is
located close to the spurious point in the observed persistence diagram, we observe higher intensity
for that mode in the posterior (Figure 3.3 (l)) with another mode estimating the prominent feature.
Case-III: The same four priors are also considered here. The observed persistence diagram is
constructed from the point cloud in Figure 3.5 (right) via a Vietoris-Rips filtration. The point cloud
has Gaussian noise with variance 0.1I2 , and due to the high noise level in sampling relative to the
unit circle, the associated persistence diagram exhibits one prominent feature and several spurious
features. We repeat the parameter choices as in Case-I for the variances of the observed persistence
diagram. For the choices of σ DYO = 0.01 and σ DYS = 0.1, the posteriors computed from all of the
four priors are able to detect the difference between the one prominent and other spurious points.
We increase the variance of DYO to determine the effect of the observed persistence diagram on the
posterior and we observe that only the posterior intensity from informative prior has evidence of
the hole (Figure 3.4(c)). For the weakly informative and uninformative priors, while the posteriors
in (f), (i) and (l) may not detect the hole clearly, in (f) we observe a mode with higher variance and
in (i) and (l), a tail towards the high persistence point implying presence of a hole. It should be
noted that with the informative prior the posterior intensity identifies the hole closer to the mode
of the prior as we increase the variance in σ DYO .
Case-IV: Lastly, in this case we concentrate on the effect of α. The rest of the parameters
used for this case remain the same and are listed in Table 3.4. We decrease α to 0.5 to model
the scenario that a feature in DX has equal probability to spawn a mark or not in the observed
persistence diagram DY . The columns of Table 3.2 correspond to the parameters of the observed
persistence diagram DY used in computing the posteriors depicted in the third column of Figure
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3.2, third column of Figure 3.3, and second column of Figure 3.4, respectively. By comparing them
with their corresponding scenarios in previous cases, we notice a change in the intensity level in all
of these due to the first term of the posterior intensity on the right hand side of Equation (3.31).
Indeed, comparing with the corresponding figures in Case-I, we observe that the posterior intensities
estimate the hole with higher variability for the weakly informative and unimodal uninformative
priors. For the bimodal prior, we observe bimodality in the posterior. Next for Case-II, the existence
of a hole is evident for the informative and weakly informative priors, but with higher uncertainty
when compared to their previous cases. The unimodal and bimodal uninformative priors lead to
bimodal and trimodal posteriors, respectively. We observe that the posterior resembles the prior
intensity more closely when we compare them to their respective figures in Case-III. One can
especially see this with the informative, weakly informative, and bimodal uninformative priors,
which have significantly increased intensities at the locations of the prior modes.

3.2

A Note on Bandwidth Selection

We briefly remark on a method for selection of σ DYO in the stochastic kernel given in Equation
(3.29). Take m1 , . . . , mO to be i.i.d random measures (or equivalently, point processes; see [16] or
[52]) on R2 such that there exists a non-negative constant C with |m1 | < C. For our purposes,
it suffices to consider the mi as finite discrete measures. Suppose that E(m1 ) has a bounded
probability density p with respect to Lebesgue measure (if we think of m1 as a point process, p is
its intensity). Let KH : R2 → R be a kernel density with bandwidth matrix H. Define
O Z
1 X
p̂H (x) :=
KH (x − y)mi (dy),
O

(3.32)

i=1

and

1 X
O−1

Z
KH (x − y)mj (dy).

(3.33)

Let M ISE denote the mean integrated squared error:
Z

M ISE(H) := E
(p(x) − p̂H (x))2 dx .

(3.34)

p̂iH (x) :=

i6=j

We are interested in choosing H that minimizes Eq. (3.34). Equivalently, we may minimize
J(H) := M ISE(H) − kpk2 . The quantity
ZZ
Z
1 X
2 X
(2)
ˆ
J(H) := 2
KH (x − y)mi (dx)mj (dy) −
p̂iH (x)mi (dx)
(3.35)
O
O
i,j

i

R
(2)
where KH : x − y 7→ KH ((x − y) − z)KH (z)dz is the convolution of KH with itself, is an unbiased
estimator of J(H) [14].
ˆ
Define Ĥ := arg minH J(H)
and suppose H minimizes Eq. (3.34). By Stone’s Theorem [70],
for non-negative, Holder continuous KH attaining their maximums at (0, 0), and bounded p, we
have
kp − p̂Ĥ k
→ 1 a.s.
(3.36)
kp − p̂H k
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as O → ∞. In Proposition 3.1.1, we have that λDX is given by a modified mixed Gaussian,
λDX (x) =

N
X

DX
X
CjDX N ∗ (x; µD
j , σj ),

(3.37)

j=1

and the stochastic kernel `(y|x) is given by
`(y|x) = N ∗ (y; x, σ DYO ).

(3.38)

To use results Equation (3.35) in the selection of the bandwidth of `(y|x), we must express
Equation (3.31) in a form reminiscent of Equation (3.32). A useful setting in which this is possible
is when α = 1, the prior intensity λDX is unimodal, the noise intensity λDYS is identically zero,
and the covariance magnitude σ DX of the prior is much greater than the covariance magnitude
of the stochastic kernel. Such a scenario arises when one uses unimodal uninformative priors and
considers all points in observed persistence diagrams to encode relevant geometric information, i.e.
when one computes posteriors solely from an empirical standpoint.
Henceforth, assume that in Equation (3.31), α = 1, the prior intensity λDX is unimodal, namely
λDX = cDX N ∗ (x; µDX , σ DX ),the noise intensity λDYS is identically zero, and σ DX >> σ DYO . This
simplifies Equation (3.31) to


D
∗ x; y, σ YO σ DX
m
N
D
1 X X
σ YO +σ DX
(3.39)
λDX |D1:m (x) =
Y
m
Qy
i=1 y∈DY i

R
where Qyj = W N (u; µyj , σjy )du. After restricting each kernel in Equation (3.32) to W then rescaling
to ensure unit mass, Equation (3.39) is equivalent to Equation (3.32) with a Gaussian kernel having
DY
P
D
bandwidth matrix σDY O σ DX I and discrete measures mi (dx) = y∈D i δy (dx) where δy is the Dirac
σ

O +σ

X

Y

delta function for y. Hence, an optimal choice for σ

DYO

, say

DY
σoptO ,

follows from requiring H in
D

Equation (3.34) to be of the form hI for some positive constant h, then solving
In particular,
ĥσ DXO
DY
σoptO = D
σ XO − ĥ

σ YO σ DX
D
σ YO +σ DX

I = Ĥ.

(3.40)

where ĥ is unique diagonal entry of Ĥ. Our assumptions about KH and mi allow us to express Eqn.
(3.35) in a computational tractable form. Namely, for a set of observed diagrams DY 1 , . . . , DY m
and H = hI, write


X
X
1

N (x; y, H) .
(3.41)
p̂H
DY i (x) =
m−1
DY j 6=DY i

y∈DY j

Then,

1
ˆ
J(H)
= 2
m

X

X


DY i ,DY j



N y − y 0 ; 0,

y∈DY i ,y 0 ∈DY j

√





X X
2


2H  −
p̂H
DY i (x)
m


DY i

DY

In practice, one can compute σoptO using Equation (3.42).
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x∈DY i

(3.42)

3.3

Classification

The Bayesian framework introduced in this paper allows us to explicitly compute the posterior
intensity of a persistence diagram given data and prior knowledge. This lays the foundation for
supervised statistical learning methods in classification. In this section, we build a Bayes factor
classification algorithm based on notions discussed in Section 3.1 and then apply it on materials
science data, in particular, on measurements for spatial configurations of atoms.
We commence our classification scheme with a persistence diagram D belonging to an unknown
class. We assume that D is sampled from a Poisson point process D in W, with the prior intensity
λD having the form in (M20 ). Consequently, its probability density has the form
N
e−λ Y
e−λ Y X D ∗
D
pD (D) =
λD (d) =
ci N (d; µD
i , σi I),
|D|!
|D|!

(3.43)

d∈D i=1

d∈D

R
where λ = W λD = E(|D|). Next, suppose we have two training sets TY := DY1:n and TY 0 :=
0
from two classes of random diagrams DY and DY 0 , respectively. The likelihood densities of
DY1:m
respective classes take the form of Equation (3.29).
We then follow Equation (3.31) to obtain the posterior intensities of D given the training sets
TY and TY 0 from the prior intensities and likelihood densities.
In particular, the corresponding posterior probability density of D given the training set TY is
e−λ Y
pD|DY (D|TY ) =
λD|TY (d)
|D|!
d∈D

=

N
i
α X X d|yj
e−λ Y h
d|y
d|y
(1 − α)λD (d) +
Ci N (d; µi j , σi j I) , (3.44)
|D|!
n
yj ∈TY i=1

d∈D

and the posterior probability density given TY0 is given by an analogous expression. The Bayes
factor defined by
pD|DY (D|TY )
BF (D) =
(3.45)
pD|DY 0 (D|TY 0 )
provides the decision criterion for assigning D to either DY or DY 0 . More specifically, for a threshold
c, BF (D) > c implies that D belongs to DY and BF (D) < c implies otherwise. We summarize this
scheme in Algorithm 1 .
Algorithm 1 Bayes Factor Classification of Persistence Diagrams
1: Input 1: Prior intensities λDY , and λDY 0 for two classes of diagrams DY and DY 0 respectively;
a threshold c > 0.
2: Input 2: Two training sets TY and TY 0 sampled from DY and DY 0 , respectively.
3: for DY and, DY 0 do
4:
Compute pD|DY (D|TY ) and pD|DY 0 (D|TY 0 ).
5: end for
6: Compute BF (D) as in Equation (3.45)
7: if BF (D) > c then
8:
assign D to DY .
9: else
10:
assign D to DY 0 .
11: end if
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(a)

(b)
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Figure 3.6: (a) Image of APT data with atomic neighborhoods shown in detail on the left. Each
pixel represents a different atom, the neighborhood of which is considered. Certain patterns with
distinct crystal structures exist, e.g., the orange region is copper-rich (left), but overall no pattern
is identified. Putting a single atomic cubic unit cell under a microscope, the true crystal structure
of the material, which could be either body-centered cubic (BCC) (b) or face-centered cubic (FCC)
(c), is not revealed. This distinction is obscured due to further experimental noise. Notice there is
an essential topological difference between the two structures in (b) and (c): The BCC structure
has one atom at its center, whereas the FCC is hollow in its center, but has one atom in the center
of each of its faces.

3.3.1

Atom Probe Tomography Data

A crucial first step in understanding properties of a material is determining its crystal structure. For
highly disordered metallic alloys, such as High Entropy Alloys (HEAs), Atomic Probe Tomography
(APT) gives a snapshot of the local atomic environment. APT has two main drawbacks: experimental noise and missing data. Approximately 67% of the atoms in a sample are not registered in
a typical experiment, and those atoms that are captured have their spatial coordinates corrupted
by experimental noise. Our goal in this section is to use Algorithm 1 to classify the crystal lattice
of a noisy and sparse materials dataset, where the unit cells are either Body centered cubic (BCC)
or Face centered cubic (FCC); recall Figure 3.6. The BCC structure has a single atom in the center
of the cube, while the FCC has a void in its center but has atoms on the centers of the cubes’ faces
(Figure 3.6 (b-c)). Despite notable differences in the physical configurations of each class, sparsity
and noise do not allow the crystal structure to be revealed.
For high-entropy alloys, our object of interest, APT, provides the best atomic level characterization possible. Due to the sparsity and noise in the resulting data, there are only a few algorithms
for successfully determining the crystal structure; see [25, 50]. These algorithms, designed for APT
data, rely on knowing the global structure a priori (which is not the case for High Entropy Alloys
(HEAs)) and seek to discover small-scale structure within a sample.
To bypass this restriction, the neural network architecture of [77] provides a way to classify
the crystal structure of a noisy or sparse dataset by looking at a diffraction image. In particular,
the authors therein employ a convolutional neural network for classifying the crystal structure by
examining a computer-generated diffraction pattern. The authors suggest their method could be
used to determine the crystal structure of APT data. However, the synthetic data considered in
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(a)

(b)

Figure 3.7: Persistence diagrams for members of the BCC and FCC classes.

[77] is not a realistic representation of experimental APT data, where about 65% of the data is
missing and furthermore corrupted by observational noise. Most importantly, their synthetic data
is either sparse or noisy, not a combination of both. The algorithm is also not publicly available,
so a side by side comparison of our method with theirs using HEAs is not feasible.
It is natural to consider persistence diagrams in this setting because they distill salient information about the materials patterns with respect to connectedness and empty space (holes) within
cubic unit cells, i.e we can differentiate between atomic unit cells by examining their homological features. In particular, after storing both types of spatial configurations as point clouds, we
compute their Vietoris-Rips filtrations (see Section 2.1.1), collecting resultant 1-dimensional homological features into persistence diagrams; see Figure 3.7. The data set had 200 diagrams from each
class. To perform classification with Algorithm 1, we started by specifying priors for each class,
λDBCC and λDF CC . Two scenarios were considered, namely using separate priors (Prior-1 in Table
3.5) and the same prior (Prior-2 in Table 3.5) for both BCC and FCC classes. In particular, for
Prior-1 we superimpose 50 persistence diagrams from each class and find the highly clustered areas
by using K-means clustering. The centers of the clusters from K-means are then used as the means
in Gaussian mixture priors; see Equation (3.31). In this manner, we produce different priors for
BCC and FCC classes. On the other hand for Prior-2 we choose a flat prior with higher variance
level than that of Prior-1 for both of the classes. The parameters for these two prior intensities
are in Table 3.5. For all cases, we set σ DYO = 0.1 and λDYS (x) = 5N ∗ (x; (0, 0), 0.2I). We chose a
relatively high weight for λDYS because the nature of the data implied that extremely low persistence holes were rare events arising from noise. To perform 10-fold cross validation, we partitioned
persistence diagrams from both classes into training and test sets. During each fold, we took the
training sets from each class, TBCC and TF CC , and input them into Algorithm 1 as TY and TY 0 ,
p BCC (D|TBCC )
respectively. Next, we computed the Bayes factor BF (D) = pD
for each diagram D
DF CC (D|TF CC )
in the test sets. After this, we used the Bayes factors to construct receiver operating characteristic (ROC) curves and computed the resulting areas under the ROC curves (AUCs). Finally, we
used the AUCs from 10-fold cross validation to build a bootstrapped distribution by resampling
2000 times. Information about these bootstrapped distributions is summarized in Table 3.5, which
shows our scoring method almost perfectly distinguishes between the BCC and FCC classes using
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the Bayesian framework of Section 3.1. Also, it exemplifies the robustness of our algorithm as two
different types of priors produce near perfect accuracy.

Table 3.5: Parameters for the prior intensities used in cross-validation of materials science data.
Each prior λ is indexed by its corresponding class for Prior-1 or U in the case of the Prior-2.
The summary of AUCs across 10-folds for materials science data after scoring with Algorithm 1 is
presented in the last three columns.
Parameters for Prior Intensities
Priors
λBCC
Prior-1

λBCC
Prior-2

3.4

λU

µD
i

σiD

cD
i

(0.5,0.24)
(3.6,3.6)
(3.7,0.65)

2
2
2

1
1
1

(0.4,0.27)
(2.8,1.2)
(2.9,3)
(1,1)

2
2
2
20

1
1
1
1

Summary of AUC
5th per95th perMean
centile
centile

0.931

0.928

0.941

0.94

0.958

0.951

Bayesian Topological Signal Processing

Data from measurements sampled in time create time series, which are useful descriptors of natural phenomena and artificially-created signals alike. Time series analysis is performed to extract
meaningful statistics and other characteristics from data [56]. Frequency domain methods are
particularly suited for data exhibiting oscillatory behavior. A commonly used tool for nonparametric spectral analysis is the discrete Fourier transform [63]. Alternatively, parametric methods are
frequently used to estimate the power spectral density of stochastic, stationary signals [60]. For
non-stationary signals, time-frequency methods, e.g. wavelets [61] or matching pursuits [19, 41],
provide useful characterizations of different time series. One of the important applications of time
series analysis is in neuroscience and neurology where measurements of electrical activity in the
brain (electroencephalography, EEG) can provide information about brain function and serves as
an important clinical diagnostic tool. In Section 3.4, we present a novel approach to time series
analysis using persistent homology within a Bayesian framework. We illustrate the method on data
generated by an autoregressive model simulated frequency characteristics of EEG signals [23].
Persistent homology has been used for signal processing in many applications, including detection of periodic behavior, change point monitoring in genetic regulatory systems, detection of
bifurcation in stochastic delayed differential systems, acoustic signal identification, and prediction
of financial crashes from time series of stock returns [26, 59, 32, 35, 64, 44]. These applications are
bolstered by numerous theoretical results concerning the homology of simplicial complexes built
on point clouds obtained from delay embeddings of time series [69, 59, 35]. One may also create
persistence diagrams for signals by using sublevel set filtrations; see Section 2.1.2. This method
is attractive for signal processing as it may be used directly on signals to summarize their shape
without selection of a delay parameter; however, a framework for inference about qualities such as
frequency and instantaneous amplitude of a signal from its sublevel set persistence diagram remains
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wanting. In Section 3.4, we examine links between frequency content and instantaneous amplitude
of signals and their sublevel set persistence diagrams, then explore our Bayesian method for inference with these topological objects. We also investigate the capabilities of the Bayesian topological
model 3.1.1 to describe signals by testing it to classify autoregressive signals. We compare this
method to other model-free approaches for signal classification, specifically those based on feature
extraction and machine learning architectures in [29] and [5].

3.4.1

Signal Processing Preliminaries

Throughout this section, x(t) denotes a real-valued, continuous time signal. We suppose x is
continuous to avoid complications when we introduce topological concepts. Unless otherwise noted,
time t is given in seconds and units of frequency are in Hz. In general, x may be a sample
from a stochastic process, which we denote by X. For applications, one often uses a discretized
approximation to x obtained by fixing a sampling frequency ∆t > 0 then measuring x at regular
intervals. We denote elements of the discretized collection {x(n∆t)}N
n=1 by xn where N is the total
number of grid points.
We now recall concepts and tools from signal processing employed in Section P
3.4.3. During our
analyses, we investigate autoregressive signals satisfying the AR(p) model xn = pi=1 ai xn−i + wn
where p is the model order, ai are real-valued coefficients, and wn are independent, identically
distributed samples from a Gaussian random variable N (0, σ) with standard deviation σ. This
autoregressive model is used in various applications across many fields with an easily computable
power spectral density that is described by finitely many parameters βk and fk ,
!
P
X
log 1 − e−βk +2πi(fk −f )∆t + log σ ,
(3.46)
log pX (f ) = 2 −
k=1

where σ is the standard deviation of wn in A(p) . A derivation of Equation (3.46) may be found in
[23]. Through inspection of Equation (3.46), one surmises that the fk are locations of local maxima
in the log PSD (and therefore also local maxima of the PSD) and the βk are corresponding damping
factors controlling the width of each peak. Namely, small and large βk are associated with narrow
and broad peaks, respectively. As a peak broadens, the presence of oscillations of its corresponding
frequency diminish in the average signal. Therefore, we expect power spectral densities with narrow
peaks to yield signals with stronger oscillations.

3.4.2

Topological Uncertainty Quantification for Random Signals

In practice, we observe random signals. Uncertainty in signals arises independently from stochasticity in underlying data-generating phenomena and measurement noise due to limitations in datacollection methods. The latter source of uncertainty is pictured in Figure 3.8 where a signal
is embedded in different levels of white Gaussian noise. The persistent diagrams created from
stochastic signals (subsequently referred to as random persistence diagrams) inherit randomness,
necessitating a probabilisitic description. Intuitively, a random persistence diagram is a random
collection of points in a subset of the plane. Elements of a persistence diagram lack an intrinsic ordering, and moreover persistence diagrams sampled from the same random signal can have different
cardinalities. The theory of random variables is ill-equipped to handle such objects directly since
it concerns itself with random elements that take values in a Hilbert space. However, the theory of
point processes rigorously treats random collections like random persistence diagrams and provides
machinery to model them.
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Figure 3.8: This figure illustrates sources of uncertainty in persistence diagrams. Shown above are
signals with additive noise (a) N (0, 0.01), and (b) N (0, 0.1) along with their persistence diagrams.
The persistence diagram for the true underlying signal is shown in red. Several spurious features
arise due to noise. Additionally, true features also shift around.

The persistence diagram of a signal encodes information about its frequency and peak-to-peak
amplitude. This is exemplified in Proposition 3.4.1 and Corollary 3.4.1 below.
Proposition 3.4.1. Let aβ (t) be a monotonically non-increasing function of time parameterized by
a real number β and suppose that φ(2πf t) is a periodic signal parameterized by a positive frequency f
such that φ(0) is a local maximum and each cycle of φ has unique local minimum.
The persistence
n
diagram Df,β of aβ (t)φ(2πf t) on the interval [0,1] is given by Df,β =
aβ (ti + tm )φ(2πf (ti +
obf c
tm )), aβ (ti )φ(2πf ti )
where, bf c denotes the integer part of f , ti = i−1
f and tm is the time of
i=1

the first local minimum of aβ (t)φ(2πf t) in [0, 1].
Proof. Without loss of generality, suppose f is an integer. The case for real-valued f is similar. By
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definition, aβ (t)φ(2πf t) has f cycles in [0, 1]. Let Mi and mi respectively denote the maximum and
local minimum of the ith cycle of aβ (t)φ(2πf t) in [0, 1]. Since each cycle has a unique local minimum, the only connected components that arise during the sublevel set filtration of aβ (t)φ(2πf t)
are Cmi , which are clearly born at values mi of the sublevel set filtration. It remains to deduce
the value at which each Cmi disappears. From the assumption that φ(0) is a local maximum,
each cycle begins at a local maximum and monotonicity of aβ (t) ensures that Mi occurs at the
beginning of the ith cycle and at the end of the (i − 1)th cycle. Recall that connected components
merge at values Mi during the sublevel set filtration. By monotonicity of aβ , the smallest of the Mi
(and hence the first one encountered in the sublevel set filtration) is Mf . This merges connected
components Cmf and Cmf −1 . Once again by monotonicity of aβ (t), mf ≤ mf −1 , so by the Elder
Rule, Cmf disappears by merging into Cmf −1 . Thus, the first point in Df,β is (mf , Mf ). Using the
monotonicity of aβ (t) to continue in this fashion, we see that Df,β = {(mi , Mi )}fi=1 . The result now
follows by explicitly computing mi and Mi , which is done by exploiting the periodicity of φ.
Example 3.4.1. Consider the family of damped cosines s(t; f, β) := e−βt cos(2πf t) parameterized
by frequency f and a damping factor β on the interval [0, 1]. The parameter β controls the rate
at which the instantaneous amplitude of s decreases. For simplicity, we suppose without loss of
generality that f is a positive integer. Let Df,β be the persistence diagram for s(t; f, β). Figure 2.4
shows s(t; 4, 2) and D4,2 . Notice in general that s(t; f, β) has f local minima (ignoring units of f ) on
the interval [0, 1]. As the number of points in a persistence diagram of signal is equal to the number
of its local minima, we immediately conclude that |Df,β | = f , where |Df,β | means the cardinality
of Df,β . To compute the coordinates of points in Df,β , notice that e−βt is monotonically decreasing
while each oscillation of cos(2πf t) starts at a local maximum and has a unique local minimum.
The latter implies that each oscillation gives rise to a connected component during the sublevel set
filtration of s and that this connected component merges into another when the filtration reaches
the value of the local maximum where the oscillation begins. The former implies that connected
components for oscillations occurring later in time disappear sooner than those born earlier due
to the Elder Rule. Hence, the coordinates of the persistence diagram are given by {(mi , Mi )}fi=1 ,
where mi and Mi denote the local minimum and maximum of the ith oscillation.
Explicitly, these
!




1
−β(ti + 2f )
1
are given by (mi , Mi ) = e
) , e−βti cos 2πf ti
where ti := i−1
cos 2πf (ti + 2f
f .
Proposition 3.4.1 establishes direct links between frequencies and instantaneous amplitudes to
the persistence diagrams for a large class of deterministic signals that naturally occur in applications. One may suspect that these relationships manifest in stochastic settings. Figure 3.8(a) shows
the signal s(t; 4, 2) with additive Gaussian white noise and its persistence diagram. Although the
presence of noise introduces several spurious low persistence features in the persistence diagram,
the relationship unveiled in Proposition 3.4.1 is evident in the higher persistence points. In this
case, noticeable relationships still exist between the frequency and instantaneous amplitude of the
deterministic signal embedded in noise and its persistence diagram. The next proposition and
corollary concern signals that are entirely stochastic. They serve to illustrate the complex relationship between frequency content and instantaneous amplitude to the persistence diagrams of
random signals. To motivate the importance of the next proposition, suppose x is sampled from a
stochastic process and consider its discretization {xn }N
n=0 , which we momentarily refer to as x by
a slight abuse of notation. Ideally, the probability distribution P(Dx ) for the random persistence
diagram of Dx , would be expressed as P(Dx ) = ∪i,j∈I {P(xi , xj )} for a fixed set of index pairs I.
In this situation, Dx is a fixed union of joint random variables. Unfortunately, the aforementioned
decomposition of P(Dx ) does not hold in general, specifically because distinct orderings of values of
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elements in x are associated to different minimum-maximum pairings. The next lemma establishes
events E in which P(Dx |E) = ∪i,j∈I {P(xi , xj )} holds.
Proposition 3.4.2. Let x be a signal randomly sampled from a stochastic process X. Consider the
time series {xn }L
n=1 created by measuring x at regular intervals on [0, 1]. Denote the persistence
x
diagram for {xn }L
n=1 by D . Let ΠL be the set of permutations of {1, 2, . . . , L} and suppose for a
fixed element π of Π, say π = {i1 , i2 , . . . , iL }, Oπ is the event that {i1 < i2 < · · · < iL }. Dx |Oπ is
a fixed union of joint random variables; we denote the probability distribution for this collection by
P(Dx |Oπ ).
Proof. The event Oπ corresponds to an exact ordering of the values of elements in x. The exact
ordering preserves the minimum-maximum associations used to construct sublevel sets to create
Dx . In particular, Dx = ∪i,j∈Iπ {(xi , xj )} for a fixed set of index pairs Iπ given Oπ . This establishes
the claim.
Corollary 3.4.1. Let x be a signal randomly sampled from a stochastic process X. Consider the
time series {xn }L
n=1 created by measuring x at regular intervals on [0, 1]. Denote the persistence
x
diagram for {xn }L
n=1 by D . Let ΠL be the set of permutations of {1, 2, . . . , L} and suppose for
a fixed element π of Π, say π = {i1 , i2 , . . . , iL }, Oπ is the event that {i1 < i2 < · · · < iL }. The
probability distribution for Dx is given by
X
P(Dx ) =
P(Dx |Oπ )1Oπ (Dx ).
(3.47)
π∈ΠL

where P(Dx |Oπ ) is the distribution for a random collection of points given the ordering Oπ .
Let Πk be the subset of Π such that each element of Πk is an event with k local minima. Then,
the cardinality distribution of Dx is given by
X
P(π).
(3.48)
P(|Dx | = k) =
π∈Πk

Proof. Equation (3.47) follows from Proposition 3.4.2 by the law of total probability and Equation
(3.50) is established by a straightforward counting argument.
Example 3.4.2. Let x be a signal randomly sampled from Gaussian white noise X. Consider the
time series {xn }4n=1 created by measuring x at regular intervals on [0, 1]. We are interested in the
cardinality of Dx as well as the coordinates of its points. Since Dx inherits stochasticity from x,
these quantities are specified by probability distributions. By Proposition 3.4.1, the probability
distribution for Dx is given by
X
P(Dx |Oπ )1Oπ (Dx ).
(3.49)
P(Dx ) =
πi,j,k,l ∈Π4

It is helpful to write one of the terms in the summation of Equation (3.49). Consider the term that
corresponds to the event O1,3,2,4 = {x1 < x3 < x2 < x4 }. For this event, the sublevel set filtration
of {xn }4n=1 has connected components born at x1 and x3 . These merge when the filtration reaches
x2 , at which point x3 disappears due to the Elder Rule. The filtration terminates at x4 . Hence, the
persistence diagram for this event is {(x1 , x4 ), (x2 , x3 )}. Each of these elements are random samples
from joint random variables satisfying (x1 , x4 ) ∼ P(x1 , x4 |x1 < x4 ) and (x2 , x3 ) ∼ P(x2 , x3 |x2 < x3 ).
We denote this by S(Dx |O1,3,2,4 ) = {P(x1 , x4 |x1 < x4 ), P(x2 , x3 |x2 < x3 )}. For the case of white
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−x2
1

−x2
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noise, we have P(x1 , x4 |x1 < x4 ) = Ke 2 e 2 1x1 <x4 (x1 , x4 ) where K is a normalizing constant;
the equation for P(x2 , x3 |x2 < x3 ) is similar.
Notice that the events in ΠL each correspond to signals that have a fixed number of local
minima. Let Πk be the subset of Π such that each element of Πk is an event with k local minima.
Then, the cardinality distribution of Dx is given by
X
P(π).
(3.50)
P(|Dx | = k) =
π∈Πk

Intuitively, the frequency content and distribution for instantaneous amplitudes of a random
signal x influence the probability of events in Π in Corollary 3.4.1. In general, describing the
persistence diagram in its entirety for a time series of length L arising from a random signal requires
one to construct L! different probability distributions. We circumvent this problem by using the
flexible Bayesian framework described in Section 3.1.1 to approximate distributions for persistence
diagrams. With this tool in hand, we can model the distributions of persistence diagrams in a
computational expedient manner. Figure 3.9 visually depicts the intensity in Equation (3.31) using
a persistence diagram from a simulated signal.

3.4.3

Signal Processing Results

Electroencephalography is a neuroimaging technique wherein electrodes are placed on a subject’s
head to measure localized changes in voltage over time, which are reported as a collection of time
series. In our experiments, we examine synthetic EEG signals generated according to Equation
(3.46). We select EEG signals because they have well-studied power spectra. In particular, the log
power spectral density for EEG is approximately inversely related to frequency, a phenomena we
subsequently refer to as 1/f behavior. We can easily simulate this behavior with Equation (3.46)
by including a frequency component f1 equal to zero. Moreover, EEG signals associated with
different brain states often exhibit a prominent peak in their power spectral density at a nonzero
frequency, indicating the discernible presence of oscillations at that frequency in the signals. For
example EEG signals with peaks in the 4 − 7 Hz, 8 − 12 Hz, or 14 − 32 Hz ranges, referred to as
theta, alpha, and beta signals, respectively, may indicate heightened emotional states, eyes open, or
drowsiness [1, 6]. Oscillatory behavior can also be accounted for with Equation (3.46) by including
a particular nonzero frequency component f2 . Selection of the damping factor β1 for the zero
frequency component f1 , as well as ranges for f2 and β2 (the location of the oscillatory component
in the PSD and its accompanying damping factor) was done by using the Burg method to fit
autoregressive models to real EEG signals (model order was determined using the methodology
from [23]). Two one second and two five second epochs were selected for their visually apparent
oscillations. The exact location of spectral peaks along with their corresponding damping factors
as determined after fitting autoregressive models are shown in Table 3.6.
Informed by the parameters in Table 3.6, we created 29 × 29 sets of synthetic EEG signals Aβf
where f ∈ {4, 5, . . . , 32} and β ∈ {4, 5, . . . , 32}. A fixed set Aβf contained 30 signals simulated
by our autoregressive filter with f1 = 0, f2 = f , β1 = 200, and β2 = β . The signals in Aβf
are draws from a stochastic process whose PSD has a peak at f with a damping factor of β, so
we expect these signals to resemble an oscillator of frequency f ; the strength of this resemblance
diminishes as β increases. Since the PSD for Aβf more closely resembles 1/f as β increases, we
expect more low-power, high frequency signals riding on high-power, low frequency signals as β
decreases. Moreover, the ratio of the peak at zero to that of the peak at f increases as β increases.
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Figure 3.9: (a) The damped cosine e−2t cos(8πt) with additive noise N (0, 0.01) and (b) its persistence diagram. (b) shows an uninformative prior intensity with a single component at (1, 1)
with covariance matrix 10I. Using the model from Equation (3.31) with the prior in (c) and the
observed diagram in (b) results in the posterior intensity shown in (d). To account for spurious points, which we suspected to be low persistence in this example, we placed components at
(0.5, 0.1), (1, 0.1), (0.75, 0.1) and (1.75, 0.1).

Table 3.6: Parameters from fitting autoregressive models to real EEG epochs.
Signal Length
Signal 1
Signal 2

f1
0
0

f2
5.87
10.70

f3
18.59
-

1 Second
f4 β1
- 344.80
- 202.78

β2
5.37
7.41

β3
16.6
-
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β4
-

f1
0
0

f2
6.00
10.16

f3
14.4
23.02

5 Seconds
f4
β1
20.85 24.98
17.24

β2
10.54
4.06

β3
31.64
20.37

β4
26.97
-

Relationships between the Frequency and Diagram Domains
In this section, we examine relationships between f and β and the persistence diagrams of Aβf .
Specifically, we look at how f and β relate to the average cardinality and variance in birth values
for persistence diagrams of signals in Aβf . As in the deterministic setting (Proposition 3.4.1), we
expect cardinality to show a strong association with the peak frequency f for Aβf . Our choice to
inspect birth time variance is motivated by the following thought experiment.
Figure 3.10 (a) and (b) show the persistence diagrams for 10 cos(4πt)+cos(58πt) and cos(4πt)+
cos(58πt) on the interval [0, 1], respectively. In both subfigures, the points near the diagonal
correspond to the small peaks that ride along the low frequency wave. Alternatively, the two
points farthest from the diagonal correspond to the global maxima and minima, which correspond
to those of the low frequency signal. In this fashion, the persistence diagram spatially decomposes
frequencies where high and low persistence points correspond to features of low and high frequency
components, respectively. As can be seen in Figure 3.10 (a), greater low frequency power causes a
wider spread in the birth times of the low persistence points. Moreover, the high persistence points
have a smaller birth coordinate and a larger death coordinate, owing to the fact that greater low
frequency power makes the global minima and maxima of the aggregate signal smaller and larger,
respectively. Based on these observations, we expect a greater birth time variance for signals with
power spectral densities that have a greater ratio of low-frequency to high-frequency power. Stated
differently, signals that have a higher damping factor for their oscillatory component are expected
to have larger birth time variance.
Figure 3.11 shows the average cardinality of persistence diagrams in Aβf against the location of
peak frequencies f with colors showing the damping factors β. A strong monotonic trend is apparent
for all damping factors. For smaller damping factors, the relationship more heavily resembles that
in the deterministic setting (see Section 3.4.2) where persistence diagram cardinality from a one
second epoch is in fact equal to the frequency of the signal. Notice the effect of β diminishes as f
increases, which implies cardinality is more sensitive to higher frequencies.
Figure 3.12 shows the relationship between f , β, and the birth value variance for Aβf . Birth
variance increased as the damping factors increased. This is consistent with the idea that higher
low-frequency-power-to-high-frequency-power ratios result in more variation for low persistence
birth times. Interestingly, birth variance decreased as frequency increased, suggesting this trend is
less notable at higher frequencies.
Signal Classification
As a point of comparison to traditional signal processing techniques and to showcase the utility of
topological methods, we used features derived from Bayesian persistent homology (Section 3.4.2)
and discrete Fourier transforms to classify signals with different dynamics. Specifically, we considered five classes of signals in total, each with a distinct rhythm quantified by a nonzero fk parameter
in our autoregressive filter (additionally, all classes had a peak at zero with a fixed damping factor
to simulate the 1/f behavior commonly present in the PSD of EEG). Four classes we considered
were: alpha (a), high beta (hb), low beta (lb), and theta (t), which had (autoregressive) spectral
peaks at 10, 21, 14, and 6 Hz, respectively. We also included a null (n) class that had no peaks
aside from one at zero. These spectral peaks were chosen for their prevalence in EEG data. We
considered signals with damping factors of thirty-two to mimic weak oscillatory behavior in order
to tackle a challenging problem. Visual descriptions of our data are provided in Fig. 3.13. Results
from our classification are shown in Table 3.7.
We used three different classifiers in our experiment to assign a label to each of our signals via
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(a)

(b)

Figure 3.10: This figure demonstrates the effect of greater low frequency power on the persistence
diagram of a signal. Notice in (a) that elements of the persistence diagram show greater spread
along the diagonal. This phenomenon arises since the low frequency signal scatters the higher
frequency peaks in along the Amplitude axis.

Table 3.7: Precisions and recalls for each feature and classifier. Results are reported as mean ±
standard error across each class.

Classifier
LR
SVM - Lin.
MLP

Bayesian
Precision
Recall
0.84 ± 0.06 0.85 ± 0.07
0.92 ± 0.05 0.91 ± 0.04
0.89 ± 0.05 0.88 ± 0.04

PSD
Precision
Recall
0.90 ± 0.04 0.90 ± 0.04
0.91 ± 0.03 0.90 ± 0.05
0.90 ± 0.02 0.89 ± 0.02

CWT
Precision
Recall
0.91 ± 0.03 0.90 ± 0.04
0.91 ± 0.04 0.91 ± 0.03
0.92 ± 0.03 0.93 ± 0.02

leave-one-out-crossvalidation (LOOCV). The first classifier, logistic regression (LR), is the most basic and models the probability that a signal belongs to class i as a function of a linear combination of
input features. Another classifier we used was a support vector machine with a linear kernel (SVMLin) , which works by deciding optimal decision boundaries between the classes in feature space,
then assigning new observations to classes based on these decision boundaries. A hyperparameter
in SVM-Lin is a regularization term that penalizes mis-classification. To tune this hyperparameter,
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Figure 3.11: This plot depicts the relationship between the cardinality of persistence diagrams
and the frequency of the dominant oscillation for one second autoregressive signals across various
damping factors. For each included frequency and damping factor, we simulated thirty signals
(each had a component fixed at zero to give the 1/f PSD commonly seen in EEG), computed their
persistence diagrams, then recorded their average cardinality. We see a strong positive correlation
between this average cardinality and the frequency of the dominant oscillation (i.e., PSD Peak
Frequency) consistent with the idealized deterministic sinusoid case.

Figure 3.12: The peak frequency f for Aβf plotted against the average birth variance for its persistence diagrams. Colors depict the damping factor β.

we relied on a grid search. The last classifier we considered was a multilayer perceptron (MLP),
also known as a feedforward neural network. We chose a neural network architecture analogous to
one used in [29]. Namely, we used 1 hidden layer of 4 neurons with a saturating linear activation
function, followed by a softmax layer for classification. For each feature, we performed a grid search
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Figure 3.13: Here are the average (log) power spectral densities along with examples of signals and
persistence diagrams from each class for damping factors of 32.

to determine an optimal number of epochs for training the neural network.
We used three sets of features for each classifier. The first two sets were derived from standard
signal processing methods. The first set was based upon PSDs estimated via discrete Fourier
transforms. In particular, for each signal, we computed its DFT then recovered an estimate to
the PSD. We then binned the total power in frequency bands of interest (0.5-4 Hz, 4-7Hz, 712Hz, 12-21 Hz, 21-32Hz, > 32 Hz) to obtain a 6-dimensional feature vector. The second set of
features were created from continuous wavelet transforms. Specifically, we used the Mexican hat
mother wavelet to obtain time-frequency plots for each signal. These time-frequency plots were
then binned in the same frequency bands as those we considered in the PSD estimate to obtain 6
dimensional vectorizations. The final set of features we considered were derived from the Bayesian
method outlined in Section 3.4.2. For each signal, we computed its persistence diagram, then used
Equation (3.31) to estimate a posterior intensity. We then took 6 features of the posterior intensity
to obtain 6-dimensional vectorizations. As the estimated posterior intensities were sensitive to the
prior used to fit them, we tuned parameters in our prior λD using a grid search and LR as LR had
no hyperparamaters to consider, unlike the other two classifiers. The 6 features of the posterior for
a diagram D, λD|D , were as follows:
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1. The total intensity,

R

W λD|D (u) du,

which gives the expected cardinality.
R
2. The birth coordinate of the center of mass of λD|D , W uλD|D (u) du.
3. The persistence coordinate of the center of mass.
4. The variance in birth coordinates for the posterior means of λD|D .
5. The variance in persistence coordinates for the posterior means of λD|D .
6. The covariance of birth and persistence coordinates of posterior means in λD|D .
Examining Table 3.7 shows competitive performance of Bayesian-derived persistence diagram
features for signal classification to that of well-established features for signal processing.
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Chapter 4

Nonparametric Density Estimation
for Persistence Diagrams
4.1

Kernel Density Estimation

Appealing to Lemma 2.2.1, one may define a kernel density for a random persistence diagram that
considers all features individually; however, the computation of Equation 2.18 may be intractible as
the number of terms in the summation scales exponentially with the cardinality of the evaluation
diagram. To that end, kernel density, centered at a persistence diagram D, has a bandwidth σ > 0
that reduces computational burden by treating some features individually and others collectively.
Typically, persistence diagrams have the majority of their points concentrated close to the
diagonal. Consequently, the bandwidth σ is responsible for splitting a persistence diagram into
upper and lower portions; see Equation 4.1 and Figure 4.1 (Left). The upper portion models the
most topologically prominent points, which encompass topological information about the data, and
its distribution reflects uncertainty in the precise location for prominent topological features in a
persistence diagram. The lower portion models the majority of points in a persistence diagram.
These points arise as a result of local noise in the underlying data, and in this fashion its distribution
prescribes a noise likelihood model. Moreover, one can evaluate diagrams of any cardinality in the
kernel (in this sense, the kernel is a global density). On the other hand, if one fixes the cardinality,
one obtains the local kernel.
The construction of the kernel density proceeds by treating the upper and lower parts as independent, which necessitates the establishment of two density functions, one for each portion. The
density for the upper part follows the recipe of Lemma 2.2.1 with a modified Gaussian chosen for
pj (ξ) in Equation 2.18. To construct the kernel for the lower portion, we utilize (i) the number of
points in D` to create a pertinent counting measure, and (ii) a modified Gaussian mixture with
mean the projection of each point in D` to the diagonal. When evaluating a persistence diagram
in the composite kernel, some of the points are evaluated in the density for the lower while others
are evaluated in the density for the upper part. For a particular allocation of points to the upper
and lower portions and by independence, the total evaluation follows from multiplying the results
of these two evaluations together. However, since it is unknown a priori which input points should
be used in each kernel, one must account for every possible partitioning of input points.
Section 4.1.1 gives a precise construction of our kernel density estimator. In [46], we establish
that our kernel density estimator converges to the true probability density of random persistence
diagrams (see Section 2.2.3 for a precise definition of this notion) under mild assumptions as the
bandwidth of the kernel goes to zero; other results, like the convergence of the intensity of the kernel
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density estimator to that of the true random diagram are also established. A particularly useful
contribution in [46] is the introduction of a new statistic for persistence diagrams, the mean absolute
bottleneck deviation (MAD), and proof that the sample MAD computed with the persistence
diagram kernel density estimator converges to the true MAD. We define the MAD in Section 4.1.2,
and finally show its utility in Section 4.1.3 with an application involving neuroimaging data.

4.1.1

Construction

To alleviate computational burden, our kernel density relies on a bandwidth parameter σ that
partitions its center diagram into upper and lower portions.
Du = {(bi , di , k) ∈ D : di − bi ≥ σ} and D` = {(bi , di , k) ∈ D : di − bi < σ} .

(4.1)

Definition 4.1.1 ([46]). Each feature ξj = (bj , dj ) ∈ Du yields an independent random singleton
diagram Dj defined by its chance to be nonempty q (j) (via Eq. (4.3)) along with its potential position
(b, d) sampled according to a modified Gaussian distribution, denoted by N ∗ ((bj , dj ), σI). The global
pdf for Du is then determined by Lemma 2.2.1, where each p(j) is given by the pdf associated with
N ∗ ((bj , dj ), σI), which is given by
p(j) (b, d) = R
W

ϕj (b, d)
1W (b, d),
ϕj (u, v)du dv

where ϕj is the pdf of the (unmodified) normal N ((bj , dj ), σI), and
for the wedge.

q

(j)

j

(4.2)

1W (·) is the indicator function

Z

= P(D 6= ∅) =

ϕj (u, v) du dv.

(4.3)

{v>u}

Definition 4.1.2 ([46]). The lower random diagram D` is defined by choosing a cardinality N
according to a pmf ν followed by N i.i.d. draws according to a fixed density p` . First, take N` = D`
and define ν(·) with mean N` and so that ν(n) = 0 for n > mN` for some m > 0 independent
of N` . The subsequent density p` (b, d) is given by projecting the lower features D` of the center
diagram D onto the diagonal b = d, then creating a restricted Gaussian kernel density estimation
for these features; specifically,
1
p (b, d) =
N`
`

X
(bi ,di )∈D`

1 −
e
πσ 2



b−

bi +di
2

2 
2 
b +d
+ d− i 2 i
/2σ 2

In Section 4.1.3, we choose the probability mass function


N` + 1 − |N` − N |
ν(N ) = max
,0
(N` + 1)2
for ν in the lower portions of our kernels.
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.

(4.4)

(4.5)

Figure 4.1: Left: A persistence diagram split according to Eq. (4.1). The dashed black line,
d = b + σ, separates the diagram into the red upper points of Du and the yellow lower points of D` .
Right: The red and black gradients represent the upper singleton densities p(1) and p(2) given by
Eq. (4.2). The green gradient represents the lower density p` defined in Eq 4.4. While each
S of these
densities is defined on the wedge W ⊂ R2 , the global kernel in Eq. (4.6) is defined on N W N for
each input-cardinality N .

The next proposition gives the recipe for evaluating an input diagram in the kernel density
constructed with Definitions 4.1.1 and 4.1.2.
Proposition 4.1.1 ([46]). Fix a center persistence diagram D and bandwidth σ > 0. Split D
into D` and Du according to Eq. (4.1). Define D` with global pdf from Equation (4.4), and Du
with global pdf from Equation (2.18). Treating the random persistence diagrams Du and D` as
independent, define their union D. The following kernel density satisfies Definition 2.2.15 as the
global pdf of D:
Kσ (Z, D) =

Nu
X

ν(N − j)

j=0

X

Q(γ)

γ∈I(j,Nu )

j
Y
k=1

p(γ(k)) (ξk )

N
Y

p` (ξk ),

(4.6)

k=j+1

where Z = (ξ1 , ..., ξN ) is the input, ξi = (bi , di ) for i = 1, ..., N are the features, and Nu = |Du |
depends on both D and σ. Here Q(γ) is given by Eq. (2.19), each p(j) refers to the modified
Gaussian pdf as shown in Eq. (4.2) for its matching feature ξj in Du , and p` is given by Equation
(4.4).
Proof. See [46].

4.1.2

A Measure of Dispersion

Under mild assumptions, the kernel density estimator in Proposition 4.1.1 converges to the true pdf
as the bandwidth parameter σ goes to zero [46]. Along with density function estimation, the kernel
density estimator accurately estimates statistics of persistence diagrams like average spread. In the
absence of vector space structure on the space of persistence diagrams, we turn to the bottleneck
metric (Definition 4.1.3) to define a notion of spread. Specifically, we measure dispersion with
respect to a distribution of persistence diagrams through its mean absolute deviation in this metric.
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Definition 4.1.3 ([46]). The mean absolute bottleneck deviation (MAD) from origin diagram D
with respect to a global pdf f is given by
Z
W∞ (D, Z)f (Z)δZ
(4.7)
MADf (D) =
W

Theorem 4.1.1 ([46]). Consider a distribution of persistence diagrams
with bounded global pdf, f ,
P
satisfying assumptions (A1), (A2)∗ , and (A3)∗ . Let fˆ(Z) = n1 ni=1 Kσ (Z, Di ) be a kernel density
estimate with centers Di sampled i.i.d. according to global pdf f and bandwidth σ = O(n−α ) chosen
with 0 < α < α2M . Then, the mean absolute bottleneck deviation estimate converges; in other
words,
Z
Z
ˆ
W∞ (D0 , Z)f (Z)δZ
(4.8)
W∞ (D0 , Z)f (Z)δZ →
W

W

as n → ∞ for any origin diagram D0 .

4.1.3

Application to Neuroimaging Data

Electroencephalography (EEG) monitors electrical activity in the brain by measuring changes in
voltage over time at particular locations on the scalp. To obtain data, researchers place arrays of
electrodes on subjects’ heads that record fluctuations in voltage as time series. It is known that
EEG in the 1-100 Hz range is heavily involved in cognition [7]; moreover, specific bands in the
1-100 Hz range are hypothesized to be associated with certain tasks or brain states. For example,
alpha range EEG, which has a spectral peak in the 8-12 Hz range, is thought to be important in
inhibition and excitation during decision problems [37]. Collecting EEG is a noninvasive procedure,
however, measurements are often obscured by noise arising from electrical activity in the environment, movement, or other physiological processes like heartbeat. Consequently, a critical problem
is the need to detect EEG with the same underlying dynamics, e.g. EEG that is predominantly
composed of 8-12 Hz oscillations, in the presence of varying levels of noise [38].
In this example, we consider the widely-used autoregressive EEG model introduced in [23], and
we employ the KDE established in Proposition 4.1.1 to statistically analyze EEG. The authors in
[23] model an EEG time series (xti )L
i=0 of time length L as a convolution of white noise with a
linear filter function given in Eq. (4.9),
h(ti ) =

p
X

e−βj ti cos(ωj ti ),

(4.9)

j=1

where ωj correspond to centers of peaks in the power spectral density of (xti )L
i=0 while the parameters βj are approximately equal to 1/2 of their respective widths (both ωj and βj are given in Hz).
Recall that the power spectral density describes the contribution of each frequency to the total
L
power of (xti )L
i=0 after decomposing (xti )i=0 into a series of oscillatory functions. For example,
a power spectral density with a narrow peak at 10 Hz corresponds to a time series that heavily
resembles a function oscillating at 10 Hz. A broader peak at 10 Hz in essence means that the
time series has a greater contribution from more frequencies surrounding 10 Hz, diminishing the
resemblance (for comparison, the power spectral density of white noise is completely flat). This
view of the power spectral density means one can effectively simulate EEG comprised of oscillations
in a desired band of frequencies by selecting appropriate parameters in Eq. (4.9).
We focus on alpha range (8-12 Hz) EEG. Specifically, we simulate 200 EEG signals in the alpha
range by first generating 200 white noise vectors of length L = 1, 024 through independent draws
from N (0, 1) then convolving them with the linear filter described by Eq. (4.9) with p = 1, β1 = 3.7,
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and ω1 = 10.5. We corrupt 100 signals by additive noise N (0, 10−1/20 ), while the rest are corrupted
by N (0, 10−5/20 ). This yields two collections of EEG signals with signal-to-noise ratios (SNRs) of
1 and 5, denoted by SN R1 and SN R5 , respectively.
Next, we convert each EEG signal into a persistence diagram using the methodology of [59].
Namely, we transform EEG signals to point clouds in R2 using delay embeddings where the delay
parameter was determined by the sampling rate (100 Hz) along with the dominant underlying
frequency of the signals (10 Hz); we then center and scale the point clouds by their variances
along the vertical and horizontal axes; see Figure 4.2 (e) and (f). Once we obtain point clouds,
we compute persistence diagrams for 1-dimensional homological features using Rips filtrations; see
Section 2.1.1. We choose to focus solely on 1-dimensional homological features since they relate to
periodicity in the underlying time series, which is the defining characteristic of our signals.
Denote the family of persistence diagrams created from SN Ri for i = 1, 5 by DSN Ri , and let
fSN Ri be their global probability densities. Our goal is to verify that SN R1 and SN R5 EEG have
the same underlying dynamics. A sensible strategy is to select a quantity created from persistence
diagrams that is robust to noise, approximate its distribution for SN Ri using DSN Ri , and then
compare the two empirical distributions. To this
P end, we start by approximating fSN Ri with
the kernel density estimators fˆSN Ri (Z) := 10−2 D∈DSN R Kσ (Z, D). For each fixed i = 1, 5 the
i
persistence diagrams D ∈ DSN Ri are the 100 diagrams of each SN Ri case. For the noise likelihood
model related to the lower part of a persistence diagram, D` , we use Eq. (4.5) as the cardinality
distribution. Given that features with higher persistence generally describe global topology that is
more resilient to noise, and relying on these kernels fˆSN Ri , we take S = 1, 000 sample persistence
diagrams and compute their bottleneck distance W∞ (∅, Sij ) = max(b,d)∈S j d − b, where Sij is the
i
jth sample persistence (j = 1, . . . , S) diagram distributed according to fˆSN R , i = 1, 5. These
i

distances create empirical distributions, one for each SN Ri EEG denoted by FSN Ri . We formally
proceed with hypothesis testing
H0 : FSN R1 = FSN R5 vs H1 : FSN R1 6= FSN R5 .
Failure to reject H0 in this case is evidence that DSN R1 and DSN R5 have similar behavior for the
features less affected by noise, which in turn implies that SN R1 and SN R5 have similar underlying
dynamics. Finally, we compare these distributions with a two-sided Kolmogorov-Smirnov (KS)
Test [67] that yields a p−value=0.72.
For the sake of comparison to other TDA methods, we also compute persistence images (PIs)
with resolution 50 × 50 and spread 0.2 using the ramp function to produce weights, [2], and persistence landscapes (PLs) from DSN Ri , [10]. We examine the L∞ -norm as a summary for each
of these vectorizations (the L∞ -norm of the first landscape in particular for PLs) since this measurement is also associated with high persistence features. After computing L∞ -norms for each of
the PIs and PLs obtained from DSN Ri , we resample each L∞ empirical distribution 1,000 times to
create bootstrapped distributions with size matching those of the W∞ distributions obtained from
the kernel density estimators; see Fig. 4.3 (c),(d),(e), and (f). In the end, we also compare the
bootstrapped distributions with a two-sided KS-test. Table 4.1 shows the KS-test p-values and a
standardized run time for each method.
Notice the kernel density max persistence and landscape L∞ correctly fail to reject H0 at the
most commonly used significance levels (p−value = 0.79). In particular, our method is competitive
with landscapes (with a slight edge on computational time). On the other hand, the persistence
image L∞ incorrectly rejects H0 (p−value close to 0). Failure of PIs to recognize different dynamics
may be a result of the fact that in addition to accounting for the max persistence (through the
use of the ramp function for weights), the PI L∞ also considers the cardinality of each diagram,
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although the contribution of cardinality diminishes for higher resolutions and smaller spreads.
Finally, we report estimates for M ADfSN R1 (∅) and M ADfSN R5 (∅) by taking the means of our
empirical distributions for the max persistences; see Table 4.2. Notice the estimates are very close
numerically and by appealing to Theorem 4.1.1, one could argue they are close to their true values.
Hence, the MAD offers more evidence that SN R1 and SN R5 are statistically indistinguishable.

Table 4.1: The p-values and run times for each method (KDE, PI, and PL) used for the hypothesis
test of Eq. (4.1.3).

KDE MP
PI L∞
PL L∞

KS-Test P-value
0.72
6.15 × 10−9
0.79

Time (s)
0.047
0.042
0.048

Table 4.2: The sample MADs for SN R1 and SN R5 computed by taking the means of the distributions in Fig 4.3(e) and Fig 4.3(f), respectively.

SN R1
SN R5

Sample MAD
1.040
1.035
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Figure 4.2: A segment of an EEG signal with (a) SN R1 , and (b) SN R5 , respectively, along
with (c) and (d): their corresponding periodograms (estimates of the power spectral densities).
The associated point clouds are given in (e) and (f), respectively, and (g) and (h) their resulting
persistence diagrams.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 4.3: This figure shows the distribution for each statistic we considered when comparing
SN R1 to SN R5 . Each column represents a class, either SN R1 or SN R5 , and each row a particular
statistic.
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Chapter 5

Data Augmentation with Topological
Noise
Algorithms for creating persistence diagrams (from filtrations defined on data) yield a pair of inverse
mappings from samples in a dataset to points in a persistence diagram, and vice versa [21, 78]. These
inverse mappings may be used to optimize functions of persistence diagrams with respect to data via
the chain rule and gradient descent, thereby allowing one to manipulate the topology of data with
aptly defined persistence diagram functions. In [24], this inverse map is shown to be differentiable
under mild conditions, and a Newton-Raphson method for continuation of one to point cloud to
another based on their persistence diagrams is introduced. The work [62] more explicitly shows
how the inverse map allows for gradient-based optimization of persistence diagram functions via
the chain rule. More recently, [9] uses the persistence inverse map for gradient-based optimization
of loss functions in deep learning architectures that utilize persistence diagrams to control the
topology of data. Our work differs from these previous in that we use the persistence inverse map
within a probabilistic setting for data augmentation. Our framework enables one to generate new
training examples with varying levels of topological noise. In summary, we define a Boltzmann
distribution whose energy term measures the topological similarity between a sampled dataset Z
and a target dataset X using their respective filtered complexes. Gradient-based optimization of
this energy term then allows us to explore the state space of datasets, where the samples we obtain
bear different levels of topological similarity to X.
Chapter 5 is structured as follows. In Section 5.1, we summarize the computational persistent
homology background necessary to conceptually grasp our approach. Next, we present our topological data augmentation method in Section 5.2. Section 5.3 follows up with applications of our
method to classification problems with materials science point cloud data arising and the MNIST
dataset.

5.1
5.1.1

Background
Computational Topology Preliminaries

Definition 5.1.1 (Filtration, [20]). Let K be a simplicial complex, and suppose f : K → R satisfies
(i): f (σ) ≤ f (τ ) whenever σ is a face of τ . Define K(a) := f −1 (−∞, a] and notice that (i) implies
K(a) is a subcomplex of K for every a ∈ R. Taking a1 < a2 < · · · < an to be the values of f for
every simplex in K and denoting K(ai ) := Ki , we obtain an increasing sequence of subcomplexes
∅ = K0 ⊂ K1 ⊂ · · · ⊂ Kn = K, which we call the filtration of f .
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As an example of Definition 5.1.1, the function f that corresponds to the Vietoris Rips filtration ( Definition 2.1.7) is given by f : [vi0 , vi1 , . . . , vik ] 7→ maxα,β ||viα − viβ || for every simplex
[vi0 , vi1 , . . . , vik ] ∈ K. A filtration induces k-th persistent homology through the maps
∅ =

0

K0
Hk (K0 )

⊂

K1

⊂ ... ⊂

Hk (K1 )

...

Kn

=

K

Hk (Kn ) = Hk (K).

Namely, the birth and death times of a homological feature ξ of degree k are the values ai and
aj (respectively) of f that correspond to Hk (Ki ), the homology group in which ξ first appears, and
Hk (Kj ), the earliest homology group where ξ is killed by an element of Im ∂k+1 . One encounters a
problem when two homological features, say ξ and ξ 0 , merge at Hk (Kj ) because at that point in the
filtration, ξ − ξ 0 ∈ Im ∂k . In this event, one must decide which of the homological features lives or
dies. This ambiguity is resolved by a convention known as the Elder Rule [20], which dictates that
the feature appearing earlier in the filtration persists. A filtration can be visualized mentally as
building K by gradual addition of subcomplexes. To simplify matters, we only consider filtrations
where a single simplex is added during each step (this can be ensured for simplicial complexes
built on data by the use of jitter as necessary). With the addition of simplices during a filtration,
homological features are created or destroyed. Those whose addition spawns a homological feature
are called positive simplices, while their counterparts that kill features are called negative simplices.
It can be shown [21] that each homological feature which occurs during a filtration maps to a
simplex pair, (σ, τ ), where σ and τ are the positive and negative simplices that create and destroy
the feature, respectively. The collection {(f (σ), f (τ )}(σ,τ )∈P , where P is the set of all positiveto-negative simplex pairs for the filtration of f , is known as a persistence diagram, which we
henceforth denote by D. We also write bσ and dτ for the values f (σ) and f (τ ), respectively. This
can be summarized by a map,
π : (bσ , dτ ) 7→ (σ, τ )
(5.1)
sending points of a persistence diagram to their corresponding positive negative simplex pairs.
Furthermore, we have a map
γ : σ 7→ [vi1 , vi2 , . . . , vik ]
(5.2)
which sends a simplex to its vertex set. Composition of these maps, which we denote by
ρ := γ ◦ π,

(5.3)

yields a relation between D and the set of vertices of K.
Now, suppose E : D 7→ D is a map that sends D to a real number, D . The map ρ enables
differentiation of E with respect to the vertex set of D through the chain rule [62]. This result allows
for gradient calculation, and hence optimization, of real-valued functions of persistence diagrams
with respect to the data on which they are built.
X M
N
Let DX := {pX
j }j=1 and DZ := {pj }j=1 be the persistence diagrams of a target point cloud
and a sampled point cloud, respectively. In Section 5.2, we use 2 functions to measure similarity
between these two persistence diagrams, the first of which is the Wasserstein distance, defined as
X
Wpq (DX , DZ ) := inf
||p − ι(p)||qp ,
(5.4)
ι:DZ →DX

p∈DZ

where ι denotes a bijection between DZ and DX . To ensure Equation (5.4) is well-defined, both
DZ and DX are considered to contain the diagonal, i.e. the set of points {(b, d) ∈ R2 : b = d}, when
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working with the Wasserstein metric. The second function we consider, the dcp distance [42], does
not impose this constraint, and is defined by
X
Dpc (DX , DZ ) :=
inf
min(||p − inj(p)||pp , c) + c|M − N |,
(5.5)
inj:DZ →DX

p∈DZ

where inj denotes an injection and we have supposed without loss of generality that M < N .
The dcp distance penalizes cardinality differences between persistence diagrams and does not allow
matching to the diagonal. The final persistence diagram function we consider for point cloud data
measures differences DZ and the empty diagram. It can still be used to promote desired topological
qualities in sampled point clouds. The third function was introduced in [9], and is defined below:
E22 (DZ ) =

X

||dp − bp ||22 ||

p∈DZ

dp − bp 2
||2 .
2

(5.6)

In Equation (5.6), bp and dp denote the birth and death coordinates of p.

5.1.2

Point Cloud Classification with PointNet

In Section 5.3, we consider a classification problem involving 3-dimensional point cloud data. Due to
the nature of point cloud data, which represent unordered collections of elements in a metric space,
deep learning architectures for point cloud classification commonly rely on feature engineering to
extract signatures from point clouds that are invariant to orderings of elements and large scale
geometric transformations like rotations [4, 8, 71]. To circumvent this preprocessing step in our
application, we use the deep learning architecture PointNet [12], which takes point cloud data
directly as input then learns features to extract during training. The key components of the
PointNet architecture are two layers that learn symmetric functions of inputs for data classification.
These symmetric functions respect the fact that point clouds are unordered sets and thus encourages
the network to learn features that are invariant under permutations. PointNet is one of pioneering
architectures for point set classification and segmentation, outperforming traditional architectures
on a variety of benchmark datasets [12]. Additionally, it has been implemented in Keras, a high-level
API for TensorFlow, and is publically available at https://github.com/garyli1019/pointnet-keras.

5.2

Data Augmentation

For the remainder of this section, X = {x1 , x2 , . . . , xn } ⊂ RdX is a point cloud for a positive
dimension dX , KX is a filtered simplicial complex whose vertex set and filtration function are X
and f : KX → R, respectively, and DX is the persistence diagram associated to f and KX of a fixed
homological dimension.
In this section, we propose our topological data augmentation framework, which builds augmented datasets through the introduction of topological noise to existing training examples. Intuitively, injecting topological noise into X amounts to perturbing the elements {x1 , x2 , . . . , xn } in a
manner that retains a portion (contingent on noise level) of their topological structure. This can
be achieved by mapping X to a topological signature, in this case a filtered simplicial complex,
manipulating this element in a stable fashion, then mapping the newly obtained topological signature back to a point cloud in RdX . For example, a concrete implementation of the aforementioned
data transformation pipeline (i) sends X to its filtered simplicial complex KX , (ii) shifts points
0 within a fixed Wasserstein distance,
in the persistence diagram DX to create a new diagram DX
(iii) updates the persistence pairs in KX via the map π to reflect movement of elements in DX ,
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0 back to a point cloud X 0 using the map γ and the updated persistence pairs.
then (iii) sends DX
Unfortunately, (ii) presents a major difficulty since elements in distinct persistence pairs are generally related as they have vertices in common, and all of these relationships must be accounted
for and tracked when shifting points in DX to induce geometrically consistent changes in X. Our
proposed method avoids the problem in (ii) as it does not rely on direct manipulation of persistence
diagrams. Rather than perturbing X to obtain a noisy sample, we start with a random point cloud
Z then, at a rate determined by the desired noise level, adjust elements in Z to maximize their
topological similarity to those in X.
Specifically, we consider a Boltzmann-like distribution for point clouds that incorporates topology,




−βE [Z,KZ ],[X,KX ]
p [Z, KZ ] [X, KX ] ∝ e
,
(5.7)

where β is an inverse temperature parameter controlling the level of topological noise in our samples, and E is an energy function measuring the topological similarity between X and Z using
their respective filtered simplicial complexes, KX and KZ . High and low likelihoods for samples Z
in Equation (5.7) correspond to low and high amounts of topological noise, respectively. We may
obtain samples of varying likelihoods from Equation (5.7) by minimizing E through backpropogation and gradient descent, adjusting our training time and controlling our learning rate (which we
set to equal β) to accommodate the desired noise level in our samples. Generically, small scale
topology greatly varies in data sets since it is the result of local noise. By augmenting data using
Equation (5.7), we can increase small scale topological variation in training sets, which assists deep
learners in their capability to prioritize topologically relevant structure in point cloud data. We can
also address issues of class imbalance by using Equation (5.7) to generate low noise samples from
underrepresented classes. Our topological noise sampling method is summarized in Algorithm 2
and a demonstration is depicted in Figure 5.1. A critical hyperparameter in our data augmentation
pipeline is the energy function E. It is essential that E both measures topological similarity and is
differentiable with respect to elements in the sample Z. To account for the sensitivity of our data
augmentation pipeline to this hyperparameter, we choose several different versions of E for data
augmentation with point clouds; these are summarized in Table 5.1.
Algorithm 2 Sample with Topological Noise.
1: Input: A point cloud from the training set X, a filtration function f , an inverse temperature
parameter β, an energy function E, and the number of gradient updates M .
2: KX , DX := Filtration(X, f )
3: for i = 1, 2, . . . , M do
4:
KZ , DZ := Filtration(Z, f )
5:
G := Grad(Z, KZ , DZ , X, KX , DX )
6:
Z := Z − β · G
7: end for
8: Return Z
The energy functions we use decompose to


E [Z, KZ ], [X, KX ] = Espat (Z, X) + Etop (KZ , KX )

(5.8)

where Espat and Etop measure similarities between the coordinates and topological arrangements
of Z and X, respectively. In all of our choices for E, we set Espat = 0 or Espat (X, Z) = ||X − Z||22 ,
where the former selection is used to augment training sets solely with data that is topologically
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similar, neglecting specific coordinates in the training examples entirely. We set Espat = 0 in some
versions of E to investigate whether topology alone is sufficient to augment training sets. Our
choices for Etop (KZ , KX ) are E22 (KZ , KX ), D22 (KZ , KX ), and W22 (KZ , KX ). Table 5.1 summarizes
different versions of E we use for data augmentation.

(a)

(b)

(c)

(d)

Figure 5.1: Shown above in blue are 2-dimensional point clouds created with Algorithm 2 with
learning rate β fixed at 0.01, E = Wass from Table 5.1, and the number of epochs set to (a) 100,
(b) 200, (c) 400, and (d) 800, respectively. As each epoch corresponds to a step in gradient descent,
we expect point clouds created with a larger amount of epochs to bear a higher degree of topological
similarity to the target point cloud, shown in orange. Indeed, we observe that the blue point clouds
resemble circles with radii increasing to that of the target point cloud as the number of epochs
increases.
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Table 5.1: Choices for the energy function in Equation 5.7, E.

5.3
5.3.1

E

Espat

Etop

Wass
Wass-L2
dpc
dpc-L2
poly
poly-L2

0
L2
0
L2
0
L2

W22
D22
D22
D22
E22
E22

Experimental Results
Point Cloud Data

To determine the efficacy of topological data augmentation in training deep neural networks, we
train PointNet to distinguish the two types of atomic neighborhoods from Chapter 3 (FCC and
BCC) using augmented datasets. We use the most realistic noise and sparsity parameters (1
and 67%, respectively) for the APT data. We independently consider balanced and unbalanced
distributions for training. In the former, our training set consisted of 1000 points clouds from
each class; in the latter, the FCC and BCC classes had 1000 and 100 examples, respectively. We
created distinct training sets for each energy function in Table 5.1 by generating a new training
example for each element in the training set with Algorithm 2, fixing the number of epoches and
learning rate at 20 and 0.01, respectively. For comparison, we also generate augmented datasets
using random rotations and white noise perturbations of point clouds. In both the unbalanced and
balanced cases, the test set consisted of 1000 examples from each class. Tables 5.2 and 5.3 show the
maximum validation accuracies obtained during training of PointNet with each augmented dataset
in the balanced and unbalanced cases, respectively, while Figure 5.2 visually depicts training and
validation accuracies.

Table 5.2: This table shows the maximum validation accuracy over every epoch obtained by training
PointNet with augmented datasets built from a balanced training set. Results are shown using for
different choices of energy function E in Algorithm 2; see Table 5.1.
Method

Max Val. Acc.

Traditional
poly
poly-L2
was
was-L2
dpc
dpc-L2

0.75
0.74
0.74
0.74
0.74
0.74
0.75
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(a)

(b)

(c)

(d)

Figure 5.2: Shown above are training accuracies for (a) balanced and (c) unbalanced training sets.
Similarly, (b) and (d) display the corresponding validation accuracies. To prevent overcluttering,
validation accuracies are only shown for traditional and was-L2 data augmentation, since was-L2
attained the highest validation accuracy (taken over every epoch) for the unbalanced training cases.

In the case of balanced training data, we saw similar performance in terms of validation accuracy
across all augmented datasets. Notably, the training accuracy in this case was consistently higher
for the traditionally augmented training set than the accuracies for the topologically augmented
training sets. This suggests that topological data augmentation introduced greater variation in
the training set than could be obtained from rotating and perturbing point clouds alone. In
the case of unbalanced training data, topological data augmentation slightly improved maximum
validation accuracy when compared to traditional data augmentation, with the poly-L2 and was-L2
set showing the most dramatic increases.
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Table 5.3: This table shows the maximum validation accuracy over every epoch obtained by training
PointNet with augmented datasets built from an unbalanced training set. results are shown for
different choices of energy function E in Algorithm 2; see Table 5.1.

5.3.2

Method

Max Val. Acc.

Traditional
poly
poly-L2
was
was-L2
dpc
dpc-L2

0.66
0.65
0.68
0.63
0.70
0.66
0.66

Image Data

We also apply our topological data augmentation pipeline in classification of the MNIST dataset
[17], which consists of 28-by-28 greyscale images of handwritten digits. For each image in our
dataset, we compute persistence diagrams for 0-dimensional features using lower star filtrations
(i.e., sublevel set filtrations) of cubical complexes, which are analogous to simplicial complexes and
better suited for image data; see [72]. An inverse mapping between points in a persistence diagram
and the pixels in its corresponding image akin to the map 5.3 exists in the setting of lower star
filtrations as well, enabling optimization of persistence diagram functions with respect to the data.
The energy function we use for image data is
X
P (D) =
b2p + d2p
(5.9)
p∈D

Unlike the case for point cloud data, we do not begin with a random image then steer it toward a
target image with desired topological characteristics. Rather, we directly manipulate the topology
of an image in a controlled manner (via gradient descent with Equation 5.9) to introduce variation
in the training set. In Equation 5.9, D is a 0-dimensional persistence diagram, so minimizing -P
increases the 0-dimensional persistence of the data. For the image data, this manifests as a decrease
in the number of local minima, leading to images that have a few isolated local minima; see Figure
5.3.
The neural net architecture we use for classification of the MNIST digits is shown below in 1-8:
1. Convolutional layer, 16 channels, 3-by-3 filter, 1-by-1 stride.
2. Convolutional layer, 8 channels, 3-by-3 filter, 1-by-1 stride.
3. Max pooling, 2-by-2 filter.
4. Dropout layer, 0.25.
5. Flatten layer.
6. Dense layer, 32 neurons.
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(a)

(b)

(c)

(d)

Figure 5.3: Original images (a,c) from the MNIST dataset and the resulting images (b,d) after
topological augmentation with P . Here, lighter colored pixels have smaller values.

7. Dropout, 0.5.
8. Softmax activation layer, 9 neurons.
In particular, we take 150 MNIST digits for training and validation, respectively. The class
distributions of the the training and validation sets are shown in Figure 5.4.
For comparison, we also consider a training set that is augmented by applying a random horizontal and vertical shift to the pixels in an image, and a training set with no augmentation. The
augmented training sets are created by generating an additional training example by applying our
augmentation method to each element of the training set. Results for classification of the MNIST
data with each augmentation method are shown in Figure 5.5. Maximum validation accuracies for
each method are shown in Table 5.4.

Table 5.4: Maximum validation accuracy for each augmentation method over 24 training epoches.
Method

Max Val. Acc.

None
Traditional
Topological

0.64
0.64
0.69
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(a)

(b)

Figure 5.4: The distribution of images in the training and validation sets are shown in (a) and (b),
respectively.

(a)

(b)

Figure 5.5: (a) Validation accuracies and (b) validation losses shown for the unaugmented training
set (None), the training set augmented with random shifts (Trad.), and the training set augmented
with our topological method (Topo.), respectively.

68

Chapter 6

Conclusion
Herein, we have detailed new inferential tools for topological data analysis and provided several
applications demonstrating their utility in real-world data problems.
Chapter 3 describes the first approach to introduce a generalized Bayesian framework for persistent homology. This toolbox gives experts the opportunity to incorporate their prior belief about
data in conjunction with topological data analysis notions when faced with research questions. The
framework is entirely predicated upon modelling random persistence diagrams with Poisson point
processes because of their nice qualities that behave well with Bayesian formulations. Specifically,
since they are characterized entirely by their intensity measures, they allow us to quantify prior
uncertainty with presupposed intensity functions, and allow for efficient computation of posterior
intensities if we regard observed persistence diagrams as noisy observations described by marks in
a marked Poisson point process. Interestingly, recent works [3, 47] could also be used to devise an
alternative, parallel point-process-based Bayesian framework for persistent homology. In particular, one could directly use Bayes rule with prior distributions constructed from [47] then obtain
posteriors with the methodology from [3], which outlines a procedure for Monte Carlo estimation
of Choquet integrals. This is a worthwhile future direction for research of this nature.
It should be noted that the Bayesian model considers persistence diagrams, which are summaries
of the data at hand, for defining a substitution likelihood rather than using the underlying point
cloud data. This does not adhere to a strict Bayesian viewpoint, as we model the behavior of the
persistence diagrams without considering the underlying data (materials data in our example) used
to create it; however, our paradigm incorporates prior knowledge and observed data summaries to
create posterior probabilities, analogous to the notion of substitution likelihood detailed in [31].
The general relationship between the likelihood models related to point cloud data and those of
their corresponding persistence diagrams remains an important open problem.
Chapter 3 also introduces a conjugate-like family of prior intensities and stochastic kernels
(our likelihood analog), which can be used to obtain a closed form for posterior intensities. A
detailed example is presented to illustrate the qualities of posterior intensities arising under several
interesting parameter choices in our model. This example establishes evidence that our Bayesian
framework updates prior uncertainty with new observations in a manner similar to that for standard
random variables. Thus, the Bayesian inference developed herein can be reliably used for machine
learning and data analysis techniques directly on the space of persistence diagrams. Indeed, a
classification algorithm is derived and successfully applied on materials science data to assess the
capability of our Bayesian framework.
Chapter 3 also gives an interpretable framework for signal processing via sublevel persistent
homology. Explicit representations for persistence diagrams of signals are provided in Propositions
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3.4.1 and 3.4.1, which aid interpretability of persistence diagrams in a signal processing context.
In future work, one may expand on Proposition 3.4.1 by finding closed forms for more general
family of signals, and investigate families of stochastic signals for which Proposition 3.4.1 yields
tractable probability densities. This would further enhance interpretation of persistence diagrams,
making them more attractive objects for the scientific community. Results in Chapter 3 for signal
classification provide evidence that posterior distributions created via our Bayesian framework
are probabilistic descriptors competitive with well-established descriptors like the power spectral
density and continuous wavelet transform for distinguishing time series dynamics. In the future,
one may examine the effectiveness of higher resolution summaries of posterior intensities for use
in advanced deep learning architectures. This is necessary for the incorporation of topological
methods into state-of-the-art signal processing methods. The main component of Chapter 4 is
also an application of persistent homology to signal processing, which compliments Chapter 3
by adopting a nonparametric viewpoint for persistence diagram probability density estimation.
In particular, Chapter 4 creates a new statistical test with a persistence diagram kernel density
estimator, and shows how it can be used to detect time series dynamics in noisy measurements.
Chapter 5 provides a method for data augmentation based on introducing sensible topological
variation to training sets. The effectiveness of our method is measured by monitoring the performance of a sophisticated point-cloud-classification deep learning architecture on a classification
problem with realistic APT data. Topological data augmentation saw similar performance, measured by validation accuracy, to that of traditional data augmentation. Moreover, topological data
augmentation appeared to introduce more variation in the training set than did its traditional counterpart. In the future, traditional and topological data augmentation may be combined to produce
more diverse training sets from limited data. Additionally, although we focused on point cloud
data and persistence diagrams created via Vietoris Rips filtrations, the map ρ exists for any filtered
simplicial complex and thus our data augmentation method can be applied for any filtrations that
are easily differentiable with respect to their vertices. We briefly investigated this differentiable
map for lower-star filtrations of image data by examining the MNIST dataset. Backpropogation
for persistence diagram functions built from a variety of filtration function was explored in [9] in
the context of loss functions for a neural network. Finally, we remark that Equation (5.7) may
be used for topological data analysis in broader Bayesian contexts, particularly as likelihoods in
posterior computations and variational autoencoders, and to construct empirical distributions for
data based on topological similarity to a target dataset. Regarding variational autoencoders, the
work [51] explores the use of topological loss functions, practically similar to those in Table 5.1, as
regularization terms to encourage topological similarity between data and latent space representations. Alternatively, our formulation provides a generative distribution given data and a filtered
simplicial complex.
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