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Abstract
A computational method was developed within the continuum electostatic model to opti-
mize the electrostatic interactions in the noncovalent binding of biomolecules in aqueous
environment. In a noncovalent association event involving two molecules, the electrostatic
optimization method finds for one molecule (the ligand) the optimal charge distribution that
minimizes the electrostatic binding free energy when it binds to its partner (the receptor),
whose charge distribution is given and fixed. The ligand-charge distribution is contructed
to explicitly optimize the balance between unfavorable ligand-desolvation penalty, which
is quadratic in ligand charges, and favorable ligand-receptor interaction, which is linear
in ligand charges. This method was applied to the tight-binding barnase-barstar protein
complex, treating barstar as the ligand. Results reveal the predominance of a relatively few
barstar residues at the interface and show that, while sets of optimal barstar charges beyond
what is available with amino acids could be found that gave rise to improvement of 10 to
20 kcal/mol in electrostatic binding free energy, the wild type barstar is remarkably well
optimized given that the barstar residues are limited to the 20 common amino acids. Bind-
ing electrostatics was found to be enhanced both by direct improvement of hydrogen-bond
and ion-pair interactions across the binding interface and indirect intramolecular interac-
tion, which decreased the desolvation penalty. Reverse optimization, treating barnase as
the ligand, showed that barnase is less optimized electrostatically than barstar for bind-
ing, consistent with the perceived functions of these proteins, i.e. barstar as an inhibitor
and barnase as an enzyme. A direct by-product of the electrostatic optimization theory
is a procedure for illustrating and evaluating electrostatic complementarity of the binding
partners, which is demostrated here.
Thesis Supervisor: Bruce Tidor
Title: Assistant Professor of Chemistry
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Chapter I
General Introduction
This thesis describes a computational method of optimizing the electrostatic interactions
in the noncovalent association of biomolecules in aqueous environment and its application
to the tight-binding barnase-barstar protein complex. Noncovalent binding or association
of biomolecules is an important mechanism underlying many biological events such as the
action of hormones, DNA transcription, immune system recognition, enzyme catalysis, and
the actions of many drugs. While the stronger covalent bonds hold macromolecules in place
and intact, it is the much weaker noncovalent interactions or forces which are responsible
for the dynamic association and dissociation of biomolecules that give rise to the complex
biological processes in living things. Accurate and efficient theoretical and computational
methods of analyzing and improving binding will help extract an understanding of principles
for tight-binding and will be of practical value in molecular design of drugs or enzymes.
Molecules interact noncovalently in a number of different ways, although all noncovalent
forces are fundamentally electrostatic, i.e. they originate from the forces due to the elec-
tronic charges and structures of the atoms or molecules.* Rather than lumping all these
different types of interactions under one big electrostatic interaction term, biophysicists and
biochemists distinguish them from each other for deeper insight in the nature of these inter-
actions. Here electrostatic interactions refer to all screened coulombic interactions (screened
*There are four and only four types of forces in nature: gravitation, electromagnetic, weak and
strong.
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by the ionic solvent) between the partial atomic charges, including interactions between ionic
groups and dipoles, such as salt-bridges and hydrogen bonds, and longer-range interactions.
The non-electrostatic terms that enter the energetics of noncovalent binding include van
der Waals (or dispersion) forces, the hydrophobic effect, and the various conformational
entropic effects (translational, rotational and vibrational).
The magnitudes of the different types of noncovalent bonds have been estimated and can
be found in various textbooks.' Van der Waals forces drive shape complementarity between
two molecules by having each pair of proximate intermolecular atoms contributing up to
-0.5 kcal/mol. This relatively modest contribution can add up to a significant number when
summed over the contacting atoms of two biomolecules. For instance, the van der Waals
energy has been calculated to be -14 kcal/mol between the D subsite of lysozyme and the
occupying glucopyranose ring.2 Hydrophobic effects result from the regaining of entropy
when water molecules are freed from ordering themselves around a hydrophobic compound
when it is driven into a hydrophobic region. Hydrophobicity has been found to correlate
with the surface area of the macromolecule, with an empirical value of 20 to 25 cal/mol
per A2, for side chains of hydrophobic amino acids. For typical protein-protein complex
with 1000 A2 or more of buried surface area, that translates into tens of kcal/mol. The
conformational entropies are important in binding, too. In the dimerization of insulin, the
translational and rotational entropies were calculated to be 13 and 14 kcal/mol while the
vibrational was -7 kcal/mol.4 Finally, each salt bridge or hydrogen bond has been estimated
to contribute up to 10 kcal/mol.
Because salt bridges and hydrogen bonds have large free energy contributions and are
formed across the binding interface in protein-protein or other complexes, the electrostatic
contribution to the free energy of binding was considered favorable and important. However,
recent experiments and calculations show that electrostatic interactions actually destabi-
lize binding in most cases. 5-16 The favorable interactions in the bound structure are more
than offset by the unfavorable desolvation penalties (i.e. loss of interactions with solvent
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and solvent ions) of the polar groups. For instance, the tightly bound barnase-barstar
protein complex has a binding constant of 10-14 M (or a standard binding free energy of
-19 kcal/mol),1 7 but the electrostatic contribution is computed to be 14 kcal/mol.' 8 The
complex forms because the hydrophobic effect is strongly stabilizing. This is only one of
the many complexes where the electrostatic contribution is computed to be unfavorable
and often large. There is now a growing consensus that electrostatic interactions do not
contribute strongly to affinity but are likely to enhance specificity.5,19-21
The unfavorable binding electrostatics that occurs in nature leads to the question of
whether electrostatic interactions are optimized? Is unfavorable electrostatics a consequence
of the governing physical laws, a result of the constraints in the biological world, or simply
a choice of the biological systems? Whereas optimization of non-electrostatic interactions is
straightforward, the same cannot be said about electrostatic interactions. Optimizing van
der Waals effects is very well defined by shape complementarity, while burying hydrophobic
regions accounts for optimizing hydrophobicity and having a rigid structure minimizes en-
tropic loss. The electrostatic effects are subtle because of the two competing forces involved
in binding: favorable intermolecular interaction and unfavorable desolvation penalties. For
instance, increasing the charge at the binding site enhances both its interaction with an
opposite charge in the binding partner (tending to favor binding) and its interaction with
solvent in the unbound state (tending to disfavor binding).
The key contribution of this thesis is to frame the problem of electrostatic optimization in
a manner that leads to a well-defined, computable electrostatic optimum. We have adopted
a widely-used continuum electrostatic model for electrostatic free energy calculation and
developed a method to optimize the electrostatic interactions in binding. Specifically, in
a binding event involving two partners (termed receptor and ligand), our optimization
scheme finds the optimal charge distribution for one molecule (the ligand), which minimizes
the electrostatic binding free energy when it binds to the other molecule (the receptor)
whose charge distribution is given and fixed. The ligand-charge distribution is constructed
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to explicitly optimize the balance between unfavorable ligand-desolvation penalty (which
is quadratic in ligand charge) and favorable interactions (which is linear in ligand charge)
made with a fixed receptor.
This method has been applied to the barnase-barstar complex. We have investigated
the properties of the electrostatic optimal ligands to examine the importance that natural
proteins place on this and learn general principles for enhancing binding. These lessons
and the ligands produced by the optimization method will also be useful in the design of
inhibitor drugs. One mechanism operating in many diseases is the undesirable action of
a receptor (often a protein) that can be arrested, at least in principle, through the tight
binding of a molecular ligand (e.g. by sterically blocking the active site or by preventing a
required conformational change). While an effective drug must pass an elaborate array of
pharmacological tests for bioavailability and non-toxicity among others, the identification
or design of tight-binding ligands is an important step in the discovery of drug molecules.
The global electrostatic optimization scheme presented here to find the optimal ligand is
very different from the usual ligand design approaches, which tend to be perturbative, i.e.
making small improvements instead of locating directly a global optimum.
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Summary of the present work
There are two parts to the work described in this thesis: the development of a computa-
tional method to optimize binding electrostatics within the continuum electrostatic model
and its application to study the tight-binding barnase-barstar protein complex. They are
discussed in four self-contained papers (Chapters III through V, and Appendix). Chapter II
gives an overview to the theoretical and computational methods employed. The electrostatic
optimization method was first formulated in a spherical model of protein binding, where
the complex and the ligand are spheres (Chapter III), and applied to a spherical model of
the tight-binding barnase-barstar protein complex (Appendix, done in collaboration with
Chong et al.). This optimization scheme was extended to treat binding using actual molec-
ular shapes and was applied to study the charge complementarity in the barnase-barstar
complex (Chapters IV and V). The results show that sets of barstar charges can be found
by electrostatic optimization that give rise to improvements of 10 to 20 kcal/mol in electro-
static binding free energy (Chapter IV), but we also found that given the barstar residues
are limited to the 20 natural amino acids, the wild type is actually very well optimized
(Chapter V). Principles for enhancing electrostatic interactions were extracted from these
studies (Chapters IV and V, and Appendix).
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Chapter II
General Methodology
Introduction
This chapter serves as a methodology primer to the rest of the thesis, where each self-
contained chapter includes a discussion of the methods relevant and specific to the chapter.
There are four sections in this chapter. First, we give an introduction to the continuum
electrostatic model widely employed to study electrostatic interactions of biomolecules in
ionic aqueous solutions. We next describe the finite difference algorithm underlying the
computer package DELPH I1 3 we used to solve the Poisson-Boltzmann equation and calculate
electrostatic free energy. The original DELPHI implementation only allows the source-charge
distribution be represented by point charges (monopoles). In the third section, we describe
modifications we made to the program that allow treatment of higher-order multipoles as
part of the source-charge distribution. Finally, we give an overview of the electrostatic
optimization method.
Continuum electrostatics
The basic equation that encompasses all of electrostatics is simple. For a system of
charges {Qi} located at {i}, the potential at Fis given by Coulomb's law,
<i)= Z Q . (1)
Hr - re 
d
However, application of this equation requires all charges be explicitly represented. A
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biomolecule acts in an aqueous environment with dilute ions present. For a direct application
of Coulomb's law, the charge distribution of the biomolecule, the water molecules, and
the solvent ions have to be known. But what are these charges and how do we obtain
them? At the most fundamental level, the answer is straight-forward to state: this, and
all other questions about the physical world, can be answered by solving the Schr6dinger
equation. In practice, however, most problems are not solved that way. For a system more
complicated than a two- or few-body system, solving the Schr6dinger equation for the full
system is neither computationally feasible nor necessary to provide a useful answer. Often,
an approximate theory gives an accurate answer, much deeper insight, and more useful
result.
The continuum electrostatic model for macromolecules in ionic solution, first formu-
lated by Debye and Hiickel,4 has been shown to be a very good theoretical framework for
its intended purpose. The biomolecule is treated as a low dielectric cavity defined by its
molecular surface embedded in a high dielectric continuum solvent. Instead of explicitly
representing the charges of the whole system which arise from polarization of all the atoms
in the biomolecule and the solvent, only the charge distribution of the biomolecule (to be
discussed in detail later) is explicitly represented. The distribution of the ions in the con-
tinuum solvent is derived with Boltzmann statistics. The continuum approach abstracts
away details of lesser interest and captures the essence of the solvent response, ion reorgani-
zation, and the polarizability and flexibility of the biomolecule by treating the solvent and
the solute as continuum dielectric media with different dielectric constants. The dielectric
constant for the aqueous solvent is taken to be around 80, which is the experimental value
for dielectric constant of water at room temperature. The dielectric constant assigned to the
biomolecule is usually 2 (the high frequency dielectric constant for most organic liquids) or
4 (which we use in this work to account for the large-scale atomic and dipolar fluctuations
expected for a protein compared to a small molecule.) 5
In inhomogeneous media, the fundamental equation for electrostatics is6
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V - D(f) = 47r ptt(F). (2)
Assuming linear media where
D(F) = c(F)E(r) (3)
or
D(F) = -(r)VI(f) (4)
we arrive at the following Poisson's equation in inhomogeneous media,
V ((F) iP()) = -47rptot(). (5)
In free space, where c(f) is 1 everywhere and the source-charge distribution is a set of point
charges, the solution to Poisson's equation is just Coulomb's law (Eq. (1)).
In the presence of ions in the continuum solvent, the source-charge distribution in Eq. (5),
ptot(V), consists of two parts: the biomolecule charges, denoted by p(i), and the solvent ion
charge distribution, pi.n(r). The mobile solvent ions are treated with Boltzmann statistics
(see, for example, ref. 7). The concentration of the ith ion species in the presence of an
electric potential 4(P?) is Boltzmann-weighted by the electrostatic energy,
c() = ci(oo)e kr , (6)
where ci(oo) is the bulk concentration and zie is the charge of the i-th ion species, k is the
Boltzmann constant and T is the absolute temperature. The ion charge distribution is
pion() = ziei(F) (7)
-zi e4' ( f)
= zieci(oo)e e 9) (8)
The Poisson-Boltzmann (PB) equation is obtained by substituting the above equation into
Poisson's equation (Eq.(5)),
V . (E (F)V(F)+ ec( e r =D ( 47rp(9). (9)V~ ~E~)V~~)+ zt i(oo) kT -4p.(9
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The linearization of the exponential terms (valid when the magnitude of elI is less than
kT), together with electroneutrality (E, ziecj(oo) = 0) results in the linearized Poisson-
Boltzmann (LPB) equation,
V - (e(F)V_(b(r)) - k(F)2<D(F) =-47rp(r), (10)
where rK = 81re 2 I(j)/kT and the ionic strength, I = >J j zyci(oo). The LPB equation has
been shown to be an excellent approximation to the full PB equation in studies of biological
systems.8 From here on and in the rest of the thesis, only the LPB equation is used.
The LPB equation can be solved analytically only for a simple molecular boundary such
as a sphere, infinite cylinder, or slab. Before the advent of modern computers that would
facilitate numerical solution, proteins were modeled as spheres (pioneered by Tanford and
Kirkwood9' 10 ) and DNAs as cylinders so that an analytical solution could be obtained.11
With fast computers and efficient algorithms, actual molecular shapes can now be used.
There are a few definitions of molecular boundary. The simplest surface is the van der
Waals surface, defined by the van der Waals radii of the atoms. The solvent-accessible
surface is the locus of the center of a finite probe water molecule rolling over the van der
Waals surface of the macromolecule. Another commonly used surface and the one used
in our work is the molecular surface, which is the locus of the closest approach of the
macromolecule to the probe water molecule. 12' 13
The charge distribution of the biomolecule is usually represented by a set of point partial
charges {Qi} located at the atomic centers ri,
p() = Qi6(i). (11)
The partial charges, together with the atomic radii, are obtained from various means of
parameterization on smaller constituents of the macromolecule such as subunits of amino
acid backbone and side chains. One or more of the following are used: ab initio quantum
mechanical calculations of small molecules in gas phase, Monte Carlo or molecular simu-
lations, and experimental studies of model compounds. Three parameter sets for the radii
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and charges commonly used for proteins are CHARMM PARAM 19,1 4 PARSE, 1 5 and OPLS. 1 6
We used predominantly CHARMM PARAM 19, but have also tested our results with the other
two parameter sets (Chapter IV).
The potential is obtained by solving the LPB equation, and the electrostatic free energy
is given byl
G = Q (i), (12)
where 4(ri) is the potential at the position of the charge Qj. This free energy includes
entropic contributions from the solvent, including ion reorganization in the case of the
linearized Poisson-Boltzmann equation.',1 7 '18 The factor of 1 is due to the fact that the free
energy arises from the interaction between the charges and their self-induced reaction field.
Solving the LPB equation with finite difference method
There are a number of different numerical algorithms for solving the linearized PB equa-
tion. The most popular approach is the finite difference method,8 while finite element1 9 2 0
and boundary element 2 1,22 methods have also been used. We perform our calculations us-
ing DELPHI,1- 3 a computer package based on the finite difference algorithm. The finite
difference method 23 transforms the second-order differential PB equation into a set of finite
difference equations on an equally spaced grid of mesh size h. The value of a continuous
function f(X) at the ith grid point is given by
fi= JJJ f(5)d , (13)
where the integration is over a cube of size h centered on the ith grid point. Integrating
the linearized PB equation, Eq. (10), over the ith unit cubic volume gives
fJJ1 V- (E(F)V(f)) dax - III (F) 24(F)d3 X = -47r fJp()d 3. (14)
The first integral can be transformed to a surface integral using Gauss's theorem,
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f (c(i-)) d3 x = (F) V)(r) -dA, (15)
where dA is the surface area normal vector. A forward finite difference formula for the
gradient operator further gives
c(f)V() -dA = 6 (# - #i)h, (16)
3=1
where #i is the potential at the ith grid point and #j is the potential at the jth neighboring
grid point (there are 6 nearest neighbors for each grid point). cij is the dielectric constant
at the center of the square face bounding the unit volume, i.e. in the middle of the grid line
joining the ith and the jth grid points. The second integral in Eq. (14) is approximated by
tq5ih3 where ki is k at the ith grid point. The RHS becomes -47rqi where qi is the total
fixed charge inside the volume of ith grid point. Eq. (14) becomes
6
h E (# - 0i) - h3 = -4rq, (17)
j=1
which is the discrete version of the LPB equation. We can rearrange this equation to obtain
X j Ei-j #j + 47rqi/h (8(18)Ej ij + kyh2
The simplest way to solve this set of difference equations is by the Jacobian relaxation
algorithm which makes an initial guess (0) at all grid points and iterates with
#j ~. Mn1 +47rq;/h
- ci$ + 4h (19)Seig + kih2
until the difference between (N and is small. The current DELPHI implementation
uses successive over-relaxation2 4 to speed the convergence to a solution. The Jacobian
relaxation (Eq. (19)) can be written in matrix form as
(n) =[ ' (n--0 +1) (20)
The successive over-relaxation iterates as follows,
-() = 0-(n-1) + (1 - .)q(n-l) + W0 (21)
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where w is a relaxation parameter approximated by a few Jacobian iterations, as described
in ref. 24. The DELPHI program also gives an estimate for the number of iterations needed
for the solution to converge. We have found this estimate, which is linear in grid size in
one dimension, to be good only for low grid spacing. To ensure convergence, we check at
regular intervals if the energy convergence criteria are met.
It is necessary to make assumptions for the potential at the boundary of the grid. The
usual boundary conditions are zero or Debye-Hiickel. 23 These estimates are only accurate
when the macromolecule is far from the edge, i.e. the grid is large relative to the molecule.
However, for a fixed mesh size, this means low resolution for the dielectric boundary and
the potential inside the macromolecule. To overcome this problem, a technique called
"focusing" is used. 23 A 23% filled calculation is first done with the Debye-Hiickel boundary
condition to determine the potential at the grid boundary for a higher resolution calculation
of 92% fill. Another fundamental numerical inaccuracy comes from the use of a discrete
grid in place of continuous space. Ten translations relative to the grid are done to attain
higher accuracy. 23 The potential calculated is the full potential, which includes a coulombic
potential (smoothed by the numerical procedure) and a reaction-field term (due to the
inhomogeneous dielectric and solvent ions). The smoothed coulombic potential gives rise
to both the usual coulombic energy and a self-energy term. The spurious self-energy term
can be dealt with by subtracting from the full potential the smoothed coulombic potential
obtained by a reference state calculation where the solvent dielectric is set to the dielectric
of the macromolecule and the ionic strength is set to zero. The coulombic energy can be
added back in by applying coulomb's law. However, such reference state calculations are
not needed in this work. We calculate binding free energy by subtracting the free energy
of the unbound state from the bound state. Cancellation of the self-energy takes place
when we use a rigid binding model (i.e. atom charges and positions are the same in the
bound and unbound states). Once the potentials at the grid points are calculated, DELPHI
uses a trilinear interpolation to find the potentials at the charge positions to obtain the
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electrostatic free energy.
Multipoles in electrostatic free energy calculations
The finite difference formulation of the PB equation as described in the last section only
allows the source-charge distribution to be represented by point charges. The difference
equation (Eq. (17)) has a source charge function, p(f), and a higher-order multipole cannot
be expressed except by approximating the multipole by point charges. The ligand basis set
we use in electrostatic optimization may include both point charges and higher-order mul-
tipoles, and the original implementation of DELPHI has to be modified to treat higher-order
multipoles. Zhou it et al. have derived a source-free version of the PB difference equation
by replacing the source-charge distribution with its coulombic potential.2" This allows the
treatment of dipoles and higher-order multipoles because their coulombic potential functions
are readily computed.
The relationship between p(f) and the coulombic potential 0,(F) is given by the Poisson
equation,
EmV 2qc(r) = -47rp(r) (22)
where Em is the dielectric of the macromolecule. Applying the finite difference method to
the above equation as in Eq. (14) to Eq. (19), we have
1 (47rqi
Oci = # Z c + / (23)
Eq. (10) is now rewritten by substituting 47rqj using Eq. (23),
X(n) - j 0(Evn-1) + Em(60c,i 2)J)
1: - j + ~h 2(24)
The potential 4i consists of two parts, the coulombic part ,, and the reaction-field part
06,i. #c,l can be calculated analytically by Coulomb's law. We only need to solve numerically
for 06,i. The finite difference equation for 0, is derived as follows:
22
, = 0 -: #c (25)
+ Cm(60c'i - Ej OCJ)
- 00,- (26)
E Z (q$fl) + cJ) + cm(6c,j - E cjc,)
3 + k h2  - OC,; (27)
If we have a point-charge distribution, we can use Eq. (27) or Eq. (19) to solve the
electrostatic problem, but for higher-order multipoles, only Eq. (19) can be used. We
also need to generalize the electrostatic free energy expression for higher-order multipoles.
Whereas the electrostatic free energy is G = 1 1 Qib(ri) for a monopole, for the lth-order
multipole in general we have26
G = _'m(21 + 1)!! QY,m(V)V(f) (28)
where
Y (21)! (21 + 1 2"m 2
Y1 M(V) =V'Vl " for mn > 0. (29)211! 47r (1 + m)!(l - m)! -
The double-factorial is defined as
(21 + 1)!! = (21 + 1).(21 - 1).(21 - 3)... 3.1 (30)
(21 + 1)!
= 211! (31)
and the spherical partial derivatives are
I 1
V= = (VX + iVy), V-1 = (VX - iVy), VO = VZ. (32)
We have modified the original DELPHI code to allow the treatment of dipolar sources (i.e.
using Eq. (27) to iterate instead of Eq. (19)). The free energy for each of the x-, y-,
z-direction of a dipole is
1
G= -2pzVj4(F) (33)2
where i here is x, y, or z, and we use a finite difference approximation for the partial
derivatives,
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c(-+ -) - 4D(-- i)
VrC(r) = ( r ) 2 r x) (34)2x
etc. Higher multipoles can also be included with the right finite difference approximation
for the higher-order derivatives in Eq. (28).
Electrostatic optimization in molecular binding
The electrostatic free energy of binding is the difference between the electrostatic free
energy in the bound and the unbound state, AGbind = Gbo""d - Gunbound. Upon binding,
the receptor and the ligand lose interaction with solvent but gain favorable intermolecular
interaction (which can be assumed to be non-existent in the unbound state because of strong
solvent screening). AGbind can be written as a sum of three terms, the ligand desolvation
penalty, the receptor-ligand interaction in the bound state, and the receptor desolvation
penalty,
AGbind = AGdesolv,L + AGinter,L-R + AGdesolv,R (35)
The goal of our electrostatic optimization scheme is to find ligand-charge distributions that
minimize AGbind given a fixed receptor-charge distribution. We have used two discrete and
finite basis sets for the ligand-charge distribution in this thesis, namely point charges and
multipoles (truncated according to some convergence criteria). As we now show, AGbind is
indeed a minimizable function. Specifically, it is quadratic in the ligand-charge distribution
(written as {QL} or QL).27,28
The electrostatic free energy of a system of charges is 1Q T  (Eq. (12) in vector notation),
while the potential is a linear function of the charges (c.f. LPB equation, Eq. (10)). The
ligand desolvation penalty is the difference between the electrostatic free energy of the
bound and unbound ligand. Each of these free energy terms has a quadratic dependence on
QL and so does AGdesolv,L. The receptor-ligand interaction is the interaction between the
potential due to the receptor charges and the ligand charges or vice versa, and is linear in
24
QL (and also linear in the receptor-charge distribution). The receptor desolvation penalty
is quadratic in the receptor-charge distribution, but is independent of QL. AGbind as a
function of QL is as follows,27 ,28
AGbind AGdesolv,L + AGinter,L-R + AGdesolv,R (36)
' L )T -, L ) L )7T2( Q)A Q Q L) (37)
where A, B, and C are independent of {Qi}, but depend on the geometry and receptor
charges. Because the desolvation matrix A is positive definite," AGbind is a multidimen-
sional paraboloid with a minimum, AGtd, at
QOPt = - i-1B. (38)
The first implementation of electrostatic optimization is within a spherical model of
binding (Chapter 1II).27 The ligand is spherical in shape and we choose a set of multipoles
at the ligand center to represent the ligand-charge distribution. Any charge distribution
inside the ligand sphere can be written as a superposition of multipoles at the ligand center,
and we have a complete charge basis set. The bound state is also spherical. A and B were
calculated analytically and the level of multipoles included depends on some convergence
criteria.
We next moved on to actual molecular shapes and applied the electrostatic optimization
to the barnase-barstar protein complex. Here A, B, and C were calculated numerically us-
ing DELPHI. Barstar was chosen to be the ligand and the variable ligand-charge basis set
was the atomic point charges on barstar. In theory, the ligand desolvation matrix, A,
is symmetric (due to reciprocity) and positive definite, 28 which means its eigenvalues are
all positive and AGdesolv,L is positive (a desolvation penalty). This is indeed the case for
the analytically calculated A in the spherical model. When A is computed numerically,
it is likely that A is neither symmetric nor positive definite. The non-symmetric matrix
is symmetrized by averaging across the diagonal. To deal with the consequence of limited
numerical accuracy of A as computed being not positive definite, we use singular value de-
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composition (SVD), 3 0 ,3 1 i.e., we construct the optimal ligand charges only from eigenvectors
with eigenvalues greater than the absolute value of the most negative eigenvalue.
It is often desirable to impose constraints on the variable charges when we carry out the
optimization. For instance, the size of the charges should be constrained to being chemically
reasonable. We also constrain the total ligand charge, the total charge of each side chain,
and the x-,y-, and z-dipole of each side chain. These constraints are all linear in the variable
ligand charges, and since our objective function (i.e., the function to be optimized), AGbind,
is a quadratic function, the optimization problem is the so-called quadratic programming
problem well studied by the operations research community. We use the computer program
LOQ0 32 to solve our constrained optimization problem.
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Chapter III
Optimization of Electrostatic Binding
Free Energy*
Abstract
An analytic result is derived that defines the charge distribution of the tightest-
binding ligand given a receptor charge distribution and spherical geometries.
Using the framework of continuum electrostatics, the optimal distribution is
expressed as a set of multipoles determined by minimizing the electrostatic free
energy of binding. Results for two simple receptor systems are presented to
illustrate applications of the theory.
*Appears in the Journal of Chemical Physics: Lee-Peng Lee and Bruce Tidor, J. Chem. Phys. 106
(21), 8681 (1997)
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I. INTRODUCTION
One mechanism operating in many diseases is the undesirable action of a protein (here
termed receptor) that can be arrested, at least in principle, through the tight binding of
a molecular ligand (e.g., by sterically blocking the active site or by preventing a required
conformational change).1 To be effective as a drug, such a molecule must possess a number
of important pharmacological activities, such as bioavailability and non-toxicity. One step
in the discovery of drug molecules is the identification or design of tight-binding ligands.
Ligand design is particularly difficult because opposing contributions to the free energy of
binding must be properly tuned. For instance, increasing the magnitude of a point charge
in a ligand can enhance its interaction with receptor (tending to favor binding), but it will
also enhance its interaction with solvent in the unbound state (tending to disfavor binding).
What magnitude charge should be chosen to balance these effects and produce the most
favorable free energy of binding? The question can be generalized to all multipole terms of
the ligand charge distribution. The charge distribution that optimally balances these effects
will bind tightest to the receptor.
Here the problem of determining the ligand charge distribution binding tightest to a
given receptor is addressed using continuum electrostatic theory. In Section II a solution is
presented for the case in which both the free ligand and the bound complex are spherical
regions of low dielectric surrounded by aqueous medium of high dielectric and the behavior
of the system is governed by the Poisson equation. To facilitate an analytic solution the
following assumptions are made: the ligand and receptor do not interact in the unbound
state, the ligand charge distribution is the same in the bound and unbound state, and
the ligand binds rigidly to the receptor with a unique orientation. The optimal charge
distribution is obtained by expressing the ligand charge distribution as an arbitrary set of
multipoles and minimizing the free energy of binding with respect to the multipoles. In
Section III the theory is applied to a highly symmetric charge distribution devised for test
purposes and to a second charge distribution, the terminus of an alpha-helix, present in
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some protein binding sites. Discussion and conclusions are presented in Section IV.
IL. THEORY
The electrostatic free energy of binding is the difference between the electrostatic free
energy in the bound and the unbound state, AGbinding = Gbound - Gunbound (see Fig. 1a).
Because the dielectric model includes responses that affect the entropy as well as the en-
thalpy, the electrostatic energy is considered to be a free energy. Here we express the free
energy of each state as a sum of coulombic and reaction-field (hydration) terms involving
the ligand (L), the receptor (R), and their interaction (L-R)
Gstat e = GseL +G R +GiL R+Gyj, + GiGyR + GhyL (1)
This results in the following expression for the binding free energy,
AGbinding = AGcoul,L-R + AGhyd,L-R + AGhyd,L + AGhyd,R (2)
where we have used the fact that the geometry of point charges in the receptor 2 and ligand
remain fixed in the model to cancel the coulombic self contribution of ligand and receptor
and where the two L-R terms are due only to the bound state because the ligand and
receptor are assumed not to interact in the unbound state. Thus, Eq. (2) describes the
electrostatic binding free energy as a sum of desolvation contributions of the ligand and the
receptor (which are unfavorable) and solvent-screened electrostatic interaction in the bound
state (which is usually favorable). Since our goal is to vary the ligand charge distribution
to optimize the electrostatic binding free energy and the last term simply adds a constant,
we define a relevant variational binding energy,
AGm = AGint,L-R + AGhyd,L (3)
in which the first two terms on the RHS of Eq. (2) have been combined into a screened
interaction term and the constant term has been dropped. Note that
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AGint,L-R Z jVLound qj od(r )+ V und(r.)]
jER jER
and
AGhyd,L = i 2 Vb 2d(r) - qiVunbund(-) (5)
SEL iEL
where V"tate is the total electrostatic potential in the indicated state due to the ligand
charge distribution only and VtsKt,.t is the coulombic or reaction-field (hydration) term, as
indicated. The summations are over atomic point charges in the ligand (i E L) or receptor
(j E R). The factor of 1 in Eq. (5) is due to the fact that the ligand charge distribution
interacts with the self-induced reaction field.
We proceed by expressing Vbo"nd, VoI~dd and Vbunound the three electrostatic poten-We roeedbyexpesingVcul,L hyd,L ' and ,YIL
tials in Eqs. (4) and (5), in terms of the given geometry and charge distribution by solving
the boundary-value problem shown in Fig. 1b. A charge distribution (corresponding to the
ligand) is embedded in a sphere of radius R. We take the center of the sphere as the origin
of coordinates (unprimed) but expand the charge distribution in multipoles about a second
origin (primed) translated a distance d along the z-axis, so that
r~(r, 9, #) = d(d, Od = 0, 4d = 0) + r'(r' , ''). (6)
The potential everywhere satisfies the Poisson equation. Inside the sphere, it may be written
as,
Vi() = q + S S Ai,mr'Y,m(0, q) (7)
ri E1r -Ti =0 M=-1
where the first term on the RHS is the coulombic and the second is the reaction-field
(hydration) potential, and the summation over i corresponds to the ligand point charges.
Outside the sphere, the coulombic and reaction-field potential can be combined and written
as,
00 1 i~
Vout() = E r+ Y,m(, ) (8)
1=0 m=-l
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where Al,m and Bl,m are to be determined by the proper boundary conditions and Y,m(0, 0)
are the spherical harmonics. The standard way to proceed is to expand the coulombic term
in Eq. (7) in spherical harmonics and multipoles of the charge distribution about the center
of the sphere. Here we shift the origin of the multipole expansion to d,
E L qji q=j(9
E1|r -ril i -d) -r 1'-r
- 0 4 7rw / YI'M (01',q$ ) (10)
1=0 m=-l 21+ 1 
1r)
where Q,m is a spherical multipole expanded about the primed origin, d,
I'*m = j ir/IY*m(0 #) (
Note that throughout this work we adopt the definition of the Y,m(0, 4) used by Jackson. 3
The expression in Eq. (10) is valid for r' > r, (i.e., outside the ligand or, more precisely,
outside the sphere whose center is at d and whose radius is the distance from d to the
furthest point charge).
To substitute into Eq. (7) and combine terms involving spherical harmonics, we first
expand Y,m(9', #')/r"+1 of Eq. (10) in terms of Y,m(9, 4)/rl+1 . This is readily done using
the results of Greengard,4 which state that for r > d,
Yi,(',') 0 47r(21+ 1) 2 Y'+tIm'+m(9,#$)
r'-+1 ''m''l' 1(21' + 1)(21' + 21 + 1)] Y,',,(Od, 4d) ,+l+11'=0 m'=-1'
(12)
where
(W+ 1 + m' + T)!(W'+ I - mn' - m)!2
(1'+ M')!(1' -M')!(1 + M)! . (13)
Since we have chosen a geometry with 6 d = 0 (Fig. 1b), only m' = 0 terms in Eq. (12) are
non-vanishing, in which case Eq. (10) becomes,
= ( 4 + 1 ) Q m S K l , 0 , , m d 2 ' ± 2 1 + , ( )1=0 m=--I P=O
(14)
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in which the multipole distribution is taken about the point d, but the potential is expressed
as a summation of spherical harmonics about the large-sphere center. The above equation
can also be written as,
q- z C 21+1 jrn(5 214w/Q1
E1i r 0| 2 ) + K1=, 0 ,i,md" (21 '
(15)
where terms with the same Y,m(0, 4) are grouped together, as opposed to Eq. (14), where
terms with the same Q*m are grouped.
Upon substituting Eq. (15) into Eq. (7) and matching boundary conditions at r =R,
Vinir=R = Vout I|r=R (16)
C1 = C2 (17)Or r=R O r=R
we obtain the hydration (reaction-field) potential inside the sphere,
00 1
Vhyd(F) = E 5 Al,mrYl,m(0,1#) (18)
1=0 m=-l
00 471 C 4r /2
24w+ I 0 '1 +1 4womdl- Q1 ',m (19)(= 21+i ?'I, ( .R~l 1 (i,~lm 21'/+1)1=0 M=-I 1'=|m|
where
(C l -2) (20)
1[IC2 + lC1/(l + 1)]1
We can now write the various V's, with their dependence on the Q*m made explicit. V "ud
is gien byEq. (0), oulLn
is given by Eq. (10), boud is given by Eq. (19) but rewritten so that the terms with the
same Q2'm are collected, and Vhund nd is given by Eq. (19) with R = a and d = 0.
V/bound(r - 0 4w * Yim(0',0b)
coulL -=I:.. 21 +1Q1mcr11(1
1=0 m=-l
0 =
(22)
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hu und(r) = 21 + 1 a21 Q1Y,(, (
1=0 m=-l
Substituting into Eq. (4), we make explicit the dependence of AGint,L-R on the Q*m,
AG~tR Sqj[vTrbounyd (r) + V iud(rj)] (24)
AGint,L-R qjVcoulL d~+yd d
3ER
E :Q1* Eq 2-+r /1
1=0 M=-1 3 ER 211-i 300 
)
4+ 2- 47r 2 Kj-i~ C11 1 25
00/ __2l +~ 1 2l' + 1, ) l0lm R ' 'i,m(9 j, 453) (25)
= E E a ,M * (26)
1=0 m=-l
where in the last line we have defined the element aj,m, which is independent of the Q m, to
be the factor multiplying Q* in Eq. (25). Each al,m expresses the contribution of a multi-
pole to AGint,L-R and contains all information concerning the receptor charge distribution
required to obtain AGvar.
For AGhyd,L it is useful to re-express Eq. (5) in terms of the Q*, the multipoles
describing the ligand charge distribution, rather than the individual charges, qj. We expand
V(r) around the center of the multipole expansion, d,
qiV(ri)= 5qV(d+ r ) (27)
iEL iEL
q [V(d) + -iV(d) + ---. (28)
iEL
It has been shown by Rose that in spherical coordinates the expansion becomes, 5
00 4
5qjV(+ r) = l)!!Q Y,m()V(d) (29)
iEL 1=0 m=-1 (21 ±
where
Yi,m(r) r Y1,m(, #) (30)
and Yl,m(V) is the operator obtained by replacing i with V. For positive m and when
YI,m(V) operates on a solution of the Laplace equation (i.e., r1Yi,m(9, 0) or Y,m(9, 0)/r'+l),
it has been shown that,5
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(2)!
Ylm(V) = L
'211!
221 + 1) 2M
47r (I + m)!(l -Tm)!
Vv" for m > 0.
The double-factorial is defined as
(21 + 1)!! = (21 + 1).(21 - 1).(21 - 3).. 3.1
(21 + 1)!
21l!
(31)
(32)
(33)
and the spherical partial derivatives are
1V1 = - (V, + iVy), 1V-1 = x -i(Vy) - , V0 = V2 . (34)
To compute Yl,m() for negative m, we use the fact that Yl,-m(0, #) = (1) mY,*m(0, ) and
the definitions of spherical partial derivatives in Eq. (34) to obtain,
Yi,-m() = (2! 21+1)Yi'_M V 211! 1( 47r
The hydration energy of the bound ligand is then
Glyj"? = E qjVjydftd d
IEL
47rbo d
l'=Om'=- ' (21' + 1)!!Q(
- _ 1 ,=Om'=-I ( 2l/+ 1)!! 1=0 Mz 1=Im = -R 21 = -+ = 21+1)
(36)
211 (1 )
" ,m .* (37)
To evaluate Yl,m(V) in Eq. (37), we use Eq. (31) and the gradient formula,6
v( (r)YiM(0, 0))
1+1 i
21+ 1
21+ 1)
± 212 1Y
d4(r)
dr
d4(r)
dr
I P(r) TI,+i,m(9, q)
+1
r
TI,iim(0, #) = Z C(l', 1, 1; in - n', in')YI',Mm'(0, #)<m'
m'E{-1,0,1}
(39)
the C(l', 1, 1; in - m', in') are the vector addition (or Clebsch-Gordon) coefficients frequently
encountered in the study of angular momentum shown in Table I,6 and m, are spherical
unit vectors,
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2m 2 i VIM
(I + mn)!(l - m)!] 1
for m > 0. (35)
where
(38)
- 1
= 2- + ii),
1
V- 2 - i), lo= z. (40)
It is straightforward to show that
V = V' + Vy + Vz2 = - 1 V- 1 - -1 V 1 + oVO. (41)
From Eqs. (38) through (41), we have
Vi(r'Yl,m(9, #)) = (-1)" [1(21 + 1)]i C(l - 1,1,; m + p, -p)r- 1 Y-,m+t(9, #). (42)
Using Table I, Eq. (31), and Eqs. (37) through (42), we obtain the following intermediate
results,
V _'[( I/" + 2'" + 1)(l"+ i)!(l" - i)!0o (r ",M) = (211" - 211'+ 2m' + 1)(1" - m -1 '+ m')!(l" + m - 1' + m')!J
2
(43)
,M1 (r _ m ,+',) m'[(21" - 21' + 2m' + 1)(l" - m - '+ m')V " (r' l "-.'+m,m) = (1) 2m'(21" - 21' + 1)(l" - m - 1' - m')!
S2
(44)
V"'(r +M Yl,"-,m,m) = (-)m
(21" - 2l'+ 2m'+ 1)(l"+ m -l' + m')! i
2M'(21'" - 21' + 1)(1" + M - 1' - M')!
r Yl"'m-m'
(45)
and the final expression for the hydration energy of the ligand in the bound state,
Gbound _ j 1 T-onGhydL = E qEVL v yd(
Lie L )=E E =, -=2 =0 M=-1 V'=0
(" + m)!(l" - M)!
1=0 m=-1 P=O M'=-1'
21
)! -m)!(l' + M)!(1' - M)!]
d21"- 1- (46)
(47)
where / 3 ,m,v,m' is defined by the above two equations; note that Qi,m,i,m, is zero for m' # m.
We obtain the hydration energy of the unbound ligand by setting d = 0 and R = a in
Eq. (46),
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E 2 + 1)1"=max(1'1')
C'1
(2l 1 )i
r 1/-1+ 'Yj1-j+m',M
I//- i
r Y,/-1"m+m'
O1'M'1"M'Q'1*'MQ'11'M1
G unbond qiubud 00_ 47 C / QG Lnd hbLnd. 21+ 1 a2 11 ) Qm Qm (48)
iEL 1=0 m=-I
= E S: y,rnQII*nQI,m (49)
1=0 M=-l
where 7l,n is defined by Eqs. (48) and (49). We write 71,m as a function of both 1 and m
for notational convenience, although there is no formal dependence on m.
Thus AGva has been expressed as a function of the multipoles of the ligand charge
distribution, QIm (expanded about the center of the ligand sphere) and the elements al,m,
1,m,,',m' and y,m, which do not depend on QIm. Combining Eqs. (26), (47), and (49) gives
1* 1 Qc E cc 1' cc 1
AGvar = al,mQm + E E E ) 1,m,1',m'Q jm 11,m' - I mm
1=0 r==-- 1=0 rn-I0 ml'=- 1=0 m=-l
(50)
Note that only the al,. depend on the receptor charges, while the /3 ,m,l',,m and 7,m depend
solely on the geometry of the bound and unbound states. While AG 4 is a real quantity, the
al,r and Qm are complex and the products al,mQ * and Q *mQ',. involve summations
over terms of the form Yj*,m(',#/')Y,m(0,0); note that the 3 1,m,1'm' and 7/,m are real. We
rewrite AG'4 in terms of the real and imaginary parts of al,m and Q',
AGar =S aoQ ,0 + 2 (Reaj,mReQ m + Imaj,m mQ )
1 =r '=0 L= 1I
01o1,QO', + 2 MQl:L :LI 
I S l,m,i,r(ReQ',mReQ,,r+ I' '
1=0 ~ i~Qo~~ '= m=1+mimvr)
- ± [7,10 + 2 7 i,m(ReQim + ImQjrm) (51)
1=0 . m=1I
(where the summations over m are excluded for 1 = 0) by noting again that Yl,-m(0,#) =
(-1) mY,*m(0, ) and
Y,(', #')Yl,rn(0, #) + Y*m(', #')Yl,-m(0, #) = Y*,(0', /)Yir(9, #) + Yi',m(9', #')Ylrm(0, #) (52)
= 2 [ReYp,m(9', #') ReY,m(9, #) + ImYpm(9', #')- ImYl,m(0, )] . (53)
The new variables ReQ, and ImQm are re-indexed and renamed Q? as follows,
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{Q1~, f',, ReQ',, ImQ',,, Q',O, ReQ',1, ImQ',1, ReQ',, - Q1 -} {1 Q 2, Q3, Q 4, Q 5, Q61, Q7, Q8,---}
(54)
and similar transformations are used to create aj, /ij, and -y. Eq. (51) can then be written
as
00 00 00 00
AGvar = + aQ 1 Z! 3 JQiQj - rQYi (55)
i=1 i=1 j=1 i=1
00 00 00
= S a Q + S (tj - 7 )Q Q  (56)i=1 i=1 j=1
or in matrix notation,
AGvar =Q j BQ+Q A (57)
=(Q+ - B Aj" B (Q + - B 1 A) - -AB 1A (58)2 2 4
where Q is the vector formed by the Qj, Ais the vector formed by the ai, B is the symmetric
matrix formed by the (#ij - jj-7j), and completion of the square has been used to arrive
at Eq. (58). Since QTBQ in Eq. (57) corresponds to the ligand desolvation penalty, which
must be greater than zero for chemically reasonable geometries, the matrix B is positive
definite and the extremum of AGa is a minimum. 7 From Eq. (58) the optimum values of
the multipoles, QOPt and the minimum variational binding energy, AG P are obtained,
Qpt 2 (59)2
AGt -A = B- A. (60)vx 4
AG P is always negative because B-1 is also positive definite.
To solve for the optimal multipole distribution with the monopole (total charge) fixed
(Q1 = Q), the equation for the remaining optimal multipoles (i # 1) is,
(0 - 6ij-y)Qpt + (2031 Q + ai) = 0 (61)
jo1
which is analogous to Eq. (59).
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The above matrix equations, with the dimension truncated at imax = ('max + 1)2, can
be solved numerically by relatively modest computational resources. In practice, since the
ai and #,j contain a summation over an infinite number of terms, a second cutoff value of
lcut must be used to truncate the innermost sum in Eqs. (25) and (46). When 1max and
lcut are sufficiently large, AG P converges and the incremental advantage of including more
multipoles essentially vanishes.
For any given receptor and geometry, we have thus described a method to determine the
charge distribution of the tightest binding ligand as a set of multipoles. The deviation of the
binding free energy from the optimum for any test ligand can be calculated by subtracting
Eq. (60) from Eq. (58) and using Eq. (59) to eliminate A,
AGvar -AGj = (Q - QOPt )T B( - Qp t ). (62)
III. RESULTS
A. Implementation
The algorithm described was implemented in a computer program whose input was 'max
(which determined the size of the matrix in Eqs. (59) and (61)), lcut (which was used to
truncate the innermost summation in Eqs. (25) and (46)), the geometry of the problem,
and whether the monopole of the optimum was to be free or fixed at some value. The
geometry of the problem included the radius and coordinates of the center of both the
bound-state and ligand spheres (on the z-axis) and the coordinates and magnitude of each
partial atomic charge in the system. The dielectric constants C, and E2 were chosen to
be 4 and 80, respectively. Evaluation of the a;, 3 jj, and 7i was carried out, followed by
solution of the matrix equation (Eq. (59) or (61)) using LU decomposition. The eigenvalues
of the B matrix were obtained to verify that the stationary point was a minimum. All real
floating-point values were represented using 64 bits. The matrix algebra was accomplished
using increased-precision versions of the appropriate subroutines given by Press et al.8 The
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output of the program included the multipoles for the optimal charge distribution, AGJ,
the nature of the stationary point, and a file recording the ai, /ij and 7i. Typical CPU usage
for a receptor with lmax = Icut = 40 was 20 minutes on a Hewlett-Packard 9000/735 with the
PA-7200 (99 MHz) chip, and the maximum memory used was roughly 22 MB. Because we
have used a direct method (i.e., LU decomposition) to solve the matrix equation, where the
matrix is of size (lmax + 1)2 X (lmax + 1)2, the time scales as (lmax) 6 and the memory scales
as (lmax) 4 . At this point no attempt has been made to optimize the code. For example,
the matrix equation contains a particularly sparse matrix (due to the azimuthal geometry
chosen for the problem) that may be used to reduce the necessary computational effort.
The optimization problem may also be solved with iterative methods, such as the conjugate
gradient method or various relaxation methods.
B. Test Problems
The first test problem consisted of a receptor with four parallel dipolar groups, each
containing a negative charge of -0.55e in the z = 15.50 plane and a positive charge of
+0.55e in the z = 14.25 plane. All lengths and distances are given in units of angstr6ms
(1 A=0.1 nm). The (x,y) coordinates of the charges were (+1.5,+1.5), (-1.5,+1.5),
(-1.5, -1.5), and (+1.5, -1.5). The bound-state low-dielectric region was bounded by a
sphere of radius 24.0 centered at the origin, the ligand sphere was of radius 4.0 and was
centered at (x, y, z) = (0.0, 0.0,20.0) in the bound state.
The second test problem consisted of an idealized alpha-helix as the receptor. The helix
was constructed from 18 alanine residues with acetyl and N-methylamide blocking groups
at the N- and C-terminus, respectively. Coordinates were generated in the polar-hydrogen
representation with the CHARMM PARAM19 9 bond lengths and angles and with # = -57'
and 4 = -47*. The partial atomic charges were adapted from the PARSE parameter set. 10
The axis of the helix coincided with the z-axis of the coordinate system and the nitrogen
atom of Ala 10 was closest to the origin. The bound-state low-dielectric region was bounded
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by a sphere of radius 24.0 centered at the origin, the ligand sphere was of radius 4.0, and
the ligand multipole distribution was centered at (x, y,z) = (0.0,0.0,20.0) in the bound
state (near the C-terminus of the poly-alanine alpha-helix).
C. Analysis of Results
Each test problem was solved multiple times using different values of 'max (with 'cut
fixed at 40 for the results shown here, though essentially indistinguishable results were
obtained when the value was increased to 80) and with the monopole of the variational
distribution either free or fixed at 0 or +le. Fig. 2 shows the convergence of the calculated
AG'P as a function of the value of 'max used (part a is for the four-dipolar-groups problem
and part b is for the alpha-helix). In all cases the calculated AGgJ was monotonically
decreasing for increasing lmax, and for any value of 'max, AGg4 was lower (more favorable)
with free than with fixed monopole value, as expected for a variational optimization. For
both test problems the value of AGg4 appeared to change very little beyond an imax of 20
for floating or fixed monopole. Fig. 3 shows the magnitude of the low multipole moments of
the optimized distribution as a function of 'max (with free monopole value). The magnitude
of the 21-pole is defined as lQll = +1) _=m(Qi,m/a') 2 , where a is the ligand radius.
The magnitudes of the first six multipoles converged by an 'max of 10. Fig. 4 shows the
coulombic potential due to the calculated optimal ligand, again as a function of lmax; the
potential appeared nearly converged at an 1max of 20. The converged coulombic potential
of the optimal ligand, plotted in the xy-plane just outside the ligand (at z = 16.0) and
computed with an 'max of 40, is shown in Fig. 5a for the four-dipolar-groups problem and
Fig. 5c for the alpha-helix. The optimal ligand's potential contained the appropriate four-
fold symmetry to match that of the four-dipolar-groups receptor, indicating that such a
ligand would interact equally with all four dipoles. However, for the alpha-helix, which
presents a coil of dipolar groups receding in the z-direction, it appears that the optimal
ligand computed in this manner would interact strongly only with the closest dipolar group.
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It is also interesting to note that the coulombic potential due to the optimized multipole
distribution calculated in this way is not a simple reflection of the coulombic potential for
the isolated receptor. Compare, for instance, the coulombic potentials due to the optimized
ligand (Fig. 5a) and due to the receptor (Fig. 5b) for the four-dipolar-groups problem, both
computed in the z = 16.0 plane. The peaks in the ligand potential are "inside" those of the
receptor potential. This may turn out to be a general feature of electrostatically optimized
binding interactions, which are fundamentally asymmetrical, since one distribution is fixed
while the other is optimized.
IV. DISCUSSION AND CONCLUSION
Analytic solutions to the Poisson equation have been used to define the multipole distri-
bution of the ligand that produces a minimum for the free energy of binding a spherical lig-
and to an invariant receptor to form a spherical complex. An algorithm has been developed
and implemented using numerical computation to evaluate the analytic theory, and results
have been presented for two test cases. In all solutions examined to date, second-derivative
analysis has verified that the stationary point is a minimum. In this sense, the multipole
distribution is said to be an optimum. An important feature of the theory presented is
that, by expressing the optimum as a multipole distribution, it can be solved for directly,
without resorting to stochastic searches or other non-deterministic methods of optimization.
This characterization of the multipole properties of the optimal charge distribution for a
given spherical ligand shape and binding geometry may be useful in understanding com-
plementary interactions in molecular binding and recognition. Such properties may prove
particularly applicable to the field of ligand design either by facilitating the construction
of individual tight-binding ligands or by providing descriptors that can be used to search
compound libraries or aid in the design of combinatorial libraries.
The observation that an optimum can be defined within the continuum model presented
here so as to provide the greatest excess of favorable interactions between ligand and receptor
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over unfavorable ligand desolvation energy suggests that the successful design of a tight-
binding ligand may involve substantially more than the construction of a complementary-
shaped molecule that provides compensating interactions for polar and charged groups in
the receptor binding site. For example, the electrostatics of compensating a neutral, polar
carbonyl group in a receptor with a neutral, polar hydroxyl may be substantially different
than complementing it with a positively charged ammonium group. Moreover, due to the
effects of longer-range electrostatic interactions, merely discussing the problem in terms of
individually compensating pairs of groups may be inappropriate, since each group affects the
overall multipole moments of the ligand. To help answer these questions, we are currently
studying algorithms for designing sets of point charges, as well as molecules, that have
multipole moments corresponding closely to the optimum defined by this algorithm.
The properties of the optimal multipole distribution and binding energy are worthy
of further study. Here we note that AG J is always negative (favorable), but that the
overall binding free energy, AGining, may or may not be positive (unfavorable) due to the
receptor desolvation energy." Moreover, it is straightforward to prove that the magnitude
of the screened ligand-receptor interaction free energy is twice that of the ligand desolvation
energy at the optimum (AGPtLR = -2AGOPt, so AG Pt -AGOP t , = AGPtLR)itLR- hydL7 a hyd Lin,L-R
and that the same relationship holds for the contribution of each multipole component,
QOt.12 Finally, the relationship between the coulombic potential of the optimized charge
distribution and that of the receptor reveals non-trivial features that reflect subtleties of how
best to achieve favorable interactions in the bound state relative to ligand desolvation. For
the example involving four dipolar groups, this suggests that chemical groups compensating
each dipole should lie closer to the azimuthal axis than the corresponding receptor dipole.
The current theory provides a useful starting point for further studies. We are presently
investigating extensions to solve the linearized" and the non-linear Poisson-Boltzmann
equation, which would allow ionic-strength effects of the aqueous medium to be included.
Moreover, it may be possible to release the restrictions that both the unbound ligand and
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the bound complex have spherical geometry, that the charge distribution of the ligand be
the same in the bound and unbound states, and that titratable groups be treated in a fixed
protonation state. It should be noted that there is no restriction in the current theory on
the shape or charge distribution of the unbound receptor, since its contribution is a constant
that has been eliminated in the definition of AGvar-
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TABLES
TABLE I. C(l', 1, 1; m - m', m').a
m' =1 m' =Om =-
[('+m)('+m+1) (l' -m+1)('+m+1) 2 (I'-m)(I'-m+1) 2(21'+1)(21'+2) J (21'+1)(V'+1) J [ (21'+1)(211+2)
S(l'+m)(' -m+1) (1'-m)(l'+m+1) ] 2
[ 2'2'+1) J (2 4+[ 2'(21'+1) J
afrom reference 6
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FIGURES
FIG. 1. Illustration of problem geometries. (a) The binding reaction is shown between a receptor
(R) and spherical ligand (L) that dock rigidly to form a spherical bound-state complex. Receptor,
ligand, and complex are all low-dielectric media (cl) that are surrounded by high-dielectric solvent
(C2). (b) The boundary-value problem solved here involves a charge distribution in a spherical region
of radius R with dielectric constant c, surrounded by solvent with dielectric constant C2 . The origin
of coordinates is the center of the larger spherical region, but the charge distribution is expanded
in multipoles about a point a distance d along the z-axis. The geometric requirement is that the
ligand sphere not extend beyond the receptor sphere, R > d + a, although the case of equality is
illustrated in the figure.
FIG. 2. Convergence of AGE as a function of the value of 1max used in the calculation. A
constant value of 'cut = 40 was used throughout. Optimizations in which the total charge on the
ligand was free are plotted with (EJ), fixed at 0 with (x), and fixed at 1 with (0) for (a) the four
dipolar groups and (b) the alpha-helix.
FIG. 3. Convergence of the magnitude of the lowest seven 21-poles for the optimal ligand as
a function of the value of 'max used in the calculation for (a) the four dipolar groups and (b) the
alpha-helix. The optimizations were performed with no constraint on the total ligand charge. In (a)
note that the I = 4 and 1 = 5 lines fall nearly on top of one another.
FIG. 4. Convergence of the coulombic potential due to the optimal ligand, plotted along the
line (y = -1.1, z = 16.0) for a range of values of lmax, for (a) the four dipolar groups and (b) the
alpha-helix. The optimizations were performed with no constraint on the total ligand charge. Note
that the curves for lmax = 20 and 40 are nearly identical.
FIG. 5. Contour plot of the coulombic potential in the z = 16.0 plane for (a) the optimum ligand
for the four dipolar groups, (b) the four dipolar groups themselves, (c) the optimum ligand for the
alpha-helix, and (d) the alpha-helix itself. The optimizations were performed with no constraint on
the total ligand charge. Each plot consists of equally spaced contour levels. Each label marks the
closest contour level and is valid to three decimal places (i.e., 0.32 in (a) is 0.320 and -0.8 in (b) is
-0.800), except -1.1 in (d), which is -1.090 but was rounded for clarity in the figure.
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Chapter IV
Optimization of Binding Electrostatics:
Charge Complementarity in the Barnase-Barstar
Protein Complex
Abstract
Theoretical and experimental studies have demonstrated that the large desol-
vation penalty required for polar and charged groups frequently precludes their
involvement in strongly stabilizing electrostatic interactions in the folding or
binding of proteins in aqueous solution near room temperature. We have previ-
ously developed a theoretical framework for computing optimized electrostatic
interactions and illustrated use of the algorithm with simplified geometries.
Given a receptor and model assumptions, the method computes the ligand-
charge distribution that provides the most favorable balance of desolvation and
interaction effects on binding. In this paper, the method has been extended
to treat complexes using actual molecular shapes. The barnase-barstar pro-
tein complex was investigated with barnase treated as a target receptor. The
atomic point charges of barstar were varied to optimize the electrostatic bind-
ing free energy. Barnase and natural barstar form a tight complex (Kd ~ 10-4
M) with many charged and polar groups near the interface that make this a
particularly relevent system for investigating electrostatic effects on binding.
The results show that sets of barstar charges (resulting from optimization with
different constraints) can be found that give rise to relatively large predicited
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improvements in electrostatic binding free energy. Principles for enhancing the
stabilizing effect of electrostatic interactions in molecular binding in aqueous
environments are discussed in light of the optima. Our findings suggest that
substantial enhancements in electrostatic binding free energy in general may
result from modification of polar and charged groups that favorably affect the
balance of desolvation and interaction effects. Moreover, a recently proposed
definition of electrostatic complementarity is demonstrated to be a useful tool
for examining binding interfaces. Finally, we found that the wild-type barstar
is closer to being optimized than barnase is for their mutual binding, consistent
with the perceived functions of these proteins.
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I. INTRODUCTION
Due to the large desolvation penalty incurred by polar and charged groups upon pro-
tein folding or binding in aqueous solution, theoretical and experimental studies have
found electrostatic interactions to be net destabilizing in a variety of contexts near room
temperature. 1 1 2 These interactions form because the hydrophobic effect is strongly stabiliz-
ing, outweighing the electrostatic contribution that is computed to be unfavorable and often
large. Calculations show that, while salt bridges and hydrogen bonds formed across bind-
ing interfaces contribute a favorable interaction term to binding free energy, the desolvation
term due to the loss of electrostatic interaction of charged and polar groups with water and
solvent ions upon binding generally more than offsets the favorable bound-state electrostatic
interactions. Electrostatic interactions are believed to enhance specificity, however, due to
the large penalty for burying but not compensating polar and charged groups. 13
The unfavorable nature of protein electrostatics is intriguing. Is this a consequence of
physics or a choice of biology? In other words, is it possible for two appropriate electro-
statically designed molecular binding partners to have favorable intermolecular interactions
that compensate and surpass the desolvation penalty? We have developed a theoretical
framework for use with the continuum electrostatic model for electrostatic optimization;
the charge distribution for a ligand is optimized to give the most favorable balance of these
competing factors upon binding a given receptor.14- 16 Electrostatic optimization, which is
applicable beyond simple continuum models to general linear response models, is of special
interest for three reasons. First, the ability to obtain optimal charge distributions provides a
useful point of reference for understanding natural charge distributions as well as the effects
of mutations. Second, optimization theory leads to an important measure of electrostatic
complementarity demostrated here.' 5 Third, it is likely that optimal-ligand computations
in general will be a powerful guide to enhancing affinity through mutations and the design
of inhibitors.
In previous work, this electrostatic optimization scheme was applied to a range of model
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receptors and complexes with idealized geometries of spheres and slabs,14-16 including a
spherical model for barnase.16 Results have shown that when the ligand-charge distribution
is optimized, the electrostatic binding free energy can be favorable with reasonable values
for point-charge magnitudes.15, 16 In fact, a proof has been completed showing that the
optimization produces favorable electrostatics of binding at zero ionic strength with a few
simplifying assumptions.17 Taken together, these observations suggest that electrostatic
interactions in natural complexes are likely to be underoptimized.
We have extended the electrostatic optimization method to treat the actual molecular
shapes of real proteins. Here we apply this optimization method to study the barnase-
barstar complex, an extremely tight-binding pair with a Kd of 10- 4 M." 8 Even so, the
electrostatic binding free energy is calculated to be somewhat unfavorable (14 kcal/mol).' 9
Most other complexes for which the calculations have been done also show even more unfa-
vorable binding electrostatics, consistent with the observation that this is an especially tight
complex. In this study, barnase was chosen to be the fixed receptor. Barstar atomic point
charges were treated as variable and optimized to produce the net most favorable binding
to barnase. The results show that sets of barstar charges (resulting from optimization with
different constraints) can be found that give rise to computed improvements of 10 to 20
kcal/mol in electrostatic binding free energy.
In this paper we give a detailed description of our current electrostatic optimization
method including molecular shape and investigate the nature of the optimal charge distri-
butions. We extract principles for enhancing electrostatic interactions in molecular binding
in aqueous solution. Moreover, we demonstrate the utility of our new measure of electro-
static complement arity,15 and we also examine the evolutionary question of whether barnase
(the enzyme) is more optimized to bind to barstar (the inhibitor) or whether the inhibitor
is more optimized to bind the enzyme. In another paper we show that, although charge
distributions that give much higher binding affinity than barstar charges can be found, with
the constraint that limits barstar residues to the 20 common amino acids, barstar is actu-
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ally very well optimized. 20 The implication of these findings for molecular design is exciting:
since laboratory chemistry is not limited to amino acids, novel molecules might be designed
with substantially improved affinity.
II. METHODS
In the continuum electrostatic model used here, a macromolecule is treated as a low
dielectric (c = 4) cavity, defined by its molecular surface, embedded in a high dielectric
(E = 80) continuum solvent at an ionic strength near physiological levels. The charge distri-
bution of the macromolecule is a set of point partial charges, {Qj}, at the atom centers, {-i}.
In cases where the potential is derived from the Poisson or the linearized Poisson-Boltzmann
(PB) equation, the electrostatic free energy is G = 1 Z Qjm(i), where 4(i;) is the potential
at the position of the charge Qi. 21 This free energy includes entropic contributions from
the solvent, including ion reorganization in the case of the linearized Poisson-Boltzmann
equation. 21 - 3 The factor of ! is due to the fact that the free energy arises from the inter-
action between the charges and their self-induced reaction field. In many cases of interest,
(?) is obtained by solving the linearized Poisson-Boltzmann (PB) equation,
' - ((Fi (rj) _ k(i 2.(?) 4 Q(1)
where (r) = 87re2I(f)/kT with I(r) the bulk ionic strength, e the unit charge (magni-
tude of the charge of an electron), k the Boltzmann constant, T the absolute temperature,
and c(f) the spatially dependent dielectric determined by the molecular surface formed by
rolling a probe water molecule of radius 1.4 A over the macromolecule. In cases where
the molecular boundary is a simple shape (e.g., spheres, infinite cylinders, and slabs) an-
alytical solutions exist; otherwise the linearized PB equation is solved numerically. Here
we used the actual molecular shapes of barnase and barstar, and numerically computed
b(f) from {Qij, {ri}, K(f), and E(f). The radii and charges were taken from the CHARMM
PARAM19 parameter set. 24 A 2.0-A Stern layer surrounded the molecule and represents an
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ion-exclusion region;2 5 ,26 the salt concentration was 0.145 M. Each calculation was done
using "focussing", in which a low grid spacing calculation (using 23% fill and Debye-Huckel
boundary conditions 21) was done to determine the potential at the grid boundary for a
higher grid spacing calculation (using 92% fill). Ten translations relative to the grid (65
points in each cartesian direction) were done and the average was used.
The electrostatic free energy of binding is the difference between the electrostatic free
energy in the bound and the unbound state, AGbind - Gbound - Gubound. Because the
unbound and bound structures are very similar, 2 8- 31 we use a rigid binding model in which
the bound state is taken from the X-ray crystal structure of the complex (C) and the
unbound state is simply extracted from the complex of the ligand (L, barstar) and the
receptor (R, barnase) (Figure 1). A cap of 12 water molecules from the complex that
appears tightly associated with barnase is treated as part of the receptor in the bound and
unbound states. A detailed description of the preparation of this structure, including the
building of hydrogen atom positions, is found in ref. 19.
The free energy of the unbound state is given by,
unoud 1 nL ' D 1 R
21 Qi (r (2)
i=1 i=1
where 4L(f) is the potential due to ligand charges in the unbound state, (DR(f) is the
potential due to receptor charges in the unbound state, and nL and nR are the number
of partial atomic charges in the ligand and receptor, respectively. The free energy of the
bound state is given by,
1 "L 1
Gbound C Q(r (3)
i=1 i=1
where DC(F) is the potential due to both ligand and receptor charges in the complex.
Because of the linearity of Eq. (1), the superposition principle holds and we can write
DC(F) as a sum of 4CL(rF), the potential due to ligand charges in the complex, and 4CR(F),
the potential due to receptor charges in the complex:
bound 1 L +1 (RL(-(GSQ"" cL cRL)) + +CR()
i=1 t=1
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We may rearrange these terms to obtain
1 nL 1 L R
~ SQL((DCL(rt) - L(t)+D LCR(rt) ± i=1 4)A Gbind = -1 (1 L L CC
i=1 _ _=1 __==
AGdesolv,L AGinter,L-R
1 *R
+ CR R R(r ) (5)
AGdesolv,R
In electrostatic optimization, the ligand-charge distribution is varied to optimize AGbind;
here this is achieved by varying the individual Q values. The potentials 4CR(F) and
pR(j), due to the receptor charges, are computed numerically with a modified version of
the computer program DELPHI. 2 1,3 2 ,3 3 DCL(f) and GL(i?), due to the unknown ligand charges
can be expressed in terms of {Qi} and a set of potentials calculated numerically, as we now
show. Because of superposition, we may decompose @(f) as
()= M QA (?) (6)
where 1,(r) satisfies
V* (C(F)V$ 3 (i)) - R(F)2 4() = -4ir (j*) (7)
4) is then the potential due to a unit charge at the position r-j (i.e., a Green function). We
can now write the desolvation penalty of the ligand as
1L nL
AGdesolv,L (8)
Furthermore, because of the principle of reciprocity, the two terms in the intermolecular
interaction free energy in Eq. (5) are equal and we have
AGinter,L-R CR
i=1
We have thus expressed AGbind as a quadratic function of {Q }, and with vector notation,
1 f-LT +-+ -L L T
AGbind = 2 (Q) A (QL Q LB±C (10)
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where
Aj= ri-4)~ (11)
Bl = R(CR() (12)
and
2 = i QR (CR() _ R(T) (13)
z=1
Eq. (10) describes a paraboloid possessing a minimum corresponding to the optimized elec-
trostatic binding free energy.14
Allowing all ligand charges to change is a special case of the more general problem of
having a subset of ligand charges fixed and the remainder variable. For instance, in this
study we fix the backbone charges, and in the accompanying study (Chapter V) 2O we also
fix all charges except for a single side chain. Let {Qiv} denote the set of variable ligand
charges and {Qf} denote the set of fixed ligand charges. It is straightforward to show that
AGbind can be written as a quadratic function of {QLv},
1~n = -Lv T - Lv) + Lv )TAGbind  2 (Q' A (QL (QL B ±C (14)
where
Aj = p L Ltv 4 v) (15)
nLf
Bi = 4CR v)+ (16)
j=1
and
I nR QR 4fC(EL() fLf IL(rtf)) + Lf
C = QR ( _CR 4DR CL(L ) + V CR (
i=1 i=1 =1
(17)
Equations (15), (16), and (17) reduce to equations (11), (12), and (13) when {QV} is {Q}
and {QVf} is an empty set.
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In theory, the ligand desolvation matrix, A, is symmetric (due to reciprocity) and pos-
itive definite, 15 which means its eigenvalues are all positive and AGdesolv,L is positive (a
desolvation penalty). AGbind is a multidimensional paraboloid with a minimum, AG~d,
at
Qopt = - B. (18)
In practice, due to numerical errors inherent in the calculations, it is likely that A as com-
puted is non-symmetric; in such cases we symmetrize the matrix by averaging across the
diagonal. The more problematic consequence of limited numerical accuracy is that A as
computed might not be positive definite, which means the extremum computed is not a min-
imum but a saddle point. The size of the negative eigenvalues relative to the positive ones is
some indication of the extent of numerical inaccuracy. Here, there are negative eigenvalues
that are quite small, the largest magnitude being 10' of the largest positive eigenvalue.
Our remedy for this numerical problem is to use singular value decomposition, 34 ,35 i.e., we
construct the optimal ligand charges only from eigenvectors with eigenvalues greater than
the absolute value of the most negative eigenvalue, indicated by Z,
RLv
Qopt =n(# - (19)
i=1
where 3is a function of A and B (see Chapter Appendix for details).
It is often desirable to impose constraints on the variable charges {QFV} when we carry
out the optimization. For instance, the size of the charges should be constrained to be
chemically reasonable. In this study, we limit individual charge values to be between -0.85
and 0.85 (units are in magnitude of an electron charge, e). We also constrain the total ligand
charge and the total charge of each side chain. These constraints are all linear in {QFv},
and since our objective function (i.e., the function to be optimized), AGbind, is quadratic
in {Qfv}, the optimization problem is a quadratic programming problem, which has been
extensively studied by the operations reseach community. We use the computer program
package LOQ0 3 to solve this constrained optimization problem. If A were positive definite,
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we would just use Eq. (14) as the objective function with the various linear constraints.
However, with the removal of some eigenvectors, we have to rewrite the objective function.
The variable charges {Qgv} are a linear combination of the eigenvectors that remain,
nLv
QLv Zcihihi (20)
i=1
When there are no constraints, all the ci's are 1 for the optimal charge set {QfPt}. When
contraints are imposed, the optimum achievable is worse than {Q'Pt} and the free energy
deviation of Q from the unconstrained AGpt is14
1 0t) -opt)
AAG= - Q -Q Pt  A Q -QPt (21)
2
1 nLv
2 - )'(1 1C-)2 E) (23)i=1
where
E; =fhiT A Oi3i (24)
AAG is now our objective function. Upon optimization, a set of {c/pt} will be found such
that AAG is minimized and the optimum charge distribution is
nLv
Sopt = E'coPtp6 (25)
III. RESULTS AND DISCUSSION
Optimal charge distributions have enhanced binding electrostatics. The electro-
static optimization procedure was applied to select sets of barstar atomic charges. Atomic
positions and the dielectric boundary for barstar were taken from the X-ray crystal structure
of the complex as were the geometry and point-charge distribution for barnase. Optimiza-
tions were carried out with different sets of constraints on the atomic point charges, and
the results are listed in Table I. When actual (unoptimized) barstar point charges were used
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({Q }), the electrostatic binding free energy was computed to be unfavorable by about
14 kcal/mol. This reflects the observation made in a number of studies that most complexes
pay more in electrostatic dehydration penalty than is recovered in attractive electrostatic
interactions across the interface.1- 5 ,37, 6-1 2 The relatively small electrostatic free energy ef-
fect (+14 kcal/mol) for the relatively large amount of surface area buried in the complex
(803 and 878 A2 buried by barnase and barstar, respectively) is consistent with this be-
ing a tight-binding pair. The hydrophobic effect is sufficient to overcome the unfavorable
electrostatics and configurational, translational, and rotational entropy and drive binding.
In all optimizations the value of each barstar atomic point charge was restricted to the
range [-0.85,0.85]. When this was the only constraint applied and all 839 barstar atomic
charges in our model were optimized, the resulting charge distribution ({QPtl}), had an
electrostatic binding free energy of -6.1 kcal/mol. This value is favorable and represents a
computed enhancement of about 20 kcal/mol over wild type. When the backbone charges
were fixed at their standard values and only the 403 side chain atomic point charges were
allowed to vary, the computed optimum {Q2P.} had an electrostatic binding free energy of
-0.6 kcal/mol, which is 5.5 kcal/mol less stable than {Q'Pt'} but is still favorable. When
the further constraint was added that the total charge magnitude of each side chain be less
than or equal to 1.5, the resulting charge distribution ({QjPt }) had an electrostatic binding
free energy of -0.1 kcal/mol. These results show that charge optimization produces atomic
charge distributions with reasonable charge magnitudes and apparently extremely tight-
binding. Moreover, electrostatics can, in principle, have a net favorable effect on binding. 17
It is of interest to examine these charge distributions in greater detail to understand what
aspects of them are important and by what mechanisms such electrostatic enhancements
to binding are achieved.
Optimization produces enhanced intra- and intermolecular effects on binding.
Of fundamental interest are the mechanisms used by optimized ligand-charge distributions
to improve the balance of desolvation and interaction effects on binding. To examine this,
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the linearity of the continuum treatment was used to dissect the energetics. There are three
types of electrostatic terms that contribute to binding here: solvation, intramolecular (or
indirect), and intermolecular (or direct) interactions. 1 2,19 ,16 ,38 Solvation represents the loss
in electrostatic interaction of a functional group with solvent upon binding, and intermolec-
ular (or direct) terms represent screened coulombic interactions between a functional group
and the binding partner in the bound state. Intramolecular (or indirect) terms represent
electrostatic interactions between a functional group and other functional groups within
the same binding partner. Even if the geometry of the interaction is unaltered on binding,
an effect on the free energy of binding can be produced by differences in the amount of
solvent screening in the bound and unbound states. Generally the effect is to strengthen
intramolecular interactions on binding (be they favorable or unfavorable), and the effects
are largest when at least one of the functional groups is at the binding interface. It is a
striking result that these enhanced intramolecular interactions are computed to be signifi-
cant in many natural systems, and there is some experimental evidence for their importance
as well (see ref. 12).
The free energetic analysis for individual side chains of wild-type barstar and the side-
chain optimized charge distribution (opt3) binding to barnase is shown in Tables II and
III, respectively. The totals indicate that the optimum achieves binding enhancements
through a large dehydration penalty (AGsolv plus AGintra) that is more than offset through
a significantly larger improvement in intermolecular electrostatic interactions (AGinter).
Side chains making moderate and strong intermolecular as well as those making enhanced
intramolecular interactions (greater than one kcal/mol) are indicated in the Tables and in
Figure 2. The optimal charge distribution utilizes at least three mechanisms to improve
binding. There are enhanced intermolecular (direct) interactions (residues 33, 34, 37, 38, 42,
44, 45, 72, 74, 76, and 77), reduced desolvation (35 and 39) and new favorable intramolecular
(indirect) interactions (residues 41, 47, and 82). Strong direct intermolecular interactions
were achieved by the optimum through the involvement of more side chains at the interface
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as well as through a small number of more distant electrostatic interactions. Side chains
with enhanced intramolecular interactions generally lie just below the binding interface and
make attractive electrostatic interactions with side chains at the interface; these interactions
are largely screened by solvent in the unbound state but are enhanced on binding. Coupling
of effects is present. For instance, a number of residues have worse intramolecular binding
effects that are more than offset by improvements in desolvation or interaction.
Inventory of hydrogen-bonded contacts and ion pairs is only slightly increased
through optimization. Examination of individual interactions across the interface for
barstar and the {QPt3 } charge distribution reveals very similar types of interactions made
in both (Tables IV and V). Decreased polarity causes the optimum to remove somewhat
distant hydrogen bonds of Asn33 and Trp38 present in barstar. Increased polarity results
in a strengthening of interactions in which a barstar side chain provides the hydrogen-
bond acceptor. Finally, two new hydrogen-bond type of interactions are added. One is
between Arg59 of barnase and Glu76 of barstar through redistributing charge such that all
the atoms of the carboxylate bear a partial negative charge. The other is at most a weak
hydrogen bond, between Wat29 (an interfacial water molecule) and Trp38 of barstar. Three
ion pairing interactions remain similar in opt3, but are somewhat overpolarized relative
to the wild type. Additionally, one new ion pair is added, involving Arg59 of barnase
and negative charge density added to Gln72 of barstar. The enhanced binding affinity
of the optimum relative to the wild type cannot simply be attributed to increases in the
inventory of intermolecular interactions. The overpolarization and the new hydrogen bonds
are estimated to contribute -5.8 kcal/mol and the new ion pair -1.4 kcal/mol. This
is roughly half of the binding free energy improvement of opt3 over the wild type; the
remaining -7.1 kcal/mol comes from interactions from other side chains, which are not
involved in short-range electrostatic interactions across the interface. Taken together, these
results show that simple inventories of short-range interactions present in the bound state
neglect important contributions to binding energetics that can be responsible for many
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orders of magnitude in a binding constant.
Optimized binding electrostatics are not directly sensitive to total charge or
distant functional groups. The nominal charge on barnase is +1 and barstar is -6,
assuming unshifted pKa's at neutral pH. There is a general belief that complementarity is
enhanced for cases of oppositely charged binding partners, even though a number of natural
counterexamples exist.2 r,39 4 2 Here we show that the electrostatic binding free energy is
insensitive to the total molecular charge across a relatively broad range for the case of
barstar, in which there are many solvent exposed side chains distant from the binding
interface. Table VI gives the results of 3 further optimizations in which side chain atomic
charges were constrained to be in the range of [-0.85,0.85], backbone charges were fixed
at their ordinary values, and the total molecular charge of the optimum was constrained
to be -10, 0, or +10. The electrostatic binding free energy was essentially the same value
for each of these cases as that obtained when the total molecular charge was unconstrained
({Qj }). The total molecular charge constraint was met by distributing extra charge to
locations away from the interface and that had little effect on binding.
It can be shown that the binding free energy difference between an optimal and non-
optimal charge distribution binding to the same receptor with the same geometry is given
by,
AAG = (- QP t )T A (Q - QOPt) (26)2
where Q is the non-optimal and QOPt is the optimal charge distribution.1 4 '1 5 If all point
charges but one, Qk, are optimal, the binding free energy difference is,
AAGk = Akk(Qk - QoPt)2 (27
and Akk can be viewed as one measure of the sensitivity of the binding free energy to
deviations from optimal for charge Qk. It should be noted that Akk is a diagonal term in
the desolvation matrix and will be positive definite, largest for ligand point charges near
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the binding interface, and smaller for point charge locations away from the interface. In
actual practice multiple point-charge magnitudes will be non-optimal and coupling between
point charges will be affected by the entire row or column containing Akk. Such off diagonal
terms are especially small when Qk is solvent exposed in the unbound and bound ligand so
its electrostatic interactions are largely screened by solvent. To summarize, large values of
Akk are expected to indicate the importance of optimizing partial charge Qk; small values of
Akk may not signal the non-importance of optimizing Qk due to context-dependent effects,
but these effects should be minimal for solvent exposed ligand point charges away from the
binding site.
Figure 3A shows a ribbon drawing of barnase and a C, trace of the ligand barstar,
in which the radius of each barstar Co, atom represents the average Akk for that residue's
side-chain atoms. The largest values of Akk are at the binding interface. Figure 3B is
analogous, but the radius of each C, represents the r.m.s difference between {Qopt 2 } and
{Qopt 2 a} (the unconstrained optimization and that constrained to a total charge of -10) for
each side chain. The results show that the constraint was satisfied with very little change to
the locations with large Akk and the biggest changes generally at locations with very small
Akk values. As a further illustration of this principle, when all point charges in the barstar
ligand were fixed to their wild-type value and only side-chain point-charge locations with
Akk > 0.1 (138 atomic locations) were optimized in the range [-0.85,0.85], giving {Qo"*},
the electrostatic binding free energy is only 1.6 kcal/mol worse than {QPt2 }. Figure 4
emphasizes that atoms with small values of Akk tend to be the least restricted through
optimization. This is consistent with other studies that show that exposed charges away
from the binding interface tend to have negligible effects on the binding free energy.
Improvements through optimization are not parameter restricted. One concern
in applying a mathematical optimization procedure such as that employed here is that the
optimization may numerically fine-tune the interactions beyond our confidence in the param-
eters of the model. To test this, we computed electrostatic binding free energies for barstar
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binding to barnase using three different charge and radius parameter sets and compared
this to binding of the opti optimized charges (optimized with CHARMM PARAM19). The
results show binding enhancements of -20.3, -17.2, -15.1, and -10.6 kcal/mol with CHARMM
PARAM19, 2 4 OPLS (with 0.0 and 1.25 A for hydrogen atom radius; all other atomic radii
were taken as 2-5/6)43 and PARSE, 4 4 respectively. That a common optimized charge distri-
bution produced large binding enhancements when used in the context of other parameter
sets argues that much of the binding advantage is independent of numerical optimization
within a single set of parameters.
The use of complementary electrostatic potentials to assess binding interfaces.
A useful graphical representation of the electrostatic properties of a molecule is a plot of
the screened coulombic potential at the molecular surface. Such representations are very
common in reports of new macromolecular structures and can be conveniently computed
and displayed with software packages such as GRASP. 4 5 The images show the overall effect
of the pattern of polar and charged residues at the surface. Figures 5A and B show this
representation for the ligand barstar and also for the receptor barnase projected onto the
barstar surface for ease of comparison. While the surfaces are generally complementary
- barstar is predominantly blue and barnase is red - the detailed distributions do not
corrrespond well, particularly given that this is such a tight-binding complex.
However, unbound-state screened coulombic potentials could be unable to give a quali-
tative representation of electrostatic binding complementarity because they don't explicitly
consider the desolvation penalty and the intermolecular interactions recovered in the bound
state. We have previously proposed a measure of electrostatic complementarity based on
electrostatic optimization theory;15 the optimization condition can be expressed as,
A QOpt + B 0 (28)
which can be obtained from Eq. (18). It represents a pair of potentials, one due to the ligand-
charge distribution (Q QL) and one due to the receptor (B) that are equal in magnitude and
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opposite in sign throughout the ligand volume at an optimum. The first term is called the
ligand desolvation potential and represents the bound- minus the unbound-state potential
due only to the ligand-charge distribution; the second term is called the receptor interaction
potential and represents the bound-state potential due to the receptor-charge distribution.
These potentials are plotted at the barstar molecular surface in Figure 5C and D for actual
barnase and barstar (not one of the computed optima). The potentials are remarkably
complementary, with the pattern and intensity of blue and red being a near quantitative
match between the pair. Moreover, the most intense features of the figures are due to
residues implicated experimentally as being especially important to binding.46 For example,
the two most intense red regions in Figure 5C are from Asp35 and Asp39 of barstar, which
are buried at the binding interface and make a series of interactios with positively charged
side chains from barnase that are largely responsible for the corresponding intense blue
region in Figure 5D. These observations support the proposal that these potentials represent
a useful measure of electrostatic complement arity. Scripts for use with the GRASp45 program
to compute and display these potentials are available from http://mit.edu/tidor.
Relative optimization. An interesting feature of the potentials described above for assess-
ing electrostatic complementarity is that they are not symmetric. For instance, a difference
of potentials (bound minus unbound) is plotted for the ligand, whereas simply a single
potential is plotted for the receptor. Rather than being awkward, this reflects the fact that
different improvements are expected when the enzyme is fixed and the inhibitor is optimized
than when the inhibitor is fixed and the enzyme is optimized. Said another way, the enzyme
may be further from its optimum than is the ligand. In principle such a situation could arise
by chance, or it could be the result of different evolutionary pressures acting on each of the
binding partners. For the purpose of illustration, here we describe a relative optimization
analysis for barnase and barstar. Two measures were computed to judge which binding
partner is closer to its optimum (or in other words, is more complementary to its partner).
The first measure is simply to reverse the role of "ligand" and "receptor" and recompute
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the complementary potentials described above. These are shown in Figures 5E and F and
may be compared with Figures 5C and D. While both sets are quite complementary, parts
C and D are somewhat more complementary than parts E and F. This can be confirmed
numerically (the correlation coefficient computed over the ligand atom centers is -0.97 for
the former pair and -0.92 for the latter; perfect complementarity would be -1.00). The
second measure involves substantially more computation but is more accurate. The charge
distribution of barstar was fixed while that of barnase was optimized; comparison of en-
ergetic improvements was made to calculations carried out with barnase fixed and barstar
optimized. The results for a number of optimization procedures are given in Table VII. In
each case, optimization of barnase leads to greater binding enhancements than a similar
optimization carried out for barstar. Because barstar has fewer atom centers than barnase
in the model, care was taken to compare optimizations with the same number of variable
charges. Both measures suggest that barstar, the inhibitor, is closer to being optimized
for binding barnase than the other way around. This result is consistent with the known
functions of these proteins. Barstar is an inhibitor for barnase and its primary function is
presumably to fold and bind to barnase; it is reasonable to expect it to optimize binding
to barnase. On the other hand, barnase is an enzyme with its own catalytic role; optimal
binding to barstar is expected to be less of a priority. It should be noted that there must
be many other constraints and considerations on the role of these molecules, many of which
we may be unaware. Because of the need to rapidly and efficiently inhibit barnase, further
optimization of the kinetics of folding and binding of barstar are also logical.4 7 51
IV. CONCLUSION
Electrostatic optimization methods have been extended to deal efficiently with detailed
molecular geometries through numerical computation of the necessary free energetic terms.
Application to the barnase-barstar complex has revealed the predominance of a relatively
few barstar residues at the interface whose electrostatic charge distributions are computed
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to produce especially large effects on the binding free energy. Experiments involving muta-
tional analysis have implicated many of the same residues in binding. Analysis of optimized
charge distributions suggests three general mechanisms for enhancing the net electrostatic
effect on binding. First, improvements to the hydrogen-bond inventory across the inter-
face are valuable. This includes not only increasing the number of interactions through
the introduction of appropriately placed hydrogen-bond donors and acceptors, but also the
elimination of ligand interfacial polar groups that are inappropriately placed to make good-
geometry intermolecular interactions. Second, the enhancement of intramolecular electro-
static effects on binding through changes in solvent screening appears repeatedly in natural
complexes as well as in optima.1 6 ,12 ,38 19 This frequently takes the form of introducing polar
or charged ligand groups that interact favorably with interfacial ligand electrostatic groups.
Solvent screening in the unbound state attenuates the interaction, which is correspondingly
larger in the bound state due to displacement of high-dielectric solvent with low-dielectric
protein. This effect, whose importance has not generally been recognized, suggests that
attention must be focused intra- as well as intermolecularly in the analysis and design of
binding partners. Third, tuning of particular electrostatic groups can have significant ef-
fects on the overall electrostatic contribution to binding. While the details depend on the
geometry and charge distributions in the bound and unbound states, it is not yet possible
to see whether simple rules can be used to predict the appropriate polarity to place at a
site without carrying out a full calculation. The clear implication for combinatorial library
design is that a range of polarity should be sampled at electrostatically critical regions of
binding pockets. Further studies of electrostatic optimization, both theoretical and experi-
mental, will likely lead to both a focussing of these general guidelines as well as to a catalog
of particular functional-group motifs that are effective in enhancing electrostatic binding
contributions in a broad class of circumstances. A procedure for illustrating and evaluating
electrostatic complementarity is a direct result of charge-optimization theory. 4" This new
measure of charge complementarity clearly reveals compensatory electrostatics at binding
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interfaces, which had generally not been readily apparent using previous methods. Scripts
for computing and displaying this new measure with the GRASP4 computer program are
available at http://mit.edu/tidor. Our calculational analysis has shown that barstar is more
electrostatically optimized than barnase for binding in this complex, consistent with barnase
having at least one other major function, namely to catalyze the hydrolysis of RNA.
V. APPENDIX
A can be written as VAV- 1 where the columns of V are the nLv independent eigenvec-
tors {IY-} of A and A is a diagonal matrix with the corresponding eigenvalues {Ai} as its
diagonal entries. Then
Qopt = (AV- 1 ) 1B (29)
Qopt =VA 1 V 1B (30)
and with simple manipulations one can show that
Q pt = # 6 (31)
where
1
= -Ci (32)A i
and
C =V-1B (33)
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TABLES
TABLE I. Optimized charge distributions and energetics for barstar.a
Charge set {QLv} nLv Constraints AGbind (kcal/mol)
{Q7t} None 0 - 14.2
{QP"} All barstar charges 839 -0.85 < Qj < 0.85 -6.1
{QPt2 } Side chain charges 403 -0.85 < Qj < 0.85 -0.6
{Qot 3 } Side chain charges 403 -0.85 < Qj 0.85 ; -1.5 < QnC - 1.5 -0.1
a{Qf} is the unoptimized wild-type barstar charge distribution for comparison. The re-
maining three charge distributions represent optimizations the the indicated constraints.
{QLv} describes the set of variable ligand (barstar) charges in each optimization and nLv is
the number of charges in that set, while Q C is the total side-chain charge of the nth residue.
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TABLE II. Component analysis for the wild-type barstar binding barnase. a
Side chain AGoi, AGintra AGinter AGtotail Side chain AGsoiv AGintra AGinter AGtotai
0.02
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.01
0.00
0.00
0.00
0.04
0.00
0.00
0.00
0.00
0.00
0.02
0.01
0.96
0.01
0.00
0.09
1.65
0.00
13.30
0.00
0.00
0.83
11.76
0.00
0.00
0.57
0.00
0.01
-0.20
-0.02
0.00
0.00
0.00
0.00
0.00
0.01
0.00
0.00
0.00
0.00
0.00
0.00
0.02
0.00
-0.04
0.00
-0.01
0.00
-0.12
-0.05
0.06
0.00
0.00
0.00
-0.20
0.05
0.70
-0.05
0.00
-0.01
-0.47
0.00
-2.88
0.00
0.00
-0.02
1.86
0.00
0.00
0.49
0.00
0.09
0.41
0.07
0.00
0.00
0.00
0.00
0.00
-0.02
0.00
0.00
0.00
0.00
0.00
0.00
-0.01
0.00
0.26
0.00
0.03
0.00
-0.02
0.09
-0.15
0.00
0.00
0.00
0.47
-0.02
-2.81
0.23
0.00
0.08
-1.90
0.00
-24.49
0.00
0.00
-0.78
-27.58
0.00
0.00
-3.15
0.00
-0.17
0.24
0.04
0.00
0.00
0.00
0.00
0.00
-0.01
0.00
0.00
-0.01
0.00
0.00
0.00
0.01
0.00
0.23
0.00
0.02
0.00
-0.10
0.05
-0.09
0.00
0.00
0.00
0.29
0.04
-1.15
0.19
0.00
0.16
-0.72
0.00
-14.08
0.00
0.00
0.03
-13.96
0.00
0.00
-2.08
0.00
-0.07
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
Total
0.00
0.24
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.01
0.00
0.00
0.00
1.39
0.00
0.00
0.00
0.93
0.00
0.00
0.01
0.00
0.00
0.00
0.00
0.00
0.00
31.85
0.00
0.13
0.00
-0.02
0.00
0.00
0.00
0.02
0.00
-0.01
0.00
0.00
0.01
0.00
0.01
0.00
0.00
0.00
0.00
0.00
0.00
0.04
0.00
0.00
0.00
-0.03
0.00
0.00
-0.06
0.26
0.00
-0.11
0.00
0.55
0.00
0.00
0.13
0.00
-0.01
0.00
0.00
0.00
0.00
0.11
0.00
-0.96
-0.08
0.04
0.00
0.00
0.00
-0.06
-0.01
0.03
0.00
0.00
-0.03
0.01
-0.01
0.01
0.00
0.00
0.00
0.00
0.00
-0.14
-0.04
0.00
0.00
0.22
0.00
0.00
0.20
-6.95
0.00
0.21
0.00
-1.90
0.00
0.00
-0.26
0.00
0.02
0.00
0.00
0.00
0.00
-69.15
0.00
-0.59
-0.08
0.03
0.00
0.00
0.00
-0.04
-0.01
0.02
0.00
0.00
-0.02
0.00
-0.01
0.00
0.00
0.00
0.00
0.00
0.00
-0.10
-0.04
0.00
0.00
0.19
0.00
0.00
0.14
-5.30
0.00
0.11
0.00
-0.42
0.00
0.00
-0.12
0.00
0.01
0.00
0.00
0.00
0.00
-37.20
aAGsOiv is the desolvation penalty for the side chain atoms of the indicated residue, AGintra
is the intramolecular (indirect) contribution for the indicated side chain with the remainder
of barstar, and AGinter is the intermolecular (direct) electrostatic interaction between the in-
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dicated side chain and barnase. AGotal is the sum of the contributions. A barstar backbone
contribution of -0.71 kcal/mol and a barnase dehydration contribution of 52.1 kcal/mol is
to be added to the final AGtotai to give the total electrostatic binding free energy. Bold and
italic indicate favorable and unfavorable contributions, respectively, of magnitude exceeding
1 kcal/mol.
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TABLE III. Component analysis for the optimal charge distribution ({QoPt 3 }).a
Side chain AGso0 1 AGintra AGinter AGtotai Side chain AGsoi AGintra AGinter AGtotai
a All AG values are in kcal/mol. AG,0 Iv is the desolvation penalty for the side chain
atoms of the indicated residues, AGintra is the intramolecular (indirect) contribution for
the indicated side chain with the remainder of barstar, and AGinter is the intermolecular
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0.08
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.01
0.05
0.00
0.02
0.54
0.03
0.00
0.00
0.10
0.01
0.00
0.05
0.02
0.03
0.13
0.05
0.81
0.49
0.00
0.11
0.59
0.34
11.93
0.00
0.93
2.23
10.06
0.04
0.23
2.59
0.00
0.54
0.58
0.01
0.04
0.00
-0.02
0.00
0.00
0.00
0.00
-0.01
0.00
0.00
-0.01
-0.18
0.00
-0.07
-0.04
0.03
-0.01
-0.07
0.08
0.07
0.03
0.52
0.15
-0.56
-0.55
-0.05
-0.02
-0.74
0.00
-0.19
-0.70
0.08
-2.42
0.02
0.47
0.87
2.20
0.37
-1.92
1.72
0.00
0.39
-1.22
-0.01
-0.08
-0.01
0.05
0.00
0.00
0.00
0.00
0.03
0.00
0.00
0.04
0.07
0.00
0.31
0.62
0.00
0.02
0.20
-0.56
-0.16
-0.08
-1.19
-0.28
0.84
0.92
-0.03
-1.80
1.34
0.00
0.07
-1.35
-1.57
-23.81
0.01
-4.34
-6.67
-24.98
-0.86
3.46
-8.75
0.00
-2.05
-0.56
-0.01
-0.04
0.00
0.03
0.00
0.00
0.00
0.00
0.03
0.00
0.00
0.04
-0.05
0.01
0.26
1.12
0.06
0.01
0.14
-0.38
-0.08
-0.05
-0.63
-0.12
0.31
0.49
-0.04
-1.01
1.09
0.00
-0.01
-1.46
-1.15
-14.30
0.03
-2.94
-3.57
-12.72
-0.46
1.77
-4.44
0.00
-1.11
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
Total
0.45
0.48
0.33
0.04
0.12
0.00
0.00
0.00
0.01
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.01
0.00
0.00
0.01
0.17
0.19
0.00
0.44
0.26
0.10
0.01
4.92
0.18
0.00
0.01
0.33
0.00
0.17
0.04
0.00
0.00
0.00
0.00
0.00
0.00
40.29
1.78
0.50
-1.97
0.24
0.94
0.01
0.07
0.00
-0.16
0.00
0.00
-0.05
0.00
0.00
-0.01
-0.01
0.00
0.00
0.03
0.00
-0.01
-0.08
-0.12
-0.37
-0.05
0.29
-0.76
0.76
0.25
1.01
1.19
-0.06
0.25
0.91
0.00
-1.07
-0.39
0.05
-0.02
0.05
0.00
-0.01
0.00
3.27
-4.08
-1.96
2.75
-0.55
-1.97
-0.02
-0.16
0.00
0.43
0.00
0.00
0.14
0.01
0.00
0.05
0.04
0.00
0.00
0.01
0.00
0.06
0.22
0.08
1.04
0.12
-1.99
1.02
-1.95
-0.57
-12.30
-2.73
0.10
-0.53
-2.30
0.00
1.46
0.53
-0.10
0.04
-0.10
0.00
0.01
0.00
-95.02
-1.85
-0.98
1.11
-0.26
-0.92
-0.01
-0.09
0.00
0.28
0.00
0.00
0.09
0.01
0.00
0.04
0.03
0.00
0.00
0.04
0.00
0.04
0.14
0.13
0.86
0.07
-1.25
0.52
-1.09
-0.31
-6.36
-1.36
0.03
-0.27
-1.06
0.00
0.56
0.18
-0.05
0.02
-0.05
0.00
0.01
0.00
-51.46
(direct) electrostatic interaction between the indicated side chain and barnase. AGtotai
is the sum of the contributions. A barstar backbone contribution of -0.71 kcal/mol and
a barnase dehydration contribution of 52.1 kcal/mol is to be added to the final AGtotal
to give the total electrostatic binding free energy. Bold and italic indicate favorable and
unfavorable contributions, respectively, of magnitude exceeding 1 kcal/mol.
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TABLE IV. Ion pairs in wild-type and optimized (opt3) charge distribution.
Ion pair Distance (A) Optimal Charges of barstar side chain
residue charge Atom Qt QP
Asp39b* Arg83bn 1.6 -0.69 CB -0.16 -0.36
Arg87bn 1.9 CG 0.36 0.44
Lys27bn 3.9 OD1 -0.60 -0.65
OD2 -0.60 -0.85
Glu76b* Arg59bn 2.1 -1.15 CB 0.00 0.45
CG -0.16 0.85
CD 0.36 -0.85
OEl -0.60 -0.75
OE2 -0.60 -0.85
Asp35b* Lys62bn 4.6 -0.90 CB -0.16 -0.20
CG 0.36 0.85
OD1 -0.60 -0.79
OD2 -0.60 -0.75
Gln72b* Arg59bn 4.8 -1.50 CB 0.00 0.49
CG 0.00 -0.53
CD 0.55 -0.85
OE1 -0.55 0.08
NE2 -0.60 -0.69
HE21 0.30 -0.85
HE22 0.30 0.85
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TABLE V. Hydrogen bonds in wild-type and optimized (opt3) charge distribution.
Donor Charge Acceptor Charge Distance(A)
Residue Atom Qft QfPt3  Residue Atom QZt QOPt_
Lys27bn HZ1 0.35 Thr42b* OG1 -0.65 -0.85 1.94
Arg59bn H 0.25 Asp35b* ODI -0.60 -0.79 1.98
Arg59bn HH22 0.35 Glu76b* OE1 -0.60 -0.75 2.07
Glu60bn H 0.25 Asp35b* OD2 -0.60 -0.75 2.45
Arg83bn HH11 0.35 Gly43b* 0 -0.55 2.11
Arg83bn HH12 0.35 Asp39b* ODI -0.60 -0.65 2.11
Arg83bn HH12 0.35 Asp39b* 0 -0.55 2.93
Arg83bn HH21 0.35 Asp39b* OD1 -0.60 -0.65 1.58
Arg87bn HH21 0.35 Asp39b* OD2 -0.60 -0.85 1.94
His102bn HE2 0.30 Asp39b* OD2 -0.60 -0.85 1.84
Tyr29b* HH 0.40 0.30 Arg83bn 0 -0.55 1.88
Gly31b* H 0.25 His102bn ND1 -0.40 2.12
Asn33b* HD22 0.30 0.09 His102bn 0 -0.55 2.29
Leu34b* H 0.25 Glu60bn OE2 -0.60 1.86
Trp38b* HE1 0.30 0.04 Wat48bn OH2 -0.834 2.45
Trp38b* HEl 0.30 0.04 Wat56bn OH2 -0.834 2.63
Trp38b* HEl 0.30 0.04 Wat60bn OH2 -0.834 2.90
Watl4bn H2 0.417 Asp35b* 0 -0.55 2.17
Wat22bn H2 0.417 Asp35b* OD2 -0.60 -0.75 1.87
Wat29bn H2 0.417 Asp35b* OD1 -0.60 -0.79 1.86
Wat33bn H1 0.417 Asp39b* ODI -0.60 -0.65 2.29
Wat36bn H1 0.417 Val45b* 0 -0.55 2.39
Wat36bn H2 0.417 Val45b* 0 -0.55 2.14
Wat128bn H2 0.417 Asp35b* OD2 -0.60 -0.75 1.97
Wat155bn H2 0.417 Gly43b* 0 -0.55 1.97
Arg59bn HH12 0.35 Glu76b* CD 0.36 -0.85 2.24
Wat29bn HI 0.417 Trp38b* CB 0.00 -0.24 2.93
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TABLE VI. Dependence of electrostatic binding free energy on total charge.
Charge set Total charge AGbind (kcal/mol)
{QOPt 2 } -0.3a -0.56
{Qopt 2 a} -10.0 -0.52
{Qopt2b} 0.0 -0.56
{Qopt 2c} 10.0 -0.52
a Opt2 had no constraint on the total charge. The remaining charge sets had the total
charge constrained to the listed values.
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TABLE VII. Improvement in AGbind: A comparison between barnase and barstar optimization
Degree of freedom(Constraints)a
All charges
Side chain charge
Side chain charge; -1.5 Esidechain Qi < 1.5
Side chain charges with Akk > 0.1
100 side chain charges with the greatest Akk
200 side chain charges with the greatest Akk
300 side chain charges with the greatest Akk
Barnase optimization
nLv AAGbid b
1071 -30.8
533 -27.9
533 -27.0
179 -25.9
100 -21.4
200 -26.5
300 -27.8
Barstar
nLv
839
403
403
138
100
200
300
optimization
AAGbindb
-20.3
-14.8
-14.3
-13.3
-12.0
-14.6
-14.8
a The constraints are on top of the individual charge range constraint -0.85< Qj < 0.85.
bAAGbind is the improvement of the optimized charge distribution over wild type in
kcal/mol.
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FIGURES
FIG. 1. Ribbon drawing of the bound structure of barnase (blue) and barstar (yellow) with bound
water molecules (gray). Side chains found to be important for binding in mutagenesis experiments
are highlighted.
FIG. 2. Ribbon drawing of the bound structure of barnase (blue) and barstar (yellow), high-
lighting barstar side chains with AGinter more than 1 kcal/mol for the {Qwt} (A) and {QOPt'} (B)
and side chains with AGintra more than 1 kcal/mol for the {Qwt} (C) and {QOPt3 } (D)
FIG. 3. Ribbon drawing of barnase and a C, trace of the ligand barstar, in which the radius of
each barstar Ca atom represents the average Akk for that residue's side-chain atoms (A) and the
r.m.s difference between {QoPt2 } and {Qopt 2 a} (the unconstrained optimization and that constrained
to a total charge of -10) (B).
FIG. 4. Scatter plot of the Aii versus the difference between Qopt2 and Qopt2 r (AQi). Only
charges with small Aii have significant AQi.
FIG. 5. Potential plots displayed using GRASP: screened coulombic potential for barstar (A)
and barnase (B) on barstar's molecular surface, barstar's desolvation potential (C) and interaction
potential (D) on barstar's molecular surface, barnase's desolvation potential (E) and interaction
potential (F) on barnase's molecular surface.
92
Figure 1
93
7 ?
Figure 2A
94
:A
Figure 2B
95
Figure 2C
96
!U
Figure 2D
97
A
Figure 3A
I
98
Figure 3B
p
99
V
Figure 4
-2 -1.5 -1 -0.5 0
AQi
0.5 1 1.5
100
35
30
25
20
Asi
15
10
5
0
- -
- -
2
Figure 5A
Figure 5B
101
Figure 5C
Figure 5D
102
Figure 5E
Figure 5F
103
Chapter V
Protein-Protein Electrostatic Recognition:
Barstar Is Optimized for Tight-Binding to
Barnase
Abstract
A novel method for computing ligand-charge distributions that optimize the
electrostatic binding free energy has been applied to the small ribonuclease
barnase and the results compared to the enzyme's natural inhibitor, the pro-
tein barstar. Previous studies have shown that electrostatic steering enhances
the kinetic binding rate between these two proteins. Here we present evi-
dence that barstar's electrostatics are also thermodynamically optimized for
binding to barnase. Specifically, we found a group of residues important and
optimized for tight-binding to barnase, which overlap substantially with those
found important in fast-binding of the complex. Taken together, these results
show that a limited set of side chains can be co-optimized for both kinetic and
thermodynamic aspects of binding.
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Electrostatic interactions are important in molecular binding and recognition. Analysis
of atomic-resolution structures has shown that protein-protein interfaces are rich in polar
and charged groups and that these groups generally make compensating hydrogen-bond
interactions.1 Nevertheless, the role of these electrostatic groups remains unclear. Previ-
ously it was thought that electrostatic interactions are strongly stabilizing due both to the
obvious screened coulombic attraction and to the substantial reduction in stability that
accompanies removal of part of a hydrogen-bonded network. 2-5 However, there is now a
growing consensus that electrostatic interactions do not contribute strongly to affinity due
to large desolvation penalties incurred by charged and polar groups on binding; 6- 12 however,
electrostatic effects are likely to enhance specificity.6 ,1 3- 21 To understand better the nature
of binding electrostatics, we have developed an algorithm to design ligand-charge distri-
butions that optimize the electrostatic binding free energy. The ligand-charge distribution
is constructed to explicitly optimize the balance between unfavorable ligand-desolvation
penalty (which is quadratic in ligand-charge distribution) and favorable interactions (which
is linear in ligand-charge distribution) made with a fixed receptor.
Here we apply this procedure to investigate electrostatic interactions in the barnase-
barstar protein complex, which is extremely tight-binding (Kd ~ 10-14)22 with many salt
bridges and hydrogen bonds at the interface. 23 Mutational studies have implicated charged
interfacial residues as large contributors to the thermodynamics of binding.24 In addition,
experimental and theoretical investigations have shown the importance of electrostatic steer-
ing in achieving rapid binding kinetics in this system. 25- 30 In the present work, the focus
is on the binding thermodynamics. In this report we show that only a small number of
barstar side chain positions at the interface are electrostatically critical to binding. The
side chain at each of these positions in the wild-type barstar matches the charge computed
through optimization; moreover the detailed charge distributions are remarkably similar
between actual and optimal for the most critical positions. These results indicate that
barstar is very well optimized for tight binding given that the residues have to be common
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amino acids. The side chains that are important and optimized for binding thermodynamics
overlap substantially with those that are important for rapid binding kinetics.
Individual side chains of barstar, each constrained to have a total side chain charge of
either -le, Oe, or +1e, were electrostatically optimized for tight binding to barnase. The
atomic point charge values were contrained to the range -0.85e to +0.85e. Each side chain
was individually optimized, except for alanine and glycine side chains (glycine contains no
side chain atoms in the polar hydrogen model used here, and alanine has only one side chain
atom and so could not simultaneously satisfy the unit charge constraints and the atomic
constraint) and residues 58, 60, 64, and 65 (missing side chain atoms in the X-ray crystal
structure).2 3 The results are illustrated in Figure 1 and are expressed as enhancements
in the binding free energy over wild type computed for each optimization. Optimization
leads only to relatively small improvement (less than one kcal/mol) for all but three of the
side chains (Trp38, Gln72, and Glu78, discussed below). Moreover, the computed affinity
is surprisingly insensitive to the total charge of most side chains. The exceptions, those
most sensitive, are Asn33, Asp35, Trp38, Asp39, Thr42, Val73, and Glu76. It is rather
remarkable that the optimized total charge computed for these seven side chains matches
the actual total charge in barstar in each case.
Experimental studies have shown many of the sensitive side chains to be important
in binding. The two most senstive sites, Asp35 and Asp39, are found to be especially
important experimentally; Trp38, Thr42, and Glu76 are also important, but less sensitive
to mutation. The remaining two positions, Asn33 and Val73, appear not to have been
tested in mutagenesis studies.2 4 Here we note that the senstivity of a site to mutation is
not necessarily the same as its contribution to binding affinity. We have previously shown
that this sensitivity correlates with the desolvation of a side chain upon binding, which only
depends on the receptor binding geometry and not its charge distribution, but the affinity
contribution of a side chain depends also on the charges.3 1 However, using the definition for
contribution described by Hendsch & Tidor, 32 we found that these two sets of side chains
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overlap. Specifically, Asp35, Asp39, and Glu76 are major contributors, while Tyr29 and
Thr42 contribute to a lesser extent.
The view afforded by these studies is that the binding interface consists of a small num-
ber of "hot spots" that are most sensitive in affecting the binding free energy. This scenerio
of binding is similar to that resulting from the thorough alanine mutagensis experiments of
Clackson & Wells, who found that only a small set of contact residues in a hormone-receptor
interface maintains binding affinity.3 3 Here the hot spots are Asp35 and Asp39, and to a
lesser extent, the rest of the seven most sensitive residues. These residues are shown in Fig-
ure 2 and do not cover the whole region buried at the binding interface. The computations
here focus exclusively on electrostatic sensitvity to binding; alanine scanning mutagensis in-
cludes electrostatic and hydrophobic effects, the latter of which can be especially significant
for larger side chains.
Comparison of the detailed charge distributions for each optimum with its wild-type
values (in the CHARMM19 parameter set)3 4 reveals remarkable similarity for the charged
side chains, especially Asp35 and Asp39, good similarity for the polar side chains Thr42
and Asn33, and rather poor similiarity for the hydrophobic side chains, Trp38 and Val73
(Table I). Moreover, the differences beween actual and optimal charge distributions result
in only small (less than one kcal/mol) improvements in computed binding free energy for
most of the charge-sensitive positions. This is direct evidence that wild-type charges of
barstar are very well optimized for binding barnase, especially at the critical residues. Two
exceptions (Trp38 and Glu76) and a third side chain (Gln72), identified from Figure 1
because optimization leads to a binding enhancement of over 1 kcal/mol, are the most
underoptimzed residues and will be discussed next.
The most underoptimized residues, Trp38, Gln72, and Glu76, with -2.20, -1.04, and
-1.84 kcal/mol improvement through optimization, might be thought of as potential sites
for mutations to enhance binding affinity. To investigate this possibility, we computed the
effects of single mutations in these side chains to all polar and charged residues. The optimal
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charge distribution for residue 76 has a total side-chain charge of -1, the same as wild type;
constraining the total charge to 0 gave rise to an optimal charge distribution with unchanged
electrostatic binding free energy while the optimum achievable with total charge of +1 was
3.2 kcal/mol worse than wild type. Our mutation computation results are consistent with
this; while all mutations of this site produced increased electrostatic binding free energy,
the increase was most severe for the mutations to Arg or Lys. Mutation to Asp, the only
other negatively charged amino acid, did not result in more favorable binding electrostatics.
Although a set of optimal charges could be found from electrostatic optimization to improve
binding affinity, it could not be readily incorporated into the 20 amino acids. That is, given
the natural amino acids, Glu appears the optimal choice residue 76.
Next, the optimal charge distribution for residue 72 carries a negatve unit charge and is
0.2 kcal/mol better than the neutral optimum. A mutation of Gln72 to Glu or Asp resulted
in about the same computed binding free energy as the wild type, both electrostatic and
non-electrostatic, while other mutations yielded worse binding affinity. The optimum for
Trp38 is neutral and 0.2 kcal/mol better than the negative optimum. We found a handful of
mutations that improved binding electrostatics. However, because Trp has a large side chain,
the mutated structures lost more non-electrostatic (hydrophobic) binding affinity than they
gained in electrostatic. Although we found no single mutation to enhance binding, it might
be possible to carry out double or triple mutations that include Trp38 and neighboring sites
to compensate for size.
Whereas the calculations described above were carried out by locally optimizing each
side chain individually with all others constant, when full optimization is carried out on all
side chains simultaneously, a similar picture emerges. We carried out the full optimization
with each side chain charge constrained to between -1.5e and 1.5e and then reduced each
side chain's total charge to the nearest integer in the optimum. Again, the results show an
exact match in overall side chain charge with those of barstar for the side chains important
in binding electrostatics, and the calculated charge distributions are close to those obtained
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by single side chain optimization.
We have shown that barstar is extraordinarily well optimized electrostatically for bind-
ing barnase given the backbone fold; with the contraint of selecting from the natural amino
acids, there is no straight-forward way to improve even the most underoptimized sites
(though combinatorial mutagenesis involving Trp38 and its neighbors appears a good pos-
sibility.) The results presented here confirm experimental studies involving mutagenesis to
identify residues important for binding. Our work goes beyond previous studies in showing
that residues that are important are electrostatically optimized. To our knowledge this is
the first demonstration that nature has made binding interfaces in which optimization of
the balance of desolvation and interaction is a major consideration. It will be important
to see the extent of electrostatic optimization present in weaker binding complexes, though
we expect it to be less. We note that in other work, we have shown that further tuning
of barstar electrostatics, beyond what is available with the 20 common amino acids, is
computed to result in substantial binding enhancements.3 1
Although the present work is on the thermodymics of binding, the results have implica-
tions in the wider context of binding kinetics. The side chains identified here to be important
and optimized for binding overlap with the four negatively charged residues (Asp35, Asp39,
Glu76, and Glu8O) that when mutated to Ala reduced the association rate constant by two-
fold and increased the dissociation rate constant from five orders of magnitude for Asp39
to no significant change for Glu8O. 26 We thus see a common subset of residues (Asp35,
Asp39 and Glu76) that are important and optimized for both binding thermodynamics and
kinetics. Indeed, it is likely that similar electrostatic effects are responsible for both.
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Methods
Electrostatic optimization
The electrostatic free energy of binding is the difference between the electrostatic free
energy in the bound and unbound state. Here only the charges of a ligand side chain
(denoted by {QLv}) were variable subject to optimization, while the rest were fixed. It has
been shown that AGbind can be written as a function of {QLv} as follows,
AGbd -Lv T +-,( A Lv) + (QLv) (1)A~in =2 Q~ A~ Q Q BI
where A, B, and C are independent of {QFv}, but depend on the geometry, the fixed
ligand charges, and the receptor charges. 3 ',36 ,3 1 The matrix element Aij is the difference
in potential at the position of QFv in the bound and unbound states when Qgv is set to
a unit charge and all other charges are set to zero. The vector component Bi is the sum
of potential at the position of Qi when the receptor is charged as well as the difference in
potential when the fixed ligand charges are charged in the bound and unbound state. C is
the sum of three terms: the desolvation energy of the receptor, the desolvation energy of
the ligand when only the fixed ligand charges are charged, and the interaction between the
fixed ligand charges and the receptor. All of these coefficients were calculated by solving
the linearized Poisson-Boltzmann equation using the computer program DELPHI and the
CHARMM PARAM19 parameter set3 4 for charges and radii.3 7 39 The reader is referred to ref.
31 for the details of the DELPHI calculations and ref. 40 for the preparation of the protein
structure used in these computations. Eq. (1), together with the constraints on individual
charges and the total side-chain charge, was solved with the computer program LOQO. 41
Mutation computations
To construct the mutated bound structure, rotamers from the Dunbrack and Karplus
backbone-dependent rotamer library were used as initial structures. 42 Each structure was
minimized using CHARMM. 3 4 The minimized structure was used both in the bound and
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unbound states. Electrostatic contribution to the binding free energy was calculated with
DELPHI, while the non-electrostatic with CHARMM.
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TABLES
TABLE I. Comparison of wild-type (wt) and optimized (opt) side-chain atomic charge values.a
Asp35
opt
wt
Asp39
opt
wt
Glu76
opt
wt
Thr42
opt
wt
Asn33
opt
wt
Val73
opt
wt
Trp38
opt
wt
CB
0.08
-0.16
CB
-0.05
-0.16
CB
0.46
0.00
CB
0.27
0.25
CB
0.21
0.00
CB
0.85
0.00
CB
0.27
0.00
CG
0.50
0.36
CG
0.85
0.36
CG
0.85
-0.16
OG1
-0.85
-0.65
CG
-0.33
0.55
CG1
-0.46
0.00
CG
-0.66
-0.03
OD1
-0.72
-0.60
ODI
-0.85
-0.60
CD
-0.85
0.36
HG1
0.33
0.40
ODI
-0.09
-0.55
CG2
-0.39
0.00
CD2
-0.78
0.10
OD2
-0.85
-0.60
OD2
-0.78
-0.60
OE1
-0.85
-0.60
CG2
0.25
0.00
ND2
0.09
-0.60
CE2
-0.43
-0.04
OE2
-0.61
-0.60
HD21
0.01
0.30
CE3
0.62
-0.03
HD22
0.11
0.30
CD1
0.67
0.06
NEI
0.04
-0.36
HE2
0.06
0.30
CZ2
0.37
0.00
CZ3
-0.85
0.00
CH2
0.67
0.00
Gln72 CB CG CD OE1 NE2 HE21 HE22
opt -0.67 -0.85 0.85 0.85 -0.18 -0.85 0.85
wt 0.00 0.00 0.55 -0.55 -0.60 0.30 0.30
'All charge magnitudes are in units of the magnitude of charge on the electron, e.
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FIGURES
FIG. 1. Enhancements in the binding free energy for barnase to barstar computed in individual
optimizations of each side chain with the total side chain charge constrained to be neutral, +le, or
-1 e.
FIG. 2. Space-filling model of barstar side chains at binding interface to barnase. Light color
indicates little or no sensitivity to overall side chain charge; dark color indicates the seven residues
with strong sensitivity to side chain charge.
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Chapter VI
General Conclusion
The present work might be seen as an attempt to apply physics to an important biological
mechanism, namely the noncovalent binding of two biomolecules. Biological systems, as
complex as they are, obey the same laws of physics as simpler matters. Although the
fundamental physical laws now known more than cover that required for biological processes,
understanding of much of biology in terms of physics remains a challenge. Due to the large
number of non-trivially interacting particles that make up a biological sytem, a direct
application of basic equations from physics is often not possible. Approximate theories and
models that capture the essence of the aspects of interests are needed, and in the last few
decades, many useful theoretical and computational models have emerged. An example is
the continuum electrostatic model for biomolecules in aqueous environment which is both
efficient and accurate in calculating electrostatic free energy.
We adopted the continuum model for calculating the electrostatic binding free energy
and wrote a quadratic equation relating the electrostatic binding free energy and the charge
distribution of one molecule (the ligand) given that of the other (the receptor) is known.
The electrostatic binding free energy was then minimized to find an optimal ligand-charge
distribution. While the electrostatic optimization scheme has been derived in the basic
continuum model described by the linearized Poisson-Boltzmann equation, it is applicable
to general linear response models, where the dependence on charges is linear for electrostatic
potential and quadratic for electrostatic free energy. This is noted because the on-going
efforts to derive more efficient continuum models to replace the Poisson-Boltzmann equation
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may bring about a faster way for calculating the electrostatic free energy, but electrostatic
optimization will likely remain applicable. For examples, new models in the spirit of the
generalized Born model are generally linear response models. In fact, given the accuracy of
linear response models for biomolecular systems, linear response is likely to remain in use.
Application of the electrostatic optimization method to the barnase-barstar protein
complex demonstrates its ready application in real biomolecular systems. We have seen
its scope of use both as a tool to understand the degree of optimality of electrostatic
interactions in natural complexes and as a guide for designing more favorable interactions.
In the barnase-barstar study, we found that the wild-type barstar is very well optimized
given that the residues have to come from the set of 20 common amino acids, but in the
laboratory, where chemical compounds can be made not bound by this limitation, tighter-
binding ligands could be found to inhibit the binding site. This study is just one of the
first examples in using electrostatic optimization to investigate a diverse range of problems.
For instance, it has been applied to study the catalytic mechanism of glutaminyl-tRNA
synthetase, which plays a key role in protein synthesis. Electrostatic optimization is also
being incorporated into rational drug design, while its by-product, a measure of electrostatic
complementarity, is being developed to analyse genomic data. It is hoped that the use of
the electrostatic optimization scheme presented here will help lead to greater understanding
of the principles underlying molecular binding and better formulation of molecular design
methodology.
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Abstract: Recent evidence suggests that the net effect of electro-
statics is generally to destabilize protein binding due to large de-
solvation penalties. A novel method for computing ligand-charge
distributions that optimize the tradeoff between ligand desolvation
penalty and favorable interactions with a binding site has been
applied to a model for barnase. The result is a ligand-charge dis-
tribution with a favorable electrostatic contribution to binding due,
in part, to ligand point charges whose direct interaction with the
binding site is unfavorable, but which make strong intra-molecular
interactions that are uncloaked on binding and thus act to lessen
the ligand desolvation penalty. '
Keywords: continuum electrostatics; electrostatic complement; pro-
tein binding; rational ligand design
The relative strengths of interactions involved in protein folding
and binding are of fundamental importance for our understanding
of these processes and for our ability to design modified or novel
proteins and tight-binding ligands. Recent theoretical (Hendsch &
Tidor, 1994; Yang & Honig, 1995; Wang et al., 1996) and exper-
imental (Waldburger et al., 1995; Wimley et al., 1996) studies have
emphasized the large electrostatic desolvation penalty due to polar
and charged groups incurred in protein folding and have led to the
realization that the desolvation penalty is not generally recovered
in favorable interactions created in the folded state (although ex-
ceptions have been noted: Hendsch & Tidor, 1994; Lounnas &
Wade, 1997; and, in the context of binding, Xu et al., 1997). For
example, Sauer and co-workers replaced a triad of hydrogen-
bonded, salt bridging groups with hydrophobic groups (which pay
essentially no electrostatic desolvation penalty but recover negli-
gible electrostatic interactions on folding) in Arc repressor and
measured enhanced stabilities of 1-21 kcal/mol per monomer (Wald-
burger et al.. 1995). Although electrostatic interactions may not
generally contribute to stability, they are likely to have a substan-
Reprint requests to: Bruce Tidor. Department of Chemistry, Room 6-135.
Massachusetts Institute of Technology, Cambridge, Massachusetts 02139-
4307: e-mail: tidor@mit.edu.
tial effect on specificity due to the cost of burying but not com-
pensating polar or charged groups (Tanford et al., 1960: Paul.
1982; Hendsch & Tidor, 1994). Similar results are emerging for
protein binding as well. Calculations for a number of protein com-
plexes show that the net effect of electrostatic interactions is gen-
erally to destabilize the docking of two pre-conformed molecules
(Novotny & Sharp, 1992; Misra et al., 1994a. 1994b; Sharp. 1996:
Shen & Wendoloski, 1996; Bruccoleri et al., 1997; Novotny et al..
1997). This raises the important question of whether it is possible
to design a binding partner for a given site such that the electro-
static contribution to binding is favorable. Here we utilize a re-
cently introduced electrostatic optimization strategy to address this
question (Lee & Tidor, 1997).
We have developed a scheme (outlined in Fig. 1) to optimize the
electrostatic component of the binding free energy within the con-
tinuum model (Lee & Tidor, 1997). When a ligand binds to a
receptor, there are two competing forces: the desolvation or de-
hydration penalty (the loss of favorable interaction between each
molecule and the solvent) acts against the favorable interaction
between the two molecules. Viewing the charge distribution of the
receptor as fixed and that of the ligand as variable, the unfavorable
ligand dehydration penalty increases with the square of the ligand-
charge distribution, whereas the favorable interactions increase
only linearly. This results in the existence of an optimal charge
distribution that represents the most favorable tradeoff of dehydra-
tion and interaction. For the special case in which the ligand and
the complex can be considered spherical regions of low dielectric
embedded in a higher dielectric solvent, we represent the ligand-
charge distribution by a set of variable multipoles whose values are
chosen to minimize the electrostatic binding free energy. The mono-
pole component (i.e., the total ligand charge) may either be vari-
able or constrained (e.g., to an integer) to facilitate subsequent
molecular construction (Lee & Tidor, 1997).
We have applied this method to the small bacterial ribonuclease
from Bacillus amyloliquefaciens, barnase. The point-charge distri-
bution from barnase was used for the receptor. and locations for the
docking of a series of spherical low-dielectric ligands (of radius 8,
10, and 11 A) were chosen using molecular graphics. The bound
complexes were modeled using the point-charge representation for
barnase, the variable multipole distribution for the ligand. and a
31-A radius spherical dielectric boundary.
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If Coulomb's law interactions between ligand and
receptor were the dominant electrostatic effect, then
tight-binding ligands would be constructed with very
large charges to compensate charges in the active
site. For instance, the ligand with charge of -7
would bind better than that with -2, which would
bind better than that with -1.
Because ligands pay a large desolvation penalty
that increases as the square of the charge (q2),
highly charged ligands are not necessarily tight
binders. In fact, because the favorable interaction
is only linear in the charge (q), the net contribution
to the binding energy as a function of ligand charge
is a shifted parabola with a minimum (optimal) bind-
ing energy indicated by the arrow.
The primary methodological advance applied here
is the development of a technique to solve for the
optimal ligand charge distribution - that is, the
charge distribution resulting in the most favorable
electrostatic contribution to binding - given an
arbitrary receptor shape and charge distribution(indicated by the blue region and red symbols,
respectively).
For a spherical ligand, this can be achieved by
using an arbitrary set of multipoles to represent any
ligand charge distribution and solving for that set of
multipoles that minimizes the electrostatic contribu-
tion to binding. The multipoles describe the total
charge, dipolar terms, quadrupolar terms, etc. of the
charge distribution.
The theory has been developed and implemented
for the special case in which the ligand and the
complex are perfect spheres. Work is currently
under way to extend the methodology to arbitrarily
shaped ligands and complexes.
Fig. 1. Rationale for electrostatic optimization.
Optimal ligand-charge distributions were determined as sets of
multipoles. The total charges of the optimal ligands (for the 8, 10,
and Il-A ligands, respectively) were - 1.16e, - 1.30e, and - 1.36e.
A separate computation was carried out in which the total charge
was constrained to the integer value of -le for the 8-A ligand,
whose unconstrained total charge was closest to an integer value.
The binding energy converged relatively quickly as a function of
multipole order and was dominated by the monopole and dipole
terms (see Fig. 2A).
To determine the total electrostatic contribution to binding, we
computed the ligand dehydration penalty and ligand-receptor in-
teraction energy analytically (because in each case the dielectric
boundary was spherical) and computed the receptor dehydration
penalty numerically with the DELPHI computer program (Gilson
et al., 1988; Gilson & Honig, 1988; Sharp & Honig, 1990). In each
of the four cases, the overall electrostatic binding free energy was
favorable, including the docking of the ligand with the total charge
constrained to -I e; this is in contrast to computations on many
natural complexes, for which the electrostatic contribution to the
binding free energy is unfavorable (Novotny & Sharp, 1992; Misra
et al., 1994a, 1994b; Sharp, 1996; Shen & Wendoloski, 1996:
Bruccoleri et al., 1997; Novotny et al., 1997). Table 1 shows the
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Fig. 2. A: The contribution of the first 16 multipoles to the electrostatic binding free energy is shown for each of the optimized
ligand-charge distributions. where I = 0 corresponds to the monopole contribution, I = I corresponds to the dipole contribution, I = 2
to the quadrupole contribution. etc. B: The structure of barnase and the I I point-charge distribution fit to the optimal 8-A ligand (purple
dotted sphere) with total charge constrained to - le is shown. Values of the point charges are indicated by their color (see legend). The
dielectric boundary for the complex is indicated by the orange dotted sphere. This figure was prepared with the QUANTA program
(Molecular Simulations Inc.. San Diego).
contributions to the electrostatic binding free energy for each li-
gand. The docking of the smallest ligand had the most favorable
electrostatic binding free energy (-4.8 kcal/mol), which was di-
minished by only a tenth of a kcal/mol when the total charge was
constrained to - Ie, due in this case essentially only to changes in
the contribution of the monopole term.
The multipole distribution for the 8-A ligand with the total
charge constrained to -I e could be well represented by a set of
only 11 point charges (Fig. 2B). These partial charges were fit
from a 2-A cubic grid and ranged from -0.62e to +0.42e. The
charge locations were restricted to be at least 1 A from the ligand
dielectric boundary because atom-centered point charges must be
at least an atomic radius from the molecular surface. The fit be-
tween the point charges and the optimal multipole distribution was
quite good, as gauged by the small difference (0.2 kcal/mol) be-
tween their binding free energies.
The point-charge distribution fit reveals a number of interesting
features of ligand design. First, the barnase enzyme carried a net
charge of +I e, as modeled here, and presented a large number of
positive charges facing the ligand binding site (Fig. 2B). The li-
gand point-charge distribution (which was chosen to have a total
charge of - le, but unconstrained optimizations yielded total charges
of - 1.16e to -1.36e) had seven negative partial charges (-0.13e
to -0.62e) aranged to make strong, favorable electrostatic inter-
Table 1. Electrostatically optimized ligand-charge distributions
Ligand radius Total charge AGhyd.L' AGint.L-R b AGhyd.itc .Gbdingd
(A) (e) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)
8 -1.16 12.45 -24.91 7.67(0.02) -4.78
8 -1.00, 11.20 -23.56 7.67 (0.02) -4.69
10 -1.30 14.74 -29.48 10.23 (0.02) -4.51
11 -1.36 16.21 -32.42 11.71 (0.02) -4.50
the finite-differences grid. The numerical
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actions (- 1.6 to -9.4 kcal/mol) with barnase. Second, the point-
charge distribution also contained four positive partial charges.
Each of these charges (+0.17e to +0.42e) made unfavorable in-
teractions with barnase (+1.4 to +3.3 kcal/mol) and had an un-
favorable desolvation penalty (+0.3 to + 1.3 kcal/mol) upon binding.
However, each of the four positive partial charges made improved
electrostatic interactions within the ligand (-1.7 to -4.6 kcal/
mol) due to reduced solvent screening upon binding. That is, none
of these four positive partial charges made favorable interactions
with the receptor. yet leaving any one out diminished the binding
free energy by up to 0.8 kcal/mol and leaving all four out dimin-
ished binding by 4.7 kcal/mol. This binding enhancement can be
traced to favorable intra-ligand interactions that are weaker in the
unbound state due to screening by solvent and stronger in the
bound state due to exclusion of solvent by the receptor. An equally
valid description of the role of these four positive partial charges
is that they reduce the ligand dehydration penalty by more than the
repulsion they introduce with the receptor. Although favorable
intramolecular electrostatic interactions are frequently observed
within individual binding partners, their role in enhancing molec-
ular association due to a reduced effective dielectric constant on
binding has not generally been appreciated.
One limitation of the geometries used in this study is that the
ligand binding site is enclosed within the receptor sphere, which
may artificially reduce the receptor dehydration penalty. This pen-
alty was recomputed for a number of geometries in which a tunnel
of low dielectric was removed from the unbound receptor (tunnel
diameters up to 16 A were computed). This increased the receptor
dehydration contribution by up to 1.1 kcal/mol, which resulted in
a total electrostatic binding free energy that was still favorable by
more than 3.5 kcal/mol.
Another result of the geometries chosen here is that ligand "at-
oms" could not approach receptor atoms closely enough to make
direct hydrogen-bond interactions. This is largely a result of the
use of a spherical ligand, although we purposely chose to maintain
a substantial distance of closest approach between receptor point
charges and the receptor surface (2.3 A) so that the finite-difference
computation of the receptor dehydration penalty could be done
especially accurately (Gilson et al., 1988). The full consequences
of using a spherical ligand and a spherical bound complex are
unknown at this point. It seems likely that the general picture of
electrostatic complementarity will be similar for flat, curved, and
bumpy interfaces, but the details might very well be different in
important ways. As the algorithm is extended to treat actual mo-
lecular shapes, it will be important to see whether electrostatically
favorable binding energies can still be achieved.
In summary. we have applied a novel charge optimization scheme
to compute electrostatic complements for the protein bamase and
found that these charge distributions (1) produce favorable elec-
trostatic binding free energies, and (2) can be fit to a relatively
small number of partial charges that are of small enough magni-
tude (under 0.7e here) and of sufficient spacing (at least 2 A apart)
that molecules may be conceived with similar point-charge distri-
butions. By using these electrostatic complements as a guide, it is
possible that this scheme will prove useful in the design of tight-
binding ligands. where significant improvements in electrostatic
interactions may be realizable. The covalent and non-covalent con-
straints of chemistry may make it impossible to construct mol-
ecules as effective as the complements described here, but it may
be possible to approach this optimum. The algorithm presented
here is rapid (multipole distributions can be determined in about an
hour on a laboratory workstation) because the ligand and complex
were chosen to have spherical geometries. allowing analytic solu-
tions to the electrostatic equations to be used (Lee & Tidor. 1997).
Extensions to realistic molecular shapes are in progress: such com-
putations are substantially slower due to the need to repeatedly
solve the linearized Poisson-Boltzmann equation numerically for
all members of a representative charge basis set. but we anticipate
that they may be even more useful in molecular design studies. A
further result of this study is the observation that strong intra-
molecular electrostatic interactions that are screened by solvent in
the unbound state can be uncloaked by the exclusion of solvent in
the bound state. The consequent enhancement can contribute sub-
stantially to binding free energy and is likely to be effective for
arbitrarily shaped ligands and complexes.
Methods: The coordinates for the barnase receptor were taken
from the crystal structure of the barnase-barstar complex (chain A
of IBRS in the Brookhaven Protein Data Bank: Bernstein et al..
1977; Buckle et al., 1994). Polar-hydrogen positions were built
using the HBUILD facility of CHARMM (Brooks et al., 1983: Brunger
& Karplus, 1988). Partial atomic charges for barnase were taken
from the CHARMM PARAM19 parameter set (Brooks et al.. 1983). In
other work (ZSH, CV Sindelar, & BT. unpubl. obs.) we have found
this parameter set to give results similar to the PARSE parameter set
(Sitkoff et al., 1994). The spherical boundary defining the complex
was centered at (-6.781, 66.603, -38.750), enclosing all point
charges and radii in the barnase-barstar complex. Ligand spheres
were chosen such that they fit wholly within the position of the
barstar ligand. Ligand spheres of radius 8, 10, and 11 A were
centered at (-13.788, 72.885, -41.659), (-15.317. 74.256.
-42.294), and (- 16.0288, 74.8939, -42.5893), respectively. The
optimal multipole expansion for each ligand was computed with
the algorithm of Lee and Tidor (1997). Multipole expansions were
evaluated to 58 poles (lax = l,, = 57). The ligand and complex
interior dielectric constant (eint) and the solvent exterior dielectric
constant (e,) were 4 and 80, respectively.
The receptor dehydration penalty was computed numerically
with the DELPHI computer program (Gilson et al., 1988: Gilson &
Honig, 1988; Sharp & Honig, 1990) as the difference in the total
electrostatic energy for the barnase charge distribution embedded
in a low-dielectric region representing the bound and unbound
state. The Poisson equation was solved (corresponding to zero
ionic strength) with the low-dielectric (Ein, = 4) region for the
receptor defined as the spherical region for the complex with the
spherical ligand region (and, for some computations, a tunnel lead-
ing from the spherical ligand to the exterior) subtracted. The re-
maining volume had em, = 80. Each calculation was run using a
finite-difference grid consisting of 131 points in each of the three
Cartesian directions. A dual-level focusing approach filling 23%
and then 92% of the grid was used. The results presented are the
average of ten translations at the fine grid spacing (corresponding
to 0.52 A per grid unit).
Point charges were fit to the multipole distribution (up to I = 27)
on a 2-A Cartesian grid of point-charge centers using singular-
value decomposition (Press et al., 1992; Strang, 1993). Iterative
cycles were used in which point-charge locations were succes-
sively removed from the basis set to achieve a good fit with a small
number of point charges. In each iteration singular-value decom-
position was used to perform a least-squares fit of the multipoles
to the current basis set, point charges with very small magnitudes
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were removed from the basis, and the multipoles were re-fit to the
new basis.
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