In this paper, we propose DQMR algorithm for the Drazin-inverse solution of consistent or inconsistent linear systems of the form Ax b = where
Introduction
Consider the linear system we can refer to [1] or [2] . In the important special case ( ) ind A , this matrix is called the group inverse of A and denoted by g A . The Drazin-inverse has various applications in the theory of finite Markov chains [2] , the study of singular differential and difference equations [2] , the investigation of Cesaro-Neumann iterations [3] , cryptography [4] , iterative methods in numerical analysis, [5] [6] , multibody system dynamics [7] and so forth. The problem of finding the solution of the form A. Ataei in order to solve it.
In [6] [8] [9] [10] [11] , authors presented some Krylov subspace methods [9] to solve singular linear system with some restriction. However, the treatment of singular linear inconsistent system by Krylov subspace has been proved extremely hard. In [12] , Sidi had not put any restrictions on the matrix A and the system (1). In his paper, the spectrum of A can have any shape and no restrictions are put on the linear system (1).
The only assumption is that ( ) index A is known. Although the ( ) index A of A is overestimated, the method is valid.
In [12] , Sidi proposed a general approach to Krylov subspace methods to compute is the implementation of the DGCR method for singular systems which is analogues to GMRES for non-singular systems. Other is DBI-CG method which is Lanczos type algorithm [13] . DGMRES, like, GMRES method, is a stable numerically and economical computationally, which is a storage wise method. DBI-CG method, also like BI-CG for non-singular systems, is a fast algorithm, but when we need a high accuracy, the algorithm is invalid. DFOM algorithm is another implementation of the projection method for singular linear systems is analogues to Arnoldi for non-singular systems. DFOM algorithm may be less accurate but faster than DGMRES, and more precise and slower than DBI-CG [15] .
In the present paper, the Drazin-Quasi-minimal residual algorithm (DQMR hereafter) is another implementation of the projection method for singular linear systems is analogues to Lanczos algorithm for non-singular systems. DGMRES algorithm, in practice, cannot afford to run the full algorithm and it is necessary to use restart. For difficult problems, in most cases, this results in extremely slow convergence, While DQMR algorithm can be implemented using only short recurrences and hence it can be computed with little work and low storage requirements per iteration.
The outline of this paper is as follows. In Section 2, we will provide a brief of summary of the review of the theorem and projection method in [12] which is relevant to us.
We shall discuss the projection methods approach to solve (1) in general and DQMR particular. In Section 3, we will drive the DQMR method. We design DQMR when we set ( ) ind 0 A = throughout, DQMR reduces to QMR. In this sense, DQMR is an extension of QMR that archives the Drazin-inverse solution of singular systems. In Section 4, by numerical examples, we show that the computation time and iteration number of DQMR algorithm is substantially less than that of DGMRES algorithm. Section 5 is devoted to concluding remarks.
Some Basic Theorem and Projection Methods for A D b
The method we are interested in starts with an arbitrary initial vector 0 x and generate sequences of vector 1 2 , , x x  according to 
The condition (6) is due to Eiermann et al. [5] . 
Thus, the polynomial m p described above is in
The projection methods of [12] are now defined by demanding that the vector 
We see that unique solution for c exists provided det ( ) We will mention several definitions and theorems, which have projection method converge below.
We will denote by  the direct sum of the variant subspaces of A corresponding to its non-zeros eigenvalues, and by   , its invariant subspaces corresponding to its zeros , and let m be its degree. Finally, let m x be the vector generated by the projection method through (2)- (8) 
DQMR Algorithm
In this section, we will introduce a different implementation of projection method. The algorithm is analogous to QMR algorithm. We must note that in spite of the analogy, DQMR seems to be quite different from QMR, which is for non-singular systems. , , , , 1,2, ,
. Moreover, provided that 1 k q ≤ − , from (11) 
If we define that
N k × matrix ˆk V by [ ] 1 2 , 1, 2, k k V v v v k = =   then,
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Note that
. Since the vectors Let us define
where
Since ˆm T is tridiagonal matrix we have: 
where, certainly, 
Equation (16) can be simplified as follows: 
A. Ataei
By using the Hadamard product Equation (18) is reduced. For this purpose, we first introduce the concepts of Hadamard matrix product.
Definition 2 Let A and B be m n × matrices with entries in C. The Hadamard product of A and B is defined by as follows 
We must reduce the band matrix, ˆm T , into upper triangular by using Givens rotation. ˆm T matrix has bandwidth 2 3 a + . To reduce the matrix ˆm T to a upper triangular matrix we need to ( )( ) 
Generally, if we define 
5. = 1, 2, , f a : 0 0 
Numerical Examples
In this section, we will compute the linear system Ax b = by discretization Poisson equation with Neumann boundary conditions: 
This linear system has also been computed by Sidi [14] for testing DGMRES algorithm. The problem has also been considered by Hank and Hochbruck [18] for testing the Chebyshev-type semi-iterative method. The numerical computations are performed in MATLAB (R213a) with double precision. The results were obtains by running the code on an Intel (R) Core (TM) i7-2600 CPU Processor running 3.40
GHz with 8 GB of RAM memory using Windows 7 professional 64-bit operating system. The initial vector 0 x is the zero vector. All the tests were stopped as soon as 
Here, I and 0 denote, respectively, the ( ) ( ) [18] . Even if continues problem has a solution, the discretized problem need not be consistent. In the sequel we consider only the Drazin-inverse solution of the system for arbitrary right side b, not necessarily related to f and ϕ .
We first construct a consistent system with the known solution required for convergence, the relative error (RE), for the DGMRES and DQMR methods.
As shown in Table 1 , Table 2 the DQMR algorithm is effective and less expensive than the DGMRES algorithm.
Conclusion
In this paper, we presented a new method, called DQMR, for Drazin-inverse solution of singular nonsymmetric linear systems. The DQMR algorithm for singular systems is analogous to the QMR algorithm for non-singular systems. Numerical experiments indicate that the Drazin-inverse solution obtained by this method is reasonably accurate, and its computation time is less than that of solution obtained by the DGMRES method. Thus, we can conclude that the DQMR algorithm is a robust and efficient tool to compute the Drazin-inverse solution of singular linear systems.
