We present a method to solve two-stage stochastic problems with fixed recourse, when the uncertainty space can have either discrete or continuous distributions. Given a partition of the uncertainty space, the method solve a discrete problem with one scenarios for each element of the partition. Using the information of the duals of the second stage subproblems, we provide conditions that the partition must satisfy to obtain the optimal solution. These conditions provide a guidance on how to refine the partition, converging iteratively to the optimal solution. Computational experiments show how the method automatically refine the partition of the uncertainty space in the regions of interest for the problem. The method is a generalization of the Adaptive Partition-based Method presented by Song & Luedtke for discrete distributions, also extending its applicability to more general cases in this setting.
Introduction
We study the two-stage stochastic program (TSSP) with fixed recourse (1) min c x + E [Q(x, ξ)] | x ∈ X where X ⊆ R n is a set assumed nonempty closed, ξ is a random vector in the probability space (Ω, A, P) containing the random elements of h ξ , T ξ , and secondstage subproblems (2) Q(x, ξ) := min q y | W y = h ξ − T ξ x, y ≥ 0 , where fixed recourse matrix W ∈ R m×n , deterministic costs q ∈ R n , random technology matrix T ξ ∈ R m×n and random right-hand-size (RHS) vector h ξ ∈ R m . Furthermore, we assume that existsx such that Q(x, ξ) is feasible and bounded in the whole outcome space Ω. Notice that support of uncertainty set ξ can be either continuous or discrete. In this paper we propose a method to solve TSSP problems, by iteratively aggregating automatically the uncertainty set into a small number of scenarios, and dissagregating them based on the information of the duals of the subproblems. This approach yields a smaller version of the original stochastic problem by reducing both the number of variables and constraints. For the case of discrete distrutions, this idea has been named as the Adaptive Partition-Based Method (APM) by Song & Luedtke [25] , and it is based on the results from Espinoza & Moreno [7] and Bienstock & Zuckerberg [5] . In this paper we present an alternative proof, that allow us to extend this method to a more general setting, in particular to include TSSP problems with a continous distributions for Ω.
Let P ⊆ Ω and let T P = E T ξ |P and h P = E h ξ |P the conditional expectation of the components of ξ given P . We denote the aggregated subproblem as (3) Q(x, E [ξ|P ]) = min q y | W y = h P − T P x, y ≥ 0
The contribution of this paper is to provide conditions for a partition P of Ω such that the solving Problem Eq. (1) is equivalent to solve (4) min
Note that this problem is a TSSP with a discrete distribution of |P| scenarios. Moreover, this allow us to generate algorithms to obtain exact optimal solutions for general TSSP problems Eq. (1). The remaining of this paper is organized as follow. Section 2 reviews the literature concerning the APM for discrete TSSP problems and other approaches to solve this problem. Section 3 develops the Generalized Adaptive Partition-based Method (GAPM), with the main mathematical results to validate this approach. Section 4 discusses the algorithmic details of the algorithms, which are implemented for two well-known stochastic programming problems in Section 5 for computational experiments.
Literature Review
Along last decades, researchers have been developed solution strategies for multiple stochastic optimization problems. However, the majority of works carried out until now tackle the deterministic equivalent formulation, in order to obtain formulations which are more tractable in algorithmic terms. Among them, one of the most studied and utilized in practice are two-stage stochastic problems. In their seminal paper, Kleywegt et. al. [9] show that any TSSP formulation can be approximated by solving Problem Eq. (1) for a discrete set of samples of ξ from the original probability space Ω. They called this result the Sample Average Approximation method. A key fact from the paper is that good approximations require a large number of scenarios in order to guarantee an -optimal solution. Since then, most of the research on this problem has been focused on solving large-scale instances of discrete TSSP with many scenarios.
A very common and widely studied approach lies on the idea of decompose TSSP by the block structure of scenario formulation. The most classic approach is called Benders decomposition (or L-Shaped method as its stochastic variant [27] ). Most of the improvements focused on reduce the algorithm instability, such as the case of regularized decomposition [23] , level decomposition [11, 31] and inexact bundle methods [15, 30] . Recent developments on Benders are proposed in [18, 19, 20] , primarily exploring how to accelerate and parallelize the technique, or [1, 24] on how to tackle integer problems.
Similar to Benders decomposition, other existent decomposition methodologies for this problem are Stochastic Decomposition [8] , Progressive Hedging [22, 29] or Stochastic Dual Dynamic Programming [17] for the case of multi-stage stochastic problems.
A different approach is obtained based on the general decomposition method proposed by Bienstock & Zuckerberg [5, 14] . Espinoza & Moreno [7] proposed a method based on this decomposition method for minimizing risk measures in linear programs. This idea was latter generalized by Song & Luedtke [25] to general TSSP with discrete distributions, where the term Adaptive Partition-based Method was coined. These studies have been extended recently by mixing it up with Benders [16] and level decomposition [16, 26] , and recent extensions to multi-stage stochastic problems.
As mentioned before, most of the recent developments have been focused on the discrete case, relying in approximation by samples of the case of continuous probability distributions for uncertain parameters. Exact methods for TSSP with non-discrete distributions are scarce, and they focus mostly on particular problems and distributions that allows to reformulate them in a more tractable way. Other general techniques for these problems include [3] that introduce equivalent linear and non-linear formulations for TSSPs with simple recourse according to probability distribution of random parameters, or [4] that present a dualization of stochastic problem such that specific manner of generating scenarios improves solution quality in an order of magnitude. Finally, [6] poses a methodology which benefit of duality and sensitivity analysis on reduced cost to fix the correct values of some variables in the stochastic program, hence reducing size of the original problem.
Up to our knowledge, this paper is one of the first exact methods for general TSSP with continuous distribution. Lemma 3.1. Letx ∈ X , P ⊆ Ω and letŷ ξ be the set of optimal solutions of Q(x, ξ) for ξ ∈ P . Then,ŷ P := E ŷ ξ |P is a feasible solution for Q(x, E [ξ|P ]).
Generalized Adaptive Partition-based Method

Proof. Since Wŷ
Henceŷ P is a feasible solution for Q(x, E [ξ|P ]).
Since these second-stage subproblems consider only continuous variables, we can introduce dual formulation both for subproblems Eq. (2) and Eq. (3), respectively
Indices ξ and P on dual variables λ make a distinction between atomized and aggregated subproblems.
Similarly to the primal case, we can construct a feasible solution for problem Eq. (6) based on optimal solutions of Eq. (5).
Lemma 3.2. Letx ∈ X , P ⊆ Ω, and letλ ξ be the optimal solutions of problems
Henceλ P is a feasible solution for problem Q D (x, P ), whenever set P has positive measure.
3.2.
Construction of an optimal partition. Previous framework give us the set of tools necessary to set Q(x, E [ξ|P ]) as a lower bound of E [Q(x, ξ)|P ] , and even further, we find out conditions on P to make this bound tight. Proposition 3.3. Letx ∈ X and P ⊆ Ω, such that Q(x, ξ) is feasible for all ξ ∈ P , and letλ ξ be its dual optimal solutions. Ifλ ξ for ξ ∈ P satisfies
Proof. We first note that Q(x, ξ) is a convex function on ξ. Let us consider the problem f (ξ) = min{q y|W y = ξ}. Now, we can take random values of b as b 1 and b 2 , with y 1 and y 2 as the respective optimal solutions. If b β is a convex combination of b 1 and b 2 . Then,
Hence, applying Jensen's inequality we obtain
On the other hand, by Lemma 3.2 we know thatλ
Sinceλ P satisfy conditions Eq. (7), by linearity of the expectation we obtain
. Let x * be an optimal solution of problem
where P * is a numerable partition of Ω such that for each P ∈ P * the optimal dual variables of Q(x * , ξ) for ξ ∈ P satisfy conditions Eq. (7) . Then, x * is also an optimal solution of problem
Proof. By the laws of total expectation, we know that for any numerable partition P of Ω,
In particular, for x * and P * by Proposition 3.3 we obtain
On the other hand, ifx is the optimal solution of Problem Eq. (1), then
where the first equality is true by the laws of total expectation, and the second inequality is given by Jensen's inequality and the convexity of Q(x, ·).
Note that this partition always exists, as presented in this corollary. Proof. Note that the dual feasible solutions λ of Q(x * , ξ) must satisfy W λ ≤ q.
Hence, for each ξ ∈ Ω we can associate an extreme point of W λ ≤ q that is an optimal dual solution of Q(x * , ξ). This induces a finite partition P * of Ω, such that all ξ ∈ P have the same dual optimal solution of Q(x * , ξ). Hence, they satisfy the conditions of Proposition 3.3, and
We finish this section remarking some differences with the original APM proposed in [25] . The most relevant aspect of this proof is the possibility to extend it to the case of continuous probability space. However, this proof also shows that the method can be applied to any set of primal variables x ∈ X . Finally, the condition proposed in the original paper to aggregate scenarios is that all dual variables λ ξ for ξ ∈ P on each subset P ⊂ Ω must have the same value. This case naturally satisfies the conditions of Proposition 3.3 by linearity of the expected value. Moreover, [25] also shows that this condition is required to have the equality of the value of the subproblems. However, the presented conditions of Proposition 3.3 shows that in some cases (e.g. degenerated subproblems with multiple optimal solutions) these weaker conditions can also be applied to aggregate scenarios.
Algorithm implementation
The idea of the method is to iteratively converge to a partition P satisfying the conditions of Proposition 3.3. At the beginning, we can start with a trivial partition (P = {Ω}) and split this partition based on the duals of the subproblems. This split procedure is problem-dependent. We remark that at each iteration the algorithm provides a lower bound (the optimal value of the aggregated problem), and potentially an upper bound. This upper bound can be computed solving the expected value of the subproblem, which is easy to compute on the discrete case by solving the subproblem for each scenario independently, but for continuous distributions it can be difficult. The algorithm is presented in Algorithm 1.
There are two key steps on the GAPM implementation proposed in Algorithm 1. First, Line 10 requires an additional procedure to split the uncertain region in a clever way, this step is fine-tuned according to the structure of subproblems Eq. (2). We discuss more about this point in the computational experiments of Section 5. On the other hand, if an upper bound z (t) U can not be computed, Line 7 can still compare the set of dual vectors of consecutive iterations. Operation Unique(·) removes duplicated elements into a set, thus, if Unique λ λ λ (t) = λ λ λ (t−1) the partition P t−1 is optimal. This is true because only contiguous subregions into the uncertain set can share equal optimal dual solutions.
Numerical experiments
We focus our experiments in two cases with continuous distribution of probabilities, due to the novelty of this case. For the case of discrete distribution, we refer the reader to the papers presented in the literature review.
We have divided computational experiment in two parts. First one, we discuss implementation and results on a classic problem from stochastic programming literature such as LandS instance. The second problem is the TSSP reformulation of Solve Problem Eq. (4) for partition P t and assign its optimal value to the lower bound z (t) L and its optimal solution to x (t)
5:
If possible, compute the upper bound z
Solve subproblems Eq. (3) for every P ∈ P t and store dual optimal solutions at λ λ λ (t) := λ Run disaggregation procedure to split uncertain region and obtain P t+1 11: end loop 12: return optimal solution x := x Pt and optimal value z (t) L Conditional Value-at-Risk minimization. In the first case, the uncertainty is presented in the coefficients of the right hand side of the problem. On the second, the uncertainty appears in the coefficient of first-stage variable x. Both problems have well defined structures which are useful to define the procedure to split the uncertainty space Ω at each iteration of the algorithm.
Energy Planning Problem -LandS.
LandS is a classic problem studied on stochastic programming for academic purposes originally proposed in [13] . It is an energy planning investment problem, where we must decide about capacities of four new plants while minimizing allocation and operational costs. These plants are supposed to met uncertain demands. At the fist stage, some minimum capacities and budget constrained must be satisfied, while during second stage energy is distributed according to realization of uncertain demands. Mathematical formulation is as follows:
The original problem assumes an uncertain demand for d ξ 1 with three scenarios: 3, 5 or 7 units. In this experiment we assume that d ξ 1 follows an uniform distribution in the interval [3, 7] , following the ideas from [12] .
To split the uncertainty space Ω and compute an upper bound of the problem, note that the dual of Q(x, ξ) is given by
where ν and µ corresponds to the dual variables of constraints Eq. (9b) and Eq. (9c), respectively. Then, given an optimal solution of the subproblem for a given value of d ξ 1 , we can use sensitivity analysis to compute a neighborhood around d ξ 1 ,in which dual variables do not changes. Moreover, Q D (x, ξ) is a non-decreasing piecewise linear function on d ξ 1 , so it is easy to compute the upper bound of Line 5. In our experiment, we start with P 0 = { [3, 7] } and at each iteration we refine the partition by dividing the corresponding elements of P with the extremes of each segment of the piecewise linear function Q D (x (i) , ξ). In Fig. 1 we show the resulting iterations of the algorithm. Columns LB and UB show the current lower bound (objective value of the aggregated problem) and the upper bound (using dual variables) respectively. The column Gap shows the relative gap of the current solution compared to the best upper bound obtained so far. As we can see, after a few iterations we obtain near optimal solutions for the problem, with a gap close to the computational precision of the optimization software. In Fig. 1a we show the partition at each iteration, as well as the segments obtained when doing the sensitivity analysis and the value in each segment of the dual variable corresponding to the stochastic demand constraint. It is interesting to note that these dual values do not change after iteration 3, but the extremes of the corresponding intervals changes slightly from one iteration to the next one until converging to the optimal solution.
5.2.
Conditional Value-at-Risk linear problems. A classical problem in risk optimization is to minimize the Conditional Value-at-Risk (CVaR), which is a well known risk measure satisfying the properties of coherency [2] . In our case, we assume a linear problem where the objective coefficientsr ξ are random, and we minimize the CVaR(x r ξ ) subject to linear constraints Ax ≤ b. It is known (see [21] ) that this problem can be reformulated as min
In our context, x and t are the first stage decisions, and second stage subproblems are Q((x, t), ξ)) := (−x r ξ − t) + = min{z : z ≥ −x r ξ − t, z ≥ 0} Note that the dual of Q((x, t), ξ)) has a single dual variable λ and it is formulated as max
Hence, the optimal solution of this dual problem is
In other words, there is an hyperplane separating Ω where the dual variables of the subproblem Q ((x, t), ξ) have the same value, for a given pair (x, t). Therefore, from a partition P (i) of Ω, we can compute r P = E[r ξ |P ] and p P = P(P ) and solve the aggregated problem min
Given the optimal solution (x (i) , t (i) ) of this problem, we can split each P ∈ P (i) into subsets P = P {ξ : −x (i)rξ ≥ t} and P = P {ξ : −x (i)rξ ≤ t} to obtain a new partition. Case study. For the computational test, we solve the classical portfolio problem, where x represents the fraction of the portfolio assigned to each investment, and the constraints of the first stage are x e = 1, x ≥ 0. Also, we assume that the returns r of each investment follows a multivariate normal distributionr ξ N (µ, Σ) using the historical data for stocks listed in SP500 used in [28] and [10] .
Note that in each iteration, given (x (i) , t (i) ), we can compute an upper bound for the problem with the expression (11) CVaR δ (−x (i)rξ ) := µ x (i) + σ δ φ(Φ −1 (δ)) where σ = x * Σx * and φ and Φ are the standard normal p.d.f and standard normal quantile, respectively.
To provide a graphical representation of the algorithm, we solve the problem using two stocks and a risk level of δ = 0.1. To estimate the probabilities and expected return of each region we use a Monte Carlo sampler of the underlying distribution. Table 1 shows the result for the problem. It can be seen that the problem also converges quickly to the optimal solution. A more detailed analysis can be seen in Fig. 2 , where the region Ω is presented, with ellipses showing the region of 50%, 80%, 90%, 95% and 99% confidence of the normal distribution. In (i) Iteration 9 Figure 2 . Partition of Ω for CVaR portfolio example the first 4 iteration it can be seen that the aggregated model only consider the riskiest scenario (bottom left dot) and it invests all the portfolio in the stock i with higher return r . Our algorithm generate a cut that divide the uncertainty region in r ξ i ≥ r and r ξ i ≤ r . After Iteration 5, the portfolio start combining both stocks, and the region of interest start being divided more precisely to get a better estimation of the problem. We remark that, in both computational examples, many computational improvements can be done to solve larger and more complex problems (e.g. re-aggregating regions with the same duals, considering only the last k cuts, or subdividing only the active regions, see [14] for more details). Nevertheless, the idea of these computational experiments is to show how the method is able to divide automatically a continuous random space defining the regions of interest for the problem iteratively, and converging to the optimal solution.
Conclusions
We present a generalization of the Adaptive Partition-based Method for solving two-stage stochastic problems that allow us to extend this method to a more general setting, particularly to include continuous distributions of the uncertainty parameters. The resulting algorithm allows to solve this case, by automatically disaggregating the uncertainty space and solving in each iteration a discrete (and tractable) problem. Preliminary computational experiments shows that the method effectively is able to solve this type of problems, refining the regions of interest of the problem. This refining depends considerably on the structure of the problem, but it is sufficiently general for a broad family of problems. We believe that this paper is a starting point for further developments on computational methods for stochastic problems with continuous distributions.
