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Abstract. An iterative method to select suitable features in an industrial fabric 
defect recognition context is proposed in this paper. It combines a global fea-
ture selection method based on the Choquet integral and a fuzzy linguistic rule 
classifier. The experimental study shows the wanted behaviour of this ap-
proach: the feature number decreases whereas the recognition rate increases. 
Thus, the number of generated fuzzy rules is reduced.  
1   Introduction 
The feature selection method proposed in this paper takes place in a problematic of 
complexity reduction. The application domain relates to quality control in a technical 
textile industry (carbon fibers, Kevlar…). The aim of the global vision system is to 
identify fabric defects in a continuous mode during the production. Fabric defects 
recognition involves two steps, the defect detection and the defect identification. The 
first part does not concern this work because this confidential step is provided by the 
industrialist. So this paper focuses on the second part. 
Because of this specific industrial context, there are many constraints. One con-
straint is the necessity of working with very small training data sets (sometimes, there 
is only one or two samples for a defect class because of its rareness). Another diffi-
culty is to respect the real time constraint in the industrial production system [27], 
[29]. So, low complexity must be kept for the recognition model. Such a classification 
problem has been relatively poorly investigated in the early years [28], [30], [31]. 
Thus, this work takes place on a “small scale” domain according to [1], [2] defini-
tion because of the weak number of used features. Moreover, defects are intrinsically 
fuzzy. For example, there is not always a strict boundary between “sound” fabric and 
a “defective” region; this transition is more or less gradual. The segmentation step 
provides an accurate “defective” region, i.e. the calculated characteristics are accurate 
but uncertain (the same defect could be processed twice without obtaining the same 
characteristic vector). Thus, the recognition method must take these specificities into 
account. Using fuzzy logic minimizes this effect to obtain a measure less sensible to 
these uncertainties. So a classifier based on Fuzzy Linguistic Rules has been chosen.  
The second part of this paper focuses on the selection of suitable parameters, an 
associated weak classifier, in order to decrease the number of rules. Handling with 
several classifiers allows for integrating their discriminatory aspect to improve the 
recognition step [3]. Despite pattern recognition methods are generally independently 
built. Their combination may lead to positive correlations because both aim at achieve 
the same goal and both are based on the same learning data [4][5]. Nonetheless even 
if approaches like Adaboost, arcing [6] and boosting [7]... try to limit this dependence 
by reinforcing the diversity it is difficult to measure it in order to efficiently incorpo-
rate it in the classification process [3][8]. 
In this context, we handle with both few sets of learning data and simple parame-
ters considering processing time constraint. Furthermore data may be inconsistent due 
to the fast acquisition step. Ways to aggregate such parameters have been studied in 
this context. 
A fuzzy measure learning scheme is used with respect to the Choquet integral as it 
allows consistent learning even if only a few samples per class are processed. Such an 
algorithm is suitable for this specific application where few learning data are pro-
vided by the industrialist and also to handle ambiguous features. As numerous rules 
are provided by the system it is neither easy to determine which features are not im-
portant nor which features are redundant. 
Some backgrounds on the Fuzzy Linguistic Rule Classifier are introduced. Then, a 
scheme to discard weaker parameters using the Choquet Integral is given and finally 
the global method and its application in an industrial context are presented. 
2   Fuzzy Linguistic Rule Classifier 
The used classifier (F.R.C.: Fuzzy Reasoning Classifier) [12] is based on fuzzy lin-
guistic rule mechanism; which is well adapted to our industrial application. Indeed, it 
presents a very good and efficient generalisation from a few sample set and is able to 
provide gradual membership for output classes [10]. Its satisfactory behaviour has 
been shown in [10] by several comparisons with other classifiers such as k Nearest 
Neighbor (k-NN), Neural Networks (NN) or Support Vector machine (SVM). This 
implemented algorithm for the fuzzy recognition method is a supervised learning 
mechanism which can be decomposed into three parts: Input fuzzification (features of 









Fig. 1: Overall description of the fuzzy recognition system. 
2.1   Input Fuzzification step  
The fuzzification step aims to translate variables into linguistic variables [13]. This 
fuzzification step defines the decomposition number of the considered variable to 
provide the fuzzy rule premises. The different terms are chosen in relation to the 
expert vocabulary. The number of terms used to qualify a linguistic variable is gener-
ally empirically defined. But, the industrial user, who is not an expert in pattern rec-
ognition, often chooses a regular distribution of the terms, genrally having more 
terms than are needed.  However, whenever the number of terms increases, so does 
the number of rules and thus the overall complexity of the entire system. An auto-
matic fuzzification method can also be used. Classical automatic methods are based 
on Genetic Algorithm [14] or Clustering [15]. But, this kind of methods needs large 
number of training samples to succeed. Moreover, if the partition of the input variable 
space is not fit with the real data, the terms and the number of terms will be inappro-
priate. 
The chosen fuzzification method is based on the study of the output class typical-
ity. The typicality measure T(V) is computed from extern dissimilarity and intern 
likeness according to the output classes [16]. From the Typicality measure T(V), the 
correlation (Corr) and the cross-correlation (Xcorr) coefficients are computed for 
each output classes. Then, from the ratio Corr/Xcorr, which characterizes the inter-
classes similarity, the number of terms is determined. Their positions are obtained by 
calculating the mean value of the samples belonging to the considered output classes 
[10]. The main interest takes place in the automatic adaptation of the fuzzification 



















2.2   Fuzzy Rule Generation 
This second step allows to define the “If… Then…” fuzzy rules. Each rule describes 
the perceived defect related to the system.  Such rules can be classified into two cate-
gories. The conjunctive rules regroup the possibility rules and the anti-gradual rules. 
The implicative rules regroup the certitude rules and the gradual rules. The conjunc-
tive rules are derived from the data analysis field where reasoning mechanisms are 
led by the data whereas implicative rules are most utilized in the cognitive sciences 
field where reasoning is led by knowledge [17]. For this application, the conjunctive 
reasoning mechanism has been selected. Each rule is activated in parallel and a dis-
junction operator combines the intermediate results. This inference mechanism gives 
an interpretation and semantics, which differ from mechanisms using implication. In 
particular, it assures the consistency of the rule base [18]. If no information is proc-
essed that is the input space is not covered by rule set; the output gives an “unknown 
defect”.The chosen classifier is based on Ishibuchi’s algorithm which provides an 
automatic rule generation step [19]. There are many methods, which automatically 
provide fuzzy rules according to data set such as a genetic algorithm [20], but the 
Ishibushi’s algorithm is quite simple and gives better results [10]. Moreover, its infer-
ence mechanism follows the Larsen model, which is better than the Mamdani model, 
because the Product is more adapted than the Minimum for the manipulation of sev-
eral premises [20]. In fact, it allows non-linear cutting of the variables input space. 
The iterative version of the method [21] is used here because it supports the rule of 
having the maximum response. 
The expert must prepare defective sample sets to generate the fuzzy rules via an auto-
matic rule generation algorithm [18]. 
2.3   Rule Adjustment  
The adjustment represents the iterative part of the algorithm. The following mecha-
nism allows to adjust the decomposition of representation space according to 
achieved results [31]: From the training patterns, the algorithm generates a first 
model. If the classification rate is below a threshold defined by the user, we make the 
iterative part to adjust this rate. In fact, we regenerate the fuzzy rules by injecting the 
training patterns, by considering the new response of each rules and adjusting a con-
fident coefficient. The algorithm proposes an additional refining step. This step 
allows to improve the membership degree of the maximum membership class by 
modifying the slope of its membership function. This way is not studied here because 
the graduality of the answers is needed. This vagueness improves the generalization 
capability.  
3 Feature selection from the Choquet integral 
3.1 Basic notation 
The Choquet integral was first introduced in capacity theory. Let us consider m 
classes, C1,. . . ,Cm, and n Decision Criteria, denoted DC, X={D1, . . . ,Dn}. By Deci-
sion Criteria a feature description is considered and an associated similarity ratio is 
produce to ensure that any DC are in the same range, here [0,1]. Let x0 be a pattern. 
The aim is to calculate for each DC, the confidence degree in the statement “Accord-
ing to Dj, x0 belongs to the class Ci”. Let P be the power of X, a capacity or fuzzy 
measure µ, defined on X, µ is a set function: 
µ: ( ) [ ]0,1P X →  (1) 
verifying the following axioms: 
1.  ( ) ( )0,  1Xμ μ∅ = =  
2.  ( ) ( )A B A Bμ μ⊆ ⇒ ≤  
Fuzzy measures generalize additive measures, by avoiding the additivity axiom. In 
this application context of the Decision Criteria fusion, µ(A) represents the weight of 
importance, or the degree of trust in the decision provided by the subset A of DC. The 
next step in building a final decision is to combine the Choquet integral with the par-
tial confidence degree according to each DC into a global confidence degree. Let µ be 
a fuzzy measure on X. The discrete Choquet integral of φ = [φ1, . . . , φn]t  with re-
spect to μ, noted Cμ(x), is defined by: 
( ) ( ) ( )( ) ( )11,C j A Aj jj nϕ ϕ μ μμ = −∑ += ⎡ ⎤⎛ ⎞⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦  
(2) 
where φ(1) ≤ . . . ≤ φ(n). Also A(j)={(j), . . . , (n)} represents the [j..n] associated 
criteria in increasing order and A(n+1) = ∅. 
3.2 Learning Data 
The purpose of this step is to determine the more suitable learning data taking into 
account the existing confusion between decision criteria. A training pattern yields m 
training samples Φ1, …, Φm, with Φi = (φi1, . . . , φim) where φij represents the confi-
dence in the fact that the sample belongs to class i, according to DC j. For each of 
these samples, a target value must be assigned. For techniques using a different fuzzy 
measure per class, the optimal target value that minimizes the quadratic error is 
known [24]. The confusion between classes is estimated by first building the confu-
sion matrix for each DC. Then an average confusion matrix is built by averaging 
theses matrices. Following the global confusion between classes, a decreasing func-
tion is defined to take it into account. The more important the confusion is the closer 
to 0 the value is. Thus, the target value for a sample which is associated with the class 
having the least confusion is the outcome of the Choquet integral. With such a target 
value, this samples leaves the fuzzy measure unchanged when processed by the learn-
ing algorithm. On the contrary, the target for the sample associated with the class 
having the most confusion is set to zero. This implies the biggest modification possi-
ble. 
3.3 Learning step 
The calculation of the Choquet integral requires the definition of the fuzzy meas-
ure, i.e. the assessment of any set of P(X) which by definition 
is ( ) ( )0,  1Xμ μ∅ = = . Several ways to automatically set the 2n-2 remaining values 
[22] exist. The main problem is giving a value to the sets having more than three 
elements while keeping the monotonicity property of the integral. The goal is to find 
an approximation of the fuzzy measure that minimizes the error criterion. Generally 
the problem is translated to another minimization problem which is usually solved 
using the Lemke method. M. Grabisch [9] has shown that such an approach may be 
inconsistent when using a low number of samples. In this instance - ill-conditioned 
matrices – the constraint matrix becomes parsed when the set of learning data grows 
causing undesired behavior of the algorithm. To overcome, these problems, an opti-
mal approach based on gradient algorithm with constraints, which is an extension of 
Muroshi and Sugeno’s method [23], has been proposed in [24]. It assumes that in the 
absence of any information, the most reasonable way of aggregation is the arithmetic 
mean, i.e the Choquet integral with respect to an additive equally distributed fuzzy 
measure. This algorithm tries to minimize the mean square error between the values 
of the Choquet integral with respect to the fuzzy measure being learned and the ex-
pected values. For a training sample, the parameter vector is the current values of the 
fuzzy measure along the determined path by the ordering of the training vector coor-
dinates. This parameter vector is translated along the direction of the gradient, with a 
magnitude proportional to the error, thus updating the values along the path. This 
means that coefficients of the fuzzy measure which are not related to the data are kept 
as near as possible to the equilibrium point. Thus, this algorithm is still efficient when 
training data set is limited. It also has a low computing time and a low memory cost.  
3.4 Indexes 
Once the fuzzy measure is learned, it is possible to interpret the contribution of each 
decision criterion in the final decision. Several indexes can be extracted from the 
fuzzy measure, helping to analyze the behavior of DC [9]. 
The importance of each criterion, also called the Shapley index, is based on the defi-
nition proposed by Shapley in game theory [25] and is put back into fuzzy measure 
context by Murofushi and Soneda [9][26]. Let a fuzzy measure μ and a criterion i be 
considered: 
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The Shapley value can be interpreted as a weighted average value of the marginal 
contribution μ(T∪i) − μ(T) of criteria i alone in all combinations. A property worthy 
to be noted is that Σi=1,n σ(μ, i)= 1. Hence, a DC with an importance index value less 
that 1/n can be interpreted as a low impact in the final decision. Otherwise an impor-
tance index greater than 1/n describes an attribute more important than the average.  
The interaction index, also called the Murofushi and Soneda index [9][26] repre-
sents the positive or negative degree of interaction between two Decision Criteria. If 
the fuzzy measure is non-additive then some sources interact. The marginal interac-
tion between i and j, conditioned to the presence of elements of combination T ⊆ X\ij 
is given by: 
( )( ) ( ) ( ) ( ) ( )T T ij T T i T jijμ μ μ μ μΔ = ∪ + − ∪ − ∪  (4) 
After averaging this criterion over all the subsets of T ⊆ X\ij the assessment of the 
interaction index of Decision Criteria i and j, is defined by (values in [-1,1]): 
( ) ( )( ) ( )( )\
2 ! !
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This continues with any pair (i,j) with i ≠ j. Obviously the index are symmetric, i.e 
I(μ,ij)=I(μ,ji). A positive interaction index for two DC i and j means that the impor-
tance of one DC is reinforced by the second one. In other words, both DC are com-
plementary and their combined use betters the final decision. The magnitude of this 
complimentarily is given by the value of the index. A negative interaction index indi-
cates that the sources are antagonist. 
3.5 Automatic extraction of subsets of Decision Criteria.  
Once the lattice is known, we analyze the individual performance of each DC in 
the produced fuzzy measure [11]. This analysis is performed using the importance 
and interaction indexes. The DC having the least influence in the final decision, and 
interacting the least with the other criteria are assumed blurs the final decision. A two 
step selection scheme bas been implemented to discard such DC. First, the Shapley 
value is scaled by the number of DC, n. A DC with a scaled importance index greater 
than 1 describes a DC more important than the average. The set of low significant 
criteria SL having an importance index lower than 1is selected: 
( ){ }/   , 1S k n kL σ μ= ⋅ <  (6) 
Then, the subset of decision criteria having the least positive synergy with the oth-
ers is extracted from SL. For each criterion SiL, the values of its interaction with others 
are averaged to estimate its global interaction. Finally the subset of criteria to be re-
moved MSL is composed of the criteria from SL that have an interaction index lower 
than the mean of the interaction indexes of all criteria of SL: 






with the global mean interaction index: 
m = 1 / |SL| Σ k∈ SL Σj=1,n I(μ, kj)  (8) 
4 Putting the FRC and the Feature Selection scheme together 
The Fuzzy Rule Classifier and the Suitable Feature Selection are embedded in a 
pattern recognition system. In such a system, a large set of features provide a large 
amount of fuzzy rules which are hardly exploitable. The selection process aims at 
decreasing the number of rules by discarding weak parameters while keeping the 
interesting recognition rates. First, the inference engine is run using initial features. 
From this first set of features and associated Decision Criteria, a set of learning sam-
ples is determined.  
Then the fuzzy measure is obtained with respect to the Choquet integral. Indexes 
are extracted to determine the least representative Decision Criteria. The recognition 
model is generated without the first least representative features and tested. The proc-
ess is iterated while it remains less representative features (Fig. 2). 
Fig. 2: Fuzzy Rule Iterative Feature Selection Method (FRIFS). 
5 Experimental applications 
The two data sets, which have been tested, correspond to two different fabrics. For 
confidential reasons, the used features cannot be explicitly named. But, it can be 
noted that industrialist uses only attribute forms, sizes, and colors which have a signi-
fication, i.e. interpretable for a human who must tune the system. The first data set, 
named Fibre1, contains six output classes (from C1 to C6) with 570 training samples. 
This set is decomposed in the following way: C1: 5, C2: 118, C3: 274, C4: 82, C5: 
34, C6: 57. It can be noted that the class C6 corresponds to invalid defects, i.e. de-
tected defects which are not validated like defects from the customer. Thus this class 
is strongly heterogeneous. The second data set, named Fibre2, consists of a more 
extended version of the first data set. It contains the same six output classes with 618 
training samples: C1: 12, C2: 188, C3: 230, C4: 131, C5: 2, C6: 55. In both data sets, 
the classes C2, C3 and C4 allow to consideration for a consistent training step which 
is not the case for the other classes with, in the worst case, 2 or 5 representative sam-
ples. The constraints of the system require the use of simple features which can be 
quickly calculated. The counterpart of this simplicity is less of a discriminating aspect 
for some parameters or a redundancy for others. The number of features was initially 
set to eleven. Local industrial expertise made it possible to delete two parameters 
which did not bring anything to the system and strongly decreased the results. The 
remaining parameters are equal to nine. The use of these nine parameters generates a 
consequent number of rules. In addition, some of them are strongly correlated with 
others. Table 1 summarizes the results that were obtained for the two data sets (Fibre1 
and Fibre2). For these tests, the learning database consists of 33% of data sets. The 
remaining part (66% of data sets) is used to do the generalization step.  
 
The columns of the Fibre1 data set present the recognition rates obtained by using 
this data set for the learning step and by applying the generated model to the Fibre2 
data set, and inversely for the columns of the Fibre2 data set. Thus, these rates corre-
spond to the generalization of the model. The proposed approach is iterative. It uses 
the recognition rate as an ending criterion. The value of this criterion has been em-
pirically given to be 90%.  
The FRIFS method gives the best results and a better feature selection in compari-
son with the other methods. The other algorithms stop more quickly (except for the 
Fibre1 data set with the BFS and FFS methods) than the proposed approach by pro-
viding a less satisfactory parameter set. It can be noted that the recognition rates are 
similar in Fibre 1 for the SBFS, SFFS and FRIFS methods because these methods 
select the same parameters in the same order. 
It can also be noted that the suppression order of the non-relevant parameters is 
different, not only among the four methods, but also according to the data set chosen 
for the training step (Fibre 1 or 2). On the other hand, the same four parameters are 
selected by the FRIFS approach (even 5, if an ending criterion is chosen lower than 
90%). It is not the case for the other methods. 
Thus, the FRIFS method seems to be more efficient and provides a more stable 
characteristic vector composed of more significant features 
Table 1. Comparison among the different methods of feature selection – 
Generalization rates obtained with Fibre1 and Fibre2 data sets. 
Data Sets Fibre1 Fibre2 
Methods SVM SBFS SFFS FRIFS SVM SBFS SFFS FRIFS 
9 fea-
tures rate 90.13 92.11 
with-
out P5 P3 P3 P3 P3 P3 P3 P3 8 fea-
tures rate 89.48 90.94 90.94 90.94 92.63 92.63 92.63 92.63 
with-
out P2 P0 P0 P0 P7 P5 P5 P5 7 fea-
tures rate 86.89 90.29 90.29 90.29 92.46 92.63 92.63 92.63 
with-
out P8 P5 P5 P5 P6 P8 P8 P8 6 fea-
tures rate 88.67 89.48 89.48 89.48 90.00 92.63 92.63 92.63 
with-
out P7 P8 P8 P8 P8 P2 P2 P0 5 fea-
tures rate 81.88 86.73 86.73 86.73 83.51 90.00 90.00 92.81 
with-
out P3 P7 P7 P7 P2 P8 P8 P7 4 fea-
tures rate 81.23 70.07 70.07 70.07 81.05 81.05 81.05 92.81 
with-
out     P1 P1 P1 P2 3 fea-
tures rate     74.74 74.74 74.74 90.88 
SVM = support vector machine, SBFS = backward feature selection 
SFFS = forward feature selection, FRIFS = Proposed Method 
6. Conclusion and future works 
The Fuzzy Rule Iterative Feature Selection (FRIFS) method proposed in this arti-
cle is based on the analysis of a training data set in three steps. The first step, repre-
senting the initialization of the method, allows for the choice of a first subset of pa-
rameters starting from an analysis of the data typicality. The second and third steps 
are the iterative parts of the method and reduce the dimension problem while keeping 
a high recognition rate. The FRIFS approach seems to be more robust because it 
keeps homogeneity and better stability according to the recognition rates and to the 
number of selection rules. The experimental results have shown that the proposed 
method allows the choice of an optimal subset of parameters, increasing the recogni-
tion rate in comparison with the choice carried out by expertise and keeping a certain 
degree of interpretability in the model. Thus, further investigations aim to reduce the 
number of generated rules. An extension of the proposed FRIFS method aims to ana-
lyze each class and not all the training data set, as currently carried out.  
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