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Abstract
In this article, we propose a simple method to perform variable selection as a post model-
fitting exercise using continuous shrinkage priors such as the popular horseshoe prior. The
proposed Signal Adaptive Variable Selector (SAVS) approach post-processes a point estimate
such as the posterior mean to group the variables into signals and nulls. The approach is com-
pletely automated and does not require specification of any tuning parameters. We carried out a
comprehensive simulation study to compare the performance of the proposed SAVS approach to
frequentist penalization procedures and Bayesian model selection procedures. SAVS was found
to be highly competitive across all the settings considered, and was particularly found to be
robust to correlated designs. We also applied SAVS to a genomic dataset with more than 20,000
covariates to illustrate its scalability.
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1 Introduction
Continuous shrinkage priors (Griffin & Brown, 2010; Carvalho et al., 2010; Armagan et al., 2013;
Bhattacharya et al., 2015) expressed as global-local variance mixtures of Gaussians (Polson & Scott,
2010) are routinely used in Bayesian analysis of high-dimensional regression problems. Such priors
induce “approximate” sparsity in the regression coefficients by allowing a subset of them to be
heavily shrunk towards zero, thereby providing “one-group” alternatives (Polson & Scott, 2010) to
the classical “two-group” discrete mixture priors with a point mass at zero (Mitchell & Beauchamp,
1988; George & McCulloch, 1993). A subclass of these priors, such as the horseshoe and Dirichlet–
Laplace, possess attractive theoretical properties in sparse settings, including minimax optimality
and frequentist validity of uncertainty characterization (Ghosh & Chakrabarti, 2014; Bhattacharya et al.,




allows for block updating of the regression parameters from conditionally conjugate Gaussian dis-
tributions within standard Gibbs sampling algorithms, with recent advances in sampling from high-
dimensional structured Gaussian distributions (Bhattacharya et al., 2016) and associated MCMC
algorithms (Johndrow et al., 2017) substantially improving the scalability of such methods to high-
dimensional problems.
Shrinking rather than selecting is a defining feature of these priors, based partly on the intuition
that a subset of the covariates may have small but non-null effects (Polson & Scott, 2010), in
addition to the computational tractability discussed above. An immediate consequence, however,
is that the posterior draws for the regression parameters are non-sparse with probability one, which
doesn’t automatically lead to variable selection. Carvalho et al. (2010) defined a local shrinkage
factor with values between zero and one for each variable as an analogue to the classical posterior
inclusion probability (Barbieri & Berger, 2004), and proposed thresholding this shrinkage factor
to include/exclude variables; however, the choice of the threshold remains an issue in practice.
Bhattacharya et al. (2015) proposed grouping the entries of posterior medians into null and non-null
groups using 2-means clustering. While this doesn’t require any tuning parameter, this approach
faces issues when there are signals of varying strengths. A more nuanced multi-group clustering
procedure for variable selection was proposed by Li & Pati (2017).
In this article, we propose a simple yet effective scheme to select variables using the popular
horseshoe prior of Carvalho et al. (2010), although the methodology is broadly generalizable to
other shrinkage priors. The proposed Signal Adaptive Variable Selector (SAVS) approach post-
processes a point estimate such as the posterior mean or median, obtained using MCMC or some
other deterministic approximation, to group the variables into signals and nulls. The procedure is
entirely automatic and does not involve any tuning parameters. Our approach is partly motivated
by Hahn & Carvalho (2015) who posed the variable selection problem in terms of minimizing a
posterior expected loss. Their selection is based on examination of “selection summary plots”
while we provide a more objective and automated procedure.
We carried out a comprehensive simulation study to compare the performance of the proposed
SAVS approach to frequentist penalization procedures such as adaptive lasso (Zou, 2006), smoothly
clipped absolute deviation or SCAD (Fan & Li, 2001) and minimax concave penalty or MCP
(Zhang et al., 2010), as well as state-of-the-art Bayesian model selection procedures (Shin et al.,
2015). Overall, SAVS was found to be highly competitive across all the settings considered, and
was particularly found to be robust to correlated designs. We also apply SAVS to a genomic dataset
with more than 20,000 covariates to illustrate its scalability.
2 Methodology
Consider the Gaussian linear regression model:
y = Xβ + ǫ, ǫ ∼ N (0, σ2In), (1)
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Figure 1: Illustration of the shrinkage performed by the horseshoe prior. The null components of
the posterior mean β̂ plotted against variable index in a simulation study with p = 500, n = 200,
σ = 1 and orthogonal design.
where X ∈ Rn×p is an n× p matrix of covariates, with the number of variables p potentially much
larger than the sample size n. We shall work with the horseshoe prior of Carvalho et al. (2010),
adopting its usage in the high-dimensional regression context from Bhattacharya et al. (2016),
βj | λj, τ ind.∼ N (0, σ2λ2jτ2), λj ind.∼ C+(0, 1), τ ∼ C+(0, 1),






β | y)dβ be the posterior mean of β; we throughout used the MCMC
algorithm developed in Bhattacharya et al. (2016) to estimate β̂, implemented in the R package
horseshoe. As discussed already, the posterior mean βˆ does not contain exact zeros and instead
shrinks the noise coefficients towards zero; see, e.g., Figure 1. In the following, we describe a
procedure to sparsify βˆ to obtain a sparse estimator βˆ∗.
For a real number a, let sign(a) ∈ {1,−1} denote its sign with sign(a) = 1 for a ≥ 0 and −1
otherwise. Also, let a+ = max{a, 0} denote the positive part of a. For a vector x ∈ Rd, we use ‖x‖
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)‖Xj‖−2(|βˆj | · ‖Xj‖2 − µj)
+
, j = 1, . . . , p, (2)
where, Xj is the j
th column of X and µj = 1/|βˆj |2, j = 1, . . . , p. We henceforth refer to βˆ∗ as the
Signal Adaptive Variable Selector (SAVS) estimator; a pseudo-code is provided as Algorithm 1.
Algorithm 1 SAVS Algorithm:
Input: Posterior mean βˆ and design matrix X
for j = 1 to p do
µj = 1/|βˆj |2






)‖Xj‖−2(|βˆj | · ‖Xj‖2 − µj)
end if
end for
Output: A sparse estimate βˆ∗
The SAVS algorithm takes a non-sparse point estimate βˆ and the design matrix X as input,
and returns a sparse estimate βˆ∗ which can be readily used for variable selection. While we use
the horseshoe prior to obtain βˆ, one can use other shrinkage priors from the vast library of such
priors available now. Certainly, the quality of SAVS would depend on the efficacy of the shrinkage
performed. Our choice of the horseshoe was motivated by its automated nature, i.e., no tuning
parameters, and its impressive performance documented across a wide range of simulation studies
(Carvalho et al., 2010; Bhattacharya et al., 2015, 2016; van der Pas et al., 2017a).
2.1 Motivation
We now provide some intuition behind SAVS. Having obtained the shrinkage estimator βˆ, a natural
way to obtain a class of sparse estimators is to solve the optimization problem











which aims to find a sparse value of β close to βˆ in terms of the Euclidean distance between
the “model fit” Xβˆ and Xβ. The variable specific parameters µj ≥ 0 control the amount of
penalization for each variable akin to adaptive lasso. In the specific situation when n = p, the
design X is orthogonal, and µj = µ for all j, the optimization problem can be exactly solved,
with βˆ∗j = sign(βˆj) (|βˆj | − µ)+ the well-known soft-thresholding estimator. More generally, the
optimization problem (3) is a convex problem and can be solved using the R package parcor.
However, the choice of the p tuning parameters remains an issue, with cross-validation expensive
for large p.
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Our contributions towards the development of the SAVS algorithm are two-fold. First, we
exploit the estimator βˆ to provide default recommendations for the p tuning parameters µj, com-
pletely avoiding the need to perform cross-validation. The horseshoe mean βˆ aggressively shrinks
the noise components of the true β0 towards zero, while retaining the larger signals. We then let
µj = 1/|βˆj |2 for j = 1, . . . , p, so that the penalties for the variables are ranked in inverse-squared
order of the magnitude of the corresponding coefficient. We have experimented with µj = 1/|βˆj |κ
for various values of κ and found κ = 2 to be a reasonable default choice.
Let Q(β) denote the objective function in the right hand side of (3) with the above choices of
the µj ’s. A standard way to optimize Q(·) is the coordinate descent algorithm (Friedman et al.,











where Xj is the j
th column of X, X−j is the matrix formed by deleting j
th column of X and
β˜−j is the (p − 1)-vector formed by deleting the jth component of β˜. Minimizing Q˜j over βj now
amounts to simply solving a soft-thresholding problem. Thus, the coordinate descent algorithm
starts at some initial value β˜(0) and at any given iteration t, it makes a pass through the p variables











)(|XTj R(t)j | − µj)+ , j = 1, . . . , p (4)
where, R
(t)
j is partial residual vector due to regression of Xβˆ on X excluding the j
th predictor at
the tth step, i.e. R
(t)
j = Xβˆ −X−j β˜(t)−j , t ≥ 0.
Given the availability of the posterior mean βˆ, it is natural to initialize the algorithm at β˜(0) = βˆ.
With this choice, we have noticed that convergence almost always takes place after the first iteration;
see Figure 2 for a representative example. Stopping the algorithm at the first iterate leads to the
proposed SAVS algorithm, since R
(0)






j Rj = βˆj‖Xj‖2 , j = 1, . . . , p.
When the true β0 is sparse, the minimax optimal rate in prediction loss, ‖Xβˆ∗ − Xβ0‖2/n,
is s0 log p/n where s0 = |S0| and S0 : = { j : β0j 6= 0}. Under the additional assumption
of coherence conditions for the design matrix, such as the restricted isometry property (RIP;
Bu¨hlmann & Van De Geer (2011)), it can be shown that ‖βˆ∗ − β0‖1 . s0
√
log p/n. Minimax op-
timality of the horseshoe in the prediction loss has been established in Chakraborty et al. (2016);
van der Pas et al. (2017b,a). Thus, if we additionally assume the RIP condition, then for the horse-
shoe posterior mean βˆ, we have |βˆj | = |β0j | + δn if j ∈ S0 and |βˆj | = δn if j ∈ SC0 , where δn is of
order s0
√
log p/n. We also assume that, ‖Xj‖2 ≍ n. We can rewrite (2) as:
βˆ∗j = βˆj
{
1− µj|βˆj | · ‖Xj‖2
}
+
, j = 1, . . . , p.
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Figure 2: Plot of the objective function Q(β) in (3) against iterates of a coordinate descent algo-
rithm. It is evident that convergence takes place after first iteration which is the basis of our early
stopping rule.
Since µj = 1/|βˆj |2, j = 1, . . . , p, we have µj/
(|βˆj | · ‖Xj‖2) ≍ √n/(log p)3/2 ≫ 1 if j ∈ SC0 which
implies strong penalty for the noise component. Furthermore, if we assume that |β0j | > M for
j ∈ S, then µj/
(|βˆj | · ‖Xj‖2) < 1, implying mild penalty for the signals.
3 Simulation Study
We consider a detailed simulation study to compare the operating characteristics of SAVS with var-
ious competitors. We considered model (1) with σ = 1.5, n ∈ {100, 200} and p ∈ {500, 1000, 5000}.
Rows of X were independently generated from Np(0,Σ) with
(i) Σ = Ip : Independent design
(ii) Σjj = 1, Σjj′ = 0.5, j 6= j′ = 1, 2, . . . , p : Compound symmetry
(iii) Σjj′ = ρ
|j−j′|, j, j′ = 1, 2, . . . , p, with ρ ∈ {0.5, 0.7, 0.9} : Toeplitz structure or AR(1).
For the number non-zero entries s0 of the true regression coefficient β0, we considered two choices
viz. 5 and 10.
Case-1 : The true β0 had s0 = 5 non-zero entries, with the non-zero entries having magnitude
set-1 : {1.50, 1.75, 2.00, 2.25, 2.50}
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set-2 : {0.75, 1.00, 1.25, 1.50, 1.75}
multiplied by a random sign.
Case-2 : The true β0 had 10 non-zero entries corresponding to different simulation cases, with the
non-zero entries
{0.75, 1.00, 1.25, 1.50, 1.75, 2.00, 2.25, 2.50, 2.75, 3.00}
multiplied by a random sign.
We have 90 simulation cases corresponding to 90 parameter combinations altogether. For each
case, we considered 1000 simulation replicates.
We compared SAVS with smoothly clipped absolute deviation or SCAD (Fan & Li, 2001), min-
imax concave penalty or MCP (Zhang et al., 2010) and Adaptive LASSO (Zou, 2006). These three
methods were implemented with help of R packages ncvreg and parcor based on 10-fold cross-
validation. We additionally considered the recent maximum a posteriori (MAP) estimate named
S5 (Shin et al., 2015) implemented in the R package BayesS5, with default set-up.
As a measure of performance, we used Matthew’s Correlation Coefficient (MCC) defined as:
MCC =
TP× TN− FP× FN√
(TP + FP)(TP + FN)(TN + FP)(TN + FN)
where TP, TN, FP and FN correspond to True Positive, True Negative, False Positive and False
Negative respectively. MCC values lies between −1 and + 1; MCC = 1 corresponds to perfect
classification, which in our case is equivalent to exactly estimating true signals and true noises.
Thus, the estimation procedure which leads to MCC values closer to 1 for most of the replicates
and most of the simulations does a better job in variable selection.
We also considered the True Positive Rate (RPT) or Sensitivity, defined by TP/(TP + FN),
True Negative Rate (TNR) or Specificity, defined by TN/(TN + FP), and proportion of times the
exact true model was selected1.
In the following section, we provide detailed results for the case s0 = 10. The results corre-
sponding to s0 = 5 follow a similar pattern overall and are provided in the Appendix.
3.1 Results corresponding to s0 = 10
The figures 3, 4 and 5 report boxplots (displaying the five number summary: minimum, first
quartile, median, third quartile, and maximum) of MCC values and the tables 1, 2 and 3 report an
overall finding across the 1000 replicates for the given signal strengths, five designs, three values of
p and two values of n.
1As a default, both SCAD and MCP in R always selects an intercept; for a fair comparison, we didn’t consider
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Figure 3: Boxplots of MCC values over 1000 replications for s0 = 10 and p = 500 for the five
methods; top and bottom rows correspond to n = 100 and n = 200; “AdLa” is short for Adaptive
LASSO.
Table 1: Prop is the proportion of times true model being selected; for SCAD and MCP it corre-
sponds to true model+intercept. Means and standard deviations(in subscript) for MCC, TPR and
TNR over different methods are tabulated corresponding to s0 = 10 and p = 500. “AdLa” is short
for Adaptive LASSO.
p=500
Independent Compound symmetry AR(1) with ρ = 0.5 AR(1) with ρ = 0.7 AR(1) with ρ = 0.9
Prop MCC TPR TNR Prop MCC TPR TNR Prop MCC TPR TNR Prop MCC TPR TNR Prop MCC TPR TNR
n=100
SAVS 0.30 0.920.07 0.990.03 1.000.00 0.09 0.850.1 0.940.07 1.000.01 0.18 0.880.09 0.890.11 1.000.00 0.31 0.940.06 0.940.06 1.000.00 0.00 0.650.14 0.450.17 1.000.00
S5 0.28 0.950.05 0.900.08 1.000.00 0.02 0.840.09 0.720.14 1.000.00 0.08 0.850.07 0.730.12 0.920.07 0.00 0.840.09 0.710.14 1.000.00 0.00 0.510.09 0.270.10 1.000.00
SCAD 0.00 0.630.10 1.000.02 0.970.01 0.03 0.800.09 0.960.07 0.990.01 0.00 0.570.08 0.890.11 0.970.01 0.00 0.590.15 0.770.14 0.980.01 0.00 0.270.11 0.290.11 0.980.01
AdLa 0.18 0.890.09 0.970.05 0.990.01 0.03 0.820.1 0.90.08 0.990.01 0.00 0.730.1 0.760.1 0.990.01 0.11 0.880.08 0.90.1 1.000.00 0.00 0.400.10 0.270.11 0.990.01
MCP 0.09 0.840.10 0.990.02 0.990.01 0.13 0.900.07 0.920.09 1.000.00 0.00 0.720.10 0.850.13 0.990.01 0.00 0.700.15 0.750.14 0.990.01 0.00 0.350.09 0.250.08 0.990.01
n=200
SAVS 0.64 0.980.03 1.000.00 1.000.00 0.4 0.950.05 0.990.02 0.990.00 0.71 0.980.03 1.000.01 1.000.00 0.72 0.980.03 0.990.04 1.000.00 0.00 0.730.08 0.550.12 1.000.00
S5 0.96 1.000.01 1.000.02 1.000.00 0.65 0.980.03 0.960.06 1.000.00 0.92 0.990.02 0.990.04 1.000.00 0.64 0.980.04 0.960.07 1.000.00 0.00 0.630.05 0.400.07 1.000.00
SCAD 0.04 0.730.14 1.000.00 0.980.02 0.34 0.940.07 1.000.02 1.000.00 0.00 0.640.13 1.000.03 0.970.02 0.00 0.570.10 0.970.06 0.960.02 0.00 0.490.08 0.280.05 1.000.00
AdLa 0.44 0.940.07 1.000.01 0.990.00 0.26 0.930.06 0.990.03 0.990.00 0.09 0.850.1 0.990.03 0.990.01 0.03 0.820.1 0.950.07 0.990.01 0.00 0.680.04 0.470.05 1.000.00
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Figure 4: Boxplots of MCC values over 1000 replications for s0 = 10 and p = 1000 for the five
methods; top and bottom rows correspond to n = 100 and n = 200; “AdLa” is short for Adaptive
LASSO.
Table 2: Prop is the proportion of times true model being selected; for SCAD and MCP it cor-
responds to true model+intercept. Means and standard deviations(in subscript) for MCC, TPR
and TNR over different methods are tabulated corresponding to s0 = 10 and p = 1000. “AdLa” is
short for Adaptive LASSO.
p=1000
Independent Compound symmetry AR(1) with ρ = 0.5 AR(1) with ρ = 0.7 AR(1) with ρ = 0.9
Prop MCC TPR TNR Prop MCC TPR TNR Prop MCC TPR TNR Prop MCC TPR TNR Prop MCC TPR TNR
n=100
SAVS 0.34 0.940.06 0.980.04 1.000.00 0.08 0.880.08 0.900.08 1.000.00 0.18 0.910.07 0.890.09 1.000.00 0.02 0.840.08 0.760.12 1.000.00 0.00 0.760.08 0.590.11 1.000.00
S5 0.16 0.930.06 0.860.10 1.000.00 0.00 0.750.12 0.580.17 1.000.00 0.02 0.870.07 0.770.10 1.000.00 0.00 0.760.12 0.600.17 1.000.00 0.00 0.580.08 0.350.07 1.000.00
SCAD 0.00 0.580.09 1.000.02 0.980.01 0.04 0.820.10 0.910.07 1.000.00 0.00 0.560.10 0.890.09 0.980.01 0.00 0.390.1 0.640.16 0.980.01 0.00 0.460.11 0.340.08 1.000.00
AdLa 0.12 0.870.09 0.940.07 0.990.00 0.01 0.800.10 0.850.11 0.990.00 0.01 0.780.11 0.820.1 0.990.00 0.00 0.570.13 0.50.18 0.990.00 0.00 0.820.09 0.680.14 1.000.00
MCP 0.06 0.810.10 0.990.03 0.990.00 0.12 0.900.08 0.890.09 1.000.00 0.00 0.740.12 0.840.12 0.990.00 0.00 0.510.15 0.540.16 0.990.00 0.00 0.500.10 0.330.06 1.000.00
n=200
SAVS 0.73 0.980.03 1.000.00 1.000.00 0.54 0.980.04 0.990.03 1.000.00 0.76 0.990.03 1.000.01 1.000.00 0.39 0.940.06 0.900.10 1.000.00 0.00 0.830.07 0.700.11 1.000.00
S5 0.93 1.000.01 0.990.03 1.000.00 0.55 0.970.04 0.950.07 1.000.00 0.78 0.990.02 0.980.04 1.000.00 0.33 0.930.06 0.860.10 1.000.00 0.00 0.620.08 0.390.10 1.000.00
SCAD 0.01 0.680.15 1.000.00 0.980.01 0.07 0.830.10 0.990.02 0.990.00 0.01 0.630.14 1.000.01 0.980.01 0.00 0.500.11 0.890.09 0.970.01 0.00 0.340.10 0.450.13 0.980.01
AdLa 0.47 0.950.06 1.000.01 1.000.00 0.18 0.910.07 0.990.03 0.990.00 0.17 0.890.08 0.990.02 0.990.00 0.00 0.750.1 0.830.06 0.990.00 0.00 0.640.09 0.610.12 0.990.00
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Figure 5: Boxplots of MCC values over 1000 replications for s0 = 10 and p = 5000 for the five
methods; top and bottom rows correspond to n = 100 and n = 200; “AdLa” is short for Adaptive
LASSO.
Table 3: Prop is the proportion of times true model being selected; for SCAD and MCP it cor-
responds to true model+intercept. Means and standard deviations(in subscript) for MCC, TPR
and TNR over different methods are tabulated corresponding to s0 = 10 and p = 5000. “AdLa” is
short for Adaptive LASSO.
p=5000
Independent Compound symmetry AR(1) with ρ = 0.5 AR(1) with ρ = 0.7 AR(1) with ρ = 0.9
Prop MCC TPR TNR Prop MCC TPR TNR Prop MCC TPR TNR Prop MCC TPR TNR Prop MCC TPR TNR
n=100
SAVS 0.26 0.870.20 0.850.20 1.000.00 0.02 0.740.21 0.670.21 1.000.00 0.00 0.580.27 0.480.23 1.000.00 0.00 0.700.15 0.560.15 1.000.00 0.00 0.590.09 0.380.08 1.000.00
S5 0.02 0.860.10 0.750.16 1.000.00 0.02 0.700.16 0.530.21 1.000.00 0.00 0.720.13 0.540.19 1.000.00 0.00 0.680.08 0.480.11 1.000.00 0.00 0.500.07 0.260.06 1.000.00
SCAD 0.00 0.500.07 0.990.03 0.990.00 0.00 0.610.13 0.860.16 1.000.00 0.00 0.330.11 0.610.18 0.990.00 0.00 0.270.08 0.460.09 0.990.00 0.00 0.260.09 0.280.06 1.000.00
AdLa 0.02 0.780.13 0.80.13 1.000.00 0.00 0.630.14 0.680.16 1.000.00 0.00 0.430.20 0.390.20 1.000.00 0.00 0.580.11 0.460.12 1.000.00 0.00 0.730.08 0.570.10 1.000.00
MCP 0.01 0.760.09 0.980.05 1.000.00 0.02 0.770.18 0.750.21 1.000.00 0.00 0.470.18 0.520.20 1.000.00 0.00 0.440.12 0.410.08 1.000.00 0.00 0.360.11 0.270.05 1.000.00
n=200
SAVS 0.93 1.000.02 1.000.02 1.000.00 0.56 0.970.04 0.960.05 1.000.00 0.82 0.990.02 0.980.04 1.000.00 0.34 0.940.05 0.90.09 1.000.00 0.00 0.700.08 0.510.10 1.000.00
S5 0.78 0.990.02 0.980.07 1.000.00 0.19 0.950.03 0.910.05 1.000.00 0.52 0.970.03 0.950.06 1.000.00 0.00 0.890.05 0.790.10 1.000.00 0.00 0.520.12 0.290.09 1.000.00
SCAD 0.00 0.540.15 1.000.00 0.990.00 0.02 0.750.12 0.990.03 1.000.00 0.00 0.490.13 0.990.02 0.990.00 0.00 0.640.12 0.800.07 1.000.00 0.00 0.200.07 0.320.13 0.990.00
AdLa 0.46 0.950.08 0.990.02 1.000.00 0.13 0.880.08 0.960.05 1.000.00 0.06 0.830.10 0.890.10 1.000.00 0.00 0.890.05 0.840.05 1.000.00 0.00 0.450.07 0.240.07 1.000.00
MCP 0.17 0.830.14 1.000.00 1.000.00 0.29 0.930.06 0.980.04 1.000.00 0.04 0.750.14 0.990.04 1.000.00 0.00 0.730.11 0.770.07 1.000.00 0.00 0.280.10 0.260.13 1.000.00
3.2 Summary of results
The results overall indicate that SAVS is highly competitive to the existing methods across all the
settings. In terms of the proportion of times of identifying the correct model, SAVS was best or
second best 73 (out of 90) times. In terms of MCC, SAVS was best or second best 86 (out of 90)
times. Similar conclusions can be drawn based on TNR and TPR values.
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In particular, SAVS had an overall superior performance in the correlated design setting. Among
the frequentist competitors, adaptive Lasso was the closest to SAVS. S5 performed strongly under
independent design and mild correlations, though its performance somewhat deteriorated with
increasing correlation.
4 Application on a real data set
We considered the dataset studied by Lan et al. (2006) on coordinated regulation of gene expres-
sion levels recorded for 31 female and 29 male mice (i.e, 60 subjects in total). The dataset is
consists of 22, 575 gene expression values along with a number of psychological phenotypes, includ-
ing numbers of stearoyl-CoA desaturase 1 (SCD1), glycerol-3-phosphate acyltransferase (GPAT)
and phos-phoenopyruvate carboxykinase (PEPCK). The last three quantities are response vari-
ables and were measured by quantitative real-time RT-PCR. This data set is publicly available at
http://www.ncbi.nlm.nih.gov/geo (accession number GSE3330). The main purpose of the analysis
here was to show that SAVS can scale up to real problems involving a large number of predictors.
Table 4: The table shows the indices and probe set ID of the selected genes using SAVS and S5 for
GPAT, PEPCK and SCD1
Phenotypes
SAVS S5
Index probe set ID Index probe set ID
GPAT
10854 1442439 at 17498 1454280 at
18639 1455980 a at
PEPCK
7640 1438937 x at 7640 1438937 x at
18263 1455375 at 18558 1455816 a at
SCD1
6002 1436216 s at 4664 1434072 at
10310 1441881 x at 4729 1434185 at
We applied SAVS and S5 on this data for all the three responses. Table 4 gives the probe set
ID (Lan et al., 2006) of the selected genes by each method.
5 Discussion
The literature on Bayesian sparse shrinkage priors has continued to impressively grow over the past
decade and half. In this article, we have proposed a simple method called SAVS to summarize the
posterior distribution from such shrinkage priors to obtain a set of selected variables. While we
focus on the horseshoe prior, the method extends trivially to other priors. The SAVS approach for
the horsehsoe prior had impressive operating characteristics across a wide range of simulations.
While we haven’t explored it here, the proposed approach can additionally be used to obtain a
characterization of uncertainty in variable selection by applying the SAVS procedure to each MCMC
iterate rather than the posterior mean. We leave this topic for future investigation. Another
11
potential attraction of the proposed approach is the almost immediate generalization to related
high-dimensional models, such as glm regression, factor regression, and tensor regression, to name
a few.
6 R code
R code to implement the simulations for s0 = 10 are provided in https://github.com/raypallavi/SAVS.git
7 APPENDIX
Results corresponding to s0 = 5 :
The tables 6, 8, 10, 5, 7 and 9 report an overall finding across the 1000 replicates for the two
signal strengths, five designs, three values of p and two values of n.
Figures 6, 7, 8, 9, 10 and 11 report boxplots (displaying the five number summary: minimum,
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Figure 6: Boxplots of MCC values over 1000 replications for s0 = 5 for the five methods; top and
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Figure 7: Boxplots of MCC values over 1000 replications for s0 = 5 for the five methods; top and
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Figure 8: Boxplots of MCC values over 1000 replications for s0 = 5 for the five methods; top and
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Figure 9: Boxplots of MCC values over 1000 replications for s0 = 5 for the five methods; top and
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Figure 10: Boxplots of MCC values over 1000 replications for s0 = 5 for the five methods; top and
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Figure 11: Boxplots of MCC values over 1000 replications for s0 = 5 for the five methods; top and
bottom rows correspond to the set-1 and set-2 values of β0; “AdLa” is short for Adaptive LASSO
Table 5: Prop is the proportion of times true model being selected; for SCAD and MCP it corre-
sponds to true model+intercept. Means and standard deviations(in subscript) for MCC, TPR and
TNR over different methods are tabulated corresponding to s0 = 5, p = 500 and n = 100. “AdLa”
is short for Adaptive LASSO
p=500
n=100
Independent Compound symmetry AR(1) with ρ = 0.5 AR(1) with ρ = 0.7 AR(1) with ρ = 0.9
Prop MCC TPR TNR Prop MCC TPR TNR Prop MCC TPR TNR Prop MCC TPR TNR Prop MCC TPR TNR
Set-1
SAVS 0.72 0.960.08 1.000.00 1.000.00 0.64 0.950.09 1.000.01 1.000.00 0.81 0.970.06 1.000.01 1.000.00 0.81 0.970.07 0.980.1 1.000.00 0.07 0.700.17 0.530.24 1.000.00
S5 1.00 1.000.01 1.000.00 1.000.00 0.96 1.000.02 1.000.03 1.000.00 0.99 1.000.01 1.000.01 1.000.00 0.96 1.000.02 1.000.03 1.000.00 0.00 0.630.15 0.440.14 1.000.00
SCAD 0.18 0.740.19 1.000.00 0.980.02 0.41 0.860.16 1.000.00 0.990.01 0.08 0.680.18 1.000.02 0.980.02 0.01 0.520.14 0.920.15 0.970.02 0.00 0.360.15 0.400.16 0.990.01
AdLa 0.06 0.930.10 1.000.00 1.000.00 0.41 0.890.12 1.000.01 0.990.01 0.38 0.880.13 0.990.07 0.990.01 0.19 0.790.17 0.850.21 1.000.01 0.05 0.640.19 0.550.24 1.000.00
MCP 0.51 0.880.15 1.000.00 1.000.01 0.70 0.950.05 1.000.01 1.000.00 0.40 0.860.15 1.000.01 0.990.01 0.08 0.690.18 0.890.19 0.990.01 0.00 0.420.15 0.370.15 0.990.01
Set-2
SAVS 0.61 0.940.09 0.960.08 1.000.00 0.25 0.850.14 0.820.18 1.000.00 0.36 0.870.14 0.810.21 0.990.00 0.10 0.740.18 0.600.24 1.000.00 0.00 0.520.21 0.340.19 1.000.00
S5 0.64 0.950.07 0.920.11 1.000.00 0.15 0.830.12 0.720.18 1.000.00 0.21 0.840.12 0.730.19 1.000.00 0.02 0.730.14 0.560.17 1.000.00 0.00 0.520.18 0.340.12 1.000.00
SCAD 0.00 0.500.12 1.000.03 0.970.02 0.01 0.620.12 0.940.11 0.980.01 0.00 0.450.11 0.910.15 0.960.02 0.00 0.370.13 0.640.20 0.970.02 0.00 0.290.14 0.310.13 0.990.01
AdLa 0.25 0.840.14 0.980.07 0.990.01 0.08 0.750.15 0.890.14 0.990.01 0.11 0.750.16 0.820.21 0.990.01 0.06 0.660.19 0.640.24 1.000.02 0.02 0.540.22 0.420.23 1.000.00
MCP 0.09 0.740.14 0.990.04 0.990.01 0.14 0.810.13 0.880.15 1.000.00 0.01 0.630.14 0.850.19 0.990.01 0.00 0.480.15 0.550.20 0.990.01 0.00 0.350.15 0.270.12 0.990.01
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Table 6: Prop is the proportion of times true model being selected; for SCAD and MCP it corre-
sponds to true model+intercept. Means and standard deviations(in subscript) for MCC, TPR and
TNR over different methods are tabulated corresponding to s0 = 5, p = 500 and n = 200. “AdLa”
is short for Adaptive LASSO
p=500
n=200
Independent Compound symmetry AR(1) with ρ = 0.5 AR(1) with ρ = 0.7 AR(1) with ρ = 0.9
Prop MCC TPR TNR Prop MCC TPR TNR Prop MCC TPR TNR Prop MCC TPR TNR Prop MCC TPR TNR
Set-1
SAVS 0.85 0.980.04 1.000.00 1.000.00 0.75 0.970.05 1.000.00 1.000.00 0.88 0.990.03 1.000.00 1.000.00 0.92 0.990.03 1.000.00 1.000.00 0.61 0.910.13 0.850.21 1.000.00
S5 0.99 1.000.01 1.000.00 1.000.00 0.99 1.000.01 1.000.00 1.000.00 0.98 1.000.00 1.000.00 1.000.00 1.00 1.000.00 1.000.00 1.000.00 0.13 0.790.13 0.650.18 1.000.00
SCAD 0.56 0.860.20 1.000.00 0.990.02 0.69 0.920.14 1.000.00 1.000.01 0.56 0.870.19 1.000.00 0.990.01 0.35 0.820.18 1.000.02 0.990.01 0.00 0.470.16 0.620.20 0.980.02
AdLa 0.7 0.950.09 1.000.00 0.990.00 0.61 0.940.10 1.000.00 0.990.00 0.61 0.940.09 1.000.00 0.990.00 0.45 0.900.11 0.990.03 0.990.00 0.13 0.750.17 0.760.22 0.990.00
MCP 0.67 0.910.15 1.000.00 1.000.01 0.77 0.960.08 1.000.00 1.000.00 0.67 0.920.14 1.000.00 1.000.01 0.60 0.910.14 1.000.01 1.000.01 0.00 0.540.16 0.570.18 0.990.01
Set-2
SAVS 0.85 0.990.04 1.000.01 1.000.00 0.70 0.960.06 0.980.06 1.000.00 0.86 0.990.04 1.000.04 1.000.00 0.62 0.930.10 0.890.18 0.990.00 0.04 0.680.17 0.500.22 1.000.00
S5 0.97 1.000.02 1.000.02 1.000.00 0.82 0.980.05 0.970.08 1.000.00 0.93 0.990.04 0.990.06 1.000.00 0.59 0.920.11 0.870.18 1.000.00 0.00 0.640.15 0.450.14 1.000.00
SCAD 0.04 0.640.18 1.000.00 0.980.02 0.08 0.720.15 1.000.03 0.990.01 0.01 0.550.15 1.000.02 0.970.02 0.00 0.470.13 0.910.15 0.960.02 0.00 0.360.15 0.430.16 0.980.02
AdLa 0.52 0.920.11 0.990.00 0.990.00 0.30 0.870.13 0.990.04 1.000.01 0.33 0.870.13 0.990.05 0.990.01 0.16 0.800.15 0.850.20 0.990.01 0.06 0.640.2 0.540.24 0.990.00
MCP 0.34 0.830.17 1.000.00 0.990.01 0.46 0.910.10 0.990.04 1.000.00 0.17 0.780.16 1.000.03 0.990.01 0.02 0.630.14 0.880.17 0.990.01 0.00 0.430.15 0.400.16 0.990.01
Table 7: Prop is the proportion of times true model being selected; for SCAD and MCP it cor-
responds to true model+intercept. Means and standard deviations(in subscript) for MCC, TPR
and TNR over different methods are tabulated corresponding to s0 = 5, p = 1000 and n = 100.
“AdLa” is short for Adaptive LASSO
p=1000
n=100
Independent Compound symmetry AR(1) with ρ = 0.5 AR(1) with ρ = 0.7 AR(1) with ρ = 0.9
Prop MCC TPR TNR Prop MCC TPR TNR Prop MCC TPR TNR Prop MCC TPR TNR Prop MCC TPR TNR
Set-1
SAVS 0.82 0.970.08 1.000.00 1.000.00 0.79 0.960.10 1.000.02 1.000.00 0.86 0.980.07 1.000.02 1.000.00 0.73 0.950.11 0.940.15 1.000.00 0.03 0.670.16 0.480.21 1.000.00
S5 1.00 1.000.00 1.000.00 1.000.00 0.94 0.990.03 0.990.06 1.000.00 0.97 0.990.05 0.990.06 1.000.00 0.69 0.930.12 0.880.20 1.000.00 0.00 0.590.16 0.400.14 1.000.00
SCAD 0.11 0.680.19 1.000.00 0.990.01 0.31 0.810.17 1.000.01 1.000.00 0.03 0.600.17 1.000.02 0.990.01 0.00 0.440.14 0.830.20 0.980.01 0.00 0.320.15 0.360.14 0.990.01
AdLa 0.60 0.940.09 1.000.00 1.000.00 0.34 0.880.12 1.000.02 1.000.00 0.35 0.860.15 0.950.13 1.000.00 0.14 0.740.19 0.760.23 1.000.00 0.05 0.620.20 0.510.24 1.000.00
MCP 0.46 0.870.16 1.000.00 1.000.00 0.67 0.950.09 1.000.02 1.000.00 0.32 0.820.17 0.990.05 1.000.00 0.05 0.610.19 0.770.23 1.000.00 0.00 0.390.15 0.330.14 1.000.00
Set-2
SAVS 0.52 0.930.09 0.920.12 1.000.00 0.12 0.800.15 0.730.2 1.000.00 0.23 0.830.14 0.740.22 1.000.00 0.03 0.700.17 0.540.21 1.000.00 0.00 0.480.2 0.280.16 1.000.00
S5 0.52 0.940.07 0.890.13 1.000.00 0.08 0.790.13 0.660.18 1.000.00 0.12 0.810.13 0.680.19 1.000.00 0.01 0.710.14 0.530.17 1.000.00 0.00 0.480.18 0.310.12 1.000.00
SCAD 0.00 0.440.10 0.990.03 0.980.01 0.00 0.570.12 0.920.12 0.990.00 0.00 0.400.11 0.850.18 0.980.01 0.00 0.320.14 0.570.20 0.980.01 0.00 0.280.15 0.280.12 0.990.01
AdLa 0.21 0.840.13 0.960.08 1.000.00 0.04 0.710.15 0.840.15 0.990.00 0.08 0.710.18 0.750.23 1.000.00 0.05 0.620.21 0.580.26 1.000.00 0.01 0.530.22 0.410.23 1.000.00
MCP 0.04 0.700.14 0.990.05 0.990.00 0.10 0.780.15 0.840.17 1.000.00 0.01 0.570.15 0.780.20 0.990.00 0.00 0.440.15 0.490.18 0.990.00 0.00 0.350.15 0.250.11 1.000.00
Table 8: Prop is the proportion of times true model being selected; for SCAD and MCP it cor-
responds to true model+intercept. Means and standard deviations(in subscript) for MCC, TPR
and TNR over different methods are tabulated corresponding to s0 = 5, p = 1000 and n = 200.
“AdLa” is short for Adaptive LASSO
p=1000
n=200
Independent Compound symmetry AR(1) with ρ = 0.5 AR(1) with ρ = 0.7 AR(1) with ρ = 0.9
Prop MCC TPR TNR Prop MCC TPR TNR Prop MCC TPR TNR Prop MCC TPR TNR Prop MCC TPR TNR
Set-1
SAVS 0.95 1.000.02 1.000.00 1.000.00 0.95 0.990.04 1.000.00 1.000.00 0.97 1.000.02 1.000.00 1.000.00 0.98 1.000.01 1.000.00 1.000.00 0.54 0.900.13 0.820.21 1.000.00
S5 1.00 1.000.00 1.000.00 1.000.00 0.99 1.000.01 1.000.00 1.000.00 0.99 1.000.01 1.000.00 1.000.00 1.00 1.000.01 1.000.00 1.000.00 0.02 0.740.12 0.560.16 1.000.00
SCAD 0.48 0.820.23 1.000.00 0.990.01 0.64 0.900.16 1.000.00 1.000.00 0.47 0.830.22 1.000.00 0.990.01 0.24 0.750.21 1.000.02 0.990.01 0.00 0.410.18 0.550.18 0.990.01
AdLa 0.71 0.950.08 1.000.00 0.990.00 0.64 0.940.01 1.000.00 0.990.00 0.62 0.940.01 1.000.00 1.000.002 0.40 0.880.13 0.980.06 1.000.002 0.10 0.710.19 0.650.24 1.000.002
MCP 0.64 0.900.17 1.000.00 1.000.00 0.76 0.960.08 1.000.00 1.000.00 0.64 0.900.16 1.000.00 1.000.00 0.55 0.890.15 1.000.02 1.000.00 0.00 0.500.18 0.500.16 1.000.01
Set-2
SAVS 0.93 0.990.03 1.000.03 1.000.00 0.73 0.970.06 0.950.09 1.000.00 0.87 0.980.05 0.970.09 1.000.00 0.47 0.90.11 0.820.19 1.000.00 0.00 0.650.14 0.450.17 1.000.00
S5 0.97 1.000.02 1.000.02 1.000.00 0.79 0.970.06 0.960.09 1.000.00 0.90 0.990.05 0.980.08 1.000.00 0.47 0.900.11 0.820.19 1.000.00 0.00 0.610.16 0.420.14 1.000.00
SCAD 0.02 0.560.17 1.000.00 0.980.01 0.06 0.670.16 1.000.03 0.990.01 0.01 0.470.15 0.990.04 0.980.01 0.00 0.400.13 0.850.17 0.980.02 0.00 0.320.15 0.400.15 0.990.01
AdLa 0.48 0.910.11 0.990.01 0.990.00 0.28 0.860.13 0.980.06 0.990.00 0.28 0.850.14 0.970.09 0.990.00 0.11 0.760.16 0.780.21 0.990.00 0.052 0.620.20 0.500.23 1.000.002
MCP 0.26 0.800.18 1.000.01 1.000.01 0.41 0.900.11 0.990.05 1.000.00 0.10 0.720.17 0.990.05 0.990.01 0.00 0.580.15 0.810.19 0.990.01 0.00 0.390.15 0.370.16 1.000.00
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Table 9: Prop is the proportion of times true model being selected; for SCAD and MCP it cor-
responds to true model+intercept. Means and standard deviations(in subscript) for MCC, TPR
and TNR over different methods are tabulated corresponding to s0 = 5, p = 5000 and n = 100.
“AdLa” is short for Adaptive LASSO
p=5000
n=100
Independent Compound symmetry AR(1) with ρ = 0.5 AR(1) with ρ = 0.7 AR(1) with ρ = 0.9
Prop MCC TPR TNR Prop MCC TPR TNR Prop MCC TPR TNR Prop MCC TPR TNR Prop MCC TPR TNR
Set-1
SAVS 0.75 0.920.17 0.910.20 1.000.00 0.79 0.960.10 0.980.10 1.000.00 0.75 0.920.17 0.910.20 1.000.00 0.39 0.820.20 0.730.26 1.000.00 0.00 0.600.16 0.400.18 1.000.00
S5 1.00 1.000.01 1.000.01 1.000.00 0.88 0.980.07 0.960.11 1.000.00 0.92 0.980.07 0.970.11 1.000.00 0.32 0.810.17 0.690.25 1.000.00 0.00 0.510.18 0.330.13 1.000.00
SCAD 0.02 0.550.17 1.000.00 1.000.00 0.16 0.710.19 1.000.03 1.000.00 0.00 0.440.13 0.960.12 1.000.00 0.00 0.320.14 0.640.22 1.000.00 0.00 0.290.16 0.310.12 1.000.00
AdLa 0.26 0.790.19 0.820.22 1.000.00 0.23 0.850.13 0.980.07 1.000.00 0.26 0.790.19 0.820.23 1.000.00 0.10 0.690.21 0.630.26 1.000.00 0.05 0.610.21 0.470.24 1.000.00
MCP 0.34 0.830.16 1.000.00 1.000.00 0.58 0.930.10 0.990.05 1.000.00 0.17 0.720.20 0.930.17 1.000.00 0.01 0.480.18 0.560.22 1.000.00 0.00 0.370.15 0.280.12 1.000.00
Set-2
SAVS 0.41 0.910.11 0.860.15 1.000.00 0.05 0.710.20 0.600.22 1.000.00 0.09 0.730.19 0.600.23 1.000.00 0.00 0.620.20 0.450.21 1.000.00 0.00 0.470.2 0.270.15 1.000.00
S5 0.28 0.890.09 0.800.16 1.000.00 0.01 0.700.16 0.540.18 1.000.00 0.01 0.740.14 0.580.18 1.000.00 0.00 0.630.16 0.440.15 1.000.00 0.00 0.420.19 0.270.12 1.000.00
SCAD 0.00 0.360.05 0.980.05 0.990.00 0.00 0.450.11 0.840.17 1.000.00 0.00 0.310.12 0.710.21 0.990.00 0.00 0.260.15 0.460.18 1.000.00 0.00 0.240.16 0.260.13 1.000.00
AdLa 0.12 0.800.14 0.900.13 1.000.00 0.01 0.620.17 0.710.20 1.000.00 0.06 0.660.21 0.630.25 1.000.00 0.04 0.580.23 0.490.25 1.000.00 0.01 0.510.25 0.380.23 1.000.00
MCP 0.01 0.620.11 0.970.08 1.000.00 0.04 0.690.18 0.730.21 1.000.00 0.00 0.460.16 0.630.22 1.000.00 0.00 0.380.16 0.400.16 1.000.00 0.00 0.320.15 0.220.10 1.000.00
Table 10: Prop is the proportion of times true model being selected; for SCAD and MCP it
corresponds to true model+intercept. Means and standard deviations(in subscript) for MCC, TPR
and TNR over different methods are tabulated corresponding to s0 = 5, p = 5000 and n = 200.
“AdLa” is short for Adaptive LASSO
p=5000
n=200
Independent Compound symmetry AR(1) with ρ = 0.5 AR(1) with ρ = 0.7 AR(1) with ρ = 0.9
Prop MCC TPR TNR Prop MCC TPR TNR Prop MCC TPR TNR Prop MCC TPR TNR Prop MCC TPR TNR
Set-1
SAVS 0.96 1.000.02 1.000.00 1.000.00 0.95 1.000.03 1.000.00 1.000.00 0.97 1.000.01 1.000.00 1.000.00 0.96 1.000.03 0.990.03 1.000.00 0.28 0.820.15 0.70.23 1.000.00
S5 1.00 1.000.00 1.000.00 1.000.00 1.00 1.000.01 1.000.01 1.000.00 1.00 1.000.00 1.000.00 1.000.00 0.99 1.000.02 1.000.04 1.000.00 0.00 0.650.15 0.460.15 1.000.00
SCAD 0.35 0.760.25 1.000.00 1.000.00 0.62 0.880.19 1.000.00 1.000.00 0.31 0.750.24 1.000.00 1.000.00 0.06 0.530.22 0.980.07 1.000.00 0.00 0.320.18 0.430.15 1.000.00
AdLa 0.74 0.960.08 1.000.00 1.000.00 0.59 0.940.01 1.000.00 1.000.00 0.59 0.930.10 1.000.02 1.000.00 0.27 0.830.16 0.880.180 1.000.00 0.09 0.660.21 0.550.25 1.000.00
MCP 0.62 0.880.18 1.000.00 1.000.00 0.76 0.960.08 1.000.00 1.000.00 0.60 0.880.18 1.000.00 1.000.00 0.32 0.770.21 0.980.09 1.000.00 0.00 0.430.19 0.410.16 1.000.00
Set-2
SAVS 0.94 0.990.03 0.990.03 1.000.00 0.62 0.950.07 0.920.12 1.000.00 0.81 0.970.06 0.960.1 1.000.00 0.30 0.860.12 0.770.2 1.000.00 0.00 0.620.16 0.420.18 1.000.00
S5 0.95 0.990.02 0.990.04 1.000.00 0.59 0.950.07 0.910.12 1.000.00 0.80 0.970.07 0.940.12 1.000.00 0.19 0.840.12 0.720.18 1.000.00 0.00 0.520.18 0.350.13 1.000.00
SCAD 0.00 0.430.14 1.000.01 0.990.00 0.01 0.560.14 0.990.04 1.000.00 0.00 0.360.13 0.980.07 0.990.00 0.00 0.310.13 0.730.20 0.990.00 0.00 0.280.17 0.330.13 1.000.00
AdLa 0.46 0.910.11 0.990.02 1.000.00 0.18 0.820.13 0.960.08 1.000.00 0.24 0.820.16 0.890.17 0.990.00 0.09 0.700.20 0.710.23 1.000.00 0.04 0.590.22 0.460.24 1.000.00
MCP 0.16 0.740.18 1.000.01 1.000.00 0.29 0.870.11 0.970.07 1.000.00 0.04 0.620.17 0.970.10 1.000.00 0.00 0.480.16 0.670.19 1.000.00 0.00 0.350.15 0.300.13 1.000.00
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