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Abstract
We consider an energy harvesting multiple access channel (MAC) where the transmitters are powered by an
exogenous stochastic energy harvesting process and equipped with finite batteries. We characterize the capacity region
of this channel as n-letter mutual information rate and develop inner and outer bounds that differ by a constant gap.
An interesting conclusion that emerges from our results is that the sum-capacity approaches that of a standard AWGN
MAC (with only an average constraint on the transmitted power), as the number of users in the MAC becomes large.
I. INTRODUCTION
Energy harvesting wireless devices are expected to be one of the key enablers of the next exponential growth
in wireless connectivity. By eliminating bulky batteries, decoupling node deployments from the power grid, and
allowing wireless nodes to operate potentially forever in a maintenance-free manner, energy harvesting can enable
massive deployments of wireless devices to connect objects and machines in the age of “Internet of Everything”
(IoE). For example, in a home IoE application a house can be equipped with tens or even hundreds of wireless
sensors and actuators that connect to the cloud through a central sink node. This common topology envisioned
for IoE applications gives rise to an energy harvesting multiple-access channel, where a large number of energy
harvesting wireless devices communicate to a central sink node which has access to traditional power.
Motivated by this observation, in this paper we study the information-theoretic capacity of such an energy-
harvesting MAC where each transmitter is powered by an exogenous i.i.d. stochastic energy arrival process and
equipped with a finite battery. We allow for arbitrary battery sizes at the transmitters and arbitrary correlation between
their energy arrival processes. We characterize the capacity of this channel as an n-letter mutual information rate.
We then develop inner and outer bounds on this capacity region, which allow us to connect the capacity region of
the energy harvesting MAC to the capacity region of the standard AWGN MAC under an average power constraint
as well as to online power control policies over an energy harvesting MAC. Our approach follows and extends
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2the approach developed in [3], [4] for point-to-point energy harvesting channels. An interesting conclusion that
emerges from our results is that the sum-capacity approaches that of a standard AWGN MAC with an average
power constraint, as the number of users in the MAC becomes large. While it has been known that an energy
harvesting system can achieve the AWGN capacity in the limit when the battery size becomes large [5], it is
interesting that the AWGN capacity can be also achieved asymptotically when the number of users becomes large.
This is a natural limit for IoE networks which are envisioned to consist of massively large number of wireless
devices.
The information-theoretic capacity of the point-to-point energy harvesting channel has been previously considered
in [3]–[12]. Our work is most closely related to [3], [4] which develop n-letter expressions for the capacity and
upper and lower bounds which differ by a constant gap. Power control and packet scheduling for the MAC channel
has been considered in [13]–[15]. Building on [16], in [2] we develop approximately optimal online power control
policies, which as the current paper shows can be related to the information-theoretic capacity problem. [17], [18]
have previously considered the information theoretic capacity of the energy harvesting MAC when the battery size
is infinite and zero respectively. To the best of our knowledge, the current paper is the first to treat the information-
theoretic capacity of the energy harvesting MAC when transmitters have finite batteries.
II. SYSTEM MODEL
We begin with the notation used throughout the paper. Let uppercase, lowercase, and calligraphic letters denote
random variables, specific realizations of RVs, and alphabets, respectively. For two jointly distributed RVs (X,Y ),
PX , PX,Y , and PY |X are used to denote the marginal of X , the joint distribution of (X,Y ), and the conditional
distribution of Y given X respectively. Let E[·] denote expectation. For a variable Xi, and for t ≤ n, let Xnit =
(Xit, Xi(t+1), . . . , Xin), and Xni = X
n
i1. With abuse of notation, we use superscript 2 to represent square, i.e.,
X2it = (Xit)
2. Furthermore, we use boldface letters to denote vectors when the length is clear from the context,
infinite length mappings, and random processes where each definition is meticulously explained to avoid any
confusion. All logarithms are to base 2 (ln will denote log to base e).
We consider the K-sender discrete-time additive white Gaussian noise MAC (Gaussian MAC) model in Figure 1.
The channel output corresponding to the inputs X1t, . . . , XKt transmitted by users 1, . . . ,K respectively at time
t is Yt = X1t + . . . + XKt + Nt, where Nt ∼ N (0, 1) and i.i.d. across time. The transmitters are equipped with
rechargeable batteries with finite capacities B¯1, . . . , B¯K , which are replenished by external energy arrival processes
E1t, . . . , EKt respectively. At each time t, the energy of the symbol transmitted by each transmitter is limited by
the amount of energy available in its battery, i.e., for i = 1, . . . ,K,
|Xit|2 ≤ Bit, (1)
Bit = min{Bi(t−1) − |Xi(t−1)|2 + Eit, B¯i}, (2)
where Bit indicates the available energies at time t in the battery of the corresponding transmitter. We assume that
the energy arrival processes are i.i.d. across time and distributed according to some joint probability mass function
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3Fig. 1. Energy harvesting AWGN MAC model.
PE1,...,EK (e1, . . . , eK) over the finite alphabets Ei, such that Ei ≥ 0 and E[Eit] > 0 for i = 1, . . . ,K. Since the
excess energy cannot be used due to the battery constraints, without loss of generality we assume that Ei ⊆ [0, Bi].
We point out that we do not make any assumptions regarding the joint distribution (e.g. independence or correlation
between the energy arrival processes of the transmitters). It is shown in [4] that the initial battery level does not
change the capacity. This result in the point to point channel can be extended to the MAC model considered in this
work to show that the initial battery levels do not change the capacity region. Therefore, without loss of generality
we assume that the batteries are empty before the beginning of transmission, i.e., Bi0 = 0 for i = 1, . . . ,K and
this is known to the transmitters and the receiver.
In this work, we will be interested in the capacity of this MAC under two different assumptions:
1) The energy arrival processes are observed causally at the corresponding transmitters and not at the receiver;
Eit is observed causally at the transmitter i for i = 1, . . . ,K. We denote the capacity region as CTx in this
case.
2) While each transmitter causally observes its energy arrival process as above, the receiver observes all processes.
We denote the capacity region as CTxRx in this case.
For the first case, we define a ((2nR1 , . . . , 2nRK ), n) code consisting of encoding functions f1t, . . . , fKt and a
decoding function g:
fit :Wi × Eti → Xi, t = 1, . . . , n, i = 1, . . . ,K, (3)
g : Yn → (W1 × . . .×WK), (4)
where Xi = Y = R for i = 1, . . . ,K and Wi = {1, 2, . . . , 2nRi}. We assume that the message sequence
(W1, . . . ,WK) is uniformly distributed over W1 × . . .×WK . To transmit the messages wi ∈ Wi, the transmitters
set Xit = fit(wi, Eti ). Note that the battery states Bit are deterministic functions of (X
t−1
i , E
t
i ), therefore also of
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t
i ). The functions fit must satisfy the energy constraint in (1), hence
fit(wi, E
t
i ) ≤ Bit(wi, Eti ) (5)
for i = 1, . . . ,K. The receiver sets (Wˆ1, . . . , WˆK) = g(Y n) and the average probability of error for the
((2nR1 , . . . , 2nRK ), n) code is defined as
P (n)e =
1
2n(R1+...+RK)
∑
(w1,...,wK)∈
W1×...×WK
Pr{g(Y n) 6= (w1, . . . , wK)|(w1, . . . , wK) sent}. (6)
A rate tuple (R1, . . . , RK) is said to be achievable for the multiple access channel if there exists a sequence of
((2nR1 , . . . , 2nRK ), n) codes with P (n)e → 0. The capacity region C is defined as the closure of the set of achievable
rate tuples (R1, . . . , RK).
When E1t, . . . , EKt are observed at the receiver as well, we change (4) to g : Yn × (En1 × . . . × EnK) →
(W1 × . . .×WK).
III. EQUIVALENT CHANNEL MODEL
Consider the case where the energy arrivals are observed causally at their corresponding transmitters. We utilize
Shannon strategies (see [19], [3] for a detailed discussion) to convert this channel into an equivalent channel with no
state information at the transmitters but with a different input alphabet: the input of transmitter i to the equivalent
channel at time t is a strategy letter uit : Eti → Xi and the input alphabet for blocklength n is of the form
Uni = {uni | uit : Eti → Xi, t = 1, . . . , n},
for i = 1, . . . ,K. At time t, Xit = Uit(Eti ) is transmitted over the original channel given the realization of E
t
i . The
output of the channel is the corresponding Yt ∈ Y and the new channel is characterized by the following transition
probabilities:
PY n|Un1 ,...,UnK (y
n|un1 , . . . , unK) =
∑
en1 ,...,e
n
K
PEn1 ,...,EnK (e
n
1 , . . . , e
n
K)PY n|Xn1 ,...,XnK (y
n|un1 (en1 ), . . . , unK(enK))
=
∑
en1 ,...,e
n
K
n∏
t=1
PE1,...,EK (e1t, . . . , eKt)PY |X1,...,XK (yt|u1t(et1), . . . , uKt(etK)). (7)
Note that there is no state in this new channel and the encoding functions (3) become fi : Mi → Uni for
i = 1, . . . ,K. However, there are energy constraints restricting the admissible sets for Un1 , . . . ,UnK imposed by
the constraints in our original energy harvesting channel. The energy constraints on our original energy harvesting
channel imply that the admissible channel inputs uni should satisfy for every e
n
i ∈ Eni :
|uit(eti)|2 ≤ bit,
bit = min{bi(t−1) − |ui(t−1)(et−1i )|2 + eit, B¯i}. (8)
We note that the capacity of this channel is the same as the original channel since coding strategies for one
can be immediately translated to the other. Therefore, when the energy arrival processes are observed only at the
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5transmitters, we consider the equivalent channel introduced above and when the receiver also observes the energy
arrival processes, we consider the original channel model.
IV. CHANNEL CAPACITY
Before stating the expressions for the capacity regions CTx and CTxRx, we define the set of allowed input
distributions on Uni , i = 1, . . . ,K for the equivalent channel as:
Pni =
{
PUni s.t. a.s. for t = 1, . . . , n and ∀eni ∈ Eni :
|Uit(eti)|2 ≤ Bit,
Bit = min{Bi(t−1) − |Ui(t−1)(et−1i )|2 + eit, B¯i}
}
. (9)
Note that we assign zero probability to any codeword that does not obey the energy constraints. For the case of
energy arrival information available causally at the receiver as well, we use the notion of causal conditioning,
PXni ||Eni (x
n
i ||eni ) =
n∏
t=1
PXit|Xt−1i ,Eti (xit|x
t−1
i , e
t
i) (10)
for i = 1, . . . ,K. This differs from PXn|En =
∏n
t=1 PXt|Xt−1,En(xt|xt−1, en) in that at time t the dependence on
En is replaced by only the past and present Et. Define
Qni =
{
PXni ||Eni : PXni |Eni = PXni ‖Eni s.t. ∀eni ∈ Eni a.s. for t = 1, . . . , n :
|Xit|2 ≤ Bit,
Bit = min{Bi(t−1) − |Xi(t−1)|2 + eit, B¯i}
}
. (11)
This imposes the additional constraint that Xt must depend on Et in a causal manner, as defined in (10). Note that
Bit is a function of (Xt−1i , E
t
i ), so Qni is well-defined.
A sequence {An}, n = 1, 2, . . ., of regions in Rd is said to converge to a region A, written A = lim
n→∞An if
lim sup
n→∞
An = lim inf
n→∞ An = A, (12)
where
lim sup
n→∞
An =
⋂
n≥1
⋃
m≥n
Am, (13)
lim inf
n→∞ An =
⋃
n≥1
⋂
m≥n
Am. (14)
For a more detailed discussion on convergence of sets in finite dimensions see [20].
With these definitions, we state the main theorem of the paper:
Theorem 1. Let R = (R1, . . . , RK), UnI = {Uni : i ∈ I}, K = {1, . . . ,K} and EnK = {En1 , . . . , EnK}. The
capacity regions of the energy harvesting MAC are given by
CTx = lim
n→∞R
Tx
n (15)
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n→∞R
TxRx
n (16)
where
RTxn =
⋃R :
∑
i∈I
Ri ≤ 1
n
I(UnI ;Y
n|UnIc)
for every I ⊆ K

and the union is over all PUnK =
∏
i PUni s.t. PUni ∈ Pni for i = 1, . . . ,K; and
RTxRxn =
⋃R :
∑
i∈I
Ri ≤ 1
n
I(XnI ;Y
n|XnIc , EnK)
for every I ⊆ K

where the union is over all PXnK|EnK s.t. PXnK|EnK =
∏
i PXni ||Eni and PXni ||Eni ∈ Qni for i = 1, . . . ,K.
The expressions for the capacity regions CTx and CTxRx are proved in Appendix A.
V. CAPACITY BOUNDS
Due to the difficulty in evaluating these capacity regions, we next find outer and inner bound regions which are
separated by a constant gap and relate to the resource allocation formulation of the energy harvesting communication
problem extensively studied in the recent communication theory literature. Our approach follows and extends the
approach developed in [3], [4] for point-to-point energy harvesting channels.
We start by stating a simple outer bound on the capacity region.
Proposition 1. The capacity region of the energy harvesting MAC is bounded by
CTx ⊆ CTxRx ⊆ C (17)
where
C =
R :
∑
i∈I
Ri ≤ 1
2
log
(
1 +
∑
i∈I
E [Ei]
)
for every I ⊆ K
 .
The proof of this proposition follows from the fact that the average power at each transmitter can not exceed the
average energy arrival rate E[Ei], i = 1, . . . ,K. If this average power constraint was the only constraint imposed on
the encoders the capacity region would be given by that of a standard AWGN MAC. Therefore this region provides
an upper bound on the capacity region of the energy harvesting MAC. Note that it does not depend on the joint
distribution of E1, . . . , EK but only on the expectations of the individual energy arrivals. We formally prove the
proposition in Appendix B.
Before stating our lower bounds, we introduce some terms and notations. An online power control policy gi for
transmitter i is a sequence of mappings git : Eti → R+ for t = 1, . . .. An admissible policy is a policy that satisfies
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Gi =
{
gi | ∀t, ∀et ∈ Eti :
git(e
t) ≤ bt,
bt = min{bt−1 − gi(t−1)(et−1) + et, B¯i}
}
. (18)
For any set of policies g1, . . . ,gK , define the n-horizon expected average throughput region achieved under a
set of online policies as the region (R1, . . . , RK) which satisfies∑
i∈I
Ri ≤ 1
n
E
[
n∑
t=1
1
2
log
(
1 +
∑
i∈I
git(E
t
i )
)]
,
for every I ⊆ {1, 2, . . . ,K} where the expectation is taken over the distribution of the energy arrivals. We denote
this region by T (gn1 , gn2 , . . . , gnK) and denote by Tn the union of the n-horizon expected throughput regions over
all possible online policies, i.e.,
Tn =
⋃
gn1 ,g
n
2 ,...,g
n
K
T (gn1 , gn2 , . . . , gnK). (19)
The long-term average throughput region for the energy-harvesting MAC is defined as
T = lim inf
n→∞ Tn. (20)
The following theorem extends the result of [16] for the point-to-point case to the energy harvesting multiple
access channel:
Theorem 2. The long-term average throughput region of the energy harvesting MAC is bounded by
C(0.72) ⊆ T ⊆ C, (21)
where
C(γ) =
R :
∑
i∈I
Ri ≤ 1
2
log
(
1 +
∑
i∈I
E [Ei]
)
− γ
for every I ⊆ K
 .
The theorem shows that when each of the energy-harvesting transmitters applies the fixed fraction online policy
proposed in [16] for the point-to-point energy harvesting channel, i.e., at time t the transmitter i allocates energy
git = qibit, (22)
where qi = E[Ei]/B¯i, then the long-term average throughput region achieved is within 0.72, the same gap as in
the point-to-point case in [16], of the AWGN capacity region in Proposition 1 which is also an outer region for
the capacity region of the energy harvesting MAC. Note that in order to apply this strategy, the users only need to
know the mean of their own energy arrival process and not the exact distribution. Moreover, they do not need to
know anything about the distribution of the energy arrival processes at the other users, how it correlates with their
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distribution of the harvesting processes.
The theorem is proved in Appendix C. Note that it holds regardless of the correlation structure of the energy
harvesting processes at different users.
We next connect the online power control problem to the information theoretic capacity region. For any set of
online policies g1, . . . ,gK , let gI = {gi : i ∈ I} for I ⊆ {1, . . . ,K}. Define
T (gI) = lim inf
n→∞
1
n
E
[
n∑
t=1
1
2
log
(
1 +
∑
i∈I
git(E
t
i )
)]
.
This quantity can be interpreted as the sum long-term average throughput for the subset I. We also define the
entropy rate of the set of policies g1, . . . ,gK as H(g1(E1), . . . ,gK(EK)) = lim sup
n→∞
1
nH (g
n
1 (E
n
1 ), . . . , g
n
K(E
n
K)).
Note that git(Eti ) is a discrete random variable since it is a deterministic function of a discrete random vector E
t
i .
Therefore, the discrete entropy H(·) is well-defined. We further point out that our definition of entropy rate enables
us to take into account the case when the limit may not exist. This provides a general framework for our results.
We next state our lower bounds for the information theoretic capacity in two steps.
Theorem 3. For any admissible g1 ∈ G1, . . . ,gK ∈ GK , the capacity region of the energy harvesting MAC is
bounded by
CTxRx(g1, . . . ,gK) ⊆ CTxRx
CTx(g1, . . . ,gK) ⊆ CTx (23)
where
CTxRx(g1, . . . ,gK) =
R :
∑
i∈I
Ri ≤ T (gI)− 1.05
for every I ⊆ K

and
CTx(g1, . . . ,gK) =
R :
∑
i∈I
Ri ≤ T (gI)−H(g1(E1), . . . ,gK(EK))− 1.05
for every I ⊆ K
 .
The above theorem states that any sequence of online power control policies can be used to derive inner bounds
on the capacity of the energy harvesting MAC. To maximize the inner bound for CTxRx we would need an online
power control policy that maximizes the long-term average throughput. In particular, by combining the results of
Theorems 2 and 3, we can show the following proposition.
Proposition 2. For the energy harvesting MAC with side information at the receiver, we have
C(1.77) ⊆ CTxRx.
We skip the proof of the proposition. The proposition simply follows by inserting the lower bounds achieved for
T (gI) for all I ⊆ K in the proof of Theorem 2 to the expression CTxRx(g1, . . . ,gK).
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power control policies. This is because there is a rate penalty, given by the entropy rate of the power allocation
process, for enabling the receiver to be able to track the power allocations chosen by the transmitters. The fixed
fraction policy in (22) used to prove Theorem 2 can have an entropy rate that can be arbitrarily large depending on
the distribution of the energy arrivals. For the case when the reciever does not have energy arrival information, we
instead use the online power control policy developed in [4, Theorem 3] for the point-to-point energy harvesting
channel, whose entropy rate can be bounded by 1 bits/channel use indepedent of the distribution of the energy
arrivals. By applying this strategy independently at all transmitters, we obtain the following theorem:
Theorem 4. The capacity region of the energy harvesting MAC without energy arrival information at the receiver
is bounded by
C(2.85 +K) ⊆ CTx. (24)
When contrasted with the approximation results for the point-to-point energy harvesting channel developed in
[4], it is interesting to note that in the case where the transmitters and the receiver have information regarding the
energy harvesting process, the gap to the standard AWGN capacity is exactly the same. While it is natural that
the gap for the individual rate constraints is the same as in the point-to-point case, it is interesting to note that we
can maintain the same gap for the sum rate constraints. In the next section, we build on this observation to argue
that we can achieve the AWGN capacity with diminishing gap in the limit when the number of users in the MAC
becomes large. For the case when only the transmitters observe the energy arrival process, the gap increases from
3.85 in the point-to-point case to 2.85 +K bits/channel use. This is because the entropy rate of the power control
policy developed in [4, Theorem 3], that allows us to obtain Theorem 4 from Theorem 3, can be trivially bounded
as
H(g(E)) ≤ 1, (25)
for any energy arrival process Et. When the same strategy is used at all transmitters in the MAC we can bound
H(g(E1), . . . ,g(EK)) ≤ K. This however increases the gap by K bit/channel use with respect to the point-to-point
case.
The inner bounds in the last two theorems are proved in Appendix D.
VI. SUM-CAPACITY OF THE ENERGY HARVESTING GAUSSIAN MAC
In this section, we will be interested in the sum-capacity of the energy harvesting Gaussian MAC which we
denote by Csum. We begin with the case where the energy arrival processes are observed at the corresponding
transmitters and the receiver.
A. Energy Arrival Information at the Transmitters and the Receiver
In the case when there is energy arrival information at the corresponding transmitters and the receiver, we prove
the following proposition in Appendix E, which shows that the sum-capacity is dictated by the sum rate constraint
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in the capacity region:
Proposition 3. When the receiver has side information regarding the energy arrival process at the transmitter, the
sum-capacity is given by
CTxRxsum = lim
n→∞ supPXnK|EnK=
∏
i PXni ||Eni
PXn
i
||En
i
∈Qni
i=1,...,K
1
n
I(XnK;Y
n|EnK).
Proposition 1 shows that the region C is an outer bound for the capacity region CTxRx. By taking I = K, this
allows us to immediately obtain the following upper bound on CTxRxsum :
CTxRxsum ≤
1
2
log (1 +KE [E]) .
By following similar steps as in the proof of Theorem 2 and Theorem 3, we can obtain the following lower bound
on CTxRxsum :
1
2
log (1 +KE [E])− 1.77 ≤ CTxRxsum .
We combine these results and formally prove the following proposition in Appendix E.
Proposition 4. When the receiver has side information regarding the energy arrival process at the transmitter, the
sum-capacity is bounded by
1
2
log (1 +KE [E])− 1.77 ≤ CTxRxsum ≤
1
2
log (1 +KE [E]) . (26)
We note that CTxRxsum increases with the number of users therefore the constant gap in the above approximation
becomes negligible. While it has been known that an energy harvesting system can achieve the AWGN capacity
in the limit when the battery size becomes large [5], it is interesting to note that the AWGN capacity can be also
achieved asymptotically when the number of users becomes large. This can be a more natural limit for energy
harvesting networks, for example in the context of IoT, which are expected to consist of a massively large number
of tiny devices.
Note that this result holds for any correlation of the energy arrivals at the transmitters, including independent or
fully correlated arrivals. A priori, it is not clear if correlation of the energy arrivals would increase or decrease the
capacity region. On one hand, correlation of the energy arrivals can allow transmitters to guess each other’s energy
states and adapt accordingly. On the other hand, if the high and low energy states of the transmitters correlate,
intuitively this can increase “clashes” over the MAC. While Proposition 4 does not resolve this question of whether
correlation helps or hurts, it says that when the receiver has side information regarding the energy arrivals, the
impact of correlation on capacity is limited by a constant. The discussion in the next section suggests that when
the receiver does not know the energy arrivals, correlation can lead to a larger capacity.
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B. Energy Arrival Information at the Transmitters Only
In the case when the energy arrival processes are observed causally at the corresponding transmitters and not at
the receiver, we similarly show in Appendix E that the sum-capacity is dictated by the sum rate constraint in the
capacity region:
Proposition 5. The sum-capacity when the energy arrival information is present at only the transmitters but not
the receiver is given by
CTxsum = lim
n→∞ supPUnK=
∏
i P
n
Ui
PUn
i
∈Pni
i=1,...,K
1
n
I(UnK;Y
n).
We note that following a similar approach as in Proposition 4 would lead us to a gap between the upper and
lower bound for CTxsum that can increase linearly in K because of the extra entropy rate term in the approximation
gap. However, if the energy arrival processes are correlated with each other, the entropy rate term can be smaller
than order K. Therefore, in this section, we focus on a special case of the energy harvesting MAC and assume that
the energy arrivals at different transmitters are fully correlated, i.e. E1 = E2 = · · · = EK = E and the transmitters
are equipped with batteries of the same size B¯. This can model the scenario where all the transmitters harvest
energy from the same physical process.
The assumption of the energy arrivals being fully correlated and the battery sizes being same allows us to conclude
that when all the transmitters use the online policy developed in [4, Theorem 3]
H(g(E1), . . . ,g(EK)) = H(g(E)) ≤ 1. (27)
This implies that the gap in the lower bound in Proposition 4 increases only to 3.85 bit/channel use in the case
when the receiver does not have side information. The formal proof of the following proposition is left to Appendix
E.
Proposition 6. When the energy arrivals at different transmitters with batteries of the same size B¯ are fully
correlated, i.e. E1 = E2 = · · · = EK = E and the energy arrival information is present at only the transmitters
but not the receiver, the sum-capacity can be bounded as
1
2
log (1 +KE [E])− 3.85 ≤ CTxsum ≤
1
2
log (1 +KE [E]) . (28)
Again the gap to the AWGN capacity becomes negligible when the number of users becomes large. Note that the
reason why we restrict attention to fully correlated energy arrivals in this section is to be able to upper bound the
total entropy rate of the energy arrivals by 1 as in (27). When the energy arrivals are independent, the entropy rate
in (27) can grow linearly in K which would lead to a linear gap in the approximation in (28). This implies that, at
least from the perspective of our approximation results, having independent energy arrivals at different users can
be harmful when the receiver does not have side information regarding the energy arrival process as there seems
to be a rate penalty associated with learning the energy arrivals at the receiver.
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VII. CONCLUSION
In this paper, we studied the capacity region of the energy-harvesting MAC, where transmitters are powered by
an external energy arrival process. We characterized the capacity region as an n-letter mutual information rate and
derived inner and outer bounds on the capacity region which differ by a constant gap. An interesting consequence of
our results is that when the energy arrivals at different transmitters with batteries of the same size are identical (but
still random and i.i.d. over time), the sum-capacity of the channel approaches to the standard AWGN capacity (under
an average power constraint) in the limit when the number of transmitters becomes large. It would be interesting
to extend the framework of this paper to other multi-user settings.
REFERENCES
[1] H. A. Inan, D. Shaviv, and A. Ozgur, “Capacity of the energy harvesting gaussian MAC,” in 2016 IEEE International Symposium on
Information Theory (ISIT), July 2016, pp. 2744–2748.
[2] H. A. Inan and A. Ozgur, “Online power control for the energy harvesting multiple access channel,” in 2016 14th International Symposium
on Modeling and Optimization in Mobile, Ad Hoc, and Wireless Networks (WiOpt), May 2016, pp. 1–6.
[3] D. Shaviv, P.-M. Nguyen, and A. Ozgur, “Capacity of the energy harvesting channel with a finite battery,” in Information Theory (ISIT),
2015 IEEE International Symposium on, June 2015, pp. 131–135.
[4] D. Shaviv, P.-M. Nguyen, and A. Ozgur, “Capacity of the energy harvesting channel with a finite battery,” arXiv preprint, arXiv:1506.02024,
2015.
[5] O. Ozel and S. Ulukus, “Achieving AWGN capacity under stochastic energy harvesting,” Information Theory, IEEE Transactions on, vol.
58, no. 10, pp. 6471–6483, Oct 2012.
[6] W. Mao and B. Hassibi, “On the capacity of a communication system with energy harvesting and a limited battery,” in Information Theory
Proceedings (ISIT), 2013 IEEE International Symposium on, July 2013, pp. 1789–1793.
[7] Y. Dong and A. Ozgur, “Approximate capacity of energy harvesting communication with finite battery,” in Information Theory (ISIT),
2014 IEEE International Symposium on, June 2014, pp. 801–805.
[8] V. Jog and V. Anantharam, “An energy harvesting AWGN channel with a finite battery,” in Information Theory (ISIT), 2014 IEEE
International Symposium on, June 2014, pp. 806–810.
[9] W. Mao and B. Hassibi, “Capacity bounds for certain channels with states and the energy harvesting channel,” in Information Theory
Workshop (ITW), 2014 IEEE, Nov 2014, pp. 262–266.
[10] D. Shaviv and A. Ozgur, “Capacity of the AWGN channel with random battery recharges,” in 2015 IEEE International Symposium on
Information Theory (ISIT), June 2015, pp. 136–140.
[11] K. Tutuncuoglu, O. Ozel, A. Yener, and S. Ulukus, “Binary energy harvesting channel with finite energy storage,” in Information Theory
Proceedings (ISIT), 2013 IEEE International Symposium on, July 2013, pp. 1591–1595.
[12] O. Ozel and S. Ulukus, “On the capacity region of the gaussian MAC with batteryless energy harvesting transmitters,” in Global
Communications Conference (GLOBECOM), 2012 IEEE, Dec 2012, pp. 2385–2390.
[13] K. Tutuncuoglu and A. Yener, “Multiple access and two-way channels with energy harvesting and bi-directional energy cooperation,” in
Information Theory and Applications Workshop (ITA), 2013, Feb 2013, pp. 1–8.
[14] M. B. Khuzani and P. Mitran, “On online energy harvesting in multiple access communication systems,” Information Theory, IEEE
Transactions on, vol. 60, no. 3, pp. 1883–1898, March 2014.
[15] J. Yang and S. Ulukus, “Optimal packet scheduling in a multiple access channel with energy harvesting transmitters,” Communications
and Networks, Journal of, vol. 14, no. 2, pp. 140–150, April 2012.
[16] D. Shaviv and A. Ozgur, “Universally near optimal online power control for energy harvesting nodes,” arXiv preprint, arXiv:1511.00353,
2015.
[17] R. Rajesh, P. K. Deekshith, and V. Sharma, “Capacity of a gaussian MAC with energy harvesting transmit nodes,” in Information Theory
and Applications Workshop (ITA), 2012, Feb 2012, pp. 338–343.
DRAFT
13
[18] O. Ozel and S. Ulukus, “On the capacity region of the gaussian MAC with batteryless energy harvesting transmitters,” in Global
Communications Conference (GLOBECOM), 2012 IEEE, Dec 2012, pp. 2385–2390.
[19] C. E. Shannon, “Channels with side information at the transmitter,” IBM Journal of Research and Development, vol. 2, no. 4, pp. 289–293,
Oct 1958.
[20] G. Salinetti and R. J.-B. Wets, “On the convergence of sequences of convex sets in finite dimensions,” SIAM Review, vol. 21, no. 1, pp.
18–33, 1979.
[21] H. H. Permuter, T. Weissman, and J. Chen, “Capacity region of the finite-state multiple-access channel with and without feedback,”
Information Theory, IEEE Transactions on, vol. 55, no. 6, pp. 2455–2477, June 2009.
[22] A. Schrijver, Combinatorial Optimization, Polyhedra and Efficiency, Springer-Verlag Berlin Heidelberg, New York, NY, USA, 2003.
[23] J. Edmonds, Submodular Functions, Matroids, and Certain Polyhedra, pp. 11–26, Springer Berlin Heidelberg, Berlin, Heidelberg, 2003.
APPENDIX A
CHANNEL CAPACITY
A. Proof of Theorem 1
We first derive the capacity region CTx and we then continue with CTxRx.
1) Energy Arrival Information at the Transmitters Only: We begin with proof of achievability for the capacity
region CTx. We will follow a similar approach introduced in [4] for the point-to-point energy harvesting channel.
The communication will occur in k blocks where each block contains the codewords of length n of the transmitters
from the corresponding set Uni . Therefore, we fix PUni ∈ Pni and for each message wi, we generate k random
codewords independently uij ∼ PUni , for i = 1, . . . ,K and j = 1, . . . , k. The chosen messages will be transmitted
within each block where the size of a block is n.
We note that the random codewords are generated by distributions that assume an empty battery in the beginning
and the battery levels in the beginning of each block will be at least 0. We also note that the set of allowed
distributions are constructed such that any codeword that does not obey the energy constraints is assigned with zero
probability. Therefore, the energy constraints are satisfied with this strategy. We further point out that the blocks
are decoupled in the sense that they are independent of each other.
Denote the channel output during block j by yj = y
(j−1)n+n
(j−1)n+1 and the energy arrivals during the transmission
of the codeword uij by eij = e
(j−1)n+n
i,(j−1)n+1. The receiver observes and uses y
k = (y1, . . . ,yk) for decoding, by
applying standard jointly typical decoding with uk1 , . . . ,u
k
K . We obtain the following channel transition probability
from Uk1 , . . . ,U
k
K to Y
k:
PYk|Uk1 ,...,UkK (y
k|uk1 , . . . ,ukK) =
∑
ekn1 ,...,e
kn
K
PEkn1 ,...,EknK
(
ekn1 , . . . , e
kn
K
)
PY kn|Xkn1 ,...,XknK
(
yk|uk1(ek1), . . . ,ukK(ekK)
)
=
∑
ekn1 ,...,e
kn
K
k∏
j=1
PEn1 ,...,EnK (e1j , . . . , eKj)PY n|Xn1 ,...,XnK (yj |u1j(e1j), . . . ,uKj(eKj))
=
k∏
j=1
∑
e1j ,...,eKj
PEn1 ,...,EnK (e1j , . . . , eKj)PY n|Xn1 ,...,XnK (yj |u1j(e1j), . . . ,uKj(eKj)) .
(29)
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Note that since (E1t, . . . , EKt) is i.i.d. across time, PEn1 ,...,EnK do not depend on j, so this is a memoryless channel
with transition probability
PY|U1,...,UK (y|u1, . . . ,uK) =
∑
en1 ,...,e
n
K
PEn1 ,...,EnK (e
n
1 , . . . , e
n
K)PY n|Xn1 ,...,XnK (y|u1(en1 ), . . . ,uK(enK))
= PY n|Un1 ,...,UnK (y|u1, . . . ,uK) , (30)
where the last step is from (7). Note that Y = Y n is the output of the channel from Un1 , . . . , U
n
K to Y
n. Taking
k →∞, we get by standard joint typicality arguments that the following region is achievableR :
∑
i∈I
Ri ≤ 1
n
I(UnI ;Y
n|UnIc)
for every I ⊆ K
 , (31)
where UnI = {Uni : i ∈ I}, R = (R1, . . . , RK) and K = {1, . . . ,K}. Since the input distributions were arbitrary,
we have the following achievable region
RTxn =
⋃R :
∑
i∈I
Ri ≤ 1
n
I(UnI ;Y
n|UnIc)
for every I ⊆ K
 , (32)
where the union is over all PUnK =
∏
i PUni s.t. PUni ∈ Pni for i = 1, . . . ,K. Consequently, the region ∪nRTxn is
achievable, i.e., ⋃
n
RTxn ⊆ CTx. (33)
By definition, we have
lim sup
n→∞
RTxn ⊆
⋃
n
RTxn ⊆ CTx. (34)
For the converse part, consider any sequence of ((2nR1 , . . . , 2nRK ), n) code with P (n)e → 0. Fix n and consider
the given code of block length n. The joint distribution on W1× . . .×WK ×Un1 × . . .×UnK ×Yn is well defined.
Due to the channel constraints (8), the induced distributions PUn1 , . . . , PUnK will satisfy PUni ∈ Pni . By Fano’s
inequality,
H(W1, . . . ,WK |Y n) ≤ H(P (n)e ) + P (n)e n(R1 + . . .+RK)
= nn,
where it is clear that n → 0 as P (n)e → 0. For any I ⊆ {1, . . . ,K}, we have
n
∑
i∈I
Ri = H(WI)
= H(WI |UnIc)
= I(WI ;Y n|UnIc) +H(WI |Y n, UnIc).
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Since
H(WI |Y n, UnIc) ≤ H(WI |Y n)
≤ H(W1, . . . ,WK |Y n)
≤ nn,
and
I(WI ;Y n|UnIc) ≤ I(WI , UnI ;Y n|UnIc)
= I(UnI ;Y
n|UnIc) + I(WI ;Y n|Un1 , . . . , UnK)
= I(UnI ;Y
n|UnIc),
where the last equality is due to the Markov Chain (W1, . . . ,WK)− (Un1 , . . . , UnK)− Y n, we have∑
i∈I
Ri ≤ 1
n
I(UnI ;Y
n|UnIc) + n.
We conclude that the achievable rate tuple (R1, . . . , RK) satisfies∑
i∈I
Ri ≤ 1
n
I(UnI ;Y
n|UnIc) + n (35)
for every I ⊆ {1, . . . ,K} and every n ≥ 1.
We define the following region
R¯Txn =
⋃R :
∑
i∈I
Ri ≤ 1
n
I(UnI ;Y
n|UnIc) + n
for every I ⊆ K
 , (36)
where the union is over all PUnK =
∏
i PUni s.t. PUni ∈ Pni for i = 1, . . . ,K. Since for each n, there exists a
distribution PUn1 × . . .×PUnK (PUni ∈ Pni ) such that an achievable rate tuple (R1, . . . , RK) satisfies (35), it follows
that
CTx ⊆
⋂
n
R¯Txn . (37)
By definition, ⋂
n
R¯Txn ⊆ lim inf
n→∞ R¯
Tx
n , (38)
therefore, we conclude that
lim sup
n→∞
RTxn ⊆ CTx ⊆ lim inf
n→∞ R¯
Tx
n . (39)
We will prove that lim inf
n→∞ R
Tx
n = lim inf
n→∞ R¯
Tx
n to conclude that CTx = lim
n→∞R
Tx
n .
The Hausdorff distance between two sets A and B, denoted by h(A,B), is defined as follows
h(A,B) = max
{
sup
x∈A
d(x, B), sup
y∈B
d(y, A)
}
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where the distance between a set B and a point x ∈ A is given by
d(x, B) = inf
y∈B
||x− y||. (40)
We now state Lemma 8 of [21] which we will utilize in our proof:
Lemma 1. If lim
n→∞h(An, Bn) = 0, then lim supn→∞
An = lim sup
n→∞
Bn, and lim inf
n→∞ An = lim infn→∞ Bn.
Note that the results hold regardless of the distance measure chosen. Hence, we take l1 distance, i.e., l1(x,y) =
||x− y||1 in our derivations. From (36) and (32), we note that RTxn ⊆ R¯Txn hence d(x, R¯Txn ) = 0 for any x ∈ RTxn ,
therefore
sup
x∈RTxn
d(x, R¯Txn ) = 0. (41)
We further note that from the inequalities in (36) and (32), for any y ∈ R¯Txn , if we take the point x = (y− 1n)+,
where 1 = (1, . . . , 1) and y+ = (max(y1, 0), . . . ,max(yK , 0)), we then observe that x ∈ RTxn and therefore it
follows that
sup
y∈R¯Txn
d(y,RTxn ) ≤ Kn. (42)
Thus h(RTxn , R¯Txn ) ≤ Kn and lim
n→∞h(R
Tx
n , R¯Txn ) = 0. Hence, lim inf
n→∞ R
Tx
n = lim inf
n→∞ R¯
Tx
n . This concludes that
CTx = lim
n→∞R
Tx
n . (43)
Remark. We can show that the capacity region derived in (43) is closed and convex using Lemma 23 and Corollary
24 of [21] which we state here:
Lemma 2. Let An, n = 1, 2 . . . , be a sequence of bounded sets in Rd that includes the origin, i.e., (0, . . . , 0). If
nAn is sup-additive, i.e., for all n ≥ 1 and all N > n
NAN ⊇ nAn + (N − n)AN−n, (44)
where sum of two sets A and B is defined as A + B = {a + b : a ∈ A,b ∈ B}, and multiplication of a set A
with a scalar c is defined as cA = {ca : a ∈ A}, then
lim
n→∞An = cl
⋃
n≥1
An
 .
Furthermore, for a sup-additive sequence, the limit is convex.
We now show that the sequence of sets RTxn satisfies the sup-additive condition (44). For any n ≥ 1 and any
N > n, we take arbitrary R¯ ∈ RTxn and R˜ ∈ RTxN−n. Then there exists P¯UnK =
∏
i P¯Uni s.t. P¯Uni ∈ Pni and
P˜UN−nK
=
∏
i P˜UN−ni
s.t. P˜UN−ni ∈ P
N−n
i for i = 1, . . . ,K such that∑
i∈I
R¯i ≤ 1
n
I(UnI ;Y
n|UnIc), (45)
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∑
i∈I
R˜i ≤ 1
N − nI(U
N−n
I ;Y
N−n|UN−nIc ), (46)
for every I ⊆ K, where the mutual information in (45) is defined on P¯UnK and the mutual information in (46) is
defined on P˜UN−nK . Therefore, the point R =
n
N R¯ +
N−n
N R˜ satisfies∑
i∈I
Ri ≤ 1
N
(
I(UnI ;Y
n|UnIc) + I(UN−nI ;Y N−n|UN−nIc )
)
for every I ⊆ K. We note that since we start with empty battery in the beginning, we can define N -block input
distribution PUNK by concatenating the input distributions P¯UnK and P˜UN−nK , i.e., PUNK = P¯U
n
K × P˜UN−nK without
violating the energy constraints. For this choice of input distribution, we have the following for any I ⊆ K:
I(UNI ;Y
N |UNIc) ≥ I(UnI ;Y n|UNIc) + I(UNI(n+1);Y Nn+1|UnI , UNIc)
= I(UnI ;Y
n|UnIc) + I(UNI(n+1);Y Nn+1, UnI , UnIc |UNIc(n+1))− I(UNI(n+1);UnI , UnIc |UNIc(n+1))
(i)
= I(UnI ;Y
n|UnIc) + I(UNI(n+1);Y Nn+1, UnI , UnIc |UNIc(n+1))
≥ I(UnI ;Y n|UnIc) + I(UNI(n+1);Y Nn+1|UNIc(n+1)), (47)
where we define UNI(n+1) = {UNi(n+1) : i ∈ I} and (i) is due to the independence of UNI(n+1) and (UnI , UNIc). Note
that the first mutual information in (47) is defined on P¯UnK and the second mutual information in (47) is defined
on P˜UN−nK , therefore this yields that ∑
i∈I
Ri ≤ 1
N
I(UNI ;Y
N |UNIc),
for every I ⊆ K. Hence, R ∈ RTxN which concludes that the sequence of sets RTxn satisfies the sup-additive condition
(44).
2) Energy Arrival Information at the Transmitters and the Receiver: We finish the proof of Theorem 1 by
deriving the capacity region CTxRx. When the energy arrival information is available causally at the receiver as well,
we can repeat the steps in the derivation of capacity region CTx in exactly the same manner. Since the receiver now
observes EnK = {En1 , . . . , EnK} as well, we simply add it alongside Y n. All the arguments still hold, and we note
that for any distributions PUni ∈ Pni for i = 1, . . . ,K and any I ⊆ {1, . . . ,K}
1
n
I(UnI ;Y
n, EnK|UnIc) =
1
n
I(UnI ;E
n
K|UnIc) +
1
n
I(UnI ;Y
n|UnIc , EnK)
(i)
=
1
n
I(UnI ;Y
n|UnIc , EnK)
=
1
n
[h(Y n|UnIc , EnK)− h(Y n|UnK, EnK)]
(ii)
=
1
n
[h(Y n|UnIc , EnK, XnIc)− h(Y n|UnK, EnK, XnK)]
(iii)
=
1
n
[h(Y n|XnIc , EnK)− h(Y n|XnK, EnK)]
=
1
n
I(XnI ;Y
n|XnIc , EnK) (48)
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where (i) is because (Un1 , . . . , U
n
K) is independent of (E
n
1 , . . . , E
n
K), (ii) is due to X
n
i = U
n
i (E
n
i ) for i = 1, . . . ,K,
(iii) is because of the Markov chain (UnI )− (XnI , EnI )− Y n for any I ⊆ {1, . . . ,K}. We note that the final term
is based on the distributions PXni ||Eni ∈ Qni on Xni induced by the distributions PUni .
Since any distribution PUni ∈ Pni induces a distribution PXni ||Eni ∈ Qni on Xni , and any Xni ∼ PXni ||Eni ∈ Qni
can be represented as random function of Eni according to some distribution PUni ∈ Pni , defining the region
RTxRxn =
⋃R :
∑
i∈I
Ri ≤ 1
n
I(XnI ;Y
n|XnIc , EnK)
for every I ⊆ K
 ,
where the union is over all PXnK|EnK s.t. PXnK|EnK =
∏
i PXni ||Eni and PXni ||Eni ∈ Qni for i = 1, . . . ,K, we conclude
that the capacity region is
CTxRx = lim
n→∞R
TxRx
n . (49)
Remark. We can show that the capacity region derived in (49) is closed and convex following the similar lines as
in the previous case.
APPENDIX B
CAPACITY OUTER BOUND
In this section, we prove Proposition 1 and derive the outer bound region for CTx and CTxRx. We note that since
we can always ignore the energy arrival information at the receiver, we have CTx ⊆ CTxRx. Therefore the outer
bound region for CTxRx will also hold for CTx.
We fix n and take a rate tuple (R1, . . . , RK) ∈ RTxRxn . There exists distributions PXn1 ||En1 ∈ Qn1 , . . . , PXnK ||EnK ∈
QnK such that ∑
i∈I
Ri ≤ 1
n
I(XnI ;Y
n|XnIc , EnK) (50)
for all I ⊆ {1, . . . ,K}. We have
I(XnI ;Y
n|XnIc , EnK) =
∑
en1 ,...,e
n
K
PEn1 ,...,EnK (e
n
1 , . . . , e
n
K)Ien1 ,...,enK (X
n
I ;Y
n|XnIc), (51)
where we introduce the notation Ien1 ,...,enK (X
n
I ;Y
n|XnIc) , I(XnI ;Y n|XnIc , En1 = en1 , . . . , EnK = enK). We note that
Ien1 ,...,enK (X
n
I ;Y
n|XnIc) = h(Y n|XnIc , En1 = en1 , . . . , EnK = enK)− h(Y n|Xn1 , . . . , XnK , En1 = en1 , . . . , EnK = enK),
(i)
≤
n∑
t=1
h(Yt|XIct, Et1 = et1, . . . , EtK = etK)−
n∑
t=1
h(Yt|X1t, . . . , XKt, Et1 = et1, . . . , EtK = etK),
=
n∑
t=1
Iet1,...,etK (XIt;Yt|XIct),
where we define XIt = {Xit : i ∈ I} and (i) is because conditioning reduces entropy and because fixing
En1 = e
n
1 , . . . , E
n
K = e
n
K renders the channel memoryless and because of the structure of PXni ||Eni we only need
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conditioning on Eti . We further have
1
n
I(XnI ;Y
n|XnIc , En1 , . . . , EnK) ≤
1
n
∑
en1 ,...,e
n
K
PEn1 ,...,EnK (e
n
1 , . . . , e
n
K)
n∑
t=1
Iet1,...,etK (XIt;Yt|XIct)
(i)
≤ 1
n
∑
en1 ,...,e
n
K
PEn1 ,...,EnK (e
n
1 , . . . , e
n
K)
n∑
t=1
1
2
log
(
1 +
∑
i∈I
E
[
(Xit)
2|Eti = eti
])
,
=
1
n
E
[
n∑
t=1
1
2
log
(
1 +
∑
i∈I
E
[
(Xit)
2|Eti
])]
,
(ii)
≤ 1
2
log
(
1 +
1
n
n∑
t=1
∑
i∈I
E
[
E
[
(Xit)
2|Eti
]])
,
=
1
2
log
(
1 +
1
n
n∑
t=1
∑
i∈I
E
[
(Xit)
2
])
,
(iii)
≤ 1
2
log
(
1 +
1
n
∑
i∈I
E
[
n∑
t=1
Eit
])
,
=
1
2
log
(
1 +
∑
i∈I
E [Ei]
)
, (52)
where (i) is because I(XI ;X1 + . . . ,+XK + N |XIc) = I(XI ;XI + N) is maximized when Xi ∼ N (0,EX2i )
for i ∈ I since X1t, . . . , XKt are independent given Et1, . . . , EtK and (ii) is from Jensen’s inequality and (iii) is
due to the energy feasibility constraints (1) and (2).
We conclude that the rate tuple (R1, . . . , RK) satisfies∑
i∈I
Ri ≤ 1
2
log
(
1 +
∑
i∈I
E [Ei]
)
(53)
for all I ⊆ {1, . . . ,K}.
Note that for fixed n, since (53) holds for any rate tuple (R1, . . . , RK) ∈ RTxRxn , defining the region:
C =
R :
∑
i∈I
Ri ≤ 1
2
log
(
1 +
∑
i∈I
E [Ei]
)
for every I ⊆ K
 ,
it follows that RTxRxn ⊆ C. Therefore, CTx ⊆ CTxRx = lim
n→∞R
TxRx
n ⊆ C.
APPENDIX C
THROUGHPUT REGION BOUNDS
In this section, we prove Theorem 2 and derive the inner and outer bound regions for the long-term average
throughput region of the energy harvesting MAC. We start with the derivation of the outer region. For any n, any
set of policies g1, . . . ,gK , and any subset I ⊆ {1, 2, . . . ,K}, we have
1
n
n∑
t=1
E
[
1
2
log
(
1 +
∑
i∈I
git(E
t
i )
)]
(i)
≤ 1
2
log
(
1 +
1
n
E
[
n∑
t=1
∑
i∈I
git(E
t
i )
])
DRAFT
20
(ii)
≤ 1
2
log
(
1 +
1
n
E
[
n∑
t=1
∑
i∈I
Eit
])
=
1
2
log
(
1 +
∑
i∈I
E[Ei]
)
where (i) is from Jensen’s inequality and (ii) is due to the energy feasibility constraints (1) and (2). Since the
inequalities hold for any set of policies g1, . . . ,gK , and any subset I ⊆ {1, 2, . . . ,K}, it follows that Tn ⊆ C.
Therefore, T = lim inf
n→∞ Tn ⊆ C.
We continue with the derivation of the inner region. We let the users independently apply the single-user strategy
of [16], i.e., the fixed fraction policy. Therefore, denoting qi , µi/B¯i for i = 1, . . . ,K, at time t the transmitter i
allocates energy
git = qibit. (54)
For this choice of policies g1, . . . ,gK , by definition, we have T (gn1 , gn2 , . . . , gnK) ⊆ Tn, hence
lim inf
n→∞ T (g
n
1 , g
n
2 , . . . , g
n
K) ⊆ lim inf
n→∞ Tn = T .
The fixed fraction policy provides the following result in [16, Theorem 2]:
Proposition 7. The fixed fraction policy g constructed in [16, Theorem 2] satisfies
lim inf
n→∞
1
n
E
[
n∑
t=1
1
2
log(1 + αgt(E
t))
]
≥ 1
2
log(1 + αE[E])− 0.72. (55)
For any I ⊆ K, we define
λi =
E[Ei]∑
j∈I
E[Ej ]
,
for i ∈ I. We note that ∑i∈I λi = 1. By concavity, we have for every t,
1
2
log
(
1 +
∑
i∈I
git(E
t
i )
)
≥
∑
i∈I
λi
1
2
log(1 + λ−1i git(E
t
i )).
Therefore,
1
n
E
[
n∑
t=1
1
2
log
(
1 +
∑
k∈I
gkt(E
t
k)
)]
≥
∑
i∈I
λi
1
n
E
[
n∑
t=1
1
2
log
(
1 + λ−1i git(E
t
i )
)]
. (56)
Considering (56) for n→∞ with Proposition 7 yields
lim inf
n→∞
1
n
E
[
n∑
t=1
1
2
log
(
1 +
∑
i∈I
git(E
t
i )
)]
≥
∑
i∈I
λi
1
2
log
(
1 + λ−1i E [Ei]
)− 0.72,
=
1
2
log
(
1 +
∑
i∈I
E [Ei]
)
− 0.72, (57)
where the equality is because λi = E[Ei]/
∑
j∈I
E[Ej ]. By definition, ∀ > 0, ∃n0 ∈ N such that ∀n ≥ n0
lim inf
n→∞
1
n
E
[
n∑
t=1
1
2
log
(
1 +
∑
i∈I
git(E
t
i )
)]
<
1
n
E
[
n∑
t=1
1
2
log
(
1 +
∑
i∈I
git(E
t
i )
)]
+ . (58)
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Then from (57) and (58), defining the region
C =
R :
∑
i∈I
Ri ≤ 1
2
log
(
1 +
∑
i∈I
E [Ei]
)
− 0.72− 
for every I ⊆ K
 ,
we have C ⊆ lim inf
n→∞ T (g
n
1 , g
n
2 , . . . , g
n
K) ⊆ T . Since  is arbitrary, we obtain
⋃
>0
C ⊆ T . With a similar approach,
we can show that the sequence of sets Tn satisfies the sup-additive condition (44), therefore, T is closed. Hence,
we conclude that C(0.72) ⊆ T .
APPENDIX D
CAPACITY INNER BOUNDS
A. Proof of Theorem 3
We start with deriving the inner bound to CTxRx. We take some online policies g1 ∈ G1, . . . ,gK ∈ GK and
we fix n. At time t = 1, . . . , n, we transmit symbols chosen from the uniform distributions on the intervals[
−√git(Eti ),√git(Eti )] for i = 1, . . . ,K. We construct input distributions of the form PXni ||Eni (xni ||eni ) =
n∏
t=1
PXit|Eti (xit|eti), where Xit|Eti ∼ Unif
(
−√git(Eti ),√git(Eti )). Note that Xit’s are independent given Eni ,
and since X2it ≤ git(Eti ), the energy constraints are satisfied completely by git. We further note that X1t, . . . , XKt
are independent given (Et1, . . . , E
t
K). In this case, for every I ⊆ K we have
I(XnI ;Y
n|XnIc , EnK) =
∑
en1 ,...,e
n
K
PEn1 ,...,EnK (e
n
1 , . . . , e
n
K)Ien1 ,...,enK (X
n
I ;Y
n|XnIc),
=
∑
en1 ,...,e
n
K
PEn1 ,...,EnK (e
n
1 , . . . , e
n
K)
n∑
t=1
Ien1 ,...,enK (XIt;Yt|XIct). (59)
The entropy power inequality yields
Ien1 ,...,enK (XIt;X1t + . . .+XKt +Nt|XIct) = h
(∑
i∈I
Xit +Nt
∣∣∣∣∣Et1 = et1, . . . , EtK = etK
)
− h(Nt)
≥ 1
2
log
(∑
i∈I
22h(Xit) + 22h(Nt)
)
− h(Nt)
=
1
2
log
(∑
i∈I
4git(e
t
i) + 2pie
)
− 1
2
log (2pie)
=
1
2
log
1 +
∑
i∈I
2git(e
t
i)
pie

≥ 1
2
log
(
1 +
∑
i∈I
git(e
t
i)
)
− 1
2
log
(pie
2
)
, (60)
where the last inequality is due to the inequality log(1 + αx) ≥ log(1 + x) + logα for 0 < α ≤ 1. Since
1
2 log
(
pie
2
) ≈ 1.05, from (59) and (60) we have
1
n
I(XnI ;Y
n|XnIc , EnK) ≥
1
n
E
[
n∑
t=1
1
2
log
(
1 +
∑
i∈I
git(E
t
i )
)]
− 1.05.
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Denote the finite-horizon throughput of a set of policies gI = {gi : i ∈ I} up to time n by Tn(gI) =
1
n
E
[
n∑
t=1
1
2
log
(
1 +
∑
i∈T
git(E
t
i )
)]
. Then
1
n
I(XnI ;Y
n|XnIc , EnK) ≥ Tn(gI)− 1.05, (61)
for every I ⊆ K.
For every g1 ∈ G1, . . . ,gK ∈ GK , define the following region:
RTxRxn (g1, . . . ,gK) =
R :
∑
i∈I
Ri ≤ Tn(gI)− 1.05
for every I ⊆ K
 .
Then from (61): RTxRxn (g1, . . . ,gK) ⊆ RTxRxn . Following similar lines as in the proof of Theorem 2 in Appendix
C, we conclude that CTxRx(g1, . . . ,gK) ⊆ CTxRx.
We continue with deriving the inner bound to CTx. We construct input distributions PUni ∈ Pni according to
independent strategy letters:
PUni (u
n
i ) =
n∏
t=1
PUit(uit). (62)
We take some online policies g1 ∈ G1, . . . ,gK ∈ GK and we fix n. We construct PUit such that git(eti)
alone will determine the distribution of Xit, i.e. that git(Eti ) will be a sufficient statistic to Xit. This implies
that for two different energy arrival realizations, say eti and e˜
t
i, that satisfy git(e
t
i) = git(e˜
t
i), we must have
Uit(e
t
i) = Uit(e˜
t
i) with probability 1. We similarly choose the uniform distribution as in the previous case:
Uit(e
t
i) ∼ Unif
(
−√git(eti),√git(eti)). Let us denote this uniform random variable as P [git(eti)]Xi .
We can think of Uit as a vector of size |Ei|t with elements {Uit(eti), eti ∈ Eti }. We will specify the joint
distribution of this multivariate random variable. For that matter, define the set of all possible outcomes of the
power allocation policy at time t:
Oit = {g ∈ R+ | g = git(eti), eti ∈ Eti }. (63)
We define PUit according to the above discussion as:
PUit(uit) =
∏
g∈Oit
P
[g]
Xi
(uit(g))
∏
eti:git(e
t
i)=g
1(uit(e
t
i) = uit(g)). (64)
Note that since gni ∈ Gi, these input distributions are admissible, i.e. PUni ∈ Pni .
We proceed to lower bound I(UnI ;Y
n|UnIc) for any I ⊆ K for these distributions:
I(UnI ;Y
n|UnIc) = I(UnI ;Y n, GnK|UnIc)− I(UnI ;GnK|Y n, UnIc)
(i)
= I(UnI ;Y
n|UnIc , GnK)− I(UnI ;GnK|Y n, UnIc)
≥ I(UnI ;Y n|UnIc , GnK)−H(GnK),
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where we define GnK , (gn1 (En1 ), . . . , gnK(EnK)) and (i) is due to GnK is independent of UnI = {Uni : i ∈ I} for
any I ⊆ K. Note that
I(UnI ;Y
n|UnIc , GK) = h(Y n|UnIc , GK)− h(Y n|UnK, GK)
(i)
= h(Y n|XnIc , GK)− h(Y n|XnK, GK)
(ii)
≥ h(Y n|XnIc , EnK)− h(Y n|XnK, EnK)
= I(XnI ;Y
n|XnIc , EnK),
where (i) is because Xni = U
n
i (g
n
i (E
n
i )) and the Markov Chain U
n
I − (XnI , GK)− Y n for any I ⊆ K and (ii) is
due to the Markov Chain EnK − (GnK, XnK)− Y n and gni (Eni ) is a deterministic function of Eni .
Therefore, we have the following lower bound for every I ⊆ K:
I(UnI ;Y
n|UnIc) ≥ I(XnI ;Y n|XnIc , EnK)−H(GnK). (65)
The rest follows as before, and we can show that for any n and any sequence of policies g1 ∈ G1, . . . ,gK ∈ GK ,
we have RTxn (g1, . . . ,gK) ⊆ RTxn , where RTxn (g1, . . . ,gK) =R :
∑
i∈I
Ri ≤ Tn(gI)− 1
n
H(gn1 (E
n
1 ), . . . , g
n
K(E
n
K))− 1.05
for every I ⊆ K

Following a similar analysis as in the previous section, we get CTx(g1, . . . ,gK) ⊆ CTx.
B. Proof of Theorem 4
We apply the result of Theorem 3 with a particular pair of policies. The online policy introduced in [4, Theorem
3] provides the following result:
Proposition 8. The online power control policy g constructed in [4, Theorem 3] satisfies
T (α · g) ≥ 1
2
log(1 + αE[E])− 1.80, (66)
for any scalar α > 0 where T (α · g) = lim inf
n→∞ Tn(α · g) and
Tn(α · g) = 1
n
E
[
n∑
t=1
1
2
log(1 + α · gt(Et))
]
.
Furthermore, its entropy rate is bounded as
H(g(E)) ≤ 1.
We note that the proof of (66) is specific to the case α = 1 in [4, Theorem 3], however, it can be trivially
extended to any α > 0. The bound on the entropy rate is showed in [4, Section V-C].
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We consider using the online policy introduced in [4, Theorem 3] independently in all transmitters. A similar
treatment as in the proof of Theorem 2 yields that for any I ⊆ K
T (gI) ≥ 1
2
log
(
1 +
∑
i∈I
E [Ei]
)
− 1.80. (67)
We further obtain the following bound from Proposition 8:
H(g1(E1), . . . ,gK(EK)) ≤ H(g1(E1)) + . . .+H(gK(EK))
≤ K. (68)
Substituting (67) and (68) in CTx(g1, . . . ,gK) and applying Theorem 3 implies C(2.85 +K) ⊆ CTx(g1, . . . ,gK) ⊆
CTx.
APPENDIX E
SUM-CAPACITY OF THE ENERGY HARVESTING GAUSSIAN MAC
A. Energy Arrival Information at the Transmitters and the Receiver
We start with the discussion of submodular functions which we will use to prove Propositions 3-6 later in this
section.
Let f be a set function on a set K, i.e., a function defined on the collection of all subsets of K. The function f
is called submodular if
f(I) + f(J ) ≥ f(I ∩ J ) + f(I ∪ J ) (69)
for all subsets I, J of K. Given any set of distributions PXni ||Eni ∈ Qni for i = 1, . . . ,K, define fn(I) =
I(XnI , ;Y
n|XnIc , EnK), where we denote XnI = {Xni | i ∈ I}, EnK = {En1 , . . . , EnK} and K = {1, . . . ,K}. Using
the following theorem, we first show that fn is a submodular function for every n ≥ 1 :
Theorem 5 (Theorem 44.1, [22]). A set function f on K is submodular if and only if
f(I ∪ {s}) + f(I ∪ {u}) ≥ f(I) + f(I ∪ {s, u}) (70)
for each I ⊆ K and distinct s, u ∈ K\I.
For simplicity, we define I ∪ {s} = Is, I ∪ {u} = Iu and I ∪ {s, u} = Is,u. We have
I(XnIs ;Y
n|XnIcs , EnK)− I(XnI ;Y n|XnIc , EnK) = I(Xns ;Y n|XnIcs , EnK) + I(XnI ;Y n|Xns , XnIcs , EnK)
− I(XnI ;Y n|XnIc , EnK)
(i)
= I(Xns ;Y
n|XnIcs , EnK), (71)
where (i) is due to {Xns , XnIcs} = {XnIc}. We further have
I(XnIu ;Y
n|XnIcu , EnK)− I(XnIs,u ;Y n|XnIcs,u , EnK) = I(Xnu ;Y n|XnIcu , EnK) + I(XnI ;Y n|Xnu , XnIcu , EnK)
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− I(Xnu ;Y n|XnIcs,u , EnK)− I(Xns ;Y n|Xnu , XnIcs,u , EnK)
− I(XnI ;Y n|Xns , Xnu , XnIcs,u , EnK)
= I(Xnu ;Y
n|XnIcu , EnK)− I(Xnu ;Y n|XnIcs,u , EnK)
− I(Xns ;Y n|Xnu , XnIcs,u , EnK). (72)
From (71) and (72), we get
I(XnIs ;Y
n|XnIcs , EnK) + I(XnIu ;Y n|XnIcu , EnK)− I(XnI ;Y n|XnIc , EnK)− I(XnIs,u ;Y n|XnIcs,u , EnK)
= I(Xns ;Y
n|XnIcs , EnK) + I(Xnu ;Y n|XnIcu , EnK)− I(Xnu ;Y n|XnIcs,u , EnK)− I(Xns ;Y n|Xnu , XnIcs,u , EnK)
= I(Xnu ;Y
n|XnIcu , EnK)− I(Xnu ;Y n|XnIcs,u , EnK). (73)
We further have
I(Xnu ;Y
n|XnIcu , EnK)− I(Xnu ;Y n|XnIcs,u , EnK) = I(Xnu ;Y n, Xns |XnIcs,u , EnK)− I(Xnu ;Xns |XnIcs,u , EnK)
− I(Xnu ;Y n|XnIcs,u , EnK)
(i)
= I(Xnu ;Y
n, Xns |XnIcs,u , EnK)− I(Xnu ;Y n|XnIcs,u , EnK)
≥ I(Xnu ;Y n|XnIcs,u , EnK)− I(Xnu ;Y n|XnIcs,u , EnK)
= 0 (74)
where (i) is due to Xni ’s are independent given E
n
K = {En1 , . . . , EnK}. (73) and (74) together imply that fn satisfies
(70) and therefore it is submodular.
We further note that f(∅) = 0 and f(I) ≤ f(J ) if I ⊆ J , i.e., f is nondecreasing due to
I(XnJ ;Y
n|XnJ c , EnK) = I(XnJ\I ;Y n|XnJ c , EnK) + I(XnI ;Y n|XnIc , EnK)
≥ I(XnI ;Y n|XnIc , EnK).
Therefore for any n and any input distribution PXn1 ||En1 × . . .× PXnK ||EnK , the following region is a polymatroid:R :
∑
i∈I
Ri ≤ 1
n
I(XnI ;Y
n|XnIc , EnK)
for every I ⊆ K.
 (75)
where a polymatroid associated with a nondecreasing, normalized (f(∅) = 0) and submodular set function f on K
is defined as:
{x ∈ RK | x ≥ 0, x(I) ≤ f(I) for each I ⊆ K},
where x(I) = ∑
i∈I
xi. We continue with the proof of Proposition 3.
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1) Proof of Proposition 3: We now focus on the sum-capacity of the energy harvesting Gaussian MAC which
we denote by Csum. We will show that
CTxRxsum = lim
n→∞ supPXnK|EnK=
∏
i PXni ||Eni
PXn
i
||En
i
∈Qni
i=1,...,K
1
n
I(XnK;Y
n|EnK). (76)
We define Cn = sup
{
K∑
i=1
Ri : (R1, . . . , RK) ∈ RTxRxn
}
. We note that for any input distribution PXn1 ||En1 × . . .×
PXnK ||EnK the corresponding region (75) is a polymatroid. It is shown in [23] that for any permutation pi on set K,
the vector R(pi) ∈ RK defined by
Rpi(1)(pi) = f(pi(1)),
Rpi(i)(pi) = f({pi(1), . . . , pi(i)})− f({pi(1), . . . , pi(i− 1)})
for i = 2, . . . ,K is a vertex for the corresponding polymatroid. We can observe that for any permutation pi on set
K, the corresponding rate tuple R(pi) satisfies
K∑
i=1
Ri(pi) =
1
n
I(XnK;Y
n|EnK).
Therefore, for any input distribution PXn1 ||En1 × . . .× PXnK ||EnK , the sum-capacity of the corresponding region (75)
is
1
n
I(XnK;Y
n|EnK). We can take the supremum over PXni ||Eni ∈ Qni for i = 1, . . . ,K and obtain
Cn = sup
PXnK|E
n
K=
∏
i PXni ||Eni
PXn
i
||En
i
∈Qni
i=1,...,K
1
n
I(XnK;Y
n|EnK). (77)
We first observe that since
CTxRx = lim inf
n→∞ R
TxRx
n =
⋃
n≥1
⋂
m≥n
RTxRxm ,
for any rate tuple (R1, . . . , RK) ∈ CTxRx, there exists n ∈ N such that ∀m ≥ n, (R1, . . . , RK) ∈ RTxRxm . This
implies that
K∑
i=1
Ri ≤ Cm, ∀m ≥ n hence
K∑
i=1
Ri ≤ lim inf
n→∞ Cn. Since (R1, . . . , RK) is arbitrary, we have
CTxRxsum ≤ lim inf
n→∞ Cn.
On the other hand, since
CTxRx = lim sup
n→∞
RTxRxn =
⋂
n≥1
⋃
m≥n
RTxRxm ,
we have
CTxRxsum = sup

K∑
i=1
Ri : (R1, . . . , RK) ∈
⋂
n≥1
⋃
m≥n
RTxRxm

(i)
= inf
n≥1
sup

K∑
i=1
Ri : (R1, . . . , RK) ∈
⋃
m≥n
RTxRxm

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= inf
n≥1
sup
m≥n
sup
{
K∑
i=1
Ri : (R1, . . . , RK) ∈ RTxRxm
}
= lim sup
n→∞
Cn.
where (i) is because
⋃
m≥n
RTxRxm is decreasing in n. This concludes the proof for (76).
2) Proof of Proposition 4: We derive here the bounds on the sum-capacity CTxRxsum in (26). We note that the outer
bound in Proposition 1 gives the following upper bound on CTxRxsum when we take I = K:
CTxRxsum ≤
1
2
log (1 +KE [E]) .
For the lower bound, we can use the steps in Theorem 2 and Theorem 3. If we use the input distributions introduced
in Theorem 3 with the online policy introduced in [16, Theorem 2] independently in all transmitters, the inequalities
(59)-(61) and (57) yield the following lower bound on CTxRxsum when we take I = K:
1
2
log (1 +KE [E])− 1.77 ≤ CTxRxsum
which completes the proof of (26).
B. Energy Arrival Information at the Transmitters Only
We note that by defining fn(I) = I(UnI ;Y n|UnIc) for any distributions PUni ∈ Pni for i = 1, . . . ,K, we
can similarly show that fn is a submodular function. This allows us to conclude that the following region is a
polymatroid: R :
∑
i∈I
Ri ≤ 1
n
I(UnI ;Y
n|UnIc)
for every I ⊆ K.
 . (78)
We can finally follow the approach in the previous section and conclude that
CTxsum = lim
n→∞ supPUnK=
∏
i P
n
Ui
PUn
i
∈Pni
i=1,...,K
1
n
I(UnK;Y
n).
We next derive the bounds on the sum-capacity CTxsum in (28). From Proposition 1, we get the following upper
bound on CTxsum:
CTxsum ≤
1
2
log (1 +KE [E]) .
For the lower bound, we use the inequalities (61) and (65) by taking I = K and if we use the input distributions
introduced in Theorem 3 with the online policy introduced in [4, Theorem 3] independently in all transmitters, the
inequalities (67) and (27) yield the following lower bound on CTxsum:
1
2
log (1 +KE [E])− 3.85 ≤ CTxsum
which completes the proof of (28).
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