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Abstract
Effective field theory is a powerful organizing principle that allows to describe physics below a certain
scale model-independently. Above that energy scale, identified with the cutoff, the EFT description
breaks down and new physics is expected to appear, as confirmed in many familiar examples in
quantum field theory. In this work, we examine the validity of effective field theory methods applied
to inflation. We address the issue of whether Planck-suppressed non-renormalizable interactions are
suppressed enough to be safely neglected when computing inflationary predictions. We focus on non-
derivative non-renormalizable operators and estimate the cutoff that should suppress them using two
independent approaches: (i) the usual unitarity and perturbativity argument, (ii) by computing the
UV-divergent part of the inflaton entropy, known to scale as the square of the UV-cutoff. We find
that in the absence of gravity (decoupling limit) the cutoff appears to depends linearly on the total
inflaton excursion. On the other hand, once gravity is restored, the cutoff is brought back to the
Planck scale. These results suggest that inflationary scenarios with super-Planckian excursion are
not natural from the EFT viewpoint.
1
ar
X
iv
:1
31
2.
47
68
v1
  [
as
tro
-p
h.C
O]
  1
7 D
ec
 20
13
Contents
1 Introduction 2
2 Heuristics 5
3 Interlude — The shift symmetry: the inside story 7
4 The physical cutoff from unitarity and perturbativity 11
5 The physical cutoff from de Sitter entropy 13
5.1 Coarse grained entropy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
5.2 Bit-per-area prescription . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
5.3 The entropy current of the inflaton fluid . . . . . . . . . . . . . . . . . . . . . . . . . 16
6 Relationship to Wald entropy 20
7 Discussion 22
A Details of coarse grained entropy 23
B Relating the UV cutoff to amin and ∆φ 25
C Bit-per-area density matrix 26
D Unitarity in detail 26
References 28
1 Introduction
Inflation is a UV-sensitive theory. Inasmuch this is considered as a blessing, for it can probe much
higher energy scales than any collider experiment, it can also be a curse, as predictions are sensitive
to that same unknown energy scale(s). Such sensitivity manifests itself concretely in a variety of
ways, the most common and severe one being the famous η-problem. Besides making inflation
an unnatural theory, by requiring a non-trivial amount of fine-tuning, it also undermines both its
remarkable predictive and observational successes.
But we know that the presence of unknown high scale physics should not be a problem, as we
can always parametrize our ignorance in the context of an effective field theory (EFT). The situation
is however different in inflation mainly because gravity is non-renormalizable. In contrast with the
usual case, focusing on the lowest dimension operators might not be enough, especially when the
inflaton excursion exceeds the natural gravity cutoff scale; the Planck scale1 as we will argue below.
1Throughout the paper, we work in natural units ~ = c = 1. In these units, the reduced Planck scale is
MP = 1/
√
8piGN ' 2.44× 1018 GeV, while the Planck mass is mP = G−1/2N ' 1.22× 1019 GeV. Our metric
has signature (−+ ++).
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In order to explain this point, let us borrow a useful analogy from particle physics. In the
standard model of strong and electroweak interactions, lepton number is a good quantum number
respected by the renormalizable Lagrangian. It is nevertheless broken at the non-renormalizable
level through the dimension-five seesaw operator [1, 2] O5 = c5 (`L · h)2/M , where `L is the lepton
doublet, h the standard model Higgs and M a cutoff scale. Once the electroweak symmetry is
broken, neutrinos pick up masses of O(v2/M), where v is the VEV of the SM Higgs. For M ∼ 1014
GeV, and c5 ∼ O(1), neutrino masses are of the right order magnitude to explain observed neutrino
oscillations. In order for this EFT to make sense, higher-order operators should be suppressed below
the cutoff. Indeed, operators containing derivatives will be suppressed as powers of E/M , that is
at energies below the cutoff M , it is safe to neglect them. Furthermore, because the Higgs VEV
is so small with respect to the seesaw scale, higher-order operators e.g. O6 = c6 (`L · h)2(hh†)/M3
are further suppressed and thus only contribute negligibly to neutrino masses. However, if now
hypothetically we crank up the Higgs VEV to values v ∼ M , then the next-to-leading operators
like O6 would give significant corrections to the seesaw operator O5, and so on for higher-order
operators. This simply signals the breakdown of EFT as the perturbative expansion cannot be
trusted anymore. Note that this can happen even if derivative operators are adequately suppressed
by the ratio E/M . In inflation, the natural cutoff is the reduced Planck scale. As cosmological
predictions are computed when E ∼ H?, where H? is the Hubble rate at horizon crossing, operators
containing space-time derivatives are expected to scale as powers of H∗/MP , which is in fact smaller
than one. On the other hand, non-derivative operators will scale as φ/MP , where φ is the inflaton.
If this dimensionless ratio is large i.e. φMP , which is in fact expected [3] in the simplest models
of inflation compatible with observational data [4], then this also signals the breakdown of EFT.
Notice again that this happens despite the fact that H?/MP is small.
This impasse sounds like a fatal blow for inflation. The successful inflationary predictions, backed
up by the impressive amount of data accumulated up to now, would be completely irrelevant as long
as the underlying theory used to derive them is inconsistent. One can think of two possible way-
outs to this problem. The first approach is just to ignore higher-order operators due to our lack of
understanding of Planck scale physics. This is the approach usually assumed tacitly in most studies.
However, besides going against the basic principles of EFT, it implicitly implies an infinite amount
of fine-tuning; the fine tuning of all the infinite tower of non-renormalizable operators, which is far
from being natural, not to mention feasible. The second approach consists in building models with
a known UV completion (See e.g. [5] and reference therein.). In such a top-down approach, higher-
order operators are calculable, but only for specific models. This is certainly more attractive than
the first approach, however again, it does not conform to the crucial model-independent character of
EFT. Of course, this approach is undeniably useful and can serve as an existence proof for specific
constructions, however it lacks the power of EFT, which is well-documented in virtually all areas of
physics.
In this paper, we will examine the validity of EFT methods used in studying inflation, by
determining the cutoff scale by which higher order non-renormalizable operators are suppressed. In
general, this scale is also expected to be associated with the appearance of new degrees of freedom,
or new physics2, that come into play to make the description viable in the UV. In particular, we will
2In scenarios with small speed of sound, (weakly-coupled) new physics is expected to arise close to the
horizon scale [6].
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focus on higher order non-derivative operators of the type
L(n+4)NR =
φn+4
Λn
, with n ≥ 1 , (1)
which are expected to be present in the Lagrangian on very general grounds. At this point it is
important to emphasize that Eq. (1) is a tree-level term, and not a perturbative quantum correction3,
in contrast with what is argued in many studies (See e.g. Chapter 2.4 of [7]). If shift symmetry
were to be respected by the whole Lagrangian, then this type of contribution would be a quantum
correction and hence will be suppressed as argued in [8]. However, this is not the case here as
these contributions are, from the EFT standpoint, allowed by all the symmetries of the Lagrangian
and there is absolutely no seemingly consistent reason to discard them. In fact, neglecting Eq. (1)
sharply contradict the basic tenets of EFT.
Now, let us give our motivation for considering this peculiar type of operators among all the
available ones. A different class of higher-order operators, has been the subject of many interesting
studies (see e.g. [10, 9, 11]), especially in connection with non-Gaussianity. These studies focused on
operators respecting the shift symmetry φ 7→ φ+ c, which plays an important roˆle in inflation. Now,
unless this symmetry is local, which is not the case in general, it is unprotected against quantum
gravitational effects [12, 13]. Hence it is expected to be broken at the non-renormalizable level.
Then, according to whether shift symmetry is a good symmetry of the renormalizable Lagrangian
or not, there are two cases to be contemplated:
- The shift symmetry is broken in the renormalizable Lagrangian. Therefore there is no reason
to expect it to be unbroken in the non-renormalizable Lagrangian. As a result, the con-
tributions Eq. (1) will be present and will be as unsuppressed as their counterpart in the
renormalizable Lagrangian. For instance, one can build models where the shift symmetry is
broken spontaneously by the VEV of a spurion field coupled to the inflaton, in such a way that
the Lagrangian is invariant under some global discrete symmetry, chosen to restrict the form
of the inflationary potential. Writing all invariant terms, regardless of their dimension, and
integrating-out the spurion through its VEV, will result in the breaking of the shift symmetry,
occurring equally in both the renormalizable and non-renormalizable Lagrangian.
- The shift symmetry is unbroken by the renormalizable Lagrangian. This can be the consequence
of an accidental symmetry, like for instance baryon and lepton number in the SM. However,
again, unless shift symmetry is a gauge symmetry, it will be broken by quantum gravitational
effects [12, 13] producing Eq. (1), where we expect Λ ∼ MP . Then, one can always build
renormalizable operators by contracting the legs of the non-renormalizable couplings4. Thus,
the breaking propagates to the renormalizable Lagrangian. No matter how tiny is the non-
renormalizable coupling, the cutoff suppression is compensated by powers of the cutoff coming
from loop integration, leaving only loop factors. These last would eventually be compensated
by the number of contributing non-renormalizable interactions.
3These corrections should not be confused with non-perturbative quantum gravitational effects, that are
expected to break all global symmetries producing terms cnφ
n+4/MnP , where in general cn ∼ e−S , with typical
values of the action [12] S ∼ O(10). It is worth noticing that, for inflationary scenarios with super-Planckian
excursions, these corrections are not suppressed enough to be neglected.
4This observation is due to the late S. Coleman in [14]. See Fig. 1 for a schematic illustration.
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Figure 1: A typical example of how the breaking of shift symmetry propagates from Ln+4NR to the renor-
malizable Lagrangian. By contracting the legs of the d = 8 non-renormalizable φ8/Λ4 operator, one obtains
a renormalizable dimension-four effective operator breaking the shift symmetry in the renormalizable La-
grangian. Notice that the renormalizable Lagrangian receives contributions from all the non-renormalizable
operators.
From the above discussion, it is clear that the set of operators Eq. (1) is expected to be present
in the Lagrangian regardless of the fact that shift symmetry is broken at the renormalizable level
or not. We have seen that owing to the non-renormalizable nature of the theory, and to the fact
that the shift symmetry is global5, one cannot seclude the breaking of the shift symmetry in either
the renormalizable or non-renormalizable Lagrangian. This is unlike what happen happen in a
renormalizable theory, where quantum corrections will give divergences that have the same functional
form of the starting Lagrangian. These divergences are regularized by including only renormalizable
counterterms in the Lagrangian. We have also seen that these operators will become important as
soon as φ & Λn and thus cannot be neglected evethough H/MP is small. Thus, in a consistent EFT
description of inflation, one should include all shift symmetry breaking terms, both renormalizable
and non-renormalizable on equal footing. In the following, we will consider the shift symmetry as
the underlying symmetry to formulate the EFT of inflationary dynamics.
The paper is organized as follows. We will start with some heuristic arguments on the expected
size of the cutoff in §2. In §3 we study to some depth the shift symmetry which we consider later
in as the underlying symmetry in formulating the EFT. Next, in §4, we compute the cutoff using
unitarity and perturbativity. In §5, we estimate the cutoff by computing the inflaton entropy. In §6,
we comment on the connection with Wald entropy, and we derive a cutoff scale from its consistency.
We end up by discussing the results and laying down the conclusions in §7. Some useful details are
collected in the appendices.
2 Heuristics
Effective Field Theory (EFT) is a powerful organizing principle that allows to study physical systems
by focusing only on the low-energy degrees of freedom. By writing the lowest dimension operators
compatible with the symmetries of the system, one can compute observables up to the desired
accuracy and for energies below a certain cutoff, without committing to a specific model. Such
cutoff scale can be determined requiring the EFT to be meaningful below that scale. A well-known
5This is valid as long the shift symmetry does not descend from a gauge symmetry that is conserved in
the UV.
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way to do that is by demanding unitarity of elastic scattering amplitudes. Unitarity is not only useful
in determining the energy domain where the EFT makes sense, but it can also be used to constrain
new physics; for instance deriving bounds on the mass of new degrees of freedom. Classical examples
in particle physics include masses of the Higgs and top quark [15]. While in cosmology, a celebrated
example is the upper bound on the WIMP mass [16]. In the same spirit, the EFT of inflationary
fluctuations [17] makes the task of studying inflationary predictions in a model-independent way
possible. Like in particle physics, one can estimate the UV cutoff of EFT of inflationary fluctuations
by considering the unitarity of scattering amplitudes. For instance, the s-wave unitarity of 2 → 2
scattering amplitude gives a non-trivial theoretical bound on the speed of sound [17] cs  0.003,
which in hindsight is just the value of cs yielding an O(1) non-Gaussianity. The actual Planck 2013
data [19] give cs ≥ 0.02 at 95% CL, very close to the unitarity bound6.
In the context of EFT of the inflationary background [20], one can also study inflationary back-
grounds model-independently. In [20], Weinberg argue that one should consider non-renormalizable
terms in the EFT of inflation even though derivative expansion appears to be trustworthy. Let
us, for clarity, go through his line of arguments. First, at horizon exit, the fact that the ratio
H?/MP ∼ r1/2, where r is the usual tensor-to-scalar ratio, is small makes the use the renormalizable
Lagrangian, with minimum number of space-time derivatives, to compute observables a very good
approximation. However, a natural choice for the EFT cutoff is provided by the inflaton excursion
during ∼ one e-fold at horizon crossing7 Λ & φ˙c ·H−1 =
√
2MP . It follows that derivative ex-
pansion is, in fact, under control since the expansion parameter always satisfies H/
√
2MP . 10−5.
In contrast, non-derivative non-renormalizable terms Eq. (1), which should be suppressed at least
by this scale, i.e. φn+4/Λn . φn+4/
(√
2MP
)n
, and thus can be significantly unsuppressed with
respect to their derivative counterparts, especially for large inflaton displacements. To see this, one
can impose two theoretical consistency constraints. The first one is the validity of semi-classical
methods i.e. L(n+4)NR M4P which gives
∆φ . φMP · 
n
2(n+4) (2)
The second constraint is simply perturbativity: non-renormalizable terms should not overwhelm
the tree-level potential for energies beneath the cutoff.
∆φ . φMP
(
H
M
) 2
n+4
·  n2(n+4) (3)
Both constraints Eq. (2) and Eq. (3) seem to suggest that the validity of EFT implies that excursions
should be sub-Planckian. This is also in agreement with the unitarity requirement obtained from
the interaction Eq. (1)
∆φ ≤
(pi
3
)1/n
Λ ' Λ , (4)
6See also [18] for a discussion of the strong coupling in models with scale-invariant spectrum.
7From the definition of Λ, it is clear that it cannot exceed the Planck scale. In addition, using the definition
of the power spectrum of curvature perturbation ∆ζ = H/(MP 2pi
√
2), this lower bound of this cutoff scale
numerically corresponds to
Λ &
√
2MP = ∆
−1
ζ ·H/2pi ∼ 3.4× 103H ,
which is of the same order of the bound derived in [9] from non-Gaussianity from dimension-five mixing
operators for fNL ∼ O(1).
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where, once again, we are barring accidental cancellations with other contributions. If we make
the natural identification Λ ' MP , we reach the same conclusion i.e. a perturbative and unitary
description of inflation requires that ∆φ . MP , which contradicts the observation made e.g. in
[3] that most successful single-field models, accomplishing enough e-folds and matching observation
entails the inflaton to roll over super-Planckian distances i.e. ∆φMP .
We have learned from this simple heuristic estimates that:
(i) The inflaton excursion and the EFT cutoff are directly linked i.e. ∆φ . Λ. Combined with
the fact that the Planck scale is the natural cutoff of the EFT in inflationary theories i.e.
∆φ .MP . (5)
(ii) On the other hand, Typical single-field scenarios, including chaotic and hilltop inflation [21, 3],
have
∆φMP , (6)
leading to a direct contradiction with (i).
In the remainder of the paper, we will make the case for this statement more precise by computing
the corresponding UV cutoff and comparing it with the Planck scale.
3 Interlude — The shift symmetry: the inside story
Successful inflation demands that the shift symmetry φ 7→ φ + ∆φ, where ∆φ is a constant with
dimension of mass, holds as an approximate symmetry during inflation. Such a requirement is
just expressing that the potential is (almost) flat between inflaton values φi and φf . Let us for
the moment assume that the shift symmetry is valid for all inflaton values i.e. ∆φ arbitrary. The
corresponding Noether current is thus8
J µ = i δL
δ∂µφ
·∆φ , (7)
where L is the Lagrangian of the canonically normalized inflaton9. In the absence of a non-trivial
potential, J µ is trivially conserved as a consequence of the inflaton equation of motion. In this case,
the Noether charge
Q =
∫
d3xJ 0 = i
∫
d3x φ˙∆φ (8)
is conserved in time i.e. Q˙ = 0. On the other hand, the shift symmetry is broken by the presence a
potential with non-vanishing tilt, and the charge is no more conserved as Q˙ ∝ ∆φV ′. In addition
8The prefactor i is immaterial, however as we will see below, it is essential in order to make the VEV
〈0| [Q,φ] |0〉 real, as it should be. See Eq. (12). Also, notice that ∆φ is included explicitly in the definition of
J µ because this last should have dimension length−3.
9We will focus on canonically-normalized single-field inflation scenarios as they are favored by current
bounds on non-Gaussianity and isocurvature modes.
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to the tilt of the potential, the breaking of the shift symmetry is also weighted by ∆φ, which now
takes a finite value. Using the canonical commutation relations[
φ˙(~x, t), φ(~y, t)
]
= −iδ(3)(~x− ~y) , (9)
one gets the variation of φ under shift symmetry
δQφ = [Q(t), φ(t)] = ∆φ(t) , (10)
where ∆φ(t) is just the shift in the inflaton at time t, which can also be written as
∆φ(t) ≡ φ(t)− φ(0) =
∫ t
0
dt′ ∂t′φc(t′) , (11)
where we have taken t = 0 as a reference initial time and φc is the inflaton homogeneous background
value. For exact shift symmetry, the time-derivative of Eq. (10) vanishes i.e. φ˙c = 0, where we kept
the leading order in slow-roll parameters. On the other hand, this is no more the case once shift
symmetry is broken. As in usual gauge theory [22], the order parameter signaling the breaking is
just the VEV of the Hermitian operator Eq. (10)
〈0| [Q(t), φ(t)] |0〉 = ∆φ(t) , (12)
which in other words means the vacuum is no more annihilated under the action of the charge10 Q.
From the canonical commutation relations Eq. (9), one can conclude that for non-vanishing φ˙c,
the charge Q ∼ r as r →∞ and so it does not fall-off rapidly enough as it should for a well-defined
Noether charge. This is just another way to see that the shift symmetry is spontaneously broken
for non-vanishing inflaton velocity. Using the Goldstone theorem, we can determine the breaking
scale11 fpi of the shift symmetry by evaluating the matrix element
12
〈0|J µ(x)|pi(k)〉 = −ifpi kµ e−ikx , (13)
where as usual, the pµ factor is expected from Lorentz invariance and non-vanishing of the above
matrix element signals the breaking of shift symmetry. It also signals the existence of a state pi
that can be created from the vacuum through the action of the current J µ; the Nambu-Goldstone
boson. Expanding around the homogeneous shift symmetry breaking solution φ(t) = φc(t) + pi(x),
and using the normalization 〈0|pi(x)|pi(p)〉 = e−ip.x, one gets
fpi = ∆φ . (14)
As in gauge theory, broken symmetries get restored at energies above the breaking scale. In terms
10In flat spacetime, it is easy to see that a new state, labeled with ∆φ, can be obtained by acting upon the
vacuum as follows |∆φ〉 = eiQ|0〉 = e−i∆φ/2(a0−a†0)|0〉, where a0 ≡ a~k=0 is the zero-mode annihilation operator.
Such a state is different from original vacuum since it satisfies 〈0|∆φ〉 = 0, and is in fact a zero-momentum
coherent-state i.e. a Nambu-Goldstone boson.
11Alternatively, we can get the same result repeating the argument of Sec.(2.4.1) of [6] considering contact
terms 〈0|T{eikxJ µ(x)J ν(0)}|0〉.
12In what follows and for consistency with current algebra literature, we switch to the definition of the
current J µ without the prefactor i.
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Inflationary regime
Approximate 
shift symmetry
Consistent EFT
  -Unitary
  -Perturbative
    ....
Unitarity breakdown
Shift symmetry restoration
Broken chiral symmetry
Exact chiral symmetry
Unitarity breakdown
Figure 2: The energy scales involved in the EFT (not to scale). In the right panel, we represent the
familiar case of the EFT of pions. In the left panel, we represent inflationary EFT, for the case ∆φ  MP ,
i.e. scenarios with super-Planckian excursions. Beneath ∆φ, the shift symmetry is spontaneously broken,
and is realized as an approximate symmetry during inflation. Above ∆φ, the shift symmetry is restored. In
both cases, the green area stands for healthy EFT.
of the matrix elements Eq. (13), this means that there will be additional terms, powers of (E/fpi),
contributing to the rhs and eventually canceling it.13 Likewise, for the case at hand, we expect the
same to happen i.e. for energies above ∆φ, shift symmetry will be restored. While at energies below
∆φ, shift symmetry is broken and the expansion parameter of the EFT is14 E/∆φ. In particular,
for cosmological correlation functions, the expansion parameters is H/∆φ and is consistently smaller
than one. As an example, consider the two-point function of the primordial curvature perturbation
ζ, which can be estimated as
〈ζ2〉 ∼
[
k?
∆φ(t = H−1)
]2
. (16)
In the case of standard slow-roll inflation, k? ' H and the denominator of Eq. (16) equals to
13A textbook example to illustrate this consists of a complex scalar field whose Lagrangian
L = −1
2
|∂φ|2 − λ
2
(|φ|2 − v2)2 , (15)
is invariant under a global U(1) transformation φ 7→ eiθφ, where θ is a real number. Spontaneous symmetry
breaking produces a massive particle with mass mρ = λ
1/2v and a massless Goldstone mode pi. The corre-
sponding Noether current reads Jµ = fpi · ∂µpi with fpi ≡ v. For energies below mρ, we can integrate the
ρ−particle, and obtain an effective Lagrangian for the pi’s
Lpi = −1
2
(∂pi)2 − λ
2m4ρ
(∂pi)4 + · · ·
As long as E < v, the additional terms are negligible and do not contribute significantly to the current.
However, as energy approaches v, all the additional terms dominate with the same magnitude. This is just
the manifestation that the original U(1) is restored, and the that above effective Lagrangian is no more valid.
14Here we are considering the standard dispersion relation E ∼ k. However in general, the expansion
parameter is k/∆φ. Moreover, when computing cosmological observables, as usual k is understood as the
wavenumber where perturbations freeze, i.e. at horizon crossing, that we denote as k? from now on.
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(φ˙c · H−1)2, reproducing the well-known textbook result 〈ζ2〉1/2 ∼ H/MP
√
. This estimate also
applies in the presence of non-standard dispersion relations. For instance, in ghost inflation [23],
E ∼ k2/M and k ∼ (M3H)1/4, where M ≡ φ˙1/2c is the mass scale suppressing the non-standard
kinetic term. From this one gets the correct scaling 〈ζ2〉1/2 ∼ (H/M)9/4.
One can also compute the mass of pi; the Pseudo Nambu-Goldstone Boson (PNGB), by using
〈0|∇µJ µ(0)|pi(k)〉 = −fpim2pi . (17)
Using the inflaton equation of motion φ¨+ 3Hφ˙ = −V ′, we recover the expected result15
m2pi = V
′′(φc) (18)
The EFT defined above shares many features with the familiar example of QCD pions (See Fig. 2).
As any consistent EFT, it is characterized by two scales. The first one is the breaking scale of the
symmetry, which in our case is the breaking scale of the shift symmetry ∆φ, describing the scale of
the flatness of the potential. The explicit breaking of the shift symmetry is accompanied, as usual,
with the appearance of a PNGB. The mass of this last is given by Eq. (18), naturally below H,
by virtue of the slow-roll conditions. Therefore, it will be captured in the EFT because the cutoff
should be, in any case, larger than H. The second important scale is the cutoff; the energy scale
beyond which the EFT breaks down, which we will estimate in the next section.
As usual, one can reintroduce the Goldstone boson through the Stueckelberg trick, where now
φ and pi obey the transformation rule
φ 7→ φ+ ξ and pi 7→ pi − ξ , (19)
one can write the renormalizable Lagrangian
L(φ+ pi) = −1
2
gµν∂µ(φ+ pi)∂ν(φ+ pi)− V (φ+ pi) , (20)
which is invariant under the above transformations. Decomposing the metric using the ADM for-
malism as ds2 = −N2dt2 + hij(dxi + N idt)(dxj + N jdt) where16 hij = a2(t)(δij + γijMP + · · · ) and
expanding the Lagrangian, we get the mixing
Lmix = −hijNiφ˙ ∂jpi (21)
where N i is determined by solving the constraints equations [25] yielding N i = ∂iχ with
χ = −∂−2
[
φ˙2
2H2
d
dt
(
H
φ˙
pi
)]
. (22)
15This is in agreement with the general formula of the PNGB mass matrix (See e.g. Eq. (19.3.20) of [24].)
m2ab = −f−1ac f−1bd [Qc, [Qd, H1]] ,
where H1 is the Hamiltonian breaking explicitly the symmetry and the fab are defined as a generalization of
the Goldstone theorem Eq. (13) to the case with several PNGBs
〈0|J µa (x)|pib(k)〉 = −ifab kµ e−ikx ,
corresponding to the breaking of several charges Qa. In our case, H1 ≡ V and there is a single PNGB, with
”decay constant” fpi.
16This is the so-called φ-gauge, as opposed to the well-known ζ-gauge [25].
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From Eq. (21), it is easy to see that the tensor-scalar mixing is irrelevant as long as the slow-roll
conditions  1 is satisfied. This leads to the well-known observation that at quadratic order, tensor
and scalar perturbations evolve independently. Furthermore, the quadratic action of the PNGB pi
is just the action of a free scalar field with mass17 Eq. (18).
4 The physical cutoff from unitarity and perturbativity
In this section, we will determine the possible values of the UV cutoff Λ using unitarity and pertur-
bativity as a guiding principle. Depending on the prescription and on the process/operator under
consideration, the cutoff can take different possible values. Among these lasts, it is fair to conser-
vatively identify the smallest as the physical cutoff, that is Λ = min{Λi}. Moreover, sometimes the
unitarity fails to give sensible constraints because either the scattering amplitude diverges (in the
infrared), or is vanishing, so one has to rely on perturbativity to derive the UV cutoff. In both pre-
scriptions, the energy scale Λ is as usual associated with the appearance of new degrees of freedom,
or strong coupling, or both. These new degrees of freedom are the ones that will restore unitarity
and perturbativity.
Let us begin with perturbative unitarity. This is the most well-defined and robust prescription.
The unitarity constraint requires that scattering amplitudes of some allowed scattering processes
should be well-behaved at high energy. The maximum scale where this is satisfied is identified with
the cutoff Λ. For the case at hand, expanding Eq. (1) around the classical background φc, one gets
the following quartic interaction
L(n+4)NR ⊃
(4 + n)!
4!n!
(
φc
Λ
)n
pi4 . (23)
Unitarity of 2→ 2 scattering from the above interaction implies18
φc ≤ Λ ·
[
8pi n!
(4 + n)!
]1/n
(24)
Next, we consider the perturbativity constraint; where the cutoff is the scale at which perturbation
theory breaks down. In renormalizable theories, this cutoff scale is also related to the scale where the
perturbative expansion of amplitudes cannot be trusted anymore. At this scale, the theory becomes
strongly coupled and one-loop diagrams become as large as the tree-level ones. Expanding Eq. (1)
17Expanding the Lagrangian Eq. (20) to quadratic order, one gets
S =
∫
d4x
√−g
(
−1
2
(∂pi)2 − 1
2
(∂φ)2 + φ˙ p˙i − V (φ)− piV ′(φ)− pi
2
2
V ′′(φ)
)
.
Now, integrating by parts the mixing term p˙iφ˙ and using the classical equation of motion for φ, the tadpole
term piV ′(φ) cancels exactly, leaving only the mass term pi2V ′′(φ)/2.
18One gets the same results in the so-called ζ-gauge, through the transformation [25] ζ = −Hpi
φ˙
and consid-
ering the 2→ 2 scattering of ζ.
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around φc and keeping the trilinear term, maintaining perturbativity implies that the ratio
19
L3
L2
∣∣∣∣∣
E=H
'
(
φc
Λ
)n+1
·
(
Λ
H
)
< 1 . (26)
To capture the dynamics of the PNGB, one must have Λ > H > mpi. Therefore, the inequality
Eq. (26) translates into the following bound on the inflaton excursion
∆φ ≤ φc < Λ (27)
From the above discussion, it is clear that there could be many different energy scales that could
play the roˆle of Λ. Although in general, these cutoffs will not coincide, they will be proportional.
For instance if we consider unitarity, the difference between the corresponding cutoffs is simply due
to the partial wave contributing to the each scatterings (See Appendix D for details). In the case of
perturbativity, the difference is due to loop factors among other things.
Let us now apply these prescriptions to determine the cutoff for the inflationary Lagrangian.
Applying the first prescription (unitarity), for the graviton mediated elastic scattering pipi → pipi,
one obtains as expected that the naive cutoff is MP . We refer to Appendix D for details. This makes
sense perfect as gravity will become strong at that energy scale. Next, let us determine the cutoff
using the second prescription (perturbativity). For the moment, let us ignore gravity by taking
the decoupling limit MP → ∞ and H˙ → 0 keeping both M2P H˙ and H fixed. Now, let us estimate
the cutoff, which by definition is the smallest energy scale at which non-renormalizable operators
become relevant. We can write the non-renormalizable potential Eq. (1) as20
L(n+4)NR (φ) = V˜ (φ)×
∞∑
n=1
(φ/Λn)
n , (28)
where V˜ (φ) contain only dimension-four terms that are of O(M2PH2). According to the standard
d’Alembert test, the sum in Eq. (28) will converge to a number of O(1) if φ < Λn. It follows that the
cutoff is Λ ∼ Λn ∼ ∆φ, where ∆φ is the total excursion of the inflaton during the slow-roll phase.
Notice that in above limit, it is safe to ignore quantum gravitational corrections to the potential.
Therefore, at least in the above decoupling limit, it appears that the value Λ ∼ ∆φ is an equally
consistent value for the cutoff. But even in this limit, how can one understand such a conclusion?
One way to interpret this result is the following. During inflation, the inflationary trajectory is a flat
19In the classic example of pions
L = −∂µpia∂µpia + 1
6f2pi
(piapia∂µpi
b∂µpib − piapib∂µpia∂µpib) + · · · , (25)
the tree-level perturbativity L3 < L2 is satisfied for energies E < fpi. This is troublesome because fpi is lower
than mpi, meaning that pions would decouple and thus are not captured by the EFT. It turns out that this
conclusion is wrong because the tree-level and one-loop amplitude are comparable, which results in a higher
cutoff scale Λpi = 4pifpi, rather than the naive fpi. Something similar happens in Higgs inflation, where looking
at the s-channel contribution of hh→ hh scattering, one is tempted to conclude that the cutoff is Λ ∼MP /ξ,
where ξ is the non-minimal coupling. However including the t and u-channels, the cutoff is brought back to
MP MP /ξ. See e.g. discussion in [26].
20Notice that this factorization is not unique, but this is not very important for what follows.
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direction, which effectively has a large VEV of order ∆φ. While the inflaton remains light mφ  H,
whatever degree of freedom coupling to it will pick a huge mass, proportional to the inflaton VEV;
so that21 mothers ∝ ∆φ. At energies below the cutoff, one can integrate-out these heavy modes from
the Lagrangian. This, as usual, will in generate an infinite tower of non-renormalizable operators
suppressed by the heavy mass scale
L(n+4)NR (φ) =
∞∑
n=1
λn φ
4
(
φ
∆φ
)n
, (29)
where the Wilson coefficients λn can be computed from the original Lagrangian. For O(1) coefficients
the cutoff can be identified as Λn ≡ Λ ' ∆φ. This conclusion can also be reached using the
unitarity argument. Upon integrating-out the heavy fields at one loop, one gets that A(pipi → pipi) ∼
1
16pi2
(E/∆φ)4, where we ignored O(1) coefficients. The resulting unitarity cutoff is again Λ ' ∆φ.
5 The physical cutoff from de Sitter entropy
Entropy is a very useful quantity to characterize physical systems. In particular, it encodes the
amount of ignorance or lack of information in describing any given system. It is also related to the
number of degrees of freedom contained in the system. As such, entropy is a UV-sensitive quantity;
it grows with the number of degrees of freedom below some given cutoff. Black holes are the classic
example of this statement, they possess an entropy given by the well-known Bekenstein-Hawking
formula SBH = A/4GN , where A is the horizon area. The Bekenstein-Hawking entropy scales as the
square of the cutoff MP , and represent the number degrees of freedom carried by the black hole on
its horizon. We will take advantage of this property to estimate the cutoff for the EFT of inflation
[27].
The horizon of de Sitter (dS) space shares many properties with their black hole analogues. As
for black holes, the dS metric in its static form has the remarkable property that it possesses a
timelike Killing vector. Furthermore, the dS horizon is a bifurcate Killing horizon, i.e. a surface
where the norm of a Killing vector vanishes. The similarity with black holes is more manifest if
we consider dropping objects in dS. For instance, if a massive object, held at a distance R from
a dS observer, is released, it will be attracted towards the horizon with an acceleration of H2R,
until disappearing beyond it. Hence, it follows that if one waits enough time, all matter (degrees of
freedom) will disappear beyond the horizon, leading to an information paradox similar to the black
holes one. Like in the case of black holes, the resolution of this paradox lies is in the fact that the
dS horizon carries an entropy which is equal to one quarter of the horizon area A in units of the
Planck length `P = G
1/2
N . In the case of de Sitter, entropy is given by [28]
SdS =
1
4
A
`2P
= 8pi2
M2P
H2
, (30)
similar to the Bekenstein-Hawking area law for black holes. The second law of thermodynamics
states that the entropy of a closed system never decreases with time. The expanding universe during
21Here, we are restricting ourselves to the situation where the coupling to the other degrees of freedom
gives rise to a positive mass contribution. We do not consider the more complicated case where the coupling
makes heavy degrees of freedom lighter i.e. mothers < H. This also signals the breakdown of the EFT as these
degrees of freedom should be taken into account in the EFT, in addition to the inflaton.
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Figure 3: Schematic view of the de Sitter horizon of an observer. Each pixel α has area `2P and is assigned
a coarse-grained inflaton φα(t).
slow-roll inflation does not escape this rule. For instance, in single-field inflation, the second law
implies an absolute bound on the amount of tensor modes [3].
Also, given that entropy is related to the number of micro-states and therefore to the dimension
of Hilbert space, expression Eq. (30) suggests the tantalizing possibility that the Hilbert space
of de Sitter is finite22 (See discussion in e.g. [29] and references therein). Conversely, one can
think of Eq. (30) as a definition of the cutoff of the theory in de Sitter with a given Hilbert space
dimensionality. In this section, following [27], we shall discuss the entropy contribution of the
inflaton, and using the above connection we will derive the cutoff for a theory with scalar fields in
de Sitter.
5.1 Coarse grained entropy
In the following, we will compute the inflaton entropy by counting the the (micro-)states Ω that can
live inside the horizon volume. According to horizon complementarity [30], it is enough to count
states that live on the boundary. One way to do so is to calculate the inflaton statistical entropy
associated with a given field configuration observed in our causal patch. For the case at hand, we
can calculate Ω by counting the number of microscopic states corresponding to an asymptotic dS
observed state. This state corresponds to a certain macroscopic configuration of the inflaton field
φ(tf , ~x), at time tf , then Ω will correspond to how many microscopic configurations φ(ti, ~x), with
ti < tf that can yield this observed final state. In order to compute Ω, we must therefore coarse-grain
the horizon area and compute the corresponding entropy (See Fig. 3). We can discretize the horizon
area into a lattice of a minimal spatial spacing amin, to be determined later. Then, the number of
pixels Npix contained in the lattice will be
Npix =
AdS
a2min
=
4pi
H2a2min
. (31)
22 The authors of [30] argue that finite entropy does not necessarily imply finite Hilbert space, but implies
at most a discrete Hilbert space.
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In each pixel α, there is a 2D scalar field φα(t). For instance, for a square lattice, φα(t) ≡ φi,j(t) =
φ(t, i amin, jamin), where i, j = 1, 2, · · · ,
√
Npix, which is just the discretized version of the continuum
field. In other words, the continuum field is just a long wavelength approximation of the discretized
version. The observed configuration φ(tf , ~x) corresponds to and arrangement of Npix pixels that
produces the same macroscopic configuration (scalar field profile). Furthermore, to a certain config-
uration, there correspond many ways of tessellating the horizon with the φi,js. Conversely, the one
observed represents only one possibility among the available ones. On the other hand, it is easy to
see that by swapping the φi,j does not change the observed macroscopic configuration. Notice that
each φi,j , on each one of the pixels, will evolve according to its classical equation of motion, which
in the slow-roll approximation has the solution23 φi,j(tf ) = φi,j(ti) ±
√
2MPH(tf − ti), where the
± sign corresponds to the opposite sign of the first derivative of the inflaton potential.
Now, it is easy to compute the number of initial coarse-grained scalar field configurations. This
corresponds to the number of independent initial conditions of the classical (slow-roll) equation of
motions. Furthermore, we can also include the scalar fields quantum fluctuations that randomly
kick these lasts up and down the inflationary potential. After N e-folds, the net result is that at
each e-fold, quantum fluctuations double the number of corresponding initial conditions. We refer
to Appendix A for more details. The resulting number of micro-states is then
Ω = 2N Npix! (32)
The Npix! factor is understood as the result of Npix! set of initial conditions that lead to the dS
asymptotic state, while the 2N factor is understood as the uncertainty introduced when considering
the stochastic dynamics of the inflaton.
Plugging our result Eq. (32), in the Boltzmann entropy formula S = log Ω, one gets
S ' Npix logNpix −Npix +N log 2 ' 8pi
(
1
H2a2min
)
log
(
2pi1/2
Hamin
)
−
(
4pi
H2a2min
−N log 2
)
, (33)
where we used the Stirling formula. Recall that in this setup, in order to make sense, the number of
e-folds is defined as N = log(kmax/kmin). Hence, since kmax = Λ and kmin = H, then N = log(Λ/H).
We can also express Eq. (33) entirely in terms of the UV cutoff Λ by writing the lattice spacing
amin in terms of Λ. On dimensional grounds Λ should scale as 1/a
2
min. The precise proportionality
constant is determined in Appendix B. Plugging Eq. (84) into Eq. (33), we get
S ' 8pi2
[
4pi
(
∆φ
H
)2
· log
(
4pi3/2∆φ
H
)
−
(
2pi∆φ2
H2
− N
8pi2
log 2
)]
. (34)
From the above equation, we notice that, in addition to terms growing with the area of the horizon,
there is a contribution that grows like the total number of e-folds, similar to the one found in [31].
5.2 Bit-per-area prescription
An alternative and popular way of counting micro-states, borrowed from information theory, is
through the bit-per-area prescription [32]. In this prescription, individual pixels are to carry only
23We are assuming that H ' constant, and so will be . We additionally assume that  is large enough to
neglect quantum inflaton’s fluctuations. See appendix A for details.
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Observer
de Sitter horizon 
Figure 4: Schematic view of the de Sitter horizon of an observer. Each pixel has area `2P and can carry
either 0 or 1 bit of information.
one bit of Boolean information (either 1 or 0), so on total there are Ω = 2Npix bits of information on
the horizon, where again Npix is the number of pixels (See Fig. 4). The entropy in this prescription
is defined as the logarithm in base 2 of the total number of information bits, i.e.
S = log2 Ω = Npix = C
(
1
H2a2min
)
, (35)
where C depends on the coarse graining procedure. We can also obtain this expression using the
density matrix formalism, as explained in Appendix C . Now, using the relationship between the
UV cutoff and the lattice spacing; Eq. (84), we obtain
S =
C
2
(
Λ
H
)2
. (36)
The above entropy expression makes perfect sense, since entropy increases as the number of
degrees of freedom below the cutoff scale [33]. This can also be understood as the number of modes
that can be fitted on the horizon area which is expected to be dominated by modes with the shortest
possible wavelength i.e. λmin ' 1/kmax ' 1/Λ. Hence, the number of modes reads nmodes ∼ (Λ/H)2.
This is also consistent with another interpretation of de Sitter entropy; entanglement entropy which,
according to Srednicki’s classic calculation, is proportional to the boundary area24.
5.3 The entropy current of the inflaton fluid
In the previous subsections, we estimated the EFT cutoff Λ by exploiting the fact that entropy
scales as Λ2, using two different prescriptions. We found that in the decoupling limit, Λ ∼ ∆φ.
In the following, exploiting the same entropy scaling with the cutoff, we will derive the entropy of
24Note that Srednicki’s computation was done in a Minkowski background, however, one can extrapolate it
to de Sitter space as long as it is deep enough inside the horizon. The boundary area is then Aboundary ∼ cH−2,
where 0 < c < 1. Since entropy is dimensionless, one need to introduce a mass scale to compensate for correct
dimensions. Applying the principle of maximum entropy yields the correct scaling S ∼ (Λ/H)2 .
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the inflaton by considering it as a perfect fluid. We will work in the decoupling limit, keeping H˙
only when we consider entropy (area) variation. This limit turns out to be consistent thanks to the
slow-roll approximation, as we will illustrate shortly. We know that in the limit of exact de Sitter,
entropy is given by Eq. (30) and is constant, in agreement with the second law of thermodynamics.
Now, introducing a slowly rolling scalar field to set the de Sitter phase corresponds to introducing
an explicit time-dependence for the Hubble rate. Hence the entropy is no more constant, instead
it will increase monotonically with time, again in agreement with the second law. This increase of
entropy according to the discussion of Section (5.1) is due to the increase of the horizon area, which
mean that more short wavelength modes can be packed on the horizon. Using the fact that the de
Sitter phase is driven by the inflaton, one can therefore write that the dS entropy is just the entropy
of the inflaton. the sum of pure de Sitter entropy. This leads to the observation that the increase of
entropy is caused by the rolling inflaton, i.e. S˙ = S˙φ. Moreover, since we are working in the slow-roll
limit, we expect that S˙φ ∼ . In fact, in the slow-roll limit, differentiating Eq. (30) with respect to
time one gets
S˙φ =
8pi2
H
φ˙2
H2
, (37)
which is indeed of O(). Let us now construct the inflaton entropy in the perfect fluid picture and
see whether it coincides with the expectation Eq. (37). The energy momentum tensor of the inflaton
take the form
Tµν = pgµν + (ρ+ p)uµuν , (38)
where ρ and p are the energy density and pressure of the fluid given by
ρ = −1
2
(∂φ)2 + V (φ) and p = −1
2
(∂φ)2 − V (φ) . (39)
This is the conventional form of a dissipationless perfect fluid energy momentum tensor. The inflaton
(and fluid) 4-velocity vector is uµ = ∂µφ/
√−(∂φ)2 and is normalized such that uµuµ = −1. The
entropy density of the inflaton can be constructed as usual [34, 35]
sφ =
ρ+ p
T
(40)
where T is the temperature felt by an observer moving with the fluid. By temperature, it is really
meant the frequency of the collected photons. In terms of the 4-momentum of the photon pµ,
formally it is defined as T = −uµ pµ. So the entropy is intrinsically observer dependent; it depends
both on the coordinate system and the velocity of the observer. However, this is in agreement with
the standard interpretation that entropy quantifies the amount of ignorance of the observer about
the system.
In exact dS, entropy is a conserved charge and as any conserved charge, by the Noether theorem,
this is a consequence of the conservation of an entropy current ∇µ J0Sµ = 0, where the superscript
”0” stands for the adiabatic evolution H˙ = 0. Entropy is then the time component of the integral
over space of the entropy current
Sφ =
∫
d3x
√
3g J0S , (41)
where 3g is the three-dimensional space metric. We expect that definition to be valid in the decou-
pling limit. Following the standard procedure [34, 35], one can construct a current associated with
17
a conserved charge, in our case the entropy. It reads
JµS = sφ u
µ , (42)
where sφ is the entropy density defined previously. Replacing Eq. (42) and Eq. (40) in Eq. (41), the
resulting entropy reads
Sφ = −
∫
d3x
√
3g
(∂φ)2
T
u0 . (43)
In the following, we will compute the entropy in both dS coordinate systems, as well as its
increase during a slow-roll phase. In the flat-slicing coordinate system
ds2 = −dt2 + e2Ht (dr2 + r2dΩ2) , (44)
the inflaton pressure and energy density are obtained by considering the homogeneous part of the
inflaton φ(t) as
ρ =
1
2
φ˙2 + V (φ) and p =
1
2
φ˙2 − V (φ) . (45)
Likewise, the 4-velocity is simply uµ = (1, 0, 0, 0). Replacing with Eq. (45), one gets
Sφ =
∫
d3x
√
3g
2pi
H
φ˙2 . (46)
Let us compute the time derivative of this expression as a check that it represents really the inflaton
entropy. In doing so, one has to keep in mind that the integral should be performed on the horizon
volume, i.e.
Sφ =
∫
VolH
d3x
√
3g J0S ≡
∫ 1/aH
0
4pir2dr a3 J0S . (47)
Taking the derivative with respect to time, it is straightforward to get at first order in slow-roll
S˙φ =
2pi
H
∫
VolH
d3x
√
3g 3Hφ˙2 =
8pi2
H
φ˙2
H2
, (48)
exactly the same as Eq. (37). Although the result obtained above is satisfactory, it was derived in
the standard de Sitter metric Eq. (44). However, strictly speaking, one should use the de Sitter
metric in its static form (see e.g. [36])
ds2 = −(1−H2R2)dτ2 + dR
2
1−H2R2 +R
2dΩ2 , (49)
where the scalar fields complementarity makes sense. Using the Stokes theorem, one can integrate
the conservation equation for the entropy current over the horizon volume to get
∂Sφ
∂τ
= −
∫
d3x
√
3g ~∇ · ~JS = −
∫
d2Σ ~JS · ~n = −4piH−2 sφ (~u · ~n) (50)
where ~n = (−√1−H2R2, 0, 0) is the unit vector normal to the horizon boundary surface Σ. Note
that ~n is inward-pointing as required by the Stokes theorem and the scalar product is understood
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to be taken on the horizon. In the static patch the 4-velocity take the explicit form25
uµ = ±(φ,τ , φ,R, 0, 0) · HR|φ,R|(1−H2R2) , (51)
where we used the usual shorthand φ,τ ≡ ∂φ/∂τ and φ,R ≡ ∂φ/∂R and the upper sign corresponds
to φ,τ < 0 and vice-versa. It follows that the inflaton entropy in the static patch is
26
sφ = −(∂φ)
2
T (R)
(52)
Plugging this expression in Eq. (50), one gets
∂Sφ
∂τ
= ∓sgn [φ,R(τ, RH)] 8pi
2
H3
(
1−H2R2
H2R2
)
φ2,R (53)
Next, let us determine the sign of φ,R. Using the fact that φ,R =
[
HR/(1−H2R2)]φ,τ , one gets
∂Sφ
∂τ
=
8pi2
H3
φ2,τ . (54)
This means that entropy variation in the static patch is positive, in agreement with the second law.
Moreover, by noticing that ∂τ = ∂t, expression Eq. (54) nicely matches the expected result Eq. (37),
which was calculated in the flat-slicing coordinates.
We are now ready to compute the entropy increase during slow-roll. Again at first order in slow
roll, integrating Eq. (37), we get
∆S =
∫ tf
ti
dSφ
dt
dt =
8pi2
H3
∫ tf
ti
dt
[
d
dt
(
φ˙φ
)
− φ¨φ
]
, (55)
where we discarded terms higher than O(). Now we can successively bound this expression as
follows
∆S <
8pi2
H3
[ ∣∣∣∣∫ tf
ti
dt
d
dt
(
φ˙φ
)∣∣∣∣+ ∣∣∣∣∫ tf
ti
dt φ¨φ
∣∣∣∣ ] . (56)
The first term is integrated directly, while the second one is further bounded using the slow-roll
condition φ¨ < 3Hφ˙, to give
∆S <
8pi2
H3
[
|φf φ˙f − φiφ˙i|+ 3H
2
|φ2f − φ2i |
]
(57)
25Since the surface of constant φ is spacelike, the overall orientation of uµ is chosen such that it is future-
oriented. This means that
uµ =

− ∂
µφ√−(∂φ)2 for φ,τ > 0
+
∂µφ√−(∂φ)2 for φ,τ < 0
26As explained in §5.3, the temperature measured in the fluid rest frame is T = −uµpµ. Since there exists
a timelike Killing vector ξµ = (∂τ )
µ = δµτ in the static coordinates system, one can define a conserved energy
associated with the motion along the time-like Killing vector E = −ξµuµ = TdS . It follows (See e.g. Section
6.3 of [37]) that T = E/
√−ξµξµ = TdS/√1−H2R2.
19
Now using the inflaton equation of motion and that [3]
√
2? ≤ ∆φ/(MPN), we get
∆Smax ' 8pi
2
H2
[
3
2
∆φ (φi + φf ) +
√
2MPφf
]
(58)
where we neglected an O(1/N) term. Note here that we are implicitly assuming that  is monoton-
ically growing with time. This situation is typical in single-field models either large or small fields.
Now using the fact that in both cases, ∆φ/MP  1 and that φi,f MP , one obtains that
∆Smax ' 12pi2
(
∆φ
H
)2
, (59)
which by virtue of Eq. (84) and Eq. (86), is in perfect agreement with Eq. (36) provided that C = 3.
The above result can be easily generalized to the case of multiple scalar fields driving the dS
phase. In this case, the inflationary direction will be a linear combination of these fields. This is
especially relevant for multi-field inflation models aiming to avoid super-Planckian excursions by
postulating the existence of N > 1 scalar fields with sub-Planckian excursions, while the overall
excursion along the inflationary valley is super-Planckian. The resulting entropy is the sum of
individual entropies, owing to the additive property of entropy. From Eq. (59), we can write
∆Smax ' 12pi2
N∑
a=1
(
∆φa
H
)2
= 12pi2N
(
∆φ
H
)2
. (60)
where ∆φ is the r.m.s. of all φa. Using the fact that maximum entropy is bound by the Gibbons-
Hawking entropy, we get
∆φ . MP√N (61)
This means again that the total excursion cannot be super-Planckian without invalidating EFT,
even if there are many scalar fields, in agreement with the arguments of [38], that is in the presence
of N degrees of freedom, the cutoff gets rescaled by a factor 1/√N . In the case of a single inflaton,
this means that our main assumption to derive Eq. (59); ∆φMP is not valid, i.e. super-Planckian
excursions contradict entropy bounds [27].
6 Relationship to Wald entropy
As any conserved quantity, entropy can be defined as a Noether charge [39]. Wald entropy is defined
in this way considering the action as a functional of not only the metric, but also of Rµνρσ and its
derivatives as well. Starting from a gravitational action S =
∫
d4x
√−gL(g,Rµνρσ,∇αRµνρσ , · · · ),
Wald defines the entropy through the formula [39]
SWald = 2pi
∫
δL
δRµνρσ
ˆµν ˆρσ
√
hd2Ω (62)
where ˆµν = −ˆνµ is the binormal to the horizon surface (bifurcation surface), normalized such
that ˆµν ˆ
µν = −2 and √hd2Ω ≡ d2Σ stands for the induced surface element on the horizon. This
formula has been checked in a variety of examples especially black holes (see e.g. [40] for a pedagogical
account) and even claimed to be correct for de Sitter [41].
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In order to apply this to de Sitter space, let us consider the most general Lagrangian of a real
scalar coupled to gravity. In addition, we expect the inflaton to be also coupled to light degrees of
freedom to ensure successful reheating . The Lagrangian therefore reads
L = M
2
P
2
R− ξ
2
Rφ2 − 1
2
(∂φ)2 − V (φ) + Lreheating . (63)
In the above Lagrangian, we also included a non-minimal coupling ξ for generality27. Although it
can always reabsorbed through a Weyl rescaling, such non-minimal coupling will always be generated
through quantum corrections as we explain now. For successful reheating, the Lagrangian Lreheating
should include couplings of the inflaton to light degrees of freedom. For instance, in addition to
a quartic coupling λφ2/4! contained in the potential, the inflaton will generically have interaction
terms like yψφψ¯ψ + λχχ
2φ2 + · · · , where ψ and χ stand for a generic standard model fermion and
boson respectively. The RGE equation of the non-minimal coupling ξ reads28 [44]
βξ =
(
ξ − 16
)
(4pi)2
[
λ+ λχ + 4y
2
ψ + · · ·
]
, (64)
will always generate non-vanishing ξ. Unless ξ = 1/6, which is an infrared fixed point, a non-
vanishing ξ coupling will be generated through running. It can take any value, however for consis-
tency, the value of the non-minimal coupling is restricted as follows.
• Assuming a de Sitter background, the validity of semi-classical methods implies a theoretical
upper bound on the non-minimal coupling
ξ  2
3
SdS
(
MP
φc
)2
. (65)
This inequality can be also written as an upper bound on the quantity ξφ2c/M
2
P
ξφ2c
M2P
 SdS (66)
• Conservatively, we also demand that the non-minimal coupling alone should not overclose the
universe during inflation. This implies that the inflaton and thus its excursion should satisfy
∆φ < φc < MP /
√
ξ . (67)
Other model-dependent restrictions can be imposed. For instance, in the case of the Higgs boson,
an upper bound [45] on ξ can be derived using the LHC data ξH < 2.6× 1015.
Applying the Wald formula Eq. (62) to the general inflaton Lagrangian Eq. (63), one gets
Sφ = 8pi
2 M
2
P
H2
(
1− ξ φ
2
c
M2P
)
. (68)
In the above expression, condition Eq. (67) guarantees that the term in parenthesis is always smaller,
or at most equal to one. Hence, Wald entropy never overwhelms the Gibbons-Hawking entropy
27Although the non-minimal coupling is allowed by all symmetries, for simplicity it is usually ignored in
most inflation model-building. See However [42, 43].
28Negative sign contributions to βξ are also possible if the inflaton is charged under some gauge group.
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Eq. (30). Moreover, Eq. (68) means that for entropy to be positive definite and ξ = O(1), the
inflaton excursion should not exceed MP . Moreover, using the results of §5; that entropy scales as
(Λ/H)2, we can read off the cutoff,
Λ = MP ·
√
1− ξ φ
2
c
M2P
, (69)
where again condition Eq. (67) should be satisfied for consistency. It is also interesting to note that,
up to O(1) factors, the above cutoff can also be obtained by considering the 2 → 2 perturbative
unitarity. See Appendix D for details.
7 Discussion
The problem discussed in this paper is not without reminding us with what was called ”SUSY’s
dirty little secret” in [46]; the problem of fast proton decay through Planck-suppressed dimension-
five operators [47]. The root of this problem is that, for generic O(1) dimensionless couplings, the
Planck-scale suppression of these operators is not enough to comply with experimental constraints on
proton stability29. A similar problem afflicts the Peccei-Quinn solution of the strong CP problem;
higher-order operators renders this elegant solution unviable, unless a tremendous fine-tuning is
invoked [14, 50, 49]. Likewise, in inflation, higher-order Planck-suppressed operators, with generic
O(1) dimensionless couplings inevitably spoil the flatness of the inflationary plateau, putting in
question the remarkable success of the inflationary paradigm. In this work, we revisited this old
issue afflicting inflationary model-building, by determining consistently the scale by which the non-
renormalizable operators are suppressed in a consistent EFT. We have found, that in the absence
of gravity (decoupling limit), the total excursion of the inflaton ∆φ can play the roˆle of the UV
cutoff, as it is the breaking scale of shift symmetry. On the other hand, once gravity is restored,
perturbative unitarity will break down at the Planck scale. This simply implies that the real UV
cutoff is the Planck and as a consequence the inflaton excursion cannot exceed this value. If on
the contrary, the inflaton excursion exceeds the Planck scale, we are confronted with inconsistencies
that manifest themselves in a variety of ways, that go beyond the well-known η-problem.
We argued that since the shift symmetry is broken during inflation, a consistent EFT below the
cutoff must include all possible terms that break shift symmetry regardless of their renormalization
properties. Then, unitarity and perturbativity (See Eq. (24) and Eq. (26)) constrain the excursions
to be sub-Planckian for the theory to make sense. This leads to the conclusion that, in the absence
of a UV completion, scenarios with super-Planckian excursions appear to be ill-defined quantum-
mechanically. The second manifestation of the inconsistency has to do with entropy; super-Planckian
excursions violate de Sitter entropy bounds. We have computed the inflaton entropy using three
well-known prescriptions (bit-per-area, coarse-grained and a standard thermodynamics) and checked
that, in the decoupling limit, entropy is proportional to ∆φ2/M2P , violating the de Sitter entropy
bounds for ∆φ > MP . We have also considered Wald’s geometric definition of inflaton entropy. We
argued, that because of the ubiquitous non-minimal coupling, and in order for this entropy definition
to make sense, excursions have to be sub-Planckian. This conclusion extends also to the multi-field
case where there is N inflatons, i.e. ∑Ni=1 ∆φ2i .M2P .
29See also [48] for a recent treatment of this problem.
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These inconsistencies would not be worrisome if it were not for the observational results, in
particular the latest Planck 2013 [4], constraining simple inflationary scenarios. In particular, the
non-observation of B-modes disfavors the simplest models of chaotic inflation30. In this regard, it is
really tempting to think that, after all, this is just the harsh experimental verdict on models which,
despite their intrinsic simplicity and attractiveness, are difficult to understand theoretically31.
On the other hand, even scenarios with suppressed tensors, i.e. hilltop models [21, 3], are not free
from this theoretical inconsistency32. Indeed, a wide class of such scenarios have super-Planckian
excursions [3] which is equally problematic. Therefore, even if in the near future, observational results
will eventually single-out one of these scenarios, for instance by measuring accurately the tensor-to-
scalar ratio, non-Gaussianity and isocurvature perturbations, one has to address this problem. This
seems to be a crucial step before confirming inflation as the theory for early universe cosmology.
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Appendices
A Details of coarse grained entropy
Let us start with the usual Friedmann equations
H2 ' V (φ)/3M2P and 3Hφ˙ ' −V ′(φ) . (70)
Using the standard definition of the first slow-roll parameter,  ≡ 12M2P (V ′/V )2, these equations can
be put together, in the simple form
φ˙2 = 2M2PH
2. (71)
Now, let us consider the discrete version of the above equation on the horizon surface, which
normal vector is ~RH(θ, φ) ≡ (R = RH , θ, φ) in polar coordinates. Instead of θ and φ, we will
use a flat cartesian coordinate (x, y) that we will discretize as (x, y) → (i amin, j amin), with i, j =
1, 2, · · ·√Npix, where Npix is the number of pixels defined in the main text. With this prescription,
Eq. (71) becomes a set of n discrete equations
|φ˙i,j(t)| =
√
2i,j(t)MPH. (72)
30The simplest chaotic scenario based on the quartic potential λφ4 is already ruled-out by the current data,
while the one based on the quadratic potential lies outside of the two-standard deviations allowed region [4].
31Further criticisms, especially the issue of initial conditions, have been discussed recently in [51]. An
additional theoretical objection concerns the cosmological moduli problem, which for mmoduli < H∗ requires
that H? . 107 GeV, in sharp disagreement with chaotic models [52, 53].
32Notice though that the problem in this case is partially addressed by arguing that non-renormalizable
operators like Eq. (1) can generate a local maximum (i.e. a hilltop) from which inflation is likely to start [21].
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where the slow-roll parameters are given by
i,j =
M2P
8V (φi,j)2
[
V (φi+1,j)− V (φi,j)
φi+1,j − φi,j +
V (φi,j+1)− V (φi,j)
φi,j+1 − φi,j
]2
, (73)
where the explicit time-dependence of φi,j and i,j is understood.
Equation (72) can be integrated iteratively in time as follows. Given an inflationary potential
V (φ) and a set of n initial conditions φi,j(ti), one can compute the slow-roll parameters i,j(ti), using
Eq. (73), then plug them into Eq. (72) and integrate between ti and ti + ∆t to obtain the classical
solution
φci,j(ti + ∆t) = φi,j(ti)− sgn
[
V ′(φi,j(ti))
]√
2i,j(ti)MPH∆t. (74)
where sgn(x) ≡ x/|x| is the sign function. Then, one can plug again the above solution in the
potential and compute again the slow-roll parameters at ti + ∆t and turn the crank gain, until
reaching tf . Therefore all we need is Npix initial conditions on the Npix pixels. However, since we
can swap the pixels without changing the outcome of the final (observed) state, the total number of
micro-states is therefore Ω = Npix!.
Up to now, we neglected the quantum fluctuations of the inflation. Indeed, each Hubble time,
the inflaton gets kicked randomly up or down the slope of the inflationary potential by the amount
δφq ' (H/2pi). Thus, to the classical solution Eq. (74), one has to superimpose δφq each e-fold. This
has the effect to increase the number of possible initial conditions by a certain factor that we will
determine now. We can still solve Eq. (72) iteratively by including the quantum kicks each e-fold.
To do so, consider that we discretize time into N e-folds, each one has ∆t = H−1. The complete
solution after one e-fold will be
φi,j(ti +H
−1) = φci,j(ti +H
−1)± H
2pi
, (75)
which corresponds to more possible initial conditions as anticipated. Indeed, for a given classical
initial condition (ignoring δφq) φ
c
i,j(ti), there will corresponds 2 complete solutions after 1 e-fold
φci,j(ti)± δφq, taking into account quantum kicks. After 2 e-folds, there will be more corresponding
initial conditions; in total 4 initial conditions
φi,j(ti + 2H
−1) = φci,j(ti + 2H
−1) (76)
φi,j(ti + 2H
−1) = φci,j(ti + 2H
−1)± 2
(
H
2pi
)
, (77)
which multiplicities are as follows. The first one corresponds to a kick upward and an other downward
the inflationary potential or vice versa, thus in total two corresponding initial conditions. The
second and third one correspond to two consecutive kicks either upward or downward, so in total
they correspond to an initial condition each. In total we have then 4 initial conditions at 2 e-folds.
After m ≤ N e-folds, solutions become
φi,j(ti +mH
−1) = φci,j(ti +mH
−1) + (m− p)H
2pi
− p H
2pi
(78)
where p ≤ m. It is easy to convince oneself that the number of corresponding initial conditions will
be 2p times n!. The factor 2p is easily understood as corresponding to how many ways one can pick
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p kicks downward the potential out of the available m in the case of positive V ′, and vice versa for
negative V ′. Summing over all N e-folds, the total number of initial conditions is therefore
Ω = Npix!
N∑
p=0
N !
p!(N − p)! = 2
N Npix! . (79)
B Relating the UV cutoff to amin and ∆φ
In this appendix we will determine the precise relationship between Λ and amin. By putting the
inflaton on a lattice of spacing amin, one gets as usual a natural UV cutoff Λ ∝ 1/amin. The precise
coefficient is determined as follows. Consider a massive scalar field in flat space with a standard
dispersion relation E2p = ~p
2 +m2. Let us first compute the following Green function
〈φ(t, ~x+ ~r)φ(t, ~x)〉 =
∫
d3p
(2pi)3
1
2Ep
ei~p·~r , (80)
and then take the limit of small spatial separations. The integral in the Green function can be
performed exactly to yield the standard expression
〈φ(t, ~x+ ~r)φ(t, ~x)〉 = m
4pi2|~r|K1(m|~r|) , (81)
where Kn(z) stands for modified Bessel functions of the second kind. Expanding this expression for
small spacial separation, and making the identification |~r| → amin one gets
〈φ(t, ~x+ ~r)φ(t, ~x)〉 −−−−−→
r→amin
1
4pi2a2min
(82)
On the other hand, taking the limit |~r| → 0, one gets
〈φ(t, ~x+ ~r)φ(t, ~x)〉 =
∫
d3p
(2pi)3
1
2Ep
ei~p·~r −−−→
|~r|→0
Λ2
8pi2
(83)
where we have introduced a momentum cutoff Λ and neglected m. Comparing these expressions, we
get
amin =
√
2
Λ
. (84)
Now, one can also write the Green function Eq. (80) for small |~r| as
〈φ(t, ~x+ ~r)φ(t, ~x)〉 −−−→
r→0
〈φ(~x)2〉 & ∆φ2 (85)
where ∆φ ≡ |φf − φi| is the total inflaton excursion. Therefore, combining Eqs (82) and (83) with
Eq. (85) we finally have
1/amin ' 2pi∆φ (86)
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C Bit-per-area density matrix
In this appendix, we shall compute the inflaton entropy using the density matrix formalism. We can
label the pixels with a set of orthonormal ket vectors |α〉, satisfying 〈α|β〉 = δαβ and
∑
α |α〉〈α| = 1,
where α run from 1 to Npix. Each pixel can be either carry 0 or 1 as Boolean information, so the
normalized state vector reads
|α〉 = 1√
2
(|0〉α + |1〉α) (87)
Then, the horizon state vector reads
|ψ〉 =
∏
α
|α〉 = 1
2Npix/2
∏
α
(|0〉α + |1〉α) , (88)
from which we can construct the density operator
ρˆ = |ψ〉〈ψ| = 1
2Npix
∏
αβ
(
|0〉α + |1〉α
)(
〈0|α + 〈1|β
)
(89)
Therefore, the density matrix is simply
ρi,j =
1
2Npix
(90)
where i, j labels the basis of all possible products
∏
α |0 or 1〉α. It follows that entropy in this
prescription is
S = Npix (91)
D Unitarity in detail
In this appendix, we will determine the tree-level unitarity cutoff for the theory given by the La-
grangian Eq. (63). As usual, the unitarity of φφ→ φφ scattering amplitude demands
|Re aJ | ≤ 1
2
(92)
where aJ is the J-th partial wave amplitude
aJ(s) =
1
32pi
∫ 1
−1
d(cos θ)Pn(cos θ)A(s, θ) (93)
and A(s, θ) is the 2 → 2 scattering amplitude. From the Lagrangian Eq. (63), and discarding for
the moment the potential V (φ), we get the interactions
L = − 1
2MP
hµν∂
µφ∂νφ− ξ
2MP
hµµφ2 , (94)
where we have neglected the mixing and the effective Planck scale33 MP ≡MP ·
√
1− ξ φ2cMP . In the
center-of-mass frame, the s-channel amplitude reads34
A(s, θ) = − 2s
3M
2
P
[
(1− 6ξ)2 + 1
2
(1− 3 cos2 θ)
]
(95)
33When linearizing around the FRW background, we should use this scale instead of MP , since it will give
the correct normalization of the graviton kinetic term.
34For simplicity, we do not consider the full scattering amplitude, that includes the two remaining channels,
because it has the usual infrared divergence associated with the exchange of on-shell massless states in the t-
and u-channel. Their inclusion does not change qualitatively the conclusion of our discussion.
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From the amplitude Eq. (95), one gets the J = 0 (s-wave) partial-wave
aJ=0(s) =
s(1− 6ζ)2
96piMP
2 . (96)
Unitarity of this partial-wave amplitude implies a cutoff
ΛJ=0 =
√
pi
3 (1− ξφ2c/M2P )
|ξ − 1/6| ·MP . (97)
For small ξ, including vanishing ξ, but still away from the conformal limit i.e. 0 ≤ |ξ| < 1/6, the
cutoff reduces to
√
3
2mP . While for larger |ξ| but still satisfying Eq. (67), i.e. 1/6 < |ξ| < (MP /φc)2,
the cutoff is Λ0 ' mP 1√6|ξ| . Since we are assuming that |ξ| > 1/6, this scale is bound as follows
Λ0 .
√
6mP , again parametrically mP . This value in agreement with the findings of [54, 26], in the
absence of interactions i.e. a potential for φ. Also, it is useful to notice that, as expected in the
conformal limit, unitarity of the J = 0 partial wave extends to arbitrarily high energies.
On the other hand, the J = 2 partial wave (d-wave) is
aJ=2 =
s
120piMP
2 , (98)
and unitarity gives the cutoff
ΛJ=2 = 2
√
15pi
(
1− ξ φ
2
c
M2P
)
·MP . (99)
For small ξ, the cutoff ΛJ=2 approaches
√
15
2 mP . All the remaining partial waves vanish, so the
perturbative unitarity cutoff is just Λ = min(Λ0,Λ2). In general, it is parametrically mP . This is
so even in the regime 1/6 < |ξ| < M2P /φ2c where in this case Λ2 'MP /|ξ| . 6MP which is again of
O(mP ).
Now, let us now consider unitarity from interactions coming from the potential V (φ). To this end,
it is convenient to work in the Einstein frame where the potential reads
VE(φ) =
V (φ)
1− ξφ2
M2P
, (100)
As noted in [54, 26], for ξφ2c  M2P , one can expand the denominator and estimate the unitarity
cutoff e.g. for 3→ 3 scattering as Λ 'MP /ξ, where we neglected some quartic self-coupling. On the
other hand, for large excursions, one cannot expand the denominator, and the resulting unitarity
bound is weakened by the ratio ∆φ/MP . As a consequence, the cutoff is always parametrically mP .
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