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Conclusions: We conclude that errors based on output changes are 
interpreted correctly by ACPDP in HS mode. Errors due to gradient 
effects at field edges (i.e. MLC positioning) might lead to erroneous 
3D dose calculation in the phantom and hence in the patient. Thus, 
further investigation is necessary to check the performance of ACPDP 
in the presence of realistic errors before the results can be used for 
routine patient QA.  
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Purpose/Objective: The effective atomic number of composite media 
in the context of electron interactions exhibits only small energy 
dependence over the keV-GeV range and, for many contexts, the 
mean value will consequently be a sufficient approximation. In this 
work, we propose and validate a simple analytic equation by which 
the mean effective atomic number for electron interaction may be 
estimated. 
Materials and Methods: The mean effective atomic number for 
electron interactions in composites between kinetic energies of 10 
keV and 1 GeV can be estimated with a function of the form 
 , where fi is the mass-fraction of the ith element Zi and ξ = η = 0.8 if 
the sum in parentheses is less than 10, or x = 0.91 and h = 1.01 
otherwise. 
Results: The variation in energy-dependent effective atomic number 
about the mean is small considering the large energy range –between 
about 1 and 10 % depending on the compound in question. For many 
contexts this justifies the use of a simple power law estimate that can 
be readily employed for estimating mean effective atomic numbers 
without the laborious complexity of energy dependent interpolation 
based methods. The method is far more accurate than the analogous 
generalised power laws often applied to photon interactions. 
Differences between estimated and true values depend on the 
composite medium in question, but on average are several percent. 
 
  
Conclusions: There is a demand for straightforward means of 
estimating effective atomic numbers for a range of purposes within 
the context of medical physics. In the present study, a simple, 
generalised expression for the mean effective atomic number of a 
compound has been provided for electron interactions, applicable 
over the keV-GeV range.  
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Purpose/Objective: Radiotherapy planning for breast cancer is 
challenging due to large-concave shaped target surrounded by lung 
and heart, breast- lung density differences and target - organ at risk 
(OAR) positions change during respiration. While, achieving dose 
homogeneity in target and steep dose gradient between target and 
OAR are difficult. Treatment success depends on application of 
treatment precisely as planned. In this experimental study, planned 
and actual dose distributions of different radiotherapy-planning 
techniques compared and whether planned dose was applied 
accurately investigated.  
Materials and Methods: Breasts shaped phantoms (BSP) were 
fabricated from normal tissue equivalent bolus material, in order to 
simulate patient's breast and dose measurement during irradiation. 
BSP contained 3 sagittal and transverse axes positioned 1cm apart, 
intersecting each other and the isocenter (Figure1). BSP was 
positioned on Alderson rando phantom (meticulous attention was paid 
to prevent air ) during planning CT and irradiation. Gafchromic EBT 2 
films were used for dose measurement and placed in BSP without 
giving any space for avoiding air component. Target and normal 
tissues were delineated on obtained CT images. Treatment plans were 
done using three different radiotherapy planning techniques namely 
3DCRT, FinF and IMRT techniques. Calculated and actual doses were 
compared as using determined maximum and minimum doses for each 
axes located in BSP. Skin dose was not included since treatment 
planning system (TPS) is not accurately models its dose.  
Results: Actual and calculated doses for each technique are shown in 
Table1. As seen on Table actual doses were higher than calculated 
doses for 66.6% of all points. The mean (minimum and maximum) 
differences were between 2.56 (0.1-4.5)%, 2.85 (0.05-3.9)% and 
1.81(0.1-2.2)% for 3DCRT, FinF and IMRT respectively. However, 93% 
of those differences were less than 3 % and maximum difference was 
4.5%. The differences were markedly higher for 3DCRT than FinF and 
IMRT. Differences were smaller the area close to the isocenter and 
was directly increased with the distance from the isocenter. No 
relation was found between any axes and amount of differences. 
Differences were higher in certain area-underlying surface except 
close to the isocenter in 3CRT techniques; whereas these higher 
differences were not found in FinF and IMRT. 
Conclusions: TPS modeled the dose distributions acceptable; all part 
of breast including thoracic wall and underlying skin area doses were 
modeled adequately for 3DCRT, FinF and IMRT. Modeling was more 
accurate in area close to isocenter. Best modeling was for IMRT in 
comparison to 3DCRT, FinF. It could be related that the lung segment 
on beam path was smaller in IMRT than 3DKRT and FinF. 
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Purpose/Objective: High dose-rate (HDR) skin brachytherapy positions 
sources in close proximity to the patient surface. The most popular 
technique consists on a simple planar implant using paralle lcatheters 
following the skin surface using moulds. Most treatment planning 
systems (TPS) use the TG-43 dose calculation formalism and therefore 
assume sources positioned within an infinite water medium without 
accounting for the backscatter defect due to the surrounding air. The 
purpose of this work is to evaluate theTG-43 limitations and clinical 
implications when using a typical superficial mould with an HDR 
source in contact with the skin surface, with and without backscatter 
bolus. The evaluation was performed for the two currently available 
HDR radionuclides 192Ir and 60Co. 
Materials and Methods: The following configurations have been 
considered: 
1) With the mould embedded within an infinite water medium (i.e., 
TG-43 conditions).  
2) With the mould positioned over the skin in a semi-infinite water 
medium, 
3) A single source instead of a mould, to mimic the worst clinical 
situation, with the same configuration as in 1), but with 5, 10, or 20 
mm of bolus and also without any bolus, i.e., with the source located 
directly over the skin surface. 
In cases 1) and 2), a realistic treatment plan where the source 
occupies several different positions were considered. In case 3), the 
source is positioned at a single location. Dose distributions have been 
obtained using the Monte Carlo (MC) code GEANT4 (version9.4). 
Results: For 192Ir, differences in the dose rate distributions between 
cases 1) and 2) ranged from 1.5% to 3% at the skin surface, see Fig. 1. 
At a typical prescription depth of 5 mm, differences were 2.5% to 3%. 
For case 3) without bolus, dose rate differences were < 2%for < 5 mm 
depths. When 10 or 20 mm boluses were added, the differences were 
negligible. For 60Co with no bolus, the differences up to 15% were in 
the vicinity of the surface. For either radionuclide, the effect of the 
high dose gradient (factors of 19 and 15 for 192Ir and 60Co,respectively) 
between the surface and prescription depth was the predominant 
effect. 
 Fig. 1.Dose ratio between cases 1) and 2) at the skin surface depth of 
zero. 
 
Conclusions: Dosimetric differences in susceptibility to backscatter 
conditions for skin brachytherapy were negligible for 192Ir and 60Co. 
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Purpose/Objective: Evaluation of back scattered radiation (BSR) from 
the secondary collimators into linac beam monitor chamber has been 
of limited use in treatment planning (TP) dose calculations so far as 
effect of this radiation component has been incorporated into the 
collimator scatter factor. In Monte Carlo (MC) calculations this 
radiation component can be explicitly modeled and incorporated into 
absolute dose calculations as previously shown by our group (Popescu 
et al., 2005). Modern TP dose calculations increasingly involve fast MC 
algorithms. Simplified source models and particle phase spaces are 
commonly used in place of full radiation transport through the linac 
head to reduce calculation time. Explicit modeling of BSR becomes 
impractical in such situations and experimental measurements as well 
as MC pre-calculated values can be used instead. The purpose of this 
study is to evaluate experimentally and through MC modeling the back 
scatter factors (BSFs) defined as a ratio of the charge collected in 
beam monitor chamber for a given field to that of a reference 
(10x10cm2) field. 
Materials and Methods: Experimental measurements were performed 
for 6MV and 18MV beams from Varian 21EX, and for 6MV, 10MV, 10MV 
FFF, 15MV beams from Varian TrueBeam linacs. Experimental setup 
was used similar to that by Kubo (Kubo, 1989). However instead of 
narrow slits a very small (<2 mm diameter) stereotactic collimator and 
a PTW pinpoint ionization chamber with effective volume of 0.0125 
cm3, positioned at extended SDD, were used providing less than 3mm 
field of view to the source.  
MC calculations using BEAMnrc and DOSXYZnrc codes were done for 
6MV and 18 MV beam models of Varian 21EX linac. Various fields sizes 
from 1x1cm2 to 40x40cm2 were used and BSFs were calculated as 
described previously (Popescu et al.,2005). MC modeling of BSF from 
TrueBeam was not possible due to lack of manufacturer's 
specifications required for MC modeling of this machine. 
Results: For 21EX beams and field sizes modeled in this study, 
measured BSFs agreed with MC calculated values within 1%. The BSF 
values for 21EX decreased from 1.02 for the 1x1cm2 field size to 0.99 
for 40x40cm2 fields. For all measured TrueBeam beam energies the 
BSF variation across field sizes was within ±1%. 
Conclusions: The BSFs factors derived in this study for 21EX linac 
allow accommodating them in fast MC calculations and remove up to 
2% of potential error that would have been present in absolute dose 
calculations had these factors been ignored. For Varian TrueBeam 
linacs effect of potential error due to ignoring BSF would be within 
1%. 
Kubo H 1989 Telescopic measurements of backscattered radiation 
from secondary collimator jaws to abeam monitor chamber using a 
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