ABSTRACT: The energy in a nonhomogeneous string that moves freely at one end and against unit friction at the other is known to decay exponentially in time. The energy in fact vanishes in nite time when the string's density is uniformly one. We show that this is the only distribution of mass for which the energy vanishes in nite time. Assuming that the density is not one at the damped end and that it has two square integrable derivatives we identify the best rate of decay with the supremum of the real part of the spectrum of the in nitesimal generator of the underlying semigroup. Careful estimation of this spectrum permits us to establish the existence of a density that minimizes the decay rate over a large class of competitors. AMS classi cations: 34L05, 34L20, 47B44, 49J20.
Introduction
The displacement u of a string of unit length and density 2 , free at the left end, and in the presence of viscous damping at the right end, satis es 2 (x)u tt (x; t) ? u xx (x; t) = 0; 0 < x < 1; 0 < t; u x (0; t) = u x (1; t) + u t (1; t) = 0; 0 < t; (1:1) upon being set in motion by the initial disturbance u(x; 0) = u 0 (x); u t (x; 0) = v 0 (x); assumed an element of the energy space X = H Under the additional assumption that is of bounded variation, the energy in the string at time t, E(t) = for some nite C > 0 and ! < 0, independent of the chosen initial data. We establish this in the appendix via \sideways" energy estimates, a technique that goes back, at least, to the work of Rauch and Taylor 19] (see also Symes 21] and Zuazua 24] ).
Let us observe, however, that the quantity f(t) = u(1; t) + is the solution of (1.1) with initial data ũ 0 ; u 1 ] for which the corresponding quantity f vanishes, i.e., f(t) = 0 for all t 0. The fact that the energy decays exponentially to zero is equivalent to the exponential convergence, in X as t ! 1, of the trajectory u; u t ] to the equilibrium con guration f(0); 0]. Or, equivalently, the exponential convergence of ũ; u t ] to 0; 0]. With this decomposition in mind, the large time behavior of all solutions in X is completely determined by the corresponding behavior of solutions that take their initial data from is equivalent to the one induced by X. 2 We may now de ne the decay rate, as a function of , as !( ) = inf f! : 9C(!) > 0 s:t: E(t) CE(0)e 2!t ; (1:3) for every solution of (1.1) with initial data in V g:
As in our study of the internally damped string, 2], we strive to identify !( ) with the spectral abscissa of the matrix di erential operator obtained on expressing (1.1) as the rst order system U t = AU. Here We shall see, assuming no more than (1.2) , that A possesses a compact dissipative inverse on V . As a result (A), the spectrum of A, is composed of at most a countable number of eigenvalues, each an element of the left half plane. From (A) we extract its spectral abscissa ( ) = supf< : 2 (A)g:
Our intuition is built on our understanding of ( ) when is a xed constant. if < 1 n 2 Z; (1:6) while the corresponding eigenvectors are U n (x) = cosh( n x) 1; n ]:
(1:7)
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We immediately note that A has an empty spectrum when = 1 and that the spectral abscissa ( ) = ? 1 2 log + 1 ? 1 approaches ?1 as ! 1. If ( ) and !( ) are indeed one and the same the above suggests that the energy in the string of density one decays in nitely fast. This corresponds to the fact that, when = 1, the solutions to (1.1) \disappear" in nite time.
To see this, we express the wave equation as (@=@t ? @=@x)(u t + u x ) = 0; take into account the boundary condition at x = 1, and nd that u t +u x = 0 for 0 < x < 1 and t > 1 ? x. Since u x (0; t) = 0 we deduce that u t (0; t) = 0 for t 1. Thus u t (0; t) ? u x (0; t) = 0 for t 1. Writing the wave equation as (@=@t + @=@x)(u t ? u x ) = 0 we conclude that u t ? u x = 0 for 0 < x < 1 and t > x + 1. Thus u t = u x = 0 for 0 < x < 1 and t 2, i.e., u is constant in time and space after time 2.
If our goal is indeed to distribute mass along the string in such a way that the dissipative end is most e ective, i.e., in such a way that energy decays at the greatest possible rate, then clearly the optimal choice is 1. One could well stop here, declaring success, or, push on and work over a class of in which nite decay is assured. We shall push on, beginning with a short survey of previous related work on wave equations with a dissipative end condition. Rideau 20] , in considering u tt (x; t) ? u xx (x; t) = 0; 0 < x < 1; 0 < t; u(0; t) = u x (1; t) + au t (1; t) = 0; 0 < t; (1:8) found that the corresponding root vectors form a Riesz basis for fu 1 ). Recall that a collection of vectors is said to be complete when its linear span is dense.
Finally we note that (1.1) arises in the area of acoustic scattering concerned with the so{called Regge problem. Representatives of this literature that bear on our concerns include Hru s cev, Nikol'skii, and Pavlov 6], Hru s cev 5], and Shubov 22] . These authors approach (1.1) through the functional model of Nagy and Foias as developed, e.g., in Nikol'skii 17]. In particular, the result of 17, VI.5] is used to show that the eigenvectors associated with algebraically simple eigenvalues constitute a Riesz basis for their span. Appending to this a basis for the ( nite dimensional) root space corresponding to the multiple eigenvalues one arrives at a Riesz basis for the entire space.
Our plan is as follows. In x2 we demonstrate that 1 is the only choice of for which solutions of (1.1) vanish and so in all other cases (A) 6 = ;. In x3 we show that the eigenvectors of A( ), when is constant, comprise a Riesz basis for V and that the root vectors of A( ), when is not one on any interval with right endpoint 1, are complete in V . In x4 we establish su cient conditions on for the existence and nonexistence of real eigenvalues of A.
In x5, under the assumption that is Lipschitz and (1) 6 = 1, we derive a lower bound on < for 2 (A( ) (1 ? = n )e = n ; (2:9) where f n g n is the zero set of Q and a is a complex constant. If this zero set is empty then the product defaults to one and Q( ) = e a . As Q( ) is real for real it follows that a is real and in fact a = In particular, from (2.11) it follows that n = i 2a (2n ? 1) and n = i a (n ? 1); n = 1; 2; : : : On recalling the well known fact, see, e.g., 3, x6.6], that two such spectra uniquely determine a bounded we immediately conclude that is identically a. Hence, it su ces to restrict ourselves to constant . From the introduction we now recall that Q( ) = e if and only if = 1.
We recall that Majda 15] has shown that no solution of u tt ? u + c(x)u t = 0; x 2 ; t > 0; @u @n + (x)u t = 0; x 2 @ ; t > 0; (2:12) disappears when (i) is bounded in R n , (ii) @ and are real analytic, (iii) (x) 6 = 1 8 x 2 @ , and (iv) suppc(x) \ @ = ;. If n 2 (A) we note that as a consequence of the uniqueness of (1; n ) that each eigenvector of A corresponding to n must be a scalar multiple of U n (x) (x; n ) 1; n ]. In other words, the geometric multiplicity of each eigenvalue is one. As a result, the algebraic multiplicity of an eigenvalue is its order as pole of (A ? ) ?1 . We now associate this order with Q. If 6 2 (A) then (2.3) has a unique solution that is consistent with (2.2).
In particular, w(x) = G( )f log + jQ(?ix)j 1 + x 2 dx < 1; from which it follows, see, e.g., Levin 14,  xV.4, Theorem 11] , that there exist C 1 and C 2 for which j< n j C 1 + C 2 j= n j: Majda 16] , in the context of (2.12), has bettered this with j< n j C 1 + C 2 j= n j 3=4 :
We shall soon see in fact that j< n j C 1 when is Lipschitz.
The Completeness of the Root Vectors
We follow Krein and Nudelman 11] in their application of the following result of Liv sic. We assume throughout that is not identically one. We note that (T ) < = T < and that if T is real then (T ) = (T) including algebraic multiplicities. Hence, if T is real and equality holds in (3.1) then the root vectors of T are complete in H as well.
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We show that (A ?1 ) < is nonpositive and of rank one. In particular, inserting this sum in (3.2) we nd that equality holds in Corollary 3.2.
The fact that a (bi)normalized copy of fU n g n for constant is in fact a Riesz basis for V now follows easily. As in 2] our principal tool is the following result of Bari. Theorem 3.4. 4, Theorem 2.1, Chapter VI] ff n g n is a Riesz basis for the Hilbert space H if and only if ff n g n is complete in H and there corresponds to it a complete biorthogonal sequence fg n g n , and for any f 2 H both fhf n ; fig n and fhg n ; fig n are square summable.
We shall also make use of the equivalent statement that ff n g n is a Riesz basis for H i ff n g n is complete and there exist two constants c 0 and c 1 such We now return to the variable coe cient case and address the extent to which the root vectors of A are complete in V . In particular, we return to 11] and equate the power series representation of Q stemming from (2.10) with a re nement of (2.9). First, it follows directly from (2.8) and (2. The proof that these root vectors indeed make up a basis for V will require a considerably more detailed study of the n . In the next three sections we respectively analyze the real eigenvalues, establish a crude lower bound on < n , and develop asymptotic estimates for n .
Real Eigenvalues
Recall that when is constant there exists either one or zero real eigenvalues depending on whether is greater than or less than one. In the variable coe cient case, with respect to (1.2), we prove the absence of real eigenvalues when < 1 and the presence of at least one real eigenvalue when > 1. In addition we produce explicit upper and lower bounds. One such upper bound follows immediately from Corollary 3.2. In particular, if ( ) is a real eigenvalue of A then ( ) < ?1
In order to proceed we shall nd it convenient to demote the appearing in the boundary condition of (1. for some k. We now show that (4.2) has no solutions for k 6 = 1. Part (ii) is proved upon recalling the continuity of 7 ! 1 ( ). For future reference, let us abbreviate this right hand side by ? . 6. High Frequencies We now develop asymptotic formulas for n and U n as j n j ! 1. Our development can be seen both as an elaboration of 6], where few details are provided and more function theory is invoked, and as a special case of 22], where, in her desire to permit to either vanish or become in nite at the damped end, Shubov requires a twenty page immersion in special functions. At the heart of both approaches, as with our previous work 2], is a fake potential that has the advantage that its introduction into (2.6) permits one to nd an explicit solution. One then argues that the fake potential has a negligible e ect on the high frequencies. The fake potential in this case We see on inspection that z(x; ) and z 0 (x; ) are asymptotically close to w 1 (x; ) and w 2 (x; ). We now show in fact that (x; ) and 0 (x; ) are asymptotically close to w 1 (x; ) and w 2 (x; ), where (x; ) is the actual solution to In order to establish the convergence of (6.7) we proceed to derive uniform estimates for the S n . To begin, we recall m = On close inspection of the estimate for S n it follows that dq need only be a nite measure, i.e, it su ces to require that 0 simply have nite total variation.
We now show that the zeros of 0 (0; ) are close to the zeros of w 2 (0; ), these being (6:9) This is done by choosing r n in ? n = f 2 C : j ? n j = r n g in such a way that the ? n do not intersect and j 0 (0; ) ? w 2 (0; )j < jw 2 (0; )j; 2 ? n :
By the previous Theorem it su ces to show that jw 2 (0; )j > C 1 j j ; 2 ? n :
We proceed under the assumption that 1 > 1, the other case following We denote the algebraic multiplicity of n by n and to n associate the Jordan Chain of root vectors, fU n;j g n ?1 j=0 , U n;0 (x) = (x; n ) 1; n ]; AU n;j = n U n;j + U n;j?1 ; hU n;j ; U n;0 i = 0; j = 1; : : : ; n ? 1:
Clearly, U n;0 is an eigenvector and the chain is a basis for the root subspace L n fU : (A ? n ) n U = 0g: We construct a biorthogonal sequence to fŨ n;j g n;j from the eigenvectors of the adjoint, A . We recall that (A) = (A ), including multiplicities, and to n we associate the Jordan Chain of root vectors, fW n;j g n ?1 j=0 , where W n;0 (x) = (x; n ) 1; ? n ]; A W n;j = n W n;j + W n;j?1 ; hW n;j ; V n; n ?1 i = 0; j = 1; : : : ; n ? 1: 21 Observe that W n;0 is an eigenvector for A and that the subsequent W n;j are uniquely determined so long as hW n;0 ; V n; n ?1 i 6 = 0. In addition, the chain fW n;j g n ?1 j=0 is a basis for the root subspace L n fW : (A ? n ) n W = 0g: Lemma 7.1. If 2 H 2 (0; 1), 1 6 = 1, and satis es (1.2) then there exists a c > 0 such that jhU n;p ; W j;k ij = jhU n;p ; W n; n ?1?p ij n;j n ?1?p;k c n;j n ?1?p;k :
Proof: The biorthogonality is an algebraic result that follows essentially by construction. For details see 2, Lemma 6.2]. The fact that c > 0, i.e., that the two sequences may be binormalized, is a consequence of the asymptotic formulas of Corollary 6.3. In particular, we recall from Theorem 6.2 that n = 1 for n > jNj and proceed for such n to establish hU n;0 ; W n;0 i = h (x; n ) 1; n ]; (x; n ) 1; ? n ]i As 1 6 = 1 it follows that jhU n;0 ; W n;0 ij m 2 1
(1 ? 2 1 ) for n of su cient magnitude.
We may therefore binormalize, U n;0 (x) = hU n;0 ; W n;0 i ?1=2 U n;0 (x) = U n;0 (x) + O(1=jnj); and W n;0 (x) = hU n;0 ; W n;0 i ?1=2 W n;0 (x) = W n;0 (x) + O(1=jnj)
for jnj > N. Having demonstrated completeness, in order to invoke Bari's Theorem it su ces to check that fhŨ n;0 ; f; g]ig n 2`2(C) for each f; g] 2 V . Its square summability is evidently determined by that of terms of the form The proof of the fact that the decay rate indeed coincides with the spectral abscissa is exactly as given in 2, Theorem 2.1].
Optimal Design
With the previous Theorem, the minimization of !( ) over ad = f : 0 < (x); j1 ? 1 j > 0; k k H 2 Cg takes on the avor of a pole placement problem.
Theorem 8.1. The decay rate, 7 ! !( ), achieves its minimum over ad.
Proof: In view of Theorem 5.1 we know that !( ) has a nite in mum over ad. Let us denote it by ! and choose a minimizing sequence f n g n 2 ad. As this sequence is uniformly bounded in H 2 (0; 1) it follows that there exists a 2 ad and a subsequence (that we neglect to relable) for which n ! strongly in L 1 (0; 1).
