Abstract. In this short note we show that certain relative flags cannot have full exceptional collections. We also prove that some of these flags are categorically representable in dimension zero if and only if they admit a full exceptional collection. As a consequence, these flags are representable in dimension zero if and only if they have k-rational points.
Introduction
Among others, in [19] we proved that non-trivial twisted flags of classical type cannot have full exceptional collections. In view of this fact it is also natural to ask what happens for twisted forms of relative flags or for relative flags over bases which do not have full exceptional collections. In this context we prove the following theorem which is certainly known to the experts but which we still want to prove as we could not find a reference. Theorem 1.1. Let Z be a non-trivial twisted flag of type An, Bn, Cn or Dn (n = 4) over a field k and π : X → Z a flat and proper morphism with X a smooth projective k-scheme. Note that although the X from Theorem 1.1 cannot have a full exceptional collection it can have a tilting bundle (see [20] for examples).
For the next result, let G = PSOn be over k with n even and char(k) = 2. Given a 1-cocycle γ : Gal(k s |k) → PSOn(k s ) we get a twisted form of a quadric γ Q and a central simple k-algebra (A, σ) of degree n with involution associated to γ (see [13] ). Note that γ Q is isomorphic to the involution variety IV(A, σ) of Section 2. For any splitting field L of A, the variety γ Q ⊗ k L is isomorphic to a smooth quadric in P n−1 L . Note that the (generalized) Brauer-Severi varieties are obtained as quotients of G = PGLn by a certain parabolic subgroup P and by twisting with a 1-cocycle γ : Gal(k s |k) → PGLn(k s ). In Section 6 we show the following: Theorem 1.2. Let Z be either a Brauer-Severi variety over an arbitrary field k, a generalized Brauer-Severi variety over a field of characteristic zero or a smooth twisted quadric from above and π : X → Z a flat and proper morphism where X is a smooth projective k-scheme. Assume there is a semiorthogonal decomposition Corollary 1.4. Let Z be a Brauer-Severi variety over an arbitrary field k or a smooth twisted quadric as above associated to an isotropic involution algebra and E a vector bundle on Z. Then PZ(E ) and GrassZ(d, E ) are categorically representable in dimension zero if and only if they admit a k-rational point.
Generalized Brauer-Severi varieties and twisted quadrics
A Brauer-Severi variety of dimension n is a scheme X of finite type over k such that
n is called splitting field of X. Clearly, k s andk are splitting fields for any Brauer-Severi variety. In fact, every Brauer-Severi variety always splits over a finite Galois extension of k. It follows from descent theory that X is projective, integral and smooth over k. Via non-commutative Galois cohomology, Brauer-Severi varieties of dimension n are in one-to-one correspondence with central simple algebras A of degree n + 1. For details and proofs on all mentioned facts we refer to [2] and [10] .
To a central simple k-algebra A one can also associate twisted forms of Grassmannians. Let A be of degree n and 1 ≤ d ≤ n. Consider the subset of Grass k (d · n, A) consisting of those subspaces of A that are left ideals I of dimension d · n. This subset can be given the structure of a projective variety which turns out to be a generalized Brauer-Severi variety. It is denoted by BS(d, A). After base change to some splitting field E of A the variety BS(d, A) becomes isomorphic to GrassE(d, n). If d = 1 the generalized Brauer-Severi variety is the Brauer-Severi variety associated to A. Note that BS(d, A) is a Fano variety. For details see [6] .
Finally, to a central simple algebra A of degree n with involution σ of the first kind over a field k of char(k) = 2 one can associate the involution variety IV(A, σ). This variety can be described as the variety of n-dimensional right ideals I of A such that σ(I) · I = 0. If A is split so (A, σ) ≃ (Mn(k), q * ), where q * is the adjoint involution defined by a quadratic form q one has IV(A, σ) ≃ V (q) ⊂ P n−1 k . Here V (q) is the quadric determined by q. By construction such an involution variety IV(A, σ) becomes a quadric in P n−1 L after base change to some splitting field L of A. In this way the involution variety is a twisted form of a smooth quadric as defined before. Recall from [27] 
* ) with q an isotropic quadratic form over L. For details on the construction and further properties on involution varieties and the corresponding algebras we refer to [27] .
Exceptional collections and semiorthogonal decompositions
Let D be a triangulated category and C a triangulated subcategory. The subcategory C is called thick if it is closed under isomorphisms and direct summands. For a smooth projective scheme X over k, we denote by D(Qcoh(X)) the derived category of quasicoherent sheaves on X. The bounded derived category of coherent sheaves is denoted by D b (X). Note that D(Qcoh(X)) is compactly generated with compact objects being all of D b (X). For details on generating see [8] .
Definition 3.2. Let A be a division algebra over k, not necessarily central. An object
Definition 3.3. A totally ordered set {E1, ..., En} of w-exceptional (resp. separableexceptional) objects on X is called an w-exceptional collection (resp. separable-exceptional collection) if Hom(Ei, Ej[r]) = 0 for all integers r whenever i > j. An w-exceptional (resp. separable-exceptional) collection is full if {E1, ..., En} = D b (X) and strong if Hom(Ei, Ej [r]) = 0 whenever r = 0. If the set {E1, ..., En} consists of exceptional objects it is called exceptional collection.
Notice that the direct sum of objects forming a full strong w-exceptional (resp. separableexceptional) collection is a tilting object.
Example 3.4. Let P n be the projective space and consider the ordered collection of invertible sheaves {O P n , O P n (1), ..., O P n (n)}. In [4] Beilinson showed that this is a full strong exceptional collection. 
For a semiorthogonal decomposition we write D b (X) = D1, ..., Dn .
Example 3.7. Let E1, ..., En be a full w-exceptional collection on X. It is easy to verify that by setting Di = Ei one gets a semiorthogonal decomposition
Remark 3.8. In [19] it is proved that non-trivial twisted flags of classical type cannot have full exceptional collections. In the present note we show in Section 5 that the same is true for certain relative flags. So instead of seeking full exceptional collections on schemes defined over arbitrary fields k one should look for full weak or separable-exceptional collections which have been proved to exist in certain cases.
For a wonderful and comprehensive overview of the theory on semiorthogonal decompositions and its relevance in algebraic geometry we refer to [14] .
Recall the following definitions given in [5] . 
Recollections on noncommutative motives
We refer to [23] and [17] for a survey on noncommutative motives. Let A be a small dg category. The homotopy category H 0 (A) has the same objects as A and as morphisms H 0 (HomA(x, y) ). A source of examples is provided by schemes since the derived category of perfect complexes perf(X) of any quasi-compact quasi-seperated scheme X admits a canonical dg enhancement perf dg (X) (for details see [12] ). Note that for smooth projective k-schemes X one has D b (X) = perf(X). Denote by dgcat the category of small dg categories. The opposite dg category A op has the same objects as A and HomAop (x, y) := HomA(y, x). A right A-module is a dg functor A op → C dg (k) with values in the dg category C dg (k) of complexes of k-vector spaces. We write C(A) for the category of right A-modules. Recall form [12] that the derived category D(A) of A is the localization of C(A) with respect to quasi-isomorphisms. A dg functor F : A → B is called derived Morita equivalence if the restriction of scalars functor D(B) → D(A) is an equivalence. The tensor product A ⊗ B of two dg categories is defined as follows: the set of objects is the cartesian product of the sets of objects in A and B and HomA⊗B((x, w), (y, z)) := HomA(x, y) ⊗ HomB(w, z) (see [12] ). Given two dg categories A and B, let rep(A, B) be the full triangulated subcategory of D(A op ⊗ B) consisting of those A − B-bimodules M such that M (x, −) is a compact object of D(B) for every object x ∈ A. Now there is a additive symmetric monoidal category Hmo0 with objects being small dg categories and morphisms being HomHmo 0 (A, B) ≃ K0(rep (A, B) ).
To any such small dg category A one can associate functorially its noncommutative motive U (A) which takes values in Hmo0. This functor U : dgcat → Hmo0 is proved to be the universal additive invariant (see [23] ). Recall from [26] that an additive invariant is any functor E : dgcat → D taking values in an additive category D such that (i) it sends derived Morita equivalences to isomorphisms, (ii) for any pre-triangulated dg category A admitting full pre-triangulated dg subcategories B and C such that H 0 (A) = H 0 (B), H 0 (C) is a semiorthogonal decomposition, the morphism E(B) ⊕ E(C) → E(A) induced by the inclusions is an isomorphism. Now let G split simply connected semi-simple algebraic group over the field k and P a parabolic subgroup. We denote by G and P their universal covers. For the center Z ⊂ G let Ch := Hom( Z, Gm) be the character group. Furthermore, let R( G) and R( P ) be the associated representation rings. Recall from [22] , §2 that there exits a finite free Chhomogeneous basis of R( P ) over R( G). Moreover, to a 1-cocycle γ : Gal(k s |k) → G(k s ) one has the Tit's map (see [22] , §3 or [13] , p.377) βγ : Ch → Br(k) which is a group homomorphism and assigns to each character χ ∈ Ch a central simple algebra Aχ,γ ∈ Br(k), called Tit's algebra. If ρ1, ..., ρn is the Ch-homogeneous R( G) basis of R( P ) we write χ(i) for the character such that ρi ∈ R χ(i) ( P ) (see [22] , [13] and [18] for details). Under this notation one has the following theorem: 1 (i) ). Let G, P and γ be as above and E : dgcat → D an additive invariant. Then every Ch-homogeneous basis ρ1, ..., ρn of R( P ) over R( G) give rise to an isomorphism
where A χ(i),γ are the Tit's central simple algebras associated to ρi via βγ : Ch → Br(k). Proof. From the assumption that there is a semiorthogonal decomposition
we obtain from [15] , Proposition 4.10 that there are pretriangulated dg categories T1, ..., Tr
has a unique dg enhancement according to [16] we conclude
According to Theorem 4.1 one has U (perf dg (Z)) = U (Ai) for some central simple k-algebras Ai. Assuming the existence of a full exceptional collection on X we obtain
Then Theorem 4.2 implies that all Ai must split. Now see [19] , Proposition 5.6 to conclude that the 1-cocycle γ defining the twisted flag Z must be trivial too. But this contradicts the assumption that Z is a non-trivial twisted flag. Proof. Let r be the rank of E . Recall from [21] that one has a semiorthogonal decomposition
Note that this semiorthogonal decomposition also exists over arbitrary base fields k (see for instance [11] , p.184). It is easy to see that the triangulated category
. Now Theorem 1.1 yields the assertion.
Corollary 5.2. Let Z be as before and assume the base field k is of characteristic zero. Furthermore, let E be a vector bundle on Z. Then GrassZ(d, E ) cannot have a full exceptional collection.
Proof. Let r + 1 be the rank of E and denote by R the tautological subbundle of rank d in π * (E ). Moreover, let P be the set of partitions λ = (λ1, ...,
One can choose a total order ≺ on P such that λ ≺ µ means that the Young diagram of λ is not contained in that of µ. Recall from [3] that one has a semiorthogonal decomposition
. Indeed, this follows from adjunction of π * and π * , projection formula (see [11] ) and the relative version of the Borel-Weil-Bott Theorem (see [9] , Theorem 5.1). Then Theorem 1.1 yields the assertion.
Proof of Theorem 1.2
We need the following well-known lemma.
Lemma 6.1. Let π : X → Z be a flat proper morphism between smooth projective kschemes. Assume the existence of a semiorthogonal decomposition
Assume furthermore that {A1, ..., Am} is a full exceptional collection for Z. Then the ordered set
is a full exceptional collection for X.
Proof. Since Hom(π
⊗Er is a semiorthogonal decomposition it is easy to conclude that S generates D b (X) and that furthermore Hom(π
For the proof of Theorem 1.2 we need some notations. Denote by NChow(k) the category of non-commutative Chow motives (see [24] for details). Now let CSep(k) be the full subcategory of NChow(k) consisting of objects of the form U (A) with A a commutative separable k-algebra. Analogously, Sep(k) denotes the full subcategory of NChow(k) consisting of objects U (A) with A a separable k-algebra. And finally, we write CSA(k) for the full subcategory of Sep(k) consisting of U (A) with A being a central simple k-algebra. 
where K1, ..., Kr areétale k-algebras. From the assumption we then obtain
From [15] , Proposition 4.10 we obtain pretriangulated dg cetegories T1, ..., Tr such that
is unique (see [16] ) we get U (perf dg (Z)) ≃ U (Ti) for all 1 ≤ i ≤ r. The noncommutative motives of the left hand respectively right hand side therefore satisfy
Assuming that Z is either a Brauer-Severi variety over an arbitrary field k or a generalized Brauer-Severi variety over a field of characteristic zero, we conclude from Theorem 4.1 that U (perf dg (Z)) = j U (Aj) where Aj are central simple k-algebras. Thus
Recall from [25] that one has the following 2-cartesian square of categories (see [25] , (2.16) and Corollary 2.13)
which gives an equivalence of categories
⊕ denotes the closure of CSA(k) under finite direct sums. Now the above 2-cartesian square, or more precise the universal property of fiber products, implies that such an isomorphism is possible if only if K1 = ... = Ks = k and all Aj are split. If Z is a smooth twisted quadric, we conclude from [7] that Z has a semiorthogonal decomposition , σ) ) . Here k, A, C − 0 (A, σ) and C + 0 (A, σ) are the minimal Tit's algebras of Z. Hence we get
Note that this isomorphism follows also directly from [26] , Example 3.11. Again the above 2-cartesian square implies K1 = ... = Ks = k and A, C − 0 (A, σ) and C + 0 (A, σ) are split. This in particular implies that the 1-cocycle which determines Z must be trivial. Now assume the 1-cocycle which determines Z is trivial. Then see [7] to conclude that Z has a full exceptional collection. Then Lemma 6.1 provides us with a full exceptional collection for X. Again [1] , Lemma 1.19 immediately implies that X is categorically representable in dimension zero.
Proof. (of Corollary 1.3)
We assume that X is categorically representable in dimension zero. Theorem 1.2 implies that the 1-cocycle which defines Z must be trivial. Now see [7] to conclude that Z admits a full exceptional collection. Lemma 6.1 gives us a full exceptional collection for X. To the contrary, if X admits a full exceptional collection then Lemma 1.19 of [1] immediately implies that X is categorically representable in dimension zero.
Proof. (of Corollary 1.4)
We prove the statement only for PZ(E ) as the other case can be shown analogously. If PZ(E ) has a k-rational point, then so does Z. Now [19] , Theorem 6.3, Corollary 6.4 and Proposition 6.9 imply that Z admits a full exceptional collection. Lemma 6.1 provides us with a full exceptional collection for X and Lemma 1.19 of [1] shows that X is categorically representable in dimension zero.
If X is categorically representable in dimension zero, Theorem 1.2 implies that the 1-cocycle defining Z must be trivial. Hence Z is a projective space or a smooth isotropic quadric and admits therefore a k-rational point z0 ∈ Z. Let π −1 (z0) ⊂ PZ(E ) be the fiber. Note that π −1 (z0) ≃ P m k where m + 1 is the rank of E . As P m k has a k-rational point, we also have one on PZ(E ). This completes the proof. Example 6.2. Let Z be as in Corollary 5.1 or 5.2 and E a vector bundle on Z. Then PZ(E ) respectively GrassZ (d, E ) is representable in dimension zero if and only if it admits a full exceptional collection if and only if it has a k-rational point.
Remark 6.3. The results in [19] show that Theorems 1.1, 1.2 and thus Corollaries 1.3 and 1.4 also hold if Z is the finite product of the considered varieties.
