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LONG-RANGE ORDER IN DISCRETE SPIN SYSTEMS
RON PELED AND YINON SPINKA
Abstract. We establish long-range order for discrete nearest-neighbor spin systems on Zd satis-
fying a certain symmetry assumption, when the dimension d is higher than an explicitly described
threshold. The results characterize all periodic, maximal-pressure Gibbs states of the system. The
results further apply in low dimensions provided that the lattice Zd is replaced by Zd1 × Td2 with
d1 ≥ 2 and d = d1 + d2 sufficiently high, where T is a cycle of even length. Applications to specific
systems are discussed in detail and models for which new results are provided include the antiferro-
magnetic Potts model, Lipschitz height functions, and the hard-core, Widom–Rowlinson and beach
models and their multi-type extensions.
1. Introduction
The spin systems studied in statistical physics may exhibit a variety of behaviors. A prototypical
example is the Ising model of a ferromagnet, which is disordered at high temperatures, displays
critical behavior at a precise critical temperature and transitions to an ordered, spontaneously
magnetized state at lower temperatures. Similar behavior has been observed in many models of
statistical mechanics. A main goal of statistical physics is to determine, for a given set of parameters
of the model, the possible states of the system.
Dobrushin [20] found an explicit condition guaranteeing that the system has a unique Gibbs
state. The condition is fulfilled when the spin at each vertex is “not too sensitive” to the values of
spins at other vertices. Thus Dobrushin’s uniqueness condition can be seen as a condition guaran-
teeing the absence of long-range order in the system. One naturally seeks also a complementary
condition, guaranteeing long-range order in the system. Significant progress in this direction was
made by the pioneering work of Pirogov–Sinai [75, 76] (see [29, Chapter 7] for a pedagogic intro-
duction). There, conditions are given for the ground states of the system, its various orderings at
zero temperature, to describe the low-temperature regime. While the work of Pirogov–Sinai and
its various continuations is quite extensive, it does not apply to systems for which even the ground
states are not understood. This is typically the case for systems with residual entropy – systems in
which the number of ground state configurations grows exponentially with the volume, such as, for
example, the antiferromagnetic Potts model with at least 3 states. For the theory of Pirogov and
Sinai to apply, one further needs to verify a so-called Peierls condition, whose verification requires
case-by-case considerations and may require significant effort in certain cases.
In this work, we study discrete spin systems on the Zd lattice having nearest-neighbor isotropic
interactions and satisfying a certain symmetry assumption, with our main result being an explicit
quantitative condition guaranteeing the existence of long-range order in the spin system. When the
condition is fulfilled, we further classify all possibilities for the emergent ordering, in the form of
all periodic, maximal-pressure Gibbs states of the spin system. These states are necessarily of the
following form: In a sampled configuration f there will be two subsets A and B of the spin space,
satisfying that the interaction weight between every spin in A and every spin in B is maximal,
such that f mostly takes values in A on the even sublattice of Zd and mostly takes values in B on
the odd sublattice of Zd. Our quantitative condition quantifies notions such as “low temperature”
and “large entropic gap between different possibilities for the long-range order” and provides new
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results for many spin systems, including especially those with residual entropy. For the discrete
spin systems under study, the condition is always satisfied in sufficiently high dimensions, and is
satisfied also in low dimensions provided the Zd lattice is replaced by an enhanced version of it, the
lattice Zd1×Td2 with d1 ≥ 2 and d = d1+d2 sufficiently high, where T is a cycle of even length. This
work continues our previous study of proper colorings of Zd addressed in the companion paper [71].
1.1. The model. We study the possible types of emergent long-range order in discrete spin systems
on Zd. The spin systems considered are described by a finite spin space S, a collection (λi)i∈S of
positive numbers called the single-site activities, and a collection (λi,j)i,j∈S of non-negative numbers
called the pair interactions. The pair interactions are symmetric, i.e., λi,j = λj,i for all i, j ∈ S, and
at least one is positive. The probability of a configuration f : Λ→ S is proportional to
ωf :=
∏
v∈Λ
λf(v)
∏
{u,v}∈E(Λ)
λf(u),f(v), (1)
where Λ is a finite subset of Zd and E(Λ) is the set of edges of Zd whose two endpoints belong
to Λ. Hard constraints arise when some of the λi,j are zero. In fact, in many models of interest
the λi,j take values in {0, 1}; Such models are termed (weighted) homomorphism models as the
configurations with positive probability are the graph homomorphisms from Λ to the graph with
vertex set S and edge set {{i, j} : λi,j = 1}. Classical models obtained as special cases of the above
framework include the Ising, Potts, proper coloring, hard-core, Widom–Rowlinson, clock and beach
models; see Section 1.3 and Section 3 for more details.
The emergent long-range order will involve spins interacting with the maximal pair interaction
weight. Thus we define a pattern as a pair (A,B) of subsets of S such that
λa,b = max
i,j∈S
λi,j for all a ∈ A and b ∈ B. (2)
The single-site activities then play a role in singling out dominant patterns, defined as patterns
maximizing (
∑
a∈A λa)(
∑
b∈B λb) among all patterns. Two patterns (A,B) and (A
′, B′) are called
equivalent if there is a bijection ϕ : S→ S such that
{ϕ(A), ϕ(B)} = {A′, B′}, λϕ(i) = λi, λϕ(i),ϕ(j) = λi,j for all i, j ∈ S. (3)
We emphasize that if (A,B) is a pattern with A 6= B, then (A,B) and (B,A) are two equivalent,
albeit distinct, patterns.
Our results apply to spin systems in which all dominant patterns are equivalent. We describe
these results in the next section (with quantitative refinements presented in Section 2) and then
provide examples and first applications in Section 1.3.
1.2. Qualitative results. We begin with required notation. A vertex of Zd is called odd (even)
if the sum of its coordinates is odd (even). A domain is a non-empty finite Λ ⊂ Zd such that both
Λ and Zd \Λ are connected, and its internal vertex-boundary, denoted ∂•Λ, is the set of vertices in
Λ that are adjacent to a vertex outside Λ. Given a configuration f : Λ→ S and a vertex v ∈ Λ, we
say that
v is in the (A,B)-pattern if either v is even and f(v) ∈ A, or v is odd and f(v) ∈ B.
We also say that a set of vertices is in the (A,B)-pattern if all its elements are such. Let ΩΛ,(A,B)
be the set of configurations f ∈ SΛ satisfying that ∂•Λ is in the (A,B)-pattern. Let PΛ,(A,B) be the
probability measure on ΩΛ,(A,B) in which the probability of a configuration f is proportional to ωf
defined in (1).
Theorem 1.1. Fix a spin system in which all dominant patterns are equivalent. There exists a
function (d) such that (d) → 0 as d → ∞ and such that, for any dominant pattern (A,B), any
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domain Λ and any vertex v ∈ Λ,
PΛ,(A,B)
(
v is not in the (A,B)-pattern
) ≤ (d).
The theorem establishes the existence of long-range order in high dimensions, as the effect of
the imposed boundary conditions on the distribution of f(v) does not vanish in the limit as the
domain Λ increases to the whole of Zd. The statement in the theorem quantifies the probability
of a single-site deviation from the boundary pattern. Extensions to larger spatial deviations are
provided in Section 10.1.
It is natural to wonder whether other restrictions on the boundary values besides the one used
in Theorem 2.1 would lead to other behaviors of the configuration in the bulk of the domain. This
idea is captured by the notion of a Gibbs state: a probability measure on configurations f ∈ SZd
for which the conditional distribution on any finite set, given the configuration outside the set,
is given by the weights in (1) (see Section 10 for a precise definition). A fundamental problem
in statistical physics is to understand the set of Gibbs states corresponding to a given model. In
many models, including those considered here, it is evident that there is at least one Gibbs state
and the next question arising is to ascertain whether there is more than one. Dobrushin gave a
fundamental criterion for uniqueness of Gibbs states [20], which, when applied to the models here,
may be translated to a condition on S, (λi) and (λi,j).
In the opposite direction, results showing multiplicity of Gibbs states are in general more difficult
to obtain. For some models, this question may be trivial to answer due to the existence of “frozen
Gibbs states” – measures supported on a single admissible configuration f (i.e., having the property
that λf(u),f(v) > 0 for any edge {u, v} of Zd) satisfying that f cannot be modified on any finite set
while preserving its admissibility – for example, such configurations exist in the proper q-coloring
model when q ≤ d + 1 [2]. To avoid this (and similar) degenerate situation, one often restricts
consideration to Gibbs states of maximal pressure – Gibbs states which are periodic, i.e., invariant
under translations by a full-rank sublattice of Zd, and whose pressure equals the topological pressure
of the spin system (see Section 10.3) – and the challenge is then to determine whether there is more
than one such measure. A concrete question is to determine whether multiple Gibbs states of
maximal pressure exist for a given spin system. In fact, Theorem 1.1 immediately implies the
existence of multiple Gibbs states when the dimension d is sufficiently large, one for each dominant
pattern (A,B), and it is not overly difficult to establish that these have maximal pressure. This
fact, along with additional properties, constitutes our second main result. In the result, (Zd)⊗2
denotes the graph on Zd in which two vertices are adjacent if their distance in Zd is 1 or 2.
Theorem 1.2. Fix a spin system in which all dominant patterns are equivalent. There exists d0
such that in any dimension d ≥ d0, there exists a distinct extremal (periodic) maximal-pressure
Gibbs state µ(A,B) for each dominant pattern (A,B). Moreover, for any sequence of domains Λn
increasing to Zd, the measures PΛn,(A,B) converge weakly to µ(A,B) as n→∞. In particular, µ(A,B)
is invariant to automorphisms of Zd preserving the two sublattices. Moreover µ(A,B) is supported
on the set of configurations with an infinite connected component of vertices in the (A,B)-pattern,
whose complement has only finite (Zd)⊗2-connected components.
Theorem 1.2 shows that there are at least as many extremal Gibbs states of maximal pressure
as there are dominant patterns. Our third result shows that these exhaust all possibilities.
Theorem 1.3. Fix a spin system in which all dominant patterns are equivalent. There exists d0
such that in any dimension d ≥ d0, every (periodic) maximal-pressure Gibbs state is a mixture of
the measures {µ(A,B)}.
The above results are qualitative in the sense that the dependence of the threshold dimension
d0 in Theorem 1.2 and Theorem 1.3 on the parameters of the spin system, and also the function
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(d) in Theorem 1.1, are not made explicit. Quantitative refinements providing estimates for these
quantities are presented in Section 2 below.
A version of the above qualitative results applies in any dimension d ≥ 2 provided the underlying
graph is suitably modified. Precisely, the results remain true as stated when Zd is replaced by a
graph of the form Zd1 ×Td22m, m ≥ 1 integer, where T2m is the cycle graph on 2m vertices (the path
on 2 vertices if m = 1), provided d1 ≥ 2 and with d := d1 + d2 substituting for the dimension. The
graph Zd1 ×Td22m may be viewed as a subset of Zd in which the last d2 coordinates are restricted to
take value in {0, 1, . . . , 2m− 1} and are endowed with periodic boundary conditions. In this sense,
it is only the local structure of Zd which matters to the results. To keep the discussion focused,
we present the proofs of the results only in the Zd case. The extension to graphs of the above
form require only minor modifications to the arguments beyond notational changes (analogous
modifications are discussed in the companion paper [71]).
1.3. First applications. We briefly describe our results in the context of some well-known models
of statistical physics (see Figure 1). Further applications are discussed in Section 3. The quantita-
tive statements claimed below are derived in Section 3.5.
1.3.1. The antiferromagnetic Potts model. The q-state Potts model is a classical model of
statistical physics in which spins are in one of q possible states. In its ferromagnetic version,
adjacent spins have a tendency to be equal, while in its antiferromagnetic (AF) version they tend
to be different. The ferromagnetic version has been studied extensively and is relatively well
understood [41, 22] so our focus here is on the antiferromagnetic version for which understanding
is still quite lacking. On a finite Λ ⊂ Zd and at inverse temperature β > 0, the model assigns to
each f : Λ→ {1, . . . , q} the probability
1
ZΛ,β
exp
(
− β
∑
{u,v}∈E(Λ)
1{f(u)=f(v)}
)
(4)
with ZΛ,β a suitable normalization constant (the partition function). In the limit β → ∞, one
obtains the proper q-coloring model, in which f is uniformly sampled among functions satisfying
that the spins at adjacent vertices are in different states. The proper q-coloring model is analyzed
in our companion paper [71].
The AF Potts model may be described within our general setup by choosing
S = {1, . . . , q}, λi = 1, λi,j = 1{i 6=j} + e−β1{i=j}. (5)
One then checks simply that in this model a pattern is any pair (A,B) of disjoint subsets of S, and
such a pattern is dominant when {|A|, |B|} = {b q2c, d q2e}, i.e., when {A,B} is a partition of S into
sets of almost equal size. Thus, there are
( q
q/2
)
dominant patterns when q is even and 2
( q
(q−1)/2
)
when q is odd. As the AF Potts model is symmetric with respect to the elements of S, it is evident
that the dominant patterns are all equivalent.
The question of understanding the type of emergent long-range order, or its absence, in the
q-state AF Potts model, including proper q-colorings, has received significant attention. Berker–
Kadanoff [7] initially suggested in 1980 that a phase with algebraically decaying correlations may
occur at low temperatures (including zero temperature) with fixed q when d is large. However, later
numerical simulations and theoretical arguments of Banavar–Grest–Jasnow [4] (q = 3, 4 and d = 3)
and Kotecky´ [59] (q = 3, d large) predicted instead an ordered phase (termed Broken-Sublattice-
Symmetry (BSS) phase) at low temperatures. This prediction was extended to general values of q in
sufficiently high dimensions by several authors including Salas–Sokal [81], Kotecky´–Sokal–Swart [60,
Section 1.4, (3)], Engbers–Galvin [24, Section 6.3], Galvin–Kahn–Randall–Sorkin [34, Conjecture
1.3] and Feldheim and the authors [26, Section 8] and [28, Section 1.3] (with some of these works
focusing on the zero-temperature case); see the companion paper [71] for a more detailed review.
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In the mathematically rigorous literature, Dobrushin’s uniqueness condition implies that the AF
Potts model is disordered when either
q > 2d(2− e−β) or β ≤ q
4d+ 2
(6)
(the fact that q > 4d suffices is due to Kotecky´ [38, pp. 148-149,457] and Salas–Sokal [81]). Results
on long-range order were limited to the 3-state model prior to this work and its companion. Specif-
ically, long-range order was proved for the zero-temperature 3-state model (proper 3-colorings)
by the first author [68] and by Galvin–Kahn–Randall–Sorkin [34] (following closely related papers
by Galvin–Randall [36] and Galvin–Kahn [33]), who established a quantitative analogue of The-
orem 1.1 for this model, showing that, in sufficiently high dimensions, each of the six dominant
patterns gives rise to at least one extremal Gibbs state (a BSS phase) possessing a strong tendency
to follow the pattern. In [34], it was also shown that these Gibbs states have maximal entropy.
Feldheim and the second author [28] extended this result to the positive-temperature 3-state model
when d ≥ C and β ≥ C log d for some absolute constant C > 0, and further established an analogue
of Theorem 1.2 in this case.
Our results are the first to prove long-range order in the AF Potts model with q ≥ 4 and
the first to characterize the set of periodic Gibbs states when q ≥ 3. This is established in the
companion paper for the zero-temperature model and extended here to the low-temperature regime
(the results here apply also to the zero-temperature model, but give a slightly worse dependence of
q and d compared to the specialized analysis of [71]). Our non-quantitative results, Theorem 1.1
and Theorem 1.2, show that, for any fixed q ≥ 3 and β > 0, in sufficiently high dimensions,
each dominant pattern (A,B) gives rise to an extremal Gibbs state, invariant to automorphisms
of Zd preserving the two sublattices, which is characterized by a strong tendency for spins at even
vertices to take values in A and for spins at odd vertices to take values in B (a BSS phase). In
particular, for any fixed q, the critical inverse temperature for the existence of long-range order
(defined, e.g., as the infimum over β for which the model has multiple Gibbs states) tends to zero
as the dimension tends to infinity. Moreover, by Theorem 1.3, any periodic Gibbs state is a mixture
of these (1 + 1{q is odd})
( q
bq/2c
)
Gibbs states (it is easy to check that every periodic Gibbs state for
the positive-temperature AF Potts model has maximal pressure). The quantitative versions of our
results given in Section 2 show that the above description of the Gibbs states holds when
d ≥ Cq12 log6 q and β ≥ Cq
2 log3/2 d
d1/4
(7)
for some absolute constant C > 0. Comparing with the uniqueness regime (6), we see that power-
law dependencies between the parameters are best possible though the precise powers are yet to be
determined.
The effect of adding a magnetic field to the AF Potts model is analyzed in Section 3.3.2. A
variant of the proper coloring model allowing for uncolored sites is analyzed in Section 3.2.2.
1.3.2. The beach model. The beach model at activity λ > 0 may be described within our general
setup by choosing
S = {−2,−1, 1, 2}, λi = λ|i|−1, λi,j = 1{ij≥−1},
as illustrated by Figure 1b. Introduced by Burton–Steif [10] and named by Ha¨ggstro¨m [42] (in
the context of shifts of finite type), it describes the + (shore, land) and − (beach, sea) species
competing for space with the restriction that +’s and −’s may only meet at ±1 (the beach and
shore). The dominant patterns depend on the value of λ: When λ > 1, there are two dominant
patterns, ({1, 2}, {1, 2}) and ({−1,−2}, {−1,−2}), which are clearly equivalent. When λ < 1,
there is a unique dominant pattern ({−1, 1}, {−1, 1}). When λ = 1, all three of these patterns are
dominant. However, as the latter pattern is not equivalent to the former two, our results are not
applicable.
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3
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3 4
(a) The AF Potts model with
q = 3 and q = 4
+1 +2−1−2
(b) The beach model (c) The clock model with
q = 14 and m = 2
Figure 1. Graph representations of the three models discussed as first applications.
The edges correspond to the pairs of states {i, j} with maximal pair interaction λi,j .
Ha¨ggstro¨m [42] has shown that there is a critical λc(d) for phase transition in the model. That
is, the model has a unique Gibbs state when λ < λc(d) and multiple translation-invariant Gibbs
states when λ > λc(d) (in this model, all periodic Gibbs states have maximal pressure). The best
known bounds on the critical threshold in dimensions d ≥ 2 are
2
2d2 + d− 1 ≤ λc(d) ≤ min
{
4e · 28d, (1 +
√
2)2
2d−2}− 1. (8)
The lower bound is obtained by Ha¨ggstro¨m [42] who also obtains the upper bound with the second
term in the minimum. The upper bound λc(d) ≤ 4e · 28d − 1 is due to Burton–Steif [10] who also
proved that when λ exceeds this threshold the model has two translation-invariant extremal Gibbs
states, any periodic Gibbs state is a mixture of these two and the two measures are distinguished
by favoring the positive or the negative spin values (they give an equivalent description in terms of
ergodic measures of maximal entropy).
Our results significantly improve the bounds in (8). Specifically, the non-quantitative results of
Section 1.2 (applied separately for λ < 1 and for λ > 1) imply that λc(d) = 1± ε(d) with ε(d)→ 0
as d→∞. The quantitative versions of our results given in Section 2 show more precisely that for
all d ≥ 2,
|λc(d)− 1| ≤ C log
3/2 d
d1/4
(9)
for an absolute constant C > 0. Moreover, when λ − 1 exceeds the upper bound in (9), each of
the two dominant patterns gives rise to an extremal and invariant (under all automorphisms of Zd)
Gibbs state which is characterized by a predominance of values of one sign, and any periodic Gibbs
state is a mixture of these two. See Section 11.2.3 for a conjecture about λc(d).
A multi-type version of the beach model is analyzed in Section 3.2.3.
1.3.3. Clock models and Lipschitz functions. The family of clock models comprises a par-
ticularly rich class of statistical physics models containing the Ising and Potts, Ashkin–Teller and
discrete XY models as special cases. Spins in a q-state clock model take values in the qth roots
of unity, with equal single-site activities and with the interaction energy of two spins depending
only on their distance. In a typical ferromagnetic setting, the lowest-energy configurations of the
model are simply the q constant configurations and these govern the low-temperature behavior, as
seen from a Peierls argument or an application of Pirogov–Sinai theory. This analysis does not
carry over, however, to clock models with residual entropy, where the number of lowest-energy
configurations in a domain is exponential in its volume. Our results apply to most clock models, as
the equivalence of dominant patterns is generally implied by the inherent rotational symmetry, and
provide, in particular, an analysis of cases with residual entropy. This was demonstrated above for
the antiferromagnetic Potts model (which may be viewed as a clock model). To give an example
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of a ferromagnetic flavor, we consider here a family of q-state clock models parameterized by a
non-negative integer m, in which the interaction energy takes only two values: a lower interaction
energy for spins separated by at most m roots of unity and a higher interaction energy otherwise.
The case m = 0 is the standard ferromagnetic Potts model while for every m ≥ 1 these models
have residual entropy.
The above family of models may be described within our general setup by taking
S = Zq = Z/qZ, λi = 1, λi,j = 1{distZq (i,j)≤m} + e
−β1{distZq (i,j)>m}, (10)
where distZq(i, j) is the minimal k ≥ 0 such that i = j + k or j = i + k with addition modulo q
(see Figure 1c). The parameter 0 < β ≤ ∞ represents inverse temperature, with zero temperature
explicitly allowed. To keep the discussion focused, we restrict throughout to the case 1 ≤ m < q4 ,
where one may check that the dominant patterns are (i+A, i+A), i ∈ S, A := {0, 1, . . . ,m}.
Dobrushin’s uniqueness condition implies that the model is disordered when either β is smaller
than a threshold depending on d, m and q, or when β < ∞ and q is larger than a threshold
depending on d, m and β.
The non-quantitative results of Section 1.2 show that, for any fixed 1 ≤ m < q4 and 0 < β ≤ ∞,
in sufficiently high dimensions, each dominant pattern (i+A, i+A) gives rise to an extremal and
invariant (under all automorphisms of Zd) Gibbs state which is characterized by a strong tendency
for spins to take values in i+ A, and moreover, that any maximal-pressure (periodic) Gibbs state
is a mixture of these q Gibbs states (in fact, when β < ∞ all periodic Gibbs states have maximal
pressure). The quantitative versions of our results given in Section 2 show that this description is
valid whenever d ≥ 2 and
m2 log q ≤ cd
1/4
log3/2 d
and β ≥ Cqm log
3/2 d
d1/4
(11)
for some absolute constants C, c > 0 (slightly sharper results are in Section 3.5.3). At zero temper-
ature there is no essential dependence of the model on q (under our assumption q > 4m; see the
following discussion) and this improves to
m ≤ cd
1/8
log5/4 d
. (12)
It is worthwhile noting that the zero-temperature model admits a height function representation.
The relevant height functions are called m-Lipschitz functions and are integer-valued functions
which change by at most m between nearest neighbors. On Zd, such m-Lipschitz functions, con-
sidered modulo a global addition of a constant multiple of q, are in bijection with the admissible
zero-temperature configurations by considering the heights modulo q (the bijection relies on the
assumption q > 4m). This bijection may be used to transfer the results described below from the
zero-temperature clock model to uniformly sampled m-Lipschitz functions (see Section 3.4.4 for
more details) and leads to the following: (i) For each Gibbs state µ(i+A,i+A) obtained from Theo-
rem 1.2 and each integer k, a Gibbs state µi,k for m-Lipschitz functions is obtained by applying the
bijection to the realizations of µ(i+A,i+A) with the restriction that the heights on the unique infinite
connected component of vertices in the (i+A, i+A)-pattern lift to heights in {i+kq, . . . , i+kq+m}.
The measures µi,k are extremal and translation invariant. (ii) Every (periodic) maximal-entropy
Gibbs state for m-Lipschitz functions is a mixture of these “lifted” Gibbs states.
To our knowledge, the only previous result on long-range order in the clock model (10) (with
1 ≤ m < q4) is for the case m = 1 and β =∞. It was shown in [68] that 1-Lipschitz functions in high
dimensions have a Gibbs state under which spins have a strong tendency to take values in {0, 1}.
The modulo q of this Gibbs state is then a Gibbs state with a similar tendency for the m = 1,
β = ∞ clock model (when q > 4). A related result of Aizenman [1] is a power-law lower bound
on the rate of correlation decay in two dimensions for a continuous version of the zero-temperature
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clock model (10) obtained in the limit when q → ∞ and limm/q ≤ 18 . The proof of this result
appears to extend to the zero-temperature clock model itself when q is even and m/q ≤ 18 (see
also [74], [72, Section 2.8.2] and [18, Section 2]).
We make a final remark regarding more general clock models. Examining the quantitative results
of Section 2 shows that the above description of the Gibbs states remains valid, under the same
condition (11), for the class of q-state clock models given by
S = Zq = Z/qZ, λi = 1, λi,j = f(distZq(i, j)),
with an arbitrary function f satisfying that f(r) = 1 when 0 ≤ r ≤ m and f(r) ≤ e−β otherwise.
1.3.4. Generic spin systems. In this work, we study general discrete spin systems with nearest-
neighbor isotropic interaction, as described in Section 1.1. The obtained results are applicable to the
subset of these models satisfying the requirement that all dominant patterns are equivalent. At first
glance, it may seem that only highly symmetric and non-generic models satisfy this requirement.
In fact, the opposite is true: the requirement is satisfied in generic situations, in the sense explained
now.
Consider any discrete spin system with nearest-neighbor isotropic interaction, with single-site
activities and pair interactions as in Section 1.1. Now consider a new system, obtained from the
given one by making (small) generic perturbations to all the single-site activities or to all the pair
interactions (in physical terms, perturbing either the magnetic fields or the coupling constants).
One checks that the new system will have either a unique dominant pattern (A,A) or precisely two
dominant patterns of the form (A,B) and (B,A), for some A,B ⊂ S, A 6= B (which of the two
options will arise depends on the given spin system and the type of perturbation performed). Thus
the new system will satisfy that all dominant patterns are equivalent, so that our results may be
applied to it.
1.4. Methodology. This paper is the companion paper to [71] where long-range order for high-
dimensional proper colorings of Zd is established. The papers share a common methodology, with
the arguments of the companion paper significantly extended here to apply to general spin systems.
An overview of the basic methodology as well as a survey of connections to the existing literature
can be found in [71], with lectures on proper colorings available at [73] and a review of the present
work aimed towards a physics audience in [70]. We thus content ourselves with mentioning here that
the technique relies on a synthesis of entropy and contour techniques which are carefully adapted
to the Zd lattice geometry. Among previous works we emphasize the works of Kahn–Lawrentz [54],
Kahn [52, 53], Galvin–Tetali [37] and Engbers–Galvin [25, 24] which pioneered the use of entropy
techniques for the enumeration of graph homomorphisms on regular bipartite graphs and for the
study of their long-range order on the hypercube. Galvin [32] developed a method for extending
the enumeration results to general spin systems. We further emphasize the works of Korshunov and
Sapozhenko [57, 58, 83, 82, 84], Galvin [31] and Galvin–Kahn [33] which introduced the contour
techniques and applied them to the study of long-range order in specific models. A synthesis of the
two techniques was introduced in [70, 71] and was a main ingredient in the work of Kahn–Park [55]
on the asymptotic enumeration of proper 4-colorings of the hypercube and in the recent work by
Jenssen–Keevash [51] on graph homomorphism models on tori of fixed side length.
1.5. Organization. The rest of the paper is organized as follows. In Section 2, we formulate
our quantitative results under various explicit quantitative conditions and under a more abstract
condition. In Section 3, we discuss various applications and extensions of our results. In Sec-
tion 4, notation and preliminary results which will be needed throughout the paper are given. In
Section 5, we provide the main steps of the proof Theorem 2.1 (the quantitative version of The-
orem 1.1), including the definitions of breakup and approximation and the statements of several
propositions which are then used to deduce Theorem 2.1. In Section 6, we prove the propositions
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about breakups (existence of non-trivial breakup, almost-sure absence of infinite breakups, bounds
on the probability of breakups). In Section 7, we prove Lemma 5.7 which provides a general bound
on the probability of an event and which is used in the proofs in Section 6.4 and Section 6.5. In Sec-
tion 8, we analyze the model on a complete bipartite graph, showing that the explicit quantitative
conditions given in Section 2 imply the abstract condition. In Section 9, we prove Proposition 5.5
about the existence of a small family of approximations. In Section 10, we prove results about the
infinite-volume Gibbs states, namely, Theorem 2.2 and Theorem 2.3 (the quantitative versions of
Theorem 1.2 and Theorem 1.3). Finally, in Section 11, we discuss open questions.
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2. Quantitative results
In this section, we formulate our main results, which are quantitative versions of the results
presented in Section 1.2. Long-range order will be seen to emerge under a quantitative condition
involving the dimension d and the parameters of the spin system, i.e., the finite spin space S, single-
site activities (λi)i∈S and pair interactions (λi,j)i,j∈S. The relevant information is summarized by
four parameters ρbulkpat , ρ
bdry
pat , ρint ∈ [0, 1) and ρact ≥ 1, which will be defined in Section 2.1 below.
Using these and defining
α0 := − log max
{
ρbulkpat , 1− (1− ρbdrypat )(1−
√
ρint)
}
, (13)
our quantitative condition is that
α0 ≥ C|S| log
3/2 d
d1/4
and − log ρint ≥ |S| log
2(dρact)
d3/4
, (14)
where C > 0 is a universal constant. For homomorphism models, those models in which all pair
interactions are zero or one, the parameter ρint is zero and the condition takes the simpler form
α0 = − log max
{
ρbulkpat , ρ
bdry
pat
} ≥ C|S| log3/2 d
d1/4
. (15)
These conditions are relatively simple to check and apply well in the examples that we consider.
Each of the four parameters deals with a potential obstruction to the system ordering according
to its dominant patterns. Roughly speaking, ρbulkpat quantifies the entropic favorability of dominant
patterns over other patterns, ρbdrypat quantifies the entropic loss incurred on the boundaries of ordered
regions, ρint measures the energetic cost of non-maximal pair interactions, so that − log ρint plays
the role of an “inverse-temperature”, and ρact accounts for the possibility that very high single-site
activites overcome the energetic cost of non-maximal pair interactions. Our analysis proves that
once these are controlled, by verifying condition (14), no other obstruction arises and long-range
order indeed emerges.
Our quantitative condition may thus be viewed as saying that the inverse-temperature is suf-
ficiently high and the dominant patterns are sufficiently favored over the other patterns. The
required threshold decreases to zero as a power-law with the dimension d (thus, for instance, the
temperature may be as high as a power of d). In particular, for a fixed spin system, our quantitative
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condition is satisfied in sufficiently high dimensions, so that the non-quantitative results given in
Section 1.2 follow directly from the quantitative versions given in this section.
2.1. The four parameters: ρbulkpat , ρ
bdry
pat , ρint, ρact.
The interaction ratio ρint: This parameter is defined as the ratio of the second largest and
largest pair interactions,
ρint :=
max{λi,j : i, j ∈ S, λi,j < λintmax}
λintmax
, where λintmax := max
i,j∈S
λi,j ,
and where it is understood that ρint = 0 if the set maximized over is empty. As remarked, − log ρint
measures a sort of inverse temperature for the spin system. For instance, it is equal to β for the AF
Potts model (5) and clock model (10) discussed in Section 1.3. The condition (14) stipulates that
ρint is sufficiently small, in correspondence with the general principle that ordering phenomena do
not occur at high temperature (where the quantitative threshold for “high temperature” depends
on d and in fact tends to infinity as a power law with it). The parameter ρint controls the energetic
contribution to the formation of order, but it is not sufficient by itself to ensure such order. In-
deed, homomorphism models, such as the proper colorings, Widom–Rowlinson and beach models
discussed in Section 1.3, have ρint = 0 and although this is the smallest possible value for it, we
have seen that they may have a unique (disordered) Gibbs state. Indeed, entropic contributions
play an important role, as captured by the two pattern ratios, which we now describe.
The pattern ratios ρbulkpat , ρ
bdry
pat : Recall from (2) that a pattern is an ordered pair (A,B) of
subsets of S satisfying that each spin in A has maximal interaction weight with each spin in B, i.e.,
λa,b = λ
int
max for all a ∈ A and b ∈ B. For a subset I ⊂ S, we denote
λI :=
∑
i∈I
λi. (16)
Define the weight of a pattern (A,B) to be λAλB. Note that (S, ∅) is a pattern with weight 0.
Recall that the pattern (A,B) is called dominant when its weight is maximal, i.e., equal to
ωdom := max
(A,B) pattern
λAλB.
Both pattern ratios are defined via the ratios between the weights of dominant and non-dominant
patterns. They may intuitively be thought of as the maximal ratio of this type, i.e.,
max
(A,B) non-dominant pattern
λAλB
ωdom
. (17)
Instead, however, we obtain smaller values for the pattern ratios by only maximizing the above ratio
over suitable subsets of the non-dominant patterns. The improvement obtained in this manner is
essential in some applications.1
Say that a pattern (A,B) is maximal if there is no other pattern (A′, B′) with A ⊂ A′ and
B ⊂ B′. Note that every dominant pattern is maximal, but not every maximal pattern is necessarily
dominant. Call A ⊂ S a side of a dominant (maximal) pattern if there exists B ⊂ S with (A,B) a
dominant (maximal) pattern. We mention that ∅ may be a side of a maximal pattern. Denote
ρbulkpat := max
(A,B) non-dominant
maximal pattern
λAλB
ωdom
and ρbdrypat := max
A side of dominant pattern
A′ side of maximal pattern
A′(A
λA′
λA
, (18)
where it is understood that these quantities are zero if the sets maximized over are empty.
1For example, in the Widom–Rowlinson model (discussed in Section 1.3), one calculates that max{ρbulkpat , ρbdrypat } is
asymptotic to 2/λ as λ → ∞ (see Figure 4), whereas the quantity (17) is asymptotic to 1. Condition (15) is thus
verified for large λ with the definitions (18) but would be violated with the simpler definition (17).
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To gain some intuition for the definition of the pattern ratios, observe that there are several
alternatives to long-range order via a dominant pattern which need to be excluded. First, a bulk
region of the system may be ordered according to a non-dominant pattern (A,B) (i.e., a region
where even (odd) vertices take values in A (B)). In such a case, it makes sense for the pattern (A,B)
to be maximal as otherwise the system may gain entropy, with no energetic penalty, by extending
(A,B) to a maximal pattern containing it and ordering via that pattern. To rule out such behavior,
the ratio of weights between maximal patterns and dominant patterns should be small, as captured
by ρbulkpat . Second, even when the system tends to order according to dominant patterns, one must
rule out the possibility that several such orderings coexist in the domain, separated by interfaces
(domain walls). At such an interface a side of a dominant pattern meets a side of another dominant
pattern, or possibly meets a side of a maximal pattern if the interface is “thick”. Indeed, when
the system tries to transition out of an ordered phase associated to a dominant pattern (A,B), at
its first step it will enter a subset A′ of A (or perhaps instead a subset B′ of B) corresponding to
the side of some maximal pattern (A′, B′). In this case, it must be that B ⊂ B′, and the ratio
λA∩A′λB∩B′
λAλB
, which represents the loss of entropy incurred on the interface of such a transition, is
simply
λA′
λA
. To ensure that the formation of such interfaces is entropically unfavorable, we require
the pattern ratio ρbdrypat to be small.
Figure 4 shows the values of ωdom, (ρ
bulk
pat )
−1 and (ρbdrypat )−1 for various models, including those
discussed in the first applications.
The activity ratio ρact: Behind the notion of patterns lies the heuristic idea that pair interactions
play a more rudimentary role than single-site activities. This idea stems from the fact that there
are many more edges (d times more) than vertices in Zd, so that “bad interactions” (i.e., pairs
interacting with non-maximal interaction weight) are more costly than “bad activities” (i.e., spins
of low activity). However, this heuristic is easily broken down in extreme cases: for fixed values
of pair interactions, by increasing the single-site activities, one may cause entropic contributions
to overwhelm any energetic barrier. Such a situation renders our notion of patterns irrelevant.
As an example, it is not hard to see that if for some i0 ∈ S with λi0,i0 > 0, one replaces λi0
by a sufficiently large number (keeping all other parameters fixed, including the dimension), then
regardless of whether or not λi0,i0 equals the largest interaction λ
int
max, the system will inevitably
be forced into a phase which is significantly biased towards having spin i0 at any lattice site. This
indicates that in order for the system to order according to dominant patterns, the single-site
activities should not be too large in comparison to the pair interactions. The relevant quantity
pertaining to the activities is captured by ρact, which is defined by
ρact := max
A 6=∅
side of maximal pattern
λS
λA
. (19)
The second inequality in (14) then ensures that the dominant patterns are the relevant notion
for ordering. For an illustration of the relevance of this parameter, see the discussions on the
antiferromagnetic Ising and Potts models with external field in Section 3.3.
2.2. Main quantitative results. We describe here the quantitative versions of the theorems
stated in Section 1.2. These results provide the existence and characterization of long-range order
in spin systems satisfying the quantitative condition (14). As we will explain in Section 2.4 below,
the results also hold under either of the quantitative conditions (23), (30) or (31), or under the less
explicit Condition 2.4. When condition (14) is used we define
α˜ := α0 ·min
{
1, α0|S|+log d
}
,
and when either other condition is used we define
α˜ := α ·min{1, αq+log d}, (20)
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where α is α1, α2, α3 or α, according to whether (23), (30), (31) or Condition 2.4 is used, and q is
defined in (24). Recall the notation from Section 1.2.
Theorem 2.1. There exists a universal constant c > 0 such that the following holds. Consider a
spin system in which all dominant patterns are equivalent. Let d ≥ 2 and suppose that either (14),
(23), (30), (31) or Condition 2.4 holds. Then, for any dominant pattern (A,B), any domain Λ,
and any vertex v ∈ Λ, we have
PΛ,(A,B)
(
v is not in the (A,B)-pattern
) ≤ e−cα˜d.
The reader may note that the assumptions imply that α˜ ≥ Cd−1/2 log2 d (when using either of
the five conditions), so that the stated upper bound of e−cα˜d is at most e−c
√
d log2 d. We mention that
larger spatial violations of the boundary pattern are exponentially suppressed; see Corollary 10.4.
Theorem 2.2. Consider a spin system in which all dominant patterns are equivalent. Let d ≥ 2
and suppose that either (14), (23), (30), (31) or Condition 2.4 holds. Then there exists a distinct
extremal (periodic) maximal-pressure Gibbs state µ(A,B) for each dominant pattern (A,B). More-
over, for any sequence of domains Λn increasing to Zd, the measures PΛn,(A,B) converge weakly to
µ(A,B) as n → ∞. In particular, µ(A,B) is invariant to automorphisms of Zd preserving the two
sublattices. Moreover, µ(A,B) is supported on the set of configurations with an infinite connected
component of vertices in the (A,B)-pattern, whose complement has only finite (Zd)⊗2-connected
components.
We mention that the convergence of the finite-volume measures occurs at an exponential rate
and that the limiting Gibbs state has exponential mixing properties; see Section 10.2.
Theorem 2.3. Consider a spin system in which all dominant patterns are equivalent. Let d ≥ 2 and
suppose that either (14), (23), (30), (31) or Condition 2.4 holds. Then every (periodic) maximal-
pressure Gibbs state is a mixture of the measures {µ(A,B)}.
As with the qualitative results of Section 1.2, the quantitative results stated here apply also
when Zd is replaced with a graph of the form Zd1 ×Td22m, where d1 ≥ 2 and d := d1 + d2 substitutes
the dimension.
2.3. Enumeration results. We briefly mention that our results yield information on the weighted
number of configurations
∑
f∈SΛ ωf (i.e., the partition function). The topological pressure is given by
Ptop := lim
1
|Λ|
∑
f∈SΛ ωf , where the limit is taken along boxes Λ increasing to Zd (see Section 10.3).
It is convenient to assume that λintmax = 1 and λS ≥ 1. Under this normalization, Theorem 2.1 and
the fact that the limiting Gibbs state obtained in Theorem 2.2 is of maximal pressure imply that
Ptop ≤ 12 logωdom + e−cα˜d · (1 + log λS). (21)
For non-weighted homomorphism models (i.e., when the single-site activities are all 1 and the pair
interactions are all 0 or 1), Ptop is called the topological entropy and is the exponential rate of
growth of the number of homomorphisms, i.e.,
|Hom([n]d, H)| = e(Ptop+o(1))nd ,
where Hom(G,H) is the set of graph homomorphisms from a graph G to H.
Galvin–Tetali [37] showed a weaker bound of the form Ptop ≤ 12 logωdom + O(1d) as d → ∞ for
homomorphism models on any bipartite graph (in which case their bound is of the correct order),
and this bound may be extended to non-homomorphism models using the results of Galvin [32].
Since it is immediate that Ptop ≥ 12 logωdom, we see that for any fixed spin system, Ptop → 12 logωdom
as d→∞. An analogous limit for isotropic subshifts was shown to hold by Meyerovitch–Pavlov [66].
Engbers–Galvin [24] studied the structure of homomorphisms on tori of fixed side length as the
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dimension tends to infinity, obtaining, in particular, that Ptop ≤ 12 logωdom + e−Ω(d) as d → ∞.
Galvin [31] and Kahn–Park [55] gave precise asymptotics for the number of proper colorings, with
3 and 4 colors, respectively of the hypercube. These results were recently refined by Jenssen–
Keevash [51] who again focused on homomorphisms on tori of fixed side length as the dimension
tends to infinity and obtained precise structural and enumerative results. Their results yield, in
particular, asymptotic formulas for the number of proper q-colorings for all values of q.
2.4. Alternative conditions. Earlier in this section, we gave an explicit condition, namely (14),
under which our quantitative results hold. In fact, our results also hold under various other, more
relaxed, quantitative conditions. We describe three such conditions of varying complexity which
will be helpful in some of the specific applications that we consider. All of these are, in fact,
consequences (see Section 8) of a more general, but less explicit, condition, which we subsequently
describe. The latter condition encapsulates a conceptual part in our proof in which the behavior
of the model on Zd is reduced to the study of the model on a 2d-regular complete bipartite graph.
It is isolated here in order to make explicit the basic input required by our argument in case this
may be useful in future applications.
Alternative condition 1: Defining
α1 := α0 − 1+
1
3
1{ρint 6=0}
2d log |Pmax|, (22)
the condition is that
α1 ≥ C(q + log d)
√
log d
d1/4
and
− log ρint
4 log(dρact)
≥ min
{
1,
|S|
2d
+
5|S| log(2dρact)
α1d
}
, (23)
where C > 0 is a universal constant, α0 was defined in (13), Pmax is the collection of maximal
patterns, P is the collection of dominant patterns, and q is defined by
q := log2 |{P(I) : I ⊂ S}|, where P(I) := {(A,B) ∈ P : I ⊂ A, |A| ≤ |B|}. (24)
As before, the condition simplifies for homomorphism models, becoming
− log max{ρbulkpat , ρbdrypat } ≥ C(q + log d)√log dd1/4 + log |Pmax|2d . (25)
Roughly speaking, 2q is the number of possible answers to the question “which dominant patterns
have their small side containing a given set I?”. In particular,
log2(
1
2 |P|+ 1) ≤ q ≤ log2 |Pmax| ≤ |S|. (26)
Using the latter two of these inequalities, it is easy to check that (14) implies (23). This condition
leads to a significant improvement over (14) when |S| is much larger than q (when |S| and q are of
the same order, this condition still leads to a slight improvement if |S| grows with d). This condition
will provide better results for the clock model discussed in Section 1.3.3 and in the applications
discussed in Section 3.2.
Alternative condition 2: Let s ≥ 1 be an integer and define
ρˆbulkpat := max
(A,B) non-dominant maximal
pattern having A,B 6=∅
λAλB
ωdom
(
1 + ρsint · λSλA
)(
2d · λSλB
) (s−1)|S|
2d
, ρˆact :=
λ2S
ωdom
, (27)
and
α2 := − log max
{
ρˆbulkpat , 1− (1− ρbdrypat )(1−
√
ρint)
}
− 1+
1
3
1{ρint 6=0}
2d log |Pmax|. (28)
The condition is that there exists s such that
2 log(dρˆact)
− log ρint ≤ s ≤ min
{⌈
2d
|S|
⌉
, 1 + α2d2|S| log(2dρˆact)
}
(29)
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and
α2 ≥ C(q + log d)
√
log d
d1/4
, (30)
where C > 0 is a universal constant.
While clearly ρˆbulkpat ≥ ρbulkpat (for any choice of s) and so α2 ≤ α1, we will see that this alternative
condition holds whenever the previous alternative condition holds. For homomorphism models,
taking s = 1 yields that ρˆbulkpat = ρ
bulk
pat , so that the condition is identical to the previous (25). For
non-homomorphism models, the role of the original ρact is split into two here: ρˆact captures the
part pertaining to the dominant patterns, whereas the part pertaining to other maximal patterns
is instead incorporated into the definition of ρˆbulkpat .
We give yet another more relaxed condition, which is specialized to homomorphism models.
Alternative condition 3 (for homomorphism models only):
α3 := − log max
{
ρbulk*pat , ρ
bdry
pat
} ≥ C(q + log d)√log d
d1/4
, (31)
where C > 0 is a universal constant, q is defined in (24),
ρbulk*pat :=
1
ωdom
( ∑
(A,B) non-dominant
maximal pattern
λ
〈2d〉
A λ
2d
B
)1/2d
, (32)
and λ
〈2d〉
A is the total weight
∑
f
∏
i∈[2d] λf(i) of all functions f : [2d] → A whose image is not
contained in any side of a maximal pattern that is strictly contained in A.
Note that λ2dA is the total weight of all functions f : [2d] → A. In particular, λ〈2d〉A ≤ λ2dA , so
that ρbulk*pat ≤ ρbulkpat · |Pmax|1/2d. Using this, it is straightforward that (25) implies (31). This latter
condition may be more effective than the former one in models in which there are a large number
of non-dominant maximal patterns whose weights are much smaller than the ones achieving the
maximum defining ρbulkpat in (18), or when λ
〈2d〉
A is significantly smaller than λ
2d
A for some non-
dominant maximal patterns. For example, this condition will be used for the multi-type Widom–
Rowlinson model (Section 3.2.1) in the regime of large number of types.
The general condition: We proceed to describe the general condition that our proof uses. The
condition is closely related to the behavior of the model on the complete bipartite 2d-regular graph
K2d,2d. For a collection Ψ of functions ψ : [2d]→ S and a set I ⊂ S, denote
Z(Ψ, I) :=
∑
ψ∈Ψ
 2d∏
j=1
λψ(j)
∑
i∈I
λi
2d∏
j=1
λi,ψ(j)
2d . (33)
Note that Z(S[2d], S) is the partition function of the spin system on K2d,2d. In particular, for non-
weighted homomorphism models, the partition function Z(S[2d], S) precisely equals |Hom(K2d,2d, H)|.
Thus, one may regard Z(Ψ, I) as a restricted/partial partition function on K2d,2d, where Ψ and I
provide information about the values on the left and right sides of K2d,2d (i.e., its two partition
classes). In particular, I will correspond to the possible values of a configuration f at a vertex v of
Zd and Ψ to the possible values at its neighbors. For example, note that Z(A[2d], B) = (λAλB)2d
for any pattern (A,B).
For a set I ⊂ S, let R(I) be the set of all j ∈ S such that λi,j = λintmax for all i ∈ I. Given
I, J ⊂ S, we write I 'R J if R(I) = R(J). Let ΨJ denote the collection of functions ψ such that
ψ([2d]) 'R J . Let Ψ1J, denote the collection of functions ψ ∈ ΨJ for which there exists I ( J
such that I is a side of a dominant pattern and |ψ−1(I)| > 2d− 4d. Let Ψ2J,¯ denote the collection
of functions ψ ∈ ΨJ for which there exists I ( J such that I 6'R J and |ψ−1(I)| > 2d − 4¯d.
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Denote ΨJ,,¯ := ΨJ \ (Ψ1J, ∪Ψ2J,¯). For Ψ ⊂ ΨJ , let kΨ be the number of indices j ∈ [2d] such that
{ψ(j) : ψ ∈ Ψ} 6'R J .
Condition 2.4. We have λintmax = 1 and there exist α, γ ≥ 0 and 14d ≤ , ¯ ≤ 12 satisfying that
cα ≥ (q + log d)
√
log d
d1/4
+
(q + log d) log d
2d
+ γd+
√
γ(q + log d)d3/2 log d (34)
with c > 0 a universal constant, and such that for any side J of a dominant pattern, we have
Z(Ψ,S) ≤ ω2ddom · e2γd−αkΨ for any Ψ ⊂ ΨJ,,¯, (35)
Z(ΨJ,,¯, I) ≤ ω2ddom · e2γd−αd for any I ⊂ S such that R(J) 6⊂ R(R(I)), (36)
Z(ΨJ \ΨJ,,¯,S) ≤ ω2ddom · e2γd−αd, (37)
Z(ΨJ,,¯,S \R(J)) ≤ ω2ddom · e2γd−3αd
2
. (38)
Furthermore, ∑
I⊂S side of maximal
non-dominant pattern
Z(ΨI ,S) ≤ ω2ddom · e2γd−αd. (39)
We mention that that the assumption that λintmax = 1 is merely a convenient normalization of the
pair interactions. Let us explain the various conditions. Let J be a side of a dominant pattern and
let Ψ ⊂ ΨJ . Observe that
Z(Ψ, R(J)) ≤ Z(ΨJ , R(J)) ≤ Z(J [2d], R(J)) = (λJλR(J))2d = ω2ddom.
For homomorphism models, this upper bound also applies to Z(Ψ,S), as Z(Ψ,S) = Z(Ψ, R(J)). In
fact, in high dimensions, Z(ΨJ , R(J)) is very close to ω
2d
dom so that this bound is rather accurate.
For general models, this may not yield an upper bound on Z(Ψ, S) due to the increase in possibil-
ities coming from configurations having at least one edge whose spins interact via a non-maximal
interaction weight (i.e., when some site on the right side takes a value in S \R(J)). The term e2γd
may be thought of as a factor which compensates for this. Thus, the bound ω2ddom ·e2γd may in some
sense be thought of as the base to which we compare other bounds. The parameter α quantifies
the improvement over this bound in various situations. The term e−αkΨ in (35) serves to improve
on this bound in the presence of information on the values of sites on the left side of K2d,2d (which
is given in the form of a subset Ψ of ΨJ,,¯) which restricts the set of possible values of some such
sites (the smaller Ψ is, the larger kΨ is). Condition (36) states that in the presence of information
on the values of sites on the right side of K2d,2d (given in the form of a subset I of S) which elim-
inates the possibility of some values in R(J), one again has an improvement on the base bound.
Condition (37) says the same in the case when the values on the left side of K2d,2d are sufficiently
imbalanced (where  and ¯ quantify this). Condition (38) controls the contribution to the partition
function when the possible values on the right side of K2d,2d are restricted to those which interact
with lower-than-maximum interaction weight with some site on the left side (and hence with many
such sites, since the values on the left side are assumed to be balanced). Condition (39) states that
the contribution arising from all non-dominant maximal patterns is much smaller than the base
bound.
For homomorphism models satisfying (15), (25), (30) or (31), it will not be very difficult to verify
Condition 2.4 with α as in the corresponding condition, γ = 0,  = min{ α64 log d , 18} and ¯ = 14d . For
general models satisfying (14) or (23), the verification of this condition with α as in (13) or (22),
respectively, requires a more delicate analysis. This will be carried out in Section 8.
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3. Applications and extensions
We have already described several applications of our results in Section 1.3. In this section we
go beyond these first applications, demonstrating the wide applicability of our general setup and
the ease in which it may be used to obtain new results.
We begin in Section 3.1 by explaining our results in the context of two well-known models: the
hard-core model (Section 3.1.1) which was studied by Dobrushin, Galvin, Kahn, Samotij and many
others, and the Widom–Rowlinson model (Section 3.1.3) which was studied by Burton, Gallavotti,
Higuchi, Lebowitz, Steif, Takei and others. We also consider the hard-core model with unequal
sublattice activities (Section 3.1.2), previously studied by van den Berg, Ha¨ggstro¨m and Steif.
In Section 3.2, we investigate various multi-type versions of the hard-core, Widom–Rowlinson and
beach models: The multi-type Widom–Rowlinson model (Section 3.2.1) was studied by Lebowitz
and Runnels, as was the anti-Widom–Rowlinson model (Section 3.2.2) which may also be viewed as
a dilute proper coloring model. The multi-type beach model (Section 3.2.3) was studied by Burton,
Ha¨ggstro¨m, Hallberg and Steif. The multi-occupancy hard-core model (Section 3.2.4) was studied
by Mazel and Suhov.
In Section 3.3, we discuss new phenomena that arises when introducing an external magnetic
field in the antiferromagnetic Ising model (Section 3.3.1) and the antiferromagnetic Potts model
(Section 3.3.2).
In Section 3.4, we discuss various extensions of our results, which allow to analyze models which a
priori do not satisfy the assumptions of our theorems (including certain models of homomorphisms
to infinite graphs and cases of non-equivalent dominant patterns).
Finally, we revisit our first applications in Section 3.5 to elaborate on the results of Section 1.3.
For each of the models discussed below, we divide the parameter space into regions in which dif-
ferent patterns are dominant. We then determine subsets of these regions in which our conditions
are verified. In these subsets, one may apply each of our main theorems. Specifically, Theorem 2.1
(and its extensions in Section 10.1) quantifies the order present in the system when boundary con-
ditions corresponding to a dominant pattern are imposed. Theorem 2.2 shows that each dominant
pattern gives rise to an extremal, maximal-pressure Gibbs state invariant under automorphisms of
Zd preserving the two sublattices. Lastly, Theorem 2.3 shows that all (periodic) maximal-pressure
Gibbs states are a mixture of the Gibbs states arising from the dominant patterns.
In some of the applications, we also indicate the disordered regime which follows from an ap-
plication of Dobrushin’s uniqueness condition [20]. In some cases this may be improved by an
application of the van den Berg–Maes disagreement percolation condition [5], which compares to-
tal variation distances to the Bernoulli site percolation threshold pc(Zd), though the improvement
(necessarily) becomes less significant as the dimension grows [5, Section 3].
We write C, c, Cd, cd, Cq, cq (and so on) for positive constants, which may change from line to line
(with large constants only increasing, and small constants decreasing), and use the convention that
subscripts indicate dependency (no subscript indicates a universal constant). We use the notation
a ≈ b in the sense that ab is bounded away from zero and infinity by universal constants. We write
N(v) for the neighborhood of a vertex v in a given graph.
3.1. The hard-core and Widom–Rowlinson models. In this section we apply our results to
the closely related hard-core and Widom–Rowlinson models.
3.1.1. The hard-core model. The hard-core model is a well-known model of a lattice gas and has
been the subject of extensive study. In this model, every site may be occupied by a single particle
or is otherwise vacant, and there is a constraint that adjacent sites cannot both be occupied (in
combinatorial terms, configurations correspond to independent sets). The model at activity λ > 0
may be described within our general setup by choosing
S = {0, 1}, λi = λi, λi,j = 1{ij=0},
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0 1
(a) The hard-core model
2 310
(b) Equivalent of the hard-
core model
0 +−
(c) The Widom–Rowlinson
model
Figure 2. Graph representations of the hard-core and Widom–Rowlinson models.
The edges correspond to the pairs of states {i, j} with maximal pair interaction λi,j .
as illustrated by Figure 2a. It is straightforward to apply Dobrushin’s uniqueness condition to
the model and deduce that is disordered when λ < 12d−1 (disagreement percolation yields the
improved condition λ < pc(Z
d)
1−pc(Zd)). The seminal work of Dobrushin [21] established that the model
exhibits a phase transition, showing that λ ≥ Cd suffices for the existence of two Gibbs states, each
characterized by unequal occupancy densities on the even and odd sublattices. Galvin–Kahn [33]
significantly improved this, showing that λ ≥ Cd−1/4 log3/4 d suffices, and thereby showing that
the threshold decays to zero with the dimension. The best-known sufficient condition for large
d is λ ≥ Cd−1/3 log2 d, which is due to Samotij and the first author [69]. Our results yield the
weaker condition λ ≥ Cd−1/4 log3/2 d, but also establish that, under this condition, any periodic
Gibbs state is a mixture of the two ordered Gibbs states (any periodic Gibbs state has maximum
pressure in this model). This is verified by condition (15) upon checking that the maximal patterns
are ({0}, {0, 1}), ({0, 1}, {0}), both of which are dominant, so that ρbulkpat = 0 and ρbdrypat = 11+λ . We
remark that it is not known whether there exists λc(d) such that the model has a unique Gibbs
state if λ < λc(d) and multiple Gibbs states if λ > λc(d) (but see [9, 45]).
A multi-occupancy extension of the hard-core model is discussed in Section 3.2.4.
The hard-core model can be obtained as a limiting case of the antiferromagnetic Ising model
with external field. This viewpoint and the implication of our results for the antiferromagnetic
Ising model are discussed in Section 3.3.1.
3.1.2. The hard-core model with unequal sublattice activities. The existence of Gibbs
states with different occupancy densities on the two sublattices in the hard-core model is an example
of spontaneous symmetry breaking — the even/odd sublattice symmetry of the model is absent in
the Gibbs state. Van den Berg and Steif [6] consider a variant of the hard-core model which lacks
this symmetry to begin with: two distinct activities λe, λo > 0 are given, and an independent set I
is chosen (in finite volume) with probability proportional to λ
|I∩Even|
e λ
|I∩Odd|
o . They conjecture that
this model always has a unique Gibbs state. For any x ∈ R they prove that this is the case when
(λe, λo) = (e
x+h, ex−h) for all but at most countably many values of h ∈ R. They also show that
this is the case whenever max{λe, λo} < pc(Z
d)
1−pc(Zd) . Ha¨ggstro¨m [43] establishes the conjecture in full
in two dimensions. As we now explain, our results prove uniqueness of the Gibbs state whenever
|λe − λo|
1 + min{λe, λo} ≥
C log3/2 d
d1/4
. (40)
The model is essentially equivalent to the spin system obtained in our setting when
S = {0, 1, 2, 3}, (λ0, λ1, λ2, λ3) = (λe, 1, 1, λo), λi,j = 1{|i−j|=1}, (41)
as illustrated by Figure 2b. We think of the states 0, 1, 2 and 3 as representing “occupied-even”,
“vacant-odd”, “vacant-even” and “occupied-odd”, respectively. The names are motivated by the
fact that if a configuration assigns an even state to a single even site, then it must assign even
states to all even sites. Restricting the model (41) to such “even configurations” yields exactly the
above hard-core model with unequal sublattice densities. Thus Gibbs states of the latter model can
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be identified with the Gibbs states of the model (41) which are supported on even configurations.
This is a particular instance of a bipartite covering system; see Section 3.4.4.
Let us explain how our results apply. The maximal patterns are ({1}, {0, 2}), ({2}, {1, 3}), (∅,S)
and their reversals. Suppose for concreteness that λe > λo. Then the dominant patterns are
({0, 2}, {1}) and ({1}, {0, 2}), and we have ρbulkpat = 1+λo1+λe and ρ
bdry
pat =
1
1+λe
. Using (15), we see that
when (40) holds then the two dominant patterns give rise to two extremal Gibbs states, invariant
under automorphisms preserving the two sublattices, and every periodic Gibbs state (necessarily
of maximal pressure) is a mixture of these two. In this case, the hard-core model with unequal
sublattice activities has a unique periodic Gibbs state, and therefore, by the anti-monotonicity of
the model, it in fact has a unique Gibbs state (see [6, Lemma 3.2]).
3.1.3. The Widom–Rowlinson model. The lattice Widom–Rowlinson model at activity λ > 0
is obtained when
S = {−1, 0, 1}, λi = λ|i|, λi,j = 1{ij 6=−1},
as illustrated by Figure 2c. One may regard configurations in this model as describing the territory
occupied by two competing species (represented by “1” and “−1”) which cannot be adjacent to
one another.
Dobrushin’s uniqueness theorem shows that the model has a unique Gibbs state when λ <
1
2d−1 while disagreement percolation yields the condition λ <
pc(Zd)
2(1−pc(Zd)) . Both are improved by
Higuchi [48] who finds the condition λ < pc(Z
d)
1−pc(Zd) . In the other direction, Lebowitz–Gallavotti [62]
proved that, in any dimension d ≥ 2, there are at least two Gibbs states µ−1 and µ1 when λ is
sufficiently large, with the measure µi featuring a prevalence of state i. Burton–Steif [11] show
a similar result for the equivalent iceberg model (equivalence holds for rational λ). Both proofs
appear to require λ to grow exponentially with the dimension, though this is not stated explicitly.
In two dimensions, Higuchi [48] shows the existence of two Gibbs states when λ > 8pc(Z
2)
1−pc(Z2) .
To apply our results, one notes that the maximal patterns of the model are ({−1, 0}, {−1, 0}),
({0, 1}, {0, 1}), ({0}, {−1, 0, 1}) and ({−1, 0, 1}, {0}), so that the first two patterns are always
dominant, ρbulkpat =
1+2λ
(1+λ)2
and ρbdrypat =
1
1+λ . Condition (15) is then verified in the regime λ ≥
Cd−1/8 log3/4 d and shows the existence of two automorphism-invariant Gibbs states, assigning dif-
ferent densities to the states −1 and 1, and further implies that every periodic Gibbs state is a
mixture of these two (as all periodic Gibbs states have maximal pressure in this model). This
characterization of periodic Gibbs states is new in all dimensions d ≥ 3 (in two dimensions it was
shown by Higuchi–Takei [49]; see also [13]).
However, it turns out that for the Widom–Rowlinson model an alternate approach leads to
improved bounds. It has been noted [9, Section 5] that the Widom–Rowlinson model on Zd is
equivalent to the hard-core model on Zd × {0, 1} (by × we mean the Cartesian product of G with
{0, 1}, sometimes denoted as G{0, 1}) using the map T (σ)v = sv(σv,0 − σv,1) with sv equalling
±1 according to the parity of v (see Section 3.4.3 for further discussion). Results which are valid
for the hard-core model on Zd × {0, 1} at activity λ thus transfer to the Widom–Rowlinson model
on Zd at activity λ. Though not mentioned explicitly there, this is the case for the result of [69],
which then implies that when λ ≥ Cd−1/3 log2 d the Widom–Rowlinson model on Zd has at least
two automorphism-invariant Gibbs states which differ in the densities of the states −1 and 1. Our
results also apply to the hard-core model on Zd × {0, 1}, and imply that when λ ≥ Cd−1/4 log3/2 d
any periodic Gibbs state of the Widom–Rowlinson model on Zd is a mixture of the two ordered
Gibbs states.
The Widom–Rowlinson model has an asymmetric version, obtained by assigning distinct single-
site activities λ−1, λ1 to the states −1, 1, which is conjectured to always have a unique Gibbs
state [39, Section 3.5]. A partial result of this type is shown by Higuchi–Takei [49] in two dimensions.
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It is straightforward to check that the asymmetric model on Zd is equivalent to the hard-core model
with unequal sublattice activities on Zd × {0, 1} via the same map T as above, with {λ−1, λ1} =
{λe, λo}. With the latter replacement, uniqueness in the asymmetric Widom–Rowlinson model
follows under the condition (40).
Multi-type extensions of the Widom–Rowlinson model are analyzed in Section 3.2.1 and Sec-
tion 3.2.2.
3.2. Multi-type models. We discuss here multi-type variants of the Widom–Rowlinson, beach
and hard-core models. The multi-type Widom–Rowlinson model was introduced and studied by
Runnels–Lebowitz [79], and the multi-type beach model by Burton–Steif [11]. The multi-occupancy
hard-core model was studied by Mazel–Suhov [64]. In all three cases, our results offer significant
improvements over known results, pinpointing for every fixed number of types q, the critical activity
as the dimension tends to infinity, whereas previously best-known results yielded bounds with large
gaps (with the upper bound typically tending to infinity exponentially fast and the lower bound
tending to zero). In our analysis, to obtain a sharper dependence on the number of types, we will
sometimes use the alternative conditions described in Section 2.4.
3.2.1. The multi-type Widom–Rowlinson model. Motivated by theories of liquid crystals,
Runnels–Lebowitz [79] considered an extension of the Widom–Rowlinson model in which there are
q ≥ 3 competing species (the q = 2 case corresponds to the original model discussed in Section 1.3).
The model at activity λ > 0 may be described within our general setup by choosing
S = {0, 1, . . . , q}, λi = λ1{i6=0} , λi,j = 1{ij=0 or i=j},
as illustrated by Figure 3a. Dobrushin’s uniqueness condition shows that the system is disordered
when
λ <
1
(2d− 1)q − 2d
(this is improved in low dimensions by the disagreement percolation method of van den Berg–
Maes [5] which yields the condition λq1+λq < pc(Z
d)). Runnels–Lebowitz discuss two types of ordered
phases: a demixed phase in which the symmetry between the species is broken and where the order
corresponds to a pattern of the form ({0, i}, {0, i}) for some 1 ≤ i ≤ q (analogous to the ordered
phase of the q = 2 model), and a crystallized phase in which the symmetry between the sublattices
is broken and where the order corresponds to ({0}, {0, 1, . . . , q}) or ({0, 1, . . . , q}, {0}). They show
that, for any fixed q, the system has a demixed phase when λ is sufficiently large, and that, for any
fixed λ, the system has a crystallized phase when q is sufficiently large. Their proof of existence of
a demixed phase seems to yield the condition λ ≥ qCd, and their condition for the existence of a
crystallized phase is that qmin{λ, λ−4} is sufficiently large as a function of d (in particular, they
require q to be large).
Our results capture both types of ordered phases and significantly improve the conditions for
their emergence. In particular, we show that for all fixed q ≥ 3 the model undergoes both transi-
tions in high dimensions, with the disorder-crystallized transition occurring around λ = 0 and the
crystallized-demixed transition occurring around λ = q − 2.
We now describe our results in detail. The maximal patterns of the system are ({0}, {0, 1, . . . , q})
or ({0, 1, . . . , q}, {0}) (crystallized phase), having weight 1+λq, and ({0, i}, {0, i}) for some 1 ≤ i ≤ q
(demixed phase), having weight (1 + λ)2. When λ < q − 2, the patterns corresponding to the
crystallized phase are dominant, ρbulkpat =
(1+λ)2
1+λq , ρ
bdry
pat =
1+λ
1+λq and q = 1. Thus, condition (25) is
verified when
log
[
1 + λq
(1 + λ)2
]
≥ C log
3/2 d
d1/4
+
log(q + 2)
2d
, (42)
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whence our results are applicable and imply ordering according to the crystallized phase. For
example, for fixed q and large d (it suffices that the second term on the right-hand side of (42) does
not exceed the first term), the condition is satisfied when
C log3/2 d
qd1/4
≤ λ ≤ q − 2− Cq log
3/2 d
d1/4
, (43)
while, for fixed d and large q, the condition is satisfied when Cdq
−(1−1/2d) ≤ λ ≤ cdq1−1/2d. An
improved lower bound may be obtained in the latter regime by appealing to another one of our
conditions. The parameter ρbulk*pat of (32) satisfies ρ
bulk*
pat =
q1/2d(1+λ)((1+λ)2d−1)1/2d
1+λq , so that condi-
tion (31) is verified when
log
(
1 + λq
1 + λ
·min
{(
q
(
(1 + λ)2d − 1
))−1/2d
, 1
})
≥ C log
3/2 d
d1/4
, (44)
In particular, for fixed d and large q, one may check (using the inequality (1 + λ)2d − 1 ≤ Cdλ in
the regime λ ≤ cd and the inequality (1 + λ)2d − 1 ≤ (1 + λ)2d in the remaining range) that the
condition is satisfied when
Cd
q
≤ λ ≤ cdq1−1/2d. (45)
When λ > q− 2, the patterns corresponding to the demixed phase are dominant, ρbulkpat = 1+λq(1+λ)2 ,
ρbdrypat =
1
1+λ and q = log2(q + 2). Condition (25) is thus verified when
log
[
(1 + λ)2
1 + λq
]
≥ C log(dq)
√
log d
d1/4
, (46)
whence our results are applicable and imply ordering according to the demixed phase. For example,
for fixed q and large d the condition is satisfied when
λ ≥ q − 2 + Cq log
3/2 d
d1/4
, (47)
while for fixed d and large q the condition is satisfied when
λ ≥ q1+
C log d
d1/4 . (48)
We add also that Chayes–Kotecky´–Shlosman [16] considered a site-diluted version of the q-state
ferromagnetic Potts model, for which the above multi-type Widom–Rowlinson model is the zero-
temperature limit. The work [16] extends the results of Runnels–Lebowitz [79] to the positive
temperature setting and further discusses the nature of the phase transition and considers other
related models. Our analysis above is only for the original multi-type Widom–Rowlinson model
but we remark that our main results can also be applied in the positive temperature setting. Other
models with site dilution (equivalently, models to which a “safe symbol” is added) may also be
handled, as the next example demonstrates, though we have not attempted a general discussion of
this type of application.
3.2.2. The anti-Widom–Rowlinson model / dilute proper colorings. Runnels–Lebowitz [80]
considered a second extension of the Widom–Rowlinson model in which there are q cooperating,
but self-repelling, species. The model at activity λ > 0 may be described within our general setup
by choosing
S = {0, 1, . . . , q}, λi = λ1{i6=0} , λi,j = 1{ij=0 or i 6=j},
as illustrated by Figure 3c. The model may alternatively be viewed as a site-diluted version of the
proper coloring model by identifying the admissible configurations with partial proper colorings of
Zd with q colors (where the state “0” is assigned to uncolored sites). A third interpretation is as
a superposition of q mutually exclusive configurations of the hard-core model (i.e., the union of q
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1 2 3 4
(a) The q = 4 multi-type Widom–Rowlinson model.
Single-site activities are λ0 = 1 and λi = λ for i > 0.
1 2
3 4
1′ 2′
3′ 4′
(b) The q = 4 multi-type beach model.
Single-site activities are λi = 1 and λi′ = λ.
1 2
3 4
0
(c) The q = 4 anti-Widom–Rowlinson model.
Single-site activities are λ0 = 1 and λi = λ for i > 0.
0 1 2 3
(d) The q = 3 multi-occupancy hard-core model.
Single-site activities are λi = λ
i.
Figure 3. The multi-type models.
disjoint independent sets). When q = 1, the model coincides with the hard-core model, and when
q = 2, it is equivalent to the usual Widom–Rowlinson model (this is true on any bipartite graph).
We thus focus here on the case q ≥ 3.
Runnels–Lebowitz showed that there is a unique Gibbs state when q ≥ Cd (with no restriction
on λ). This is improved by Dobrushin’s uniqueness condition which establishes uniqueness when
λ <
1
2d
or q > 4d− 1
λ
.
(again, with some improvement possible in low dimensions with the disagreement percolation
method of van den Berg–Maes [5]). The behavior of the model in the rest of the phase diagram was
not analyzed and Runnels–Lebowitz [80] asked whether a phase transition occurs for high activity
values. Our work resolves this in the affirmative, when d is sufficiently large compared with q.
We proceed to analyze the model within our framework. The maximal patterns are of the
form ({0}∪A, {0}∪B), where (A,B) is a partition of {1, . . . , q}, perhaps with A or B empty. The
weight of such a pattern is (1+λ|A|)(1+λ|B|) so that the dominant patterns are the ones satisfying
{|A|, |B|} = {b q2c, d q2e}. It follows that ρbulkpat =
(1+λ(b q
2
c−1))(1+λ(d q
2
e+1))
(1+λb q
2
c)(1+λd q
2
e) and ρ
bdry
pat =
1+λ(d q
2
e−1)
1+λd q
2
e . A
calculation, using the fact that 1 − ρbulkpat ≈ min{λ, 1q}2 and 1 − ρbdrypat ≈ min{λ, 1q}, shows that
condition (15) is verified in the regime
d ≥ Cq12 log6 q and λ ≥ C
√
q log3/4 d
d1/8
, (49)
whence our results are applicable and imply ordering according to the dominant patterns.
3.2.3. The multi-type beach model. Motivated by questions on subshifts of finite type, Burton–
Steif [11] studied a multi-type extension of the beach model consisting of q ≥ 3 species (the case
q = 2 is the original two-type model, also introduced by Burton–Steif [10], which was discussed in
Section 1.3). The model at activity λ > 0 may be described within our general setup by choosing
S = {0, 1} × {1, . . . , q}, λ(s,i) = λs, λ(s,i),(t,j) = 1{s=t=0 or i=j},
as illustrated by Figure 3b (with states (0, i) labeled i and states (1, i) labeled i′). Burton–Steif
showed that there are at least q ergodic measures of maximal entropy (each characterized by the pre-
dominance of one species) when λ > 2eq(7q2)d−1, and exactly q such measures when λ ≥ Cd2q2d+1
(strictly speaking, the model in [11] is defined in a slightly different, but essentially equivalent, way
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than here and allows only for integer activities). We note that Dobrushin’s uniqueness condition
does not directly apply to this model, and while we have not found a reference with an explicit
condition guaranteeing a unique Gibbs state, the condition λ < pc(Z
d)
1−pc(Zd) follows from [46] (see the
proofs of Proposition 8.15 and Theorem 8.16 there). In fact, like in the original two-type model,
here too there exists a critical λc(q, d) for phase transition in the sense that below λc there is a
unique Gibbs state and above λc there are multiple translation-invariant Gibbs states ([44, Section
6] or [46, Chapter 8]), and the above implies that
pc(Zd)
1−pc(Zd) ≤ λc(q, d) ≤ 2eq(7q
2)d − 1. (50)
Our analysis narrows this gap considerably in high dimensions, proving that the phase transition
point neither tends to zero nor to infinity with d and in fact satisfies λc(q, d)→ q − 1 as d→∞.
We proceed to analyze the model within our framework. The maximal patterns are of 3 types:
(i) (A,A) with A = {(0, 1), . . . , (0, q)}, corresponding to a disordered phase and having weight q2,
(ii) (Ai, Ai) with Ai = {(0, i), (1, i)} for 1 ≤ i ≤ q, corresponding to a predominance of species i over
the other species and having weight (1 + λ)2, and (iii) (A ∪ {(1, i)}, {(0, i)}), ({(0, i)}, A ∪ {(1, i)})
for 1 ≤ i ≤ q, having weight q + λ so that these patterns are never dominant.
When λ > q − 1, the dominant patterns are (Ai, Ai) for 1 ≤ i ≤ q and ρbulkpat = max{q
2,q+λ}
(1+λ)2
,
ρbdrypat =
1
1+λ and q = log2(q + 2). It is straightforward that ρ
bulk
pat > ρ
bdry
pat and a calculation shows
that condition (25) is verified in the regime
log
(
λ+ 1
q
)
≥ C log(dq)
√
log d
d1/4
, (51)
whence our results are applicable and imply ordering according to the dominant patterns (Ai, Ai).
When λ < q − 1, the unique dominant pattern is (A,A). In this case ρbulkpat = max{(1+λ)
2,q+λ}
q2
,
ρbdrypat =
1
q and q = 1. It is straightforward that ρ
bulk
pat > ρ
bdry
pat and a calculation shows that
condition (25) is verified in the regime
− log
(
λ+ 1
q
)
≥ C log
3/2 d
d1/4
+
log q
4d
, (52)
whence our results are applicable and imply ordering according to the dominant pattern (A,A).
Note that the condition (52) is non-vacuous when either q or d are large.
We conclude that
−
(
C log3/2 d
d1/4
+
log q
4d
)
≤ log
(
λc(q, d) + 1
q
)
≤ C log(dq)
√
log d
d1/4
.
In particular, for fixed q and d large we obtain
|λc(q, d)− (q − 1)| ≤ Cq log
3/2 d
d1/4
which generalizes condition (9) for the original two-type beach model, and shows that the critical
activity tends to q − 1 as the dimension tends to infinity.
3.2.4. The multi-occupancy hard-core model. We consider here an extension of the hard-core
model in which a site may be occupied by multiple particles, with the restriction that the total
occupancy on adjacent sites is at most some fixed value q. Two such models have been discussed in
the literature [56, 5, 64, 35], partly motivated by communication networks. The models at activity
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λ > 0 are obtained in our setup when
S = {0, 1, . . . , q}, λi =
{
λi
i! (model 1)
λi (model 2)
, λi,j = 1{i+j≤q},
as illustrated by Figure 3d. The standard hard-core model discussed in Section 3.1.1 is obtained in
both models as the special case q = 1 and we henceforth restrict to the case q ≥ 2.
The condition of van den Berg–Maes may be applied to both models (see [5, Example 4]; the
derivation applies to any choice of (λi) with λ0 = 1) to deduce that they are in the disordered
regime when
q∑
i=0
λi <
1
1− pc(d) (53)
(this holds, in particular, when λ ≤ pc(d) in either of the two models). This is a sharper conclusion
than that obtained from Dobrushin’s condition (which yields (53) with pc(d) replaced by
1
2d).
Mazel–Suhov [64] considered model 2 and proved that in every dimension d ≥ 2 there exists
λ0(d) so that the following holds for every q ≥ 2 and λ ≥ λ0(d): (i) If q is even, the model has
a unique Gibbs state, samples of which are small perturbations of the constant configuration that
takes the value q/2 everywhere. (ii) If q is odd, the model has exactly two extremal periodic Gibbs
states, samples of which are small perturbations of the “chessboard” configurations that take the
value bq/2c on one sublattice and the value dq/2e on the other sublattice. The threshold λ0(d)
is not given explicitly. To our knowledge, no similar long-range order result has been shown for
model 1 on Zd.
Our results may be applied to both models as follows: Let Ak := {0, 1, . . . , k} and Λk :=
∑k
i=0 λi.
The maximal patterns are Pk := (Ak, Aq−k) for 0 ≤ k ≤ q, with Pk having weight Wk := ΛkΛq−k.
A calculation shows that Wk strictly increases with k for 0 ≤ k ≤ q2 and strictly decreases with k
for q2 ≤ k ≤ q. Thus for q even the unique dominant pattern is Pq/2, while for q odd the dominant
patterns are Pbq/2c and Pdq/2e. It further follows that ρbulkpat =
Wbq/2c−1
Wbq/2c
and ρbdrypat =
Λdq/2e−1
Λdq/2e
. Aiming
to apply condition (25) we note that ρbdrypat = 1 −
λdq/2e
Λdq/2e
, q = 1 and |Pmax| = q + 1. In addition, a
calculation shows that
1− ρbulkpat ≥
λbq/2c
Wbq/2c
(54)
in both models, while for model 1 we have also
1− ρbulkpat ≥
cqλ
q
Wbq/2c
. (55)
We proceed to discuss separately the cases λ ≤ 1 and λ > 1.
Suppose first that λ ≤ 1. In this case 1 ≤ Λk ≤ q for all 0 ≤ k ≤ q so that− log max
{
ρbulkpat , ρ
bdry
pat
} ≥
1
q2
λdq/2e using (54) and the expression for ρ
bdry
pat . Thus condition (25) is verified in the regime
λ ≤ 1 and λdq/2e ≥
Cq2 log3/2 d
d1/4
+
q2 log(q + 1)
2d
. (56)
As this regime is empty in both models when q ≥ C log d we see that the condition is verified when
model 1: 1 ≥ λ ≥ q
(
C log3/2 d
d1/4
)1/d q
2
e
, (57)
model 2: 1 ≥ λ ≥
(
C log7/2 d
d1/4
)1/d q
2
e
. (58)
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In this regime the dominant patterns give rise to extremal automorphism-invariant Gibbs states and
every periodic Gibbs state is a mixture of these states (as all periodic Gibbs states have maximal
pressure here). Moreover, for even q, the uniqueness of periodic Gibbs states implies uniqueness
among all Gibbs states as the model is anti-monotone (i.e., monotone after applying the map
i 7→ q − i to the spins on one sublattice; this is shown similarly to [6, Lemma 3.2]).
Suppose now that λ ≥ 1. The qualitative results given in Section 1.2 show that the models
order according to the dominant patterns when d is sufficiently large as a function of q and λ.
We omit the calculation of the regime where condition (25) is satisfied for model 2 but note that
since ρbulkpat → 1 as λ → ∞ we would indeed require d to grow as λ tends to infinity. For model 1,
using (55) we have
− log max{ρbulkpat , ρbdrypat } ≥ min{ cqλqWbq/2c , λdq/2eΛdq/2e
}
≥ cq
where the second inequality follows by noting that the two expressions in the minimum are monotone
increasing in λ and using that λ ≥ 1. We conclude that condition (25) (or even (15)) is satisfied in
model 1 with λ ≥ 1 whenever the dimension d exceeds a threshold depending on q but not on λ.
Comparing with the results of [64] mentioned above, we see that the results there give a de-
scription of the Gibbs states in all dimensions d ≥ 2 when λ is sufficiently large (as a function
of d but not of q) while our results apply in a different regime: for any λ and q as long as d is
sufficiently large (in particular, our results do not give a description of the Gibbs states when λ
is large compared to d and q). The results of [64] are based on the theory of dominant ground
states and rely on a delicate analysis of excitations which our parameters ρbulkpat and ρ
bdry
pat do not
capture. Nevertheless, our results do imply that model 2 orders according to the dominant patterns
for values of λ which stay bounded, or even tend to zero, with d. In this regard we note that on
a rooted d-ary tree, model 2 has been shown to transition from a uniqueness regime to a regime
of phase coexistence as λ grows [35], with the transition occurring near λ =
(
e
d
)1/dq/2e
for odd
q and near λ =
(
log d
d(q+2)
)2/(q+2)
for even q. The dependence on d in these expressions is vaguely
reminiscent of the bound (58).
3.3. The antiferromagnetic Ising and Potts models with external field. The introduction
of an external magnetic field to the AF Ising and Potts models gives rise to new phenomena. Below
we apply our results to analyze the models in this extended phase diagram.
3.3.1. The Ising antiferromagnet and the hard-core model at positive temperature. The
Ising model, perhaps the most basic of all classical statistical physics models, is equivalent to the
Potts model with q = 2 states. As for the Potts model, it is relatively well understood in its
ferromagnetic version (see, e.g., [29, Chapter 3] and [22]), when adjacent spins have a tendency to
be equal, and less understood in its antiferromagnetic (AF) version, when adjacent spins tend to
be different, which is our focus here. On a finite Λ ⊂ Zd and at inverse temperature β > 0 and
external magnetic field h ∈ R, the AF Ising model assigns to each f : Λ→ {−1, 1} the probability
1
ZΛ,β,h
exp
(
− β
( ∑
{u,v}∈E(Λ)
σuσv − h
∑
u∈Λ
σu
))
with ZΛ,β,h a suitable normalization constant (the partition function). We proceed to discuss the
model in dimensions d ≥ 2.
By flipping σ on the even sublattice (this works on any bipartite graph) one obtains the ferro-
magnetic Ising model with a staggered magnetic field (+h on one sublattice and −h on the other).
In particular, the AF Ising model has two, possibly equal, periodic and extremal Gibbs states ob-
tained by applying this flip operation to the + and − Gibbs states of the ferromagnetic Ising model.
When these measures are equal the model has a unique Gibbs state and when they are distinct,
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(
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2
c−1
)(
1− 1d q
2
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)
1 + 1d q
2
e−1
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{ (1+λ)2
4 ,
(1+λ)2
2+λ
}
1 + λ
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{
4
2+λ ,
4
(1+λ)2
}
2
Clock (m+ 1)2 1 + 1m(m+2) 1 +
1
m
Hard-core 1 + λ ∞ 1 + λ
Widom–Rowlinson (1 + λ)2 1 + λ
2
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(
1−λb q2 c+1
)(
1−λd q2 e+1
)
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(
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)(
1−λd q2 e+1
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(
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2
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2
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2
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2
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max{(1+λ)2,q+λ} q
Figure 4. Some parameter values for various models.
they take a chessboard form in the sense that they exhibit different densities for the two states on
the two sublattices. A further consequence is that when h = 0 the AF Ising model is equivalent to
its ferromagnetic version. Thus, when h = 0, the model has a unique Gibbs state for all β ≤ βc(d)
and multiple Gibbs states when β > βc(d), where βc(d) is the critical inverse temperature of the
ferromagnetic model on Zd which is known to be asymptotic to 12d as d→∞ (see, e.g., [22] and [72,
Remark 2.7]). Below we assume that h > 0 (noting that flipping the state of all spins is equivalent
to changing the sign of h).
We proceed to describe the main existing results pertaining to the phase diagram of the AF
Ising model at positive magnetic field (see Figure 5). On the one hand, Dobrushin’s uniqueness
condition implies that the model has a unique Gibbs state when
either β <
1
2
log
(
1 +
2
2d− 1
)
or h ≥ 2d+ log(2d)
2β
. (59)
Disagreement percolation refines the second condition (see [86] for the computation in the d = 2
case), proving that there is a unique Gibbs state when
h ≥ 2d+
log
(
1
pc(d)
− 1
)
2β
. (60)
On the other hand, Dobrushin [21] introduced a variant of the classical Peierls argument involving
a shift transformation to prove that the model has multiple Gibbs states in a certain regime of
parameters (an alternative proof using reflection positivity is in [30, Model 3.1]). While Dobrushin
did not write the regime explicitly, combining his argument with the contour counting estimates of
Lebowitz–Mazel [61] and Balister–Bolloba´s [3] proves the existence of multiple Gibbs states when
h ≤ 2d− C log d
β
. (61)
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Figure 5. The phase diagram of the high-dimensional Ising antiferromagnet at
positive external magnetic field. Uniqueness of the Gibbs state is known in the
green region, defined by (59) and (60). The existence of multiple Gibbs states is
known in the blue region, defined by (61), while our results prove it also in the
orange region (see (63)), establishing that for h just above 2d the model undergoes
two phase transitions as the temperature increases (the “bulging phenomenon”). A
possibility for the region of multiplicity is sketched by the diagonal lines.
We now explain how our results may be used to extend the known region of multiplicity in
the AF Ising model (see Figure 5). As apparent from the above bounds, the transition between
uniqueness and multiplicity of Gibbs states at low temperature occurs around the point h = 2d.
To further understand the behavior in this region, it is natural to take the zero-temperature limit.
As it turns out, the limiting model is exactly the hard-core model discussed in Section 3.1.1, in
which the activity parameter λ depends on the “angle of approach” of h to the limiting value 2d.
Specifically, writing
h = 2d− log λ
2β
(62)
and regarding the state −1 as occupied and the state +1 as vacant, one recovers the hard-core
model with activity λ in the limit β → ∞ with λ > 0 constant. It is thus natural to expect
that multiplicity in the low-temperature AF Ising model will occur when the angle of approach
corresponds to a value of λ for which the hard-core model has multiple Gibbs states. Indeed, our
results on the hard-core model extend to the positive temperature regime, proving that there are
multiple Gibbs states when
β ≥ C log
3/2 d
d1/4
and 2d− c
√
d ≤ h ≤ 2d+ 1
2β
log
(
cd1/4 min{β, 1}
log3/2 d
)
. (63)
The results further imply that in this range every periodic Gibbs state is a mixture of the two
chessboard Gibbs states discussed above.
Our results shed light on a “bulging phenomenon” (or re-entrant phase phenomenon) which has
received some attention in the literature. The question discussed is whether the AF Ising model
exhibits two phase transitions for some h > 2d as the temperature increases. Indeed, as noted
above (see (59)) the model is disordered for each h > 2d both when the temperature is sufficiently
low and when it is sufficiently high. The question is thus whether there exists an intermediate
temperature for which the model has multiple Gibbs states (so that the critical curve in the phase
diagram “bulges” above the h = 2d point; see Figure 5). Ra`cz [77] predicted the absence of such an
intermediate phase for the square lattice. This was supported by Dobrushin–Kolafa–Shlosman [19]
who proved that there exist β0 > 0 and λ0 > 1 such that the two-dimensional model is disordered
for β > β0 and λ < λ0 (using the parametrization (62)). Van den Berg [86] then used disagreement
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percolation to fully rule out the phenomenon in the two-dimensional model (see (60) and note that
pc(2) >
1
2 [47]). Absence of the bulging phenomenon is further predicted for the Z
3 lattice [77, 87]
(though the phenomenon is predicted to occur on a different three-dimensional lattice – the body-
centered-cubic lattice [77]). From the above-mentioned relation between the AF Ising and hard-core
models it is natural to expect the bulging phenomenon to occur on Zd when the critical activity
for the hard-core model is smaller than 1. In particular, by the result of Galvin–Kahn [33] the
phenomenon is expected for large d. Our results verify that it indeed occurs (see (63) and Figure 5).
Lastly, we explain how to apply our results in the regime (63). The AF Ising model may be
described within our general setup by choosing
S = {−1,+1}, λi = eβhi, λi,j = e−βij .
To treat the low-temperature regime around the point h = 2d we use a technique, explained in
Section 3.4.1 below, of expressing the model in terms of different activities and pair interactions.
Applying (70) with m±1 = e∓2βd (and then scaling the single-site activities and pair interactions)
allows to equivalently describe the model as
S = {0, 1}, λi = λi, λi,j = 1{ij=0} + e−4β1{ij=1},
where we have used the relation (62) and have replaced the spin values (−1,+1) with (1, 0). In this
parametrization the model may be thought of as a positive temperature version of the hard-core
model. As in the hard-core model, the maximal patterns are ({0}, {0, 1}) and ({0, 1}, {0}), both of
which are dominant, and we have ρbulkpat = 0 and ρ
bdry
pat =
1
1+λ . Here we also have ρint = e
−4β and
ρact = 1 + λ. It follows that the parameter α0 of (13) satisfies α0 ≈ min{log(1 + λ), β, λβ}. Thus,
condition (23) shows that when
min{λ, β, λβ} ≥ C log
3/2 d
d1/4
and β ≥ C log(1 + λ)√
d
, (64)
the two dominant patterns give rise to two ordered Gibbs states. Substituting the relation (62)
in (64) yields (63).
As a final remark we note that the combination of the multiplicity regime (63) yielded by our
results with the previously known multiplicity regime (61) shows that the high-dimensional low-
temperature AF Ising model exhibits multiple Gibbs states for all 0 ≤ h ≤ 2d. Taken on its own,
our result limits h to be at least 2d−c√d but we point out (without elaborating on the details) that
this limitation may be improved by relying on the more involved Condition 2.4 instead of checking
condition (23).
3.3.2. The antiferromagnetic Potts model with external magnetic field. We consider the
antiferromagnetic (AF) Potts model with an external magnetic field applied to the first state.
Precisely, let q ≥ 3 be the number of states (the q = 2 case is the Ising antiferromagnet considered
in the previous section), h ∈ R be the external magnetic field and β > 0 be the inverse temperature.
On a finite Λ ⊂ Zd, the model assigns to each f : Λ→ {1, . . . , q} the probability
1
ZΛ,β,h
exp
(
− β
( ∑
{u,v}∈E(Λ)
1{f(u)=f(v)} − h
∑
v∈Λ
1{f(v)=1}
))
(65)
with ZΛ,β,h a suitable normalization constant (the partition function). The case h = 0 was consid-
ered in Section 3.3.2 so we assume that h 6= 0. We remark that the limit h→ −∞ corresponds to
the AF Potts model with q − 1 states while the limit β →∞ corresponds to the proper q-coloring
model with an external magnetic field applied to the first color. The model may be described within
our general setup by choosing
S = {1, . . . , q}, λi = 1{i 6=1} + λ1{i=1}, λi,j = 1{i 6=j} + e−β1{i=j}
with λ = eβh.
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Figure 6. A partial phase diagram for the high-dimensional q-state antiferromag-
netic Potts model with an external magnetic field 1β log λ applied to one of the states.
The top depicts the case of even q and the bottom that of odd q. The blue seg-
ments depict the regimes studied in Section 3.3.2. The numbers above the segments
indicate the number of maximal-pressure extremal Gibbs states.
To keep the discussion focused, we fix q and β0 > 0 and consider the model in the low-temperature
regime β ≥ β0 and in high dimensions d ≥ Cq,β0 . We aim to study the effect of varying λ in this
setup. As will be presented, this effect is rather pronounced, with the model admitting at least
d q2e+ 2 different phases (see Figure 6).
Dobrushin’s uniqueness condition implies that the system is disordered when
λ ≥ (2d− 1)(q − 1)e2βd.
The unique Gibbs state in this regime favors the first state at every site.
We proceed to analyze the model within our framework. As in the usual AF Potts model, here
too the maximal patterns are pairs (A,B) which partition {1, . . . , q}. For 1 ≤ k ≤ q − 1, let Pk
be the set of maximal patterns having exactly k states in the side containing state 1. Note that
the patterns in Pk are all equivalent and have weight (k − 1 + λ)(q − k). In addition, Pk contains
exactly 2
(
q−1
k−1
)
patterns. One checks that the patterns in P1 are dominant exactly when λ ≥ q− 2,
that for 1 < k < d q2e the patterns in Pk are dominant exactly when q − 2k ≤ λ ≤ q − 2(k − 1) and
that the patterns in Pd q2 e are dominant exactly when λ ≤ 1 + 1{q even}.
We proceed to check condition (14) to deduce regimes in which the model is ordered according
to the various dominant patterns. The above discussion shows that when λ /∈ {q− 2, q− 4, . . . , q−
2b q2c} then all dominant patterns are equivalent (otherwise they are not, taking into account our
assumption that λ 6= 1). It is straightforward that ρint = e−β and ρact = q−1+λmin{λ,1} .
• k = 1: When λ > q−2, one calculates that ρbdrypat = q−2q−1 and ρbulkpat = 1− λ−(q−2)λ(q−1) . Condition (14)
is thus verified when d ≥ Cq,β0 and
q − 2 + Cq log
3/2 d
d1/4
≤ λ ≤ exp
1
2
√
βd3/4
q
 , (66)
whence our results are applicable and imply ordering according to the patterns in P1.
• 1 < k < d q2e: When q − 2k ≤ λ ≤ q − 2(k − 1), one calculates that ρbdrypat ≤ q−kq−k+1 and
ρbulkpat = 1−min
{
q−2(k−1)−λ
(λ+k−1)(q−k) ,
λ−(q−2k)
(λ+k−1)(q−k)
}
. Condition (14) is thus verified when d ≥ Cq,β0 and
q − 2k + Cq log
3/2 d
d1/4
≤ λ ≤ q − 2(k − 1)− Cq log
3/2 d
d1/4
, (67)
whence our results are applicable and imply ordering according to the patterns in Pk.
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• k = d q2e: When λ ≤ 1 + 1{q even}, one calculates that ρbdrypat = 1− min{λ,1}λ+k−1 and ρbulkpat is given by
the same expression as in the case 1 < k < d q2e. Condition (14) is thus verified when d ≥ Cq,β0
and
Cq,β0 log
3/2 d
d1/4
≤ λ ≤ 1 + 1{q even} −
Cq log
3/2 d
d1/4
, (68)
whence our results are applicable and imply ordering according to the patterns in Pd q2 e.
• There is an additional regime of λ to which our results apply. As mentioned above, in the limit
λ → 0, the model becomes the AF Potts model (without external field) with q − 1 states, for
which long-range order was discussed in Section 1.3.1. Our results may be used to show that
for small positive λ the model continues to order in a similar manner as the λ → 0 limit. To
treat this regime we again use the technique, explained in Section 3.4.1 below, of expressing the
model in terms of different activities and pair interactions. Specifically, for m > 1, we replace λ1
by λ′1 := mλ1 = mλ, λ1,1 by λ′1,1 := m
− 1
dλ1,1 = m
− 1
d e−β and λ1,i by λ′1,i := m
− 1
2dλ1,i = m
− 1
2d
for 2 ≤ i ≤ q. Note that a maximal pattern is now a non-trivial partition of {2, . . . , q} (along
with the trivial patterns (∅, S), (S, ∅)) and that such a pattern is dominant if the sides have sizes
{b q−12 c, d q−12 e}. Note also that ρbulkpat and ρbdrypat depend only on q, and that ρact = q − 1 + λm
and ρint = max{e−β,m− 12d }. Choosing m = eCqd3/4 log3/2 d, one checks that condition (14) holds
if d ≥ Cq,β0 and
λ ≤ exp(−Cqd3/4 log3/2 d), (69)
whence our results are applicable and imply ordering according to the above dominant patterns
(i.e., the partitions of {2, . . . , q} into sets of sizes {b q−12 c, d q−12 e}).
3.4. Extensions of the results. There are models to which the results described in Section 1.2
and Section 2 do not directly apply due to one of the following reasons: the dominant patterns
are not all equivalent, the spin space S is infinite, or the quantitative conditions are not satisfied.
Nevertheless, in some situations our results may still be applied indirectly to these systems via spe-
cialized “tricks”. In this section, we describe four tools which may be used to this end: reweighting
the activities and pair interactions (Section 3.4.1), product systems (Section 3.4.2), projections
from Zd × {0, 1} (Section 3.4.3) and covering systems (Section 3.4.4).
3.4.1. Reweighting the activities and pair interactions. Suppose we are given a spin sys-
tem in the form of a triplet (S, (λi)i∈S, (λi,j)i,j∈S) as described in Section 1.1. Evidently, for any
constants m,m′ > 0, the triplet (S, (mλi)i∈S, (m′λi,j)i,j∈S) describes the same spin system as it
simply introduces a constant multiplicative factor to the weight of a configuration f in (1), which is
independent of f . Note that this trivial modification does not change the set of maximal/dominant
patterns for the model or any of the quantities appearing in (14) (our definitions are invariant to
this operation). A more useful modification is as follows: let (mi)i∈S be an arbitrary vector of
positive numbers, and consider the triplet (S, (λ′i)i∈S, (λ′i,j)i,j∈S) given by
λ′i := miλi and λ
′
i,j := (mimj)
− 1
2dλi,j . (70)
It is straightforward to check that this operation preserves the weights in (1), so that the new triplet
describes the same spin system as the original one. The usefulness of this new form is that it may
change the patterns, raising the possibility of applying our theorems to obtain additional results.
Applications of this idea are presented for the AF Ising and AF Potts models with external field
in Section 3.3.
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Figure 7. Two examples of product systems.
3.4.2. Product systems. Two spin systems (S(m), (λ(m)i )i∈S(m) , (λ
(m)
i,j )i,j∈S(m)), m = 1, 2, may be
combined into a product system, given by the triple
S = S(1) × S(2), λ(i,j) = λ(1)i λ(2)j , λ(i,j),(k,`) = λ(1)i,kλ(2)j,` . (71)
This definition implies that a configuration sampled from the product system on a finite domain,
with some boundary conditions, is distributed as independent samples from the two given systems.
Consequently, the extremal Gibbs states of the product system are exactly the products of the
extremal Gibbs states of the two systems. In addition, it is not difficult to check that the maximal
patterns of the product system are exactly the “product pairs” (A(1) × A(2), B(1) × B(2)) where
(A(m), B(m)), m = 1, 2, are maximal patterns of the initial systems. Consequently, the dominant
patterns of the product system are exactly the products of the dominant patterns of the two
systems. However, even if the two systems satisfy the assumption required for our results, namely,
that the dominant patterns in each of them are equivalent, this assumption may be violated for
the product system. Indeed, if (A(m), B(m)), m = 1, 2, are dominant patterns of the initial systems
then both (A(1) × A(2), B(1) × B(2)) and (A(1) × B(2), B(1) × A(2)) are dominant patterns of the
product system which, however, may fail to be equivalent. In such a case, our results may not be
applied directly to the product system but may be applied to each of the initial systems separately
and the conclusions may then be transferred to the product system.
Let us describe two examples where the above observations are useful (see Figure 7). As a first
example consider the spin system which is described within our framework as
S = {−1, 0, 1, 2}, λi = λ|i|, λi,j = 1{|i|+|j|≤2 and ij 6=1} (72)
for a parameter λ > 0. The model bears similarity with the multi-occupancy hard-core model
of Section 3.2.4 (model 2 with q = 2 in the notation there): Each vertex may be occupied by
0, 1 or 2 particles (of activity λ) with the sum of occupancies of neighbors not exceeding 2, and
with the additional feature that there are two types of single-occupancy states and neither one can
be adjacent to itself. The maximal patterns of this system are ({0}, {−1, 0, 1, 2}), ({0, 1}, {−1, 0})
and their reversals, all of which have weight (1 + λ)2 and are dominant. Thus our results do not
(directly) apply to the model as the dominant patterns are not all equivalent. Nonetheless, by
identifying the states (−1, 0, 1, 2) with ((0, 1), (0, 0), (1, 0), (1, 1)) one sees that the given system is
a product of the hard-core model (of Section 3.1.1) with itself. Consequently, when λ is sufficiently
large, each of the four dominant patterns gives rise to a distinct (ordered) Gibbs state and each
periodic Gibbs state (necessarily of maximal pressure) is a mixture of these four states.
As a second example, consider the system corresponding to graph homomorphisms to a two-
dimensional torus of side length 3, i.e., the system given by
S = T23, λi = 1, λi,j = 1{‖i−j‖1=1}
(where ‖i − j‖1 denotes the graph distance on the torus). This system has two types of maximal
patterns (besides the trivial (∅,S), (S, ∅)): ({v}, {v−e1, v+e1, v−e2, v+e2}) and ({v, v+e1+e2}, {v+
e1, v + e2}) (and their reversals), with v ∈ T23 and where e1 = (1, 0), e2 = (0, 1) and additions are
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performed modulo 3. All the non-trivial maximal patterns have weight 4 and are dominant, so that
our results cannot be applied directly as the dominant patterns are not all equivalent. It turns out,
however, that the system is equivalent to the product of the system of graph homomorphisms to
T3 with itself (this is not straightforward, as T23 is the so-called box product of graphs while the
products used in this section are the so-called tensor product. Indeed, it is not true that the system
corresponding to graph homomorphisms to T24 is a product of graph homomorphisms to T4). This
may be seen by identifying the vertex (x, y) ∈ T23 with the vertex (x + y, x − y) in the (tensor)
product of T3 with itself (see Figure 7). Consequently, each of the four dominant patterns gives
rise to a distinct Gibbs state and each periodic Gibbs state (necessarily of maximal pressure) is a
mixture of these four states.
We remark that the usefulness of product constructions was first pointed out to the authors in
a discussion with Martin Tassy who observed that the identification used in the second example
shows that the system of graph homomorphisms to Z2 is the product of the system of graph
homomorphisms to Z with itself.
3.4.3. Projections from Zd × {0, 1}. We write Zd × {0, 1} for the induced subgraph of Zd+1 on
the set of vertices whose last coordinate is 0 or 1. As stated after Theorem 1.3, our results remain
valid for spin systems on Zd × {0, 1}. This turns out to be useful even for studying spin systems
on Zd, as it turns out that certain spin systems on Zd are equivalent to simpler spin systems on
Zd × {0, 1}. For instance, we have seen in Section 3.1.3 that the Widom–Rowlinson model on Zd
is equivalent to the hard-core model on Zd × {0, 1} (and also, the asymmetric Widom–Rowlinson
model on Zd is equivalent to the hard-core model on Zd×{0, 1} with unequal sublattice activities)
and that our results yield stronger conclusions when first applied to the hard-core model and then
transferred through the equivalence than when applied directly to the Widom–Rowlinson model.
Let us explain the general mechanism behind this equivalence.
Consider a spin system on Zd×{0, 1} described in our framework by the triple (S, (λi)i∈S, (λi,j)i,j∈S).
The configurations of the system may also be viewed as configurations on Zd which assign a state
in S2 to every vertex. In this way, the given spin system on Zd × {0, 1} is equivalent to the spin
system on Zd described by the triple (S′, (λ′i)i∈S′ , (λ′i,j)i,j∈S′) defined by
S′ := {(i, j) ∈ S2 : λi,j > 0}, λ′(i,j) := λiλjλi,j , λ′(i,j),(k,`) := λi,kλj,`. (73)
This equivalence naturally translates to an equivalence between the Gibbs states of (S, (λi), (λi,j))
on Zd × {0, 1} and the Gibbs states of (S′, (λ′i), (λ′i,j)) on Zd.
The hard-core model on Zd × {0, 1} is equivalent by the above mechanism to the q = 2 anti-
Widom–Rowlinson model on Zd, which is itself equivalent to the standard Widom–Rowlinson model;
see Section 3.2.2. Additional examples of this mechanism include the equivalence of the beach model
on Zd (Section 1.3.2) to weighted graph homomorphisms from Zd×{0, 1} to the path of length 5, and
the equivalence of graph homomorphisms from Zd to Z to graph homomorphisms from Zd × {0, 1}
to the graph Z with loops added at every vertex (1-Lipschitz functions; see also Section 11.1.1).
The models in the latter equivalence lie outside the framework of this paper as their spin spaces
S are infinite (but see Section 3.4.4 below); Their equivalence was pointed out by Ariel Yadin [68,
Yadin bijection].
We remark that one may consider similar projections from Zd ×G to Zd for other finite graphs
G though we do not discuss specific models for which this may be useful.
3.4.4. Covering systems. We describe here a natural notion of “covering” between spin systems
on Zd which implies their equivalence.
Let H be a graph, without multiple edges but possibly with self loops. A cover of H is a graph
H and a surjective map ϕ : V (H)→ V (H) such that for each v ∈ V (H) the map ϕ restricted to the
neighbors of v in H is a bijection onto the neighbors of ϕ(v) in H. This notion will be used to “lift”
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graph homomorphisms from Zd to H to graph homomorphisms from Zd to H. Precisely, given
a graph G, a graph homomorphism fˆ : V (G) → V (H) is called a lift of a graph homomorphism
f : V (G) → V (H) if f = ϕ ◦ fˆ . The definition of a cover implies that, when G is connected,
any two lifts of f which coincide at one vertex must coincide everywhere. Lifts need not exist in
general: for instance, Z covers the 4-cycle C4 via the modulo 4 map, but any graph homomorphism
f : Z2 → V (C4) in which some 4-cycle of Z2 is mapped to all of C4 has no lift.
We now restrict attention to the special case that G = Zd with d ≥ 2 (results in the one-
dimensional case may differ as Z is not one-ended). A cover (H, ϕ) of H is lift-permitting if for
every graph homomorphism f : Zd → V (H) and vertices o ∈ Zd, v ∈ V (H) such that f(o) = ϕ(v)
there exists a lift fˆ : Zd → V (H) of f such that fˆ(o) = v. From the above discussion, such a lift is
unique. A necessary and sufficient condition for a cover to be lift-permitting is that for any path
(v0, v1, v2, v3, v4) in H with v0 6= v4, we have that ϕ(v0) 6= ϕ(v4). One may verify this using the fact
that the cycle space of Zd is generated by its basic 4-cycles. For example, the cover of the q-cycle
by Z (via the modulo q map) is lift-permitting for all q ≥ 3 except q = 4.
We now extend the above notions to that of a covering spin system. Consider a spin system
described in our framework by the triple (S, (λi)i∈S, (λi,j)i,j∈S). Let Hpos be the graph with vertex
set S and edge set {{i, j} : λi,j > 0}. Let (H, ϕ) be a lift-permitting cover of Hpos. Define a new
spin system (S′, (λ′i)i∈S′ , (λ′i,j)i,j∈S′) by
S′ := V (H), λ′i := λϕ(i), λ′i,j := λϕ(i),ϕ(j). (74)
Observe that the edges of H are exactly the pairs {i, j} ⊂ S′ with λ′i,j > 0. A spin system
(S′, (λ′i), (λ′i,j)) formed in this way is called a covering system of (S, (λi), (λi,j)) (via the map ϕ).
Covering systems are useful as there is a close connection between the Gibbs states of the two
systems and it may be the case that one system is technically easier to analyze than the other.
Let us elaborate on the connection between the Gibbs states: Let (S′, (λ′i), (λ′i,j)) be a covering
system of (S, (λi), (λi,j)), via a map ϕ : S′ → S. As usual, we assume that S is finite. However,
it is useful to note that the above definitions also make sense when S′ is (countably) infinite and
to explicitly allow this in our discussion (as an example, the proper 3-coloring model is covered by
graph homomorphisms to Z via the modulo 3 map). The following properties hold:
(1) Any Gibbs state for the covering system is pushed forward by ϕ to a Gibbs state for the
covered system (regardless of whether S′ is finite or infinite). This push-forward operation
preserves periodicity, extremality and pressure (with a suitable definition of pressure when
S′ is infinite).
(2) If S′ is finite, then any Gibbs state µ for the covered system is the push-forward by ϕ of
some Gibbs state µ′ for the covering system. Indeed, such a µ′ is obtained by sampling
a configuration from µ and then (independently) sampling uniformly among its (finitely
many) lifts. In particular, µ′ is (periodic) of maximal pressure if and only if µ is.
(3) If S′ is infinite, it may happen that there is a Gibbs state for the covered system which
is not the push-forward by ϕ of any Gibbs state for the covering system. We mention as
an example that the unique maximal-entropy Gibbs state for proper 3-colorings of Z2 is
not the push-forward (by the modulo 3 map) of any Gibbs state for graph homomorphisms
from Z2 to Z (this can be deduced from the results of [15, 23, 78]).
Thus, when S′ is finite, the push-forward of the set of maximal-pressure Gibbs states for the covering
system is precisely the set of maximal-pressure Gibbs states for the covered system. This gives a
certain equivalence between the two systems. When S′ is infinite, such an equivalence does not
necessarily hold, and more care is needed when trying to compare the systems.
(4) Say that a Gibbs state µ is “flat” if, for some pattern P , samples from µ almost surely have
a unique infinite connected component in the P -pattern. Then any flat Gibbs state µ for
the covered system is the push-forward by ϕ of some flat Gibbs state µ′ for the covering
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system (regardless of whether S′ is finite or infinite). Indeed, such a µ′ is obtained by fixing
a pattern P ′ (in the covering system) that is mapped by ϕ to P , sampling a configuration
f from µ and then lifting it to the unique configuration f ′ for which the unique infinite
P -cluster in f is lifted to a P ′-cluster in f ′. Moreover, if µ is extremal then so is µ′ and
every extremal Gibbs state for the covering system that is pushed-forward by ϕ to µ is
obtained in this way.
The significance of this is that when our results apply to the covered system, the Gibbs states
corresponding to dominant patterns are flat, so that they can be lifted to the covering system (even
when S′ is infinite), resulting in an analogous characterization of the maximal-pressure Gibbs states
for the covering system (i.e., each dominant pattern gives rise to a Gibbs state and any maximal-
pressure Gibbs state is a mixture of these). When our results instead apply to the covering system
(and not to the covered system), the existence of flat Gibbs states for the covered system follows,
as does the characterization of maximal-pressure Gibbs states for the covered system when S′ is
finite. This latter characterization does not immediately follow when S′ is infinite from what we
have said above, but are implied by the following:
(5) Suppose that (S˜, (λ˜i), (λ˜i,j)) is a second system covered by (S′, (λ′i), (λ′i,j)) via a map ϕ˜. If
every (periodic) maximal-pressure Gibbs state for the first covered system is a mixture of
flat Gibbs states, then so are those of the second covered system. To see this, suppose that
µ˜ is a Gibbs state for the second covered system. Fix a set in S′ containing exactly one
preimage of each element in S˜ under ϕ˜. Given f˜ ∈ S˜Zd , we lift f˜ to the unique f ′ whose
value at the origin belongs to the fixed set, and then project it to f ∈ SZd via ϕ. Let Φ
denote the map f˜ 7→ f . Denote µ0 be the push-forward of µ˜ by Φ. We use µ0 to construct
a Gibbs state for the first covered system (we do not claim that µ0 itself is a Gibbs state).
For each n ≥ 1, let µn be the average of the translates of µ0 by elements in [−n, n]d. Let
µ be any subsequential limit of µn. It is straightforward that µ is a translation-invariant
measure, and one may also check that it is a Gibbs state, and that it has the same pressure
as µ˜ when µ˜ is periodic. Suppose now that µ˜ is a maximal-pressure Gibbs state, and that
every maximal-pressure Gibbs state for the first covered system is a mixture of flat Gibbs
states. The previous items imply that µ also has maximal pressure. Thus, it is a mixture
of flat Gibbs states. To conclude that µ˜ is a mixture of flat Gibbs states, it remains only
to observe that, for any two vertices u, v ∈ Zd, the property that “there exists a dominant
pattern P such that u and v are connected by a path of vertices in the P -pattern” either
holds for both f˜ and f = Φ(f˜) or for neither. Since this occurs with probability bounded
from below (over the choice u and v) under µ, it is also so under µ˜.
We now discuss some applications. For simplicity, we mostly focus on homomorphism models
in the examples below (we emphasize that in the context of homomorphisms to a graph H, when
we talk about a covering of H, we mean in the sense of a covering system, so that the covering is
lift-permitting).
The bipartite cover. The biparitite covering is the “smallest” (non-trivial) covering and is defined
by taking H to be the graph with vertex set S× {0, 1} and edge set {{(i, 0), (j, 1)} : λi,j > 0}, and
taking ϕ to be the projection ϕ(i, p) = i. Observe that H is necessarily bipartite.
For example, the bipartite covering of the standard hard-core model is the 4-path with suitable
activities (this was used in Section 3.1.2 to allow for unequal sublattice activities), and the bipartite
covering of the proper 3-coloring model (equivalently, the 3-cycle) is the 6-cycle. More interestingly
for our purposes, there are systems which do not satisfy our assumptions, but whose bipartite
covering does. For instance, when H is a path on {−1, 0, 1} with loops at −1 and 1, there are
non-equivalent dominant patterns (e.g., ({1}, {0, 1}) and ({0}, {−1, 1})), but the bipartite covering
of H is the 6-cycle to which our results apply.
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We mention that the properties listed above imply that when our assumptions are satisfied for
either the system or its bipartite covering, the bipartite covering system has exactly twice as many
extremal (periodic) maximal-pressure Gibbs states.
Homomorphisms to infinite graphs. We have already seen that Z is a covering of the q-cycle
(via the modulo q map) for any q ≥ 3 except q = 4. While our results do not apply directly
to the model of homomorphisms to Z, the properties mentioned above allow us to obtain results
about homomorphisms to Z by applying our results to homomorphisms to any of these q-cycles.
Specifically, applying our results to the q-cycle yields that in dimensions d ≥ d0(q) (for a function
d0(q) increasing to infinity as q → ∞), each of the 2q dominant patterns gives rise to an ordered
Gibbs state and that all (periodic) maximal-entropy Gibbs states are mixtures of these. We then
deduce that for the Z-homomorphism model in dimensions d ≥ d0(3), there exists an ordered Gibbs
state for each pattern ({i}, {i−1, i+1}), i ∈ Z, and its reversal, and moreover, that every (periodic)
maximal-entropy Gibbs state is a mixture of these. Interestingly, we may now transfer this result
back down to the q-cycle to conclude that we can take d0(q) above to be independent of q (this
can be deduced from the results in Section 10.3 as discussed above, or more simply in this case by
noting that the 3-cycle and q-cycle have a common covering by a finite cycle).
In a similar manner, the graph on Z whose edge set is {{i, j} : |i− j| ≤ m} is a covering of the
m-Lipschitz q-clock model for 1 ≤ m < q4 and inverse temperature β =∞ (see Section 1.3.3), and
this can be used to remove the dependency on q as in (12).
We note that both examples above generalize to higher dimensions. For instance, the lattice Zk
covers the torus Tkq (via the coordinate-wise modulo q map) for any k ≥ 1 and q ≥ 3 except q = 4.
When k = 2, not all dominant patterns are equivalent, but together with the analysis for T23 given
in Section 3.4.2, this covering enables us to deduce results for T2q in all cases other than q = 4. The
case of T24 remains open (see Section 11.1.2).
Another family of infinite graphs of interest are the regular trees, which we discuss next.
Homomorphisms to regular trees and four-cycle free graphs. Consider the infinite k-
regular tree Tk, where k ≥ 3, and consider also the class of finite k-regular graphs which contain
no four-cycle and no self-loops. It is not hard to check that any such graph is covered by Tk (in
the sense of covering system; note that the four-cycle free property ensures that the covering is lift-
permitting). This observation was pointed out to us by Nishant Chandgotia (see the related [14]).
We also note that the maximal/dominant patterns in such a graph are ({v}, N(v)) and its reversal,
with v being any vertex. In particular, all dominant patterns are equivalent if and only if the graph
is transitive.
As with any infinite graph, our results cannot be directly applied to the model of homomorphisms
from Zd to Tk. To analyze this model using the ideas of this section, we would need to find a finite
graph that is covered by Tk and to which our results can be applied. Fortunately, it is known [50]
that there exist finite, transitive, k-regular, four-cycle free, loopless graphs (which are in fact Cayley
graphs with large girth). Let H be such a graph and note that (due to its transitivity) our results
can be applied for homomorphisms to H yielding that in high dimensions, each of the 2|V (H)|
dominant patterns gives rise to an ordered Gibbs state and that all (periodic) maximal-entropy
Gibbs states are mixtures of these. We then deduce that for the Tk-homomorphism model in
high dimensions, there exists an ordered Gibbs state for each pattern ({v}, N(v)), v ∈ Tk, and its
reversal, and moreover, that every (periodic) maximal-entropy Gibbs state is a mixture of these.
It may be worthwhile to mention that it is also possible to prove the existence of ordered states for
homomorphisms to Tk (and perhaps also the characterization of all maximal-entropy Gibbs states)
by a more direct approach (something of this sort is done for homomorphisms to Z in [68]).
Now consider a finite k-regular graph H with no four-cycles or self-loops. If H happens to be
transitive, then we can directly apply our results for homomorphisms to H. Otherwise, our results
cannot be applied directly, but we can use the fact that Tk is a covering of H in order to transfer
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the results from the Tk model to the H model. We conclude that, as in the case of transitive H, in
high dimensions, each of the 2|V (H)| dominant patterns gives rise to an ordered Gibbs state and
that all (periodic) maximal-entropy Gibbs states are mixtures of these.
3.5. Revisiting our first applications. We briefly revisit the first applications discussed in Sec-
tion 1.3 in order to explain the quantitative bounds stated there. See also Figure 4.
3.5.1. The AF Potts model. We first show that Dobrushin’s uniqueness condition is satisfied
when (6) holds. Let τ1, τ2 ∈ SN(v) be two boundary conditions which differ only at some u ∈ N(v),
and let µ1 and µ2 denote the distributions of the state of v with these boundary conditions. We
need to bound the total variation distance dTV(µ1, µ2). Let τ ∈ SN(v)\{u} be given by the common
values of τ1 and τ2, and let µ
τ be the distribution of the state of v under τ boundary condition
when the vertex u is removed from the graph. Then, as in [81, (3.9)], we have that dTV(µ1, µ2) ≤
maxi
µτ (1−fi)
µτ (fi)
, where fi(s) := e
−β1{s=τi(u)} . In particular, dTV(µ1, µ2) ≤ maxi (1−e
−β)µτ (τi(u))
1−(1−e−β)µτ (τi(u)) ≤
(1−e−β)p
1−(1−e−β)p , where p := maxη maxs∈S µ
η(s). Thus, Dobrushin’s condition holds when
1
p > (1− e−β)(2d+ 1). (75)
By the arithmetic-geometric mean inequality,
1
p = minn1+···+nq=2d−1
e−βn1+···+e−βnq
e−βn1 = minn2+···+nq=2d−1
(1 + e−βn2 + · · ·+ e−βnq) ≥ qe−β(2d−1)/q.
Hence, using also that 1− exp(−β) ≤ β, Dobrushin’s condition holds when
q
β(2d+1)e
−β(2d+1)/q > 1
It thus suffices that β(2d + 1)/q < c, where c > 0 is the unique solution to c = e−c. Using that
c > 1/2, we obtain the second condition in (6). For the first condition, note that if q ≥ 2d then
1
p = minn2+···+nq=2d−1
(1 + e−βn2 + · · ·+ e−βnq) > 1 + q − 2d.
In particular, (75) is satisfied when q > 2d(2− e−β).
We check that the model is in the ordered regime when (7) holds by checking condition (14). Re-
call that the dominant patterns are partitions (A,B) of {1, . . . , q} such that {|A|, |B|} = {b q2c, d q2e},
so that ωdom = b q2cd q2e. The maximum defining ρbulkpat in (18) is obtained for patterns (A,B) with
|A| = b q2c − 1 and |B| = d q2e+ 1, and the maximum defining ρbdrypat is obtained when |A| = d q2e and
|A′| = d q2e − 1. In particular, 1 − ρbulkpat ≈ q−2 and 1 − ρbdrypat ≈ q−1. It is immediate that ρact = q
and ρint = e
−β. Thus, α0 ≈ min{ 1q2 , 1−exp(−β/2)q } ≈ min{ 1q2 , βq }. Plugging this into condition (14)
yields (7).
3.5.2. The beach model. The maximal patterns are ({−1, 1}, {−1, 1}), the pattern ({1, 2}, {1, 2})
and its negation, the pattern ({1}, {−1, 1, 2}), its negation and their reversals, and the pattern (∅,S)
and its reversal. Recall that the dominant patterns depend on whether λ > 1 or λ < 1. We check
in each case when condition (15) is satisfied.
Let us first consider the case λ > 1. The dominant patterns are ({1, 2}, {1, 2}) and its negation
so that ωdom = (1 + λ)
2. One checks that ρbulkpat = max{ 4(1+λ)2 , 2+λ(1+λ)2 } ≤ 1λ and that ρbdrypat = 11+λ .
Plugging this into (15) yields the upper bound on λc in (9).
Let us now consider the case λ < 1. The unique dominant pattern is ({−1, 1}, {−1, 1}) so that
ωdom = 4. One checks that ρ
bulk
pat = max{ (1+λ)
2
4 ,
2+λ
4 } so that − log(ρbulkpat ) ≈ 1−λ (when λ ≤ 1) and
ρbdrypat =
1
2 . Plugging this into (15) yields the lower bound on λc in (9) (since Theorem 2.3 implies
that there is a unique translation invariant Gibbs state in this case).
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3.5.3. Clock models. We check that the model is in the ordered regime when (11) holds by
checking condition (23). First note that when q > 4m all maximal patterns of the model have
the form (A,B) where both A and B are intervals in Zq with the same midpoint which satisfy
|A| + |B| = 2(m + 1) (and the trivial patterns (∅,S), (S, ∅)). The dominant patterns arise when
|A| = |B| = m + 1. A simple calculation shows that ρbulkpat = 1 − 1(m+1)2 , ρbdrypat = 1 − 1m+1 ,
ρint = e
−β, ρact = q and |Pmax| ≤ q2. Recalling (26) it follows that q ≈ log q. This implies that
α0 ≈ min{ 1m2 , βm}. Instead of (23) we require the slightly stronger condition
α1 ≥ Cq log
3/2 d
d1/4
and
− log ρint
4 log(dρact)
≥ min
{
1,
|S|
2d
+
|S| log(2dρact)
d3/4q log3/2 d
}
.
This is satisfied when
m2 log q ≤ cd
1/4
log3/2 d
and β ≥ Cm log q log
3/2 d
d1/4
+ C log(dq) ·min
{ q
d3/4
, 1
}
. (76)
and it is not difficult to see that this condition is implied by (11).
4. Preliminaries
In this section we give some notation and preliminary results which will be used throughout the
proof in the following sections.
4.1. Notation. Let G = (V,E) be a graph. For vertices u, v ∈ V such that {u, v} ∈ E, we say that
u and v are adjacent and write u ∼ v. We denote the graph-distance between u and v by dist(u, v).
For two non-empty sets U,W ⊂ V , we denote by dist(U,W ) the minimum graph-distance between
a vertex in U and a vertex in W . For a subset U ⊂ V , denote by N(U) the neighbors of U , i.e.,
vertices in V adjacent to some vertex in U , and define for t > 0,
Nt(U) := {v ∈ V : |N(v) ∩ U | ≥ t}.
In particular, N1(U) = N(U). Denote the external boundary and the internal boundary of U by
∂◦U := N(U) \ U and ∂•U := ∂◦U c,
respectively. Denote also
∂•◦U := ∂•U ∪ ∂◦U and U+ := U ∪ ∂◦U.
For a positive integer r, we denote
U+r := {v ∈ V : dist(v, U) ≤ r}.
The set of edges between two sets U and W is denoted by
∂(U,W ) := {{u,w} ∈ E : u ∈ U, w ∈W}.
The edge-boundary of U is denoted by ∂U := ∂(U,U c). We also define the set of out-directed
boundary edges of U to be
~∂U := {(u, v) : u ∈ U, v ∈ U c, u ∼ v}.
We write ~∂U := ~∂(U c) for the in-directed boundary edges of U . We also use the shorthands
u+ := {u}+, ∂u := ∂{u} and ~∂u := ~∂{u}. The diameter of U , denoted by diamU , is the maximum
graph-distance between two vertices in U , where we follow the convention that the diameter of the
empty set is −∞. For a positive integer r, we denote by G⊗r the graph on V in which two vertices
are adjacent if their distance in G is at most r.
We consider the graph Zd with nearest-neighbor adjacency, i.e., the edge set E(Zd) is the set of
{u, v} such that u and v differ by one in exactly one coordinate. A vertex of Zd is called even (odd)
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if it is at even (odd) graph-distance from the origin. We denote the set of even and odd vertices of
Zd by Even and Odd, respectively.
For t > 0 and an integer n ≥ 1, we denote ( n≤t) := ∑btck=0 (nk) and note that ( n≤t) ≤ (en/t)t.
4.2. Odd sets and regular odd sets. We say that a set U ⊂ Zd is odd (even) if its internal
boundary consists solely of odd (even) vertices, i.e., U is odd if and only if ∂•U ⊂ Odd and it is
even if and only if ∂•U ⊂ Even. We say that an odd or even set U is regular if both it and its
complement contain no isolated vertices. Observe that U is odd if and only if (Even ∩ U)+ ⊂ U
and that U is regular odd if and only if U = (Even ∩ U)+ and U c = (Odd ∩ U c)+.
An important property of odd sets is that the size of their edge-boundary is directly related to
the difference between the number of odd and even vertices it contains.
Lemma 4.1 ([27, Lemma 1.3]). Let A ⊂ Zd be finite and odd. Then 12d |∂A| = |Odd∩A|−|Even∩A|.
In particular, if A contains an even vertex then |∂A| ≥ 2d(2d− 1).
4.3. Co-connected sets. In this section, we fix an arbitrary connected graph G = (V,E). A set
U ⊂ V is called co-connected if its complement V \ U is connected. For a set U ⊂ V and a vertex
v ∈ V , we define the co-connected closure of U with respect to v to be the complement of the
connected component of V \ U containing v, where it is understood that this results in V when
v ∈ U . We say that a set U ′ ⊂ V is a co-connected closure of a set U ⊂ V if it is its co-connected
closure with respect to some v ∈ V . Evidently, every co-connected closure of a set U is co-connected
and contains U . The following simple lemma summarizes some basic properties of the co-connected
closure (see [28, Lemma 2.5] for a proof).
Lemma 4.2. Let A,B ⊂ V be disjoint and let A′ be a co-connected closure of A. Then
(a) ∂•A′ ⊂ ∂•A, ∂◦A′ ⊂ ∂◦A and ∂A′ ⊂ ∂A.
(b) ∂•(B \A′) ⊂ ∂•B and ∂◦(B \A′) ⊂ ∂◦B.
(c) If B is co-connected then B \A′ is also co-connected.
(d) If B is connected then either B ⊂ A′ or B ∩A′ = ∅.
The following lemma, taken from [26, Proposition 3.1] and based on ideas of Tima´r [85], estab-
lishes the connectivity of the boundary of subsets of Zd which are both connected and co-connected.
Lemma 4.3. Let A ⊂ Zd be connected and co-connected. Then ∂•◦A is connected.
4.4. Graph properties. In this section, we gather some elementary combinatorial facts about
graphs. Here, we fix an arbitrary graph G = (V,E) of maximum degree ∆.
Lemma 4.4. Let U ⊂ V be finite and let t > 0. Then
|Nt(U)| ≤ ∆
t
· |U |.
Proof. This follows from a simple double counting argument.
t|Nt(U)| ≤
∑
v∈Nt(U)
|N(v) ∩ U | =
∑
u∈U
∑
v∈Nt(U)
1N(u)(v) =
∑
u∈U
|N(u) ∩Nt(U)| ≤ ∆|U |. 
The next lemma follows from a classical result of Lova´sz [63, Corollary 2] about fractional vertex
covers, applied to a weight function assigning a weight of 1t to each vertex of S.
Lemma 4.5. Let S ⊂ V be finite and let t ≥ 1. Then there exists a set T ⊂ S of size |T | ≤ 1+log ∆t |S|
such that Nt(S) ⊂ N(T ).
The following standard lemma gives a bound on the number of connected subsets of a graph.
Lemma 4.6 ([8, Chapter 45]). The number of connected subsets of V of size k + 1 which contain
the origin is at most (e(∆− 1))k.
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4.5. Entropy. In this section, we give a brief background on entropy (see, e.g., [65] for a more
thorough discussion). Let Z be a discrete random variable and denote its support by suppZ. The
Shannon entropy of Z is
Ent(Z) := −
∑
z
P(Z = z) logP(Z = z),
where we use the convention that such sums are always over the support of the random variable in
question. Given another discrete random variable Y , the conditional entropy of Z given Y is
Ent(Z | Y ) := E[Ent(Z | Y = y)] = −∑
y
P(Y = y)
∑
z
P(Z = z | Y = y) logP(Z = z | Y = y).
This gives rise to the following chain rule:
Ent(Y,Z) = Ent(Y ) + Ent(Z | Y ), (77)
where Ent(Y,Z) is shorthand for the entropy of (Y, Z). A simple application of Jensen’s inequality
gives the following two useful properties:
Ent(Z) ≤ log | suppZ| (78)
and
Ent(Z | Y ) ≤ Ent(Z | φ(Y )) for any function φ. (79)
Equality holds in (78) if and only if Z is a uniform random variable. Together with the chain rule,
(79) implies that entropy is subadditive. That is, if Z1, . . . , Zn are discrete random variables, then
Ent(Z1, . . . , Zn) ≤ Ent(Z1) + · · ·+ Ent(Zn). (80)
The following is an extension of this inequality.
Lemma 4.7 (Shearer’s inequality [17]). Let Z1, . . . , Zn be discrete random variables. Let I be a
collection of subsets of {1, . . . , n} such that |{I ∈ I : i ∈ I}| ≥ k for every i. Then
Ent(Z1, . . . , Zn) ≤ 1
k
∑
I∈I
Ent((Zi)i∈I).
5. Main steps of proof
In this section, we give the main steps of the proof of Theorem 2.1 (the quantitative version of
Theorem 1.1), providing definitions, stating lemmas and propositions, and concluding Theorem 2.1
from them. The proofs of the technical lemmas and propositions are given in subsequent sections.
The reader may also find it helpful to consult the overview given in the companion paper [71], as
the high-level proofs are rather similar. The assumption of Theorem 2.1 is that either (14), (23),
(30), (31) or Condition 2.4 holds. It will be shown in Section 8 that the four former conditions are
particular cases of the latter Condition 2.4. We thus assume the latter and let α, γ, , ¯ be as in
Condition 2.4. We also let q be as in (24) and α˜ as in (20).
5.1. Notation. Throughout Section 5, we fix a domain Λ ⊂ Zd and a dominant pattern
P0 = (A0, B0) such that |A0| ≤ |B0|. (81)
Recall that
PΛ,P0 is supported on configurations satisfying that ∂•Λ is in the P0-pattern. (82)
In proving statements for this finite-volume measure, it will be technically convenient to work in
an infinite-volume setting as follows. Sample f from PΛ,P0 and extend it to a configuration on Zd
by requiring that
{f(v)}v∈Zd\Λ are independent random variables, independent also from f |Λ, (83)
LONG-RANGE ORDER IN DISCRETE SPIN SYSTEMS 39
and
P(f(v) = i) =

λi
λA0
if v is even and i ∈ A0
λi
λB0
if v is odd and i ∈ B0
0 otherwise
for any v /∈ Λ, (84)
where we recall from (16) the notation λI =
∑
i∈I λi for a set I ⊂ S. With a slight abuse of
notation, we continue to denote the distribution of the configuration f obtained as such by PΛ,P0 .
Recall the notion of equivalent patterns given in Section 1.1. We say that two patterns (A,B)
and (A′, B′) are direct-equivalent if there is a bijection ϕ : S→ S such that
ϕ(A) = A′, ϕ(B) = B′, λϕ(i) = λi, λϕ(i),ϕ(j) = λi,j for all i, j ∈ S. (85)
Thus, (A,B) and (A′, B′) are equivalent if and only if (A,B) is direct-equivalent to either (A′, B′)
or (B′, A′). Denote the set of dominant patterns by P. Let P0 be the set of dominant patterns
which are direct-equivalent to P0 and let P1 := P \ P0 be the set of those which are not. The
difference between dominant patterns in P0 and P1 plays an important role. For this reason, it will
be convenient to use a notation which distinguishes the two. For P = (A,B) ∈ P, denote
(Pbdry, Pint) :=
{
(A,B) if P ∈ P0
(B,A) if P ∈ P1
, (86)
so that, for any P ∈ P,
(Pbdry, Pint) is direct-equivalent to P0 and |Pbdry| ≤ |Pint|. (87)
We think of Pbdry as the “small side” of the dominant pattern and of Pint as the “large side”
(although they may happen to have the same size). The reason for the names “bdry” and “int”
(short for boundary and internal) will become more apparent in the next section (vertices on the
boundary of P -ordered regions will have values in Pbdry). We also use the term P -even to mean
“even” when P ∈ P0 and “odd” when P ∈ P1, and similarly, P -odd to mean “odd” when P ∈ P0
and “even” when P ∈ P1. With this terminology, for any P ∈ P and v ∈ Zd,
v is in the P -phase ⇐⇒ f(v) ∈ Pbdry when v is P -even,
v is in the P -phase ⇐⇒ f(v) ∈ Pint when v is P -odd. (88)
Note that P0-even is even and P0-odd is odd. We denote by EvenP and OddP the set of P -even
and P -odd vertices of Zd, respectively.
As the notion of patterns suggests and as was explained in Section 2.1, pairs of spins interacting
with maximum interaction weight are of primary importance. It is therefore convenient to consider
the graph H of maximum interaction pairs – this is the graph on S whose edge set is
E(H) = {{i, j} ⊂ S : λi,j = λintmax}.
Note that H may have self-loops. Following our graph notation (see Section 4.1), we write i ∼ j
for adjacent i and j in H, and N(i) for the neighborhood of i in H. Another notion which plays
a role in the proofs is that of common neighbors in H. For a set I ⊂ S, we denote the common
neighbors of I in H by
R(I) :=
⋂
i∈I
N(i) = {j ∈ S : j ∼ i for all i ∈ I},
where it is understood that R(∅) := S. Thus, R(I) represents the set of spins which interact with
maximum interaction weight with all spins in I. Observe that I ⊂ R(R(I)) for any I ⊂ S and that
(A,B) is a pattern if and only if A ⊂ R(B) and B ⊂ R(A). In particular, (I,R(I)) is always a
pattern. Say that
I ⊂ S is an R-set if it satisfies I = R(R(I)).
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Observe that R3 = R so that R(I) is an R-set for any I ⊂ S. In particular, S = R(∅) is always an
R-set, whereas ∅ is an R-set if and only if no spin is adjacent to all spins (including itself). Note
also that a pattern (A,B) is maximal if and only if A = R(B) and B = R(A) if and only if A and
B are R-sets. In particular, every dominant pattern is maximal and the mapping (A,B) 7→ A is a
bijection between the set of maximal patterns and the collection of R-sets. Note that any pattern
(A,B) extends to a maximal pattern (A′, B′) = (R(R(A)), R(A)) in which A ⊂ A′ and B ⊂ B′.
Consider the equivalence relation 'R on subsets of S in which
I 'R J ⇐⇒ R(I) = R(J) [⇐⇒ R(R(I)) = R(R(J))].
Then the R-set R(R(I)) is a canonical representative of the equivalence class of I. Throughout the
proof, we will mostly be interested in the 'R equivalence class of a given set.
Policy on constants: In the rest of the paper, we employ the following policy on constants.
We write C, c, C ′, c′ for positive absolute constants, whose values may change from line to line.
Specifically, the values of C,C ′ may increase and the values of c, c′ may decrease from line to line.
5.2. Identification of ordered and disordered regions. Let f : Zd → S be a configuration. We
wish to identify “ordered” and “disordered” regions in the configuration. That is, to each dominant
pattern P , we aim to associate a subset of Zd, with the idea that the vertices in this subset are
“ordered” according to the P -pattern. A first naive idea is to consider the set
SP (f) :=
{
v ∈ Zd : v is in the P -pattern}.
However, in many models (e.g., the AF Potts model), every vertex is in several different dominant
patterns and this will not lead to a useful notion of ordering. It turns out to be more useful to look
at whether all the neighbors of the vertex are in the P -pattern. It also turns out to be important
to distinguish between P -even and P -odd vertices at this point. Specifically, we define
TP (f) :=
{
v ∈ Zd : v is P -odd, N(v) ⊂ SP (f)
}
=
{
v ∈ Zd : v is P -odd, f(N(v)) ⊂ Pbdry
}
and
ZP = ZP (f) := TP (f)
+ and Z ′P = Z
′
P (f) := (TP (f) \ SP (f))+. (89)
One should regard ZP as the region that is ordered according to the P -pattern (more precisely, the
P -even vertices there are in the P -pattern), with the exception that Z ′P ⊂ ZP marks the sub-region
where this order is partially violated (more precisely, the P -even vertices there are adjacent to a
vertex that is not in the P -pattern). In some special cases, including the zero-temperature AF
Potts model, the ZP are sufficient for us to carry out our arguments. However, in the general case,
we also require the additional information encoded by the Z ′P . Note that the ZP may overlap each
other and that their union may not cover the entire space. This motivates the following notation:
Znone :=
⋂
P
(ZP )
c, Zoverlap :=
⋃
P 6=Q
(ZP ∩ ZQ), Zdefect :=
⋃
P
Z ′P .
As we shall show, regions of this type, along with the boundaries of ZP , are regions where the
configuration f does not achieve its maximal entropy per vertex, in a way which is quantified later.
It will be our task to prove that such regions are not numerous and this will lead to a proof of
Theorem 2.1. To this end, we define
Z∗ :=
⋃
P
∂•◦ZP ∪ Znone ∪ Zoverlap ∪ Zdefect. (90)
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5.3. Breakups – definition and existence. With Theorem 2.1 in mind, our goal is to show
that v is typically in the P0-pattern. One checks that ZP \ Z ′P is in the P -pattern, and therefore
it suffices to show that, with high probability, v belongs to ZP0 \ Z∗. This, in turn, follows by
showing that there is a path from v to infinity avoiding Z∗. If no such path exists, there needs
to be a connected component of Z+∗ which disconnects v from infinity. Our focus is then on these
connected components and this motivates the notions of a breakup and a breakup seen from v,
which we now aim to define.
The geometric structure of a breakup is captured by the following notion of an atlas. An atlas
is a collection X = (XP , X
′
P )P∈P of subsets of Zd such that, for every P ,
X ′P ⊂ XP and XP and X ′P are regular P -even sets. (91)
For an atlas X, we define
Xnone :=
⋂
P
(XP )
c, Xoverlap :=
⋃
P 6=Q
(XP ∩XQ), Xdefect :=
⋃
P
X ′P ,
and
X∗ :=
⋃
P
∂•◦XP ∪Xnone ∪Xoverlap ∪Xdefect.
We say that an atlas X is non-trivial if X∗ is non-empty and that it is finite if X∗ is finite. For a
set V ⊂ Zd, we also say that an atlas X is seen from V if every finite connected component of X+5∗
disconnects some vertex v ∈ V from infinity.
Let f : Zd → S be a configuration. An atlas X is a breakup of f (with respect to the fixed domain
Λ and boundary pattern P0) if it satisfies that
Λc ⊂ XP0 (92)
and the following two conditions hold for every dominant pattern P and every vertex v ∈ X+5∗ :
If v is P -odd then v ∈ XP ⇐⇒ N(v) is in the P -pattern. (93)
If v is P -even then v ∈ X ′P ⇐⇒ N(v) ∩XP is not in the P -pattern. (94)
The latter two properties are stated in terms of the values on the neighbors of a vertex v. It is
convenient to note their implication on the value at v itself. Suppose that X is a breakup of f and
let P be a dominant pattern. Then, by (88), (91), (93) and (94),
f(v) ∈ Pbdry for any P -even v ∈ X+5∗ ∩XP , (95)
f(v) ∈ Pint for any P -odd v ∈ X+5∗ ∩XP \X ′P . (96)
Observe also that
f(N(v)) 6⊂ Pbdry for any P -odd v ∈ Xnone, (97)
f(u) ∈ Pbdry and f(N(v)) 6⊂ Pbdry for any (u, v) ∈ ~∂XP , (98)
f(u) ∈ Pbdry and f(N(u)) 6⊂ Pint for any P -even u ∈ X ′P . (99)
The following lemma, whose proof is given in Section 6.1, shows that whenever there is a violation
of the boundary pattern, there exists a breakup that “captures” that violation. Let Z+5∗ (f, V )
denote the union of connected components of Z∗(f)+5 that are either infinite or disconnect some
vertex in V from infinity.
Lemma 5.1 (existence of breakups seen from a vertex/set). Let f : Zd → S be such that int(Λ)c is
in the P0-pattern and let V ⊂ Λ. Then there exists a breakup X of f such that X+5∗ = Z+5∗ (f, V ).
In particular,
• X is seen from V .
• X is non-trivial if V +5 either intersects Z∗(f) or is not in the P0-pattern.
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• V +5 ∩XP0 \X ′P0 is in the P0-pattern.
5.4. Unlikeliness of breakups. Now that we have a definition of breakup and we know that any
violation of the boundary pattern creates a non-trivial breakup, it remains to show that breakups
are unlikely.
The main part of the proof consists of obtaining a quantitative bound of the probability of a
large breakup. Nevertheless, formally one also needs to rule out the existence of an infinite breakup.
As this does not require a quantitative bound, it is actually rather simple to do so. The following
lemma is proved in Section 6.2.
Lemma 5.2. PΛ,P0-almost surely, every breakup seen from a finite set is finite.
We now discuss the quantitative bound on finite breakups. To this end, denote by X the collection
of atlases which have a positive probability of being a breakup and denote
XL,M,N :=
{
X ∈ X :
∣∣∣⋃
P
∂XP
∣∣∣ = L, |Xoverlap ∪Xdefect| = M, |Xnone| = N
}
.
Proposition 5.3. For any finite V ⊂ Zd and any integers L,M,N ≥ 0, we have
PΛ,P0(there exists a breakup in XL,M,N seen from V ) ≤ 2|V | · exp
(−cα˜(Ld +M + N)) .
This is the main technical proposition of this paper. An overview of the tools used to prove
the proposition is given in the rest of Section 5, with the detailed proofs appearing in Section 6,
Section 7 and Section 9.
Based on the above, it is now a simple matter to deduce Theorem 2.1.
Proof of Theorem 2.1. Suppose that v is not in the P0-pattern. Lemma 5.1 implies the existence
of a non-trivial breakup X seen from v. By Lemma 5.2, we may assume that X is finite so that
X ∈ XL,M,N for some L,M,N ≥ 0. Since X is also non-trivial, some set in {XP , XcP , X ′P , (X ′P )c}P
is both non-empty and not Zd. Recalling (91) and applying Lemma 4.1 (or its analogue for even
sets) to any such set shows that L ≥ d2. Therefore, by Proposition 5.3,
PΛ,P0
(
v is not in the P0-pattern
) ≤ ∑
L≥d2,M,N≥0
2 exp
(−cα˜(Ld +M + N)) .
Using (34) and perhaps decreasing the universal constant there, the desired inequality follows. 
5.5. Unlikeliness of specific breakups. Towards establishing Proposition 5.3, it is natural to
first prove that a specific atlas is unlikely to be a breakup. Precisely, we would like to show that,
for any X ∈ XL,M,N , we have
PΛ,P0(X is a breakup) ≤ exp
(−cα(Ld +M + N)) . (100)
Proving this bound (or rather the mildly stronger Proposition 5.4 below) is one of two main technical
parts of our paper and involves as a key step the use of Shearer’s inequality in order to quantitatively
estimate the loss of entropy (and energy) on the regions of the configuration in X∗. The parts
pertaining to Shearer’s inequality are developed in Section 5.7 and Section 7, while Proposition 5.4
is deduced in Section 6.
It is temping to conclude that breakups are unlikely by summing the bound (100) over all atlases
in XL,M,N that are seen from V . This approach applies to spin systems in which the parameter α is
sufficiently large, as the bound (100) is sufficiently small in this case. Unfortunately, this approach
fails in many models of interest to us, such as the AF Potts model (even at zero temperature, where
it becomes the proper coloring model), as the size of the above collection of atlases exceeds the
reciprocal of the bound (100). Overcoming this obstacle forms the second main technical part of
our paper and requires an analysis of the structure of atlases. This idea is developed in detail in
Section 5.6 and Section 9.
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It is convenient to state already here a bound which is stronger than (100), involving a certain
coarse-graining of the sets X ′P , as the details of this step are rather distinct and simpler than those
used in the general coarse-graining strategy discussed in Section 5.6 below. Thus, we prove the
following statement in which, rather than the specifying the specific sets X ′P , one needs only to
specify a single set H containing all of these sets (and not too much more). Precisely, given an
atlas X ∈ XL,M,N and a set H ⊂ Zd, denote
XL,M,N (X,H) :=
{
Xˆ ∈ XL,M,N : (XˆP )P = (XP )P and Xˆdefect ⊂ H ⊂ Xˆ+3∗
}
. (101)
Proposition 5.4. For any X ∈ XL,M,N and H ⊂ Zd such that |H| ≤M
√
d, we have
PΛ,P0
(
there exists a breakup Xˆ ∈ XL,M,N (X,H)
) ≤ exp (−cα(Ld +M + N)) .
5.6. Approximations. As mentioned, the standard union bound does not allow to upgrade the
bound of Proposition 5.4 to that of Proposition 5.3. Instead, we employ a delicate coarse-graining
scheme for the possible breakups according to their rough features. For notational convenience, we
write Q ' P when Q and P are direct-equivalent dominant patterns.
Let A = ((AP )P∈P , Adefect, A∗, A∗∗) be a collection of subsets of Zd such that each AP is P -
even and A∗ ⊂ A∗∗. We say that A is an approximation of an atlas X ∈ XL,M,N if the following
conditions hold for all P :
(A1) AP ⊂ XP ⊂ AP ∪ (OddP ∩A∗) ∪ (EvenP ∩A∗∗).
(A2) OddP ∩A∗ ⊂ Nd(
⋃
Q'P AQ).
(A3) Adefect ⊂ Xdefect ∪N2d(Xdefect) ⊂ Adefect ∪A∗∗.
(A4) A∗∗ ⊂ X+3∗ .
(A5) |A∗∗| ≤ C(L+dM) log d√
d
.
Since A∗ ⊂ A∗∗, property (A1) implies that AP ⊂ XP ⊂ AP ∪ A∗∗ for all P . In words, the sets
AP indicate vertices which are guaranteed to be in XP while the set A
∗∗ indicates vertices whose
classification into the various XP is not fully specified by the approximation. The distinguished
subset A∗ ⊂ A∗∗ conveys additional information through (A1) and (A2): A P -odd vertex is either
guaranteed to belong to XP (if it belongs to AP ), is guaranteed not to belong to XP (if it does
not belong to AP ∪ A∗), or at least half of its neighbors belong to
⋃
Q'P AQ. In light of (A3), we
think of Adefect as a rough approximation of Xdefect. The other two properties further restrict the
“missing information”, with (A4) ensuring that A∗∗ is only present near X∗ and (A5) ensuring that
A∗∗ is not too large.
The following proposition shows that one may find a small family which contains an approxima-
tion of every atlas seen from a given set.
Proposition 5.5. For any integers L,M,N ≥ 0 and any finite set V ⊂ Zd, there exists a family
A of approximations of size
|A| ≤ 2|V | · exp
(
CL (q+log d) log d
d3/2
+ C(M +N) log
2 d
d
)
such that any X ∈ XL,M,N seen from V is approximated by some element in A.
Of course, working with approximations, finding a suitable modification of (100) becomes a more
complicated task. The following proposition provides a similar bound on the probability of having
a breakup which is approximated by a given approximation
Proposition 5.6. For any approximation A and any integers L,M,N ≥ 0, we have
PΛ,P0(A approximates some breakup in XL,M,N ) ≤ exp
(−cα˜(Ld +M + N)) .
We are now ready to complete the proof of Proposition 5.3.
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Proof of Proposition 5.3. Let A be a family of approximations as guaranteed by Proposition 5.5.
Let Ω be the event that there exists a breakup in XL,M,N seen from V and let Ω(A) be the event that
there exists a breakup in XL,M,N seen from V and approximated by A. Then, by Proposition 5.5
and Proposition 5.6,
PΛ,P0(Ω) ≤
∑
A∈A
PΛ,P0(Ω(A)) ≤ 2|V | · exp
(
CL(q+log d) log d
d3/2
+ C(M+N) log
2 d
d − cα˜
(
L
d +M + N
))
.
The proposition now follows using (34). 
The proofs of Lemma 5.1, Lemma 5.2, Proposition 5.4 and Proposition 5.6 are given in Section 6.
The proofs of the latter two propositions rely on Lemma 5.7, which is stated below and proven in
Section 7. The proof of Proposition 5.5 is given in Section 9.
5.7. The repair transformation and upper bounds on entropy. Here we explain the main
ideas behind the proofs of Proposition 5.4 and Proposition 5.6, providing also important definitions
and a key lemma that will be used in the proof. As the main ideas are already present in the proof
that a given breakup is unlikely, we focus on explaining (100). Thus, we let X = (XP , X
′
P )P be
given and aim to bound the probability that X is a breakup of f , when f is sampled from PΛ,P0 .
Let Ω be the set of configurations having X as a breakup. To establish the desired bound on
PΛ,P0(Ω), we apply the following one-to-many operation to every f ∈ Ω: (i) Erase the spin values
at all vertices of X∗. (ii) For each dominant pattern P , apply a permutation of S which takes P
to P0 (given by the assumption that all dominant patterns are equivalent) to the spin values of f
on XP \X∗, and also, in the case that P and P0 are not direct equivalent, shift the configuration
in XP \X∗ by a single lattice site in some fixed direction (such a shift was first used by Dobrushin
for the hard-core model [21]). (iii) Arbitrarily assign spin values in the P0-pattern at all remaining
vertices (making the transformation multiple valued).
Noting that the resulting configuration is always of larger or equal probability than the original,
and that no entropy is lost in step (ii), it remains to show that the entropy gain in step (iii) is
much larger than the entropy loss in step (i). The gain in step (iii) is either log |A0| or log |B0| per
vertex according to its parity, making the entropy gain an easily computable quantity. The main
challenge is thus to bound the loss in step (i), and the method used for this purpose is described
next.
Our bound relies on entropy methods (see Section 4.5 for the definition of entropy). Specifically,
we make use Shearer’s inequality (Lemma 4.7), first used in a similar context by Kahn [52], followed
by Galvin–Tetali [37].
To get an idea of how one may use Shearer’s inequality, assume for the moment that the model
under consideration is a non-weighted homomorphism model (i.e., all single-site activities λi are 1
and all pair interactions λi,j are 0 or 1), and let f ∈ Ω be uniformly chosen (in general, we should
consider the conditional distribution of f given that f ∈ Ω, and we should replace entropy a suitable
counterpart). Let F be the configuration coinciding with f on X∗ and equaling a fixed symbol ?
on Xc∗. Thus, F has the same entropy as f |X∗ , so that our goal is to bound the entropy of F .
Applying Shearer’s inequality to the collection of random variables (Fv)v∈Even with the collection
of covering sets I = {N(v)}v∈Odd yields
Ent(F ) = Ent(F |Even) + Ent(F |Odd | F |Even) ≤
∑
v∈Odd
[
Ent(F |N(v))
2d + Ent
(
F (v) | F |N(v)
)]
.
Averaging this with the inequality obtained by reversing the roles of Even and Odd yields that
Ent(F ) ≤ 1
2
∑
v
[
Ent
(
F (N(v))
)
2d︸ ︷︷ ︸
I
+
Ent
(
F |N(v) | F (N(v))
)
2d + Ent
(
F (v) | F (N(v)))︸ ︷︷ ︸
II
]
,
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The advantage of this bound is that it is local, with each term involving only the values of F
on a vertex and its neighbors. The terms corresponding to vertices v at distance 2 or more from
X∗ equal zero as F is deterministic in their neighborhood. The boundary terms corresponding to
vertices v in ∂•◦X∗ need to be handled with careful bookkeeping, which we do not elaborate on here.
Each of the remaining terms admits the simple bounds I ≤ |S| log 22d and II ≤ logωdom, which only
take into account the fact that F (v) ∈ R(F (N(v))) ⊂ S. Equality in the second bound is achieved
when (F (v), F |N(v)) is uniformly distributed in A×B2d for some dominant pattern (A,B) (and in
certain mixtures of such distributions). To obtain stronger bounds, we use additional information
implied by the knowledge that f ∈ Ω.
The type of additional information we shall use in order to improve the naive bounds is based on
five notions — non-dominant vertices, vertices having unbalanced neighborhoods, restricted edges,
highly energetic vertices and vertices having a unique pattern — all of which we now define. These
notions are somewhat abstract (and not directly related to a specific breakup) in order to allow
sufficient flexibility for the proof of both Proposition 5.4 and Proposition 5.6. While these notions
will be used for all models, some of our heuristic explanations below are still geared toward the
non-weighted homomorphism case.
Let f : Zd → S be a configuration and let Ω be a collection of configurations. The five notions
implicitly depend on f and/or Ω. Let v ∈ Zd be a vertex and let u be adjacent to v. Recall that
(v, u) ∈ ~∂v is the directed edge from v to u. We say that
• v is non-dominant (in f) if
f(N(v)) 6'R Pbdry, Pint for every dominant pattern P.
Thus, v is non-dominant if f(N(v)) is not R-equivalent to any side of a dominant pattern.
Otherwise, we say that v is dominant. Non-dominant vertices yield an immediate entropy loss
as they reduce the simple bound on term II above to logωdom + log ρ
bulk
pat .
• (v, u) is restricted (in (f,Ω)) if v is non-dominant or f(N(v)) 6'R A or R(f(N(v))) 6'R B, where
A :=
{
g(u) : g ∈ Ω, g(N(v)) 'R f(N(v))
}
, (102)
B :=
{
g(v) : g ∈ Ω, g(N(v)) 'R f(N(v))
} ∩R(f(N(v)). (103)
Recall that R(f(N(v))) is exactly the set of values that v may take and still interact with
highest interaction weight with all of its neighbors. Thus, roughly speaking, (v, u) is restricted
if upon inspection of the set of values (up to R-equivalence) which appears on the neighbors of
v, either this set is not a side of a dominant pattern, or one is guaranteed that either u or v
cannot “legally” (i.e., without incurring an energetic cost) take all possible values which they
should typically take. More precisely, we consider the set of g ∈ Ω whose set of values at the
neighbors of v coincide, up to R-closure, with the set of values of f on the neighbors of v. We
let A be the set of values realizable by such g at the vertex u. We similarly let B be the set of
values realizable by such g at the vertex v, but from this set we discard those values which do
not interact with highest interaction weight with all elements of f(N(v)). Then, the edge (v, u)
is restricted if the R-closure of A together with the R-closure of B does not form a dominant
pattern (this is equivalent to the stated definition). See Section 6.3 for some sufficient conditions
for an edge to be restricted.
Note that if v is a non-dominant vertex, then all its outgoing edges ~∂v are restricted. We
remark that we have incorporated the notion of non-dominant vertices into that of restricted
edges in order to reduce notation later on, but the reader may find it instructive to regard these
as separate situations: either v is non-dominant, or v is dominant, say f(N(v)) 'R A′ for some
dominant pattern (A′, B′), in which case A ⊂ A′ and B ⊂ B′, but either A 6'R A′ or B 6'R B′,
so that the values of either u or v are restricted. The latter case yields a loss in entropy as each
such edge reduces the simple bound logωdom on term II above by
1
2d log ρ
bdry
pat .
46 RON PELED AND YINON SPINKA
• v has an unbalanced neighborhood (in f) if it is dominant and there exists A ⊂ f(N(v)) such
that either
f(N(v)) 6'R A and |{u ∈ N(v) : f(u) ∈ A}| > 2d− 4¯d,
or A is of the form A = Pbdry for some dominant pattern P and
f(N(v)) 6'R A and |{u ∈ N(v) : f(u) ∈ A}| > 2d− 4d.
As f(N(v)) increases, the set R(f(N(v))) is reduced, resulting in a trade-off in the entropy
contribution at v quantified by the two terms in II above. In order to have high entropy, if some
neighbor of v takes a value that causes a reduction to R(f(N(v))), many other neighbors of v
should take advantage of this as well. The neighborhood of v is therefore deemed unbalanced if
there is a subset A which represents a stricter smaller R-set than f(N(v)) and in which almost
all (but not all) neighbors of v take values in.
The precise definition is given by two separate conditions in order to allow different thresholds
(given by  and ¯) in the case that A has the special form A = Pbdry and when it has no special
form. For homomorphism models, the first condition will not play a role, but we include this
flexibility as it may lead to better results in some applications for non-homomorphism models.
• v is highly energetic (in (f,Ω)) if it is dominant, it has a balanced neighborhood, and B, as
in (103), is empty.
As its name suggests, a highly energetic vertex comes at a substantial energetic cost. Indeed,
the fact that B is empty means that any realizable choice of value for v interacts with some
neighbor of v with a lower (than the maximum possible) interaction weight (since it does not
belong to R(f(N(v)))). As we require that v has a balanced neighborhood, v interacts in this
manner with many of its neighbors, thus leading to a large interaction cost. This notion will
only be relevant for non-homomorphism models.
• v has a unique pattern (in Ω) if there exists A ⊂ S such that, for every g ∈ Ω, either g(N(v)) 'R
A or v has an unbalanced neighborhood in g or all edges in ~∂v are restricted in (g,Ω).
We may more appropriately term this notion as a unique high-entropy pattern or unique
unrestricted pattern, the reason being that there is at most one choice for R(g(N(v))) which
does not lead to a reduction of entropy at v by making it non-dominant or its neighborhood
unbalanced or causing all edges in ~∂v to be restricted. For such vertices we will be able to bound
term I above more effectively (roughly improving the 1/d bound to an exponentially small bound
in d). Note that this notion does not depend on f .
The following lemma, which is proved in Section 7, provides a general upper bound on the
probability of certain events in terms of the above notions. Given a configuration f , a collection of
configurations Ω and a subset S ⊂ Zd, let SΩ,frest be the set of directed edges (v, u) with v ∈ S which
are restricted in (f,Ω), let Sfunbal be the set of vertices in S which have unbalanced neighborhoods
in f , let SΩ,fhigh be the set of vertices in S which are highly energetic in (f,Ω), and let S
Ω
uniq be the set
of vertices in S which have a unique pattern in Ω. Recall α and γ from the beginning of Section 5.
Denote
γ¯ := γ + e−αd/25. (104)
Lemma 5.7. Let S ⊂ Zd be finite and let {SP }P∈P be a partition of Sc such that ∂◦SP ⊂ S for
all P . Suppose that S∪SP0 contains (Λc)+. Let Ω be an event on which (∂•SP )+ is in the P -pattern
for every P and denote
k(Ω) := min
f∈Ω
(∣∣Sfunbal∣∣+ 1d ∣∣SΩ,frest ∣∣+ d∣∣SΩ,fhigh∣∣) .
Then
PΛ,P0(Ω) ≤ exp
[
− α32k(Ω) + qd
∣∣S \ SΩuniq∣∣+ γ¯|S|].
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Thus, roughly speaking, if Ω is an event on which there are almost surely many ill-behaved
vertices/edges (i.e., vertices having unbalanced neighborhoods, restricted edges or highly energetic
vertices), then it must be an unlikely event. We conclude with a short outline as to how Lemma 5.7
is used to prove (100). To this end, we take S to be X∗ and SP to be XP \ X∗ and, as a first
attempt, we take Ω to be the event that X is a breakup. Concluding (100) from Lemma 5.7 is
still not straightforward, as the latter, when applied directly to Ω, gives an insufficient bound on
its probability. The difficulty here is that, while k(Ω) is large in comparison to L and M , it is
not necessarily large in comparison to N . Indeed, as we will show (see Lemma 6.3), every edge in
~∂XP and every edge (in at least one of its two directions) incident to Xoverlap ∪Xdefect is necessarily
restricted in f , so that
1
d
∣∣SΩ,frest ∣∣ ≥ L2d + M2 for every f ∈ Ω.
Unfortunately, Xnone need not contain enough ill-behaved vertices/edges – the main reason being
that Xnone may contain P -even vertices v for which N(v) is in the P -pattern (that is, there is no
analogue of (97) for P -even vertices). Instead, to obtain a good bound, we shall apply Lemma 5.7
to subevents Ω′ ⊂ Ω on which we have additional information about the configuration on the set
Xnone. For suitably chosen subevents (see Lemma 6.4), the number of ill-behaved vertices/edges in
Xnone increases enough to ensure that
k(Ω′) ≥ c(Ld +M + N).
As the entropy of this additional information is negligible with our assumptions (see Lemma 6.5),
this will allow us to conclude (100) by taking a union bound over the subevents Ω′. This is carried
out in detail in Section 6.4, where Proposition 5.4 is proved. The proof of Proposition 5.6 is given
in Section 6.5.
6. Breakups
In this section, we prove Lemma 5.1 about the existence of a non-trivial breakup, we prove
Lemma 5.2 about the absence of infinite breakups, we prove Proposition 5.4 about the probability
of a given breakup, and we prove Proposition 5.6 about the probability of an approximated breakup.
6.1. Constructing a breakup seen from a given vertex/set. Here we prove Lemma 5.1. Re-
call ZP (f) and Z
′
P (f) from (89). As we shall see, the slightly modified (ZP (f), Z
′
P (f)∪N2d(Z ′P (f)))P
is always a breakup as long as int(Λ)c is in the P0-pattern. The main difficulty is therefore to con-
struct a breakup that is seen from a given set. For this, we require the following lemma which
allows to “close holes”.
Lemma 6.1 ([71, Lemma 4.1]). Let V,W ⊂ Zd and let B be the union of connected components
of W that are either infinite or disconnect some vertex in V from infinity. Let A be a connected
component of Bc. Then ∂◦A is contained in a connected component of (W c)+.
The next lemma shows that an atlas can be “localized” into an atlas which is seen from V .
Lemma 6.2. Let Λ be a domain, let V ⊂ Λ, let P0 be a dominant pattern and let Z be an atlas
such that Λc ⊂ ZP0. Then there exists an atlas X which is seen from V and satisfies that
X+5∗ ∩XP = X+5∗ ∩ ZP , X+5∗ ∩X ′P = X+5∗ ∩ Z ′P for any dominant pattern P. (105)
Moreover, Λc ⊂ XP0 and X+5∗ is the union of connected components of Z+5∗ that are either infinite
or disconnect some vertex in V from infinity.
Proof. Let B be the union of connected components of Z+5∗ that are either infinite or disconnect
some vertex in V from infinity. Let A be the set of connected components of Bc. We claim that
for every A ∈ A, there exists a unique dominant pattern PA such that A+5 \A ⊂ ZPA \ Z∗.
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Indeed, it follows from the definition of Z∗ that for every a ∈ A+5 \ A ⊂ Zc∗, there exists a unique
dominant pattern Pa such that a ∈ ZPa . Since Lemma 6.1 applied with W := Z+5∗ yields that ∂◦A
is contained in a connected component of (W c)+ ⊂ (Z+4∗ )c, we see that Pa = Pa′ for all a, a′ ∈ ∂◦A.
The claim follows. Note also that, since Λc ⊂ ZP0 , we have PA = P0 for all A ∈ A such that A 6⊂ Λ.
We now define X = (XP )P by
XP := (ZP ∩B) ∪
⋃
{A ∈ A : PA = P} and X ′P := Z ′P ∩B, P ∈ P.
Let us show that X satisfies the conclusion of the lemma. Note first that XP ∩ B = ZP ∩ B and
X∗ ⊂ B, so that X∗ = Z∗ ∩ B and X+5∗ = B. It easily follows that X is an atlas satisfying (105).
Let us check that X is seen from V . Indeed, every finite connected component of X+5∗ = B is by
definition a connected component of Z+5∗ that disconnects some vertex in V from infinity. Finally,
Λc ⊂ XP0 , since Λc ⊂ ZP0 and PA = P0 for all A ∈ A such that A 6⊂ Λ. 
Proof of Lemma 5.1. Let f : Zd → S and V ⊂ Λ be as in the lemma. Recall the definition of ZP (f)
and Z ′P (f) from (89). Define Z˜P := ZP (f) and Z˜
′
P := Z
′
P (f)∪N2d(Z ′P (f)). It is straightforward to
check that Z˜ = (Z˜P , Z˜
′
P )P is an atlas and that, for any P -odd vertex v, we have v ∈ Z˜P if and only
if N(v) is in the P -pattern and, for any P -even vertex v, we have v ∈ Z˜ ′P if and only if N(v) ∩ Z˜P
is not in the P -pattern. Thus, the lemma follows from Lemma 6.2. 
6.2. No infinite breakups. Here we prove Lemma 5.2. As mentioned above, our main argument
(namely, Proposition 5.4 and Proposition 5.6) is concerned only with finite breakups. However, it
is easy to rule out the existence of an infinite breakup in a random configuration. In doing so, there
are two possibilities to have in mind: either there exists an infinite component of Z+5∗ or infinitely
many finite components surrounding a vertex.
Proof of Lemma 5.2. To give some intuition, let us assume for a moment that we are working under
the explicit condition (14), rather than the abstract Condition 2.4. By (83), (84) and the definitions
of ρbdrypat and α0, for any u /∈ Λ+ and dominant pattern P 6= P0 for which u is P -even,
P
(
u is in the P -pattern | (f(v))v 6=u
) ≤ ρbdrypat ≤ e−α0 .
Say that u is in a double pattern if u is P -odd and N(u) is in the P -pattern for some dominant
pattern P 6= P0. Then
P
(
u is in a double pattern | (f(v))v/∈N(u)
) ≤ |P| · e−2α0d ≤ 2qe−2α0d.
When Condition 2.4 is assumed instead, (83), (84) and (39) yield that
P
(
u is in a double pattern | (f(v))v/∈N(u)
) ≤ e2γd−αd.
Note that if a vertex u ∈ Zd \ Λ+5 belongs to Z∗, then some vertex in u++ is in a double pattern.
We wish to show that, almost surely, every breakup seen from V is finite. For v ∈ Zd, let Ev
be the event that v is in an infinite connected component of Z+5∗ . Let E′v be the event that v is
disconnected from infinity by infinitely many connected components of Z+5∗ . It suffices to show
that P(Ev) = P(E′v) = 0 for any v ∈ Zd. Let us show that P(E′v) = 0; the proof that P(Ev) = 0 is
very similar. On the event E′v, for any m, there exists a set B ⊂ Zd \ Λ+ of size at least m such
that B+5 is connected and disconnects v from infinity and such that for every vertex u ∈ B there
exists a vertex in u+ which is in a double pattern. In particular, for any m, there exists a path γ
in (Zd \ Λ+)⊗50 of some length n ≥ m such that {γ+i }ni=0 are pairwise disjoint, dist(v, γ0) ≤ Cn
and all vertices {γi}ni=0 are in a double pattern. Since P(γ) ≤ e(2γd−αd)n for any such fixed γ, and
since the number of simple paths γ in (Zd)⊗50 of length n with dist(v, γ0) ≤ Cn is at most dCn,
the lemma follows using that cαd ≥ γd+ log d by (34). 
LONG-RANGE ORDER IN DISCRETE SPIN SYSTEMS 49
6.3. What edges are restricted? In this section, we discuss several scenarios in which a directed
edge (v, u) is restricted (this notion was defined in Section 5.7). Some conditions do not involve u
and thus imply that all edges in ~∂v are restricted in which case we say that ~∂v is restricted.
When v is a non-dominant vertex, then ~∂v is restricted. When v is a dominant vertex, the
question of whether or not (v, u) is restricted depends on the ambient set of configurations Ω. In
some cases, we have certain information about g(v) and/or g(u) for all g ∈ Ω, which can be used
to deduce that (v, u) is restricted. However, the definition of restricted edge allows to deduce that
(v, u) is restricted even when we have such information only for g in a certain subset of Ω, namely,
the set
Ωf,v := {g ∈ Ω : g(N(v)) 'R f(N(v))}.
In other words, we are allowed to first examine the R-closure of the set f(N(v)), and only then
decide whether (v, u) is restricted based on this information. As we require this flexibility in some
cases, we formulate all conditions below with Ωf,v. The reader may also wish to consider the weaker
conditions in which Ωf,v is replaced by Ω.
Denote D := R(f(N(v))) and let A = {g(u) : g ∈ Ωf,v} and B = {g(v) : g ∈ Ωf,v} ∩ D be as
in (102) and (103). Note that A ⊂ R(D) and B ⊂ D. In particular, D ⊂ R(A) and R(D) ⊂ R(B).
Note that (v, u) is restricted if and only if v is non-dominant or D 6= R(A) or R(D) 6= R(B).
Scenario 1. Let P be a dominant pattern.
~∂v is restricted if f(N(v)) 6'R Pint and g(v) ∈ Pbdry for all g ∈ Ωf,v. (106)
Indeed, the condition implies that R(D) 6= Pint and B ⊂ Pbdry. Thus, B ⊂ D ∩ Pbdry and D 6=
Pbdry. If D 6⊃ Pbdry then R(B) ) Pint and so R(B) can not be the side of a dominant pattern
by (87). Otherwise, D ) Pbdry so that R(A) ) Pbdry and R(B) ⊃ Pint. It follows from (87) that
(R(A), R(B)) /∈ P (since |R(A)| > |Pbdry| and |R(B)| ≥ |Pint|).
Scenario 2. Let P and Q be distinct direct-equivalent dominant patterns.
~∂v is restricted if g(v) ∈ Pbdry ∩Qbdry for all g ∈ Ωf,v. (107)
Indeed, the condition implies that B ⊂ Pbdry ∩ Qbdry, so that R(B) ⊃ Pint ∪ Qint ) Pint. Thus,
|R(B)| > |Pint| ≥ |Pbdry| by (87), so that R(B) is not a side of a dominant pattern and hence does
not equal R(D).
The above conditions do not involve u and thus imply that all edges in ~∂v are restricted. The next
two conditions take into account information about the value at u and thus apply to a particular
edge (v, u). These conditions may be seen as counterparts of the previous two conditions.
Scenario 3. Let P be a dominant pattern.
(v, u) is restricted if f(N(v)) 6'R Pbdry and g(u) ∈ Pbdry for all g ∈ Ωf,v. (108)
Indeed, the condition implies that A ⊂ Pbdry and R(D) 6= Pbdry. In particular, R(A) ⊃ D ∪ Pint
and D 6= Pint. If D 6⊂ Pint then R(A) ) Pint and so R(A) can not be the side of a dominant pattern
by (87). Otherwise, D ( Pint so that R(A) ⊃ Pint and R(B) ) Pbdry. It follows from (87) that
(R(A), R(B)) /∈ P.
Scenario 4. Let P and Q be distinct direct-equivalent dominant patterns and let T be any
dominant pattern (perhaps P or Q).
(v, u) is restricted if f(N(v)) 'R Tint and g(u) ∈ Pint ∩Qint for all g ∈ Ωf,v. (109)
Indeed, the condition implies that A ⊂ Pint ∩Qint and R(D) = Tint. Thus, R(A) ⊃ Tbdry ∪ Pbdry ∪
Qbdry ) Tbdry and R(B) ⊃ Tint. It follows from (87) that (R(A), R(B)) /∈ P.
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6.4. The probability of a given breakup. In this section, we prove Proposition 5.4. Recall that
XL,M,N (X,H) represents a set of atlases which encompasses the information of (XP ) precisely, but
only a certain approximation of Xdefect via H. We mention that even if Xdefect was specified, the X
′
P
themselves would still be left unspecified (so that (100) would still be slightly weaker). Nonetheless,
the proof of Proposition 5.4 is no more complicated than would be a proof of (100). In particular,
if Xdefect was specified, the only place where the distinction between X and Xˆ would come into
play is in the last paragraph in the proof of Lemma 6.3 below. In general, there is much similarity
between Xˆ and X. Specifically, we note that if Xˆ ∈ XL,M,N (X,H) then
(XˆP )P = (XP )P , Xˆnone = Xnone, Xˆoverlap = Xoverlap, Xˆ∗ ∪H = X∗ ∪H.
Thus, for the most part, we do not need to worry about the difference between Xˆ and X, except
when discussing properties related to (X ′P )P and Xdefect.
Fix X ∈ XL,M,N and H ⊂ Zd such that |H| ≤ M
√
d, and let Ω be the set of configurations f
having some breakup Xˆ ∈ XL,M,N (X,H). In order to bound the probability of Ω, we aim to apply
Lemma 5.7 with
S := X∗ ∪H and SP := XP \ (X∗ ∪H).
The definition of X∗ implies that {S+P }P are pairwise disjoint so that, in particular, {SP }P is a
partition of Sc. By (92), S ∪ SP0 contains (Λc)+. By (101), (95), (96) and (91), S+P ∩ S+2 is in the
P -pattern on the event Ω. Thus, the assumptions of Lemma 5.7 are satisfied.
The following lemma guarantees that there are many restricted edges in (f,Ω). Recall the
definitions of Sfunbal, S
Ω,f
rest , S
Ω,f
high and S
Ω
uniq from Section 5.7.
Lemma 6.3. For any f ∈ Ω, we have ∣∣SΩ,frest ∣∣ ≥ 12(L+ dM).
Proof. Fix f ∈ Ω and write Srest for SΩ,frest . In particular, the notion of restricted edge is with respect
to Ω and f . It suffices to show that |Srest| ≥ L and |Srest| ≥ dM .
To show that |Srest| ≥ L, it suffices to show that
~∂XP ⊂ Srest for any P. (110)
To this end, let (v, u) ∈ ~∂XP . Then g(u) ∈ Pbdry and g(N(v)) 6⊂ Pbdry for any g ∈ Ω by (98), from
which it follows that (v, u) is restricted by (108).
It remains to show that |Srest| ≥ dM . Let S2rest denote the set of vertices, all of whose incident
edges are restricted in one or the other direction (that is, v ∈ S2rest if for every u ∼ v either (u, v)
or (v, u) is in Srest). Note that |Srest| ≥ d|S2rest| so that it suffices to show that |S2rest| ≥ M . This
will follow once we show that Xoverlap ⊂ S2rest and that Xˆdefect ⊂ S2rest for some Xˆ ∈ XL,M,N (X,H).
Let us first show that Xoverlap ⊂ S2rest, i.e., that XP ∩ XQ ⊂ S2rest for any P 6= Q. Since XP is
P -even, it suffices to show that
~∂(EvenP ∩XP ∩XQ) ⊂ Srest for any P 6= Q. (111)
Towards showing this, let v ∈ XP ∩ XQ be P -even. If v is also Q-even then g(v) ∈ Pbdry ∩ Qbdry
for any g ∈ Ω by (95), and it follows from (107) that all edges in ~∂v are restricted. Otherwise, v
is Q-odd so that v+ ⊂ XQ since XQ is Q-odd. Thus, g(v) ∈ Pbdry and g(N(v)) ⊂ Qbdry for any
g ∈ Ω by (95). In particular, g(N(v)) 6'R Pint for any g ∈ Ω (note that Pint 6⊂ Qbdry). It follows
from (106) that all edges in ~∂v are restricted. We remark that (in either case) the edges in ~∂v are
also restricted, but we do not need this.
Let us now show that Xˆdefect ⊂ S2rest for some Xˆ ∈ XL,M,N (X,H). To this end, let Xˆ ∈
XL,M,N (X,H) be a breakup of f (which exists by the definition of Ω) and note that Xˆdefect ⊂ S
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by (101). Since Xˆ ′P is P -even, it suffices to show that
~∂(EvenP ∩ Xˆ ′P ) ⊂ Srest for any P.
To see this, let v ∈ Xˆ ′P be P -even. Since Xˆ ′P ⊂ XP , we have that v ∈ XP . Then g(v) ∈ Pbdry for
any g ∈ Ω and f(N(v)) 6⊂ Pint by (99), from which it follows that all edges in ~∂v are restricted
by (106). 
As explained in Section 5.7, applying Lemma 5.7 directly for Ω does not produce the bound
stated in Proposition 5.4. This bound will instead follow by applying Lemma 5.7 to subevents
of Ω on which we have additional information about the configuration on the set Xnone and then
summing the resulting bounds. To explain the reason for this and to motivate the definitions below,
we note that, although (97) prohibits the possibility that the neighborhood N(v) of a P -odd vertex
v ∈ Xnone is in the P -pattern, this is possible for a P -even vertex. That is, it cannot happen that
f(N(v)) 'R Pbdry for a P -odd vertex, but it may happen that f(N(v)) 'R Pint for a P -even vertex.
A vertex for which the latter occurs is problematic as it does not immediately reduce the entropy
of the configuration (since it may also have a balanced neighborhood and no or few restricted
edges incident to it). However, if many (perhaps even all or almost all) of the vertices in Xnone
are of this type, then by recording a small subset of these vertices and the dominant patterns in
their neighborhoods, we may ensure that most vertices in Xnone become restricted in some manner
(unbalanced neighborhood, many incident restricted edges, or highly energetic). We now describe
the structure of this additional information.
For f ∈ Ω and a dominant pattern P , define
UP (f) :=
{
u ∈ Xnone \ Sfunbal : u is P -even, f(N(u)) 'R Pint
}
. (112)
Note that the sets {UP (f)}P are pairwise disjoint. Note also that u ∈ UP (f) implies that N(u) is in
the P -pattern and is not in the Q-pattern for any Q 6= P . On the other hand, it is not necessarily
the case that u itself is in the P -pattern (though it is for homomorphism models). For this reason,
we introduce also
U ′P (f) :=
{
u ∈ UP (f) : f(u) /∈ Pbdry
}
. (113)
The collection (UP (f), U
′
P (f))P contains the relevant information on f beyond that which is
given by Ω. However, it contains more information than is necessary and this comes at a large
enumeration cost. Instead, we wish to specify only a certain approximation of this information.
Given a collection V = (VP , V
′
P )P of subsets of Zd, let Ω(V ) denote the set of f ∈ Ω satisfying that,
for every dominant pattern P ,
VP ⊂ UP (f) and Nd
( ⋃
Q 6=P
UQ(f)
)
⊂ N
( ⋃
Q6=P
VQ
)
, (114)
V ′P ⊂ U ′P (f) and Nd
(
U ′P (f)
)
⊂ N(V ′P ). (115)
Thus, V is a kind of approximation of (UP (f), U
′
P (f))P . With this definition at hand, there are
now two goals. The first is to show that the additional information given by V is enough to improve
the bound given in Lemma 6.3. The second is to show that the cost of enumerating V is not too
large.
Lemma 6.4. For any V and any f ∈ Ω(V ), we have∣∣Sfunbal∣∣+ 1d ∣∣SΩ(V ),frest ∣∣+ d∣∣SΩ(V ),fhigh ∣∣ ≥ L4d + M4 + N8 .
Proof. We fix V and f ∈ Ω(V ) and suppress these in the notation of Sfunbal, SΩ(V ),frest , SΩ(V ),fhigh , UP (f)
and U ′P (f). It suffices to show that
|Sunbal|+ 1d |Srest|+ d|Shigh| ≥ N4 ,
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as the lemma then follows by averaging this bound with the one given by Lemma 6.3. In fact, we
will show the slightly stronger inequality
N ≤ (1 + 2 )(|Sunbal|+ 12d |Srest|) + 2d |Srest|+ 2d|Shigh|.
Let Snondom denote the set of vertices in S that are non-dominant in f . Let S

rest denote the set
of vertices which are incident to at least d edges in Srest. Note that |Srest| ≥ 2d|Snondom| and
|Srest| ≥ 12d|Srest|, so that it suffices to show that
Xnone ⊂ Snondom ∪ Sunbal ∪ Srest ∪Nd(Snondom ∪ Sunbal) ∪N(Shigh). (116)
Let us first show that
Xnone \ U ⊂ Snondom ∪ Sunbal, where U :=
⋃
P
UP . (117)
To this end, let u ∈ Xnone \ (U ∪Sunbal). Suppose first that f(N(u)) 'R A for some P = (A,B). By
replacing P with (B,A) if needed, we may assume that u is P -odd and f(N(u)) 'R Pbdry or that u
is P -even and f(N(u)) 'R Pint. However, the former case is impossible by (97) and the latter case
is impossible by (112) as u /∈ UP . Thus, f(N(u)) 6'R A for all (A,B) ∈ P, so that u ∈ Snondom.
This establishes (117).
Next, we show that ⋂
P
Nd(U \ UP ) ⊂ Srest. (118)
To see this, let u ∈ ⋂P Nd(U \ UP ) and note that, by (114), u ∈ N(VP ) for some P . Since
u ∈ Nd(U \ UP ), another application of (114) yields that u ∈ N(VQ) for some Q 6= P . Since
VP ⊂ UP and VQ ⊂ UQ by (114), it follows from (112) that u is in both the P -pattern and the
Q-pattern, so that g(u) ∈ Pint ∩ Qint for all g ∈ Ω(V ). Since u ∈ Nd(U), in order to show that
u ∈ Srest, it suffices to show that if v ∈ N(u) ∩ UT for some T , then the directed edge (v, u) is
restricted. Indeed, this follows since f(N(v)) 'R Tint by (112), which implies that (v, u) is restricted
by (109). This establishes (118).
Next, we show that ⋃
P
Nd(U
′
P ) ⊂ N(Shigh). (119)
Indeed, if v ∈ Nd(U ′P ) then, by (115) and (113), there exists u ∈ N(v)\Sunbal such that g(N(u)) 'R
Pint and g(u) /∈ Pbdry for all g ∈ Ω(V ). Thus, by the definition of highly energetic vertex, u ∈ Shigh.
This establishes (119).
Finally, towards showing (116), let u ∈ Xnone and assume that
u /∈ Snondom ∪ Srest ∪Nd(Snondom ∪ Sunbal) ∪N(Shigh).
We must show that u ∈ Sunbal. By (117), u /∈ Nd(Xnone \ U) so that u ∈ N2d−dde+1(
⋃
P XP ∪ U).
Since Xnone∩Nd(
⋃
P XP ) ⊂ Srest by (110), it follows that u ∈ N2d−2dde+2(U). Hence, by (118), we
have that u ∈ N2d−3dde+3(UP ) for some P . Using (119), we conclude that u ∈ N2d−4dde+4(UP \U ′P ).
In particular, |N(u)∩ f−1(Pbdry)| ≥ 2d− 4(dde− 1) by (113). Since f(N(u)) 6⊂ Pbdry by (97) (note
that u is P -odd as it is adjacent to UP ) and dde − 1 < d, it follows that u ∈ Sunbal. 
Lemma 6.5. There exists a family V satisfying that
|V| ≤ exp
(
CN(q+log d) log d
d
)
and Ω ⊂
⋃
V ∈V
Ω(V ).
Proof. Let V be the collection of all (VP , V ′P )P such that {VP }P are disjoint subsets of Xnone having∑
P |VP | ≤ 3rN , where r := (1 + log 2d)/d, and similarly, {V ′P }P are disjoint subsets of Xnone
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having
∑
P |V ′P | ≤ 3rN . Let us check that V satisfies the requirements of the lemma. Since
|Xnone| = N , we have
|V| ≤
(
N
≤ 3rN
)2
· |P|6rN ≤
(
e|P|
3r
)6rN
≤ eCN(q+log d)(log d)/d.
Fix f ∈ Ω. We must find a collection (VP , V ′P )P ∈ V for which (114) and (115) hold. We
begin with (115). For each P , by Lemma 4.5, we may find a set V ′P ⊂ U ′P (f) ⊂ Xnone such that
Nd(U
′
P (f)) ⊂ N(V ′P ) and |V ′P | ≤ r|U ′P (f)|. Note also that
∑
P |U ′P (f)| ≤ |Xnone| = N so that∑
P |V ′P | ≤ rN .
We now construct the sets {VP }P . We write UP for UP (f), and we denote UI :=
⋃
P∈I UP for
I ⊂ P and U := UP . Define a bipartite graph G with vertex set (Zd × {0, 1}) ∪ U as follows. For
each v ∈ Zd, let Iv be a minimal set of dominant patterns for which |N(v) ∩ UIv | ≥ 13 |N(v) ∩ U |,
and place an edge between (v, i) ∈ Zd × {0, 1} and u ∈ U if and only if v ∼ u and 1(u ∈ UIv) = i.
Note that G has maximum degree at most 2d.
By Lemma 4.5 applied to G with t = d/3, we obtain a set W ⊂ U of size |W | ≤ 3rN such that
v ∈ Nd/3(UI) =⇒ v ∈ N(W ∩ UI) for any v ∈ Zd and I ∈ {Iv,P \ Iv}.
Set VP := W ∩ UP for all P and note that W =
⋃
P VP . Towards showing (114), let P ∈ P and
v ∈ Nd(U \ UP ). Suppose first that P /∈ Iv. Then
v ∈ Nd(U) ⊂ Nd/3(UIv) ⊂ N(W ∩ UIv) ⊂ N(W \ UP ) = N(W \ VP ).
Suppose next that P ∈ Iv. By the minimality of Iv, either Iv = {P} or |N(v)∩UIv | < 23 |N(v)∩U |.
In either case, we have |N(v) ∩ UP\Iv | ≥ d/3 so that
v ∈ Nd/3(UP\Iv) ⊂ N(W ∩ UP\Iv) ⊂ N(W \ UP ) = N(W \ VP ). 
Lemma 6.6. S \Xnone ⊂ SΩuniq.
Proof. Let v ∈ S \ Xnone and note that there exists P such that v ∈ XP . Assume first that v is
P -even. Then, by (95), g(v) ∈ Pbdry for all g ∈ Ω, so that if g(N(v)) 6'R Pint then all edges in
~∂v are restricted in g by (106). Hence, v has a unique pattern. Assume next that v is P -odd.
Then, since XP is P -even, v
+ ⊂ XP so that, by (95), g(N(v)) ⊂ Pbdry for all g ∈ Ω. Thus,
either g(N(v)) 'R Pbdry or all edges in ~∂v are restricted by (108). In particular, v has a unique
pattern. 
Proof of Proposition 5.4. Note that |X∗| ≤ 2L + M + N so that |S| ≤ 2L + 2M
√
d + N . Thus,
Lemma 5.7, Lemma 6.4 and Lemma 6.6 imply that, for any V ,
P(Ω(V )) ≤ exp
(
− α32
(
L
4d +
M
4 +
N
8
)
+ qNd + γ¯(2L+ 2M
√
d+N)
)
,
where γ¯ was defined in (104). Therefore, by Lemma 6.5,
P(Ω) ≤ exp
(
CN(q+log d) log d
d + γ¯(2L+ 2M
√
d+N)− cα(Ld +M + N)) .
Finally, using (34), noting also that it implies that cα ≥ e−αd/25d, we obtain that
P(Ω) ≤ exp (−cα(Ld +M + N)) . 
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6.5. The probability of an approximated breakup. In this section, we prove Proposition 5.6.
Fix integers L,M,N ≥ 0 and an approximation A. Denote
Anone :=
⋂
P
(AP ∪A∗∗)c, Aoverlap :=
⋃
P 6=Q
(AP ∩AQ), U := A∗∗ ∪Anone ∪Aoverlap ∪Adefect.
Further define
SP := int(AP \ U) and S :=
⋂
P
(SP )
c.
Note that U+ ⊂ S, that {SP }P is a partition of Sc and that {S+P }P are pairwise disjoint. Let X
be an atlas which is approximated by A. Note that, by (A1) and (A3),
Anone ⊂ Xnone, Aoverlap ⊂ Xoverlap, Adefect ⊂ Xdefect, U = A∗∗ ∪Xnone ∪Xoverlap ∪Xdefect.
Lemma 6.7.
S = X∗ ∪ (A∗∗)+.
Proof. Let us first show that S ⊂ X∗ ∪ (A∗∗)+. Let v ∈ S and note that v /∈ int(AP \ U) for all P .
Thus, for any P , there exists u ∈ v+ such that u /∈ AP or u ∈ U . If the latter occurs for some P ,
then u ∈ U ⊂ A∗∗ ∪ X∗ and we are done. Otherwise, for every P , there exists u ∈ v+ such that
u /∈ AP . That is, u ∈
⋂
P int(AP )
c. Suppose that u /∈ X∗ so that u ∈ int(XP ) for some P . By (A1),
u ∈ int(AP ∪A∗∗). Since u /∈ int(AP ), it must be that u ∈ (A∗∗)+.
Let us now show that X∗ ∪ (A∗∗)+ ⊂ S. Since A∗∗ ⊂ U and U+ ⊂ S, we see that (A∗∗)+ ⊂ S.
Similarly, Xnone∪Xoverlap∪Xdefect ⊂ U ⊂ S. It remains to show that
⋃
P ∂•◦XP ⊂ S. Let v ∈ ∂•◦XP
for some P and suppose towards a contradiction that v ∈ SQ for some Q. Then (A1) implies that
v ∈ int(XQ \Xoverlap), which clearly contradicts the fact that v ∈ ∂•◦XP . 
Thus, using (A4), we see that S ⊂ X+4∗ . Then, since AP ⊂ XP and ∂•◦SP ⊂ ∂•◦S ∩XP \X ′P ,
(95) and (96) imply that, for any f having X as a breakup,
EvenP ∩AP ∩ S+ and ∂•◦SP are in the P -pattern. (120)
Finally, by (92), (A1) and the fact that X∗ ⊂ S, we have that S∪SP0 contains (Λc)+. We have thus
established that the assumptions of Lemma 5.7 are satisfied for the event Ω that A approximates
some breakup in XL,M,N .
Lemma 6.8. Every vertex in S \ U has a unique pattern. That is, S \ U ⊂ SΩuniq.
Proof. The proof is essentially the same as that of Lemma 6.6. Let v ∈ S \ U and note that there
exists P such that v ∈ AP . Assume first that v is P -even. Then, by (120), we have g(v) ∈ Pbdry
for all g ∈ Ω. Thus, by (106), if g(N(v)) 6'R Pint then all edges in ~∂v are restricted in g. Hence,
v has a unique pattern. Assume next that v is P -odd. Then, since AP is P -even, v
+ ⊂ AP so
that g(N(v)) ⊂ Pbdry for all g ∈ Ω by (120). Thus, either g(N(v)) 'R Pbdry or all edges in ~∂v are
restricted by (108). In particular, v has a unique pattern. 
Define an equivalence relation ∼= on XL,M,N by declaring Xˆ ∼= X if (XˆP )P = (XP )P . The proof
of Proposition 5.6 is based on the idea that one of two situations can occur: either there are enough
restricted edges so that one may directly apply Lemma 5.7 to obtain the desired bound, or there are
not many possible breakups (up to ∼= equivalence) so that one may apply Proposition 5.4 together
with a union bound. At the heart of this approach lies the following lemma which informally states
that an unknown vertex (of a certain type) either incurs an entropic loss (in the sense that it is
adjacent to many restricted edges) or there is a unique way to determine to which XP ’s it belongs.
We now make this precise.
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For an atlas X, let ΩX denote the event that there exists a breakup Xˆ ∈ XL,M,N (X,H) that is
approximated by A, where H := Adefect∪A∗∗. We note that ΩX depends only on the ∼= equivalence
class of X. With a slight abuse of notation, denote
S
Ω,f,1/2
rest :=
{
v :
∣∣~∂v ∩ SΩ,frest ∣∣ ≥ d2} and SΩ,X,1/2rest := ⋂
f∈ΩX
S
Ω,f,1/2
rest .
Lemma 6.9. Let X be an atlas which is approximated by A, let P be a dominant pattern and let
v ∈ A∗ be a P -odd vertex. Then
either v ∈ SΩ,X,1/2rest or v ∈ XP ⇐⇒ v ∈ Nd/2(AP ).
Proof. Recall that v+ ⊂ (A∗∗)+ ⊂ S ⊂ X+4∗ . Denote I := {Q ' P : v ∈ XQ}. We first show that
|I| > 1 implies that v ∈ SΩ,X,1/2rest . Indeed, if Q,T ∈ I are distinct, then f(N(v)) ⊂ Qbdry ∩ Tbdry for
any f ∈ ΩX by (91) and (95), and it follows that v is a non-dominant vertex in f (so that ~∂v is
restricted in f). Next, we show that, for any Q ' P and u ∈ N(v)∩AQ, if Q /∈ I then (v, u) ∈ SΩ,frest
for all f ∈ ΩX . Indeed, g(u) ∈ Qbdry for all g ∈ Ω by (120), and f(N(v)) 6⊂ Qbdry by (98), so that
(v, u) is restricted by (108).
Suppose now that v /∈ SΩ,X,1/2rest . Note that v ∈ Nd(
⋃
Q'P AQ) by (A2). It therefore follows from
what we have just shown that I = {Q} = {T ' P : v ∈ Nd/2(AT )} for some Q ' P . In particular,
v ∈ XP if and only if P = Q if and only if v ∈ Nd/2(AP ). 
Proof of Proposition 5.6. Let c1 denote the universal constant from Proposition 5.4. Let C1 denote
a universal constant, which will be determined later. Denote
˜ :=
c1α
2C1(q + log d)
.
Recall the definition of γ¯ from (104). Observe that by requiring (34) to hold with a smaller universal
constant if needed, we may ensure that for some universal constant c, we have
cα˜ ≥ q log d√
d
+
q
d
+ γ¯d3/2 log d. (121)
Consider the event
Ω′ := Ω ∩
{∣∣SΩ,f,1/2rest ∣∣ ≥ ˜(Ld +M + N)}.
We bound separately the probabilities of Ω′ and Ω \ Ω′. Let us begin with Ω′. Note that∣∣SΩ′,frest ∣∣ ≥ ∣∣SΩ,frest ∣∣ ≥ 14d∣∣SΩ,f,1/2rest ∣∣ for any f ∈ Ω.
By (A5) and Lemma 6.7,
|A∗∗| ≤ C(L+dM) log d√
d
, |U | ≤M +N + |A∗∗|, |S| ≤ 2L+M +N + (2d+ 1)|A∗∗|. (122)
Applying Lemma 5.7 together with Lemma 6.8 and (121) yields that
P(Ω′) ≤ exp
(
γ¯|S|+ qd |U | − α˜32
(
L
d +M + N
)) ≤ e−cα˜(Ld+M+N).
We now bound the probability of Ω \Ω′. To do this, as explained above, we recover the breakup
(up to ∼= equivalence) and then apply Proposition 5.4. Formally, let B′ be the collection of atlases
X ∈ XL,M,N which are approximated by A and have∣∣SΩ,X,1/2rest ∣∣ < ˜(Ld +M + N). (123)
Let B be a set of ∼= representatives of B′ and note that Ω \ Ω′ ⊂ ⋃X∈B ΩX . We shall show that
|B| ≤ eC1˜(Ld+M+N)(q+log d). (124)
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Using Proposition 5.4, this will then yield by a union bound that
P(Ω \ Ω′) ≤
∑
X∈B
P(ΩX) ≤ exp
[(
C1˜(q + log d)− c1α
)(
L
d +M + N
)]
= e−
1
2
c1α(
L
d
+M+N).
Together with the above bound on P(Ω′), this yields the proposition.
It remains to establish (124). Towards showing this, we first show that the mapping
X 7−→
(
S
Ω,X,1/2
rest , (IX(v))v∈SΩ,X,1/2rest
)
(125)
is injective on B, where
IX(v) :=
{
P ∈ P : v ∈ OddP ∩XP
}
.
By (91) and (A1), we have
XP = (OddP ∩XP )+ = (OddP ∩ (AP ∪ (XP ∩A∗)))+ for all X ∈ B and all P.
Thus, to determine XP , we only need to know the set OddP ∩XP ∩A∗. In other words, we only need
to know for each vertex v ∈ OddP ∩A∗, whether it belongs to XP or not. If v ∈ SΩ,X,1/2rest then this
is given by IX(v), and otherwise, Lemma 6.9 implies that this is determined by the approximation.
This establishes the claimed injectivity.
Let R be the image of the mapping in (125) as X ranges over B. As this mapping is injective,
we have |B| = |R|. The bound (124) will then easily follow once we show that
|{IX(v) : X ∈ X , v even}| ≤ 2q and |{IX(v) : X ∈ X , v odd}| ≤ 2q. (126)
Indeed, (122), (123) and (126) imply that
|B| = |R| ≤
( |S|
≤ ˜(Ld +M + N)
)
2q˜(
L
d
+M+N) ≤ eC1˜(Ld+M+N)(q+log d).
To show (126), recalling the definition of q from (24), it suffices to show that, for any X ∈ X
and v ∈ Zd, there exits I ⊂ S such that
IX(v) = {P ∈ Pi : I ⊂ Pbdry}, where i := 1{v is even}.
To see this, let f : Zd → S be any configuration such that X is a breakup of f , and set I := f(N(v)).
By (93), for P ∈ Pi, we have v ∈ XP if and only if I ⊂ Pbdry. For P ∈ P \ Pi, we clearly have
P /∈ IX(v), since v is P -even. 
7. Repair transformation and Shearer’s inequality
In this section, we prove the following generalization of Lemma 5.7. Recall from Section 5.1 that
Λ ⊂ Zd is a fixed domain outside which the configuration is forced to be in the P0-pattern.
Lemma 7.1. Let S ⊂ Zd be finite and let {SP }P∈P be a partition of Sc such that ∂•SP ⊂ ∂◦S for
all P . Suppose that S ∪ SP0 contains (Λc)+. Let E be an event which is determined by the values
of f on S+. Let Ω be the event that E occurs and (∂•SP )+ is in the P -pattern for every P . Then
PΛ,P0(Ω) ≤ exp
[
− α16E
(∣∣Sfunbal∣∣+ 1d ∣∣SΩ,frest ∣∣+ d∣∣SΩ,fhigh∣∣)+ qd ∣∣S \ SΩuniq∣∣+ γ¯|S|] ,
where the expectation is taken with respect to a random function f chosen from PΛ,P0(· | Ω).
Let us show how this yields Lemma 5.7.
Proof of Lemma 5.7. Let E be the event that f |S+ = φ|S+ for some φ ∈ Ω and let Ω′ be the event
that E occurs and (∂•SP )+ is in the P -pattern for all P . Note that E is determined by f |S+ ,
Ω ⊂ Ω′, k(Ω) = k(Ω′) and SΩuniq = SΩ
′
uniq. Thus, Lemma 5.7 follows from Lemma 7.1. 
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The proof of Lemma 7.1 is based on a general upper bound on the total weight of configurations
in an event, given in Proposition 7.2 below. Recall from (1) that ωf is the weight of a function
f : Λ→ S. For a collection F of such functions, we denote
ω(F) :=
∑
f∈F
ωf .
Note that since the measure PΛ,P0 is defined through ratios of such weights, it is unaffected by a
global multiplicative scaling of the pair interactions (λi,j)i,j∈S. Thus, without loss of generality, we
may assume throughout this entire section that
λintmax = max
i,j∈S
λi,j = 1, (127)
Recall that ωdom is the weight of a dominant pattern.
For a set U ⊂ Zd, we denote U even := Even ∩ U and Uodd := Odd ∩ U . For two sets U, V ⊂ Zd,
we denote
∂even(U, V ) := ∂(U even, V odd) and ∂odd(U, V ) := ∂(Uodd, V even),
so that ∂(U, V ) = ∂even(U, V ) ∪ ∂odd(U, V ). We also write ∂evenU := ∂even(U,U c) and ∂oddU :=
∂odd(U,U c). For a dominant pattern P = (A,B), we write λevenP := λA and λ
odd
P := λB. Recall the
notions of unbalanced neighborhood, restricted edge, highly energetic vertex and unique pattern
defined in Section 5.7. Note that although those notions were defined for functions f : Zd → S,
they are well defined for any v ∈ S when f : S+ → S.
Proposition 7.2. Let S ⊂ Zd be finite and let {SP }P∈P be a partition of Sc. Let F be a set of
functions f : S+ → S satisfying that S+ ∩ (∂•SP )+ is in the P -pattern for every P . Then
ω(F) ≤ ω|S+|/2dom · exp
[
− α16E
(∣∣Sfunbal∣∣+ 1d ∣∣SF ,frest ∣∣+ d∣∣SF ,fhigh∣∣)+ qd ∣∣S \ SFuniq∣∣+ γ¯|S|]
·
∏
P
(
λevenP
λoddP
) 1
4d
(|∂even(S+,SP \S+)|−|∂odd(S+,SP \S+)|)
,
where the expectation is taken with respect to a random element f ∈ F chosen with probability
proportional to its weight (1).
Before proving the proposition, let us show how it implies Lemma 7.1, and thus Lemma 5.7. The
proof is based on a “repair transformation” similar to the one described in Section 5.7.
Proof of Lemma 7.1. Note that Ω is determined by the values of f on S++. Let Λ¯ be a finite subset
of Zd that contains Λ ∪ S++. Let Ω¯ be the support of the marginal of PΛ,P0 on SΛ¯. We henceforth
view Ω as a subset of Ω¯. Denote
Ω0 :=
{
f |Λ¯\S+ : f ∈ Ω
}
⊂ SΛ¯\S+ and Ω1 :=
{
f |S+ : f ∈ Ω
}
⊂ SS+ .
Let T : Ω0 → 2Ω¯ be a map which satisfies T (f) ∩ T (f ′) = ∅ for distinct f, f ′ ∈ Ω0. Recalling (83),
(84), (1) and (127), we note that
PΛ,P0(Ω) =
ω(Ω)
ω(Ω¯)
≤ ω(Ω0) · ω(Ω1)∑
f∈Ω0 ω(T (f))
≤ ω(Ω1)
minf∈Ω0
ω(T (f))
ωf
.
Before defining T , let us bound ω(Ω1). To this end, we aim to apply Proposition 7.2 with
F = Ω1 (and S and (SP ) as here). Observe that, since (∂•SP )+ is in the P -pattern on Ω and
since E is determined by f |S+ , the collection F satisfies the assumption of the proposition and,
moreover, a random element of F chosen with probability proportional to its weight (1) has the
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same distribution as PΛ,P0(f |S+ ∈ · | Ω). For i ∈ {0, 1}, denote Si :=
⋃
P∈Pi SP \S+, where P0 andP1 were defined in Section 5.1. Then, by Proposition 7.2,
ω(Ω1) ≤ ω|S
+|/2
dom · e
− α
16
(∣∣Sfunbal∣∣+ 1d ∣∣SF,frest ∣∣+d∣∣SF,fhigh ∣∣)+ qd ∣∣S\SFuniq∣∣+γ¯|S|
·
(
λA0
λB0
) 1
4d
(|∂even(S+,S0)|−|∂odd(S+,S0)|−|∂even(S+,S1)|+|∂odd(S+,S1)|)
.
Thus, the lemma will follow if we find a map T such that T (f) ∩ T (f ′) = ∅ for distinct f, f ′ ∈ Ω0
and which also satisfies
min
f∈Ω0
ω(T (f))
ωf
≥ ω|S+|/2dom ·
(
λA0
λB0
) 1
4d
(|∂even(S+,S0)|−|∂even(S+,S1)|−|∂odd(S+,S0)|+|∂odd(S+,S1)|)
. (128)
We now turn to the definition of T . Fix a unit vector e ∈ Zd. For u ∈ Zd, we denote u ↑ := u+ e
and u ↓ := u−e. For a set U ⊂ Zd, we also write U ↑ := {u ↑ : u ∈ U} and U ↓ := {u ↓ : u ∈ U}. For
each P ∈ P, let ψP be a λ-weight-preserving permutation of S (as in (85)) taking P to P0 = (A0, B0)
if P ∈ P0 or to (B0, A0) otherwise (for P = P0, we take ψP0 to be the identity). Let H be the set
of all functions h : S∗ → S which are in the P0-pattern, where
S∗ := (S0 ∪ S ↓1 )c.
For f ∈ Ω0 and h ∈ H, define φf,h : Λ¯→ S by
φf,h(v) :=

ψP (f(v)) if v ∈ SP \ S+ for P ∈ P0
ψP (f(v
↑ )) if v ∈ (SP \ S+) ↓ for P ∈ P1
h(v) if v ∈ S∗
.
Note that φf,h is well defined, since the assumption that ∂•SP ⊂ ∂◦S for all P implies that
dist(SP \ S+, SQ \ S+) ≥ 3 for distinct P and Q (129)
so that, in particular, {S0, S ↓1 , S∗} is a partition of Zd.
Let us check that φ := φf,h ∈ Ω¯. By (82), (83) and (84), we must check that Λ¯\int(Λ) = Λ¯∩(Λc)+
is in the P0-pattern in φ. Let v ∈ Λ¯ \ int(Λ) and recall that, by assumption, (Λc)+ ⊂ S ∪ SP0 .
If v ∈ S ⊂ S∗ then φ(v) = h(v) and it is clear that v is in the P0-pattern in φ. Otherwise,
v ∈ (S ∪ SP0) \ S∗ ⊂ SP0 \ S+ so that φ(v) = f(v), and this is also clear.
Finally, define
T (f) := {φf,h : h ∈ H}.
To see that the desired property that T (f) ∩ T (f ′) = ∅ for distinct f, f ′ ∈ Ω0 holds, we now show
that the mapping (f, h) 7→ φf,h is injective on Ω0 ×H. To this end, we show how to recover (f, h)
from a given g in the image of this mapping. Indeed, it is straightforward to check that
f(v) =
{
ψ−1P (g(v)) if v ∈ SP \ S+ for P ∈ P0
ψ−1P (g(v
↓ )) if v ∈ SP \ S+ for P ∈ P1
and h(v) = g(v) for v ∈ S∗.
It remains to check that (128) holds. We begin by showing that ωφf,h = ωf · ωh for any f ∈ Ω0
and h ∈ H. Denote φ := φf,h and observe that
ωφ = ωφ|Λ¯\S∗ · ωφ|S∗ ·
∏
{u,v}∈∂S∗
λφ(u),φ(v) = ωφ|Λ¯∩S0 · ωφ|S ↓1
· ωφ|S∗ ·
∏
{u,v}∈∂S0∪∂S ↓1
λφ(u),φ(v).
Let us check that ωφ|Λ¯∩S0 = ωf |Λ¯∩S0 . Since f and φ coincide on SP0 \ S
+, we have λφ(u) = λf(u)
for any vertex u ∈ Λ¯ ∩ SP0 \ S+ and λφ(u),φ(v) = λf(v),f(u) for any edge {u, v} ⊂ Λ¯ ∩ SP0 \ S+.
Similarly, for P ∈ P0 \ {P0}, since ψP preserves weights, we have λφ(u) = λψP (f(u)) = λf(u) for any
u ∈ SP \ S+ and λφ(u),φ(v) = λψP (f(v)),ψP (f(u)) = λf(v),f(u) for any edge {u, v} ⊂ SP \ S+. Thus,
LONG-RANGE ORDER IN DISCRETE SPIN SYSTEMS 59
by (129), ωφ|Λ¯∩S0 = ωf |Λ¯∩S0 . Similarly, one may check that ωφ|(S1) ↓
= ωf |S1 . Since ∂(S0, S1) = ∅,
we conclude that ωφ|Λ¯∩S0 · ωφ|S ↓1
= ωf |Λ¯∩S0 · ωf |S1 = ωf |Λ¯∩(S0∪S1) = ωf |Λ¯\S+ = ωf .
Since φ|S∗ = h, it remains only to check that λφ(u),φ(v) = 1 for all {u, v} ∈ ∂S0 ∪ ∂S ↓1 , i.e.,
that {φ(u), φ(v)} ∈ E(H). In fact, we show that ∂•◦S0 and ∂•◦S ↓1 are in the P0-pattern in φ.
By definition, every vertex in S∗ is in the P0-pattern in φ, so that it suffices to check that ∂•S0
and ∂•S
↓
1 are in the P0-pattern in φ. Indeed, if w ∈ ∂•S0 then w ∈ ∂•(SP \ S+) ⊂ (∂•SP )+ for
some P ∈ P0. By the assumption of the lemma, w is in the P -pattern in f , and thus, by the
definition of ψP , w is in the P0-pattern in ψP ◦ f and hence also in φ. Similarly, if w ∈ ∂•S ↓1 then
w ↑ ∈ ∂•(SP \ S+) ⊂ (∂•SP )+ for some P ∈ P1, so that w ↑ is in the P -pattern in f , and thus, w ↑
is in the (B0, A0)-pattern in ψP ◦ f so that w is in the P0-pattern in φ.
We therefore conclude that
ω(T (f))
ωf
= ω(H) for all f ∈ Ω0.
Since the definition of H immediately implies that
ω(H) = (λA0)|S
even∗ | · (λB0)|S
odd∗ |,
concluding (128) is essentially just a computation. To see this, using the fact (which we prove
below) that, for any finite set U ⊂ Zd,
|U even| − |Uodd| = 12d(|∂evenU | − |∂oddU |), (130)
and writing |Seven∗ | = 12(|S∗|+ |Seven∗ | − |Sodd∗ |), and similarly for |Sodd∗ |, we have
ω(H) = ω|S∗|/2dom ·
(
λA0
λB0
) 1
4d
(|∂evenS∗|−|∂oddS∗|)
.
Noting that |S∗| = |S+|, it thus suffices to show that
|∂evenS∗| = |∂even(S+, S0)|+ |∂odd(S+, S1)|,
|∂oddS∗| = |∂odd(S+, S0)|+ |∂even(S+, S1)|.
Since ∂S∗ = ∂(S+, S0) ∪ ∂((S+) ↓ , S ↓1 ), this easily follows.
It remains to prove (130). To see this, first observe that u 7→ u ↓ is a bijection between U even∩U ↑
and Uodd ∩ U ↓ , so that
|U even| − |Uodd| = |(U \ U ↑ )even| − |(U \ U ↓ )odd|.
As the same holds for any direction ↑ , summing over the 2d possible directions yields (130). 
7.1. Proof of Proposition 7.2. The proof of the Proposition 7.2 relies on the following lemma
which provides a bound on the total weight of a collection of configurations. An important feature
of the bound is that it is factorized into “local terms” involving the values of the configuration on a
vertex and its neighbors. The proof of the lemma, which is based on Shearer’s inequality, is given
in Section 7.2 below. Recall the definition of Z(Ψ, I) from (33).
Lemma 7.3. Let S ⊂ Zd be finite and even and let {Su}u∈∂•S be a collection of subsets of S. Let
F ⊂ SS be such that f(u) ∈ Su for every f ∈ F and u ∈ ∂•S. Let f be an random element of
F chosen with probability proportional to its weight (1). For each odd vertex v ∈ S, let Xv be a
random variable which is measurable with respect to f |N(v). Then
ω(F) ≤
∏
v∈Sodd
∏
x
[
Z(Ψv,x, Iv,x)
P(Xv = x)
] 1
2d
P(Xv=x)
·
∏
u∈∂•S
(λSu)
1
2d
|∂u∩∂S|,
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where the second product is over x in the support of Xv, and Ψv,x and Iv,x are the supports of f |N(v)
and f(v) on the event {Xv = x}, respectively.
Thus, besides factorizing the bound on ω(F) over the odd vertices in S, Lemma 7.3 allows
exposing some information about f |N(v), which can then be used to bound Z(Ψ, I). One could
theoretically expose f |N(v) completely (i.e., by taking Xv to equal f |N(v) above), but this would
increase the number of terms in the second product above. One would therefore like to expose
as little information as possible, which still suffices to obtain good bounds on Z(Ψ, I). Recalling
the notions of non-dominant vertex, restricted edge, unbalanced neighborhood and highly energetic
vertex introduced in Section 5.7, we aim to expose just enough information as to allow to determine
the occurrence of these. For this, it will suffice to reveal the information of whether v is a dominant
vertex, and if so, also the R-closure of f(N(v)) and whether the neighborhood of v is unbalanced.
We will then make use of the inequality given in Lemma 7.3, accompanying it with the bounds on
Z(Ψ, I) given in Condition 2.4. At this point, we remind the reader that the fact that Condition 2.4
holds under either of the explicit quantitative conditions (14), (23) or (30) is shown in Section 8.
Proof of Proposition 7.2. We prove something slightly stronger than the inequality stated in the
lemma. Namely, we show that
ω(F) ≤ ω|(S+)odd|dom · e−
α
8
E
(∣∣Sf,oddunbal ∣∣+ 1d ∣∣SF,f,oddrest ∣∣+d∣∣SF,f,oddhigh ∣∣)+γ¯|S|+ qd |S\SFuniq|
·
∏
P
(λevenP )
1
2d
(|∂even(S+,SP \S+)|−|∂odd(S+,SP \S+)|),
(131)
where Sf,oddunbal := (S
f
unbal)
odd, SF ,f,oddhigh = (S
F ,f
high)
odd and SF ,f,oddrest is the set of restricted edges (v, u)
with v ∈ Sodd. The lemma then follows by taking the geometric average of the above bound and
its symmetric version in which the roles of odd and even are exchanged.
In proving (131), instead of working directly with S+, it is convenient to work with its even
expansion, defined as
S′ := S+ ∪ (∂◦S+)even = S++ \ (∂◦S+)odd.
Note that S+ ⊂ S′ ⊂ S++ and (S+)odd = (S′)odd. Let F ′ be the set of functions f ′ ∈ SS′ satisfying
that f ′|S+ ∈ F and that S′ ∩ SP is in the P -pattern for every P . Observe that if one samples a
random element f ′ ∈ F ′ with probability proportional to its weight (1), then f ′|S+ has the same
distribution as f , and the random variables {f ′(u)}u∈S′\S+ are independent (of one another and
of f ′|S+), with each f ′(u) distributed according to the single-site activities (λi) on A (analogously
to (84)), where P = (A,B) is the unique dominant pattern such that u ∈ SP . Recalling (127), it
follows that
ω(F ′) = ω(F) ·
∏
P
(λevenP )
|S′∩SP |.
Thus, noting that 2d|S′ ∩ SP | = |∂odd(S+, SP \ S+)|+ |∂odd((S+)c, SP ∩ ∂◦S+)|, we see that (131)
is equivalent to
ω(F ′) ≤ ω|(S+)odd|dom · e−
α
8
E
(∣∣Sf,oddunbal ∣∣+ 1d ∣∣SF,f,oddrest ∣∣+d∣∣SF,f,oddhigh ∣∣)+γ¯|S|+ qd |S\SFuniq|
·
∏
P
(λevenP )
1
2d
(|∂even(S+,SP \S+)|+|∂odd((S+)c,SP∩∂◦S+)|).
(132)
We also note at this point that SF ,f,oddrest = S
F ′,f,odd
rest , S
F ,f,odd
high = S
F ′,f,odd
high and S
F
uniq = S
F ′
uniq.
We now aim to apply Lemma 7.3 with S′ and F ′. For u ∈ ∂•S′, define
Su :=
{
A if u ∈ ∂◦S+ ∩ S(A,B)⋂{A : (A,B) ∈ P : u ∈ N(S(A,B))} if u ∈ ∂•S+ .
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Note that, by the assumption on F and by the definition of F ′, we have φ(u) ∈ Su for all φ ∈ F ′
and all u ∈ ∂•S′. For an odd vertex v ∈ ∂•S+, define Xv := 0, and for an odd vertex v ∈ S, define
Xv :=
{
(R(R(f ′(N(v)))),1{v has an unbalanced neighborhood in f ′}) if v is dominant in f ′
(∅, 0) otherwise .
Then, by Lemma 7.3,
ω(F ′) ≤
∏
v∈(S+)odd
∏
x
[
Z(Ψv,x, Iv,x)
P(Xv = x)
] 1
2d
P(Xv=x)
·
∏
u∈∂•S′
(λSu)
1
2d
|∂u∩∂S′|,
where Ψv,x and Iv,x are the supports of f
′|N(v) and f ′(v) on the event {Xv = x}, respectively. We
stress that the probabilities above are with respect to f ′, but we also remind that f ′|S+ equals f
in distribution so that these probabilities are the same when taken with respect to f .
We first show that∏
u∈∂•S′
(λSu)
1
2d
|∂u∩∂S′| ≤
∏
P
(λevenP )
1
2d
(|∂even(S+,SP \S+)|+|∂odd((S+)c,SP∩∂◦S+)|).
Since {∂u∩∂S′}u∈∂•S′ and {∂even(S+, SP \S+), ∂odd((S+)c, SP∩∂◦S+)}P are two partitions of ∂S′, it
suffices to show an inequality for each edge separately, namely, that λSu ≤ λevenP for any {u,w} ∈ ∂S′
and P = (A,B) such that u ∈ S′ and {u,w} ∈ ∂even(S+, SP \ S+) ∪ ∂odd((S+)c, SP ∩ ∂◦S+). Note
that u is even and that w /∈ S+. If u /∈ S+ then u ∈ SP so that Su = A and λSu = λevenP . If u ∈ S+
then w ∈ SP so that Su ⊂ A and λSu ≤ λevenP .
Thus, to obtain (132), it suffices to show that, for any v ∈ (S+)odd,∏
x
[
Z(Ψv,x, Iv,x)
P(Xv = x)
] 1
2d
P(Xv=x)
≤ ωdom ·
{
e
−α
8
pv+γ¯+
q
d
1
v/∈SF
uniq if v ∈ S
1 if v /∈ S
, (133)
where
pv := P
(
v ∈ Sfunbal
)
+ 1d · E
∣∣~∂v ∩ SF ,frest ∣∣+ d · P(v ∈ SF ,fhigh).
Suppose first that v /∈ S. By the assumption on F and by definition of F ′, we have that Ψv,x ⊂ AN(v)
and Iv,x ⊂ B, where P = (A,B) is the unique dominant pattern such that v ∈ SP . Thus,∏
x
[
Z(Ψv,x, Iv,x)
P(Xv = x)
] 1
2d
P(Xv=x)
= Z(Ψv,0, Iv,0)
1/2d ≤ Z(A[2d], B)1/2d = λAλB = ωdom.
Suppose now that v ∈ S. Taking logarithms in (133), the inequality becomes
1
2dEnt(Xv) +
1
2dE
[
logZ(Ψv,Xv , Iv,Xv)
] ≤ logωdom − α8 · pv + γ¯ + qd1v/∈SFuniq .
Recalling that γ¯ = γ + e−αd/25, this will follow if we show that
1
2dEnt(Xv) ≤ α24 · pv + e−αd/25 + qd1v/∈SFuniq , (134)
1
2dE
[
logZ(Ψv,Xv , Iv,Xv)
] ≤ logωdom − α6 · pv + γ. (135)
We begin by showing (134). By (78) and (26), we always have the trivial bound
Ent(Xv) ≤ log | supp(Xv)| ≤ log(1 + 2|P|) ≤ 2q.
Thus, it suffices to show that, for any v ∈ SFuniq,
Ent(Xv) ≤ αd12 · pv + 2de−αd/25.
Fix v ∈ SFuniq and denote p := pv. When p ≥ 1/2, the above bound is clear from the trivial
bound on Ent(Xv) as αd ≥ Cq by (34). Thus, we may assume that p < 1/2. By the definition of
62 RON PELED AND YINON SPINKA
unique pattern, there exists some J for which Xv 6= (J, 0) implies that v ∈ Sfunbal or ~∂v ⊂ SF ,frest . In
particular, P(Xv 6= (J, 0)) ≤ p < 1/2. Hence, using the chain rule for entropy (77),
Ent(Xv) = Ent(1{Xv=(J,0)}) + Ent(Xv | 1{Xv=(J,0)})
≤ p log 2q+2p + (1− p) log 11−p ≤ 2p log 2
q+2
p .
Thus, using that x log ax ≤ ae ≤ a2 for 0 < x < 1 and that αd ≥ Cq by (34), we obtain
Ent(Xv)− αd12 p ≤ 2p log
(
2q+2
p · e−αd/24
)
≤ 2q+2e−αd/24 ≤ e−αd/25 ≤ 2de−αd/25.
It remains to show (135). Denote Xv = (Jv, Uv) and let Rv be the set of u ∼ v for which
{g(u) : g ∈ Ψv,Xv} 6'R Jv. By (35)-(39) of Condition 2.4,
logZ(Ψv,Xv , Iv,Xv)
2d
≤ logωdom + γ − α
2

1
d |Rv| if Jv 6= ∅, Uv = 0, R(Iv,Xv) ⊂ Jv
3d if Jv 6= ∅, Uv = 0, Iv,Xv ⊂ S \R(Jv)
1 otherwise
.
Then (135) will follow if we show that
1{v∈Sfunbal}
+ 1d
∣∣~∂v ∩ SF ,frest ∣∣+ d1{v∈SF,fhigh } ≤

3
d |Rv| if Jv 6= ∅, Uv = 0, R(Iv,Xv) ⊂ Jv
9d if Jv 6= ∅, Uv = 0, Iv,Xv ⊂ S \R(Jv)
3 otherwise
.
This follows from the definitions of balanced neighborhood, restricted edge and highly energetic
(recall these from Section 5.7): If Jv = ∅ or Uv = 1, then v /∈ SF ,fhigh and the inequality is clear.
Otherwise, Jv 6= ∅ and Uv = 0, so that v /∈ Sfunbal. If v ∈ SF ,fhigh then Iv,Xv ⊂ S \ R(Jv) and the
inequality is also clear since  ≥ 14d . Otherwise, as (v, u) ∈ SF ,frest implies that either u ∈ Rv or
R(Iv,Xv) 6⊂ Jv, the inequality follows. 
7.2. Proof of Lemma 7.3. The proof proceeds by first proving a generalized non-weighted version
of the lemma using Shearer’s inequality, and then reducing the weighted case to the non-weighted
case by a method introduced by Galvin [32].
Let H be a finite set and let H = (He)e∈E(Zd) be a collection of subsets of H2. Let S ⊂ Zd be even
and denote by HomS,H the set of all functions F : S → H such that (F (v), F (u)) ∈ H{v,u} whenever
v ∈ S is odd and u ∼ v. Thus, we may regard He as specifying a constraint on the possible values
appearing on the endpoints of the edge e. For e ∈ E(Zd) and h ∈ H, denote
He,h :=
{
h′ ∈ H : (h′, h) ∈ He
}
.
Thus, He,h is the set of allowed values on the odd endpoint of e given that the even endpoint of e
takes the value h. We extend this definition to allow taking into account the value at all neighbors
of an odd vertex. Namely, for an odd vertex v ∈ S and a function ψ : N(v)→ H, we write
Hv,ψ :=
⋂
u∼v
H{v,u},ψ(u).
For a set Ψ of functions ψ : N(v)→ H and a subset I ⊂ H, denote
ZHv (Ψ, I) :=
∑
ψ∈Ψ
|Hv,ψ ∩ I|2d.
The above is the non-weighted analogue of (33). In particular, ZHv (Ψ, I) counts the number of
functions ϕ : K2d,2d → S, which obey the constraints given by H at v, and whose restrictions to the
two sides belong to Ψ and I [2d]. The following is a non-weighted analogue of Lemma 7.3.
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Lemma 7.4. Let H be a finite set, let S ⊂ Zd be finite and even and let {Hu}u∈∂•S be a collection
of subsets of H. Let F ⊂ HomS,H be such that F (u) ∈ Hu for every F ∈ F and u ∈ ∂•S. Let F
be an element of F chosen uniformly at random. For each odd vertex v ∈ S, let Xv be a random
variable which is measurable with respect to F |N(v). Then
|F| ≤
∏
v∈Sodd
∏
x
(
ZHv (Ψv,x, Iv,x)
P(Xv = x)
)P(Xv=x)/2d
·
∏
u∈∂•S
|Hu| 12d |∂u∩∂S|,
where the second product is over x in the support of Xv, and Ψv,x and Iv,x are the supports of
F |N(v) and F (v) on the event {Xv = x}, respectively.
Proof. Let F be a uniformly chosen element in F and note that Ent(F ) = log |F|. Hence, the
desired inequality becomes
Ent(F ) ≤ 12d
∑
v∈Sodd
∑
x
P(Xv = x) · log Z
H
v (Ψv,x, Iv,x)
P(Xv = x)
+ 12d
∑
u∈∂•S
|∂u ∩ ∂S| · log |Hu|. (136)
We make use of (77)-(80) throughout the proof. To prove (136), we begin by writing
Ent(F ) = Ent(F even) + Ent(F odd | F even).
By the sub-additivity of entropy, we have
Ent(F odd | F even) ≤
∑
v∈Sodd
Ent
(
F (v) | F |N(v)
)
.
We use Shearer’s inequality to bound Ent(F even). Namely, Lemma 4.7 applied with the random
variables (Zi) = (F (v))v∈Seven , the collection I = {N(v)}v∈Sodd∪{N(v)∩S}v∈∂◦S and k = 2d, yields
Ent(F even) ≤ 12d
∑
v∈Sodd
Ent
(
F |N(v)
)
+ 12d
∑
v∈∂◦S
Ent
(
F |N(v)∩S
)
.
Note that, by the assumption on F ,∑
v∈∂◦S
Ent
(
F |N(v)∩S
) ≤ ∑
v∈∂◦S
∑
u∈N(v)∩S
Ent(F (u)) =
∑
u∈∂•S
|∂u ∩ ∂S| · Ent(F (u)).
Thus, (136) will follow once we show that
Ev :=
1
2d · Ent
(
F |N(v)
)
+ Ent
(
F (v) | F |N(v)
) ≤ 12d∑
x
P(Xv = x) · log Z
H
v (Ψv,x, Iv,x)
P(Xv = x)
.
Let Xv be the support of Xv and note that the support of F |N(v) is the disjoint union
⋃
x∈Xv Ψv,x.
Then, by Jensen’s inequality,
Ev =
∑
x∈Xv
∑
ψ∈Ψv,x
P(F |N(v) = ψ) ·
[
1
2d · log 1P(F |N(v)=ψ) + Ent(F (v) | F |N(v) = ψ)
]
≤ 12d
∑
x∈Xv
∑
ψ∈Ψv,x
P(F |N(v) = ψ) · log
|Hv,ψ ∩ Iv,x|2d
P(F |N(v) = ψ)
≤ 12d
∑
x∈Xv
P(Xv = x) · log Z
H
v (Ψv,x, Iv,x)
P(Xv = x)
. 
Proof of Lemma 7.3. We first observe that, since S is even, |Sodd| = |E(S)|/2d and, by Lemma 4.1,
|S| = 2|Sodd|+|∂S|/2d. Using this, one easily checks that the inequality we wish to prove is invariant
with respect to scaling of both the vertex-weights {λi}i∈S and the edge-weights {λi,j}i,j∈S. Thus,
by the continuity and the scale-invariance of the quantities in the weights, we may assume that
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{λi}i are rational numbers in (0, 1] and maxi,j λi,j = 1. Let M be a large integer such that λiM is
an integer for all i ∈ S, and denote
H :=
{
(i,m) : i ∈ S, 1 ≤ m ≤ λiM
}
.
We aim to apply Lemma 7.4 with H and a suitably chosen H = (He)e∈E(Zd), which we construct
randomly as follows. For each odd v ∈ S and each g = (i,m, j, n) ∈ H2, we put g in He with
probability λi,j , with all choices made independently.
We first show that ω(F), the quantity we wish to bound, is given up to an explicit factor by an
expectation over the random choice of H. Namely,
ω(F) = E|G| ·M−|S|, where G := {(f, φ) ∈ HS : f ∈ F , (f, φ) ∈ HomS,H}.
Here we write (f, φ) for the function from S to H which maps s ∈ S to (f(s), φ(s)) ∈ H. We regard
F = (f, φ) as a “lift” of an element in SS to an element in HS . For f ∈ F , we denote the set of all
lifts of f and the random set of all lifts of f that obey H by
G0(f) :=
{
F ∈ HS : F = (f, φ) for some φ} and G(f) := G0(f) ∩ HomS,H.
Note that
|G0(f)| =
∏
v∈S
(λf(v)M) = M
|S| ·
∏
v∈S
λf(v),
and that, for any fixed F ∈ G0(f),
P(F ∈ G) = P((F (v), F (u)) ∈ H{v,u} for all v ∈ Sodd and u ∼ v) = ∏
v∈Sodd, u∼v
λf(v),f(u).
Thus,
E|G(f)| =
∑
F∈G0(f)
P(F ∈ G) = ωf ·M |S|,
from which it follows that E|G| = ∑f∈F E|G(f)| = ω(F) ·M |S|.
Let FH = (fH, φH) be a random element of G sampled uniformly and let µH be the (random)
distribution of fH conditioned on H. Applying Lemma 7.4 with Hu := {(i,m) ∈ H : i ∈ Su}, we
obtain
|G| ≤
∏
v∈Sodd
∏
x
(
ZHv (ΨHv,x, IHv,x)
µH(Xv = x)
)µH(Xv=x)/2d
·
∏
u∈∂•S
∣∣λSuM ∣∣ 12d |∂u∩∂S|,
where ΨHv,x and IHv,x are the conditional supports of FH|N(v) and FH(v) given H on the event
{Xv = x}, respectively. By the scale-invariance, this can equivalently be written as
|G|
M |S|
≤
∏
v∈Sodd
∏
x
(
ZHv (ΨHv,x, IHv,x)
M4d · µH(Xv = x)
)µH(Xv=x)/2d
·
∏
u∈∂•S
|λSu |
1
2d
|∂u∩∂S|. (137)
Let µ denote the distribution on F given by the weights (1). Let us show that
dTV(µH, µ)⇒ 0 as M →∞, (138)
max
v∈Sodd
max
x
ZHv (ΨHv,x, IHv,x)
Z(Ψv,x, Av,x)
·M−4d ⇒ 1 as M →∞, (139)
where dTV denotes total-variation distance and ⇒ denotes convergence in distribution. Towards
proving these claims, let us first show that, for any fixed  > 0, with probability tending to 1 as
M →∞, we have
1−  ≤ |Hv,ψ ∩ ({i} × N)|
λiM
∏
u∼v λi,ψ0(u)
≤ 1 +  for all v ∈ Sodd, ψ = (ψ0, ψ1) ∈ HN(v), i ∈ S, (140)
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where, for notational convenience, we regard “0/0” to be 1. Indeed, for any such (v, ψ, i), since
|Hv,ψ ∩ ({i} × N)| ∼ Bin(λiM,
∏
u∼v λi,ψ0(u)), a standard Chernoff bound yields that
P
(∣∣∣∣ |Hv,ψ ∩ ({i} × N)|λiM∏u∼v λi,ψ0(u) − 1
∣∣∣∣ > ) ≤ 2e−δλiM ,
for some δ > 0 which depends only on . Hence, by a union bound over the choices of (v, ψ, i), the
probability that (140) does not occur is at most |S|(|S|M)2d|S| · 2e−δmini λiM .
We proceed to show (138). Since µH and µ are supported on the same finite set, (138) is equivalent
to the fact that µH(f) ⇒ µ(f) as M → ∞ for any fixed f ∈ F . Since µH(f) = |G(f)|/|G| and
µ(f) = ω(f)/ω(F), it suffices to show that, on the event that (140) occurs,
(1− )M |S| · ω(f) ≤ |G(f)| ≤ (1 + )M |S| · ω(f) for all f ∈ F . (141)
Recall that |G(f)| is the number of φ such that (f, φ) ∈ HomS,H. To count the number of such φ,
we first choose φ|Seven and then choose φ(v) for each v ∈ Sodd, noting that the possible choices for
such an odd vertex are not affected by the choices for other odd vertices. The number of choices for
φ|Seven is precisely M |Seven|
∏
u∈Seven λf(u). Given any such choice of φ|Seven and any vertex v ∈ Sodd,
the number of choices for φ(v) is precisely |Hv,(f,φ)|N(v) ∩ ({f(v)}×N)|, which, by (140), is between
(1− )λf(v)M
∏
u∼v λf(v),f(u) and (1 + )λf(v)M
∏
u∼v λf(v),f(u). This yields (141).
Towards proving (139), let v ∈ Sodd and let x be in the support of Xv. Note that, since Xv is
measurable with respect to fH|N(v),
ΨHv,x =
{
(ψ, φ) ∈ HN(v) : ψ ∈ Ψv,x
}
and IHv,x :=
{
(i,m) ∈ H : i ∈ Iv,x
}
.
Thus, when (140) holds, we have
ZHv (Ψ
H
v,x, I
H
v,x) =
∑
ψ∈ΨHv,x
|Hv,ψ ∩ IHv,x|2d ≤ (1 + )M4d
∑
ψ∈Ψ
(∏
u∼v
λψ(u)
)(∑
i∈I
λi
∏
u∼v
λi,ψ(u)
)2d
.
Together with the analogous lower bound and recalling (33), we obtain
(1− )M4d · Z(Ψv,x, Iv,x) ≤ ZHv (ΨHv,x, IHv,x) ≤ (1 + )M4d · Z(Ψv,x, Iv,x).
Since, for any fixed  > 0, this holds with probability tending to 1 as M →∞, we obtain (139).
Finally, we conclude from (137), (138) and (139) that, for any fixed  > 0, with probability
tending to 1 as M →∞,
|G|
M |S|
≤ (1 + )
∏
v∈Sodd
∏
x
(
Z(Ψv,x, Iv,x)
P(Xv = x)
)P(Xv=x)/2d
·
∏
u∈∂•S
|Su| 12d |∂u∩∂S|.
Noting that |G| ·M−|S| ≤ |S||S| is uniformly bounded and recalling that E|G| ·M−|S| = ω(F), the
desired inequality follows by taking expectation. 
8. The model on a complete bipartite graph
As we have explained, the quantitative results given in Section 2 hold under either one of the
explicit conditions (14), (23), (30), (31), or alternatively, under the more abstract Condition 2.4
pertaining to the behavior of the spin system on the complete bipartite graph K2d,2d. In this section,
we show that the former conditions are special cases of the latter. We have already explained in
Section 2.4 that (14) is a special case of (23), and that, for homomorphism models, (23) and (30)
are equivalent and are special cases of (31).
Let us show that (23) is a special case of (30) for non-homomorphism models. Suppose that (23)
holds and set s := d4 log(dρact)/(− log ρint)e. Note that ρsintρact ≤ 1d and that (23) implies that
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(2dρact)
(s−1)|S| ≤ eα1d/5, so that ρˆbulkpat ≤ ρbulkpat (1+ 1d)eα1/10. Thus, α2 ≥ α1−log(1+ 1d)−α110 ≥ 9α110 − 1d ,
so that (29) and (30) follow from (23) using also that ρˆact ≤ ρ2act.
It remains to show that for homomorphism models, (31) is a special case of Condition 2.4, and
that for non-homomorphism models, (30) is a special case of Condition 2.4. We will handle both
cases in parallel, showing that Condition 2.4 is satisfied with the parameters α, γ,  and ¯ chosen
as follows. For homomorphism models, we assume that (31) holds and set
α := α3,  := min
{
α
64 log d
,
1
8
}
, ¯ :=
1
4d
, γ := 0.
For non-homomorphism models, we assume that (30) holds with some s as in (29) and set
α := α2,  := min
{
α
64 log d
,
1
8
}
, ¯ := max
{
s
4d
,
α
− log ρint
}
, γ := ρact · ρsint.
Formally, the analysis for the latter case is valid also for homomorphism models, where it is then
understood that s = 1 so that ¯ = 14d and γ = 0 as before.
Condition 2.4 is verified in the following two lemmas.
Lemma 8.1. We have (34),
1
4d ≤ ¯ ≤  ≤ 18 and 2q+1( e2)4d(ρbdrypat )2d−4d ≤ 14e−αd.
Furthermore, for non-homomorphism models,
|Pmax| · ( e2¯)4¯d(ρbdrypat )2d−4¯d ≤ 14e−αd.
Lemma 8.2. We have (35)-(39).
Proof of Lemma 8.1. We make use of (31) or (30) and (29) throughout the proof.
To establish (34), it suffices to show that cα is greater than each term on the right-hand side
of (34) separately. Using that α ≥ Cd−1/4q(q+log d) log d, this is immediate for the first term, and
since γ ≤ d−2, it also easily follows for the last two terms. It remains to check that cα ≥ (q+log d) log d
2d
.
Note that either  = 18 or  ≥ α64 log d . It is straightforward to verify that the inequality holds in
either case.
For the inequality 14d ≤ ¯ ≤  ≤ 18 , it suffices to check that ¯ ≤  as the other two inequalities
are immediate. Since α ≤ − log ρint by the definition of α, it remains to check that s ≤ 4d. Since
4d ≥ 1 by the assumption on α, this follows from the assumption on ρint.
For the inequality 2q+1( e2)
4d(ρbdrypat )
2d−4d ≤ 14e−αd, since 14d ≤  ≤ 18 and ρbdrypat ≤ e−α, it suffices
to show that 2q+1(2ed)4d ≤ 14eαd/2. Since 2q+1 ≤ 14eαd/4, it suffices that 16 log(2ed) ≤ α. Since
2ed ≤ d4, this follows from the definition of .
For the inequality |Pmax|( e2¯)4¯d(ρbdrypat )2d−4¯d ≤ 14e−αd, since 14d ≤ ¯ ≤ 18 and |Pmax|(ρbdrypat )3d/2 ≤
e−3αd/2, it suffices to show that 4(2ed)4¯d ≤ eαd/2. Since 4 ≤ eαd/4 and ¯ ≤ , this follows as
before. 
Proof of Lemma 8.2. In the proof, we regard a function ψ : [2d]→ S as specifying the values on the
left side of K2d,2d and we speak about possible values appearing on the right side given such a ψ. In
homomorphism models, if a value i ∈ S appears of the left side, then only values in N(i) can appear
on the right side. Thus, if ψ appears on the left side, then the only possible values on the right side
are those in R(ψ([2d])). In non-homomorphism models, on the other hand, such hard constraints
do not apply and more care is needed. This makes the computations for homomorphism models
much simpler than in the general case. We therefore begin by explaining the simpler situation.
The homomorphism case. We begin with the simple observation that Z(ΨJ ,S) ≤ (λJλR(J))2d
for any R-set J . More generally, if Ψ ⊂ ΨJ and I ⊂ S, then Z(Ψ, I) = ω(Ψ) · (λI∩R(J))2d, where
ω(Ψ) =
∑
ψ∈Ψ
∏
j∈[2d] λψ(j). This is the basis for all bounds.
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Let J be a side of a dominant pattern. To see (35), let Ψ ⊂ ΨJ , denote Jj := {ψ(j) : ψ ∈ Ψ},
and note that
Z(Ψ, S) ≤
∏
j∈[2d]
λJj · (λR(J))2d = (λJλR(J))2d ·
∏
j∈[2d]
(
λJj
λJ
)
≤ ω2ddom(ρbdrypat )kΨ ≤ ω2ddome−αkΨ .
To see (36), let I ⊂ S be such that R(J) 6⊂ R(R(I)) and note that
Z(ΨJ,,¯, I) ≤ Z(ΨJ , I) ≤ (λJλI∩R(J))2d
= ω2ddom
(
λI∩R(J)
λR(J)
)2d ≤ ω2ddom(ρbdrypat )2d ≤ ω2ddome−2αd.
To see (37), note first that
ω(ΨJ \ΨJ,,¯) = ω(Ψ1J,) ≤
∑
A(J
side of dom pat
d4de−1∑
k=1
(
2d
k
)
λ2d−kA λ
k
J\A
≤ (λJ)2d · 2q+1( e2)4d maxA(J
R-set
(λAλJ )
2d−4d
≤ (λJ)2d · 2q+1( e2)4d(ρbdrypat )2d−4d ≤ (λJ)2d · 14e−αd,
(142)
where we used Lemma 8.1 in the last inequality (the 14 is not important here). Thus,
Z(ΨJ \ΨJ,,¯,S) = ω(ΨJ \ΨJ,,¯) · (λR(J))2d ≤ ω2ddom · e−αd.
Note that (38) is trivial since Z(ΨJ , S \R(J)) = 0. Finally, (39) follows from∑
I⊂S side of maximal
non-dominant pattern
Z(ΨI , S) =
∑
I⊂S side of maximal
non-dominant pattern
λ
〈2d〉
I λ
2d
R(I) = ω
2d
dom · (ρbulk*pat )2d ≤ ω2ddom · e−2αd.
The non-homomorphism case. Before diving into the proofs of the bounds as we did in the
homomorphism case, we need to lay some groundwork. Fix an R-set J , a collection Ψ ⊂ ΨJ and a
set I ⊂ S. Instead of working directly with functions ψ : [2d]→ S, it is convenient to only prescribe
the number of times each value appears in the image of ψ. To this end, for ξ : J → {0, 1, 2, . . . }, let
Ψξ be the set of ψ ∈ Ψ such that |ψ−1(j)| = ξ(j) for all j ∈ J . Say that ξ is legal if
∑
j∈J ξ(j) = 2d
and ∑
j∈J\J ′
ξ(j) > 0 for any J ′ ⊂ J such that J ′ 6'R J.
Note that Ψ is the union of Ψξ over legal ξ. Thus, recalling (33), we may rewrite Z(Ψ, I) as
Z(Ψ, I) =
∑
ξ legal
|Ψξ| · Z0ξ · (Z1ξ )2d, (143)
where
Z0ξ :=
∏
j∈J
(λj)
ξ(j) and Z1ξ :=
∑
i∈I
λi
∏
j∈J
(λi,j)
ξ(j).
Note that Z0ξ is the contribution from all the values on the left side, while Z
1
ξ is the contribution
from a single value on the right side (taking into account its interaction with all the values on the
left side). Next, we aim to divide the sum over legal ξ into certain classes of ξ on which we have
control on Z0ξ and Z
1
ξ .
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To this end, for a legal ξ, define
Sξ := R(S
′
ξ), where S
′
ξ :=
{
i ∈ S :
∑
j∈J\N(i)
ξ(j) < s
}
.
Observe that S′ξ is the set of values that interact with maximum interaction weight with all but at
most s−1 elements on the left side (i.e., in the image of any ψ ∈ Ψξ), and, in particular, R(J) ⊂ S′ξ.
Thus, we may regard S′ξ as those values which have a “good chance” of appearing on the right side
(at least in terms of their energetic cost). With this in mind, we may think of Sξ as the intersection
of all R-subsets of J which have a significant presence on the left side. Note that
{j ∈ J : ξ(j) ≥ s} ⊂ Sξ ⊂ J. (144)
Furthermore, we have that
Sξ 6= J =⇒ Ψξ ⊂ Ψ2J,¯. (145)
Indeed, Sξ 6= J implies that there exists i ∈ S′ξ \R(J). In particular, 1 ≤
∑
j∈J\N(i) ξ(j) < s (since
i /∈ R(J) implies that J 6⊂ N(i) and then J ′ = J ∩N(i) is an R-set distinct from J), which implies
that Ψξ ⊂ Ψ2J,¯ since s ≤ 4¯d.
For any S ⊂ J , let ΞS be the set of all legal ξ having Sξ = S, so that
Z(Ψ, I) =
∑
S⊂J
ΣS , where ΣS :=
∑
ξ∈ΞS
|Ψξ| · Z0ξ · (Z1ξ )2d.
By definition, we have ΣS = 0 whenever S is not an R-set. Since s ≤ d2d/|S|e by (29), we have
that Ξ∅ = ∅ and Σ∅ = 0 by (144). We proceed to bound ΣS for any non-empty R-set S ⊂ J . To
this end, we first break the problem into two separate parts, concerning the values on the left and
right sides. We do so by using the simple bound
ΣS ≤
∑
ξ∈ΞS
|Ψξ| · Z0ξ
 · (max
ξ∈ΞS
Z1ξ
)2d
. (146)
Let us begin by considering the case S = J . In this case, for the term involving the values on
the right side, every value outside of R(J) comes at a large interaction cost, so that
max
ξ∈ΞJ
Z1ξ ≤ λI∩R(J) + ρsintλI\R(J).
Indeed, given ξ ∈ ΞJ , any choice of i ∈ R(J) contributes λi to the sum in Z1ξ as it yields a product
over j ∈ J which equals 1 (since λi,j = 1 for all j ∈ J), and any choice of i /∈ R(J) = S′ξ contributes
at most ρsintλi as it yields a product which is at most ρ
s
int (since λi,j < 1 for all j ∈ J \ N(i) and∑
j∈J\N(i) ξ(j) ≥ s). When R(J) 6= ∅ (which holds whenever J 6= S), we may rewrite this last
expression to obtain
max
ξ∈ΞJ
Z1ξ ≤ λR(J)
(
1− λR(J)\IλR(J) + ρ
s
int
λI\R(J)
λR(J)
)
.
For the term involving the values on the left side, we always have the trivial bound∑
ξ∈ΞJ
|Ψξ| · Z0ξ ≤ (λJ)2d.
Plugging these bounds into (146), we obtain that
ΣJ ≤ (λJλR(J))2d
(
1− λR(J)\IλR(J) + ρ
s
int
λI\R(J)
λR(J)
)2d
. (147)
When J is a side of a dominant pattern, λJλR(J) = ωdom and
λI\R(J)
λR(J)
≤ ρˆact by (27), so that
ΣJ ≤ ω2ddom
(
1− λR(J)\IλR(J) + γ
)2d
.
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Using this bound and some adaptations of it, we are already able to deduce (35), (36), (38) and
half of (37), in a similar way as in the homomorphism case. For this part of the proof, we suppose
that J is a side of a dominant pattern. Note that, by (145), we have that Z(Ψ, I) = ΣJ whenever
Ψ is disjoint from Ψ2J,¯.
Bound (35): Suppose that Ψ ⊂ ΨJ,,¯ and I = S. Since Z(Ψ, I) = ΣJ ≤ ω2ddom · (1+γ)2d, it remains
only to obtain the additional factor e−αkΨ . Recall that Jj := {ψ(j) : ψ ∈ Ψ} 6'R J for kΨ many
indices j ∈ [2d]. Thus, the trivial bound on ∑ξ∈ΞJ |Ψξ| · Z0ξ can be improved to∑
ξ∈ΞJ
|Ψξ| · Z0ξ ≤
∏
j∈[2d]
λJj ≤ (λJ)2d · (ρbdrypat )kΨ ≤ (λJ)2d · e−αkΨ ,
which leads to
Z(Ψ, I) = ΣJ ≤ ω2ddom · (1 + γ)2d · e−αkΨ .
Bound (36): Suppose that Ψ = ΨJ,,¯ and that R(J) 6⊂ R(R(I)). Then
Z(Ψ, I) = ΣJ ≤ ω2ddom
(
1− λR(J)\IλR(J) + γ
)2d ≤ ω2ddom · (ρbdrypat + γ)2d ≤ ω2ddom · e2γd−2αd,
where in the last inequality we used that 1 + γ ≤ eγ and γ ≤ ρs/2int ≤
√
ρint to deduce that
(ρbdrypat + γ)e
−γ ≤ 1− (1− ρbdrypat )/(1 + γ) ≤ 1− (1− ρbdrypat )(1−
√
ρint) ≤ e−α.
Half of bound (37): Suppose that Ψ = Ψ1J, ∪ Ψ2J,¯ and I = S. Since Ψ is not disjoint from
Ψ2J,¯, it no longer holds that Z(Ψ,S) = ΣJ . Here we only bound the contribution of ΣJ to Z(Ψ, S)
and return later to the contributions of ΣS for S 6= J . We further separate between Ψ = Ψ1J,
and Ψ = Ψ2J,¯, and denote by Σ
1
J and Σ
2
J the corresponding values, so that ΣJ ≤ Σ1J + Σ2J . For
Ψ = Ψ1J,, the same computation as in (142) yields that the trivial bound on
∑
ξ∈ΞJ |Ψξ| · Z0ξ may
be improved in this case to ∑
ξ∈ΞJ
|Ψξ| · Z0ξ ≤ (λJ)2d · 14e−αd,
which leads to the bound
Σ1J ≤ ω2ddom · (1 + γ)2d · 14e−αd.
For Ψ = Ψ2J,¯, an almost identical computation (where the sum in (142) is taken over all R-sets
A ( J and not just those that are sides of dominant patterns, so that 2q+1 becomes |Pmax|, and we
use the last inequality in Lemma 8.1) yields the same bound on Σ2J .
Bound (38): Suppose that Ψ = ΨJ,,¯ and I = S \ R(J). Then Z(Ψ, I) = ΣJ ≤ ω2ddomγ2d.
In fact, we claim that we can replace the term γ = ρˆactρ
s
int here by ρˆactρ
4¯d
int . Indeed, since Ψ
is disjoint from Ψ2J,¯, every value outside of R(J) comes at an even larger interaction cost than
before as it interacts (with non-maximum interaction weight) with at least 4¯d spins on the left, so
that by repeating the derivation of the above bound on maxξ∈ΞJ Z
1
ξ , we get the improved bound
maxξ∈ΞJ Z
1
ξ ≤ λR(J)ρˆactρ4¯dint , which then gives that
Z(Ψ, I) = ΣJ ≤ ω2ddom · (ρˆactρ4¯dint )2d ≤ ω2ddom · ρ4¯d
2
int ≤ ω2ddom · e−4αd
2
,
where in the last two inequalities we used that ρ2¯dint ≤ ρs/2int ≤ 1/ρˆact by (29) and ¯ ≥ α− log ρint .
It remains to establish (39) and the other half of (37). For this, we now consider the case S 6= J .
Note that by (144), this case can only occur when s > 1. When S 6= J , certain values of J do not
appear often on the left side, potentially allowing some values outside of R(J) to be placed on the
right side at a low (but still positive) interaction cost. Values outside of R(S) still incur a large
interaction cost as before. Precisely, given ξ ∈ ΞS , any choice of i ∈ R(S) \ R(J) contributes at
most ρintλi to Z
1
ξ (since λi,j < 1 for all j ∈ J \N(i) and ξ(j) ≥ 1 for some j ∈ J \N(i)) and any
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choice outside of R(S) contributes at most ρsintλi. Thus, for the term involving the values on the
right side, we have that
max
ξ∈ΞS
Z1ξ ≤ λI∩R(J) + ρintλI∩R(S)\R(J) + ρsintλI\R(S)
≤ λR(J) + ρintλR(S)\R(J) + ρsintλS\R(S)
= λR(S)
(
1− (1− ρint)λR(S)\R(J)λR(S) + ρ
s
int
λS\R(S)
λR(S)
)
.
(148)
For the term involving the values on the left side, observe that by first choosing the subset of [2d]
on which J \ S appears (by (144), each j ∈ J \ S appears at most s − 1 times), choosing a value
from J \ S for each position there, and then choosing a value from S for each remaining position
in [2d], we obtain that∑
ξ∈ΞS
|Ψξ| · Z0ξ ≤
(s−1)|J\S|∑
k=1
(
2d
k
)
λkJ\Sλ
2d−k
S ≤ (λS)2d ·
(
2dλS
λS
)(s−1)|S|
, (149)
where we used the inequality
∑m
k=1
(
n
k
) ≤ nm. Plugging (148) and (149) into (146) yields that
ΣS ≤ (λSλR(S))2d ·
(
1− (1− ρint)λR(S)\R(J)λR(S) + ρ
s
int
λS\R(S)
λR(S)
)2d (
2dλS
λS
)(s−1)|S|
for any S 6= J.
When S is not a side of a dominant pattern, using the definition of ρˆbulkpat from (27), the definition
of α from (28) and that αd ≥ log 4 by (23), we obtain that
ΣS ≤ ω2ddom · (ρˆbulkpat )2d ≤ ω2ddom · 1|Pmax|e−2αd ≤ ω2ddom · 14|Pmax|e−αd. (150)
When S is a side of dominant pattern,
λR(J)
λR(S)
≤ ρbdrypat and
λS\R(S)
λR(S)
, λSλS ≤ ρˆact, so that
ΣS ≤ ω2ddom ·
(
1− (1− ρbdrypat )(1− ρint) + γ
)2d · (2dρˆact)(s−1)|S|
≤ ω2ddom · (1 + γ)2d
(
1− (1− ρbdrypat )(1−
√
ρint)
)2d · e 12αd ≤ ω2ddom · 2−q−3e2γd−αd, (151)
where we used the definition of α from (28) and that γ ≤ ρs/2int ≤
√
ρint to deduce that 1 − (1 −
ρbdrypat )(1−ρint)/(1+γ) ≤ 1−(1−ρbdrypat )(1−
√
ρint) ≤ e−α, and we used that (2dρˆact)(s−1)|S| ≤ e−αd/2
by (29) and 12αd ≥ (q + 3) log 2 by (23).
Bound (37): Suppose that J is a side of a dominant pattern, Ψ = Ψ1J,¯ ∪Ψ2J,¯ and I = S. We have
already shown in this case that ΣJ ≤ ω2ddom · (1 + γ)2d · 12e−αd. Thus, by (150) and (151), and since
there are |Pmax| maximal patterns and at most 2q+1 dominant patterns,
Z(Ψ, S) = ΣJ +
∑
S 6=J
ΣS ≤ ω2ddom · e2γd−αd.
Bound (39): Suppose that J is not a side of a dominant pattern, Ψ = ΨJ and I = S. When
R(J) 6= ∅, using (147) (and that J is not a side of a dominant pattern), (150) and (151), we get
similarly to before that
Z(ΨJ , S) =
∑
S
ΣS ≤ ω2ddom · e2γd−αd.
To obtain (39), we still need to sum over J (including the case when R(J) 6= ∅). If we were to define
α2 in (28) by subtracting
1
d log |Pmax| instead of 23d log |Pmax|, then we would have an additional
factor of 1|Pmax| in the above bound so that this would not be a problem. However, with the given
definition of α2, we need to proceed differently. Let us add J to the notation of ΣS by writing Σ
J
S .
Then ∑
J nondom
Z(ΨJ , S) =
∑
J nondom,S⊂J
ΣJS ,
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where we write “A nondom” as shorthand for “A is not a side of a dominant pattern”. We divide
the latter sum into two according to whether S is nondom, showing that each sum is at most
ω2ddom · 12e2γd−αd. This will yield (39).
We begin with the case when S is dom. We claim that for any such S, the bound obtained
in (151) holds also for the sum of over nondom J , so that
∑
J Σ
J
S ≤ ω2ddom · 2−q−3e2γd−αd. In-
deed, maxJ maxξ∈ΞJS Z
1
ξ ≤ λR(S)(1 − (1 − ρint)(1 − ρbdrypat ) + γ) by (148), and
∑
J
∑
ξ∈ΞJS |Ψξ|Z
0
ξ ≤
(λS)
2d(2dρˆact)
(s−1)|S| by the same computation as in (149) with J = S, leading as in (151) to the
claimed bound (where ∪JΞJS replaces ΞS in (146)). Summing now over S and using that there are
at most 2q+1 dominant patterns, we obtain that∑
S dom,J nondom
ΣJS ≤ ω2ddom · 12e2γd−αd.
We now consider the case when S is nondom. Similarly to before, we claim that, for any S nondom
such that R(S) 6= ∅ (the latter can occur only if S = S), the bound obtained in (150) holds also for
the sum over J , so that
∑
J Σ
J
S ≤ ω2ddom· 14|Pmax|e−αd. Indeed, maxJ maxξ∈ΞJS Z
1
ξ ≤ λR(S)(1+ρsint λSλR(S) )
by (148), and
∑
J
∑
ξ∈ΞJS |Ψξ|Z
0
ξ ≤ (λS)2d(2dλS/λS)(s−1)|S| by the same computation as in (149)
with J = S (the case of S = J , which corresponds to k = 0 in the sum, can also be included in this
computation), leading as in (150) to the claimed bound. Summing now over S, we obtain that∑
S nondom with R(S)6=∅,J⊃S
ΣJS ≤ ω2ddom · 14e−αd.
It remains only to bound ΣSS in the case when R(S) = ∅. In this case, we have maxξ∈ΞSS Z
1
ξ ≤ ρsintλS
and
∑
ξ∈ΞSS |Ψξ|Z
0
ξ ≤ (λS)2d. Thus, using that γ ≤ ρs/2int ≤
√
ρint ≤ e−α by (29),
ΣSS ≤ (ρsint(λS)2)2d ≤ ω2ddom · (ρˆactρsint)2d = ω2ddom · γ2d ≤ ω2ddom · e−2αd ≤ ω2ddom · 14e−αd. 
9. Approximations
In this section, we prove Proposition 5.5. That is, we show that there exists a small family of
approximations which contains an approximation of every atlas in XL,M,N that is seen from a given
set. Conceptually, our goal is to obtain an approximation of the following four objects:
(XP )P∈P0 , (XP )P∈P1 , (X
′
P )P∈P0 , (X
′
P )P∈P1 .
In practice, however, there is an important difference between how the first two and last two objects
are approximated. While the first two are approximated as collections (see below), the last two are
only approximated by their (regularized) unions, namely,
X ′even :=
⋃
P∈P0
X ′P ∪N2d
( ⋃
P∈P0
X ′P
)
, X ′odd :=
⋃
P∈P1
X ′P ∪N2d
( ⋃
P∈P1
X ′P
)
.
Note that X ′even and X ′odd are regular even and odd sets, respectively.
The construction of the family of approximations is done in two steps, the first of which is to
construct a small family of small sets which contains a tightly separating set of every atlas, where
we say that a set W separates an atlas X if every edge in
⋃
P ∂XP ∪∂X ′even∪∂X ′odd has an endpoint
in W , and that it tightly separates X if also W ⊂ X+2∗ .
Lemma 9.1. For any integers d ≥ 2 and L,M,N ≥ 0 and any finite set V ⊂ Zd, there exists a
family W of subsets of Zd, each of size at most C(L+ dM)(log d)/√d, such that
|W| ≤ 2|V | · exp
(
C(L+dM) log2 d
d3/2
+ CN log
2 d
d
)
and any atlas X ∈ XL,M,N seen from V is tightly separated by some set in W.
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The definition of an atlas does not require any relation between XP for different P . In particular,
the set of P for which a given vertex belongs to XP could be any subset of the dominant patterns.
Since there are exponentially in |P| many such subsets (which is potentially exponentially large in
q), this would not lead to the correct dependency on q. In light of this, we require an additional
property of atlases, satisfied by any breakup, namely, (126). In order to keep this section as
independent as possible, we introduce some abstract definitions. For simplicity of writing, we fix
the parity of the sets we work with here to be odd, even sets being completely analogous.
Let S = (Si)i be a collection of regular odd sets (we do not explicitly specify the index set as it
has no significance in what follows). A rule is a family Q of subsets of indices. We say that such a
rule Q has rank at most q if |Q| ≤ 2q. We say that S is an odd Q-collection if it obeys the rule Q
in the following sense:
{i : v ∈ Si} ∈ Q for any even vertex v.
An approximation of S is a collection A = ((Ai)i, A∗) such that Ai ⊂ Si ⊂ Ai∪A∗ and Ai is odd for
all i and such that Even∩A∗ ⊂ Nd(
⋃
iAi). We say that A is controlled by a set W if |A∗| ≤ C|W |
and A∗ ⊂W+, and that W separates S if every edge in
⋃
i ∂Si has an endpoint in W .
Lemma 9.2 ([71, Lemma 7.2]). For any integers d ≥ 2 and q ≥ 1, any rule Q of rank at most q
and any finite set W ⊂ Zd, there exists a family A of approximations, each of which is controlled
by W , such that
|A| ≤ exp
(
C|W |(q+log d)
d
)
and any odd Q-collection which is separated by W is approximated by some element in A.
Before proving Lemma 9.1, let us show how the above two lemmas yield Proposition 5.5.
Proof of Proposition 5.5. Applying Lemma 9.1, we obtain a family W of subsets of Zd, each of size
at most r := C(L+dM)(log d)/
√
d, such that every X ∈ XL,M,N seen from V is separated by some
set in W. By (91) and (126), there exists a rule Q of rank at most q such that (XP )P∈P1 is an odd
Q-collection for any X ∈ X . Now, for each W ∈ W, we apply Lemma 9.2 to obtain a family A1W
of approximations, each of which is controlled by W , such that |A1W | ≤ exp(Cr(q + log d)/d) and
satisfying that any odd Q-collection which is separated by W is approximated by some element
in A1W . Similarly, applying Lemma 9.2 for the trivial rank 1 rule, we obtain a family A
′1
W of
approximations, each of size at most Cr, such that |A′1W | ≤ exp(Cr(q+log d)/d) and satisfying that
any regular odd set which is separated by W is approximated by some element in A′1W . Reversing
the roles of even and odd, we also obtain families A0W and A
′0
W in a similar manner. Finally, define
A := ⋃W∈W φ(AW ), where AW := A0W ×A1W ×A′0W ×A′1W and where
φ(A,B,C,D) :=
(
(AP )P∈P0 ∪ (BP )P∈P1 , C0 ∪D0, (Odd ∩A∗) ∪ (Even ∩B∗), A∗ ∪B∗ ∪ C∗ ∪D∗
)
.
It is straightforward to verify that A satisfies the requirements of the lemma. 
For the proof of Lemma 9.1, we require two lemmas from [71], the first of which states that for
every collection S = (Si)i of regular odd sets, there exists a small set U such that N(U) separates
S. For such a collection, denote ∂S :=
⋃
i ∂Si and ∂•◦S :=
⋃
i ∂•◦Si.
Lemma 9.3 ([71, Lemma 7.3]). Let S = (Si)i be a collection of regular odd sets. Then there exists
U ⊂ (∂•◦S)+ of size at most |∂S| · Cd−3/2 log d such that N(U) separates S.
Lemma 9.4 ([71, Lemma 7.4]). The number of sets U ⊂ Zd of size at most n such that U+10 is
connected and disconnects the origin from infinity is at most exp(Cn log d).
Proof of Lemma 9.1. Let L,M,N ≥ 0 be integers and let V ⊂ Zd be finite. Let U be the collection
of all subsets U of Zd of size at most
r := C(L+ dM)d−3/2 log d+ CNd−1 log d
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such that every connected component of U+7 disconnects some vertex v ∈ V from infinity. Define
W := {N(U ′) : U ∈ U , U ′ ⊂ U, |U ′| ≤ C(L+ dM)d−3/2 log d}.
Let us show that W satisfies the requirements of the lemma. Note first that every W ∈ W has
|W | ≤ C(L+ dM)d−1/2 log d. Next, to bound the size of W, observe that |W| ≤ |U| · 2r. Consider
a set U ∈ U and let {Ul}nl=1 be the connected components of U+7 and denote rl := |U ∩ Ul|. For
each l, choose a vertex vl ∈ V such that Ul disconnects vl from infinity. There are at most 2|V |
choices for {vl}nl=1, and given such a choice, there are then at most
(
r+n
n
) ≤ 4r choices for (vl, rl)l.
Thus, Lemma 9.4 implies that
|U| ≤ 2|V | · 4r · exp(Cr log d) ≤ 2|V | · exp
(
C(L+dM) log2 d
d3/2
+ CN log
2 d
d
)
.
It remains to show that any X ∈ XL,M,N seen from V is tightly separated by some set in W.
Let X be such an atlas and denote S0 := (XP )P∈P0 , S1 := (XP )P∈P1 , S2 := X ′even and S3 := X ′odd
and Li := |∂Si| for i ∈ {0, 1, 2, 3}. By Lemma 9.3, there exists a set U i ⊂ (∂•◦Si)+ ⊂ X+∗ such
that |U i| ≤ CLid−3/2 log d and N(U i) separates Si. Denote U ′ := U0 ∪U1 ∪U2 ∪U3 and note that
|U ′| ≤ C(L + dM)d−3/2 log d and N(U ′) tightly separates X. Hence, to obtain that N(U ′) ∈ W
and thus conclude the proof, it remains to show that U ′ is contained in some U ∈ U .
By Lemma 4.5, there exists U ′′ ⊂ Xnone ∪Xoverlap ∪Xdefect such that |U ′′| ≤ C(M +N)d−1 log d
and N2d(Xnone ∪ Xoverlap ∪ Xdefect) ⊂ N(U ′′). Denote U := U ′ ∪ U ′′ and note that X∗ ⊂ U++,
U ⊂ X+∗ and |U | ≤ r. In particular, every connected component of U+7 disconnects some vertex
v ∈ V from infinity so that U ∈ U . 
10. Infinite-volume Gibbs states
In this section, we prove Theorem 2.2 and Theorem 2.3 (the quantitative versions of Theorem 1.2
and Theorem 1.3). The former is about the existence of a limiting Gibbs state for each dominant
pattern and the properties of this measure. The latter is about the characterization of all maximal-
pressure Gibbs states. The first is proven in Section 10.2 (modulo the fact the measure has maximal
pressure, which is deferred to Section 10.3) and the second in Section 10.3. We assume throughout
this section that d ≥ 2 and that Condition 2.4 holds, and we define α˜ as in (20).
Let us first provide a formal definition of a Gibbs state. A probability measure µ on SZd (with
the natural product σ-algebra) is a Gibbs state if it is supported on configurations f satisfying
λf(u),f(v) > 0 for every edge {u, v} of Zd, and a random function f sampled from µ has the
property that, for any finite Λ ⊂ Zd, given f |Λc∪∂•Λ, the conditional distribution of f |Λ is almost
surely given by the weights in (1) on the set of configurations in SΛ that agree with f on ∂•Λ.
For a distribution µ on SZd , we denote by µ|U the marginal distribution of µ on SU . Given two
discrete distributions µ and ν on a common space, we denote the total-variation distance between
µ and ν by dTV(µ, ν) := maxA |µ(A)− ν(A)|, where the maximum is over all events A. Recall that
a domain is a finite, non-empty, connected and co-connected subset of Zd.
Several of the proofs in this section are very similar (some parts are even identical) to those given
in [71] for the proper coloring model. As the overlap is not very large, except for some prerequisite
lemmas, we include the proofs here for the reader’s convenience.
10.1. Large violations. For the proofs of Theorem 2.2 and Theorem 2.3, we require extensions
of Theorem 2.1 to larger violations of the boundary pattern rather than just single-site violations.
Recall the definitions of ZP (f) and Z∗(f) from (89) and (90), and the definition of Z+5∗ (f, V ) from
before Lemma 5.1.
Proposition 10.1. Let Λ be a domain and let V ⊂ Zd be finite. Then, for any k ≥ 1,
PΛ,P0
(|Z∗(f) ∩ Z+5∗ (f, V )| ≥ k) ≤ 2|V | · e−cα˜k/d.
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Proof. We omit f from notation. Let ΩL,M,N denote the event that there exists a breakup in
XL,M,N seen from V . Let us show that |Z∗ ∩ Z+5∗ (V )| ≥ k implies the occurrence of ΩL,M,N for
some L,M,N ≥ 0 satisfying that L/2 +M +N ≥ k.
Lemma 5.1 implies the existence of a breakup X such that X+5∗ = Z+5∗ (V ). Note that this
implies that X∗ = Z∗ ∩ Z+5∗ (V ) so that |X∗| ≥ k. Since every vertex in
⋃
P ∂•◦XP is an endpoint
of an edge in
⋃
P ∂XP , and since every edge has only two endpoints, we see that X ∈ XL,M,N
implies that L/2 +M +N ≥ k. Note also that Lemma 4.1 implies that XL,M,N = ∅ when L < d2.
Therefore, by Proposition 5.3,
P
(|Z∗ ∩ Z+5∗ (V )| ≥ k) ≤ 2|V | ∑
L≥d2,M,N≥0
L/2+M+N≥k
exp
(−cα˜(Ld +M + N)) .
Using (34) and  ≥ 14d , the desired inequality follows. 
Recall that, while the P -even vertices in ZP (f) are always in the P -pattern, the P -odd vertices
there need not be. Let Z¯P (f) denote the subset of ZP (f) that is in the P -pattern. For a finite
V ⊂ Zd, define BP (f, V ) to be the union of the (Zd)⊗2-connected components of Z¯P (f)c that
intersect V . For a set U ⊂ Zd, define diam∗ U := 2m+ diamU1 + · · ·+ diamUm, where {Ui}mi=1 are
the (Zd)⊗2-connected components of U .
Proposition 10.2. Let Λ be a domain and let V ⊂ Zd be finite. Then, for any k ≥ 1,
PΛ,P
(
diam∗ BP (f, V ) ≥ k
) ≤ 2|V | · e−cα˜dk. (152)
For the proof, we require the following lemma. For A ⊂ Zd, denote
Aiso := {v ∈ A : N(v) ∩A = ∅}. (153)
Lemma 10.3 ([71, Lemma 8.3]). Let A ⊂ Zd be finite, odd and (Zd)⊗2-connected. Then
|∂A|+ |∂(A+iso)| ≥ 12(d− 1)2(2 + diamA).
Proof of Proposition 10.2. We denote B := BP (f, V ) and omit f from notation. Let ΩL,M,N denote
the event that there exists a breakup in XL,M,N seen from V . Let us show that diam∗ B ≥ k implies
the occurrence of ΩL,M,N for some L,M,N ≥ 0 satisfying that L+ 2dM ≥ cd2k.
Note that ∂•B ⊂ ∂◦Z¯P so that, in particular, B is an odd set. Note also that B+2 \ B ⊂ Z¯P and
that Biso ⊂ ZP \ Z¯P . We claim that ∂(B \ Biso) ⊂ ∂ZP and B+iso ⊂ Zdefect, so that, in particular,
∂•◦B ⊂ Z∗. To see the former, let (u, v) ∈ ~∂(B \ Biso) and w ∈ N(u) ∩ B, so that v ∈ ZP and
w /∈ ZP . It follows that u /∈ ZP and hence that {u, v} ∈ ∂ZP as required. To see the latter, let
u ∈ B+iso and w ∈ u+ ∩ Biso, so that f(w) /∈ Pint and f(N(w)) ⊂ Pbdry. It follows that w+ ⊂ Z ′P so
that u ∈ Zdefect as required.
Lemma 5.1 implies the existence of a breakup X such that X+5∗ = Z+5∗ (V ). Note that this
implies that X∗ = Z∗ ∩ Z+5∗ (V ). Since ∂•◦B ⊂ Z∗ and since every (Zd)⊗2-connected component of
B intersects V , it follows that ∂•◦B ⊂ Z+5∗ (V ) and hence that ∂•◦B ⊂ X∗. In particular, by (93)
and (94), ∂(B \ Biso) ⊂ ∂XP and B+iso ⊂ Xdefect.
Let L,M,N ≥ 0 be such that X ∈ XL,M,N . Applying Lemma 10.3 to each (Zd)⊗2-connected
component of B yields that |∂B| + |∂(B+iso)| ≥ cd2k. Since |∂(B+iso)| ≤ 2d|B+iso|, we conclude that
L+ 2dM ≥ cd2k. Therefore, by Proposition 5.3,
P
(
diam∗ B ≥ k) ≤ 2|V | ∑
L,M,N≥0
L+2dM≥cd2k
exp
(−cα˜(Ld +M + N)) .
Using (34), the desired inequality follows. 
We note the following corollary of Proposition 10.2.
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Corollary 10.4. Let Λ be a domain, v ∈ Λ and f ∼ PΛ,P . Let C′ denote the connected component
of vertices in the P -pattern containing ∂•Λ, and let C denote the (Zd)⊗2-connected component of
Λ \ C′ containing v. Then, for any k ≥ 1,
P
(
diam C ≥ k) ≤ e−cα˜dk.
Proof. Note that for any u ∈ ∂•C, we have B(f, {u}) ⊃ ∂•C and hence diam∗ B(f, {u}) ≥ diam C. Fix
a shortest path (v0, v1, . . . , vm) from v to ∂•Λ, and note that ∂•C intersects {v0, . . . , vmin{diam C,m}}
whenever C 6= ∅. Thus, P(diam C = k) ≤ 2k+1e−cα˜dk by Proposition 10.2, and the corollary follows
by a union bound and (34). 
For the proof of Theorem 2.2, we also require a corollary of Proposition 10.2 for violations of
the boundary pattern in a pair of configurations. Given two configurations f and f ′ of Zd, define
BP (f, f ′, u) to be the (Zd)⊗2-connected component of u in (Z¯P (f) ∩ Z¯P (f ′))c.
Corollary 10.5. Let Λ and Λ′ be two domains and f ∼ PΛ,P and f ′ ∼ PΛ′,P be independent. Then
P
(
diamBP (f, f ′, u) ≥ r
) ≤ e−cα˜dr for any r ≥ 1 and u ∈ Zd.
For the proof of Corollary 10.5, we require the following lemma.
Lemma 10.6 ([71, Lemma 8.5]). Let U, V ⊂ Zd be finite and assume that U∪V is (Zd)⊗2-connected.
Then for any u, v ∈ U ∪ V there exists a path p from u to v of length at most diam∗ Up + diam∗ Vp,
where Up and Vp are the union of (Zd)⊗2-connected components of U and V which intersect p.
Proof of Corollary 10.5. Denote B := BP (f, f ′, u) and suppose that diamB ≥ r. Let v ∈ B be such
that dist(u, v) ≥ r/2. Note that B is contained in B(f,Zd) ∪ B(f ′,Zd). By Lemma 10.6 applied
to B ∩ B(f,Zd) and B ∩ B(f ′,Zd), there exists a path p from u to v of length s ≤ diam∗ B(f, p) +
diam∗ B(f ′, p). In particular, T := max{diam∗ B(f, p),diam∗ B(f ′, p)} is at least s/2. Thus, by a
union bound on the choices of p and T , Proposition 10.2 and (34),
P
(
diamB ≥ r) ≤ ∞∑
t=dr/4e
2(2d)2t22t+1e−cα˜dt ≤ e−cα˜dr. 
10.2. The P -pattern Gibbs state. In this section, we fix a dominant pattern P and prove that
PΛ,P converges as Λ ↑ Zd to an infinite-volume Gibbs state µP that satisfies a mixing property
which, in particular, implies that µP is extremal. This is the content of the following two lemmas.
Lemma 10.7. Let Λ and Λ′ be two domains. Let r ≥ 1 and let U be a domain such that U+r ⊂
Λ ∩ Λ′. Then
dTV
(
PΛ,P |U ,PΛ′,P |U
) ≤ |U | · e−cα˜dr.
Lemma 10.8. Let Λ be a domain, let V ⊂ Λ be a domain, let r ≥ 1 and let U ⊂ Λ be such that
U+2r ⊂ V . Then
dTV
(
PΛ,P |U∪V c ,PΛ,P |U × PΛ,P |V c
) ≤ |U | · e−cα˜dr.
Lemma 10.7 easily implies that the finite-volume P -pattern measures converge to an infinite-
volume Gibbs state µP . Indeed, if (Λn) is a sequence of domains increasing to Zd, then for any
domain U , dist(U,Λcn)→∞ as n→∞, so that Lemma 10.7 implies that the sequence of measures
(PΛn,P |U )∞n=1 is a Cauchy sequence with respect to the total-variation metric, and therefore, con-
verges. This establishes the convergence of PΛn,P as n → ∞ towards an infinite-volume measure
µP and it follows that this limit is a Gibbs state. Since this holds for any such sequence (Λn),
it follows that µP is invariant to all automorphisms preserving the two sublattices. Lemma 10.8
then easily implies that µP satisfies the following mixing property: for any 0 < δ < 1, there exist
constants A, a > 0 such that
dTV
(
µP |Bδn∪(Zd\Bn), µP |Bδn × µP |Zd\Bn
) ≤ Ae−an for all n ≥ 1,
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where Bm := [−m,m]d ∩ Zd (this property is termed quite weak Bernoulli with exponential rate
in [12] in the context of translation-invariant measures). In particular, for any k ≥ 1,
lim
n→∞ dTV
(
µP |Bk∪(Zd\Bn), µP |Bk × µP |Zd\Bn
)
= 0.
It is fairly standard to conclude from this that µP is tail trivial (see [38, Proposition 7.9]), which
is equivalent to extremality within the set of all Gibbs states (see [38, Theorem 7.7]). Note that
Theorem 2.1 implies that different P yield different measures µP , and that Corollary 10.4 implies
that µP is supported on configurations with an infinite connected component of vertices in the
P -pattern, whose complement has only finite (Zd)⊗2-connected components. Thus, Theorem 2.2
will follow once we show that µP is of maximal pressure. We postpone this part to Section 10.3 (it
is a consequence of Proposition 10.13).
The proofs of Lemma 10.7 and Lemma 10.8 make use of the following fact which exploits the
domain Markov property of the model. We say that a collection S of proper subsets of Zd is a
boundary semi-lattice if for any S1, S2 ∈ S there exists S ∈ S such that S1 ∪ S2 ⊂ S and ∂S ⊂
∂S1 ∪ ∂S2. Two boundary semi-lattices which we require are S(U, V ) := {S ( Zd : U ⊂ S ⊂ V }
and S(f, P ) := {S ( Zd : ∂•◦S is in the P -pattern with respect to f}. The latter has the property
that if S is any boundary semi-lattice, then S ∩ S(f, P ) is also a boundary semi-lattice.
Lemma 10.9. Let Λ,Λ′ ⊂ Zd be finite and let U ⊂ V ⊂ Λ ∩ Λ′ be non-empty. Let f ∼ PΛ,P and
f ′ ∼ PΛ′,P be independent.
(a) dTV(PΛ,P |U ,PΛ′,P |U ) ≤ P(S(U, V ) ∩ S(f, P ) ∩ S(f ′, P ) = ∅).
(b) Assume that U is connected, V is co-connected and P(S(U, V ) ∩ S(f, P ) 6= ∅) > 0. Then,
conditioned on {S(U, V ) ∩ S(f, P ) 6= ∅}, the distribution of f |U is a convex combination of
the measures {PS,P |U}S∈Sdom(U,V ), where Sdom(U, V ) is the collection of domains in S(U, V ).
Proof. We shall prove both items together. To this end, let f ′′ be either f or f ′, and denote
S := S(U, V ) ∩ S(f, P ) ∩ S(f ′′, P ). Since S is a finite boundary semi-lattice, it has a unique
maximal element S (if S = ∅, we set S := ∅). Let S 6= ∅ be such that P(S = S) > 0. Observe
that the event {S = S} is determined by f |(Sc)+ and f ′′|(Sc)+ . Therefore, by the domain Markov
property, conditioned on {S = S}, f |S and f ′′|S are distributed as PS,P |S . In particular, conditioned
on {S 6= ∅}, the distribution of both f |U and f ′′|U is
∑
S P(S = S | S 6= ∅)PS,P |U , from which the
first item follows. Moreover, if U is connected and V is co-connected, then S is always a domain,
since Lemma 4.2(a) and Lemma 4.2(d) imply that the co-connected closure of S (with respect to
infinity) belongs to S for any S ∈ S. Hence, the second item also follows. 
We are now ready to prove Lemma 10.7 and Lemma 10.8.
Proof of Lemma 10.7. Denote S := U ∪⋃u∈∂•◦U BP (f, f ′, u)+ and observe that, by definition, ∂•◦S
is in the P -pattern with respect to both f and f ′. Let E be the event that S intersects (U+r)c, so
that S ⊂ U+r on the complement of E . Then, by Lemma 10.9 and Corollary 10.5,
dTV
(
PΛ,P |U ,PΛ′,P |U
) ≤ P(E) ≤∑
u∈U
P
(
diamBP (f, f ′, u) ≥ r
) ≤ |U | · e−cα˜dr. 
Proof of Lemma 10.8. We begin with a simple observation. Let X and Y be discrete random
variables and let µX|Y denote the conditional (random) distribution of X given Y . Then
dTV(µ(X,Y ), µX × µY ) = E[dTV(µX|Y , µX)],
where we write µZ for the distribution of a random variable Z. Indeed, the verification of this is
straightforward using that dTV(µ, λ) =
1
2
∑
i |µ(i)− λ(i)|.
Let µ be the conditional (random) distribution of f |U given f |V c . Let E ′ be the event that there
exists a set S such that U+r ⊂ S ⊂ V and such that ∂•◦S is in the P -pattern. By Lemma 10.9,
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conditioned on E ′, µ is a convex combination of measures PS,P |U , where S is a domain containing
U+r. For any such S, by Lemma 10.7, we have
dTV(PS,P |U ,PΛ,P |U ) ≤ |U | · e−cα˜dr.
Let E be the event that BP (f, u)+ intersects V c for some u ∈ U+r, and note that Ec ⊂ E ′. Hence,
E[dTV(µ,PΛ,P |U )] ≤ |U | · e−cα˜dr + E[µ(E)].
By Proposition 10.2,
E[µ(E)] = P(E) ≤ |U+r| · e−cα˜dr ≤ |U | · (Cd)r · e−cα˜dr ≤ |U | · e−cα˜dr.
Thus, E[dTV(µ,PΛ,P |U )] ≤ |U | · e−cα˜dr, and the lemma follows from the above observation. 
10.3. The maximal-pressure Gibbs states. The purpose of this section is to characterize all
(periodic) maximal-pressure Gibbs states of the system. Let us begin by defining the relevant
notions. Let µ be a probability measure on SZd . Given a transformation T : Zd → Zd, we say that
µ is T -invariant if µ(T−1A) = µ(A) for any measurable event A. We say that µ is periodic if it
is Γ-invariant for a (full-dimensional) lattice Γ of translations of Zd. Observe that every periodic
measure µ is (NZd)-invariant for some positive integer N .
To define the notion of maximal pressure, we first require some other definitions. Recall the
weight ωf of a configuration f ∈ SΛ from (1). The partition function with free boundary conditions
in a domain Λ and the topological pressure (sometimes called the free energy) of the system are
given by
Z freeΛ :=
∑
f∈SΛ
ωf and Ptop := lim
n→∞
logZ freeΛn
|Λn| , where Λn := {0, 1, . . . , n}
d.
The above limit exists by subadditivity (see [38, Lemma 15.11]). Let µ be a measure on SZd which
is periodic and supported on configurations f satisfying λf(u),f(v) > 0 for all {u, v} ∈ E(Zd). The
measure-theoretic entropy (also known as Kolmogorov-Sinai entropy) of µ is
h(µ) := lim
n→∞
Ent(µ|Λn)
|Λn| ,
which also exists by subadditivity (see [38, Theorem 15.12]). Define a potential by
Av(f) := log λf(v) +
1
2
∑
u∼v
log λf(u),f(v).
The measure-theoretic pressure of µ is
P (µ) := h(µ) +
1
Nd
∑
v∈[N ]d
∫
Av dµ,
where N is any positive integer such that µ is (NZd)-invariant. The variational principle tells us
that Ptop is the supremum of P (µ) over all such µ and that this supremum is achieved by some µ.
Such a µ is said to be of maximal pressure. For non-weighted homomorphism models (i.e., when
the single-site activities are all 1 and the pair interactions are all 0 or 1), this notion reduces to
that of a measure of maximal entropy. A theorem of Lanford–Ruelle (see, e.g., [67]) tells us that
every measure of maximal pressure is also a Gibbs state (so that there is some redundancy when
speaking about a maximal-pressure Gibbs state). We stress that a measure of maximal pressure is,
by definition, always assumed to be periodic.
We wish to show that every maximal-pressure Gibbs state is a mixture of the P -pattern Gibbs
states. In order to allow ourselves to appeal directly to Proposition 10.1 in the proof (instead
of repeating similar arguments), we first show that certain configurations with periodic boundary
conditions may be extended to P -pattern boundary conditions. This part of the argument may be
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simplified in some cases (e.g., when there exists i such that λi,j > 0 for all j), but is needed in
general.
A function f : U → S is called a configuration on U . A configuration f on {−n, . . . , n}d−1 is
symmetric if f(x1, . . . , xd−1) = f(|x1|, . . . , |xd−1|) for all x ∈ {−n, . . . , n}d−1. A configuration f on
U ⊂ Zd−1 is n-periodic if f(x) depends only on (x1 mod n, . . . , xd−1 mod n) for x ∈ U . A configu-
ration on {−kn, . . . , kn}d−1 is n-symmetric if it is 2n-periodic and its restriction to {−n, . . . , n}d−1
is symmetric. A configuration on Λ2kn ⊂ Zd is n-symmetric if its restriction to any of the 2d faces
of Λ2kn is n-symmetric (after an appropriate translation). Finally, a configuration f on U ⊂ Zd is
legal if ωf > 0 (i.e., if λf(u),f(v) > 0 whenever u, v ∈ U are adjacent), and it has (a, b)-boundary
conditions if the even vertices in ∂•U take the value a and the odd ones take b.
Lemma 10.10. Suppose that the graph (S, {{i, j} : λi,j > 0}) is connected and let a, b ∈ S be such
that λa,b > 0. Let f be an n-symmetric legal configuration on Λ2kn. Then f may be extended to a
legal configuration on (Λ2kn)
+(dn+|S|) having (a, b)-boundary conditions.
The above lemma follows easily from the following lemma.
Lemma 10.11. Any n-symmetric legal configuration f on Λ2kn can be extended to a legal configura-
tion on (Λ2kn)
+dn having (a, b)-boundary conditions, where a := f(0, . . . , 0) and b := f(1, 0, . . . , 0).
Proof. The proof is identical to that of [71, Lemma 8.9] after replacing the complete graph Kq
there with the graph (S, {{i, j} : λi,j > 0}) and replacing the condition i 6= j with i ∼ j whenever
i, j ∈ S. 
Recall the definition of Z∗(f) from (90).
Lemma 10.12. Suppose that f is sampled from some (periodic) maximal-pressure Gibbs state.
Then Z∗(f) almost surely has no infinite (Zd)⊗2-connected component.
Proof. Let µ be a maximal-pressure Gibbs state and let f be sampled from µ. Denote the lattice
of µ-preserving translations by Γ. We call the elements of Z∗ interface vertices. For a vertex u,
let Eu be the event that u belongs to an infinite (Zd)⊗2-path of interface vertices. Since µ is Γ-
periodic, µ(Eu) depends only on the Γ-equivalence class [u] of u. Assume towards a contradiction
that µ(Eu) > δ for some u and δ > 0. By ergodic decomposition, we may assume that µ is ergodic
with respect to the Γ-action. Then by the ergodic theorem, the density of the set of vertices v ∈ [u]
for which Ev occurs is µ(Eu) almost surely. In particular, µ(En) → 1 as n → ∞, where En is the
event that at least a δ-proportion of vertices Λn are connected to (∂•Λn)+4 by a (Zd)⊗2-path of
interface vertices in Λn \ (∂•Λn)+2. Note that the event that a vertex v is an interface vertex is
measurable with respect to the values of f on v+3, and thus, En is measurable with respect to the
values of f on Λn.
Define the partition function with τ boundary conditions on B in domain Λ by
Zτ,BΛ :=
∑
f∈SΛ
ωf · 1{f=τ on B}.
Given a set E ⊂ SΛ, we also denote by Zτ,BΛ (E) the above sum over elements in E . Using that µ is
a Gibbs state and (77)-(80) allows to write the pressure of µ as
P (µ) = lim
n→∞E[P (f,Λn)], where P (τ,Λ) :=
logZτ,∂•ΛΛ
|Λ| .
Since lim supΛ→Zd maxτ P (τ,Λ) ≤ Ptop = P (µ), it follows that P (f,Λn) converges to Ptop in
probability as n → ∞. Similarly, if Qn(τ) := Zτ,∂•ΛΛn (En)/Z
τ,∂•Λ
Λn
denotes the probability of En
in the distribution corresponding to the model in domain Λn with τ boundary conditions, then
E[Qn(f)] = µ(En) so that Qn(f) converges to 1 in probability. In particular, there exists a fixed
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(deterministic) configuration τ (a priori there exists a sequence, but one may in fact choose one)
such that P (τ,Λn)→ Ptop and Qn(τ)→ 1. We shall show that this is impossible.
The first step is to magnify the effect at a given scale n by replicating it many times. Namely,
we take the model in domain Λn with τ boundary conditions, and duplicate it to obtain a model
in domain Λ2kn, with each of the (2k)
d shifted copies of the smaller box Λn having the same
boundary conditions (up to reflections). Indeed, by reflecting τ along the sides of the box Λn some
2k − 1 number of times in each coordinate direction, we get boundary conditions τn,k defined on
Bn,k := n{0, 1, . . . , 2k−1}d+∂•Λn. Let En,k denote the event that at least a δ-proportion of vertices
in Λ2nk are connected to B
+4
n,k by a (Z
d)⊗2-path of interface vertices in Λ2nk \ (∂•Λ2nk)+2. With
a slight abuse of notation, we regard En,k below as a collection of configurations on either Λ2nk or
Un,k := {−dn− |S|, . . . , 2kn+ dn+ |S|}d, according to the context. Then
logZ
τn,k,Bn,k
Λ2kn
(En,k)
|Λ2kn| ≥ (2k)
d · logZ
τ,∂•Λn
Λn
(En)−O(nd−1)
|Λ2kn| ≥
logZτ,∂•ΛnΛn (En)
|Λn| − o(1) ≥ Ptop − o(1).
By Lemma 10.10, each legal configuration on Λ2kn having τn,k boundary conditions can be extended
to a legal configuration on Un,k having (a, b)-boundary conditions for some a ∈ A, b ∈ B and
dominant pattern Pn,k = (A,B). Thus,
logZ
Pn,k,∂•Un,k
Un,k
(En,k) ≥ logZτn,k,Bn,kΛ2kn (En,k)− Cd,λndkd−1,
where the presence of λ in Cd,λ indicates a dependence on (S, (λi), (λi,j)). On the other hand,
logPUn,k,Pn,k(En,k) = logZPn,k,∂•Un,kUn,k (En,k)− logZ
Pn,k,∂•Un,k
Un,k
and
logZ
Pn,k,∂•Un,k
Un,k
− logZ freeΛ2kn ≤ logZ freeUn,k\Λ2kn ≤ Cλ|Un,k \ Λ2kn| ≤ Cd,λndkd−1,
so that
Ptop ≤
logZ freeΛ2kn
|Λ2kn| +
Cd,λ
k
+
logPUn,k,Pn,k(En,k)
|Λ2kn| + o(1) as n→∞.
Thus, we will arrive at a contradiction if
lim sup
k→∞
lim sup
n→∞
logPUn,k,Pn,k(En,k)
|Λ2kn| < 0.
This follows from Proposition 10.1 as it implies that
PUn,k,Pn,k(En,k) ≤ 2Cdk
dnd−1 · e−cd,λδ(kn)d . 
Remark. In the proof above, we implicitly used that the graph Hpos := (S, {{i, j} : λi,j > 0}) is
connected (when applying Lemma 10.10). To handle the general case, note first that if f is sampled
from a maximal-pressure Gibbs state µ, then its image f(Zd) is almost surely contained in some
connected component T of Hpos. We may assume that µ is Γ-ergodic so that T is almost surely
constant. If T contains a dominant pattern, then the proof of Lemma 10.12 goes through unchanged.
Otherwise, Lemma 7.3 implies that P (µ) ≤ 14d logZ(T [2d], T ), so that P (µ) ≤ 12 logωdom+ 12γ− 14α <
1
2 logωdom by (39) and (34). Since Ptop ≥ 12 logωdom, we see that µ cannot have maximal pressure.
Proposition 10.13. Every (periodic) maximal-pressure Gibbs state is a mixture of the P -pattern
Gibbs states.
Proof. Let f be sampled from a Gibbs state µ under which Z∗(f) almost surely has no infinite
(Zd)⊗2-connected components. In light of Lemma 10.12, it suffices to show that such a measure µ
is a mixture of the P -pattern Gibbs states.
Let U ⊂ Zd be finite and connected. Let us show that, almost surely, there exists a dominant
pattern P and a finite set V containing U such that (∂•V )+ is in the P -pattern. Indeed, if we
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let W denote the (Zd)⊗2-connected component of U ∪ Z∗ containing U , then W is almost surely
finite. Thus, if V denotes the co-connected closure of W+ with respect to infinity, then V is finite,
connected, co-connected and contains U . Since ∂•◦V is connected by Lemma 4.3 and is contained
in ∂•◦W+ = W+2 \W , which is disjoint from Z∗, it follows from the definition of Z∗ that (∂•◦V )+
is in the P -pattern for some P .
Now consider the boxes Un := {−n, . . . , n}d and let Pn and Vn be as above. For a dominant
pattern P , let EP be the event that {n : Pn = P} is infinite. Since there are finitely many dominant
patterns,
⋃
P EP occurs almost surely. By a similar argument as in the proof of Lemma 10.9,
and using the fact that the finite-volume P -pattern measures converge, it follows that µ(· | EP ) is
precisely the P -pattern Gibbs state µP . Thus, the events {EP }P are disjoint and µ is the mixture∑
P µ(EP )µP . 
11. Discussion and open questions
11.1. Symmetry assumption. Our results apply to models satisfying a certain symmetry as-
sumption, namely, that all dominant patterns are equivalent. While we have seen that “generic”
spin systems satisfy this symmetry condition (see Section 1.3.4), as do many classical models of
interest, some models do not. For models satisfying the symmetry condition, our non-quantitative
results show that in sufficiently high dimensions each dominant pattern gives rise to an ordered
Gibbs state and that any (periodic) maximal-pressure Gibbs state is a mixture of these. What
happens for models which do not satisfy the symmetry condition? It is plausible that in high
dimensions only a certain subset of the dominant patterns are relevant in that only they give rise
to ordered Gibbs states and that any other (periodic) maximal-pressure Gibbs state is a mixture of
these. Is this the case? If so, how does one determine whether a given dominant pattern is relevant
in this sense?
Let us give two examples.
11.1.1. Homomorphisms to a path. Consider the spin system obtained in our framework when
S = {1, 2, . . . , q}, λi = 1, λi,j = 1{|i−j|=1}.
This describes the model of homomorphisms to a path on q vertices. The model is degenerate when
q = 2 (there are only two possible configurations) and is also trivial when q = 3 (the states at
different vertices are independent given the boundary conditions). The case q = 4 is the hard-core
model and was discussed in Section 3.1.1 (see also Section 3.1.2). Suppose that q ≥ 5. The maximal
patterns are ({i}, {i− 1, i+ 1}) and its reversal for 2 ≤ i ≤ n− 1, and all are dominant. However,
not all of the 2(q − 2) dominant patterns are equivalent (e.g., ({2}, {1, 3}) and ({3}, {2, 4})). One
would expect that due to entropic repulsion, the only dominant patterns which give rise to ordered
Gibbs states (at least in high dimensions) are the “central patterns” – the two corresponding to
i = d q2e when q is odd, and the four corresponding to i ∈ { q2 , q2 + 1} when q is even.
A similar situation occurs for homomorphisms to a path with loops, i.e., when
S = {1, 2, . . . , q}, λi = 1, λi,j = 1{|i−j|≤1}.
The looped 3-path model is the Widom–Rowlinson model (at unit activity) discussed in Sec-
tion 3.1.3 and the looped 4-path model is the beach model (at unit activity) discussed in Sec-
tion 1.3.2. We note that looped q-path model on Zd is equivalent to the non-looped (q + 1)-model
on Zd × {0, 1} via the mechanism described in Section 3.4.3.
11.1.2. Homomorphisms to a hypercube. Consider the spin system obtained in our framework
when
S = {0, 1}q, λi = 1, λi,j = 1{‖i−j‖1=1}.
This describes the model of homomorphisms to a q-dimensional hypercube. The model is degenerate
when q = 1 (there are only two possible configurations) and is also trivial when q = 2 (the states
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at different vertices are independent the boundary conditions). Suppose that q ≥ 3. There are two
types of maximal patterns: those corresponding to a vertex and having the form ({v}, N(v)} or
its reversal for some v ∈ S, and those corresponding to a “face” and having the form ({v, v + ei +
ej}, {v+ei, v+ej}) for some v ∈ S and distinct ei, ej ∈ S such that ‖ei‖ = ‖ej‖ = 1. There are 2q+1
patterns of the vertex type (two for each vertex) and
(
q
2
)
2q−1 patterns of the face type (two for each
face). When q = 3, the dominant patterns are of the face type, and our results apply and show that
in high dimensions each gives rise to an ordered Gibbs state. When q ≥ 5, the dominant patterns
are of the vertex type, and our results apply and show that in high dimensions each gives rise to
an ordered Gibbs state (since ρbulkpat =
4
q , ρ
bdry
pat =
2
q , |Pmax| = 2q+1 +
(
q
2
)
2q−1 and q = log(1 + 2q),
condition (25) shows that this happens when d ≥ Cq4). When q = 4, both types of patterns are
dominant so that our symmetry condition does not hold. Thus, the behavior of homomorphisms
to the 4-dimensional hypercube remains an open problem.
Let us also briefly mention the related model of homomorphisms to a torus Tkq with k ≥ 2 and
q ≥ 3. The symmetry condition is satisfied when k ≥ 3, but not when k = 2. Our results thus do
not directly apply for two-dimensional tori. However, we have seen in Section 3.4.2 how to handle
the case of T23, and the discussion in Section 3.4.4 allows to then also handle the case k = 2 and
q ≥ 4. The only remaining case is that of the 4-by-4 torus. In fact, T24 is graph-isomorphic to the
4-dimensional hypercube {0, 1}4 via the map that takes x ∈ {0, 1}4 to (ψ(x1 + 2x2), ψ(x3 + 2x4)) ∈
{0, 1, 2, 3}2, where ψ is the permutation of {0, 1, 2, 3} that transposes 2 and 3. The two open
problems are therefore the same.
11.2. Dimension dependency. Many spin systems of interest, such as those in Section 1.3 and
Section 3, are parameterized by one or more variables (e.g., number of states, temperature and
activity). For such models, our non-quantitative results establish the existence of an ordered phase
in sufficiently high dimensions. In many cases, a disordered phase is also known to exist (e.g., via
Dobrushin uniqueness), so that the model undergoes a phase transition between disordered and
ordered phases (typically though a gap remains where the nature of the model is undetermined).
When only one parameter p is allowed to vary and the other parameters are fixed, the sufficient
condition for an ordered phase obtained from our quantitative results can be written in the form
p ≥ φ(d) for some function φ. In some cases, the optimal φ(d) is known to be between two powers
of d, and determining the optimal power is an interesting problem. We now discuss this in several
particular cases.
11.2.1. Hard-core model. Perhaps the most well-known and fundamental instance of this prob-
lem is to determine the smallest α such that the hard-core model on Zd at activity λ > dα+o(1) has
multiple Gibbs states. As discussed in Section 3.1.1, Galvin–Kahn [33] were the first to establish
that such an α exists, showing that α = −1/4 is possible (our results yield the same value), while
the currently best-known value of α = −1/3 is due to Peled–Samotij [69]. On the other hand,
Dobrushin uniqueness tells us that α = −1 is the best we can hope for. It has been speculated [33]
that α = −1 is indeed possible and this remains a big open problem.
11.2.2. Antiferromagnetic Potts model. The AF Potts model discussed in Section 1.3.1 leads
to several instances of this problem. The first instance is obtained when one varies q, the number of
states, keeping the inverse temperature β fixed (a canonical choice here is to take β =∞, yielding
the proper q-coloring model), in which case we are asking for the largest α such that the model
has multiple Gibbs states (of maximal entropy if β =∞) when q ≤ dα+o(1). Our results show that
α = 1/12 is possible (the more specialized analysis in [71] yields α = 1/10 in the case β = ∞),
and it is believed that α = 1 is possible, which would be optimal by Dobrushin uniqueness; see (6)
with (7). The second instance is obtained when one fixes q ≥ 3 and varies β, in which case we are
asking for the smallest α such that the model has multiple Gibbs states when β ≥ dα+o(1). Our
results show that α = −1/4 is possible, while it is believed that α = −1 is possible (which would
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again be optimal by Dobrushin uniqueness). An additional instance of the problem is obtained
when considering the model with an external magnetic field h applied to one state as discussed
in Section 3.3.2. Fixing q and β, we now seek the smallest α such that when eβh ≥ dα+o(1) the
model has a Gibbs state under which the distribution of the sites in the first state is not translation
invariant (e.g., the density of sites in the first state is different on the two sublattices). Our results
imply that α = −1/4 is possible. There is no known lower bound for α, but it is reasonable to
expect that the best possible α is finite (perhaps also −1).
11.2.3. Beach model. As explained in Section 1.3.2, the beach model undergoes an phase tran-
sition between disordered and ordered phases at a unique point λc(d). We have seen in (9) that
|λc(d) − 1| ≤ d−1/4+o(1). One may seek the optimal power in this form, but we expect that the
critical point is always greater than 1 and that it takes on the more precise form λc(d) = 1+d
α+o(1),
perhaps with α = −1.
11.2.4. Lipschitz height functions. Our results show that m-Lipschitz height functions in high
dimensions are localized (see Section 1.3.3). However, the results apply only when m is at most a
small power of d (12). What happens for larger m? By analogy with other height function models,
it seems reasonable to predict that the model is localized for all m ≥ 1 and d ≥ 3, and has at
least countably many extremal (translation-invariant) maximal-entropy Gibbs states (obtained in
the thermodynamic limit from constant boundary conditions). Nonetheless, it may be that when
m is large in comparison to d, certain qualitative features of these Gibbs states differ from the
features implied by our main results. For instance, when our results apply, one can conclude that
the scaling limit of the height function (in one of the translation-invariant Gibbs states obtained
from our results) is white noise. Is this still the case when m is large compared with d? In the
related context of the integer-valued Gaussian free field, Go¨pfert and Mack [40] discuss possible
qualitative differences between high and low coupling constants which may be of similar nature.
11.2.5. General spin systems. In light of the above examples, it is a natural problem to try and
improve the dependence on d in our quantitative results. Limited improvements to the powers of d
in our quantitative conditions may be obtained by a more careful analysis of the places where the
parameters ρbulkpat and ρ
bdry
pat enter (something in this spirit was done in [71] for the proper coloring
model, leading to the power 1/10 instead of 1/12 as mentioned in Section 11.2.2). However, to obtain
further improvements it seems necessary to improve the dependence on d in the approximations
to breakups and odd cutsets discussed in Section 9 (partial progress in this direction has been
made in [69] which led to the power −1/3 instead of −1/4 for the hard-core model as mentioned
in Section 11.2.1).
11.3. Infinite spin space. The general framework considered in this paper (introduced in Sec-
tion 1.1) allows only for spin systems with a finite spin space S. While we have seen in Section 3.4.4
that our results may sometimes be used to deduce results for spin systems with an infinite spin
space (by first applying them to a spin system with a finite spin space, and then transferring the
results to the desired spin system), it is reasonable to try to extend the results themselves to allow
for spin systems with countably infinite spin spaces. Our results and methods of proof should in-
deed permit some extensions of this type, though it is unclear what the extent of this would be. For
instance, when is a m-Lipschitz (m ≥ 1) height function model with “soft constraints” localized?
By the latter model we mean a spin system of the form
S = Z, λi = 1, λi,j = f(|i− j|),
for a function f satisfying that f(r) = 1 when 0 ≤ r ≤ m and 0 < f(r) < 1 otherwise (and with
f(r) decaying sufficiently fast so that the model is well defined).
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11.4. Gibbs states. Two corollaries of our results are that when our assumptions are satisfied:
• Every (periodic) maximal-pressure Gibbs state is invariant to parity-preserving translations.
• There are finitely many (translation-invariant) ergodic maximal-pressure Gibbs states.
Is this always the case for the spin systems discussed in this paper (with no assumption on the
parameters of the model or on the dimension)? We note that, even when our assumptions are
satisfied, the first statement may fail for zero-pressure Gibbs states (e.g., periodic frozen proper
3-colorings); could it also fail for positive but non-maximal pressure (periodic) Gibbs states?
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