Abstract-We study the performance of leader-follower noisy consensus networks and, in particular, the relationship between this performance and the locations of the leader nodes. Two types of dynamics are considered: 1) noise-free leaders, in which leaders dictate the trajectory exactly and followers are subject to external disturbances and 2) noise-corrupted leaders, in which both leaders and followers are subject to external perturbations. We measure the performance of a network by its coherence, an H 2 norm that quantifies how closely the followers track the leaders' trajectory. For both dynamics, there is a relationship between the coherence and resistance distances in an electrical network. Using this relationship, we derive closed-form expressions for coherence as a function of the locations of the leaders, and we give analytical solutions to the optimal leader selection problem for several classes of graphs.
I. INTRODUCTION

C
ONSENSUS problems are an important class of problems in networked and multiagent systems. The consensus model has been used to study a wide range of applications, including opinion dynamics in social networks [1] , information fusion in sensor networks [2] , formation control [3] , and load balancing in distributed computing systems [4] . Over the past decades, much research effort has been devoted to the analysis of the convergence behavior and robustness of consensus algorithms and to the derivation of relationships between system performance and graph-theoretic properties.
A type of consensus problem that has received significant attention in recent years is leader-follower consensus [5] - [12] . In leader-follower systems, a subset of nodes are leaders that track an external signal. The leaders, in essence, dictate the desired trajectory of the network. The remaining nodes are followers that update their states based on relative information from neighbors. Leader-follower dynamics can be used to model formation control dynamics where, due to bandwidth limitations, only a small subset of agents can be controlled by a system operator [13] . In addition, leader-follower systems can also be used to model agreement dynamics in social networks where a subset of participants exhibits degrees of stubbornness [14] . Leaderfollower dynamics have also been applied to the problem of distributed sensor localization [15] . In leader-follower systems, performance depends on the network topology and the locations of the leaders. This dependence naturally leads to the question of how to select the leaders so as to optimize performance for a given topology. We study the performance of leader-follower networks where nodes are governed by consensus dynamics and are also subject to stochastic external disturbances. We consider two types of dynamics. In the first, referred to as noise-free leaders, leaders are not subject to disturbances and, thus, track the external signal exactly. In the second dynamics, called noise-corrupted leaders, all nodes are subject to external perturbations. As in many works on noisy consensus networks [5] , [11] , [12] , [16] , we quantify the system performance by an H 2 norm that captures the steady-state variance of the node states, also called the coherence of the network. Coherence is related to the spectrum of the Laplacian matrix of the network; however, it is not always straightforward to relate this spectrum to the network topology and locations of leaders.
In this paper, we study the coherence for a given leader set in terms of resistance distances in a corresponding electrical network. This relationship was described for noise-free leaders in previous works [6] , [13] . We make use of this result, and further, we present a novel resistance-distance-based formulation for coherence in networks with an arbitrary number of noisecorrupted leaders. In special classes of graphs, we can relate the resistance distance to graph distance, which gives us the optimal leader locations based solely on network topology. We also derive closed-form expressions for the optimal single noisecorrupted leader in weighted graphs, the optimal k noise-free leaders in cycles and paths, the optimal two noise-free leaders in trees, and the optimal two noise-corrupted leaders in cycles.
The k-leader selection problem for noise-free leaders was first posed in [5] . This problem can be solved by an exhaustive search over all subsets of nodes of size k, but this proves computationally intractable for large graphs and large k. Several works have proposed polynomial-time approximation algorithms for the k-leader selection problem in noise-free leaderfollower systems [6] , [8] , [9] , [15] , [16] . The recent work by Lin [10] gives asymptotic scalings of the steady-state variance in directed lattice graphs for a single noise-free leader, based on the graph distance from the leader. Our recent work [12] gives polynomial-time algorithms for optimal k noise-free leader selection in weighted undirected cycles and path graphs. The leader-selection problem for noise-corrupted leaders was first posed by Lin et al. [8] , who also gave heuristic-based bounds and algorithms for its solution. In addition, other performance measures have been considered for the leader selection problems including controllability [17] , [18] and convergence rate [7] , [12] .
The recent works by Fitch and Leonard [11] , [18] study the leader selection problem for noise-free and noise-corrupted leaders. These works also relate the steady-state variance to a graph-theoretic concept, in this case, graph centrality. The authors define centrality measures that capture the performance of a given leader set. They then use this analysis to identify the optimal leader sets for various classes of graphs. We note that this paper identifies the optimal single leader for noise-free and noise-corrupted graphs under slightly stronger assumptions than we make in our approach. In addition, Fitch and Leonard [11] identify the optimal k noise-free leaders in cycles under the restriction that the number of nodes in the cycle is a multiple of k. We address cycles with an arbitrary number of nodes, and we provide a closed-form expression for the resulting steadystate variance for any leader set, based on the graph distances between leaders. We view our proposed approach as complementary to that in [11] ; for some classes of networks, analysis is more straightforward under the resistance distance interpretation. Thus, our work expands the classes of networks that have known analytical solutions. A preliminary version of this paper appeared in [19] . This earlier work gave analysis for noise-free leader selection in cycle and path graphs only, using the related concept of commute times of random walks. The resistancedistance-based approach greatly simplifies the analysis and presentation.
The remainder of this paper is organized as follows. Section II describes the system model and formalizes the leader selection problems. Section III describes the relationship between the system performance and resistance distance. Section IV gives closed-form solutions for the leader selection problem for various classes of graphs. In Section V, we compare the asymptotic behavior of coherence in leader-free and leader-follower consensus networks, and we conclude in Section VI.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider a network of n agents, modeled by an undirected connected graph G = (V, E, W ), where V is the set of agents, also called nodes, and E is the set of edges. The weight of edge (i, j), denoted by w ij , corresponds to the (i, j) th component of the symmetric weighted adjacency matrix W . We let D denote the diagonal matrix of weighted node degrees, with diagonal entries d ii = j ∈V w ij . The matrix L = D − W is thus the weighted Laplacian matrix of the graph G.
Each node i ∈ V has a scalar-valued state x i . The objective is for all node states to track an external signal x ∈ R. Some subsets of nodes F ⊂ V are followers that update their states using noisy consensus dynamics, i.e., (1) where N i denotes the neighbor set of node i, and d i is a zeromean unit variance white stochastic noise process. The set of remaining nodes S = V \ F are leaders; leader nodes have access to x. We write the state of the system as
, where x l are the leader states and x f are the follower states. We can then decompose the Laplacian of G as
A. Noise-Free Leader Dynamics
We consider two types of leader dynamics. In the first, called noise-free leaders, leader states are dictated solely by x. Without loss of generality, we assume x = 0 [5] . We also assume each leader's initial state is x i (0) =x = 0. The leader nodes update their states simply asẋ i = 0.
The dynamics of the follower nodes arė
where L f f is the principle submatrix of the Laplacian corresponding to the follower nodes, and d f is the vector of noise processes for the followers. We quantify the performance of the system for a given leader set S by its coherence, that is, the total steady-state variance of the follower nodes. This value is related to L f f as follows [5] 
Note that L f f is positive definite for any S = ∅ [5] and, thus, R NF (S) is well defined. The total variance depends on the choice of leader nodes.
The noise-free leader selection problem is to identify the leader set S of size at most k, such that R NF (S) is as small as possible, i.e.,
B. Noise-Corrupted Leader Dynamics
We also consider dynamics with noise-corrupted leaders. In this case, the leader nodes update their states using both consensus dynamics and the external signal, and the leader states are also subject to external disturbances. We again assume, without loss of generality, that x is 0. The dynamics for leader node i are thenẋ
where κ i is the degree of stubbornness of node i (i.e., the weight that it gives to its own state), and d i is again a zero-mean unit variance white stochastic noise process. The dynamics of the entire system can be written aṡ
where d is a vector of zero-mean white noise processes that affect all nodes, D κ is the diagonal matrix of degrees of stubbornness, and D S is a diagonal (0,1) matrix with its (i, i) th entry equal to 1 if node i is a leader and 0 otherwise. We note that if S = ∅, then L + D κ D S is positive definite [20] .
As with noise-free leaders, we define the performance of the system by the total steady-state variance, which is given by [8] 
The noise-corrupted leader selection problem is to identify the set of at most k leaders that minimizes this variance, i.e.,
III. RELATIONSHIP TO RESISTANCE DISTANCE For a graph G = (V, E, W ), consider an electrical network with V the set of nodes and E the set of edges, where each edge (i, j) has resistance
The resistance distance between two nodes i and j, denoted as r(i, j), is the potential difference between i and j when a unit current source is connected from node i to node j [21] . We note that r(i, j) = r(j, i). Let L j denote the Laplacian matrix of G where the row and column of node j has been removed. It has been shown that [13] 
j . We now describe how the performance measures R NF (S), and R NC (S) can be expressed in terms of resistance distances.
A. Noise-Free Leaders
For a single noise-free leader v, it follows directly from (8) that the coherence is proportional to the sum of resistance distances from all follower nodes to v. This relationship can be generalized to multiple noise-free leaders, as shown in [6] . In this case, the resistance distance r(i, S) is the potential difference between follower node i and the leader set S when unit current is injected at i. This is related to L f f as
From this result and (3), the coherence for a set of noise-free leaders is readily obtained. 
B. Noise-Corrupted Leaders
For the case of noise-corrupted leaders, we obtain our expression for coherence by constructing an augmented network. Let G = (V, E, W ) be an undirected weighted graph, and let S ⊆ V be a set of noise-corrupted leaders. We form the augmented graph G from G by adding a single node s to G and creating an edge from each node i ∈ S to s, with edge weight κ i . An example is shown in Fig. 1 for an n-node cycle. The noise-corrupted leaders are nodes 1 and i. We let r(u, v) denote the resistance distance between nodes u and v in G.
The relationship between resistance distances in G and network coherence is given in the following theorem.
Theorem 2: Let G = (V, E, W ) be a network with noisecorrupted leader dynamics, and let S be the set of leaders. Let G = (V , E, W ) be the corresponding augmented graph. Then, the coherence of G is
Proof: Let L be the weighted Laplacian of G, and let L be the weighted Laplacian of G. We denote by L s , the matrix formed from L by removing the row and column corresponding to node s. We first note that with the construction of G,
where the last equality follows from (6).
C. Useful Results on Resistance Distance
We conclude this section by stating some useful results on resistance distance.
Proposition 3: Let S ⊆ V , and for a node i ∈ V , let U i ⊆ S be the set of nodes in S for which there is a path from i to some j ∈ U that does not traverse any other element in S. Then
This proposition follows directly from the definition of resistance distance. Lemma 5 is a generalization of Lemma E from [21] .
Lemma 6: Consider a weighted undirected path graph with end vertices x and y. Let u be a vertex on the path. For any vertices i, j on the path, let d ij denote their graph distance. Then
Proof: By Theorem 1
where the second equality follows from Lemma 4. The lemma is readily obtained from (9) , j) ) .
IV. LEADER SELECTION ANALYSIS
In this section, we use the resistance-distance-based formulations for coherence to provide closed-form solutions to the leader selection problems for several classes of networks.
We first consider the case of a single leader v. For the noisefree case
The expression (10) shows that the optimal single noise-free leader is the node with minimal total resistance distance to all other nodes. As shown in [18] , this corresponds to the node with maximal information centrality.
In the noise-corrupted case
where the last equality follows from Lemma 5. If all nodes exhibit the same degree of stubbornness, then the optimal noisefree leader and the optimal noise-corrupted leader coincide. However, if nodes exhibit different degrees of stubbornness, the single best leader may differ for the two dynamics.
We next explore the leader selections problems for k > 1 leaders. For the remainder of this section, we restrict our study to networks where all edge weights and all degrees of stubbornness κ i are equal to 1.
A. k Noise-Free Leaders in a Cycle
Consider a cycle of n nodes, identified by 1, 2, . . . , n in 
S is an optimal solution to the k-leader selection problem if and only if c ∈ C, where
Proof: We first find the total resistance distance to S for all nodes j with s i ≺ j ≺ s i+1
where (12) follows from (11) by Proposition 3 and Lemma 6. Applying Theorem 1, we obtain
With this, we can express (4) as an integer quadratic program
If k divides n, then it is straightforward to verify that c = n k 1 is a solution to the above problem. In this case, = 
B. k Noise-Free Leaders in a Path
Consider a path graph with n nodes, identified by 1, 2, . . . , n. Let d uv denote the graph distance between nodes u and v. 2) Let n be such that, for the optimal leader configuration, it holds that c 1 + c k +1 = a, where 2 divides a and b = (n − 1) − a, where (k − 1) divides b. Then, the optimal solution to the k-leader selection problem is
The proof of this theorem is similar to that of Theorem 8 and is given in a technical report [23] .
While the assumptions in 2) of Theorem 9 do not hold for all networks sizes, they can be shown experimentally to hold for many. An example is a 40-node path graph with k = 3, where the optimal leader set has c 1 = c 4 = 3 and c 1 = c 2 = c 3 = 11.
C. Two Noise-Free Leaders in Trees
We next consider the noise-free two-leader selection problem in rooted undirected M -ary trees. An M -ary tree is a rooted tree where each node has at most M children. A perfect M -ary tree is an M -ary tree in which all nonleaf nodes have exactly M children and all leaves are in the same level. Let r denote the root node of the tree, and let h denote its height. We number the levels of the tree starting with the root, as 0, 1, 2, . . . , h. The root of the tree is at level 0, and the leaves of a perfect M -ary tree of height h are at level h. We use lev(x) to denote the level of a node. For two nodes x and y, their lowest common ancestor is the node v with the lowest (largest) level that has both x and y as descendants.
We begin with the following lemma, which gives general guidance for the optimal location of two leader nodes.
Lemma 10: Consider a perfect M -ary tree. Let x, y ∈ V, x = y, be such that their lowest common ancestor is a node of level > 0. Then, there exists y, z ∈ V, y = z, with lowest common ancestor r such that R NF ({x, y}) > R NF ({y, z}).
The proof of this lemma is given in Appendix A. Lemma 10 tells us that the optimal two-leader set will not have two nodes in the same subtree of a child of r.
We denote the two leaders by x and y and assume their lowest common ancestor is r. Without loss of generality, we assume lev(x) ≤ lev(y). We denote the graph distances between x and y, x and r, and y and r by d xy , d xr , and d y r , respectively. To study the coherence of this system, we decompose the tree into three subgraphs as follows:
1) the subtree of T rooted at y, denoted by T y = (V y , E y ); 2) the subtree of T rooted at x, excluding those nodes in T y , denoted by T x = (V x , E x ); and 3) the induced subgraph of T consisting of nodes V − (V x ∪ V y ) ∪ {x, y}, which is denoted by G xy = (V xy , E xy ). Note that by Proposition 3, for u ∈ V x , it holds that r(u, S) = r(u, x). Similarly, for u ∈ V y , we have r(u, S) = r(u, y). We can therefore decompose R NF (S) as
where the last equality follows from Lemma 4.
With this decomposition, we can apply the properties in Section III-C to identify the optimal two noise-free leaders in M -ary trees for various values of M . We begin with M = 2.
Theorem 11: For the noise-free two-leader selection problem in a perfect binary tree with height h ≥ 4, the optimal leaders x and y are such that d xy = 4 and d xr = 2, and the resulting coherence is
The proof of Theorem 11 is given in Appendix B.
It is interesting to note that the optimal leader locations are independent of the height of the tree. This independence also holds for M > 2, as shown in the following theorems.
Theorem 12: For the noise-free two-leader selection problem in a perfect ternary tree with height h ≥ 4, the optimal leaders x and y are such that d xy = 2 and d xr = 1, and the resulting coherence is
Theorem 13: For the noise-free two-leader selection problem in a perfect M -ary tree, with M ≥ 4 and h ≥ 4, the optimal leaders x and y are such that d xy = 1 and d xr = 0, and the resulting coherence is
The proof of Theorem 12 is given in Appendix B. The proof of Theorem 13 is similar and is given in [23] .
D. Two Noise-Corrupted Leaders in a Cycle
Consider an n-node cycle with nodes labeled {1, 2, . . . , n}. We use Theorem 7 to determine the optimal coherence for two noise-corrupted leaders.
Theorem 14:
In an n-node cycle with two noise-corrupted leaders, where n is even, coherence is minimized when the leaders are at distance n/2 apart, and the coherence is R NC (S) = n 3 + 16n 2 + 44n − 16
24(n + 8) . (17)
Proof: Without loss of generality, we assume node 1 and node i are the leaders. Let the graph G be the augmented graph shown in Fig. 1, omitting edge (i, s) . By Lemma 6, for arbitrary nodes u, v ∈ {1, 2, ..., n}, their resistance distance in G is r(u, v) = |u − v|(n − |u − v|) n and the resistance distance from a node u ∈ {1, 2, . . . , n} is
Let G be the graph formed from G by the addition of edge (i, s). Then, for a node u ∈ {1, 2, ..., n}, the resistance distance from u to s in G is
By Theorem 2, summing over all nodes u, we obtain
We note that this function is continuous over the interval [1, n] . We then take the derivative with respect to i
The derivative has five roots. Of these, only i = (n + 2)/2 lies in the interval [1, n] . Further, it is a minima of R NC (S). For even n, we substitute this i into (18) to obtain (17).
V. COMPARISON TO COHERENCE IN LEADER-FREE NETWORKS
Coherence has also been studied in graphs without leaders, where every node behaves as a follower, using the dynamics in (1). Here, coherence is measured as the total steady-state variance of the deviations from the average of all node states
It has been shown that for a network with a single noise-free leader, R NF (S) ≥ V [5] . In some sense, this means that adding a single leader increases the disorder of the network. In a leader-free cycle graph, it has been shown that the coherence V scales as O(n 2 ) [3] . In a cycle with k noise-free leaders, where the leaders are located optimally, by Theorem 8
Thus, for a fixed leader set size k, the coherence R NF (S) also scales as O(n 2 ). Similarly, for the optimal two noise-corrupted leaders in a cycle, R NC (S) scales as O(n 2 ). This shows that in the limit of large n, in cycle networks, the disorder of the network is similar for leader-free and leader-follower consensus networks.
VI. CONCLUSION
We have investigated the performance of leader-follower consensus networks under two types of leader dynamics: noise-free leaders and noise-corrupted leaders. For both dynamics, we have presented a characterization of the system performance in terms of resistance distances in electrical networks. Using this characterization, we have derived closed-form expressions for network coherence in terms of the leader locations, and we have identified the optimal leader locations in several classes of networks. We have also used these closed-form expressions to compare the asymptotic behavior of coherence in networks with and without leaders.
This paper expands the classes of networks for which the leader selection problems for coherence admit tractable solutions; however, the question of whether these problems are NP-Hard in general graphs remains open. We see a connection between the resistance-distance-based formulations of these problems and network facility location problems [24] . In network facility location, the goal, too, is to identify a set of nodes that minimizes a distance-based performance measure to the remaining nodes. Most network facility location problems are NP-Hard, in general, but are tractable for special classes of graphs like paths, cycles, and trees [25] . In future work, we will explore applying similar analytical techniques to prove the NP-Hardness of leader selection for coherence. In addition, we also plan to develop a similar mathematical framework to study coherence in second-order systems.
APPENDIX A PROOF OF LEMMA 10
Proof: Let x and y be the optimal two noise-free leaders in a perfect M -ary tree T . Without loss of generality, let lev(x) ≤ lev(y). Assume, for contradiction, that the lowest common ancestor of x and y is a node B that is a descendant of the root r. Let A be the parent of B, and let D and E be children of B. Let x be a member of the node set consisting of node B and the nodes in the subtree rooted at D. We denote this node set by S D . Let y be a node in the subtree rooted at E. We denote this node set by S E . Let S B denote the node set in the subtree rooted at B, excluding B and the nodes in S D and S E . This arrangement is shown in Fig. 2 .
Let C be another child of A, as shown in the figure, and let F and G be children of C, with the node sets of the trees rooted at F and G denoted by S F and S G , respectively. Let S C denote the node set of the subtree rooted at C, excluding C and the nodes in S F and S G . We will prove that for a node y in the subtree rooted at G that is in the same location with respect to G that y is with respect to E, R NF {x, y} > R NF {x, y }.
Let P (x, y) denote the vertices along the path between x and y, and let P (x, y ) denote the vertices on the path between x and y . Consider a pair of vertices u ∈ S D and k ∈ S F , where k is at the same location relative to F (in the subtree rooted at F ), that u is relative to D (in the subtree rooted at D). Let p be the vertex on P (x, y) that is the nearest to u. We find the sum of the resistance distances of u and k to the respective leader sets {x, y} and {x, y }. By Lemmas 4 and 6
Noting that d B y = d C y and d xy = d xy + 2, and applying Lemma 6, we have
.
Next, consider a pair of vertices v ∈ S E and ∈ S G , where is at the same location relative to G that v is relative to E. Denote the vertex on P (x, y) that is the nearest to v by q, and denote the vertex on P (x, y ) that is nearest to by m. The sum of the resistance distances from v and to the respective leader sets are (again, by Lemmas 4 and 6)
For a pair of vertices i ∈ S B ∪ {B} and j ∈ S C ∪ {C}, where is at the same location relative to G that v is relative to E, define
Finally, we consider a vertex t that is neither in the subtree rooted at B nor the subtree rooted at C. In this case
It follows that:
Recall that
by grouping vertices into pairs, we have shown that
This contradicts our assumption that {x, y} is the optimal leader set.
APPENDIX B PROOF OF THEOREMS 11 AND 12
We first define a quantity Ω(S) as
and note that a set S that is a minimizer of Ω(·) is also a minimizer of R NF (·).
We next present a lemma that gives Ω(·) of a perfect M -ary tree with two noise-free leaders.
Lemma 15: Let T be a perfect M -ary tree with height h. Let x and y be its two noise-free leaders, and assume that the lowest common ancestor of x and y is the root of T . Then
Proof: Recall that in (14), we decomposed the coherence into three terms: the coherence in the subtree rooted at x, the coherence in the subtree rooted at y, and the coherence at the remaining nodes. We can also divide Ω into three parts as We let T y denote the subtree rooted at y, T x denote the subtree rooted at x, excluding those nodes in T y . The remaining subgraph is denoted by G xy .
We consider two cases: First, x is not the root of T , and second, x is the root of T .
Case 1: x is not the root. By Lemma 4, the resistance distance of a node i in T x (or T y ) to the leader set depends only on the resistance distance to x (or y). Let R(T x ) = i∈T x r(i, x). The height of the subtree rooted at x is h x = h − d xr , where d xr is the graph distance between x and r. At each level i in T x , there are M i nodes, each at distance i from x. Thus
A similar expression can be obtained for R(T y ). We next consider G xy . We can think of this subgraph as a path graph connecting nodes x and y, denoted by P (x, y), with each node in the path the root of its own subtree. For any node j on the path between x and y, r(j, {x, y}) is given by Lemma 6. For any node v in the subtree T j , its resistance distance to {x, y} is The first term is the total resistance distance for nodes on the path from x to y. For the summation terms, first we compute the total resistance distance from nodes in the subtree rooted at j to j. Then, for each node in the subtree, excluding j, we add the resistance distance from j to {x, y}. An equivalent expression is 
R(G xy
A similar expression can be obtained for the subtrees rooted at nodes on the path from r to y, substituting d xr with d y r .
for k ∈ {0, 1, 2}. This implies that d xy = 4, d xr = 2 is the integer solution that minimizes Ω for all h ≥ 4. We obtain the expression for R NF in (15) by substituting d xy = 4, d xr = 2, and n = 2 h+1 − 1 into (25) and applying Ω = 2R NF .
B. Proof of Theorem 12
Proof: Based on Lemma 15, we derive Ω({x, y}) for a perfect ternary tree with height h, where x and y have the root as their lowest common ancestor
