Texture models are widely in use for image content description. In remote-sensing images textures occur at very different scales, requiring the application of several texture models. This paper presents a scale selection algorithm based on a multi-scale random field model with a dynamic pyramidal structure. The algorithm returns the scales and the regions where texture is present. It is designed as a fast preprocessing step in texture analysis. Since it allows the restriction of texture analysis to the interesting regions and scales, it makes the analysis faster as well as more robust. Additionally it minimizes the number of features to compute. These are critical issues in the design of large remote-sensing databases with content-based retrieval services.
Introduction
Information extraction from images using single scale texture models can be enhanced if the texture models are embedded in a multi-scale frame [Krishnamachari and Chellappa 1997] , ], [Luettgen et al. 1993] . Texture models extract information about the spatial variations in image data. Most texture models are only efficient if the variations lie within a certain spatial range which is constrained by the size of the model's kernel and the size of the estimation window. A complete description of all textures present in the data would require running a texture model with many different kernel sizes and window sizes on the same data which is computationally very costly. Additionally this would result in a high dimensional index that is difficult to interpret. The goal of scale selection is to use the advantages of multi-scale processing but to avoid an exhaustive processing of the data. Using the fact that the data often exhibit significant spatial variations only at certain scales, which we call the "characteristic scales" of the data, we make a scale selection and compute texture parameters only at those scales. This reduces the computational load drastically without loosing the descriptive power.
An elaborated and complete theory of multi-scale image processing is the scale-space theory [Lindeberg 1994 ]. It gives the rules for the construction of multi-scale representations of image data by convolution with Gaussian kernels. Within this theory various feature extraction methods at continuous scales are available. Recently, it was shown how they can be combined with a scale selection algorithm based on normalized spatial derivatives [Lindeberg 1998 ]. However, the features have to be computed first before a scale selection is performed.
Our approach is to provide a scheme for scale selection that serves as a fast preprocessing step to evaluate the characteristic scales of the image. The scale selection is constrained to the dyadic scales which are the scales where the resolution is reduced by powers of 2. Further processing is deferred to dedicated texture and feature extractors.
The scheme is intended for a content-based retrieval system from large remote-sensing databases [Rehrauer and Schröder 1999] . In this context, the available computing time per image is limited due to the large number of images. Additionally, objects occur at very different scales in the image -extending from small fields to mountain ranges. If the system is meant to be general it has to extract and index objects of very different types and sizes. The multi-scale approach with scale selection offers a solution to the critical issues of the system design: fast feature computation, complete content description, efficiently searchable index structure. (The MSRF can also be described by the theory of Bayesian belief networks [Ramoni and Sebastiani 1998 ].) Fig. 1 (a) sketches the image model. Each layer x (l) , l = 0, . . . , L − 1 of the pyramid is a field of random variables (RVs) situated on a 2D lattice
Scale selection and multi-scale indexing
All RVs of the pyramid are indexed by a scalar index. The connections of the RVs show the conditional dependencies among them. At the bottom there is the image y that is "emitted" by the base layer of the pyramid x (0) with one RV of the base layer associated to each image pixel. The model as shown in Fig. 1 (a) is identical to the quadtree model proposed for image segmentation by Bouman and Shapiro [Bouman and Shapiro 1994] . We extend this model in that we allow the conditional dependencies to switch, so the structure of the pyramid is dynamic. This type of MSRF has already been used for multi-scale image segmentation [Rehrauer et al. 1998 ].
Given the image y we estimate the most probable maximum a posteriori (MAP) configuration of the pyramid. The configuration of the pyramid comprises the inter-scale connections, the transition probability density functions and the maximum a posteriori states of the RVs. We find the MAP configuration by a two-step iterative procedure. In a fine-to-coarse step, we estimate the state and transition PDFs, and in a coarse-to-fine step, we maximize the MAP probability by choosing the appropriate states and dependencies. The iteration stops when a local maximum of the MAP probability of the pyramid is reached. The texture scales result from an analysis of the transition PDFs of the MAP-configuration. Basic properties of the pyramid are Markovianity across scale
and independence of neighboring variables given the variables at the next coarser scale
The total probability of the MSRF and the image is
Due to the property (2) the transition and emission probabilities do factorize
with the parent operator P(·) : P(i) ∈ S (l+1) ∀i ∈ S (l) that returns the parent index. As probability density functions (PDFs) for both the transition and the emission probabilities we assume Gaussian functions. Given the image y we can estimate the posterior probability density functions of the variables at the base layer. For each pixel i of the image we assume a normal distribution of the gray values with the state of the base RV x i as mean and a variance σ 2
where the variance is estimated from the neighborhood ∂i of the pixel i
With a flat prior probability P[ x i ] = const , the posterior PDF of the random variable x i is
Starting from these posterior PDFs of the base layer we search the MAP configuration of the pyramid. We illustrate the algorithm on a node shown in Fig. 1 (b) . The transition PDF from a parent to a child is constrained to be a normal distribution with zero mean and variance θ 2 p , and is identical for all children x cn of the parent
Using the independence (2) and the Markovian property (1) we compute the posterior probabilities of the variables at the higher layers. We assume again a flat prior probability for the parent variable x p and use Bayes' rule to write the posterior probability of the parent given the child variables x c 1 , x c 2 , x c 3
where γ(p) is the number of children of the RV x p . The posterior probability of the parent variable given the image is
where we have used
Eq. (10) can be proved by induction if one regards that the base layer RVs have also a normal PDFs (Eq. (5)). From this we deduce the fine-to-coarse recursion formulas for the means and variances
that determine the posterior distributions of all variables in the pyramid. The equations state that the mean of the parent PDF is the average of the means of its children. While the variance of parent PDF has a contribution from the children variances and the transition variance.
In a second step that goes from coarse-to-fine we select the maximum a posteriori stateŝ x i hierarchically. At the coarsest scale we havê
For all lower scales we maximize the probability of the pyramid by selecting the optimal state and the optimal parent,
thereby updating the pyramid structure. Although we start with an initial quadtree, the pyramid will, after some iterations, adapt its structure according to the image data. If a variable loses all downward connections it is pruned from the pyramid. From the maximum a posteriori states we estimate the transition parameters.
The steps are iterated until the MAP probability (3) reaches a maximum. From the MAP configuration we deduce significant scales in that we follow from each pixel the branch that leads to the top of the pyramid, selecting the RV with the highest transition variance θ 2 p . This is the scale where the parent differs most from its children, since the transition variance is a measure of the dissimilarity between parent and children. In other words, at that scale the amount of information that the parent encodes about its children is minimal at that point. Eq. (13) reflects this, a big transition variance means a small influence of the parent on the MAP-state of the child.
The parent is marked as a texture object. It encodes the scale of the texture and the underlying region.
An important feature of the algorithm is its hierarchical structure and the optimization of the MSRF being sequential in the scale is therefore fast. An extremum of the probability is usually reached within a few iterations. Further, the algorithm differs clearly from any linear filtering approach. Though an RV can be considered as a weighted average of its children, the set of children over which the average is formed is adapted to the data by the parent selection -making the model more robust. Additionally no artificial threshold is involved in the scale selection algorithm. Since the selection involves only a maximization of the transition variance, which can be interpreted as a "generalized" local gray level variance, it works independent of the contrast and absolute brightness of the image.
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Figure 2: Simple example from the Brodatz texture with beans on a homogeneous background.
In the middle and right images we show in white the areas with texture at the corresponding dyadic scale. Texture has been found at the scales 1 and 2 only. The scale selection algorithm determines the sharp borders as scale 1 texture and the patches of homogeneous foreground and background as textural objects at scale 2.
Application
The algorithm is suitable for any kind of gray level images. Here we show examples from the Brodatz album [Brodatz 1966 ] and from Landsat TM imagery. In the examples, we show the image, and, for each dyadic scale, the regions where texture has been found. These regions are marked in white and correspond to the ensemble of texture objects that have been found at that scale. Texture objects at the same scale are pairwise non-overlapping. However a fine scale texture may always be a part of a coarse scale texture. So that texture objects from different scales may overlap.
In Fig. 2 we show a trivial example from the Brodatz texture album. It contains textures at only two scales: the sharp borders and the homogeneous foreground and background patches. These are well detected. The second example in Fig. 3 is a composition of two images with grainy sand at two scales. The image structures are irregular and can not be clearly assigned to a dyadic scale. However it can be seen that the lower half contains a texture at twice the resolution as the upper half.
The third example, Fig. 4 , is a taken from a Landsat image of a mountainous are in Switzerland. Image textures are due to the clouds, the grassy coverage, forested areas and Two-scale texture Scale 0 Scale 1 Scale 2 Scale 3 Figure 3 : Analysis of an image containing grainy sand recorded at two scales. The scale of the texture does not match exactly with a dyadic scale. The upper half gives mainly evidence for texture at scale 1 and scale 2, while the lower half gives most evidence for texture at scale 2.
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Figure 4: Scale selection on a Landsat TM scene. We show channel 5, the resolution is 25m. The displayed region is a part of a scene and shows a mountainous area in Switzerland. Textures occur at different scales and correspond to fine-scale cover-type variations, clouds and largescale geological structures.
geological drainage structures. These textures occur at different scales and give the different responses for the scale selection.
Conclusion
We have presented an algorithm for scale selection. This is an important issue in image texture analysis. Scale selection is utilized as a preprocessing step before the actual texture analysis. Through the hierarchical structure it is fast and the computing time negligible as compared to running a more exhaustive texture model. The algorithm returns texture objects that consist of a scale number and a region. These can be used as masks for other texture models. The benefits are twofold. First, using the texture objects we can limit the further processing to those regions where texture is expected to be found. This reduces the computing time. Second, it reduces the number of features to be computed and therefore eases the tasks of classification and index generation, whilst again reducing computational overhead.
In the current version, the algorithm has been implemented for scalar gray levels, correspondingly the RV are also scalar. However the theory and the algorithm can be extended to higher dimensions so that color images or multi-dimensional features computed from images can be processed.
