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The question of whether a graph can be partitioned into k independent dominating sets,
which is the same as having a fall k-colouring, is considered. For k = 3, it is shown that
a graph G can be partitioned into three independent dominating sets if and only if the
cartesian product GK2 can be partitioned into three independent dominating sets. The
graph K2 can be replaced by any graph H such that there is a mapping f : Qn → H, where f
is a type-II graph homomorphism.
The cartesian product of two trees is considered, as well as the complexity of
partitioning a bipartite graph into three independent dominating sets, which is shown to be
NP-complete. For other values of k, iterated cartesian products are considered, leading to a
result that shows for what values of k the hypercubes can be partitioned into k independent
dominating sets.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction and definitions
We will denote a graph G = (V, E) with vertex set V(G) and edge set E(G). In general, an edge will be denoted as
(u, v) ∈ E(G) for vertices u and v. A proper k-colouring of G is a map f : V(G) → C, where C = {c1, c2, . . . , ck} is the set
of colours, such that for each (u, v) ∈ E(G), f (u) 6= f (v). A vertex, v, is called colourful in a k-colouring f if for every colour ci
where 1 ≤ i ≤ k, either f (v) = ci or there exists a vertex u such that (u, v) ∈ E(G) and f (u) = ci. A colour class Vi is called
colourful if it contains at least one colourful vertex, and a colouring Π is called colourful if every colour class is colourful.
A k-colouring f is called a fall k-colouring if every vertex in f is colourful. The maximum order of a colourful colouring of a
graph G is called the b-chromatic number of G, and is denoted as ϕ(G). Assuming that G admits a fall colouring, the minimum
integer k for which a graph G has a fall k-colouring is called the fall chromatic number of G, denoted χf (G), and the maximum
integer k for which G has a fall chromatic number is called the fall achromatic number, ψf (G).
The colourful colouring and the b-chromatic number of a graph were introduced by Irving and Manlove [9] in 1997,
whereas the terminology fall colouring was introduced in [2] and studied in [1,7,13]. It may be pointed out that for every
graph a colourful colouring exists, however, a fall colouring does not exist for every graph. For example, C5, the five cycle,
has no fall k-colouring for any value of k.
A set S ⊆ V(G) is a dominating set if for every vertex v ∈ V − S there exists a vertex u ∈ S such that (u, v) ∈ E(G). A set
S ⊆ V(G) is an independent dominating set if S is a dominating set and for any vertices u, v ∈ S, (u, v) 6∈ E(G). A partition of the
vertex set V(G) into disjoint dominating sets is a domatic partition, and the largest number of sets in any domatic partition
of a graph G is referred to as the domatic number, represented as dom(G). Variations on dominating sets and dominating
partitions are well studied, and the reader is referred to [6]. A partition of the vertex set V(G) into k independent dominating
sets is equivalent to saying that G can be fall k-coloured. Both the local and global definitions may be used, but in this paper,
partitioning V(G) into k independent dominating sets will generally be referred to as fall k-colouring a graph. It is noted that
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G is fall k-colourable for k = 2 if and only if it is bipartite and has no isolated vertices (in particular, given a tree T with at
least two vertices, χf (T) = ψf (T) = 2, since δ(T) = 1 using the observation from [2] that χf (T) ≤ δ(T) + 1). However, for
k ≥ 3, no such result is known.
For graphs G = (V(G), E(G)) and H = (V(H), E(H)), the cartesian product, GH, defines a new graph where V(GH) =
V(G) × V(H), and E(GH) = {((u, v), (w, z)) |u = w, vz ∈ E(H) or v = z, uw ∈ E(G)}. The notation for a vertex in a product,
(g, h), is similar to that of an edge in a simple graph; however, in this paper, any edge will be followed by the notation of
inclusion into the edge set. This definition of the cartesian product can be extended to multiple graphs, G1G2 · · ·Gk, and
in the special case where G = G1 = G2 = · · · = Gk, we can denote this as ki=1G. The n-dimensional hypercube can then
be represented as ni=1K2, where K2 is the complete graph on two vertices. For a graph H = G1G2 · · ·Gk, the graphs Gi
for 1 ≤ i ≤ k are considered factors of H. As a generalization of the n-dimensional hypercube, we will also consider graphs
which result from the cartesian product of n bipartite factors, factors which are additionally bipartite.
A graph homomorphism f from a graph G = (V, E) to a graph G′ = (V ′, E′) is a mapping f : V(G) → V(G′) such that
u, v ∈ V(G)where (u, v) ∈ E(G) implies that (f (u), f (v)) ∈ E(G′). Graph homomorphisms were first introduced by Hedetniemi
in [4], and later studied by many, including a comprehensive reference [8]. The concept of a graph homomorphism is very
nearly the same as that of colouring a graph, i.e. partitioning V(G) into independent sets. In this paper, we use two variations
of graph homomorphisms, a domatic homomorphism which is very nearly the same concept as that of a domatic partition,
and the other, called a type-II homomorphism, which is a homomorphism that is both a standard graph homomorphism and
a domatic graph homomorphism. The type-II homomorphism introduced in this paper is very nearly the same concept as
that of fall colouring a graph. This homomorphism is then applied to investigate fall-colourability of products of graphs.
In particular, we show that G is fall 3-colourable if and only if the cartesian product of G with K2, denoted GK2, is fall 3-
colourable. The cartesian product of trees is also considered. Any hypercube Qn being bipartite is fall 2-colourable. We show
that no hypercube is fall k-colourable for k = 3, but for every other value k, there is a large enough n such that Qn is fall
k-colourable, which answers an open question raised in [2].
Additionally, in [2,7], the decision problem of whether an arbitrary graph G is fall k-colourable has been shown to be
NP-complete. In this paper, we show that for k = 3, the problem is NP-complete even when restricted to bipartite graphs.
2. Variations of graph homomorphisms
Definition 1 ([4]). A map f : G→ G′ is a graph homomorphism if f : V(G)→ V(G′) satisfies the condition that
(u, v) ∈ E(G)⇒ (f (u), f (v)) ∈ E(G′).
The definition of the (standard) graph homomorphism is a generalization of the idea of proper colouring. A graph, G, is
k-colourable if and only if there is a homomorphism from G to Kk, the complete graph on k vertices.
Note 1. If S ⊆ V(G′) is an independent set, then f−1(S) ⊆ V(G) is an independent set in G.
We can then define a domatic homomorphism to generalize the idea of domatic partitions.
Definition 2. A map f : G→ G′ is a domatic homomorphism if f : V(G)→ V(G′) satisfies the condition that
(u′, v′) ∈ E(G′)⇒ ∀ v ∈ f−1(v′), there exists u ∈ f−1(u′) such that (u, v) ∈ E(G)
Using the definition of a domatic homomorphism, we can prove the following easy result.
Proposition 3. Let f be a domatic homomorphism, so that f is the map f : G→ G′. For S, T ⊆ V(G′) and f−1(S), f−1(T) ⊆ V(G),
if S dominates T, then f−1(S) dominates f−1(T).
Proof. Let g ∈ V(G) such that g ∈ f−1(T). Then f (g) = h ∈ V(G′)∩T. Then there exists h′ such that (h, h′) ∈ E(G′)where h′ ∈ S.
Thus, for g, there exists g′ ∈ f−1(h′) such that (g, g′) ∈ E(G), where g′ ∈ f−1(S). Thus, f−1(S) dominates f−1(T). 
From this result we can easily see that if an undirected complete graph Kk is in the image of some domatic homomorphism
of a graph G then each inverse image in G of a vertex in Kk must dominate all other vertices in G. Therefore, the domatic
homomorphism is a generalization of the idea of domatic partitioning.
In the same way, we can generalize the idea of a fall colouring by defining a new graph homomorphism, which we will
call a type-II homomorphism. We define type-II homomorphisms as follows:
Definition 4. A graph homomorphism f is a type-II graph homomorphism if f is a (standard) homomorphism and f is also a
domatic homomorphism, i.e. f is a map f : G→ G′ where f : V(G)→ V(G′) satisfies the following two conditions:
(u, v) ∈ E(G)⇒ (f (u), f (v)) ∈ E(G′) (1)
(u′, v′) ∈ E(G′)⇒ ∀ v ∈ f−1(v′), there exists u ∈ f−1(u′) such that (u, v) ∈ E(G) (2)
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Observe that there exists a trivial type-II homomorphism from any graph G to itself via the mapping f (v) = v.
Every type-II homomorphism f : G → G′ is both a (standard) homomorphism and a domatic homomorphism, so that
for an independent dominating set S ⊆ V(G′), the set f−1(S) ⊆ V(G) must be both independent and dominating in G. This
implies that a graphG is fall k-colourable if and only if there exists a type-II homomorphism fromG to Kk. Thus the relationship
between type-II homomorphisms and fall colourability is similar to the relationship between standard homomorphisms and
proper colourings.
Finally, we show that the set of type-II homomorphisms is closed under composition and the cartesian product.
Proposition 5. Let f1 : G→ H and f2 : H→ I be type-II homomorphisms. Then there exists a type-II homomorphism f3 : G→ I.
Proof. For v ∈ V(G), let f3(v) = f2(f1(v)). Condition (1) of Definition 4 holds, since (g1, g2) ∈ E(G) implies (f1(g1), f1(g2)) ∈
E(H) which implies (f2(f1(g1)), f2(f1(g2))) ∈ E(I). Since (i1, i2) ∈ E(I) is equivalent to saying i1 dominates i2 (and vice versa),
then from above, f−12 (i1) dominates f
−1
2 (i2). Similarly, f
−1
1 (f
−1
2 (i1)) dominates f
−1
1 (f
−1
2 (i2)), satisfying (2) of Definition 4.
Therefore, f3 is a type-II homomorphism. 
Corollary 6. Let f : G→ G′ be a type-II homomorphism. Then, if G′ is fall k-colourable, G is also fall k-colourable.
Theorem 7. Let f1 : G → G′ and f2 : H → H′ be type-II homomorphisms. Then there exists a type-II homomorphism
f3 : GH→ G′H′.
Proof. Let f3 : V(GH)→ V(G′H′) be defined such that for (g, h) ∈ V(GH), f3(g, h) = (f1(g), f2(h)) ∈ G′H′. Now let (g1, h1),
(g2, h2) ∈ V(GH) such that ((g1, h1), (g2, h2)) ∈ E(GH). Now if g1 = g2, (h1, h2) ∈ E(H), then f1(g1) = f1(g2) and (1) of
Definition 4 implies (f2(h1), f2(h2)) ∈ E(H′). This argument can be repeated for h1 = h2, (g1, g2) ∈ E(G), ensuring that f3 also
satisfies (1) of Definition 4.
Now consider (g′1, h′1), (g′2, h′2) ∈ V(G′H′) such that ((g′1, h′1), (g′2, h′2)) ∈ E(G′H′). First, for an edge of the form
g′1 = g′2, (h′1, h′2) ∈ V(H′)we know that for every h1 ∈ f−12 (h′1), there exists a vertex, say h2 ∈ f−12 (h′2) such that (h1, h2) ∈ E(H).
Thus, for any vertex g ∈ f−1(g′1), there exists a vertex (g, h2) adjacent to (g, h1).
Repeating this argument for an edge of the form h′1 = h′2, (g′1, g′2) ∈ E(G) shows that f3 satisfies (2) of Definition 4. Thus,
we have that f3 : GH→ G′H′ is a type-II homomorphism. 
Before we leave this section, we note that the domatic homomorphism is similar to a (H,N,N+) generalized colouring and
the type-II homomorphism to a (H, {0},N+) generalized colouring, using the notation in [10] where N+ is the set of nonzero
natural numbers, and H is the target graph. Since in this paper, we are more often attempting to answer the question of
what graphs, H, a given graph G can map to, under the restrictions imposed above, instead of asking which graphs G map to
a given H under the same restrictions, we prefer to use the notion of homomorphisms acting on a given graph.
3. Partitioning into three independent dominating sets
The fall colourings of cartesian products of some graphs have been considered before. In [1,2], mainly the products of
paths and cycles are studied. Here we use the type-II homomorphisms to simplify and generalize many of those results
given in [1,2].
On an n×m chessboard, rooks move either horizontally or vertically. Thus, the Rooks graph can be represented as KnKm.
The following result is easily derived:
Theorem 8. For n ≤ m, the Rook’s graph on an n× m board, KnKm is fall colourable with m colours.
Proof. Colour the vertices in the first row as 1, 2, . . . ,m, and similarly colour the vertices on the second row as 2, 3, . . . ,m, 1,
each time shifting to the right. Since n ≤ m, these sets are independent, and it is easy to see that for every vertex, there
is a neighbour that is coloured with each of the m − 1 other colours. Thus, the vertices of KnKm can be partitioned into
independent dominating sets with m classes. 
The following corollary, noted here as Corollary 9, is actually Theorem 4 in [2] and is easily deducible from Theorem 8
using the newly defined type-II homomorphism.
Corollary 9. For s ≤ r, if G is fall colourable with r colours and H is fall colourable with s colours, then GH is fall colourable with
r colours.
Proof. Since there exist type-II homomorphisms f1 : G → Kr and f2 : H → Ks, then by Theorem 7 there exists a type-II
homomorphism f3 : GH→ KrKs and since KrKs is fall r-colourable, then GH is fall r-colourable. 
In the following section, we provide more results about the fall colouring of cartesian products, and in particular, we look
at the fall colouring of cartesian products of some graphs with three colours.
R. Laskar, J. Lyle / Discrete Applied Mathematics 157 (2009) 330–338 333
3.1. Fall colouring of K2G with three colours
First, we prove a result about the fall 3-colourability of the cartesian product of GK2, where we let V(K2) = {a, b}. For
any two graphs, G1 and G2, we loosely say G1G2 = G2G1.
Theorem 10. For any graph G, K2G is fall 3-colourable if and only if G is fall 3-colourable.
Proof. Suppose G is fall 3-colourable. Since K2 is 2-colourable, by Corollary 9 K2G has a fall 3-colouring.
Now assume that K2G is fall 3-colourable; then there exists a colouring f : V(K2G) → {1, 2, 3} such that f is a fall 3-
colouring. Using f , we can construct a label, g(v), of the graph G, where g(v) = (f ((a, v)), f ((b, v))) for every vertex v ∈ V(G).
Using the labels of g(v), we can partition the vertices of G into sets V1, V2, and V3, where we let V1 = {v ∈ G : g(v) =
(1, 2) or g(v) = (1, 3)}, V2 = {v ∈ G : g(v) = (2, 1) or g(v) = (2, 3)}, and V3 = {v ∈ G : g(v) = (3, 1) or g(v) = (3, 2)}. This
completely partitions the vertices of G.
Furthermore, we claim that each set Vi is independent in G. Let v, v′ ∈ Vi and suppose (v, v′) ∈ E(G). Then g(v) =
(f (a, v), f (b, v)) and g(v′) = (f (a, v′), f (b, v′)) have the same first coordinate ci ∈ {1, 2, 3}. In other words, f (a, v) = f (a, v′).
But this implies that (a, v) and (a, v′) are adjacent in K2G, and since f is a proper colouring, f (a, v) 6= f (a, v′), a contradiction.
Thus we have a proper 3-colouring for G.
Now we show that each vertex of G is colourful in this partition. If for a vertex v, g(v) = (f (a, v), f (b, v)) = (c1, c2) for some
c1, c2 ∈ {1, 2, 3} such that c1 6= c2, then (a, v) must be adjacent to a vertex labelled c3 with f , and since no adjacent vertices
can have labels with an element in common, v must be adjacent to a vertex labelled (c3, c1). Also, (b, v)must be adjacent to
a vertex labelled c3 with f . Again since no adjacent vertices can have labels with an element in common, v must be adjacent
to a vertex labelled (c2, c3). Therefore, v is colourful. Thus we have a fall 3-colouring of the graph G, and hence the result.

The following corollaries allow us to expand the theorem above.
Corollary 11. For any graph G and any n, QnG is fall 3-colourable if and only if G is fall 3-colourable.
Proof. It was pointed out in Section 1 that Qn can be represented as ni=1K2. We proceed with induction on n. For the base
case, we know by Theorem 10 that G is fall 3-colourable if and only if K2G = Q1G is fall 3-colourable. Now, we assume G is
fall 3-colourable if and only if QnG is fall 3-colourable. By applying the Theorem 10, QnG is fall 3-colourable if and only if
K2(QnG) = Qn+1G is fall 3-colourable. Therefore, G is fall 3-colourable if and only if Qn+1G is fall 3-colourable, and this
proves the result. 
Corollary 12. Qn does not have a fall 3-colouring for any value of n.
Proof. Let G = K2 in Corollary 11. Since K2 is not fall 3-colourable, neither is Qn−1K2 = Qn. 
Now we consider the set of graphs which are type-II homomorphic images of hypercube, which we will denote byH(Q).
Since the set of hypercubes are closed under the cartesian product operation, by Theorem 7 we also know that H(Q) is
closed under the cartesian product operation. We also consider the set of bipartite graphs, denoted B, to generalize the
result above.
Theorem 13. For any graph G and a graph H ∈ H(Q) ∩B , HG is 3-fall colourable if and only if G is 3-fall colourable.
Proof. First, if HG is 3-fall colourable, QnG is 3-fall colourable, since H ∈ H(Q), implying G is 3-fall colourable. Also, if G is
3-fall colourable, then because H is bipartite and hence fall 2-colourable, by Corollary 9, HG is 3-fall colourable. 
To conclude this section, we show that some elementary graphs, such as paths and stars, are in the set H(Q). The
hypercube Qn can be defined as the set of binary strings of length n, where two strings are adjacent if they differ in only
one coordinate. With this definition, we define the weight of a vertex, denoted wt(v) for any v ∈ V(Qn), to be the number of
ones in its binary string. Each vertex v of Qn with w(v) = k, 0 < k < n, is adjacent to vertices of weight k − 1 or k + 1, but
agreeing in n− 1 coordinates. There is only one vertex v for which wt(v) = 0, and it is only adjacent to each of the vertices u
such that wt(u) = 1. Similarly, there is only one vertex v for which wt(v) = n, and it is only adjacent to each of the vertices
u such that wt(u) = n− 1. For the path, we define a type II-homomorphism which acts on a vertex according to its weight.
Proposition 14. The path on n vertices, Pn, for all n, is inH(Q).
Proof. We define a mapping f : Qn → Pn where V(Pn) = {v0, v1, . . . vn}, such that for u ∈ V(Qn) with wt(u) = k, then
f (u) = vk ∈ Pn. Then, for u, v ∈ V(Qn) such that (u, v) ∈ E(Qn), if wt(u) = k where k 6= 0, n, wt(v) = k+ 1 or wt(v) = k− 1. If
k = 0 then wt(v) = 1, and if k = n then wt(v) = n−1. Therefore, (f (u), f (v)) ∈ V(Pn). Furthermore, for v ∈ f−1(v0), wt(v) = 0,
and v agrees in n− 1 coordinates with every vertex u such that wt(u) = 1. Similarly, for v ∈ f−1(vn), wt(v) = n, and v agrees
in n− 1 coordinates with every vertex u such that wt(u) = n− 1. Lastly, for every vertex v ∈ f−1(vk) where 0 < k < n− 1,
wt(v) = k, which implies each string has at least 1 zero and at least 1 one, so there exist vertices u and w which agree in n−1
symbols where wt(u) = k+ 1 and wt(w) = k− 1. Therefore f is a type-II homomorphism of Qn. 
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Proposition 15. The star, K1,m, for all m, is inH(Q).
Proof. Using induction, we have from above, P3 = K1,2 ∈ H(Q). Now assuming that K1,m ∈ H(Q), we want to show
K1,m+1 ∈ H(Q). Since K1,m ∈ H(Q), ∃f1 : Qr → K1,m for some r. Thus, ∃f2 : QrQr → K1,mK1,m. Now, for K1,mK1,m, we label
the leaves of K1,m as {0, 1, . . . ,m− 1}, letting `(v) denote their labels. Now for (u, v) ∈ V(K1,mK1,m) where u and v are leaf
vertices, we assign (u, v) the label `(u)+ `(v)mod m. The vertex (u, v) where u and v are the centre vertices, we assign the
label m. Every other vertex in K1,mK1,m is of the form (u, v)where u or v is a centre, but not both. These we assign the label
m + 1. Using these labels as a vertex map, we can see that all vertices labelled 0, 1 . . . ,m have a neighbour labelled m + 1
(and only neighbours labelled m+ 1), and all vertices labelled m+ 1 have a neighbour with every label from {0, 1, . . . ,m}.
Thus this labelling is a type-II homomorphism from K1,mK1,m to K1,m+1. This implies that K1,m+1 ∈ H(Q), and so every star
is an element ofH(Q). 
To summarize some previous results on cartesian products, we give the following corollary:
Corollary 16. For any graph G ∈ H(Q), G is not fall 3-colourable.
Proof. If G is fall 3-colourable, that implies Qn is 3-fall colourable for some n, a contradiction to Corollary 12. 
This implies that any graph of the form G = n1i=1(n2j=1Pi)n3k=1(n4`=1K1,k) is 2-fall colourable, but not fall 3-colourable.
3.2. The product of two trees
Here, we present a proof that is similar to Theorem 10; however, we place more restrictions in order to get a theorem
about the cartesian product of two trees.
Theorem 17. Let G be a graph with a vertex of degree 1, denoted a, and let T be any tree. Then GT is not fall 3-colourable.
Proof. Let b be the vertex in G such that (a, b) ∈ E(G). Now we assume for contradiction that GT has a fall 3-colouring.
Now consider any leaf in T, which we will denote v0. If the vertex (a, v0) ∈ V(GT) has the colour c1, it is adjacent to a vertex
(a, v1) ∈ V(GT) with a colour c2, where (v0, v1) ∈ E(T). Therefore, (b, v0) must have the third colour, c3. Then, (b, v1) is
adjacent to vertices with the colour c2 and c3 and so must have the same colour as (a, v0), c1. Since (a, v1) is colourful, there
must be another vertex (a, v2) such that (a, v2) has the colour c3 and ((a, v1), (a, v2)) ∈ E(GT).
For i = 1, we can see that this shows (a, vi−1) and (b, vi) have the same colour, forcing (a, vi) to be adjacent to a vertex
(a, vi+1)with a different colour from (a, vi) and (a, vi−1). Now if we assume that this is true for i = k, we can see that (b, vk+1)
must have a colour different from (a, vk+1) and (b, vk). Since (b, vk) has the same colour as (a, vk−1), then (b, vk+1)must have
the third colour, the colour of (a, vk). Furthermore, this means that (a, vk+1)must be adjacent to another vertex that does not
have the same colour as (a, vk+1) or (a, vk), which we can denote as (a, vk+2). This proves our induction hypothesis, which
implies that we create an infinite sequence of vertices in T, where each vertex is different from the proceeding one. Since T
has no cycles, we have a contradiction and therefore, GT is not fall 3-colourable. 
Corollary 18. Let T1, T2 be any two trees. Then T1T2 has a fall 2-colouring, but not a fall 3-colouring.
Proof. Every tree has a leaf, and so T1T2 has no fall 3-colouring, from Theorem 17, and since every tree is bipartite, T1T2
is fall 2-colourable by Corollary 9. 
One can also note that T1T2 has no fall k-colouring for k > 3, since δ(T1T2) = 2, which implies that ψf (T1T2) ≤ 3,
using the observation from [2] that ψf (T) ≤ δ(T)+ 1.
3.3. Complexity results for bipartite graphs
The decision problem of partitioning a general graph into k dominating sets (a domatic partition) has been shown to be
NP-complete [3]. Partitioning a general graph into k independent dominating sets has also been shown to be NP-complete [2,
7]. In this section, we consider a similar decision problem, given below:
3-FALL-COLOURING (3FC)
INSTANCE: A graph G = (V, E)
QUESTION: Is G fall 3-colourable?
In the preceding work, we have shown many bipartite graphs which are not fall 3-colourable. We do note that the six
cycle, C6, is an example of a fall 3-colourable graph, and if we let G be the six cycle with a pendant vertex, we even get
GG is fall 3-colourable when G is not. Here we give a similar argument as [2] to show that 3FC is NP-complete, even when
restricted to bipartite graphs.
Theorem 19. Problem 3FC is NP-complete, even when restricted to bipartite graphs.
R. Laskar, J. Lyle / Discrete Applied Mathematics 157 (2009) 330–338 335
Fig. 1. The bipartite graph G(φ).
Proof. Since an independent dominating set can easily be verified by checking the neighbours of each vertex in G, 3FC ∈NP.
We can establish a polynomial transformation from the NP-complete problem, NOT-ALL-EQUAL-3SAT to 3FC. We denote an
instance of NOT-ALL-EQUAL-3SAT as φ, where φ is composed of a set C = {c1, c2, . . . , cm} of clauses, each clause made up of
three literals from the set X = {x1, x2, . . . , xn} of variables. We say φ is satisfiable if every clause ci contains at least one true
literal and one false literal.
We construct a graph, denoted as G(φ) and depicted in Fig. 1, in the following way. Create a vertex for every clause,
labelled ci, and a vertex for every literal, denoted xj and xj. Join each clause vertex, ci, to the vertices which represent its
associated literals. For each literal pair, xj and xj, add three vertices, and adjoin them so that they form a path of five vertices
from xj to xj. We will label these vertices wj, yj, and zj, in order from xj to xj, for each literal j. Additionally, we add another six
cycle, with vertices labelled c0, x0, x0, w0, y0, and z0, and make the vertex c0 adjacent to each literal vertex, both xj and xj for
every j.
This is the graph G(φ), which we verify is indeed bipartite. If we let S1 = {ci : 0 ≤ i ≤ m} ∪ {wj, zj : 0 ≤ j ≤ n} and let
S2 = {xj, xj, yj : 0 ≤ j ≤ n}, then we can see that this partitions the vertex set of G(φ) into two independent sets.
First, we assume that φ has a satisfiable truth assignment f : X → {T, F}. We let T and F be two colours, with N being a
third colour. We first colour the vertices in G(φ) that correspond to literals with their assignment under f . Each vertex ci we
colour N. For each j ≥ 1, for f (xj) = T or f (xj) = F, the sequences TFNTF or FTNFT respectively, can be be used to colour the
sequence xjwj, yj, zjxj. For j = 0, x0 can be chosen to be coloured T or F, and the appropriate sequence above can be used for
x0w0, y0, z0x0. Since this is a satisfiable assignment, each clause vertex is colourful, and the 6-cycle of c0, xj, wj, yj, zj, and xj for
all j ≥ 0 is also fall 3-coloured, so G(φ) is fall 3-colourable.
Assuming G(φ) is fall 3-colourable, we want to show that a satisfiable assignment exists. To denote our three colours,
we will use T, F, and N again. If we let N be the colour on the vertex c0, we can see that all literal vertices must have the
colours either T or F. Since each clause vertex ci is adjacent to only vertices coloured T or F, it must have the colour N, and
furthermore, be adjacent to one literal vertex with the colour F and one with the colour T. Finally, if a literal vertex xj is
coloured T, wj must have the colour F in order for xj to be colourful. Then, yj must be coloured N for wj to be colourful, and
zj must be coloured T for yj to be colourful. Finally, xj must be coloured F for yj to be colourful. If xj is coloured F, we can
similarly show that xj must be coloured T. Therefore, the assignment of the values T and F to the associated literals is a valid
assignment, and the fact that each clause vertex is colourful implies that the assignment is a satisfiable assignment. 
Furthermore, we can extend the results to the following by a reformulation of the problem and simple transformation:
3-FALL-COLOURING ON L-FACTORS (L, 3FC)
INSTANCE: A graph G = (V, E)with at least ` nontrivial bipartite factors
QUESTION: Is G fall 3-colourable?
Theorem 20. (L, 3FC) is NP-complete for any value `.
Proof. We can proceed by induction on `. For the base case, we note that (1, 3FC) is NP-complete, since it is equivalent to
3FC restricted to any bipartite graph as proved above. Then we can assume that (L, 3FC) is NP-complete. Thus, we can take
any instance of G from (L, 3FC) and consider GK2. By Theorem 10, G is fall 3-colourable if and only if GK2 is fall 3-colourable.
Therefore, (L+ 1, 3FC) is NP-complete. 
4. Partitioning into k independent dominating sets, k 6= 3
In Section 4, we consider creating new fall colourings of graphs from fall colourings of iterated cartesian products. First,
we define a graph Gr for some r, where V(Gr) = {ai : 0 ≤ i ≤ r − 1} ∪ {bi : 0 ≤ i ≤ r − 1}, and E(Gr) = {(ai, bj) : i 6= j}. Thus,
Gr is a complete bipartite graph on 2r vertices minus a certain perfect matching.
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Fig. 2. G4K4 , with the white vertices representing the set A0 .
Second, we define the graph Hr for some r, where V(Hr) = {ai : 0 ≤ i ≤ r − 1} ∪ {bi : 0 ≤ i ≤ r − 1} and
E(Hr) = {(ai, bj) : i 6= j} ∪ {(bi, bj) : i 6= j} ∪ {(ai, aj) : i 6= j}. Here, Hr is just a complete graph on 2r vertices minus a
perfect matching. We then consider the set of graphsH(GrKr), which are type II-homomorphic images of GrKr , where Kr
is the complete graph on r vertices, and show that Hr ∈ H(GrKr).
Lemma 21. For any value r > 2, Hr ∈ H(GrKr) where Gr and Hr are defined as above.
Proof. Each vertex in GrKr can be written in the form {(ai, vj) : ai ∈ Gr, vj ∈ Kr} or {(bi, vj) : bi ∈ Gr, vj ∈ Kr} where ai and
bi are from the definition of Gr . Then we can define sets Ai, Bi by letting Ai = {(ak, v(k+i)mod r) : 0 ≤ k ≤ r − 1} and similarly,
Bi = {(bk, v(k+i)mod r) : 0 ≤ k ≤ r − 1}, for 0 ≤ i ≤ r − 1. Fig. 2 depicts the set A0 for the graph G4K4.
Consider a vertex (ak, vj) ∈ Ai where j ≡ (k+i)mod r. In each set A`, there is a vertex (ak, vj′), where j′ ≡ (k+`)mod r, such
that ((ak, vj), (ak, v′j)) ∈ E(GrKr). Also, for each set B` where ` 6= i, there is a k′ such that j ≡ (k′ + `)mod r and k 6= k′, which
implies that ((ak, vj), (b′k, vj)) ∈ E(GrKr). Furthermore, if two vertices (ak, vj), (ak′ , vj′) ∈ Ai, then k 6= k′ and j 6= j′, which
implies each set Ai is independent. Similarly, this holds for each set Bi for any 0 ≤ i ≤ r − 1. Finally, for vertices (ak, vj) ∈ Ai
and (bk′ , vj′) ∈ Bi, if k 6= k′ then j 6= j′, and if k = k′ then (ak, bk) 6∈ E(Gr). Therefore, if we define a map f : V(GrKr)→ Hr such
that for v ∈ Ai, f (v) = ai ∈ V(Hr) and for v ∈ Bi, f (v) = bi, then f : GrKr → Hr is a type-II homomorphism. 
Corollary 22. For a bipartite graph G, and a graph G′, where G and G′ are fall r-colourable, Hr ∈ H(GG′), where Hr is K2r minus
a perfect matching.
Proof. First, we take the natural type-II homomorphism from G′ to Kr , which we will denote by f1. For G bipartite, with
bipartite sets A and B, we note that no independent dominating set of a graph can be strictly contained in another, so each
of the r independent dominating colour classes, Vi ⊆ V(G), can be partitioned into Vi ∩ A 6= ∅ and Vi ∩ B 6= ∅. Every vertex
v ∈ Vi ∩A, must be adjacent to a vertex in each set Vj, and since A is an independent, v must be adjacent to a vertex u ∈ Vj ∩ B.
Similarly for v ∈ Vi∩B, there must be an adjacent vertex u ∈ Vj∩B for all j ≤ r where j 6= i. Also, since the set A is independent,
if v ∈ Vi ∩ A and u ∈ Vj ∩ A, then (u, v) 6∈ E(G), and similarly for B, if v ∈ Vi ∩ B and u ∈ Vj ∩ B, then (u, v) 6∈ E(G). Finally,
since each set Vi is independent, if v ∈ Vi ∩ A and u ∈ Vi ∩ B, then (u, v) 6∈ E(G). Then we define f2 : G → Gr such that for
v ∈ Vi∩A, f2(v) = ai and for v ∈ Vi∩B, f2(v) = bi, and f2 is a type-II homomorphism from G to Gr . Then, since there exist type-II
homomorphisms f1 : G′ → Kr and f2 : G→ Gr , then by Theorem 7, there exists a type-II homomorphism f3 : GG′ → KrGr .
Furthermore, by Lemma 21, there exists another type-II homomorphism f4 : KrGr → Hr , so by Proposition 5, there exists
f5 : GG′ → Hr . 
We end this section by noting that for any bipartite graph G that is fall r-colourable, we can take G = G′ in the corollary
above.
4.1. Generating new colourings of HrK2
In this section, we determine for which values of k it is possible for us to decompose the cartesian product HrK2 into
fall k-colouring partitions. Then, using Corollary 22, we apply those results to repeated cartesian products, and specifically,
the n-dimensional hypercube. In the results below, we let V(K2) = {a, b}, and the vertices of Hr be defined as in the previous
section.
To begin with, we consider three methods of partitioning some of the vertices of Hr into independent dominating sets,
so that we can combine different methods to eventually create a fall colouring of Hr .
Lemma 23 (Method 1). The sets V(j,1), V(j,2) ⊆ V(HrK2), where V(j,1) = {(aj, a), (bj, b)} and V(j,2) = {(aj, b), (bj, a)}, are
independent dominating sets in HrK2.
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Fig. 3. Fall 6-colouring of H4K2 where k = 6, r = 4, and ` = 2.
Proof. Each set V(j,1) and V(j,2) is independent, and for V(j,1) = {(aj, a), (bj, b)}, vertex (aj, a) dominates every vertex of the
form (v, a), except for v = bj, which is dominated by (bj, b). Similarly, vertex (bj, b) dominates every vertex of the form (v, b),
except for v = aj, which is dominated by (aj, a). In the same way, we can see that V(j,2) is also a dominating set in HrK2. 
Lemma 24 (Method 2). The sets V(j,1), V(j,2) ⊆ V(HrK2), where V(j,1) = {(aj, a), (bj, a), (aj+1, b), (bj+1, b)} and V(j,2) =
{(aj, b), (bj, b), (aj+1, a), (bj+1, a)}, are independent dominating sets in HrK2.
Proof. Since (aj, bj) 6∈ E(Hr) for any j, each set is independent. Additionally, since the set {aj, bj} dominates Hr , each set is
dominating. 
Lemma 25 (Method 3). The sets V(j,1), V(j,2), V(j,3) ⊆ V(HrK2), where Vj,1 = {(aj, a), (bj, a), (aj+1, b), (bj+1, b)}, Vj,2 =
{(aj, b), (bj, b), (aj+2, a), (bj+2, a)}, and Vj,3 = {(aj+1, a), (bj+1, a), (aj+2, b), (bj+2, b)}, are independent dominating sets in HrK2.
Proof. Since (aj, bj) 6∈ E(Hr) for any j, each set is independent. Additionally, since the set {aj, bj} dominates Hr , each set is
dominating. 
This allows us to create new fall colourings.
Theorem 26. The graph HrK2 is fall k-colourable, for r ≤ k ≤ 2r − 2 or k = 2r.
Proof. Here, we write k = r + ` = (r − `) + 2` for some `, where ` = r or 0 ≤ r − 2. We begin by considering two cases:
(r − `) is odd, and (r − `) is even.
Case 1. r − ` is even.
We first consider the (r − `)/2 sets Si = {(a2i, a), (a2i, b), (b2i, b), (b2i, b), (a2i+1, a), (a2i+1, b), (b2i+1, b), (b2i+1, b)} for
0 < i < ((r − `)/2 − 1). Method 2 can be used on each of these sets, to generate (r − `) disjoint independent dominating
sets.
Case 2. r − ` is odd.
Here, write r − ` = 3 + (r − 3 − `). We can first take the set {(a0, a), (a0, b), (b0, a), (b0, b), (a1, a), (a1, b), (b1, a),
(b1, b), (a2, a), (a2, b), (b2, a), (b2, b)}. This set can be partitioned by Method 3 into three independent dominating sets.
Then, since (r − 3 − `) is even, we can consider the sets Si = {(a2i−1, a), (a2i−1, b), (b2i−1, a), (b2i−1, b), (a2i, a), (a2i, b),
(b2i, a), (b2i, b)} for 2 < i < ((r − 3 − `)/2 + 1). Method 2 can be used on each of these sets, to generate (r − 3 − `)
disjoint independent dominating sets.
Now, for the remaining ` sets of vertices of the form Tj = {(aj, a), (aj, b), (bj, b), (bj, b)} for r−`−1 ≤ j ≤ r−1, we can use
Method 1 to generate 2 independent dominating sets from each set Tj. This completely partitions the vertex set V(HrK2)
into (r − `)+ 2` = r + ` = k independent dominating sets. Therefore HrK2 is fall k-colourable. 
The colouring of the graph in Fig. 3 is an example of applying the three methods to obtain a fall 6-colouring of the graph
G4K4.
Corollary 27. For graphs G, H and I, let G be fall r-colourable and bipartite, H be fall r-colourable, and I be bipartite. Then GHI
is fall k-colourable, for all values of k where r ≤ k ≤ 2r − 2 or k = 2r.
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Proof. From Corollary 22, there exists a type-II homomorphism f1 : GH → Hr , and since I is bipartite, we can take the
natural homomorphism f2 : I→ K2. Then by Theorem 7, there exists a type-II homomorphism f3 : (GH)I→ HrK2. From
Theorem 26, there exists a type-II homomorphism f4 : HrK2 → Kk, where r ≤ k ≤ 2r − 2 or k = 2r. Then, by Proposition 5
there exists a final type-II homomorphism f5 : GHI→ Kk. 
Corollary 28. For every k ≥ 2, k 6= 3, there is some n such that Qn is fall k-colourable.
Proof. We proceed by using induction on k, where n = 2k − 1, considering the hypercubes Qn. As a base case, for k = 2, we
know that Q3 is fall 2- and 4-colourable. Now we assume that Qn is fall k-colourable, where k ≤ n+ 1 and k 6= 3 or n. We can
then take QnQnK2 to form Q2n+1 where 2n+ 1 = 2(2k − 1)+ 1 = 2k+1 − 1. Then from Corollary 27, using the fact that Qn
is fall (n+ 1)-colourable, we know that Q2n+1 is fall colourable for any k where n ≤ k ≤ 2n+ 2, k 6= 2n+ 1. From Corollary 9
and our induction hypothesis, Q2n+1 is also fall colourable for any k such that k ≤ n + 1 and k 6= 3 or n. Finally, we can get
that Q2n+1 is fall n-colourable, by using Corollary 27, and the fact that Qn is fall (n− 1)-colourable. This shows that for every
k ≥ 2, k 6= 3, there is a number n such that Qn is fall k-colourable. 
Combining Corollaries 12 and 28, we can restate the results in the following theorem, which answers an open question
posed in [2], “What fall colourings do the n-cubes have?”.
Theorem 29. The hypercubes Qn do not have a fall k-colouring for k = 3 for any value n. However, for each k ≥ 2, k 6= 3, there is
some n such that Qn is fall k-colourable.
5. Conclusion and open questions
As a specific result of the theorems proved in the previous section, we were able to prove Corollary 28, which precisely
identifies the values k for which there is a hypercube that is fall k-colourable. However, we note that these theorems do not
give as much information as desired on the values, k, for which a specific hypercube, Qn for some n, can be partitioned, unless
n = 2k − 1. The domatic number of the hypercubes has been well studied [5,11,12,14,15], and in [14], the domatic number
for hypercubes Qn where n = 2k − 1 or n = 2k, is given. The theorems in the previous section can easily be generalized to
hold for domatic partitions. In particular, the specific case for k = 2r in Corollary 27 allows us to get bounds of the form
dom(Q2n+1) ≥ 2 ∗ dom(Qn).
Additionally, we note the complexity of the problem KFC ON L FACTORS. The problem (L, 3FC) was shown to be NP-
complete for any value of `. However, for any value k 6= 3, the results about the hypercube imply that there is a value `
at which (L, KFC) becomes trivial, where every graph with ` bipartite factors has a fall k-colouring. This is accomplished
by the natural type-II homomorphism from each bipartite factor into K2, such that any graph with ` factors has Qn in its
homomorphic image. In somewhat related questions, we ask for what values, k, a specific hypercube, Qn, can be partitioned,
as a question about the domatic partition and fall colouring, but also as a question about the complexity on ` factors.
Furthermore, are there values for ` and k for which Q` does not have a fall k-colouring, but for which there does exist a
polynomial time algorithm for (L, KFC)?
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