Sensory systems, such as computer vision, can be used to measure relative robot end-effector positions to derive feedback signals for control of end-effector positioning. The role of vision as the feedback transducer affects closed-loop dynamics, and a visual feedback control strategy is required. Vision-based robot control research has focused on vision processing issues, while control system design has been limited to ad-hoc strategies. We formalize an analytical approach to dynarnic robot visual servo Control systems by first casting position-based and imagebased strategies into classical feedback control structures. The image-based structure represents a new approach to visual servo control. which uses image features (e.g., image areas, and centroids) as feedback control signals, thus eliminating a complex interpretation Step (i.e., interpretation of image features to derive world-space coordinates).
. Introduction
Flexible robotic systems should provide a capability to automatically modify positions and trajectories to accommodate changes in the task or task environment. Such flexibility is achievable only through the integration of sensors into robotic systems, and visual sensing, in particular, provides fundamental capabilities in the adaptation of robots to both unstructured and precision tasks. The promise of fast vision systems and special purpose high-speed optical sensors would permit the synthesis of dynamic "visual servo control systems." In this paper, we describe a strategy which integrates visual sensing with robot movements, and will emphasize the design of such a "visual servo control system" in order to achieve stable and predictable system dynamics.
Vision systems can be used as transducers to measure the relative positions between robot end-effectors and objects in the robot's work space. The interpretation of two dimensional image information to estimate positions normally requires the extraction of quantitative image features which are related to stored object models. The positional error signal, between reference and measured positions, may be used to design a "position-based'' visual servo control system'. In our research we have explored an alternative strategy*. Image features which are monotonically related to spatial position may be used as a basis for control in place of position estimates. These features typically include structural components of the image such as points, lines, and areas, as well as quantitative parameters attached to them. Such an "image-based'' visual servo control strategy may offer advantages in terms of reduced delay and estimation noise, and provide a convenient means for robot task training. However, image-based control requires special attention to control strategies which accommodate position-to-feature relationships.
In dynamic visual servo control systems the role of computer vision as the measurement process affects the overall system dynamics, and a visual feedback controller is required for stability and to achieve a suitable transient response. The linearity, noise properties, coupling, and computational delays of this measurement process become essential considerations for controller design. Formal analysis and design of feedback controllers for visual servoing, in terms of well-defined control theory, has not appeared in literature except for a simple case3. Visual servo controllers have been designed using ad-hoc strategies4. In our research, we have organized previously implemented and proposed visual servo control strategies into clearly defined feedback control structures, and clarify the requirements placed on the visual servo controller5.
In position-based approaches to visual servo control, the image interpretation step can be complex and affect control system design and performance by adding additional time delays, and introducing measurement noise resulting from inaccuracies of the object and transduction modeling. Image features are often continuous functions of object position, and for fixed ranges of control, provide sufficient information for robot control without carrying out the interpretation process. An image-based system is described in more detail below.
The measurement process in a position-based visual servo structure can be decomposed into two nonlinear transformations. First, the transduction and feature extraction functions, or world-to-feature space transformation, can be viewed as the inverse of an ideal interpretation, in the absence of noise, according to:
(1 1 where I is "ideal" in the sense of being based on exact models, and Xrel is a relative end-effector position. Second, the features are mapped to world space by the interpretation transformation:
If the ideal interpretation has a unique inverse mapping, over the control region of interest, such'that Xrel are single-valued functions of 1, then this suggests that the system can be controlled, to unique end-points, using features directly as the feedback and reference signals, thus eliminating the interpretation step. The uniqueness condition is satisfied, for the control region of interest, when6:
1. The first partial derivatives of 1 are continuous, and 2. If the Jacobian of the ideal inverse interpretation is nonsingular; Le., where Jfeat is defined as the feature sensitivity matrix.
In practice, J!,at could be estimated on-line to test the condition in eq.(3). Thls condition must be true for both position and image-based approaches. Further, since the determinant is only defined for square matrices, then the permitted number of degrees-of-freedom must equal the number of measured features.
A digitally controlled dynamic image-based visual servo (IBVS) control structure, which uses feature feedback, is represented in Figure 1 -1. This system was first first proposed by Sanderson and Weiss5. In Figure 1 -1, y are the control signals, g are the robot joint coordinates, and nd is the number of feedback delays introduced by the vision processing. The characteristics of each block are described in the next section. The reference signal f (k) can be defined directly in image feature space using a 'FJach-by showing" strategy whereby an image is transduced in the desired reference position and the corresponding extracted features represent the reference feature values. In the "teachby-showing'' approach it is assumed that the inverse transformation I-' is unknown. Therefore, the controller C must be based on a design approach which not only compensates for the nonlinear and coupled properties of I-', but also for unknown values.
The image-based structures are representative of sensor based control structures which include: 
Control of Image-Based Systems
Several characteristics of image-based structures present particular challenges for design of a suitable controller. In addition to compensating for robot dynamics, measurement noise, and nd feedback delays, the feedback controller, C, must also compensate for the nonlinear and coupled feature transformations. The relationships between Cartesian paths and feature trajectories must also be considered in the selection of feature reference signals.
To design a controller, it is useful to first consider the smallsignal model (about a nominal operating point or trajectory) of an the IBVS structure in Figure 1 where Jar, is the arm Jacobian. In addition to the control requirements of the robot dynamics the design of the controller C also depends on the "J" sensitivity matrices, feedback P. controller design for these systems is a formidable engineering problem. In contrast, an adaptive approach to controller design appears to be applicable for these requirements. The IBVS controller design used in our research therefore emphasizes the adaptive approach.
Comouter

Adaptive IBVS Control
In the context of joint-level control, resesrchers have recently begun to evaluate the applications of adaptive control to robotic manipulators** lo, 13' 14. Adaptive control has the potential to compensate for parameter uncertainty and variation over a wide range, while operating at high joint speeds. In these adaptive control schemes, an adjustable controller uses on-line identification to identify parameters of an equivalent jnput/gutput (110) linear model of the robot based on the I10 information vectors u(k) and q(k) (actuator control signals and joint positions respectively), under the assumption that the robot is linear and constant, but has unknown parameters. An equivalent I 1 0 model is one that predicts the output q(k) from past and present 1/0 information independent of the physical model of the robot. The estimated parameter values are then used in a linear feedback controller as though they where the actual parameters.
The mathematical basis for our adaptive controller follows the enhanced identification error model reference adaptive control (MRAC) developed by Morris and Neuman". While similar approaches have appeared in literature, their research focused on details of physical implementation including control signal saturation and controller stability, measurement noise, and computational complexity for microprocessor implementation. Since the algorithm did not include control of systems with discrete measurement delays, we have extended it to include control of systems with delay'. Additional modifications for applying uncoupled MRAC to the control of coupled nonlinear systems were also developed. In joint-level MRAC control (Figure 2-l) , the reference modei output $(k) specifies a stable and realizable closed-loop dynamic response of the the output q(k) to the reference signal qR,,(k). The difference between the reference model output and the process is called the full-garallel (FP) output error:
(5) The adjustable controller utilizes the identified parameters information to adjust the gains on-line to drive the FP error to zero, thus forcing the robot output to track the reference signal in accordance with the performance specified by the model. In the identification-error method of MRAC ~o n t r o l '~ an identifier predicts the robot joint outputs, i(k), based upon parameter estimates of an equivalent linear I/O model. The identification error
drives the adjustment mechanism which updates the estimates of the equivalent parameters. These estimates are then used to adjust the gains of a linear controller which is driven by the model output. The adjustment mechanisms can be designed from either parametric optimization or stability viewpoints.
Both single-jnput singboutput (SISO) and multiple-jnput -multiple-output (MIMO) equivalent model formulations can be used to derive the adaptive controller. In the context of jointlevel control, Neuman and Stone" have justified the latter modeling approach by demonstrating that individual joints of a coupled and nonlinear robot can be modeled by linear limevarying second-order SlSO transfer functions. They show that the transfer function parameters vary smoothly in the work space as a function of the joint positions, velocities, and accelerations. While coupled, or MIMO, controllers have an inherently greater potential for being able to uncouple a coupled system they have several potential disadvantages, including computational complexity and they do not lend themselves to modularity. A modular system can easily be extended to increasing degrees-of-freedom, and distributed processing. Uncoupled adaptive controllers have already demonstrated the potential to control dynamically coupled robots'3314, and would be easier to implement in current laboratory and factory computing environments. For these reasons, the approach which we developed emphasized uncoupled control of coupled systems, using the concept of equivalent SlSO plants. , where m>n? And, the feature assignment process asks: Since uncoupled controllers are used to control coupled plants, which feature should be used to control each actuatol? Both issues are related to the degree-of-coupling of the feature trtnsformation. We have developed a measure of coupling to help answer these questions.
Feature Assignment Using Diagonal Dominance
In applications where uncoupled controllers are used to control coupled plants, there is always the problem of choosing which servo error will control which actuator; that is, for a set of n outputs yi (i = 1: ..., n), which servo error, Ayi. should be filtered and coupled to the jth actuator as u.? The control engineer tackles this problem with insight into the physical nature of the system and formulates qualitative notions of the degree-ofcoupling between the independent actuators and the system output. For joint-level robot control, Aqi should be used to derive ui. For other systems, such as IBVS control, the assignment may not be straightforward. An alternative approach is to organize JWp to maximize the inequality (8) over all possible column arrangements. This criterion reduces to defining the dimensionless measure of diagonal dominance as n n
IJWB-ii(k)l
and then minimizing D(JW ) over all n! possible column arrangements. The logarithm of the dominance is used since the ratios change by orders of magnitude.
P
Feature Selection
The image of a typical scene generally contains more features than there are degrees-of-freedom to control. The number of features must equal the number of degrees-of-freedom in an image based system since the feature sensitivity matrix is constrained to be square. The possible number of ordered candidate feature subsets is
where ordering is required to consider the feature/joint assignment.
To arrive at a criterion for feature selection, two aspects of feature-based control are analyzed:
1. Ability to specify world space path using feature based trajectories (assuming that the control system can achieve a specified feature space performance), and 2. The control effort required to achieve the specified feature space dynamic performance.
It is shown below that the attributes of the feature sensitivity matrix, Jfeat, relate to path performance, while the attributes of J WD relate to the control effort aspects.
With respect to world space path, it is desirable to be able to control independently each world level DOF. Ta achieve this goal, an ideal subset of features should yield a feature sensitivity Jfeat which is diagonal and constant. Then, where, AXi is the path error for the ith DOF, Afi is the ith feature error, and Jfeat.i,i is the (i,ifh element of Jteat. If straight-line motion is desirable, and all of the features exhibit the same dynamic response, then straight-line motion would be achieved. For example, asume that the ith feature response is specified by the critically damped response fio(t)&fi(t)-fi(0) = Af,(l-e-"') 
3)
The relationship between any two Cartesian degrees-offreedom $comes X. J;lat.i Afi l-e-t/' If an ideal feature sensitivity matrix could be synthesized, then it still remains to control dynamically the system to achieve the desired feature response. Attributes of the overall sensitivity, JW , can be used to describe the control effort required to achieve the desired response. Similar to the feature sensitivity attributes, the idealized overall sensitivity matrix should be diagonal and constant. Diagonalization permits the unqualified use of independent SlSO controllers. In our experience, these idealized sensitivity attributes cannot be expected in practice. The degrees-of-freedom are coupled and the sensitivities typically vary with position. Feature sensitivity changes are minimized for small motion tasks, and for configurations with large lens magnifications. However, if the feature sensitivity were constant, but coupled, the predicted path would still be straight-line motion irrespective of the number of degrees-offreedom. Since where Ki is a constant. The constant relationship between any two Cartesian DOF becomes
which is the equation of a straight line.
Since we may not expect to find feature subsets which yield idealized sensitivity attributes, a feature selection strategy could seek a subset which best approximates these ideals; i.e., select features which minimize the coupling and sensitivity changes along a trajectory. In our research, the diagonal dominance measure, D(JWp),,in eq.(9), is used to quantify system coupling. The feature selection strategy then becomes minimizing D(JWp) and D(Jfeat) over the set of candidate features. By minimizing D(JWp), improved dynamic response is achieved with SlSO controllers. And, by minimizing D(Jfeat), closer to monotonic pa:h performance may be expected. Each strategy may not produce mutually exclusive decisions, and arbitration between them would be based on the relative importance of each attribute. For example, a system could be feature uncoupled in the joint space of an articulated robot arm, but not uncoupled in Cartesian space. Since the degree-of-coupling plays such an important role in the independent control approach, our initial research has focused on evaluation of feature selection based on minimization of D(JW,,).
Simulation Studies
Adaptive IBVS systems are highly nonlinear, making it difficult to analytically predict their potential performance. Mainframe simulation studies were therefore used to evaluate IBVS control. The systems were modeled with progressively complex dynamics, kinematics, and feature coupling to understand their relative contributions to the control problem and system performance. Extensive studies have been completed for two and three DOF systems, and preliminary results are available for a 5 DOF system.
As an initial step in understanding image-based control, we studied visual servoing applications where the object and camera are stationary versus moving in the steady-state. Thus, step-input reference signals, defined by the "teach-by showing" strategy, provide a suitable measure of system 8.
performance. The sampling period was varied from ,003 to .1 seconds. The reference models are specified to be critically damped and with a bandwidth selected so that the sampling4o-bandwidth ratio fs/fBW was at least 20. Faster sampling times were used to accentuate the magnitude of any nonlinear Coriolis and centrifugal dynamic terms. In practice, if the visual system processing requires relatively long sampling periods, then higher sampling rate minor-loop velocity feedback controllers would be required to compensate for Coulomb friction, structural resonances, and to eliminate any apparent complex plane poles.
To simplify the feature selection/assignment process, the lowfrequency, or DC gain of Wp is used to calculate the coupling index D in equation (9). We observed that for a set of features, the feature/joint assignment remains constant over large regions of control for uncoupled kinematic configurations such as a Cartesian robot. For these configurations, off-line measurement of JW in the initial image (i.e. by sequentially moving each degree-of-freedom by small increments, and measuring the change in features) can be used to select a fixed assignment over the entire control trajectory. Feature selection can also be based on initial image coupling if the potential candidates have relatively small coupling values. For coupled kinematic configurations, such an articulated arm, a feature/joint reassignment is predicted when controlling over large distances in space, and a fixed featureljoint assignment is only suitable for applications requiring small corrective motions. Some representative examples of adaptive IBVS control are discussed below.
P
One of the simulated systems included a dynamically nonlinear two DOF revolute joint articulated arm with a camera mounted to the second link. The task is to move the camera relative to a fixed line (or edge) in space. In these studies, the camera is modeled as a pinhole lens, and image features are derived from the idealized non-distorted two-dimensional image points. Image distortions are difficult to model and vary widely with lighting, transducer resolution and linearity. These conditions are manifested as measurement noise and modeled using varying levels of uniformly distributed noise added to the idealized extracted feature values. For this task, there are two independent control features: the perceived centroid and line length. The coupling index is used to resolve the featureljoint assignment. Ranges of task motions included examples with initial to desired position trajectories of short excursions (e.g. one inch), to long range motions over two feet, and over a broad range of arm configurations. The final or desired position of the camera was specified to be in close proximity to the line to An example is shown in Figure  3 -1 which displays the position trajectory of the camera and the corresponding rise-time. In Figure 3 -1, the predicted trajectory is the path which would be achieved for perfect reference model following. The actual trajectory deviates from the predicted path due to initial transient identification errors which cannot be overcome in SlSO control of the feature coupled system. The predicted trajectory deviates from a straight line by only .05 inches. For larger motion tasks, we observed that deviations of the predicted paths from a straight line remain on the same order of magnitude, even though the feature sensitivities are tightly coupled and vary dramatically over the trajectory. Actual path deviations from the predicted trajectories were acceptable for the larger motion tasks using a robot with linear uncoupled kinematics. However, with an articulated arm, the. additional kinematic coupling leads to unacceptably large path deviations. These systems would require a coupled controller.
A three DOF configuration simulation consists of a stationary camera observing an object which is being moved. The object sits on top of a set of X-Y-6' translational and rotary stages. The task is to move the object relative to the fixed camera position. The extracted features available for polyhedral objects (e.g. cubes, pyramids, wedges, etc.) include the centroid and area of each visible plane, and the relative areas between any two adjacent planes. For this configuration there are more features available than there are degrees-of-freedom to control, and the coupling index is used to resolve both the feature selection and assignment. One method to evaluate the suitability of minimizing the coupling index to select features is to choose a very small motion task such that J, and thus D(JWJ stay essentially constant over the trajectory. System performance is evaluated for each possible combination of three features. For constant sensitivity the X-Y stage predicted path is a straight line, and path performance is measured as the deviation from a straight line. Dynamic performance is measured as the position rise-time. Exhaustive testing shows that both path and dynamic performance improve as the coupling index decreases. For example, Figure 3-2 shows the path and rotation responses for three candidate features subsets when a cube is used as the object. For large motion tasks (e.9. trajectory greater than one foot), the observed paths approach straight lines as features are selected which reduce system coupling.
We have also have conducted preliminary evaluation of IBVS control using a 5 DOF system consisting of a camera mounted to the end of an articulated arm. We used fixed proportional controllers using trial and error gain adjustments and feature 
Conclusion
Our research has provided insight and analytical tools for the analysis, design, and evaluation of vision-based dynamic robot control systems. The evaluation of the adaptive image-based approach suggests that implementations of such systems may provide speed, accuracy, and simplified task training relative to position-based approaches. While IBVS control does not provide for explicit specification of the position trajectories, we have shown that smooth trajectories which approximate straight line motion can be achieved. For regimes of movement where image features have well-defined relations to the task, IBVS provides a useful complement to position-based control and might be used in a hierarchical framework to obtain an efficient implementation which incorporates both local and global models. 111 mobile robots this complementary IBVS/positionbased approach might be useful as a basis for control with respect to navigation features in an unstructured environment.
