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Re´sume´
Dans une approche baye´sienne non supervise´e pour la re´solution d’un proble`me
inverse, on cherche a` estimer conjointement la grandeur d’inte´reˆt f et les para-
me`tres θ a` partir des donne´es observe´es g et un mode`leM liant ces grandeurs. Ceci
se fait en utilisant la loi a posteriori conjointe p(f ,θ|g;M). L’expression de cette
loi est souvent complexe et son exploration et le calcul des estimateurs baye´siens
ne´cessitent soit les outils d’optimisation de crite`res ou de calcul d’espe´rances des
lois multivarie´es. Dans tous ces cas, il y a souvent besoin de faire des approxima-
tions. L’approximation de Laplace et les me´thodes d’e´chantillonnage MCMC sont
deux approches classiques (analytique et nume´rique) qui ont e´te´ explore´s avec suc-
ce`s pour ce fin. Ici, nous e´tudions l’approximation de p(f ,θ|g) par une loi se´parable
en f et en θ. Ceci permet de proposer des algorithmes ite´ratifs plus abordables
en couˆt de calcul, surtout, lorsqu’on choisit ces lois approchantes dans des familles
des lois exponentielles conjugue´es. Le principal objet de ce papier est de pre´senter
les diffe´rents algorithmes que l’on obtient pour diffe´rents choix de ces familles. A`
titre d’illustration, nous conside´rons le cas de la restauration d’image par de´convo-
lution simple ou myope avec des a priori se´parables, markoviens simples ou avec
des champs cache´s.
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Abstract
In a non supervised Bayesian estimation approach for inverse problems in imaging
systems, one tries to estimate jointly the unknown image pixels f and the hyperparameters
θ given the observed data g and a model M linking these quantities. This is, in general,
done through the joint posterior law p(f , θ|g;M). The expression of this joint law is
often very complex and its exploration through sampling and computation of the point
estimators such as MAP and posterior means need either optimization of or integration of
multivariate probability laws. In any of these cases, we need to do approximations. Laplace
approximation and sampling by MCMC are two approximation methods, respectively
analytical and numerical, which have been used before with success for this task. In
this paper, we explore the possibility of approximating this joint law by a separable one
in f and in θ. This gives the possibility of developing iterative algorithms with more
reasonable computational cost, in particular, if the approximating laws are choosed in
the exponential conjugate families. The main objective of this paper is to give details of
different algorithms we obtain with different choices of these families. To illustrate more
in detail this approach, we consider the case of image restoration by simple or myopic
deconvolution with separable, simple markovian or hidden markovian models.
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1 Introduction
Une pre´sentation simplifie´e et synthe´tique des proble`mes inverses en imagerie, en se
plac¸ant en dimensions finies, consiste a` vouloir retrouver une grandeur inconnue f a` partir
des observations g d’une grandeur observe´e, en supposant connaˆıtre un mode`leM qui les
lient. La forme la plus simple de ce mode`le est un mode`le line´aire de la forme
M : g =Hf + ǫ (1)
ou` on suppose que toutes les erreurs de mode´lisation et de mesure peuvent eˆtre repre´sente´es
par ǫ. Notons aussi que g et f sont, en ge´ne´ral, des vecteurs de grandes dimensions,
ce qui signifie que nous conside´rons ici le cas discre´tise´ ou` g contient l’ensemble des
grandeurs mesure´es et f l’ensemble des valeurs qui de´crivent la grandeur inconnue. Dans
ce contexte H est une matrice dont les e´le´ments sont de´finies par le mode`le et les e´tapes
de discre´tisation du proble`me.
Dans une approche estimation baye´sienne non supervise´e pour re´soudre un proble`me
inverse, d’abord on utilise ce mode`le pour de´finir la loi de probabilite´ p(g|f , θ1;M) ou`
θ1 repre´sente l’ensemble des parame`tres qui de´crivent cette loi. Lors que cette fonction
est conside´re´e comme une fonction de f et de θ1, elle est appele´e la vraisemblance des
inconnues f et θ du mode`le M. Son expression s’obtient a` partir de la loi de probabilite´
des erreurs ǫ en utilisant le mode`le (1). Par exemple, lorsque ǫ dans ce mode`le est mode´lise´
par un vecteur ale´atoire centre´, blanc, gaussien et de covariance fixe´e Σǫ = σǫ
2I, on a
p(g|f , θ1;M) = N (Hf ,Σǫ) (2)
ou` θ1 = σǫ
2. D’autres lois avec d’autres parame`tres θ1 peuvent bien suˆr eˆtre utilise´es.
La deuxie`me e´tape dans cette approche est l’attribution ou le choix d’une loi dite a
priori p(f |θ2;M) pour les inconnues f , ou` θ2 repre´sente ses parame`tres. La troisie`me
e´tape consiste a` e´crire l’expression de la loi a posteriori des inconnues f :
p(f |θ, g;M) =
p(g, f |θ;M)
p(g|θ;M)
=
p(g|f , θ1;M) p(f |θ2;M)
p(g|θ;M)
, (3)
ou` on suppose implicitement connaˆıtre l’ensemble des parame`tres θ = (θ1, θ2). Mais, dans
un cas re´el, nous sommes amene´s souvent a` les estimer aussi. Pour cela, dans l’approche
baye´sienne, on leur attribue aussi une loi a priori p(θ|M), et l’on obtient alors une loi a
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posteriori conjointe des inconnues f et des hyperparame`tres θ = (θ1, θ2) :
p(f , θ|g;M) =
p(g, f , θ|M)
p(g|M)
=
p(g|f , θ1;M) p(f |θ2;M) p(θ|M)
p(g|M)
. (4)
Dans cette relation, le de´nominateur
p(g|M) =
∫∫
p(g|f , θ;M) p(f |θ;M) p(θ|M) df dθ (5)
est la vraisemblance marginale du mode`le M dont son logarithme ln p(g|M) est appelle´
e´vidence du mode`le M.
Afin d’introduire les notions qui vont eˆtre utilise´es dans la suite de ce travail, il est
inte´ressant de mentionner que, pour n’importe quelle loi de probabilite´ q(f , θ) (dont nous
verrons le choix et l’utilite´ par la suite), l’e´vidence du mode`le ln p(g|M) ve´rifie
ln p(g|M) = ln
∫∫
p(g, f , θ|M) df dθ
= ln
∫∫
q(f , θ)
p(g, f , θ|M)
q(f , θ)
df dθ
≥
∫∫
q(f , θ) ln
p(g, f , θ|M)
q(f , θ)
df dθ. (6)
(d’apre`s l’ine´galite´ de Jensen : ln(E {p/q}) ≥ E {ln(p/q)}). Aussi, notant par
F(q) =
∫∫
q(f , θ) ln
p(g, f , θ|M)
q(f , θ)
df dθ (7)
et par
KL(q : p) =
∫∫
q(f , θ) ln
q(f , θ)
p(f , θ|g;M)
df dθ (8)
on montre facilement (en remplac¸ant p(g, f , θ|M) = p(f , θ|g;M) p(g|M) dans l’expres-
sion de F(q)) que
ln p(g|M) = F(q) + KL(q : p). (9)
Ainsi F(q), appele´e l’e´nergie libre de q(f , θ) par rapport a` p(g, f , θ|M), est une limite
infe´rieure de ln p(g|M) car KL(q : p) ≥ 0. Par la suite, nous allons e´crire l’expression de
F(q) par
F(q) = 〈ln p(g, f , θ;M)〉q +H(q) (10)
ou` nous avons utilise´ la notation < . >q pour l’espe´rance suivant la loi q et H(q) est
l’entropie de q :
H(q) = −
∫∫
q(f , θ) ln q(f , θ) df dθ (11)
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Arrive´ a` ce stade, les questions pose´es sont :
– Infe´rence : E´tant donne´e les expressions des lois a posteriori (3) et (4), comment
les utiliser pour de´finir une solution au proble`me inverse de´crit en (1) ?
– Se´lection de mode`le : Comment peut-on se´lectionner un mode`le parmi un en-
semble de mode`les Mi.
En ce qui concerne le proble`me de l’infe´rence, les principaux choix sont les estimateurs
au sens du Maximum a posteriori (MAP) ou au sens de la moyenne a posteriori (PM).
Dans le premier cas, on a besoin des outils d’optimisation et dans le deuxie`me cas des
outils d’inte´gration (analytique ou nume´rique). Pour la se´lection du mode`le, nous nous
contenterons ici de noter que l’expression de la vraisemblance du moe`le (5) peut eˆtre
utilise´s a` cette fin. Dans ce papier, nous nous focalisons sur la premie`re question ou` on
cherche a` infe´rer f et θ utilisant la loi a posteriori jointe (4).
Pour les proble`mes inverses, la solution au sens du MAP a e´te´ utilise´e avec succe`s
pour sa simplicite´ et en raison de son lien avec l’approche de´terministe de la re´gulari-
sation. Mais, il y a des situations ou` cette solution ne donne pas satisfaction, et ou` la
solution au sens de la moyenne a posteriori peut eˆtre pre´fe´re´e. Mais, les situations ou` on
peut avoir une solution analytique pour les inte´grations qui sont ne´cessaires pour obtenir
ces estime´es sont rares. Il y a alors pratiquement deux voies :
Inte´gration nume´rique par e´chantillonnage : Il s’agit d’approcher les espe´rances
par des moyennes empiriques des e´chantillons ge´ne´re´s suivant la loi a posteriori . Toute
la difficulte´ est alors de ge´ne´rer ces e´chantillons, et c’est la` qu’interviennent les me´thodes
de MCMC (Markov Chain Monte´ Carlo). Le principal inte´reˆt de ces me´thodes est qu’elles
permettent d’explorer l’ensemble de l’espace de la loi a posteriori , mais l’inconve´nient
majeur est leur couˆt de calcul qui est duˆ au nombre important d’ite´rations ne´cessaire
pour la convergence des chaˆınes et le nombre important de points qu’il faut ge´ne´rer pour
obtenir des estimations de bonnes qualite´s.
Approximation de la loi a posteriori par des lois plus simples : Il s’agit de
reporter le calcul des inte´grales apre`s une simplification par approximation de la loi a
posteriori . Une premie`re approximation utilise´e historiquement est Approximation de
Laplace ou` on approxime la lois a posteriori par une loi gaussienne. Dans ce cas, les deux
5
estimateurs MAP et PM sont e´quivalents et tous les calculs deviennent analytiques.
Une deuxie`me solution est d’approcher la a posteriori par une loi se´parable, ce qui
permet de re´duire la dimension des inte´grations. Cette voie est plus re´cente et le principal
objet de ce papier.
De fac¸on ge´ne´rale, l’ide´e d’approcher une loi conjointe p(x) de plusieurs variables x
par une loi se´parable q(x) =
∏
j qj(xj) n’est pas nouveau et peut eˆtre trouve´e dans la
litte´ratures de la fin des anne´es 90 : [1, 2, 3, 4, 5, 6, 7]. Le choix d’un crite`re pour me-
surer la qualite´ de cette approximation et l’e´tude des effets de cette approximation sur
les qualite´s des estimateurs obtenus apparaˆıt dans les travaux plus re´cents [8, 9, 10, 11,
12, 13, 14, 15, 16, 17, 18, 19]. L’usage de cette approche en estimation des parame`tres
d’un mode`le d’observation avec des variables cache´es en statistique est e´galement re´-
cente [20, 19, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35]. Dans la plupart de
ces travaux, l’application est plutoˆt en classification en utilisant un mode`le de me´langes.
Dans le domaine du traitement du signal, ils utilisent des mode`les de me´lange avec des
e´tiquettes des classes mode´lise´es par des chaˆınes de Markov. Dans le domaine du trai-
tement d’image, la plupart de ces travaux sont consacre´s a` la segmentation d’image en
utilisant soit un mode`le se´parable ou markovien pour les e´tiquettes. Cette approche a e´te´
aussi utilise´ re´cemment en se´paration de sources [36, 37, 38] et en traitement des images
hyperspectrales [39, 40]. L’application re´elle de cette approche pour simplifier les calculs
baye´siens dans les proble`mes inverses avec un ope´rateur me´langeant est l’originalite´ de ce
travail [41, 42, 43]. En effet, dans la plupart de ces travaux, avec les notations utilise´es
dans ce papier, on suppose qu’on a observe´ directement f dont la loi est mode´lise´e par
un me´lange de gaussiennes et le principal objectif de ces me´thodes est l’estimation des
parame`tres de ce me´lange et la se´lection du mode`le. Dans d’autres travaux on conside`re
un mode`le d’observation ponctuel ou` gi = h(fi) + ǫi et l’objective est la segmentation de
l’image f . Les travaux dans lesquels, on utilise l’approche variationnelle pour des pro-
ble`mes inverses de restauration ou de reconstruction d’images sont assez rare. On trouve
essentiellement les travaux [44, 45, 46] qui conside`rent le cas des proble`mes inverses li-
ne´aires, mais soit avec des mode`les a priori de Gauss-Markov ou avec des variables cache´es
de contours ou d’e´tiquettes des re´gions se´parables. La de´pendance spatiale de ces variables
cache´es n’est pas prise en compte.
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La suite de ce papier est organise´e de la manie`re suivante : une pre´sentation tre`s syn-
the´tique de l’approche variationnelle est fournie dans la section 2. Dans la section 3, nous
nous inte´resserons a` l’approximation de la loi a posteriori p(f , θ|g;M) pour les proble`mes
inverses. Il s’agit alors d’appliquer l’approche variationnelle pour ce cas particulier avec
diffe´rent choix pour les familles des lois approchantes. Dans la section 4, nous de´taillerons
l’application de la me´thode au cas de la restauration simple ou myope d’image. Enfin, dans
la section 5, nous de´crirons la manie`re d’appliquer cette me´thode au cas de la restauration
d’image avec une mode´lisation a priori plus complexe : un mode`le hie´rarchique de Gauss-
Markov avec un champ cache´ de Potts pour des e´tiquettes des re´gions dans l’image. En
effet, cette mode´lisation convient pour bien des cas de restauration et de reconstruction
d’images dans des applications ou` l’image recherche´e repre´sente un objet compose´ d’un
nombre fini de mate´riaux homoge`nes. C’est exactement cette information a priori qui est
mode´lise´e par un mode`le de me´lange avec des e´tiquettes z markoviennes [47]. Ici, donc,
la loi a posteriori p(f , z, θ|g;M) doit eˆtre approxime´e par des lois plus simples a` utili-
ser. Finalement, dans la section 6, nous re´sumons les apports de ce papier. Il est a` noter
cependant, que dans ce papier, seules les principes des me´thodes propose´es sont pre´sente´s
et les de´tails de mise en oeuvre de ces me´thodes, ainsi que des re´sultats de simulations et
e´valuation des performances de ces algorithmes sont reporte´es a` un prochaine papier.
2 Principe de l’approche variationnelle
Conside´rons le proble`me ge´ne´ral de l’approximation d’une loi conjointe p(x|M) de
plusieurs variables x par une loi se´parable q(x) =
∏
j qj(xj). videment, il faut choisir un
crite`re. Conside´rons le crite`re de divergence KL(q : p) entre p et q :
KL(q : p) =
∫
q(x) ln
q(x)
p(x|M)
dx
et cherchons la solution q̂(x) qui le minimise. La solution optimale ne peut eˆtre calcule´e
que d’une manie`re ite´rative, car ce crite`re n’e´tant pas quadratique en q, sa de´rive´e par
rapport a` q n’est pas line´aire et une solution explicite n’est pas disponible. On peut alors
envisager une solution ite´rative coordonne´e par coordonne´e.
Notons q−j(x−j) =
∏
i 6=j qi(xi), ce qui permet d’e´crire q(x) = qj(xj) q−j(x−j) ou` x−j =
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{xi, i 6= j} et de´ve´loppons ce crite`re :
KL(q : p) = −
∫
q(x) ln
p(x|M)
q(x)
dx
= −H(q)− 〈ln p(x|M)〉q(x)
= −
∑
j
H(qj)− 〈ln p(x|M)〉q(x)
= −
∑
j
H(qj)−
∫
〈ln p(x|M)〉q−j qj(xj) dxj (12)
ou` H(q) est l’entropie de q et H(qj) est l’entropie de qj .
Notons que si q−j est fixe´e KL(q : p) est convexe en qj et sa minimisation sous la
contrainte de normalisation de qj s’e´crit
qj(xj) =
1
Cj
exp
[
〈ln p(x|M)〉q−j
]
(13)
avec
Cj =
∫
exp
[
〈ln p(x|M)〉q−j
]
dxj (14)
On note que l’expression de qj de´pend de celle de q−j et que, l’obtention de qj (e´tant
donne´e q−j) se fait aussi d’une manie`re ite´rative en deux e´tapes : Q(qj) = H(qj) + 〈ln p(x|M)〉qj) ,q(k+1)j = argmaxqj {Q(qj)} , (15)
ce qui ressemble a` un algorithme du type EM (Espe´rance-Maximisation) ge´ne´ralise´, car
dans la premie`re e´quation nous avons a` calculer une espe´rance et dans la deuxie`me e´tape
nous avons une maximisation.
Les calculs non parame´triques sont souvent trop couˆteux. On choisit alors une forme
parame´trique pour ces lois de telle sorte que l’on puisse, a` chaque ite´ration, remettre a` jour
seulement les parame`tres de ces lois, a` condition cependant que ces formes ne changent pas
au cours des ite´rations. La famille des lois exponentielles conjugue´es ont cette proprie´te´
[2, 44, 48, 49, 50, 51, 30].
La premie`re e´tape de simplification de ce calcul est donc de conside´rer la famille des
lois parame´triques qj(xj |θj) ou` θj est un vecteur de parame`tres. En effet, dans ce cas,
l’algorithme ite´ratif pre´ce´dent se transforme a` : Q(θj) = H (qj(xj|θj)) + 〈ln p(x|M)〉qj(xj |θj) ,θ(k+1)j = argmaxθj {Q(θj)} , (16)
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ce qui ressemble plus a` un algorithme du type EM.
Une deuxie`me e´tape de simplification est de choisir pour p(x|θ;M) la famille des lois
exponentielles conjugue´es :
p(x|θ;M) = f(x) g(θ) exp
[
φ(θ)Tu(x)
]
(17)
ou` φ(θ) est le vecteur de parame`tres naturel et f(x), g(θ) et u(x) sont des fonctions
connues. Il est alors facile de montrer que qj(xj) dans l’e´quation (13) sera aussi dans la
famille des lois exponentielles conjugue´es, et par conse´quence q(x|θ˜) restera dans la meˆme
famille et nous aurons juste a` remettre a` jours ses parame`tres.
Remarque : Cette famille de lois a une proprie´te´ dite conjugue´e dans le sens que si on
choisit comme a priori
p(θ|η,ν) = h(η,ν) g(θ)η exp
[
νTφ(θ)
]
(18)
l’a posteriori correspondant
p(θ|x;M) ∝ p(x|θ;M) p(θ|η,ν) (19)
sera aussi dans la meˆme famille (18). La famille des lois a priori (17) est alors dites
conjugue´e de la famille des lois (16).
Pour cette famille de lois, on a
〈ln p(x|θ;M)〉q = 〈ln f(x)〉q + ln g(θ) + φ(θ)
T 〈u(x)〉q (20)
et donc la forme de la loi se´parable qj correspondante est
qj(xj |θ˜) ∝ g(θ˜) exp
[
< f(x) >q
j
+φ(θ˜)T < u(x) >q
j
]
(21)
ou` θ˜ de´signe les parame`tres particuliers de qj qu’il faut mettre a` jour au cours des ite´ra-
tions.
Par ailleurs, sachant que q(x) est se´parable, si ln p(x|θ;M) est polynomial en x, le
calcul de l’espe´rance (20), mais surtout celui de sa de´rive´e par rapport aux qj et aux
parame`tres θ, qui sont ne´cessaire pour l’optimisation, seront facilite´s. Comme nous le
verrons par la suite, pour les proble`mes inverses, nous avons choisi ce genre de lois.
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3 Approche variationnelle pour les proble`mes inverses
line´aires
Nous allons maintenant utiliser ces relations pour de´crire le principe de l’approche
variationnelle au cas particulier des proble`mes inverses (1) ou` l’utilisation directe de la
loi a posteriori conjointe p(f , θ|g;M) dans l’e´quation (4) est souvent trop couˆteuse pour
pouvoir eˆtre explore´e par e´chantillonnage direct de type Monte´ Carlo ou pour calculer les
moyennes a posteriori
f̂ =
∫ ∫
f p(f , θ|g;M) dθ df (22)
et
θ̂ =
∫ ∫
θ p(f , θ|g;M) df dθ. (23)
En effet, rare sont les cas ou` on puisse trouver d’expressions analytiques pour ces inte´-
grales. De meˆme l’exploration de cette loi par des me´thodes de Monte´ Carlo est aussi
couˆteuses. On cherche alors a` l’approcher par une loi plus simple q(f , θ). Par simplicite´,
nous entendons par exemple une loi q qui soit se´parable en f et en θ :
q(f , θ) = q1(f ) q2(θ) (24)
videmment, cette approximation doit eˆtre faite de telle sorte qu’une mesure de distance
entre q et p soit minimale. Si, d’une manie`re naturelle, on choisi KL(q : p) comme cette
mesure, on aura :
(q̂1, q̂2) = arg min
(q1,q2)
{KL(q1q2 : p)} = arg max
(q1,q2)
{F(q1q2)} (25)
et sachant que KL(q1q2 : p) est convexe en q1 a` q2 fixe´e et vice versa, on peut obtenir la
solution d’une manie`re ite´rative : q̂1 = argminq1 {KL(q1q̂2 : p)} = argmaxq1 {F(q1q̂2)} ;q̂2 = argminq2 {KL(q̂1q2 : p)} = argmaxq2 {F(q̂1q2)} . (26)
Utilisant la relation (7), il est facile de montrer que les solutions d’optimisation de ces
e´tapes sont  q̂1(f ) ∝ exp
[
〈ln p(g, f , θ;M)〉
bq2(θ)
]
q̂2(θ) ∝ exp
[
〈ln p(g, f , θ;M)〉
bq1(f)
] (27)
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Une fois cet algorithme converge´ vers q̂∗1(f ) et q̂
∗
2(θ), on peut les utiliser d’une manie`re
inde´pendante pour calculer, par exemple les moyennes f̂ ∗ =
∫
f q̂∗1(f ) df et
θ̂
∗
=
∫
θ q̂∗2(θ) dθ.
Comme nous l’avons de´ja` indique´, les calculs non parame´triques sont souvent trop
couˆteux. On choisit alors une forme parame´trique pour ces lois de telle sorte que l’on
puisse, a` chaque ite´ration, remettre a` jour seulement les parame`tres de ces lois. Nous
examinons ici, trois cas :
3.1 Cas de´ge´ne´re´
On prend pour q1(f ) et q2(θ) des formes de´ge´ne´re´es suivantes : q1(f |f˜) = δ(f − f˜ )q2(θ|θ˜) = δ(θ − θ˜) (28)
Par conse´quence, au cours des ite´rations, nous n’aurons qu’a` remettre a` jour f˜ et θ˜. En
remplac¸ant q1(f ) et q2(θ) dans les relations (27) on obtient : q̂1(f ) ∝ p(g, f , θ˜;M) ∝ p(f , θ˜|g;M)q̂2(θ) ∝ p(g, f˜ , θ;M) ∝ p(f˜ , θ|g;M). (29)
Il est alors facile de voir que la recherche de f˜ et θ˜ au cours des ite´rations devient
e´quivalent a` : f˜= argmaxf
{
p(g, f , θ˜;M)
}
= argmaxf
{
p(f , θ˜|g;M)
}
θ˜= argmaxθ
{
p(g, f˜ , θ;M)
}
= argmaxθ
{
p(f˜ , θ|g;M)
} (30)
On remarque alors que l’on retrouve un algorithme de type MAP joint ou ICM (Iterated
Conditional Mode). L’inconve´nient majeur ici est qu’avec le choix (28), les incertitudes
lie´es a` chacune des inconnues f et θ ne sont pas prise en compte pour l’estimation de
l’autre inconnue.
3.2 Cas particulier conduisant a` l’algorithme EM
On prend comme dans le cas pre´ce´dent une forme de´ge´ne´re´e pour q2(θ) = δ(θ − θ˜),
ce qui donne
q̂1(f ) ∝ p(g, f , θ˜;M) ∝ p(f , θ˜|g;M) ∝ p(f |θ˜, g;M) (31)
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ce qui signifie que q̂1(f ) est une loi dans la meˆme famille que la loi a posteriori p(f |θ, g;M).
E´videmment, si la forme de cette loi est simple, par exemple une gaussienne, (ce qui est
le cas dans les situations que nous e´tudierons) les calculs seront simples.
A chaque ite´ration, on aurait alors a` remettre a` jour θ˜ qui est ensuite utilise´ pour
trouver q̂1(f |θ˜) = p(f |θ˜, g;M), elle meˆme utilise´e pour calculer
Q(θ, θ˜) = 〈ln p(g, f , θ;M)〉
bq1(f |eθ)
. (32)
On remarque facilement l’e´quivalence avec l’algorithme EM qui se re´sume a` :E : Q(θ, θ˜)= 〈ln p(g, f , θ;M)〉bq1(f |eθ) ,M : θ˜ = argmaxθ {Q(θ, θ˜)} . (33)
L’inconve´nient majeur ici est que l’incertitude lie´e a` θ n’est pas prise en compte pour
l’estimation de f .
3.3 Choix particulier propose´ pour les proble`mes inverses li-
ne´aires
Il s’agit de choisir, pour q1(f ) et q2(θ) des lois dans les meˆmes familles de lois que
celles de p(f |g, θ) et de p(θ|g, f ). En effet, comme nous le verrons plus bas, dans le cas
des proble`mes inverses line´aires (1) avec des choix approprie´ pour les lois a priori associe´e
a` la mode´lisation directe du proble`me, ces lois a posteriori conditionnelles restes dans les
meˆmes familles, ce qui permet de profiter de la mise a` jour facile de ces loi.
Dans ce travail, dans un premier temps, nous allons conside´re´ le cas des proble`mes
inverses line´aires (1) : g =H f+ǫ, ou`H repre´sente la forme discre´tise´ de la mode´lisation
directe du proble`me et ǫ repre´sente l’ensemble des erreurs de mesure et de mode´lisation
avec des hypothe`ses suivantes :
p(g|H , f , θe;M) = N (Hf , (1/θe)I),
p(f |θf ;M) = N (0, (1/θf)(DtfDf )
−1),
p(θe;M) = G(αe0, βe0),
p(θf ;M) = G(αf0, βf0),
(34)
ou` Df est la matrice des diffe´rences finies d’ordre un ou deux et θ = (θe = 1/σ
2
ǫ , θf =
1/σ2f). On obtient alors facilement les expressions de p(g, f |θ;M), p(f |θ, g;M) et p(θ|g, f ;M)
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qui sont :
p(g, f |H , θe;M) = N (Hf , (1/θe)I)×
N
(
0, (1/θf)(D
t
fDf )
−1
)
,
p(f |g,H , θf ;M) = N (µ̂f , Σ̂f),
p(θe|g;M) = G(α̂e, β̂e),
p(θf |g;M) = G(α̂f , β̂f)
(35)
ou` les expressions de µ̂f , Σ̂f , (α̂e, β̂e) et (α̂f , β̂f) sont :
Σ̂f = [< θe >H
tH+ < θf >D
t
fDf ]
−1
= 1
<θe>
[H tH + λDtfDf ]
−1, avec λ =
<θf>
<θe>
µ̂f = < θe > Σ̂fH
tg,
α̂e = αe0 +M/2,
β̂e = βe0 + 1/2 < ǫ
tǫ >,
α̂f = αf0 +N/2,
β̂f = βf0 + 1/2Tr
{
DtfDf < ff
t >
}
,
(36)
ou`
< f >= µ̂f , < ff
t >= µ̂f µ̂
t
f + Σ̂f ,
< ǫtǫ >= [g −Hµ̂f ]
t[g −Hµ̂f ],
< θe >= αe/βe, < θf >= αf/βf
(37)
L’algorithme de mise a` jour ici devient :
– Initialiser α̂e = αe0, β̂e = βe0, α̂f = αf0, β̂f = βf0
– Mettre a` jour jusqu’a` la convergence :
< θe > et < θf > puis Σ̂f et puis µ̂f
et puis α̂e, β̂e, α̂f , β̂f .
La principale difficulte´ ici est l’inversion de la matrice [H tH + λDtfDf ] qui est de
dimensions trop grande. Une solution est de choisir pour q(f |g, θ) aussi une loi se´pa-
rable q(f |g, θ) =
∏
j q(fj|g, θ). L’autre solution, comme nous la verrons dans la section
suivante, est d’utiliser la structure spe´cifique de la matrice a` inverser pour trouver un
algorithme d’inversion convenable.
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4 Application en restauration d’image
Dans le cas de la restauration d’image ou` H a une structure particulie`re, et ou` l’ope´-
ration Hf repre´sente une convolution de l’image f avec la re´ponse impulsionnelle h, la
partie difficile et couˆteuse de ces calculs est celle du calcul de f̂ qui peut se faire a` l’aide
de la Transforme´e de Fourier rapide [52].
De meˆme, l’approche peut eˆtre e´tendue pour le cas de la restauration aveugle ou myope
ou` on cherche a` la fois d’estimer la re´ponse impulsionnelle h, l’image f et les hyperpa-
rame`tres θ. Pour e´tablir l’expressions des diffe´rentes lois dans ce cas, nous notons que le
proble`me direct, suivant que l’on s’inte´resse a` f (de´convolution) ou a` h (identification de
la re´ponse impulsionnelle), peux s’e´crire
g(r) = h(r) ∗ f(r) + ǫ(r) = f(r) ∗ h(r) + ǫ(r)
g = H f + ǫ = F h+ ǫ
(38)
ou` la matrice H est entie`rement de´finie par le vecteur h et la matrice F est entie`rement
de´finie par le vecteur f .
Pour permettre d’obtenir une solution baye´sienne pour l’e´tape de l’identification, nous
devons aussi mode´liser h. Une solution est de supposer h = Φw ou` la matrice Φ est
une matrice telle que Φw repre´sente la convolution φ(r) ∗ w(r). Ainsi les colonnes de
Φ repre´sentent une base et les e´le´ments du vecteur w repre´sentent les coefficients de la
de´composition de h sur cette base. On a ainsi
g(r) = (φ ∗ w) ∗ f(r) + ǫ(r) = f ∗ (φ ∗ w)(r) + ǫ(r)
g = ΦW f + ǫ = F Φ w + ǫ
(39)
ou` la matrice W est entie`rement de´finie par le vecteur w.
Le proble`me de la de´convolution aveugle se rame`ne a` l’estimation de f et w avec des
lois
p(g|w, f ,Σǫ) = N (ΦWf ,Σǫ) = N (FΦw,Σǫ) (40)
avec
Σǫ = diag
[
1
θei
, i = 1, · · · ,M
]
et p(θei) = G(αe0, βe0),
p(f |θf) = N
(
0, (θfD
t
fDf )
−1
)
(41)
avec
p(θf ) = G(αf0, βf0),
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et
p(w|α) =
∏
j
p(wj|αwj) =
∏
j
N (0,
1
αwj
) (42)
avec
p(α) =
∏
j
p(αwj ) =
∏
j
G(a0, b0).
Avec ces lois a priori , il est alors facile de trouver l’expression de la loi conjointe
p(f ,w,Σǫ, θf ,α; g) et la loi a posteriori p(f ,w,Σǫ, θf ,α|g). Cependant l’expression de
cette loi
p(f ,w,Σǫ, θf ,α|g) ∝ p(g|w, f ,Σǫ) p(f |θf) p(w|α)
p(θe) p(θf) p(α)
(43)
n’est pas se´parable en ses composantes. L’approche variationnelle consiste donc a` l’appro-
cher par une loi se´parable
p(f ,w, θe, θf ,α|g) ≃ q(f )q(w)
∏
i
q(θei)q(θf )
∏
j
q(αwj) (44)
et avec les choix des lois a priori conjugue´es en appliquant la proce´dure de´crite plus haut,
on obtient
q(f ) = N (µf ,Σf) avec
Σf = [Φ
t <W tBW > Φ+ < θf > D
t
fDf ]
−1,
µf = ΣfΦ
t <W >t Bg, (45)
q(w) = N (µw,Σw) avec
Σw = [Φ
t < F tBF > Φ +A]−1,
µw = ΣwΦ
t < F >t Bg (46)
q(θei) = G(αei, βei) avec
αei = αe0 +M/2,
βei = βe0 + 1/2 < ǫǫ
t >ii, (47)
q(θf ) = G(αf , βf) avec
αf = αf0 +N/2,
βf = βf0 + 1/2Tr
{
DtfDf < ff
t >
}
, (48)
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q(αwj) = G(aj , bj) avec
aj = αw0 + 1/2,
bj = βw0 + 1/2 < w
2
j > . (49)
ou`
A = diag [< αwj >, j = 1, · · · , N ] et
B = diag [< βei >, i = 1, · · · ,M ] .
On a ainsi l’expression des diffe´rentes composante de la loi se´parable approchante. On
peut en de´duire facilement les moyennes de ces lois, car ces lois sont, soit des gaussiennes,
soit des lois gamma.
< w >= µw, < w
2
j >= [µw]
2
j + [Σw]jj
< f >= µf , < ff
t >= µfµ
t
f +Σf
< θei >= αei/βei < θf >= αf/βf ,
(50)
et
< ǫǫt > = ggt − 2g[< F > Φ < w >]t
+Φ[F < w >< w >t F t]Φt
(51)
Pour le calcul des termes <W tW > et < F tF > qui interviennent dans les expres-
sions de Σf , Σw et [Fww
tF t] on peut utiliser le fait que F et W sont des matrices
bloc-Toeplitz avec des blocs Toeplitz (TBT), on peut les approcher par des matrices bloc-
circulantes avec des blocs circulantes (CBC) et les inverser en utilisant la TFD. Notons
aussi que µf et µw peuvent eˆtre obtenu par optimisation de
J(µf) = [g −ΦWµf ]
tB[g −ΦWµf ]+ < θf > ‖Dfµf‖
2 (52)
et de
J(µw) = [g −ΦFµw]
tB[g −ΦFµw] + ‖Aµw‖
2. (53)
5 Restauration avec mode´lisation Gauss-Markov-Potts
Le cas d’une mode´lisation gaussienne reste assez restrictif pour la mode´lisation des
images. Des mode´lisation par des champs de Markov composites (intensite´s-contours ou
intensite´s-re´gions) sont mieux adapte´es. Dans ce travail, nous examinons ce dernier. L’ide´e
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de base est de classer les pixels de l’images f = {f(r), r ∈ R} en K classes par l’in-
terme´diaire d’une variable discre`te z(r) ∈ {1, · · · , K}. L’image z = {z(r), r ∈ R}
repre´sente ainsi la segmentation de l’image f . Les pixels fk = {f(r), r ∈ Rk} avec
Rk = {r : z(r) = k} ont des proprie´te´s communes, par exemple la meˆme moyenne µk et
la meˆme variance vk (homoge´ne´ite´ au sens probabiliste). Ces pixels se trouvent dans un
nombre fini de re´gions compactes et disjointes Rkl telles que : ∪lRkl = Rk et ∪kRk = R.
On suppose aussi que fk et fl ∀k 6= l sont inde´pendants.
A chaque re´gion est associe´e un contour. Si on repre´sente les contours de l’images
par une variable binaire c(r), on a c(r) = 0 a` l’inte´rieure d’une re´gion et c(r) = 1 aux
frontie`res de ces re´gions. On note aussi que c(r) s’obtient a` partir de z(r) d’une manie`re
de´terministe (voir Fig 1).
Avec cette introduction, nous pouvons de´finir
p(f(r)|z(r) = k,mk, vk) = N (mk, vk) (54)
ce qui sugge`re un mode`le de me´lange de gaussienne pour les pixels de l’image
p(f(r)) =
∑
k
akN (mk, vk) avec ak = P (z(r) = k) (55)
Une premie`re mode´lisation simple est de supposer que les e´tiquettes z(r) sont a priori in-
de´pendants :
p(z) =
∏
r
p(z(r)). (56)
Nous appelons ce mode`le, Me´lange se´parable de gaussiennes (MSG).
Maintenant, pour prendre en compte la structure spatiale de ces pixels, nous devons
introduire, d’une manie`re ou autre, une de´pendance spatiale entre ces pixels. La mode´li-
sation markovienne est justement l’outil approprie´.
Cette de´pendance spatiale peut eˆtre fait de trois manie`res. Soit utiliser un mode`le
markovien pour z(r) et un mode`le inde´pendant pour f(r)|z(r), soit un mode`le markovien
pour f(r)|z(r) et un mode`le inde´pendant pour z(r), soit un mode`le markovien pour
f(r)|z(r) et un mode`le markovien aussi pour z(r). Nous avons examine´ ces cas avec des
mode`les de Gauss-Markov pour f(r)|z(r) et le mode`le de Potts pour z(r). Ce dernier
peut s’e´crire sous deux formes :
p(z(r)|z(r′), r′ ∈ V(r)) ∝ exp
γ ∑
r′∈V(r)
δ(z(r)− z(r′))
 (57)
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f(r) z(r) c(r)
Fig. 1 – Mode`le de me´lange et champs de Markov cache´ : image des intensite´s ou niveau
de gris f(r), image z(r) de segmentation ou classification, image binaire c(r) des contours.
et
p(z) ∝ exp
γ∑
r∈R
∑
r′∈V(r)
δ(z(r)− z(r′))
 (58)
Ces diffe´rents cas peuvent alors se re´sumer par :
Mode`le de me´lange se´parables de gaussiennes (MSG) :
C’est le mode`le le plus simple ou` aucune structure spatiale n’est pris en compte a priori .
Les relations qui donnent la loi a priori conjointe de p(f , z) = p(f |z) p(z) sont : p(f(r)|z(r) = k) = N (mk, vk), ∀r ∈ Rp(f |z) = ∏r∈RN (mz(r), vz(r)) (59)
avec mz(r) = mk, ∀r ∈ Rk et vz(r) = vk, ∀r ∈ Rk, et p(z(r) = k) = αk, ∀r ∈ Rp(z) = ∏r p(z(r) = k) =∏k αnkk (60)
avec nk =
∑
r∈R δ(z(r)− k) le nombre de pixels dans la classe k et
∑
k nk = n le nombre
total des pixels de l’image. Les parame`tres de ce mode`le sont
θf = {(αk, mk, vk), k = 1, · · · , K}.
Rappelons aussi que
∑
k αk = 1. Lors d’une estimation baye´sienne non supervise´e, il faut
aussi attribuer des lois a priori a` ces parame`tres. les lois conjugue´es correspondantes sont
des gaussiennes pourmk, des Inverse Gammas pour vk et la loi Dirichlet pour α = [αk, k =
1, · · · , K] :
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
p(mk|m0, v0) = N (m0, v0), ∀k
p(vk|α0, β0) = IG(a0, b0), ∀k
p(α|α0) = D(α01K)
(61)
ou` m0, v0, a0, b0 et α0 sont fixe´s pour un proble`me donne´e. On les choisis de telle sorte que
ces lois soient les moins informatives (par exemple, m0 = 0, v0 = 10, a0 = 1, b0 = 100 et
α0 = 1/K).
Mode`le de me´lange se´parable de Gauss-Markov (MSGM) :
Ici, la structure spatiale est pris en compte au travers d’un mode`le markovien sur f :
p(f(r)|z(r), f(r′), z(r′), r′ ∈ V(r)) = N (mz(r), vz(r)) (62)
avec
mz(r) =
1
|V(r)|
∑
r′∈V(r)m
∗
z(r′)
m∗z(r′) =
 µz(r′) si z(r′) 6= z(r)f(r′) si z(r′) = z(r)
(63)
Par contre le champs z est suppose´ se´parable comme dans le premier cas (60).
On remarque que f |z est un champ de Gauss-Markov non homoge`ne car la moyenne
mz(r) et la variance vz(r) varient en fonction de r. Tous les pixels fk = {f(r), r ∈ Rk}
se trouvant dans une re´gion k forment alors un vecteur gaussien de moyen mk1k et de
matrice de covariance Σk :
p(fk) = N (mk1k, vkΣk) (64)
ou` vkΣk est une matrice de covariance de dimension nk × nk et 1k = 1 est un vecteur de
taille nk remplis de 1. Par ailleurs, on a aussi :
p(f |z) ∝
∏
k
N (mk1k, vkΣk) (65)
ce qui signifie que les pixels appartenant aux diffe´rentes re´gions sont inde´pendantes.
Mode`le de Gauss-Potts (MGP) :
Dans ce mode`le, la structure spatiale est pris en compte au travers du mode`le markovien
de Potts (57) ou (58). La loi de p(f |z) est la meˆme que dans le premier cas. En re´sume´,
ici on a :  p(f |z) =
∏
r∈RN (m(r), v(r))
p(z) ∝ exp
[
γ
∑
r∈R
∑
r′∈V(r) δ(z(r)− z(r
′))
] (66)
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MSG MSGM MGP MGMP
Fig. 2 – Quatre mode`les de me´lange avec champs cache´s. Dans le mode`le MSG toutes les
variables sont se´parables en r. Dans MSGM, f(r) de´pends de z(r) et de ses voisins f(r′).
Dans MGP, z(r) de´pends de ses voisin z(r′). Dans MGMP, z(r) de´pends de ses voisin
z(r′) et f(r) de´pends de z(r), z(r′) et de ses voisins f(r′).
avec m(r) = mk, ∀r ∈ Rk et v(r) = vk, ∀r ∈ Rk.
Ici, donc, les pixels de l’images sont inde´pendantes conditionnellement a` la connais-
sance des variables cache´es, et donc, contrairement au cas pre´ce´dent (64), ici on a p(fk) =
N (mk1k, vkIk) ou` vkIk est une matrice de covariance identite´ de dimension nk × nk, ce
qui permet d’e´crire :
p(fk) = N (mk1k, vkIk) ∝ exp
[
−1
2
∑
r∈Rk
f(r)−mk)
2
vk
]
(67)
et
p(f |z) ∝
∏
k
N (mk1k, Ik)
∝ exp
[
−1
2
∑
k
∑
r∈Rk
(f(r)−mk)2
vk
]
(68)
ce qui signifie que, comme le cas pre´ce´dent, les pixels appartenant aux diffe´rentes re´gions
sont inde´pendantes.
Les parame`tres de ce mode`le sont θf = {(αk, mk, vk), k = 1, · · · , K} et γ. Malheureu-
sement, il n’y a pas de loi conjugue´e pour ce parame`tre et donc son estimation devient
plus difficile. Dans ce travail, nous fixons ce parame`tre a priori .
Mode`le de Gauss-Markov-Potts (MGMP) :
Il s’agit la` de la composition des deux derniers mode`les. Ici, nous re´sumons ses relations
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d’une manie`re le´ge`rement diffe´rente en utilisant :
cr(r
′) = 1− δ(z(r′)− z(r)) =
 1 si z(r′) 6= z(r)0 si z(r′) = z(r) (69)
ce qui donne :
p(f(r)|z(r), f(r′), z(r′), r′ ∈ V(r)) = N (mz(r), vz(r)) (70)
avec
mz(r) =
1
|V(r)|
∑
r′∈V(r)
[
(1− cr(r
′))µz(r′) + cr(r
′)f(r′)
]
(71)
et
p(z) ∝ exp
γ∑
r∈R
∑
r′∈V(r)
(1− cr(r
′))
 (72)
En tous cas, quelque soit le mode`le choisi parmi ces diffe´rents mode`les, l’objectif est
d’estimer f , z et θ en utilisant la loi a posteriori jointe :
p(f , z, θ|g) =
p(g|f , θ) p(f |z, θ) p(z)
p(g|θ)
(73)
Bien que nous connaissons les expressions de tous les composants de nume´rateur de la
fraction a` la droite de cette relation, le calcul du de´nominateur n’est que rarement possible
d’une manie`re analytique. On cherche alors a` approcher p(f , z, θ|g) par un produit des
lois plus simples a` manipuler. Un premier choix est de l’approcher par une loi se´parable
q(f , z, θ|g) = q1(f ) q2(z) q3(θ). Un deuxie`me choix est q1(f |z) q2(z) q3(θ) qui permet
de garder des liens forts qui existent entre f et z et de ne relaxer que des liens faibles
entre θ et ces deux derniers.
Le choix des familles approprie´es pour q1(f |z) et q2(z) et q3(θ) pour chacun de ces
mode`les, qui est en lien avec les formes des lois a priori dans chacun de ces cas, et
les expressions de la mise a` jour de ces diffe´rentes lois au cours des ite´rations ne´cessite
beaucoup d’espace. Ici, nous allons juste fournir le principe et un re´sume´ de ces relations.
Le choix de q3(θ), ou plus exactement, des familles des lois pour chacune des compo-
sentes de θ, qui sont la meˆme pour tous les cas, sont des lois conjugue´es de (61). Par la
suite, nous de´taillons les choix de q(f |z) et q(z) dans les diffe´rent cas.
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Cas 1 (MSG) :
Dans le cas du premier mode`le on a p(f |z) =
∏
r p(f(r)|z(r))
p(z) =
∏
r p(z(r))
(74)
ou` p(f(r)|z(r) = k) = N (mk, vk) et p(z(r) = k) = αk, ce qui naturellement nous conduit
a` choisir  q(f |z) =
∏
r q(f(r)|z(r))
q(z) =
∏
r q(z(r))
(75)
avec q(f(r)|z(r) = k) = N (m˜k, v˜k) et q(z(r) = k) = α˜k.
Au cours des ite´rations, m˜k v˜k et α˜k seront mise a` jour.
Cas 2 (MSGM) :
Dans le deuxie`me cas, le mode`le de me´lange de Gauss-Markov, notant que
p(f |z) =
∏
r
N (f(r)|mz(r), vz(r)) (76)
ou`
mz(r) =
1
|V(r)|
∑
r′∈V(r)
m∗z(r′) (77)
avec
m∗z(r′) = δ(z(r
′)− z(r))f(r′) + (1− δ(z(r′)− z(r))µz(r′) (78)
on trouve naturellement l’approximation suivante :
m∗z(r′) = δ(z(r
′)− z(r))f˜(r′) + (1− δ(z(r′)− z(r))m˜z(r) (79)
ou` f˜(r′) est l’espe´rance de f(r′) calcule´e a` l’e´tape pre´ce´dente. Il s’agit de l’approximation
dite en champs moyens pour le champ de Markov f :

q(f |z)=
∏
r q(f(r)|z(r)) =
∏
rN (f(r)|mz(r), vz(r))
avec
mz(r) =
1
|V(r)|
∑
r′∈V(r)
δ(z(r)− z(r′))f(r) + (1− δ(z(r)− z(r′)))µz(r)
(80)
Cas 3 (MGP) :
Dans le troisie`me cas, le mode`le de Gauss-Potts on a p(f |z) =
∏
r p(f(r)|z(r))
p(z) =
∏
r p(z(r)|z(r
′), r′ ∈ V(r))
(81)
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ce qui naturellement nous conduit a` choisir q(f |z) =
∏
r q(f(r)|z(r))
q(z) =
∏
r q(z(r)|z¯(r
′), r′ ∈ V(r))
(82)
ou` nous avons choisi une approximation en champs moyens pour le champs de Potts.
Cette approximation supple´mentaire qui consiste a` remplacer les valeurs de z(r′) par
leurs moyenne z¯(r′) est une approximation courante pour un mode`le de Potts.
Cas 4 (MGMP) :
Dans le quatrie`me cas,le Mode`le de Gauss-Markov-Potts on a
q(f |z)=
∏
r q(f(r)|z(r)) =
∏
rN (f(r)|mz(r), vz(r))
avec
mz(r) =
1
|V(r)|
∑
r′∈V(r)
δ(z(r)− z(r′)f(r) + (1− δ(z(r)− z(r′))µz(r)
q(z) =
∏
r q(z(r)|z¯(r
′), r′ ∈ V(r))
(83)
Dans tous les cas, puisque les lois a priori pour les diffe´rent composants de θ =
{{θei}, {mk}, {vk}, {βk}} sont des lois conjugue´es et se´parables, on choisi
q(θ) =
∏
i
q(θi) (84)
Il reste un parame`tre que nous garderons fixe. C’est le parame`tre du mode`le de Potts.
En effet, n’ayant pas une expression analytique pour la fonction de re´partition du mode`le
de Potts, il n’existe pas une loi conjugue´e pour ce parame`tre. Dans un premier temps
donc, nous gardons ce parame`tre comme un parame`tre de re´glage non supervise´.
Les deux tableaux qui suivent re´sument les lois a priori et les choix des lois se´parables
pour les quatre cas propose´s.
Ici, nous ne de´veloppons pas plus les expressions de la mise a` jour de ces diffe´rentes
loi au cours des ite´rations, mais ce qu’il faut savoir est que toutes ces lois e´tant de formes
parame´triques connues (gaussienne, gamma ou inverse gamma, Wishart ou inverse Wi-
shart et Dirichlet), nous avons des expressions analytiques pour les espe´rances de ces lois.
Les de´tails de ces relations accompagne´s des re´sultats de simulation seront communique´s
dans un autre papier dans un future proche.
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Mode`le MSG MSGM MGP MGMP
p(f |z)
∏
r
N (mz(r), vz(r)) Gauss-Markov
∏
r
N (mz(r), vz(r)) Gauss-Markov
p(z)
∏
r
αz(r) =
∏
k
αnkk
∏
r
αz(r) =
∏
k
αnkk Potts Potts
p(mk) N (m0, v0) N (m0, v0) N (m0, v0) N (m0, v0)
p(vk) IG(a0, b0) IG(a0, b0) IG(a0, b0) IG(a0, b0)
p(α) D(α0, · · · , α0) D(α0, · · · , α0) D(α0, · · · , α0) D(α0, · · · , α0)
p(θe) G(aǫ0, bǫ0) G(aǫ0 , bǫ0) G(aǫ0 , bǫ0) G(aǫ0 , bǫ0)
q(f |z)
∏
r
N (µˆz(r), vˆz(r))
∏
r
N (µˆz(r), vˆz(r))
∏
r
N (mz(r), vz(r))
∏
r
N (µˆz(r), vˆz(r))
q(z)
∏
r
αˆz(r) =
∏
k
αˆnkk
∏
r
αˆz(r) =
∏
k
αˆnkk
∏
r
q(z(r)|z¯(r′), r′ ∈ V(r))
∏
r
q(z(r)|z¯(r′), r′ ∈ V(r))
q(mk) N (mˆk, vˆk) N (mˆk, vˆk) N (mˆk, vˆk) N (mˆk, vˆk)
q(vk) IG(aˆk, bˆk) IG(aˆk, bˆk) IG(aˆk, bˆk) IG(aˆk, bˆk)
q(α) D(αˆ1, · · · , αˆK) D(αˆ1, · · · , αˆK) D(αˆ1, · · · , αˆK) D(αˆ1, · · · , αˆK)
q(θe) G(aˆǫ0, bˆǫ0) G(aˆǫ0 , bˆǫ0) G(aˆǫ0 , bˆǫ0) G(aˆǫ0 , bˆǫ0)
Tab. 1 – Les lois a priori et les lois se´parables approchantes pour les quatre mode`les
propose´s.
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6 Re´sultats et discussions
Nous avons utilise´ cette approche dans plusieur domaines de proble`mes inverses : i)
restauration d’image [53, 42], ii) reconstruction d’image en tomographie X [54, 55], et iii)
se´paration de sources et segmentation des images hyperspectrales [40]. Nous sommes aussi
en train de mettre en oeuvre ces algorithmes pour le cas 3D de la tomographie X ainsi
qu’au cas de l’imagerie microondes.
Dans tous ces applications, nous avons imple´mente´ a` la fois des algorithmes MCMC
(e´chantillonneurs de Gibbs) et l’approche variationnelle baye´sienne (VB) de´veloppe´e dans
cet article. Nous avons ainsi pu compare´ les re´sultats obtenus par ces deux me´thodes.
D’une manie`re ge´ne´rale, les principales conclusions de ces expe´rimentations et compa-
raisons sont : i) la qualite´ des re´sultats obtenus sont pratiquement similaires, et ii) le
principal avantage de l’approche VB est dans le gain en temps de calcul qui de´pend bien
sure du contexte et de l’applications.
Un autre avantage important que l’on peut mentionner est l’existance d’un crite`re
(l’e´nergie libre, e´quation 10) que l’on peut utiliser : i) comme crite`re d’arreˆt pour l’algo-
rithme et ii) comme un crite`re de choix de mode`le. En effet, comme nous l’avons vu, graˆce
a` la relation 9, minimiser KL(q : p) est e´quivalent a` maximiser F(q) et sa valeur optimale
est un bon indicateur pour ln p(g|M). Ainsi, les valeurs relatives de F(q) au cours des
ite´rations de l’algorithme peuvent eˆtre utilise´es comme un crite`re d’arreˆt et sa valeur op-
timale atteint pour un mode`le M1 peut eˆtre compare´e a` sa valeur optimale atteint pour
un autre mode`le M2 comme un crite`re de pre´fe´rence entre les deux mode`les.
7 Conclusion
L’approche variationnelle de l’approximation d’une loi par des lois se´parables est ap-
plique´e au cas de l’estimation non supervise´e des inconnues et des hyperparame`tres dans
des proble`mes inverses de restauration d’image (de´convolution simple ou aveugle) avec des
mode´lisations a priori gaussiennes, gaussiennes ge´ne´ralise´es, me´lange de gaussiennes inde´-
pendantes ou me´lange de Gauss-Markov avec champs cache´s des e´tiquettes inde´pendantes
ou markovien (Potts).
Dans ce papier, nous avons de´crit d’abord le principe de l’approximation d’une loi et
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ensuite propose´ des approximations approprie´es pour des lois a posteriori conjointes que
l’on trouve dans le cas des proble`mes inverses en ge´ne´ral et en restauration d’images en
particulier. Cependant, la mise en oeuvre effective de ces me´thodes est en cours et les re´-
sultats de simulation et e´valuation des performances de ces me´thodes seront communique´s
dans un future proche.
Les de´tails de ces relations accompagne´s des re´sultats de simulation qui sont disponible
sous forme d’un rapport [53, 42] seront communique´s dans un autre papier en pre´paration
dans un futur proche.
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