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In this paper we examine the two-step graphs of trees in two distinct contexts. We first consider the 
two-step graph S,(T) of a tree T as the competition graph of T and give necessary and sufficient 
conditions for the competition graph of a tree to be an interval graph. We then investigate the 
problem of inverting the two-step S2( T) of a tree r, i.e., reconstructing Tfrom S,(T). A class of trees 
is identified whose two-step graphs are invertible. 
1. Introduction 
The two-step graph S,(G) of a graph G =( V, E) is a graph with vertex set V and an 
edge joining vertices .Y and 4’ if and only if there exists a vertex ZE V such that sz, zy~E. 
This is a special case of the strp graph first considered by Exoo and Harary [S], and is 
precisely the neighborhood qruph studied by Brigham and Dutton [3,4] and Boland 
et al. [I, 23. The comprtition graph C(D) of a digraph D =( V, A) is a graph with vertex 
set V and an edge joining .Y and y if and only if there exists z such that (x, z), (y, Z)E A. 
The competition graph C(G) of an undirected graph G is obtained by applying the 
definition above to the digraph derived from G by replacing each edge .YY with 
a symmetric pair of arcs (.u,j~) and (.v,.Y). In previous work [lo, 111, the authors, 
with Maybee. showed that the competition graph of a loopless symmetric digraph D 
with underlying undirected graph G is the two-step graph S,(G). We then investigated 
conditions under which the competition graph of a loopless symmetric digraph was an 
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interval graph. That work extended earlier results of Raychaudhuri 1143 and 
Raychaudhuri and Roberts [ 151 concerning graphs with interval squares. 
Unless otherwise specified, the graph-theoretic notation used in the paper follows 
Golumbic [6]. Particular graphs used frequently include the chordless m-cycle Z,, the 
star Ki,,, and the complete graph K,. In a tree, vertices of degree one are called 
pendant vertices and all vertices that are not pendant are called interior vertices. We 
denote the isomorphism of graphs G and H by GE H and, if H is an induced subgraph 
of G, we write H c G. Given a graph G =( V, E) and a subset S c I/, the subgraph of 
Ginduced by Sis denoted by(S). If H=(V',E')cG=(V,E), then G\H=(V\V'). 
Assignment of the value of JJ to x in an algorithm is represented by x := y. In discussing 
the time complexity of an algorithm, given input size II, an operation is said to be 
O(J‘(11)) if the operation can be performed in a number of steps proportional to,f‘(n). 
2. Trees with interval two-step graphs 
In [lo], we showed that if T is a tree, then a sufficient condition for S,(T) to be 
interval is that T be interval. This condition is far from necessary. It is easy to 
construct infinite families of noninterval trees with interval competition graphs. See, 
for example, the tree T of Fig. 1. T can be viewed as four copies of K 1,3 with a common 
vertex, labeled u. We may generalize T by taking m copies of Ki,, and choosing one 
pendant vertex from each copy, labeling this vertex as L’. By identifying these labeled 
vertices, we obtain a tree with a high degree of symmetry about the central vertex. The 
tree T of Fig. 1 is the case m = 4, n = 3. The competition graph S,(T) for such a graph 
consists of a ‘windmill’ containing rn copies of K,, with one vertex common to all, and 
a single copy of K,. Both components are clearly interval. In order to understand the 
conditions under which a tree has an interval competition graph, we must establish 
some preliminary results aimed at relating neighborhoods in T to cliques in S,(T). 
Particularly relevant throughout the paper is the observation, due to Greenberg et al. 
[S], that the two-step graph of a graph G is disconnected and has exactly two 
components if and only if G is bipartite. This result, of course, applies to all trees. 
A dianrond is a graph consisting of two triangles with exactly two vertices common 
to both, i.e., a complete graph on four vertices with one edge deleted. The graph H of 
Fig. 2 is a diamond. A diamond-free graph has the property that, for any two maximal 
cliques C; and Cj, 1 CiACj I< 1. 
Fig. I. Noninterval tree T with interval S,(T) 
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Fig. 2. H cS,(T) and acyclic preimage. 
Lemma 2.1. [f T is a tree, then S,(T) is diamond-free. 
Proof. Suppose not. Then we may find the graph H of Fig. 2 as an induced subgraph 
of S,(T). Since T is a tree, the preimage of H under S2 must be acyclic. Consider the 
triangle, (a,. h, c), in S,(T). T must contain vertices xi, x2, and x3, such that (a, x1, h), 
(h,x2,c), and (c,xJ,a) are paths of length two. If these vertices are distinct, then 
T contains the cycle a,xl, h,xz, c,xg,a. If two of these vertices are distinct, say 
xi =x2#_yj, then Tcontains the cycle a,xl, c, xj, a. In either case, we have a contra- 
diction to the hypothesis that T is a tree. Thus, the only acyclic preimage of a triangle 
is Ki,,, so the two triangles (a, h, c) and (h, c,d) in H have 2K,,, as the preimage 
under Sz, each copy of K1, 3 containing h and c as pendant vertices. Since ad$E(H), 
u # w; so (h, w, c, v> r Z, in T: a contradiction, since T is a tree. 0 
The following result is an analog to the one that holds in the case of the square of 
any graph, but that fails to hold for two-step graphs in general. 
Lemma 2.2. lf H is a connected suhgraph of a tree T, then S,(H) is an induced suhgraph 
of&(T). 
Proof. Let x,y~ V(H). It is clear that if xyeE(S,(H)) then xyeE(Sz(T)). Now suppose 
that xy$E(S,(H)). Then there exists no UE V(H) such that XO,~UEE(H). Suppose that 
T\H contains a vertex v such that xv,yv~E(T). Then there would be, in addition to 
the path from x to y in H, a path from x to y using U, but this is impossible since T is 
a tree. Thus, xy$E(S,(T)). 0 
We have already seen that it is not reasonable to expect the two-step graph of a tree 
to be, itself, acyclic. Nevertheless, we can show that it contains no induced cycles Zk 
for k>3. 
Lemma 2.3. Suppose T is a tree. Then S,(T) is chordal. 
Proof. Suppose not. Let (vi, . , G’~), k>4, be an induced cycle in S,(T). Then for 
any i #j, i, jE{ 1, . , k}, there are two distinct (vi, rj)-paths Pi = Vi, ui+ 1, . . . . Uj and 
Pz=Vj,Uj+l, ..., Ut in S,(T). But then there are two distinct Vi, uj-paths in T. One of 
these has the form Ui,xi,ui+i,xi+i )..., Xj-1, Uj, where the appropriate edges exist, 
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containing all the vertices of PI. In a similar fashion, the other contains all the vertices 
of Pz. Since PI and Pz are distinct, their preimages in Tare also distinct. But this is 
a contradiction, since T is a tree. 0 
Lemmas 2.1,2.2 and 2.3 will be applicable to two distinct problems. They will prove 
useful in the problem of reconstruction of a tree, given a candidate two-step graph. 
For the moment, we are prepared to give necessary and sufficient conditions for the 
two-step graph of a tree T to be interval. These conditions concern a single forbidden 
subgraph. 
2.1. Forbidden subgruph chcrracterizcrtion 
Theorem 2.4. Let The a tree. Then S,(T) is interval fund only if T does not contain an 
induced H, where H is the graph of’ Fig. 3. 
Proof. Suppose that S,(T) is interval, and suppose by way of contradiction that 
Hc T. S,(H), shown in Fig. 3, is not interval. This follows from a result of 
Lekkerkerker and Boland [9]. By Lemma 2.2, S,(H) is an induced subgraph of Sz(T); 
so S,(T) is not interval, a contradiction. 
To prove the converse, assume that S,(T) is not interval. By the characterization 
due to Lekkerkerker and Boland [9], if S,(T) is not interval then it must contain 
either an induced cycle Zkr k 24, or an asteroidal triple. By Lemma 2.3, S,(T) is 
chordal; so it contains no induced Z, for k 34. The minimal chordal graphs contain- 
ing asteroidal triples are H 1, H,, H3,“, and H,,, (Fig. 4). By Lemma 2.1, since T is 
a tree S,(T) cannot contain H,,, for n > 2 nor can it contain Hz or H4,n. So, if S,( T) is 
not interval then it contains H, or H,,,. We show that, in either case, H c T. 
First suppose that HI cS2(T). Label HI as shown in Fig. 5, where HI is a compon- 
ent of S,(T,). Since u~!GE(S,(T)), there exists .x such that UX, xh~E( T). Similarly, there 
exists y such that hy, yc~ E (T). Since UC&E (S,( T)), x # y. Continuing in this fashion we 
obtain distinct additional vertices z, LV, s, and t and edges as shown in T, in Fig. 5. T, is 
minimal; no proper subgraph T* of TI satisfies HI cS2( T*). Moreover, no edges may 
be added to TI without introducing cycles. Thus, TI is the unique minimal acyclic 
preimage of HI. So, if HI cS,(T) then T, c T. Since H c T,, H c T. (Note that 
S,(T,)=H,uH,,,> also shown in Fig. 5.) 
We must now show that the unique minimal preimage under S2 of H,,, is 
T, = T, \ (u,e,g). The triangle (y, z,s) must be the image of a K,,, in T, since T is 
Fig. 3. Forbidden subgraph for tree wth interval two-step graph 
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Fig. 4. Forbidden subgraphs for interval graphs 
Fig. 5. Graphs for proof of Theorem 2.4. 
a tree. The edges yx, zw, and st are the images of pendant paths of length two at y, z, 
and S, respectively. We thus obtain the preimage Tzz H. T2 is minimal, since no 
subgraph T* of T, satisfies H,,, cS2(T*). No edges can be added to T2 without 
introducing cycles. Thus, T2 is the unique minimal acyclic preimage of H3,2. So, if 
H3,*cS2(T) then T,cTand,snce HzT2,HcT. 
We have shown that if T is a tree and if S,(T) is not interval then H c T. 0 
3. The reconstruction problem 
The remainder of this paper is concerned with the possibility of reconstructing 
a tree T from its two-step graph S,(T). More specifically, given a graph H, can we find 
all trees T such that S,(T)= H? This extends the earlier work of Greenberg et al. 
[7,8], Brigham and Dutton 131, and McKay and Laskar [12]. 
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It is reasonable to ask whether the acyclic preimage Tof a given S,(T) is unique, up 
to isomorphism. This is not the case. For example, given T, and T4 of Fig. 6, 
S,(T,)=S,(T,). It is also not the case that if T is a tree then S,(T) is uniquely the 
two-step graph of a tree. Consider S2(K1,,)=K,uKl=S2(K,uK,). The case n=6 is 
shown in Fig. 7. It will nevertheless be shown that, given one component of S,(T), one 
may reconstruct a connected subgraph of T. In fact, given both components of S,( T), 
one may reconstruct two subtrees Tl and T2 such that any tree satisfying 
S,(T)=N1uH, contains T, and T2 as minimal connected subtrees containing all 
vertices of, respectively, H, and H,. The problem of reconstructing T from S,(T) then 
lies in determining which vertices of the two components must be identified. This is 
a bit like assembling a jigsaw puzzle, but is made more difficult by the absence of 
uniqueness. As observed, it might be possible to construct more than one tree from the 
two connected subgraphs. We will identify a class of trees whose members are the 
unique acyclic preimages of their two-step graphs. 
Before looking further into the problem of reconstruction, we prove the following 
lemma which relates the maximal cliques of S,(T) to the neighborhoods in T. 
Lemma 3.1. Let The u tree, and suppose that S,(T) contains no isolated vertices. Then 
the maximal cliques in S,(T) are in one-to-one correspondence with the neighborhoods qf 
interior vertices in T. 
Proof. Suppose that x is an interior vertex in T. N(x) induces a clique C in S*(T), by 
definition of Sa. Suppose that C is not maximal. Then there exists v#N(x) such that 
L’ is joined to every vertex in N(x) by a path of length two, but this creates a cycle in T, 
a contradiction. Now suppose that xi #xi and that xi, xj are interior vertices in T. Let 
Ci and Cj be the cliques in S,(T) corresponding, respectively, to N(-Xi) and N(Xj). 
Suppose Ci= Cj. Since S,(T) contains no isolated vertex, JCil = 1 Cjl>2. But then 
there exist u, L’EN(.Y~)= N(xj); so (xi, u, .~j, u) contains a cycle in T, a contradiction. 
We have shown that S, maps the neighborhoods of interior vertices of Tinto maximal 
cliques of S,(T), and this mapping is one-to-one. We must show that it is onto. 
Fig. 6. Nonisomorphic trees with the same competition graph 
KI,B: . 
v 
Fig. 7. K1,6 and S,(K,,,). 
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Suppose that C = (ul, . . . , uk) is a maximal clique in S,(T). By definition of S,(T), 
there is a path of length two in T connecting Ui and Vi for each choice of i#j, 
i, jE{l, . . . . k). Moreover, all such paths must use the same internal vertex. Suppose, 
for example, that Ui, Vj, and uk are vertices in C and that (Vi, X, Vj), (Vj,y, ok). and 
(L’~,z,u~) are paths of length two in T. Suppose that xfy and that either z=x or 
z =y, say z =y. Then (vi, x, Vj, y) contains a cycle. SO z #x and z # y, but then 
(vi,x, vj,y, vk,z) consists a cycle. In either case we have a contradiction since T is 
a tree; so x= y. By a symmetric argument, x=z, so N(x)=N(y)=N(z)={v,, . . . . uk\(. It 
is obvious that x = y = z is not an end-vertex, since C would then consist of an isolated 
vertex, so C must correspond to the neighborhood of an interior vertex of T. 0 
The preceding lemma implies the necessity of knowing exactly what happens when 
S,(T) contains an isolated vertex. The following lemma answers this question. 
Lemma 3.2. Suppose that S,(T) contains an isolated vertex. Then T is either the trivial 
graph or a star K1,,. 
Proof. If S,( T) consists of a single vertex, then so must T. If both components of S,( T) 
are isolated vertices, then T is an edge, i.e., K 1, 1. Suppose, then, that one component of 
T, call it H, contains more than one vertex, and let x be the isolated vertex. Then 
dT(x, y) = 1 VIE V(H), since otherwise x would have a neighbor in S,(T). We conclude 
that T=K,,IHI. q 
The c&up graph K(G) of a graph G is defined as follows: V(K(G)) is the set 
{C Ir. .., C,} of maximal cliques of G, and CiCj is an edge if and only if Ci and Cj 
intersect in at least one vertex. Lemma 2.1 gave a restriction on the pairwise 
intersection of maximal cliques in the competition graph of a tree. The following two 
lemmas give stronger results that concern the clique structure of diamond-free graphs. 
Lemma 3.3. Let G he a graph with at least two maximal cliques, and K(G) the clique 
graph qf G. Let Cl,. . , C, he the maximal cliques of G, and let G1,. . . , G, be the maximal 
cliques of‘ K(G). If G is diamond-free, then, for any i, iE { 1, . . . , m}, 1 n C,E G, Cj I= 1. 
Proof. Since G is diamond-free, any pair of maximal cliques intersects in at most one 
vertex; thus, it is clear that, for any i, 1 &SC, CjJ ~2. Suppose that, for some i, 
In C,EG.Cj)=O. Since IC,nC’jl=l Vk#j, Ck,CjeGi, then for some Cj1,Cj2,Cj3 we 
have pairwise intersection but no vertex common to all three. Cj,nCj2= (x1, 
Cj2nCj, = { yj, and Cj,nCj, = {z}. But then (x, y, z) is contained in a maximal clique 
in G intersecting each of Cj,, Cj,, and Cj, in two vertices, a contradiction since G is 
diamond-free. 0 
Lemma 3.4. Suppose that H is chordal and diamond:free. Then K(H), the clique graph 
qf H, has the same properties. 
130 J.R. Lundywn. C. W. Rusmussrn 
Fig. 8. Subgraph and clique contiguration for proof of Lemma 3.4 
Proof. By way of contradiction, suppose that H is chordal and diamond-free but that 
K(H) contains either an induced cycle of length at least four or an induced diamond 
(see Fig. 8). 
If K(H) contains an induced k-cycle, k > 4, then we may find cliques Ci, , . . . , Ci, and 
verttces z’r, . . . . Uk such that VjECi,nCi,+,, ,j= 1, . . . . k- 1, and UkECitnCi,. Since 
(Ci,, ...3 Ci,) is an induced k-cycle in K(H), these Uj are distinct, and we have the 
configuration Kr of Fig. 8. If any edge vjL’j+z is present, then (uj,vj+l,r’j+2) is 
a triangle with two vertices in each of Ci,, and Ci,+ ,, a contradiction since H is 
diamond-free. If no such edge exists, then (er, . ., ck) contains an induced cycle of 
length at least four, a contradiction since H is chordal. 
Hence, K(H) is chordal. 
By our assumption, then, K(H) contains a diamond, as shown by K2 in Fig. 8. By 
the assumption that H is diamond-free, there is a unique vertex _xEC3nC,. If .u++C, 
and _u$C,, we can find y,z~C~ and u,v~C, such that y~Cr, ZEC~, UEC,, I!EC~. But 
~u,zvEE(H), as shown in subgraph H, of Fig. 8, contradicting our assumption that 
H is diamond-free since now (.u,y, u) and (x, z:,z) are triangles, each having two 
vertices in common with each of C3 and C4. So, without loss ofgenerality, assume that 
XEC~. Then ,y$Cz, since C,C,$E(K(H)). Let JJEC’~~C~ and ZEC,~C~. These are 
distinct vertices since C3nC4=x. But now (x, y, z) is a triangle with two vertices in 
each of C, and XC,, contradicting the assumption that H is diamond-free (see H2 in 
Fig. 8). 0 
Given a graph H, Lemmas 3.1 and 3.3 suggest a strategy for the construction of 
a tree T for which H is a component of S,( T). If H is a complete graph K, or the trivial 
graph K,, we know that it suffices to let T= Kl,,. We shall be concerned, then, with 
graphs H that are not complete. We also know, from Lemmas 2.1 and 2.3, that H must 
be chordal and diamond-free. For such an H, we present the following algorithm for 
constructing T. The algorithm works as follows. 
Let C r , . . , C, be the maximal cliques of H, with 1 Gil = ni, i = 1, . . , p. Let K(H) be 
the clique graph of H, with maximal cliques Gr , . . . , G,. From Lemma 3.3 we know 
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Fig. 9. Components GI.G2,G3 with Ui(~I,GZ,G3). 
that for each GicK(H) there exists a unique VIE V(H), where Ui=nC,E+Cj. By 
Lemma 3.1, we know that, for each clique Cjc H, if H c S,( T) for a tree T then 
Cj=N(xj) for some XjE V(T). The algorithm successively creates all such xi with 
N(xj)=Cj and chooses vertices Ui. 
We define the following operation. Let G1 and G2 be graphs in which at least 
a subset of the vertices are labeled as v,,vZ,...,vk. Let Ui(~1,~Z)=~1~~2 if 
either G1 or Gz does not have a vertex labeled Ui. If both G1 and G2 have vertices 
labeled vi, then let U i(G1, G,) be formed by identifying all vertices labeled vi. More 
generally, we recursively define lJi(G1, . . . . G,)= U’(G1, Ui(G2, . . . . G,) (see Fig. 9 for 
an illustration). 
An iteration i, for which CjEGi that has not yet been processed, a star K1,,, is 
formed with central vertex Xj, and a pendant vertex is designated as vi. If Cj has 
already been processed, then Xj already exists in K_ 1. In this case, Vi is chosen from 
vertices of N(xj) not already labeled vk for k # i. Note that Xj~ V(H). Once all CjeGi 
are processed, the vertices vi are identified, forming T. The formal description of the 
algorithm is as follows. 
3.1. Algorithm I ,for partial reconstruction qf a tree 
Input: Connected, chordal, diamond-free graph H with maximal cliques C1, . . . , C, 
of cardinality lCil =yli5 and clique graph K(H) with maximal cliques G1, . . . . G,. 
Output: Tree T, where H is an induced subgraph of S,(T). 
(1) Initialize: T:=@; S :=@; i:= 1. 
(2) While ibm do 
(2.1) T:=@; 
(2.2) For j= 1 to p do if CjEGi then 
(2.2.1) ifj$S then 
S:=Su{j}; 
Hj := K l,n, with center xj; 
endif; 
(2.2.2) Choose ViEN(xj), where Ui is pendant; 
endif; 
endfor; 
132 J.R. Lund~p~, C. W. Rasmu.svrn 
(2.3) T;:= b Hj; 
C,EG, 
(2.4) &:=b(T;J_,); 
(2.5) i:=i+ 1; 
(3) stop. 
For an illustration of the algorithm, consider the graph H of Fig. 10 along with its 
clique graph K(H). K(H) has three maximal cliques, so the algorithm must enter the 
outer loop of step (2) three times. The construction of the individual graphs Hj is 
illustrated, as is the result of identifying vertices Ui. Note that, in step (2.2) ifj was put 
in S during an earlier iteration, say iteration k, where k <i, then xj already exists in Tk, 
and hence in T_ 1. In this case, the construction of Hj is skipped during iteration i and, 
when step (2.2.2) executes, the label [Ii is applied to a pendant neighbor of Xj in Tin 1. 
Labels that are applied in this fashion are distinguished by a superscript * in Fig. 10. 
Thus, I:T appears in T, and US appears in T,. 
3.2. Complexit?> sf’ Algorithm I 
Before proving the correctness of Algorithm 1 and examining its implications, we 
digress briefly to discuss the time complexity of the algorithm. Let n=l H 1 +(K(H)I. 
Steps (1) and (3) are clearly 0( 1). The outer loop of step (2) is O(n), since m < n. Within 
step (2), steps (2.1) and (2.5) are O(l), while steps (2.3) and (2.4) are O(n). The loop of 
step (2.2) is entered p times. It is therefore O(n), since p<n. Each of steps (2.2.1) and 
(2.2.2) is O(n). Thus, step (2) is O(n3). We conclude that the complexity of the 
algorithm is O(n3). 
3.3. Proof’ of’ correctness of’ the algorithm 
7; is the subgraph of T constructed by the algorithm at iteration i. We must show 
that T, = T is a tree and that H c S,(T). We first show the following two results, which 
combine to guarantee that step (2.2.2) executes correctly. 
Lemma 3.5. At iteration i of the algorithm, i> 1, no component of‘ c_ 1 contains more 
than one certes de.signated as vi. 
Proof. Suppose not. Let JJEN(.Y~) and zcN(.x,), where N(x,) and N(.x2) are in the 
same component of Ti- Ir and suppose both JJ and z are designated as 17~. Then 
Cl,C2~Gi. N(s,)nN(x,)=@, since otherwise there existsjci such that C,,C2~Gj, 
contradicting Lemma 3.4 since H is diamond-free. So there exists s3 such that the 
component of Tim 1 in question contains the configuration T’ of Fig. 11, which means 
that H contains the clique configuration K of Fig. 11, forcing K(H) to be either not 
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Fig. IO. Construction of T using Algorithm I 
chordal or not diamond-free. By Lemma 3.4, this contradicts our initial assumptions 
regarding H. 0 
Lemma 3.6. Suppose that Cj~GinG,, i<k. At iteration k, N(xj) contains at least one 
unlabeled pendant vertex. 
Proof. Suppose that, at step (2.2.2), N(xj) contains no unlabeled pendant vertex. The 
only vertices of N(xj) that are no longer pendant have received labels in previous 
iterations of step (2.2.2), so it must be the case that all vertices of N(xj) have been 
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Fig. I I. Subtree and clique configuration for proof of Lemma 3.5. 
labeled. By Lemma 3.5, no label occurs twice in N(xj), so the maximal cliques Gi 
containing Cj must outnumber the nj vertices of Cj. Letting Gj,, Gj,, . , Gj,, be the 
maximal cliques of K(H) containing Cj, we have m>nj. Since K(N), like H, is 
diamond-free, we may find a system of distinct representatives Cj,, Cj,, . . . . Cj_ of 
vertices in K(H) (cliques in H) such that Cj,EGj, for all i= 1,2, . . . . m, with the property 
that Cj,, Cj, are nonadjacent for all i# k. Yet m>nj; so we may find at least one pair 
C,, Cj, of cliques in H, both containing the same vertex of Cj, but this forces the edge 
Cj~Cj, in K(H), a contradiction. Thus, m <nj, and N(xj) contains at least one 
unlabeled pendant vertex. 0 
Theorem 3.7. The preceding algorithm is correct: the algorithm terminates, and 
T, = T is u tree sati?fying H c S2 (T). 
Proof. (i) The algorithm terminates. If the inner loop (2.2) is completed each time it is 
entered, the algorithm terminates by finiteness of m, the number of maximal cliques of 
K(H). The choice of Ui in step (2.2.2) is well defined: if Hj~ i’_ 1 then, since H is 
connected, there are 1 Cjl> 2 vertices from which to choose, and none has been labeled, 
while if Hjc 7;:- 1 then, by Lemma 3.6, an unlabeled pendant vertex in N(xj) is 
available. Since this enables the inner loop to terminate each time it is entered, the 
algorithm must terminate. 
(ii) T is acyclic. By induction on i, the iteration number, TI is clearly acyclic. 
Suppose that Tk is acyclic, where k < m, and consider T,, 1. Tk+ , is formed by 
identifying all vertices carrying the label L‘ k+ 1. Each component of Tk is acyclic, by the 
induction hypothesis, and contains at most one such vertex, by Lemma 3.5; so by 
identifying all such vertices labeled c’ k+ r we cannot induce a cycle. Thus, Tk+ 1 is 
acyclic, and the result follows by induction. 
(iii) T is connected. Choose any u,ccV(H)c V(T). If u,c~Cj for some j, then 
U, UEHj and are connected; SO assume UsCj, UEC~. If Cj, CkEGi for some i, then U, UE Ti 
and are connected; so assume Cj~Gi, Ck#Gi. Let P be a path from u to u in H, and let 
Cj = C,,,, , C, = Ck be the sequence of maximal cliques visited in traversing P. Then 
Hj= Hj,, . , Hjv= Hk is the sequence of corresponding neighborhoods in T. Since 
Cj,“Cj,+,#8, Hj,“Hj,+,#~ by construction; SO there is a (u,v)-path P’ in T 
corresponding to P. 
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(iv) HcS2(T). Let xy~V(H).Thenxy~E(H)ifandonlyifx,y~C~forsomejifand 
only if x, yin in T if and only if x~EE(S,(T)), thus completing the proof. 0 
We may combine the preceding results to obtain the following theorem. 
Theorem 3.8. A connected graph G is a component of the two-step graph of a tree T if 
and only if G is chordul and diamond;free. 
Proof. Suppose T is a tree, and that G c S,( T). By Lemma 2.1, the maximal cliques of 
G intersect pairwise in at most one vertex and, by Lemma 2.3, G must be chordal. 
Conversely, if G is chordal and diamond-free then, by Theorem 3.7, we may 
construct a tree T with G as a component of S,(T). 0 
Note that when the algorithm was applied to construct a tree satisfying H c S,( T), 
something interesting resulted. In designing the algorithm, the clique graph K(H) was 
introduced as a computational convenience - a shorthand method for keeping track 
of the clique structure of H, yet the tree T constructed by the algorithm satisfied 
S,(T)= HuK(H). We state this formally as follows. 
Theorem 3.9. Let H be connected, chordal, and diamond-free. Then HuK(H) is the 
two-step graph of a tree. 
Proof. Construction, using Algorithm 1, which is correct by Theorem 3.7. 0 
The key to understanding this phenomenon lies in the following lemma. 
Lemma 3.10. Let T be a tree and H a component of S,(T). Then fu, VE V(H), dT(u, v) is 
even. 
Proof. Since u and v lie in the same component of S,(H), then by definition of S,(H) 
there is a path of even length from u to v in T. But since T is a tree, this is the unique 
(u,v)-path, and the result follows immediately. q 
By Lemma 3.1, the vertices of K(H) correspond to interior vertices of T. Thus, all 
pendant vertices of T correspond to vertices of H, which in turn implies that for any 
pair u, v of pendant vertices of T the unique u, v-path has even length. As it turns out, 
not only does the two-step graph of a tree always have the form S,(T)= HuK(H) 
when this property of pendant vertices holds, but the converse holds as well. 
Theorem 3.11. Let T be a tree, and let H, H’ he the components of S,(T). Then 
H’gK(H) or HgK(H’) ifand only ijif or any choice u,v of pendant vertices in T, the 
unique u,v-path has even length. 
Proof. First suppose, without loss of generality, that H’gK(H). Then every vertex of 
H’ corresponds to an interior vertex of T, so all pendant vertices of T lie in H. But 
then, by Lemma 3.10, for any choice II, r of pendant vertices in T, the U, c:-path in 
T must have even length. 
Conversely, suppose that for any pair u, u of pendant vertices in T the U, c-path has 
even length. Then one component of S,( T), without loss of generality, say H, contains 
all pendant vertices of T. We show that H’zK(H). First let VE V(H’). By assumption, 
v corresponds to an interior vertex I:E V(T); so N(v) is a clique in H by Lemma 3.1. 
Now let C be a maximal clique in H. Then C= N(.u) for some interior vertex XE V(T). 
Since Tis a tree, if yEN(.u) then XJJ is the unique path from x to I’. Thus if N(.u)c V(H), 
then x~b’(H’). So the vertices of H’ are in one-to-one correspondence with the 
maximal cliques of H. NOW suppose that Ci, Cj are cliques in H. CinCj#@ if and only 
if N(si)r\N(.xj)#@ if and only if .~i.ui~E(H’), thus completing the proof. 0 
We shall refer to a tree with the property that all its pendant vertices are connected 
by paths of even length as an even trer. 
3.4. Uniyuel!, reconstructihle trees 
The trees in Fig. 6 illustrate the fact that the acyclic preimage of a given two-step 
graph is not necessarily unique. On the other hand, it is not hard to verify that the tree 
K is clearly the only acyclic preimage of K,, as shown in Fig. 4. This leads us to the 
fol?iwing question: which two-step graphs have unique acyclic preimages? What 
restrictions on T enable us to recover T by inversion of Sz(T)? This is a difficult 
question, and we cannot at this time give a complete characterization of trees with this 
property. We can, however, present the following results. 
Lemma 3.12. Let T, T’ he even trees such that S,(T)gS,(T’). Then the pendant 
vertices of T m-e in one-to-one correspondence kth the pendant vertices of‘ T’. 
Proof. Since S,(T) g S,(T’), we may assume that T and T’ are labeled and 2-colored, 
using, say, red and blue, in such a way that S,(T) = S,( T’). Suppose that u is a pendant 
vertex in T. Without loss of generality, say u is red. Since u is pendant, 14 lies in the 
neighborhood of a unique interior vertex L’ whose color is blue. By Lemma 3.1, u is in 
a unique red maximal clique of S,(T). By isomorphism, u is in a unique red maximal 
clique of S,( T’). Now if u is not pendant in T’, then u has two blue neighbors. Both are 
interior vertices in T’, since T’ has only red pendant vertices. But then, by Lemma 3. I, 
u is contained in two maximal cliques in S,(T’), a contradiction. 
Thus if u is pendant in T then u is pendant in T’. The converse follows by 
a symmetric argument, thus proving the lemma. 0 
When Algorithm 1 is executed with a diamond-free chordal graph H and the clique 
graph K(H) as input, the resulting tree has the property that its pendant vertices 
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correspond to vertices in H. It turns out that if T is any even tree then, labeling its 
two-step graph as HuK(H), all its pendant vertices lie in H. 
Lemma 3.13. Let T be an even tree. Then if S,(T) is labeled as HuK(H), where K(H) is 
the clique graph of H, the image under S2 of each pendant vertex of‘ T lies in H. 
Proof. Let Q be the tree generated by Algorithm 1 with S,(T) as input. By construc- 
tion, all pendant vertices of Q lie in H. By Lemma 3.12, every pendant vertex of 
T corresponds to a pendant vertex of Q; so all pendant vertices of T lie in H. 0 
The preceding results make possible the following theorem, which identifies even 
trees as being uniquely reconstructible from their two-step graphs. 
Theorem 3.14. Let The an even tree. If H and H’ are the components of S,( T), then T is 
the unique acyclic preimage of HUH’. 
Proof. Let T be an even tree. We show that if Q is any tree satisfying S,(Q)=S,(T), 
then Q E T. The proof is by induction on n = 1 TI. If n = 3 the result is immediate, since 
only one unlabeled tree on three vertices exists. 
Suppose that Tis an even tree on n > 3 vertices, and assume that the result holds for 
all even trees smaller than T. Suppose by way of contradiction that Q g T is a tree on 
n vertices and that S,(Q)ES~(T). By Lemma 3.2, we may assume that T# K1,,_l. 
Without loss of generality, assume that Q is chosen to have as many edges in common 
with T as possible, if necessary relabeling Q so that S,(Q) = S,( T). Since T is even, then 
by Theorem 3.11 S,(T) is of the form HuK(H). Applying the theorem a second time, 
we see that Q is even. By Lemmas 3.12 and 3.13, the pendant vertices of both trees 
correspond to vertices of H. Consider the trees T* and Q* obtained by deleting all 
pendant vertices from T and Q, respectively. All pendant vertices of T* and Q* lie in 
K(H), so both T* and Q* are even. Moreover, S,(T*)=S,(Q*) by equality of S,(T) 
and s,(Q). By the induction hypothesis, T*zQ*; so T and Q must differ in some 
pendant edge. Let v be pendant in T. By Lemma 3.12, v is pendant in Q. Let x be the 
unique neighbor of v in T and y the unique neighbor of v in Q. By Lemmas 3.1 and 3.2, 
since T#K,,,_,, NT(x) = N,(y). If x # y then we may interchange labels x and y in Q, 
obtaining a tree Q’ with more edges in common with T than were possessed by Q, 
contradicting our choice of Q. Hence, 
x=y, TEQ. Cl 
In the proof of the preceding theorem it becomes evident that if S,(T) is labeled as 
H,uH, then we have both K(Hl)c H, and K(H2)c H,. We now show that this 
holds for arbitrary trees. 
Theorem 3.15. Let T be a tree and let HI and Hz he the components of S,(T). Then 
K(HI)cH2 and K(H2)cH1. 
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Proof. By induction on n, the order of T. The only tree on three vertices is P3 and, as 
S2(P3)=K2uKl, so the result holds when n=3. Let T be a tree on n>3 vertices and 
suppose that the result holds for all trees smaller than T. Let x be a pendant vertex in 
T. Label the components of S,(T) as H, and Hz and, without loss of generality, 
suppose that XEH,. By Lemma 2.2, S2(T- j.uJ)=(H, - (.x})uH,. By the induction 
hypothesis,‘K(H, -{.x))c H2 and K(H,)c(H, -{.Y)). That K(H2)c HI follows from 
Lemma 2.2. Now let Ci and Cj be distinct maximal cliques in HI. If x$Cj or ,x$Ci, 
thenCiCiEE(K(H,))ifandonlyifCiCj~E(K(H,-_(xi))ifandonlyifCiCjEE(H~).If 
-uEC~~C’~ then, by Lemma 3.1, x lies in the neighborhoods of two distinct interior 
vertices in T: a contradiction, since x is a pendant vertex. Hence, K(Hl)c Hz, thus 
completing the proof. 0 
4. Conclusions 
Section 2, giving necessary and sufficient conditions for the two-step graph of a tree 
to be interval, leaves little in the way of avenues for further inquiry. This is not the case 
with Section 3. By Theorem 3.11, it is easy to construct a tree T for which the 
components of S,(T) are not related as H and K(H). It is not yet clear what conditions 
might allow or prevent uniqueness of T; it is tempting to think that the sufficient 
condition that we have presented is also necessary, but P4 and S,(P,) provide an easy 
counterexample. Moreover, given an arbitrary pair H, H' of chordal, diamond-free 
graphs, there is no reason to believe that HUH' is the two-step graph of a tree. By 
Theorem 3.15, we see that it is necessary that K(H)c H' and K(H')c H, but it is not 
clear whether this condition is also sufficient. In the case where, say, K(H)= H', we 
know from Theorem 3.14 that HuH'=S,(T) for a unique even tree T. If, however, 
both the subset relations above are proper, the problem is less well understood. 
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