ABSTRACT Point cloud is an important 3D data structure, but its irregular format brings great challenges to deep learning. The advent of PointNet makes it possible to process irregular point cloud data by neural networks directly. As an extension of PointNet, PointNet++ can extract local features, which makes it perform better than PointNet in processing point cloud data. But in practice, it is common that the density of a point set usually varies with the location, which makes the computation overhead of PointNet++ very heavy. To deal with it, we propose an octree grouping-based network structure for PointNet++, named OctreeGrouping-PointNet++ (OG-PointNet++). It determines the point density by constructing an unbalanced octree for the point cloud, and groups point according to the point density. These point groups are assigned to different layers according to their density, and the local feature of each group is extracted by PointNet++. The global feature is obtained from the last abstract layer and used for classification and segmentation. The experiments show its competitive performance in many 3D tasks, such as object classification and semantic segmentation.
I. INTRODUCTION
In recent years, neural network has become the basis of many advanced computer vision algorithms, and is widely used in image classification [1] , target detection [2] , semantic segmentation [3] , and other fields. However, these applications have a common feature that the data processed by the neural network is two-dimensional. Currently, advances in 3D reconstruction [4] and 3D graphics [5] allow us to capture and model large amounts of 3D data. Many large 3D databases such as ModelNet [6] , ShapeNet [7] , the acquisition of 3D Warehouse, and the 3D scanning database [8] have been more and more convenient. Since the three-dimensional world around us is continuously scanned and digitized, the classification and segmentation of 3D objects, the detection of 3D objects, the reconstruction and understanding of 3D scenes have become more and more important. How to extend the application of neural network to the three-dimensional field is a problem to be solved urgently.
Point cloud data is an important 3D data structure with irregular format. The typical CNN requires the format of The associate editor coordinating the review of this manuscript and approving it for publication was Md. Asikuzzaman. the input data highly regular in order to perform weight sharing and other related operations. There are few methods to directly input the original point cloud to CNN until PointNet [9] appears. The structure of PointNet is simple but effective, it can make the neural network directly deal with the disordered point cloud using a symmetric function. Furthermore, PointNet can effectively extract not only the feature of a single point but also the global feature of the point cloud. And the extracted features can be used for classification and semantic segment of point cloud. Nevertheless, PointNet can't extract the local features of the point cloud, which limits its ability to recognize fine patterns and the versatility of complex scenes. PointNet++ [10] is designed to address the shortcoming, which uses PointNet as a special kernel function and can be considered as an extension of PointNet. PointNet++ introduces a hierarchical network to extract local features by recursively calling PointNet at each level, and it can extract the features of the unordered point sets directly. In order to deal with the sparse point cloud, PointNet++ puts forward two grouping methods: MSG (multi-scale grouping) and MRG (multi-resolution grouping). However, neither of them can work well. On the one hand, the number of centers and the radius are based on empirical data, which may result in inaccurate results; on the other hand, the two group operations need to be performed at each layer, which will increase the time overhead. At the same time, both MSG and MRG introduce new parameters, which will increase the computational overhead of the network and make it unable to meet the applications' low latency requirement.
To deal with it, we propose a new grouping method to replace MSG and MRG in PointNet++. The corresponding network is called OG-PointNet++ (Octree-GroupingPointNet++). Our contribution can be summarized as follows:
1) The unbalanced octree based grouping method is introduced to divide the point cloud, which can not only reflect the point density around each point but also deal with the sparse problem well.
2) The OG-PointNet++ only needs to group point once before they are input to the network instead of grouping at each layer in PointNet++, which can greatly reduce computation cost. In addition, only the maximum recursion depth of the octree is required in advance. It is much better than PointNet++'s multiple empirical parameters and conducive to obtain a correct and accurate result.
3) The experiments on classification and semantic segmentation show that the OG-PointNet++ is robust to sampling density variation and has good correct rate, which make it can meet the low latency requirements of some 3D data analyses. The remainder of the paper is organized as follows. Section II describes the related works. Section III clarifies the problem to be solved. Section IV illustrates our grouping method and how to use it in PointNet++. Section V makes experiments and analysis in 3D objects classification and scene semantic segmentation respectively. Section VI draws the conclusion.
II. RELATED WORKS
There are many popular expressions of 3D data, such as multi-view, volumetric grid, mesh and point cloud, which leads to many different deep learning methods on 3D data.
The pioneering works focus on applying 3D CNN on volumetric grid [11] - [13] . Unfortunately, this approach leads to an exponential increase in computation cost and memory footprint with resolution. In fact, most computations are not required due to the sparsity of 3D data. To deal with the sparsity problem, literatures [14] - [16] directly exploit the sparsity, and literature [17] takes surface approximation clue into account. But they are too complex to be used in large or flexible networks.
References [6] , [12] , [18] , and [19] attempt to render 3D objects into multiple 2D images and use 2D CNN on them. On this basis, Sirinukunwattana et al. [20] take color, normal and other features into consideration. The applications based on 2D CNN have been fully studied, and compared with other methods, the method achieves the best performance.
However, there is an obvious drawback in it, which is the information lost in the process of projecting the 3D objects to 2D images. In essence, this method still applies CNN to 2D images, and the depth information of 3D data is not utilized effectively.
Compared with the uniform grid, some researchers use mature 3D data structure to represent 3D space. For instance, Bronstein et al. [21] introduce a new 3D data structure using 3D modified fisher vector for non-rigid shape recognition. Maturana and Scherer [22] construct a balanced kd-tree for 3D data and calculate vector representation for each node. Wang et al. [23] use the octree to represent 3D shapes, take the average normal vectors of a 3D model sampled in the finest leaf octants as input, and perform 3D CNN operations on the octants occupied by the 3D shape surface. For accessing parent or child nodes, Kondo et al. [16] establish a hybrid grid-octree structure, which places several small octrees in a regular grid. Li et al. [24] introduce a label buffer to find the corresponding relationship between the octants at different depths.
Due to the irregular format of point cloud, few studies deal with it directly. Dai et al. [25] use a network with the attention mechanism to process the unordered data set. Although their network has the ability to sort numbers, the role of geometry is not utilized by it.
The advent of PointNet [9] allows the irregular point cloud data to be processed directly. It uses a simple symmetric function to aggregate the information from each point and makes this model be invariant to the input permutation. But it cannot extract local features. PointNet++ [10] is an extension of PointNet, which makes up for the deficiency of PointNet. In order to solve the problem caused by the non-uniform point density, it introduces two kinds of density adaptive layers of MSG and MRG to group local regions and combine features from different scales. Nevertheless, both of them have drawbacks. MSG is expensive in computation, because it needs to perform PointNet once on each scale at each central point. And MRG uses different parameters to indicate the importance of different scales, since the parameters are obtained by learning, it undoubtedly increases the difficulty and computation cost of network learning.
Meanwhile, some network structures are designed for specific task. Kanezaki et al. [26] put forward a RotationNet for joint object categorization and pose estimation according to Multiviews from unsupervised viewpoints. Li et al. [27] propose a self-organizing network for point cloud analysis. Riegler et al. [28] use octnet to learn deep 3d representations at high resolutions.
In addition, octree encoding is employed to model geometri [29] . Wang and Posner [30] propose a voting scheme to exploit the sparse issue of 3D data to search all putative object locations at any orientation.
III. PROBLEM STATEMENT
Suppose that P = {P i |i = 1, · · · , n} is a set of 3D points or point cloud, and each point is a vector of its coordinate, such as (x, y, z). Of course, some extra characteristics, such as color, normal lines etc. can also be added into the vector.
As a kind of rich 3D data, point cloud is usually used for scene understanding, which requires making semantic classification for the specific scenario point cloud. In order to get good accuracy, deep learning begins to be used in understanding the content of the point cloud scenario in recent years. However, point cloud is unordered and a point set always comes with non-uniform density in different parts, which makes it difficult for the common deep learning algorithm CNN to process it directly. Although PointNet and PointNet++ have been able to make CNN process point cloud directly, there are still some limitations in overheads or feature extraction. To deal with it, it is necessary to improve the PointNet++.
Formally, the improved method should be able to work at low costs, output a vector with k dimensions for objects classification or a n * m matrix for semantic segmentation. The vector denotes the scores of k candidate classes and the matrix represents the class score of each point.
IV. OCTREE GROUPING PointNet++
In essence, OG-PointNet++ is the improvement of PointNet++. And PointNet++ is the improved hierarchical PointNet. For clarity, both PointNet and PointNet++ will be reviewed firstly.
A. REVIEW OF PointNet
PointNet is a deep learning framework who can directly take the unordered point cloud as input. For a 3D points set or point cloud P = {P i |i = 1, · · · , n}, PointNet can learn a set function f : P ∼ R of mapping the points set to a vector [9] :
where γ and h are respectively learned by multi-layer perceptron (MLP) network. Since the function MAX in equation (1) is symmetric, the set function f is invariant to the input point permutations. In general, PointNet can be regarded as a feature learner of points set, which is similar to the kernel in CNN.
The structure of PointNet is simple and clear, and its performances on a few benchmarks are also impressive. Nevertheless, it cannot extract local features. For this, PointNet++ is introduced to make up for this deficiency of PointNet.
B. REVIEW OF PointNet++
PointNet++ is a hierarchical PointNet, which is composed of a number of set abstraction levels as illustrated in Fig. 1 [10] . At each level, the input vectors representing the original points or local features extracted from the previous layer are grouped, and the feature for each group is extracted by PointNet. These local features are grouped to larger units at the next level of the network and then used as a part of the input to extract the higher-level features. Functionally, each set abstraction level is made up of three layers, which are sampling, grouping, and PointNet. Nevertheless, sampling and grouping are put together in Fig. 1 . The sampling layer uses iterative farthest point sampling (FPS) to select a set of points from input points to define the centroids of the local regions. The grouping layer then constructs local region sets by finding neighboring points around the centroids. The PointNet layer uses a mini-PointNet to encode local region patterns into feature vectors.
Let's assume that a point cloud has a non-uniform point density in different regions, of course, there may be a sparse region or point set. In order to deal with the sparse problem, PointNet++ proposes two density adaptation layers, MSG and MRG. MSG uses PointNet to extract features for each scale of each centroid. The number of centroids is usually very large in low level, which makes it very time consuming.
MRG obtains local feature by concatenating high rank feature vector and low rank feature vector. The high rank feature vector is obtained from the feature of each region in the lower rank. And the low rank features are directly obtained from the original points in the region by PointNet. And the proportion of the two vectors is controlled by the value of a parameter. Unfortunately, the parameter to balance the importance of different scales is obtained by learning, which undoubtedly increases the difficulty and computation cost of the network learning.
C. OCTREE GROUPING 1) GROUPING STRATEGY
In order to lower the computation overhead in PointNet++ and address the sparse problem of point cloud efficiently, the grouping strategy should meet the following 2 requirements or have the following 2 properties.
1) The lower grouping frequency it needs, the better. The best is that only one grouping is needed before inputting the cloud point data into CNN and the grouping result can reflect the point density; 2) The local feature of the region with high point density should be extracted by a small convolution kernel from the small scale. And the local feature of the region with low point density should be extracted by a large convolution kernel from the large scale. As a common tool to group 3D data, the octree's hierarchical structure has a good correspondence with the hierarchical VOLUME 7, 2019 neural network in PointNet++, which makes it possible for grouping point cloud data only once in advance. Moreover, the rule of constructing an unbalanced octree can be designed on the basis of the point density, it makes the second requirements can be met. So we try to use an unbalanced octree to group the original point cloud data instead of the grouping methods in PointNet++. In essence, the process of octree construction is the process of grouping.
2) OCTREE CONSTRUCTION
The unbalanced octree is constructed according to the point density of point cloud. Similar to other 3D data description, each node in an octree is corresponding to a point or a point set in the point cloud, and a non-leaf node has 8 child nodes. The difference is that we focus on the number of points covered by a node instead of the volume that a node represents. The number of points covered by a node is the sum of those covered by all its child nodes. Obviously, The deeper the node depth means the higher point density.
Due to the nature of a tree, constructing an octree is a recursive process. The maximum recursion depth is equal to the tiers of the CNN, which is denoted by H . And the depth of each node is recorded for grouping in the process of the octree construction. For description, let l be the current depth of the octree or recursion, its initial value is set to be zero; and the notation F is used to indicate whether the recursion continues or not, whose initial value is set to be true. For the point cloud aligned in a coordinate system, the basic steps to construct an unbalanced octree for it can be described as follows.
Step 1, find the smallest outer cube for the point cloud, which is corresponding to the root node of the octree;
Step 2, while l < H and F do 1) Set F to be false; 2) For each cube in the layer, if there are more than 2 points in it,
• Divide the cube into 8 equal sub-cubes. Here, each sub-cube is treated as a child node of the node corresponding to the cube;
• Set the depth of the child node to be (l + 1);
• Set F to be true; 3) If F, let l to be (l + 1). Normally, the height of the octree constructed for the point cloud P is equal to H . But if it is less than H , the number of the network layers should be decreased to it. For clarity, it is assumed the depth of CNN is 3 and the point cloud contains 8 points. The process of dividing or grouping a point cloud is illustrated in Fig. 2 . And the corresponding octree is shown in Fig. 3 .
The relation between the cubes and the nodes in the octree can be seen from Fig. 2 and Fig. 3 . The root is at the 0th layer of the octree and denoted by ''Cube0Level0'', which is corresponding to the smallest outer cube for the point cloud. As shown in Fig. 2(a) , Cube0Level0 contains all the 8 points, so it needs to be divided into 8 sub-cubes. The corresponding child nodes in the octree are at level 1(h = 1) and labeled by 0 to 7 in green in Fig. 3 . Among the 8 sub-cubes, only Cube0Level1 and Cube1Level1 contain more than one points as shown in Fig. 2(b) . They need to be further divided. The dividing result is shown in Fig. 2(c) and the corresponding nodes in the octree are at level 2 (h = 2) and labeled from 0 to 15 in red, where node 0 in green is the parent of the node from 0 to 7 in red and node 1 in green is the parent of the node from 8 to 15 in red. Similarly, Cube0Level2 and Cube11Level2 in Fig. 2 (c) also need to be further divided, the division result is shown in Fig. 2(d) and the corresponding nodes in the octree are at level 3 (h = 3) and labeled from 0 to 15 in blue, where node 0 in red is the parent of the node from 0 to 7 in blue and node 11 in red is the parent of the node from 8 to 15 in blue. So far, the octree for the point cloud is constructed, because the conditions for ending partition are met. That is, the depth of the octree is up to H or there is no cube containing more than one points. In this case, the two conditions are met simultaneously. It should be stated that a point should record both the node corresponding to the cube that it locates in and the parent node so as to indicate which group it belongs to.
It is obvious that the deeper the node, the higher the point density is, which indicates the unbalanced octree can well reflect the density distribution of the point cloud. At the same time, the sibling nodes with the same parent node seem to be naturally grouped together in an octree, which inspires us to use octree to group points according to their density. Furthermore, the octree based grouping operation can be done independently, which makes it possible to group points in advance and decrease the time cost consequently.
D. THE OCTREE GROUPING PointNet++ 1) BASIC IDEA
The OG-PointNet++ is designed for using the simplified PointNet++ to process the point cloud grouped by the unbalanced octree.
Since all the points in the point cloud are distributed in the nodes of the unbalanced octree with the limited depth, the relation between the point and the node of the octree should be many-to-one. That is, a node of the octree may represent one point or a point set (multiple points). Considering that the sibling nodes with the same parent node are naturally grouped together in the octree, the points in the point cloud can also be grouped in accordance with the nodes grouping. And the group that a point belongs to can be identified by the parent node of its corresponding nodes in the octree. The property of intrinsic grouping makes it unnecessary to group the points at each level. Since the parent node has been labeled in the process of octree construction, it can be directly used to indicate which group a point belongs to. Accordingly, the grouping operations in the original PointNet++ can be avoided.
At the same time, the hierarchical structure of the octree can correspond with that of the PointNet++ well, and the point set represented by the nodes in each level of the octree can be considered as the input to the homologous level of PointNet++.
According to the unbalanced octree, the nodes with the maximum depth have highest density, and their features should be firstly extracted with a smallest convolution kernel. So they should be input to the first level of the network. The local features extracted from them are used as the attributes or dimensions of their parent node. These parent nodes and the nodes with the same depth as them are input to the next level of PointNet++ for training and feature extraction, and so forth. Until the points represented by the child nodes of the root node or the nodes with the depth of 1 are input to the last level and processed.
Since the point density of a region can be reflected by the depth of the node in the octree, and the deeper the higher, the reverse order relation between the depth of the node and the level of the network can assure that the features of the dense point region are extracted by the small convolution kernel and the features of the sparse point region are extracted by the large convolution kernel. It is the basis of ensuring the accuracy.
2) SCHEME DESCRIPTION Similar to PointNet++, OG-PointNet++ is also a hierarchical model as shown in Fig. 4 , which also consists of three parts. They are the feature extraction, classification, and segmentation. The feature extraction is shared by classification and segmentation. It consists of a number of set abstraction layers as shown in the top left portion of Fig. 4 . Each set abstraction layer consists of the PointNet sub-layer and the Dimension Adjustment sub-layer. The PointNet sub-layer takes PointNet as a kernel to extract the feature for each group. The extracted features are essentially the local features of the point set, which are mapped to a vector with 3 basic coordinates, basic features and the extracted local features. The 3 basic coordinates are set to be the average of those for the points in the same group. The basic features are set to be the one with the highest frequency. The vector is called feature point and the corresponding node in the octree is called feature node. The Dimension Adjustment sub-layer is responsible for extending the dimensions of all the original points whose corresponding nodes are at the same level as the feature node corresponding to the feature point. The extended dimensions of the original points are set to be zero. And then, these extended points and the related feature points are input to the next layer. Obviously, the feature extraction part extracts local features layer by layer.
For clarity, we take an instance to describe the process of the feature extraction as following.
For an unordered point set or point cloud P = {P i |i = 1, · · ·, n}, an octree with the maximum depth of H should be constructed firstly. Each point corresponds to a node with the depth of h(0 ≤ h ≤ H ) in the octree. For description, VOLUME 7, 2019 it is assumed that the points corresponding to the nodes with depth h constitute set S h , and the number of points in S h is |S h |. Each node (except for the root) covering the points in set S h has a parent node, all of the parent nodes form the set M h , and the number of the nodes in M h is |M h |. The input of layer l (0 ≤ l < H ) is denoted by a triple (N l , K l , C l ), where N l indicates the points set input to layer l, K l is the number of groups. C l represents the dimensions of the input points. In general, the dimension of the original points in point cloud can be denoted by (3 + d), which means 3 coordinates and d basic features.
After the octree of the point cloud P is constructed, the features of it can be extracted by OG-PointNet++ according following steps.
Step 1, Let l = 0; h = H ; N l = S h ; K l = |M h |; C l = 3+d; and F h = φ. Here, F h is the set of the local feature points, which are generated from the points whose corresponding octree nodes with the depth of h.
Step 2, For all the points in N l input them to the set abstraction layer l of the network.
Step 3, For each group, the PointNet sub-layer of SA l generates a feature point for it, which is denoted by f h,i (0 ≤ i ≤ K l ). All the feature points set is denoted by
Step 4, If l < (H −1), for each point in S (h−1) , their dimensions are extended by the dimension adjustment sub-layer of layer l.
Step 5, Let l to be (l + 1), h to be (h − 1).
Step 6, If l < (H − 1) and h > 0, let N l = S h ∪ F h , K l = |M h |, C l = |f h,0 |, and go to Step 2.
Step 7, Stop. It should be stated that the feature points generated in layer l are essentially corresponding to the non-leaf nodes at level (H − (l + 1)) of the octree. So they are input to layer (l + 1) with the original points corresponding to the leaf nodes at level (H − (l + 1)). In addition, the last layer of OG-PointNet++ network only includes a PointNet sublayer, because the input of the last layer contains all the rest leaf nodes, whose dimensions has been adjusted at the penult layer. At the same time, the output of the PointNet sub-layer is feature points with the same dimensions. It can be seen that the lower level of the OG-PointNet++ network extracts the local features for the points with higher density, because the nodes with the deeper level are corresponding to the points with high density, which are processed by the low level of the OG-PointNet++ network.
For target classification, the top right corner of Fig. 4 illustrates the process. All the feature points generated by the last layer of the feature extraction are treated to be in the same group and input to a PointNet to be further processed to get the global feature for the point cloud. The global feature is a vector with the dimensions of C H , which is input to a fully connected network to obtain a k-dimensional vector for representing the score of each class.
For the semantic segmentation, the half bottom of Fig. 4 shows the process, which consists of several upper sampling layers denoted by US i . Each upper sampling layer contains a PointNet sub-layer and an interpolation sub-layers. All the feature points generated by the last set abstraction layer in the feature extraction are input to the PointNet sub-layer of the first layer US 0 . Here, the PointNet sub-layer is used to decrease the dimension of the point vector. Similar to PointNet++ [10] , the Point is essentially a one-by-one convolution in the CNN with three MPLs. And a few shared fully connected and ReLU (Rectified Linear Unit) layers are applied to update each point's feature vector. In the interpolation layer, the Nearest neighbor interpolation method is used for each point so as to make the number of the points be equal to that in the corresponding set abstraction layer. That is, the number of points output by the first up sampling layer is identical to that of the points input to the last set abstraction layer. The output of interpolation sub-layer in the last up sampling layer is a cloud point with the same scale with the original point cloud. After they are processed by the PointNet network behind the last up sampling layer, a matrix with the size of n × k is obtained, in which each element represents the category scores for a point.
V. EXPERIMENT AND ANALYSIS
In order to verify the effectiveness of the improvements in grouping for PointNet++, the classification and segmentation experiments are made respectively, and the efficiency analysis is also made in detail. All the experiments are conducted on Ubuntu 14.04, the programming language is Python2.7, the deep learning framework is TensorFlow1.2 (GPU version), and the GPU is GTX1080.
The feature extraction of OG-PointNet++ network uses 3 SA layers, the PointNet in one SA has 3 fully connected networks or MPLs. For description, the dimension of the output from the j th MPL in SA i is denoted by C i,j and the network parameters of the feature extraction are listed in Table 1 . In addition, the ReLU (Rectified Linear Unit) activation function and the 0-1 loss function are used in all the three layers. 
A. 3D OBJECT CLASSIFICATION
In this experiment, the dataset ModelNet40 is used to train the network and be the benchmark for evaluation. ModelNet40 has 12311 CAD models from 40 categories of man-made objects, among which there are 9843 models for training and 2468 samples for testing.
For classification, 1024 points were sampled uniformly from the grid surface of each CAD model for training. They are normalized within a unit sphere. The output of the feature extraction part is further processed by a PointNet to output a vector with 1024 dimensions. The vector is then input to a MLP to get the classification forecasting scores for k classes. It should be stated that a dropout layer with the dropout rate of 0.7 is add to the MLP to avoid over-fitting.
According to the experiment results, we compare the OG-PointNet++ with PointNet and PointNet++ in the aspects of the classification accuracy rate (CAR) as shown in Table 2 and the robustness to sampling density variation (RSDV ) as shown in Fig. 5 . 
1) CLASSIFICATION ACCURACY RATE
Iin Table 2 , PointNet++(with face normal) and OG-PointNet++(with face normal) indicate that they also use the face normal as an feature dimension besides the coordinate (x, y, z) of a point in the point cloud.
It can be seen from Table 2 that the classification accuracy rates of OG-PointNet++ in 2 cases are basically equal to those of PointNet++ in the 2 corresponding cases and have distinguished advantage over PointNet. It indicates that OG-PointNet++ can make classification for 3D objects as effective as PointNet++.
In theory, the CAR of OG-PointNet++ should be higher than that of PointNet++, Since OG-PointNet++ only needs to determine the maximum layers of the network or the depth of the octree according to the experiences. Once it is determined, the number of groups and the size of each group are determined just by the point cloud itself (scale and density) and the sparse issue can be addressed by the grouping method. While PointNet++ needs to determine the maximum layers and group points in each layer. Both MSG and MRG are used at each layer to solve the sparse issue. They depend on the number of centers and the value of the radius, which are based on experiences and may introduce more uncertainties than OG-PointNet++.
However, classification mainly depends on global feature, and the critical difference between the PointNet++ and OG-PointNet++ is the grouping method, which mainly affects the local features instead of global feature. So the improvement may not show its advantage in CAR of classification. Furthermore, it is possible that all the parameters in PointNet++ are good enough and grouping at each layer can make the classification accurate enough, consequently, it may perform slightly better than our PointNet++ under the same condition as shown in Table 2 . Nevertheless, small changes in parameters may lead to great changes in the result. Therefore, even PointNet ++ may be better than our OG-PointNet++ in certain situation, the OG-PointNet++ should be still superior to PointNet ++ in the network structure and CAR.
2) ROBUSTNESS TO SAMPLING DENSITY VARIATION
Data captured directly from the real world usually suffers from severe irregular sampling issue, which is usually shown as different point density. Robustness to sampling density variation can be measured by the CAR at different point density.
For illustrating the Robustness to sampling density variation of our OG-PointNet++, each CAD model in the testing set is preprocessed by dropping some points randomly to get the point cloud with different density. For this purpose, we sample 1024,768,512,256 and 125 points respectively for each model. And use the OG-PointNet++ trained in the objection classification to get the CAR at different density. Fig. 5 shows the CARs of PointNet, PointNet++(MRG), PointNet++(MSG), and OG-PointNet++ at different density. We can see that our OG-PointNet++'s RSDV is basically as good as those of PointNet++(MRG) and PointNet++(MSG). The CARs of the three decline by no more than 3% as point cloud density decreases (the number of the points decreases from 1024 to 256) or the sparsity increases. In contrast, the CAR of PointNet takes a sharp decline with the density decreasing.
B. SEMANTIC SEGMENTATION
In order to validate the effectiveness of our improvements on PointNet++, we conduct the object partial segmentation experiment and scene semantic segmentation experiment respectively. And comparative analyses are made in the aspects of accuracy of segmentation and RSDV respectively.
Similar to the feature extraction, each PointNet sub-layer in the segmentation network also has 3 fully connected networks or MPLs. But the related parameters are different from those in feature extraction, which are listed in Table 3 .
1) PARTIAL SEGMENTATION FOR 3D OBJECTS
The partial segmentation for 3D objects is essentially the semantic segmentation for 3D objects, whose basic task is to VOLUME 7, 2019 In the 3D object partial segmentation experiment, dataset ShapeNet is used to train the network and test the training result. It contains 16881 samples with 16 categories. These samples contain a total of 50 components and most categories have 2 to 5 components. In the training phase, 4096 points are randomly sampled from each sample, and in the test phase, all points of each sample are taken as input.
Since the partial segmentation can be defined as a point-bypoint classification problem, mIoU (the average IoU (Intersection over Union, it is also called overlap degree)) is a common evaluation index. For each part of the object in a category, its IoU is calculated by equation (2) .
where, TP, FP and FN represent the number of the true positive, false positive and false negative points respectively. The mIoU of the object is the average IoUs of all its parts. And the mIoU of a category is the average of the mIoUs of all the objects in it. Table 4 illustrates the mIoUs for all the categories in dataset ShapeNet when using PointNet, PointNet++, and OG-PointNet++ respectively, which shows that our OG-PointNet++ takes the best one. It further indicates our improvements on PointNet++ are reasonable. 
2) SCENE SEMANTIC SEGMENTATION
Based on the partial segmentation for 3D of objects, it is easy to use the OG-PointNet++ to realize scene segmentation by transforming the partial labels to the category tags. In order to validate the effectiveness, the experiments are conducted on the Stanford 3D Semantic Segmentation dataset, which is obtained by the Matterport 3D scanner and composed of 6 regions with 271 rooms. Each point is annotated with a category label. There are 13 categories of labels, which are chairs, tables, floors, walls, etc. (including the category ''Miscellaneous''). In order to train the point cloud in the dataset, each point cloud needs to be divided by the room firstly, and then each room needs to be divided into regions with the basal area of 1m * 1m. Next, 4096 points are randomly sampled from each region. At last, they are input to the OG-PointNet++ network to get the scene segmentation model. The training policy is similar to PointNet++.
In the testing phase, all points in the point cloud of each region are taken as input. Similar to partial segmentation, mIoU is used to evaluate the segmentation results. In addition, accuracy rate is also used in the evaluation. Table 5 shows the scene semantic segmentations from PointNet, PointNet++, and OG-PointNet++ respectively. It should be stated that the mIoU in Table 5 is the average IoU of the 13 categories in the Stanford 3D Semantic Segmentation dataset. And the accuracy rate is the ratio of the number of the points with correct category label to the number of all the points in the cloud point. Obviously, OG-PointNet++ is ahead of PointNet and PointNet++ in the aspects of average IoU and overall accuracy. The results agree with the theory. For clarity, the indoor scene semantic segmentation sketches for two instances are shown in Fig. 6 . The pictures in the first row are the two original inputs, the second, third and fourth row are the segmentations from PointNet, PointNet++ and OG-PointNet++ respectively, and the last row shows the correct segmentations (Ground Truth). It can be seen that our OG-PointNet++ is better than PointNet and PointNet++.
3) ROBUSTNESS TO SAMPLING DENSITY VARIATION
In order to check whether the OG-PointNet++ is robust to sampling density variation in semantic segmentation, the experiments are conducted on the uniform test set and the non-uniform test set respectively. The uniform test set is generated by sampling 4096 points evenly from each sample in the test set, and the non-uniform test set is generated by sampling 4096 points randomly from each test sample. Fig. 7 shows the segmentation accuracy rates of PointNet, PointNet++(MSG), PointNet++(MRG), and OG-PointNet++ on the two test sets respectively.
It can be seen from the Fig. 7 that all the segmentation accuracy rates on the non-uniform test set is lower than those on the uniform test set. For OG-PointNet++, the segmentation accuracy rates on both test sets are at a relative high level and better than those from PointNet and PointNet++. Although the accuracy rate on the non-uniform test set is 5.2% lower than that on the non-uniform test set, it ranks only second to the PointNet++ (MSG)'s 5% decline and is much lower than the PointNet++ (MRG)'s 6.7% decline. It indicates that OG-PointNet++ is robust to sampling density variation as PointNet++. 
C. COMPUTATION OVERHEADS ANALYSIS
From a qualitative point of view, the computation overhead of OG-PointNet++ is obviously better than that of PointNet++. For one thing, only one grouping operation is needed in OG-PointNet++, and it can be done in advance, which will decrease the time cost of the feature extraction greatly. In contrast, the grouping should be done at each layer in PointNet++, and it inevitably costs much more time. For the other, the dimension adjustment operations in OGPointNet++ can basically offset the sampling operations in PointNet++, since the operations in dimension adjustment are relative simple.
From a quantitative perspective, the computation overhead can be evaluated by the number of floating-point operations (FLOPs). And the computation cost of PointNet, PointNet++ (MSG), PointNet++ (MRG), and OG-PointNet++ are shown in Table 6 . It should be noted that the unit of FLOP is million. Obviously, the FLOPs of OG-PointNet++ is much less than those of PoinNet and PointNet++. In addition, the octree based grouping can determine the number of groups and the size of each group in advance, which is distinctly better than MSG and MRG in PointNet++, because the latter two have some uncertainties, which may further impact the accuracy rate and computation overhead.
VI. CONCLUSION
In order to process the point cloud directly and effectively, an improved network structure OG-PointNet++ is proposed on PointNet and PointNet++. The OG-PointNet++ uses the common three-dimensional data structure of the octree to divide the three-dimensional space and makes that only one grouping is needed. Since the grouping is done before the points are input to the network, the number of groups and the size of each group can be determined in advance. Furthermore, the hierarchy of the octree makes the grouping naturally correspond to each layer of the network, which makes it unnecessary to use many empirical parameters and group points at each layer. Meanwhile, the grouping based on the unbalanced octree can reasonably reflect the density variation of the point cloud, so the sparsity issue can be solved effectively. The experiments on 3D objects classification and semantic segmentation are made to validate the correctness and the effectiveness of the OG-PointNet++. The experiment results indicate that the OG-PointNet++ not only has some advantages over PointNet and PointNet++ in CAR, but also has robustness in point cloud density variation. In addition, both qualitative and quantitative analyses show that our OG-PointNet++ can effectively reduce the computation cost. QIXUAN CAO is currently pursuing the master's degree with the School of Computer and Communication Engineering, University of Science and Technology Beijing, China. His research interests include network security, software-defined networks, and machine learning.
