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1 Introduction
Multinomial logit [MNL] models (McFadden, 1973) are the most popular models to de-
scribe multinomial choices in empirical research. The main reason for this is that the
MNL model yields closed-form expressions for choice probabilities and marginal effects.
Moreover, its log-likelihood function is well-behaved. A serious drawback of the multi-
nomial logit model is, however, the implied Independence of Irrelevant Alternatives [IIA]
assumption (Ray, 1973). IIA implies that the odds ratio of two alternatives is not influ-
enced by the characteristics of any other alternative. In case IIA does not hold, the MNL
model is misspecified and its estimation results should not be used. As an alternative
one may resort to more complex models like the Multinomial Probit [MNP] (Thurstone,
1927; Hausman and Wise, 1978), Nested Logit (McFadden, 1978; Ben-Akiva and Lerman,
1985) or the Mixed Logit model (McFadden and Train, 2000). Testing whether the MNL
is well specified is important for applied research.
There are not so many tests available for misspecification in MNL models. The existing
tests are based on the idea that deleting an alternative from the choice set should not affect
the parameters. McFadden et al. (1977) were the first to suggest such a test. However,
their Likelihood Ratio [LR] based test for the difference between parameters estimated
on a full set of alternatives versus estimates based on a reduced set, suffers from severe
size distortion. This size distortion is corrected in the LR test proposed by Small and
Hsiao (1985), by estimating the parameters of the model with fewer alternatives on only
a subset of the data. The most often applied test is the Hausman and McFadden (1984)
test. This test amounts to deleting an alternative and testing whether the parameters
stay the same using a Hausman (1978) type test.
For all existing tests one has to decide which categories to remove. In practice, re-
searchers often perform several tests each time deleting different alternatives but this leads
to difficulties controlling the size of the test procedure. For the Small and Hsiao (1985)
test one additionally has to split the sample randomly in 2 parts, which implies that the
test is not reproducible unless one uses a random seed and the same software. It is our
aim to solve these drawbacks.
We propose two alternative tests for misspecification in MNL models. Both tests use
the fact that if the MNL specification holds, the preferences across each binary pair of
alternatives can be described by a binary logit model, see e.g. Wooldridge (2002, p. 498).
This result is a direct consequence of the IIA property of the model.
For our first test we estimate the parameters of the MNL model using a composite
likelihood [CL] function (Lindsay, 1988) based on a set of choice pairs. Under the null
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hypothesis of a correctly specified model, the corresponding CL estimator [CLE] is consis-
tent but not efficient (Varin et al., 2011). As the Maximum Likelihood estimator [MLE]
is both consistent and efficient under the null hypothesis, we can construct a Hausman
(1978) type test for misspecification in the MNL model. For our second approach we
construct moments conditions based on choice pairs and estimate the parameters of the
MNL using General Methods of Moments [GMM]. As in general there are more pairs
than categories, we can use a GMM test for overidentification (Hansen, 1982) to test for
misspecification in the specification of the choice probabilities.
Both new tests have practical advantages over the existing tests for misspecification:
one does not have to split the sample and the testing procedure does not involve the
researcher’s decision on which alternative to remove.
To investigate the size and power properties of our new tests in comparison to the
Hausman and McFadden and Small and Hsiao tests, we conduct a Monte Carlo experi-
ment. The results show that the Hausman (1978) type tests have size distortions even in
relatively large samples, while the Small and Hsiao (1985) and especially our GMM test
for overidentification have very accurate empirical size. With respect to power, the GMM
test using all choice pairs has in general best power against a wide range of alternatives
(multinomial probit, nested logit, and mixed logit). We would recommend using this test
in applied research.
As a byproduct we show that the CLE and the GMM pairwise estimators perform quite
well in small samples. Their empirical bias is small and there is little loss in efficiency
compared with standard Maximum Likelihood estimation. This result is very useful,
especially if one wants to model the choice among many alternatives. The maximization
of the full likelihood function can be quite demanding in those cases. The computation of
the choice probabilities may give numerical problems as the smallest choice probabilities
may get very small and the denominator of the MNL probability specification contains
a large sum of exponential terms. In contrast, the computation of the GMM objective
function and the composite likelihood function remains feasible when the dimension of
the choice set increases.
The outline of this paper is as follows. In Section 2 we discuss parameter estimation
of MNL models using maximum likelihood, composite likelihood using choice pairs, and
choice-paired based GMM. Furthermore, existing and new test for misspecificaton in
MNL models are discussed. Section 3 analyses the size and power properties of the
misspecification tests and the small sample properties of the estimators. Finally, Section 4
concludes.
3
2 Theory
Section 2.1 introduces the MNL model and highlights the IIA property and the fact that
preferences across binary pairs follow binary logit models in case the model is correctly
specified. Section 2.2 deals with parameter estimation where we focus on using choice
pairs in a CL approach and a GMM approach. Finally, Section 2.3 discusses existing
misspecification test for the MNL model as well as our newly proposed tests.
2.1 MNL model
Consider a multinomial logit [MNL] model for the random variable Yi ∈ {1, . . . , J} with
J > 2
Pr[Yi = j|xi, wi] =
exp(β0,j + x
′
iβ1,j + w
′
ijγ)∑J
l=1 exp(β0,l + x
′
iβ1,l + w
′
ilγ)
(1)
for j = 1, . . . , J and i = 1, . . . , N , where xi is a kx-dimensional vector of individual-specific
explanatory variables and wij a kw-dimensional vector of alternative- and individual-
specific variables with wi = (wi1, . . . , wiJ). The J β0 parameters represent the intercept
parameters and the kx dimensional β1,j parameters and kw dimensional γ parameter vector
describe the effect of the x and w on the choices, respectively. Hence, the model is a mix
of a conditional logit model (McFadden, 1973) and the strict multinomial logit model
(Theil, 1969). For parameter identification we impose β0,J = 0 and β1,J = 0.
It is easy to derive that the odds ratio between choosing j and m is given by
Pr[Yi = j|xi, wi]
Pr[Yi = m|xi, wi] =
exp(β0,j + x
′
iβ1,j + w
′
ijγ)
exp(β0,m + x′iβ1,m + w
′
imγ)
, (2)
which clearly does not depend on characteristics of the other alternatives (unequal to
j and m). Hence, the MNL specification implies IIA, see Ray (1973) for a discussion.
Another property of the MNL model which follows directly from the odds ratio (2) is that
the probability that Yi = j conditional on Yi ∈ {j,m} follows a binary logit specification,
that is,
Pr[Yi = j|Yi ∈ {j,m}, xi, wi]
=
exp((β0,j − β0,m) + x′i(β1,j − β1,m) + (wij − wim)′γ)
1 + exp((β0,j − β0,m) + x′i(β1,j − β1,m) + (wij − wim)′γ)
(3)
see, for example, Wooldridge (2002, p. 498). This property holds for all pairs j and m
given that the MNL is the true model. The probabilities in (3) can be used for parameter
estimation as well as for model misspecification testing.
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2.2 Parameter estimation
Before we turn to our misspecification test, we first consider 3 ways to estimate the
parameters of the MNL model (1).
Maximum Likelihood
The standard way to estimate the parameters of the MNL model is to use maximum
likelihood. Given observed choices y1, . . . , yN , the log-likelihood function equals
`MNL(θ) =
N∑
i=1
J∑
j=1
I[yi = j] ln Pr[Yi = j|xi, wi], (4)
where θ = (β0,1, . . . , β0,J−1, β1,1, . . . , β1,J−1, γ), Pr[Yi = j|xi, wi] is given in (1) and where
I[·] is an indicator which equals 1 when the argument is true and 0 otherwise. When
the model is correctly specified, the ML estimator θˆML is consistent and asymptotically
efficient. It is of course also possible to use a method of moments estimator based on the
difference I[yi = j]− Pr[Yi = j|xi, wi] for all i and j, although this may lead to efficiency
loss, see, for example, Lee (1996, Section 5.3).
Composite Likelihood
Another way to estimate the parameters is to make use of the binary logit specifications
in (3). When we, for example, consider the pairs of alternatives j and J for j = 1, . . . , J−1
we can identify all model parameters given a data set. A possible way to estimate the
parameters is to use a composite likelihood approach (Lindsay, 1988). The CL function
can be composed by conditional probabilities (3) for all pairs {j, J} (see, for example,
Molenberghs and Verbeke, 2005) resulting in
`CL(θ) =
N∑
i=1
`i,CL(θ) =
N∑
i=1
J−1∑
j=1
`ij,CL(θ)
=
N∑
i=1
J−1∑
j=1
I[yi ∈ {j, J}]
(
I[yi = j] ln Pr[Yi = j|Yi ∈ {j, J}, xi, wi]
+ I[yi = J ] ln(1− Pr[Yi = j|Yi ∈ {j, J}, xi, wi])
)
,
(5)
where Pr[Yi = j|Yi ∈ {j,m}, xi, wi] is given in (3). The CLE, θˆCL, maximizes (5) and is
consistent but less efficient than the MLE, see Varin et al. (2011). As shown by Varin
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et al. (2011) the asymptotic covariance matrix can be estimated using the Godambe (1960)
information matrix and equals
VCL(θˆCL) =
(
−HCL(θˆCL)
(
JCL(θˆCL)
)−1
HCL(θˆCL)
)−1
(6)
with
HCL(θˆCL) =
1
N
N∑
i=1
J−1∑
j=1
∇`ij,CL(θˆCL)∇`ij,CL(θˆCL)′ (7)
and
JCL(θˆCL) =
1
N
N∑
i=1
∇`i,CL(θˆCL)∇`i,CL(θˆCL)′, (8)
where∇`ij,CL(θˆCL) and∇`i,CL(θˆCL) denote the first-order derivatives of the corresponding
composite log-likelihood contributions in (5) with respect to θ evaluated at the composite
likelihood estimator. A CL estimation approach was successfully used by Bel et al. (2018)
to estimate the parameters of large-dimensional multivariate binary logit models instead
of MNL models.
Generalized Method of Moments
The conditional probabilities in (3) can also be used to construct moment conditions and
estimate the parameters using GMM (Hansen, 1982). If we again take all pairs {j, J}
for j = 1, . . . , J − 1 we can construct exactly enough moment conditions to identify all
parameters using the moment conditions
E
[
(I[yi = j]− Pr[Yi = j|Yi ∈ {j, J}, xi, wi])Zij
]
= 0, for all i where yi ∈ {j, J}, (9)
for j = 1, . . . , J − 1, where Zij = (1, x′i, (wij − wiJ)′)′. Note that we have to condition on
yi ∈ {j, J}. We can rewrite the moment condition such that it holds for all observations,
that is,
E
[
(I[yi = j]− Pr[Yi = j|Yi ∈ {j, J}, xi, wi])ZijI[yi ∈ {j, J}]
]
= 0. (10)
In total we have p = (J − 1)(kx + 1 + kw) moment conditions. If kw 6= 0 and J > 2 these
conditions overidentify the γ parameters. The other parameters are exactly identified by
these conditions. The GMM estimator follows from minimizing
G(θ) =
(
1
N
N∑
i=1
mi(θ)
)′
S
(
1
N
N∑
i=1
mi(θ)
)
, (11)
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with respect to θ, where mi(θ) is a p-dimensional vector containing the sample analogue
of the argument of the expectation in (10) for observation i and S is a (p × p) positive
definite weighting matrix. The optimal weighting matrix Sopt is given by the inverse
covariance matrix of the moment conditions. In practice one can replace this matrix by
an estimate. The resulting GMM estimator θˆGMM is consistent when the MNL model is
the true model but may suffer from some efficiency loss with respect to the ML estimator.
The asymptotic covariance matrix of the GMM estimator with optimal weight matrix can
be estimated by
VGMM(θˆGMM) =
1
N
(
(∇
N∑
i=1
mi(θˆGMM))Sˆopt(∇
N∑
i=1
mi(θˆGMM))
)−1
, (12)
where ∇∑Ni=1mi(θˆGMM) denotes the first-order derivative of the moment conditions with
respect to θ evaluated in the GMM estimator and
Sˆopt =
(
1
N
N∑
i=1
mi(θˆGMM)mi(θˆGMM)
′
)−1
, (13)
see Hansen (1982) for details.
For the discussed CL and GMM estimators we took J − 1 pairs, all including the final
choice J , to estimate the parameters. In general you can take any J−1 pairs as long as all
relevant parameters are identified. The covariance of the estimator of course depends on
the chosen pairs. As a rule of thumb, for large N it is probably best to choose choice pairs
which have equal sample frequencies as the asymptotic covariance matrix of the binary
logit model is roughly proportional to the inverse of the logit probability times 1 minus
the logit probability which is smallest for probabilities equal to 1
2
. As a practical rule
we therefore recommend to relabel the Yi variables according to their sample frequencies
(small to large) and the take J − 1 consecutive pairs, that is, the pairs {j, j + 1} for
j = 1, . . . , J − 1 based on the relabeled Y .
To increase efficiency it is possible to take more than J − 1 pairs or even all possible
pairs. This choice yields over-identifying restrictions for the β0 and β1 parameters. Again,
note that we in general already have overidentifying restrictions for the γ parameters even
in case we use J − 1 pairs.
2.3 Testing for misspecification
The structure of the MNL model leads to the IIA property. A famous test for misspecifi-
cation of the MNL model is the Hausman (1978) type test for IIA proposed in Hausman
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and McFadden (1984). For this test, we first delete one (or more choice alternatives) and
estimate the model parameters for the remaining alternatives. Similar to the results in (3)
one can show that the resulting model is also an MNL model parameterized by a subset of
the parameters of the full MNL when the MNL is the true model. The estimator for the
limited data set is again consistent but less efficient compared with the full model which
uses more information. Let θˆr denote the ML parameter estimate where one or more
alternatives are deleted and θˆf the ML estimates of the same set of parameters based on
the all choice alternatives (hence θˆf is a subset of θˆML). Let VML,r(θˆf ) and VML(θˆf ) be
the corresponding estimates of the covariance matrix of the estimator. The Hausman test
is given by
H = (θˆf − θˆr)′(VML,r(θˆr)− VML(θˆf ))−1(θˆf − θˆr). (14)
Under the null hypothesis, the test statistic asymptotically has a χ2 distribution where
the degrees of freedom is equal to the number of parameters in θˆr. Large values of the
test statistic imply misspecification and hence rejection of IIA and the MNL model.
An alternative likelihood ratio-based test is proposed by Small and Hsiao (1985) who
improve upon the incorrectly sized LR test of McFadden et al. (1977). The idea of this
test is to additionally divide the sample of N observations randomly in (asymptotically
equal) parts with N1 and N2 observations, such that N1 + N2 = N . First one estimates
the parameters of the MNL model for all alternatives on both subsamples separately
resulting in θˆ
(1)
ML and θˆ
(2)
ML. Next, one deletes one or more of the alternatives and uses
only the second subsample (N2 observations) to compute the corresponding maximum
likelihood estimator θˆ
(2)
r . The loglikelihood function corresponding to the N2 sample is
denoted by `
(2)
ML(·). The Likelihood Ratio statistic is now given by
SH = −2× (`(2)ML(θˆ(12)ML)− `(2)ML(θˆ(2)r )), (15)
where θˆ
(12)
ML =
√
1/2θˆ
(1)
ML + (1−
√
1/2)θˆ
(2)
ML. The Small and Hsiao (1985) test is asymptot-
ically χ2 distributed with the dimension of θr as degrees of freedom. Again large values
of the test statistic means rejection of IIA.
A disadvantage of the above mentioned test procedures is that one has to decide which
alternative(s) to delete from the choice set. For the SH test the additional disadvantage is
that the conclusion may depend on the chosen split of the data. In this paper we propose
two new tests for misspecification in the MNL model using the choice pairs approach.
These tests solve both mentioned disadvantages of the existing tests. A drawback of the
new tests is perhaps that one has to decide which pairs to use, but one can always take
all pairs in case one does not want to make this decision.
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Our first test is based on the composite likelihood approach. Let θˆML denote the
maximum likelihood estimator and θˆCL the composite likelihood estimator with estimated
covariance matrix VML(θˆML) and VCL(θˆCL), respectively. VCL(θˆCL) is given in (6) and
VML(θˆML) is the regular covariance matrix estimate of an ML estimator for the MNL
model. Under the null hypothesis that the MNL is the true model, both estimators are
consistent but only the ML estimator is efficient. We can therefore again use a Hausman
type test. We propose
Q1 = (θˆML − θˆCL)′(VCL(θˆCL)− VML(θˆML))−1(θˆML − θˆCL). (16)
The test statistic is asymptotically χ2 distributed with (J − 1)(kx + 1) + kw (dimension
of θ) degrees of freedom. Note that this test can already be performed in case one only
takes J − 1 pairs in the composite likelihood function but can also be applied for more
pairs. In the Monte Carlo experiments below we will analyze whether taking more pairs
leads to a higher power of the test.
The second test is a variant of the standard GMM overidentification test. In case
one takes J − 1 pairs to estimate the model parameters of the MNL model one has
(J − 1)(kx + 1) + (J − 1)kw moment restrictions for (J − 1)(kx + 1) + kw parameters. In
case (J − 2)kw > 0 and the MNL is the true model, we have that
Q2 = G(θˆGMM) asy∼ χ2((J − 2)kw), (17)
where G(θ) is given in (11) with S replaced by (13). When J ≤ 2 and/or kw = 0 there
is no overidentification (Q2 = 0) and one has to use more than J − 1 pairs to apply the
test. It is of course always possible to take more than J − 1 pairs when J > 2. The
overidentification test can then be used even if kw = 0, the correct degrees of freedom can
easily be obtained as the number of overidentifying moment conditions. Again we will use
a Monte Carlo experiment to analyze whether taking more pairs results in better power
properties of the test.
The above mentioned tests are designed to test for general types of misspecification of
the MNL model and are often referred to as test for IIA. Multinomial discrete choice mod-
els in which IIA does not automatically hold are, for example, multinomial/conditional
probit models (Hausman and Wise, 1978), nested logit models (McFadden, 1978) and
mixed logit models (McFadden and Train, 2000). It is of course also possible to compare
the MNL model directly with these alternatives although in practice one may not want
to estimate the parameters of the more complex models such as MNP due to the compu-
tational burden, (see, for example, Geweke et al., 1994). Furthermore, it is our explicit
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goal to construct general tests which have power against several alternative discrete choice
model specifications.
In the next section we conduct a Monte Carlo experiment to analyze the size and
power of our newly proposed tests in comparison to the two often applied existing tests.
3 Monte Carlo Study
This section discusses a Monte Carlo study to determine the empirical size and power of
the proposed test (16) and (17). In Section 3.1 we discuss the data generation processes
we use. Section 3.2 deals with the (small) sample properties of the proposed CL (5) and
GMM estimators (11) using choice pairs. In Section 3.3 we analyze the empirical size of
the misspecification tests. Finally, in Section 3.4 we perform a power study of our tests.
3.1 Data Generating Process
We consider a Data Generating Process [DGP] for the choice among 4 alternatives. The
general setup is given by specifying the utility for the J = 4 choice options
uij = β0,j + x
′
iβ1,j + w
′
ijγ + ηij + εij, (18)
for j = 1, . . . , 4 with β0,4 = 0 and β1,4 = 0 where εi = (εi1, . . . , εi4)
′ and ηi = (ηi1, . . . , ηi4)′
are random terms. Discrete choices are generated according to
yi = j if uij > uik for all k 6= j (19)
We again collect all parameters in θ = (β0,1, . . . , β0,3, β1,1, . . . , β1,3, γ)
′.
For the exogenous variables we specify wij ∼ NID(0, Ikw) and xi ∼ N(0, Ikx), where
kw = kx = 1. We consider six different DGPs. The first one is a regular MNL specification
which allows us to validate the empirical size of the misspecification tests. This DGP is
also used to study the small sample properties of the composite likelihood and GMM
estimator for a correctly specified model. The remaining five DGPs are alternatives to
the MNL specification where the error terms have normal or generalized extreme value
distributions. We use iEV to denote the (independent) extreme value distribution and
GEV to denote the Generalized Extreme Value distribution which induces dependence
across alternatives. Together these alternatives represent a wide variety of deviations from
IIA. In each DGP we make sure that the ordering of the alternatives is not informative,
if necessary we make use of random permutations to ensure this. This also makes our
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results insensitive to our choice of deleting the first choice category in the Hausman and
McFadden (1984) and Small and Hsiao (1985) tests. The DGPs are given by
1. MNL: θ ∼ N(0, 0.25I7), ηi = 0 and εij ∼ iEV
2. MNP: θ ∼ N(0, 0.25I7), ηi = 0 and εi ∼ N(0, pi2/6× I4)
3. MNP: θ ∼ N(0, 0.25I7), ηi = 0 and εi ∼ N(0, pi2/6 × Σ) with Σ a diagonal matrix
containing the values (2, 2/3, 3/2, 1/2) in random order.
4. MNP: θ ∼ N(0, 0.25I7), ηi = 0 and εi ∼ N(0, pi2/6×Σ) where we take for Σ random
permutations of the matrix
1 0.5 0.5 −0.5
0.5 1 0.5 −0.5
0.5 0.5 1 −0.5
−0.5 −0.5 −0.5 1
 .
5. Mixed Logit (intercepts only): θ ∼ N(0, 0.25I7), ηi ∼ N(0, pi2/6 × Σ) with Σ as in
DGP 4 and εij ∼ iEV .
6. Nested Logit: θ ∼ N(0, 0.25I7), ηi = 0 and εi ∼ GEV with 2 clusters of size 2 with
as τ parameters a random permutation of (
√
0.2,
√
0.8).
We consider sample sizes N = 400, 1, 000, 4, 000 and 10, 000. In each replication of our
Monte Carlo study we draw a new value for the θ parameters and hence we cover a broad
range of different distributions of choices over the 4 categories. To prevent numerical
problems in computing the covariance matrix for the GMM estimator in the case where
we take all pairs, we impose that there are at least 25 observations in every choice category.
3.2 Empirical Bias and Variance
We start with an analysis of the small sample performance of the proposed estimators. We
take DGP 1 from the previous section and compute the small sample bias and variance
of the regular ML estimator of the MNL model and compare it with the alternative
estimators which were proposed in Section 2.2. The alternative estimators include the
composite likelihood estimator and the GMM estimator, where we take different choices
for the (number of) pairs.
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Table 1: Bias and RMSE, multiplied by 100, of the ML, pairwise CL & pairwise GMM
estimators of the parameters of an MNL model (10,000 replications) for DGP 1.a
Sample size N = 400 N = 1, 000 N = 4, 000 N = 10, 000
Estimator Specificationb Bias RMSE Bias RMSE Bias RMSE Bias RMSE
ML MNL 0.25 5.38 0.20 2.13 0.05 0.52 0.03 0.21
CL 3 pairs 0.31 6.33 0.15 2.46 0.06 0.60 0.04 0.24
CL 3 sorted pairs 0.31 6.86 0.19 2.65 0.05 0.65 0.03 0.25
CL all pairs 0.26 5.65 0.21 2.22 0.05 0.54 0.04 0.22
GMM 3 pairs 0.67 6.87 0.10 2.53 0.08 0.60 0.04 0.24
GMM 3 sorted pairs 0.32 7.41 0.20 2.71 0.05 0.65 0.03 0.25
GMM all pairs 0.31 7.64 0.37 2.54 0.05 0.55 0.05 0.21
a The table displays 100 times the square root of the average bias squared (20) and 100 times the average
RMSE (21).
b In case of 3 pairs the pairs (1, 4), (2, 4) and (3, 4) are considered. Sorted pairs corresponds to the pairs
(1, 2), (2, 3) and (3, 4), after sorting the alternatives on choice frequency.
Table 1 displays (100×) the small sample bias, which is defined as
Bias =
√√√√ 1
K
K∑
k=1
(
1
R
R∑
r=1
(θˆ
(r)
k − θ(r)k )
)2
, (20)
where K = 7 denotes the number of parameters, R = 10, 000 the number of replications,
and θˆ
(r)
k and θ
(r)
k denote the estimated and true value of the kth parameter in the rth
replication, respectively. In words, the bias is 100 times the square root of the average
bias squared. The table also shows (100×) the root mean squared error [RMSE], defined
as
RMSE =
√√√√ 1
KR
K∑
k=1
R∑
r=1
(
(θˆ
(r)
k − θ(r)k )−
1
R
R∑
r=1
(θˆ
(r)
k − θ(r)k )
)2
. (21)
Note that the formulas are different than usual due to the fact that we have different true
parameters across the replications.
For the choice of the pairs in the CL and GMM method we consider three options.
The first option, named “3 pairs”, uses the pairs (1,4), (2,4), and (3,4). Note that, due to
the setup of the DGP, there is no information in the ordering of alternatives. The second
option first sorts the alternatives according to their overall choice proportion and next
creates consecutive pairs. We label this option as “3 sorted pairs”. In the final option we
use all pairs, with 4 alternatives this implies the use of 6 pairs.
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Due to the scaling in the table, all values have to be divided by 100 to make them
comparable with the values of the parameters. We first focus on the sample size of 10,000.
The best estimator is the regular Maximum Likelihood estimator with the smallest average
bias and the smallest RMSE. The bias in the other estimators is however also quite small.
For the CL and GMM estimators, the sorted pairs approach has a slighty smaller average
bias than the unsorted pairs or all pairs approach. The RMSE is however slightly higher.
Taking all pairs leads to smaller RMSE but the average bias increases a bit.
For smaller sample sizes the ML estimator still has, as expected, smaller average bias
and RMSE than the other estimators. For all methods, the bias and RMSE increase
when the sample size gets smaller. In general the average bias and RMSE seem to be
a bit smaller in the CL approach than in the GMM approach. For the CL estimator
the RMSE is in general smallest when all pairs are used. For the GMM approach the 3
unsorted pairs seem to provide the smallest RMSE. It is somewhat surprising that the
use of additional (valid) moment conditions does not pay off. This result is probably due
to the fact that estimating the optimal weighting matrix is less accurate in small samples.
Furthermore, taking sorted pairs is not always better than just taking unsorted pairs.
This may be due to the fact that in small samples some of the sorted pairs may have little
observations (both categories may have a low choice frequency).
We analyze the small sample distribution of the several estimators using the results in
Table 2. The table reports the empirical size of a joint Wald test for the parameters being
equal to their true value. In general the empirical size is very close to the asymptotically
theoretical size. There is some size distortion for N ≤ 1, 000 when applying the GMM
estimator with all pairs. Again this is mainly due to the fact that the estimation of the
covariance matrix of the moment conditions is inaccurate in small samples. This leads to
suboptimal weighting of the moment conditions.
In sum, the small sample average bias and RMSE of the CL estimators and GMM
estimators are larger than for the Maximum Likelihood approach but the differences are
in general quite small. This especially holds for CL when all pairs of alternatives are used.
Furthermore, the simulation experiments suggest that the small sample distribution of the
estimators is close to normal. Using all pairs in a GMM context in small sample sizes may
lead to size distortions. This is probably due to a poor estimation of the optimal weighting
matrix when there is only a limited number of observations for some pairs. In general,
the results suggest that both the CL estimator and the GMM estimator can actually be
used as an alternative to the ML estimator. In practice this may be very useful. GMM
and CL provide an easy way to estimate the parameters of a MNL model in case the
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Table 2: Empirical size of a Wald test statistic for the parameters of an MNL
model (10,000 replications) for DGP 1.a
Sample size N = 400 N = 1, 000 N = 4, 000 N = 10, 000
Estimator Specificationb 10% 5% 10% 5% 10% 5% 10% 5%
ML MNL 0.09 0.05 0.10 0.05 0.10 0.05 0.10 0.05
CL 3 pairs 0.10 0.05 0.10 0.05 0.10 0.05 0.10 0.05
CL 3 sorted pairs 0.09 0.05 0.10 0.05 0.10 0.05 0.10 0.05
CL all pairs 0.09 0.05 0.10 0.05 0.10 0.05 0.09 0.05
GMM 3 pairs 0.12 0.06 0.10 0.05 0.10 0.05 0.10 0.05
GMM 3 sorted pairs 0.12 0.06 0.11 0.06 0.10 0.05 0.10 0.05
GMM all pairs 0.30 0.22 0.20 0.13 0.13 0.07 0.11 0.06
a The null hypothesis is that all parameters are equal to their true value. The table displays
the empirical size when using asymptotically 10% and 5% valid critical values.
b In case of 3 pairs the pairs (1, 4), (2, 4) and (3, 4) are considered. Sorted pairs corresponds
to the pairs (1, 2), (2, 3) and (3, 4), after sorting the alternatives on choice frequency.
number of choice alternatives is large. For large number of alternatives the evaluation of
the MNL probabilities may give numerical problems due to the high number of exponent
terms in the denominator and/or due to the fact that some choice probabilities get close
to zero. Such probabilities do not have to be calculated for our proposed GMM and CL
estimators.
3.3 Empirical Size of Misspecification Tests
In this section we use DGP 1 to analyze the empirical size of our misspecification tests.
We apply the Small and Hsiao (1985) and Hausman and McFadden (1984) test with first
category deleted next to our two new tests. As the McFadden et al. (1977) test is well
known to be biased and is hardly applied in practice, we do not consider this test in our
simulation study.
Cheng and Long (2007) performed an extensive study on the size of the Small and
Hsiao (1985) and Hausman and McFadden (1984) tests and notice several size distortions.
The same was observed by Fry and Harris (1996). It is not our goal to replicate their
results but to compare the performance of our newly proposed tests with the existing
tests.
Table 3 reports the empirical size of the misspecification tests under consideration
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Table 3: Empirical size of several tests for misspecification in MNL specifications based on DGP 1
(10,000 replications)a.
Sample size N = 400 N = 1, 000 N = 4, 000 N = 10, 000
Estimator Type Testb Specificationc 10% 5% 10% 5% 10% 5% 10% 5%
MNL Hausman without cat. 1 0.19 0.15 0.19 0.15 0.15 0.11 0.13 0.08
ML Small/Hsiao without cat. 1 0.12 0.07 0.10 0.06 0.10 0.05 0.10 0.05
CL-ML Hausman 3 pairs 0.11 0.09 0.14 0.11 0.16 0.12 0.15 0.11
CL-ML Hausman 3 sorted pairs 0.16 0.13 0.17 0.14 0.16 0.12 0.15 0.10
CL-ML Hausman all pairs 0.04 0.03 0.09 0.08 0.18 0.15 0.18 0.14
GMM Overidentification 3 pairs 0.10 0.05 0.10 0.05 0.10 0.05 0.10 0.05
GMM Overidentification 3 sorted pairs 0.10 0.05 0.10 0.05 0.10 0.05 0.11 0.05
GMM Overidentification all pairs 0.09 0.04 0.10 0.05 0.10 0.05 0.10 0.05
a The table displays the empirical size when using asymptotically valid 10% and 5% critical values.
b The Hausman test in ML, the Small/Hsiao test in ML, the Hausman test for CL/ML and the GMM test are given
in (14), (15), (16) and (17), respectively.
c In case of 3 pairs the pairs (1, 4), (2, 4) and (3, 4) are considered. Sorted pairs corresponds to the pairs (1, 2), (2, 3)
and (3, 4), after sorting the alternatives on choice frequency.
for different sample sizes. The first thing we notice from the table is that only the
misspecification tests using overidentification restrictions in the GMM approach (17) are
correctly sized for all sample sizes. The Small and Hsiao test (15) only has little size
distortion for the smallest sample size. All Hausman based tests show large size distortions
for samples size of 4,000 and smaller. This holds for the regular test in the Maximum
Likelihood approach as well as the test for the difference in estimates between the ML
and CL estimator (16).
3.4 Power of Misspecification Tests
Fry and Harris (1996) conclude that the power of the regular IIA tests are relatively poor
in small samples. In this section we check whether the power for our newly proposed test
are better. Table 4 displays the power of the test for DGPs 2-6 defined in Section 3.1. As
some of our tests have size distortions we report size corrected power. In other words, we
obtain the critical values as percentiles of the test statistics generated under DGP 1 as
discussed above.
DGPs 2 to 4 correspond to MNP models, where the only difference is the covariance
matrix of the random part of the utilities. As expected the power of the misspecification
tests is in general higher in case the covariance matrix is different from a scaled identity
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Table 4: Empirical power (size corrected) of several tests for misspecification in MNL specifications (10,000
replications; best performing test in bold)a.
Sample size N = 400 N = 1, 000 N = 4, 000 N = 10, 000
Estimator Type Testb Sign. level 10% 5% 10% 5% 10% 5% 10% 5%
DGP 2 (Homoskedastic MNP without correlation)
ML Hausman without cat. 1 0.09 0.05 0.10 0.05 0.15 0.08 0.28 0.18
ML Small/Hsiao without cat. 1 0.10 0.05 0.11 0.05 0.12 0.06 0.14 0.08
CL-ML Hausman 3 pairs 0.10 0.05 0.11 0.05 0.11 0.05 0.27 0.14
CL-ML Hausman 3 sorted pairs 0.09 0.04 0.09 0.05 0.13 0.06 0.28 0.15
CL-ML Hausman all pairs 0.09 0.05 0.14 0.09 0.46 0.36 0.71 0.64
GMM Overidentification 3 pairs 0.12 0.06 0.14 0.09 0.23 0.16 0.36 0.27
GMM Overidentification 3 sorted pairs 0.13 0.07 0.16 0.09 0.28 0.19 0.43 0.35
GMM Overidentification all pairs 0.13 0.07 0.15 0.08 0.28 0.19 0.49 0.39
DGP 3 (Heteroskedastic MNP without correlation)
ML Hausman without cat. 1 0.13 0.06 0.23 0.11 0.61 0.51 0.81 0.76
ML Small/Hsiao without cat. 1 0.11 0.06 0.14 0.07 0.24 0.16 0.38 0.30
CL-ML Hausman 3 pairs 0.15 0.07 0.20 0.09 0.49 0.35 0.69 0.63
CL-ML Hausman 3 sorted pairs 0.12 0.06 0.19 0.10 0.54 0.41 0.73 0.69
CL-ML Hausman all pairs 0.07 0.04 0.07 0.04 0.07 0.06 0.09 0.07
GMM Overidentification 3 pairs 0.25 0.16 0.42 0.33 0.69 0.63 0.81 0.77
GMM Overidentification 3 sorted pairs 0.29 0.21 0.43 0.35 0.64 0.59 0.77 0.73
GMM Overidentification all pairs 0.30 0.21 0.53 0.43 0.81 0.77 0.91 0.89
DGP 4 (Heteroskedastic MNP with correlation)
ML Hausman without cat. 1 0.21 0.10 0.45 0.27 0.79 0.74 0.89 0.87
ML Small/Hsiao without cat. 1 0.14 0.08 0.20 0.13 0.32 0.25 0.45 0.37
CL-ML Hausman 3 pairs 0.19 0.10 0.33 0.20 0.60 0.54 0.72 0.70
CL-ML Hausman 3 sorted pairs 0.19 0.09 0.34 0.21 0.71 0.65 0.83 0.81
CL-ML Hausman all pairs 0.08 0.05 0.05 0.03 0.05 0.03 0.07 0.05
GMM Overidentification 3 pairs 0.38 0.29 0.54 0.47 0.73 0.68 0.82 0.79
GMM Overidentification 3 sorted pairs 0.48 0.39 0.66 0.59 0.83 0.80 0.90 0.88
GMM Overidentification all pairs 0.51 0.41 0.72 0.66 0.90 0.88 0.96 0.95
DGP 5 (Mixed Logit)
ML Hausman without cat. 1 0.10 0.05 0.15 0.07 0.36 0.24 0.58 0.49
ML Small/Hsiao without cat. 1 0.10 0.05 0.12 0.05 0.15 0.09 0.21 0.15
CL-ML Hausman 3 pairs 0.10 0.05 0.12 0.06 0.29 0.17 0.53 0.43
CL-ML Hausman 3 sorted pairs 0.10 0.05 0.13 0.07 0.35 0.20 0.59 0.50
CL-ML Hausman all pairs 0.06 0.03 0.08 0.05 0.20 0.17 0.33 0.31
GMM Overidentification 3 pairs 0.15 0.08 0.22 0.15 0.42 0.34 0.57 0.50
GMM Overidentification 3 sorted pairs 0.17 0.10 0.25 0.16 0.51 0.43 0.67 0.62
GMM Overidentification all pairs 0.15 0.08 0.24 0.16 0.53 0.45 0.72 0.66
DGP 6 (Nested logit)
ML Hausman without cat. 1 0.19 0.10 0.40 0.25 0.74 0.69 0.82 0.81
ML Small/Hsiao without cat. 1 0.12 0.06 0.18 0.10 0.34 0.26 0.49 0.42
CL-ML Hausman 3 pairs 0.20 0.11 0.30 0.19 0.52 0.45 0.62 0.59
CL-ML Hausman 3 sorted pairs 0.22 0.11 0.36 0.25 0.62 0.57 0.72 0.69
CL-ML Hausman all pairs 0.12 0.08 0.11 0.07 0.15 0.13 0.17 0.16
GMM Overidentification 3 pairs 0.42 0.35 0.54 0.47 0.72 0.67 0.81 0.78
GMM Overidentification 3 sorted pairs 0.44 0.37 0.53 0.47 0.70 0.65 0.79 0.76
GMM Overidentification all pairs 0.71 0.64 0.84 0.80 0.95 0.94 0.98 0.97
a Results are based on DGPs 2–6 given in Section 3.1.
b The Hausman test in ML, the Small/Hsiao test in ML, the Hausman test for CL/ML and the GMM test are given in
(14), (15), (16) and (17), respectively. In case of 3 pairs the pairs (1, 4), (2, 4) and (3, 4) are considered. Sorted pairs
corresponds to the pairs (1, 2), (2, 3) and (3, 4), after sorting the alternatives on choice frequency.
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matrix. There are however some exceptions.
For the homoskedastic MNP without correlations the CL-ML test with all pairs seems
to have the best power in large samples. In smaller samples the GMM test based on all
pairs has the highest power. Considering the relatively small difference between this form
of the MNP and the MNL it is rather remarkable that a relatively high power can be
obtained.
In case we make the variances of the random utility different across the choice cate-
gories or allow for correlation among the choice options (DGP 3 and 4) we see that the
GMM test with all pairs performs best. In large samples the regular Hausman test has
quite some power for DGPs 3 and 4 but in small samples not. The Small and Hsiao test
has in general lower power than the other tests.
For the mixed logit specification again the GMM approach with all pairs has in gen-
eral highest power although the power is quite small for small sample sizes. Note that
GMM with 3 pairs only has overidentifying restrictions on the γ parameter and not the
β parameters in (1). The Small and Hsiao test has again low power. The (size corrected)
power of the regular Hausman test is fine in large samples but weak in small samples.
The power against a nested logit specification (DGP 6) is in general higher than for
the mixed logit specification. The GMM is again best and even has high power in small
samples. The regular Hausman and McFadden test performs well in large samples but
has much lower power in small samples. Again the Small and Hsiao test lags behind in
power.
In sum, apart from DGP 2 it seems that an overidentification test in a GMM framework
using all pairs seems to have best power in large and small samples. The Hausman test
usually has lack of power in small samples. Given the fact that the GMM tests are
correctly sized, this suggests that the new GMM based test for misspecification using
several extra moments is to be preferred in empirical research. For this test an empirical
researcher can safely use the standard χ2 critical values. For all other tests this would
lead to an overrejection under the null hypothesis.
4 Conclusion
In this paper we have proposed two new tests for misspecification in MNL models. Both
tests are based on the fact that preferences across binary pairs of alternatives can be
described by a binary logit model when the MNL is the true model. The first test is
a Hausman-type test where we compare the parameter estimates of the efficient ML
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estimator with the estimates of a CL approach based on the choice pairs. The second
test is a GMM test for overidentification using moment conditions based on several choice
pairs in a GMM framework.
We compare the size and power of the new tests with the regular Hausman and Mc-
Fadden (1984) and Small and Hsiao (1985) in a Monte Carlo study. The results show
that the GMM overidentification test is in general superior with respect to power, while
having no size distortions. As a byproduct we show that the CL and GMM estimators
using choice pairs have quite good small sample properties. Hence, these methods can be
used to estimate the parameters of MNL models with many choice categories as for large
number of choice categories the evaluation of the MNL probabilities provide numerical
problems due to the large summation of exponents in the denominator and/or the poten-
tial small value of these probabilities. The calculation of such probabilities is not required
for the CL or GMM estimators.
For applied researchers we advice the routine use of the GMM-based test for misspec-
ification. Standard critical value can be used and this test has the highest power across
a variety of alternatives.
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