Locally inverse semigroups are regular semigroups whose idempotents form pseudo-semilattices. In this article, we describe the structure of locally inverse semigroups using Nambooripad's cross-connection theory. We characterise the categories involved as 'unambiguous categories' and provide a new structure theorem for locally inverse semigroups. Further, recall that there are two major structure theorems involving special classes of locally inverse semigroups: inverse semigroups (ESN Theorem via inductive groupoids) and completely 0-simple semigroups (via Rees matrix construction); they seem unrelated. In this article, we specialise our cross-connection description of locally inverse semigroups to these classes to exposit a unification of these different approaches to the structure theory of semigroups. In particular, we show that the structure theorem in inverse semigroups can be obtained using only one category, quite analogous to the ESN Theorem; in a completely 0-simple semigroup, we show that the cross-connection coincides with the structure matrix.
Introduction
Structure theory in algebra deals with describing the structure of algebraic objects using better known, simpler objects. The fundamental theorem of finite abelian groups which describes the structure of finite abelian groups in terms of finite cyclic groups could be considered a classic example.
In [12] , Hodges has described the essential features of a good structure theorem. He suggests, "we must first look at structures with many symmetries: but sometimes a class is inherently so complicated that even the homogeneous structures are unclassifiable": arbitrary semigroups present a case very close to this. Owing to the inherent generality of semigroups, often the building blocks in their structure theorems are relatively simpler objects like sets, semilattices, groups, groupoids, categories etc.
Structure theorem is one of the first classical problems that arises in the study of any algebraic structure. Thus, it is no coincidence that the very first structure theorem in semigroups had close relations with the work of the very first 'proper' semigroup theorist Anton Suschkewitsch, as rightly recorded by Hollings [13] . In 1928, Suschkewitch [33] studied finite simple semigroups (i.e. finite semigroups with no proper, non-zero ideals). Later in 1940, Rees [29] extended Suschkewitch's work by giving the complete structural description of a class of semigroups called completely 0-simple semigroups. Definition 1.1. [14] A semigroup S with 0 is called 0-simple if its only two-sided ideals are itself and {0}, and S 2 = 0.
A semigroup S with 0 (respectively, without 0) is completely 0-simple (completely simple) if
• S is 0-simple (simple) • S has a primitive idempotent, i.e., a non-zero idempotent e such that for every non-zero idempotents f ∈ S, ef = f e = f =⇒ e = f .
The Rees Theorem described the structure of a completely 0-simple semigroup in terms of a group, two sets and a 'structure matrix' indexed by the sets (see Section 4 for details). It may be noted here that finite simple semigroups are indeed completely 0-simple and hence Suschkewitch's results could be extracted from the Rees Theorem.
Almost independently in 1941, Clifford [4] studied a more general class of semigroups called completely regular semigroups. In what could be described as the first independent theorem in semigroups, Clifford described the structure of a completely regular semigroup as a disjoint union of groups with an underlying semilattice. Further, he also specialised his discussion to study a class known today as Clifford semigroups: describing them as a semilattice of groups.
In addition to being a union of groups, a Clifford semigroup has the property that idempotents commute: this makes it a distinguished member of a rather 'elite' class: inverse semigroups! Definition 1.2. A semigroup S is said to be inverse if every element x ∈ S has a unique inverse, i.e., an element x ′ ∈ S such that xx ′ x = x and x ′ xx ′ = x ′ .
Inverse semigroups arose from the study of partial injective mappings on a set and they encode the notion of partial symmetry just like groups encode complete symmetry. Indeed it was the quest for an abstract algebraic model for pseudogroups (introduced by Sophus Lie in the 1880s), that led to discovery of inverse semigroups. The two main solutions proposed to this problem: one independently by Wagner [36] and Preston [26] , and the second by Ehresmann [6, 7] was brought to a fruitful completion by Schein [30, 31] . This theorem was named by Lawson in his monologue [15] as Ehresmann-Schein-Nambooripad (ESN) Theorem. ESN Theorem describes the structure of inverse semigroups using certain groupoids (small categories in which every morphism is an isomorphism) called inductive groupoids; this approach heavily relies on the fact that the idempotents of an inverse semigroup form a semilattice.
A fascinating fact about ESN Theorem is that in spite of the theorem being named after, Nambooripad never ever studied inverse semigroups explicitly. His results were in a much more general class of semigroups which has completely different origins: regular semigroups. Definition 1.3. A semigroup S is said to be regular if every element x ∈ S has at least one inverse, i.e., an element x ′ ∈ S such that xx ′ x = x and x ′ xx ′ = x ′ . Regular semigroups arose from von Neumann's path breaking work [34, 35] in continuous geometry. Regular semigroups are very natural objects: the semigroup of n × n matrices over a field, the semigroup of all functions on a set, and in fact all the classes of semigroups discussed in this article, are regular. Thus, structure theory of regular semigroups became a hot topic by the early seventies and that was when Nambooripad entered into the arena.
In his iconic Ph.D thesis [18] (later refined and published as [20] ), Nambooripad characterised the structure of idempotents of a regular semigroup as a regular biordered set and successfully extended Schein's results to regular semigroups. To this end, given a semigroup S, he axiomatised the set of idempotents E(S) as a biordered set such that for any two idempotents e, f ∈ E(S), a sandwich set was defined as follows:
S(e, f ) = {f xe : x is an inverse of ef.} He showed that a semigroup S is regular if and only if for every e, f ∈ E(S), the sandwich set S(e, f ) = φ; and abstracted such a set E(S) as a regular biordered set. Conversely starting from an abstractly defined regular biordered set, he devised certain groupoids from which we could retrieve the regular semigroup we started with.
He didn't stop there: he lifted this correspondence between semigroups and groupoids to a category equivalence. This category equivalence when specialised to inverse semigroups strengthens to a category isomorphism: hence ESN! It must be observed here that the results of [20] were not an exact generalisation of ESN Theorem: it required some additional structural gadgets (namely the groupoid of E-chains and evaluation functors) in the associated groupoid to establish the equivalence. But later in 1982, Nambooripad introduced [21, 22] a class of regular semigroups where such an exact generalisation was indeed possible: it was locally inverse semigroups (originally called in [22] as pseudo-inverse semigroups). Locally inverse semigroups were introduced by Nambooripad as the class of regular semigroups whose biordered sets form pseudo-semilattices.
Pseudo-semilattices were introduced and studied by Schein [32] as a structure (E, ω l , ω r ) such that for all e, f ∈ E, there exists a unique h ∈ E such that ω l (e) ∩ ω r (f ) = ω(h)
where ω = ω l ∩ ω r . Further, by setting e ∧ f = h one could define a binary operation on E so that (E, ∧) becomes an algebra. First, Nambooripad [20, Theorem 7.6] characterised those biordered sets which are pseudo-semilattices; in particular, he showed that a biordered set E is a pseudosemilattice if and only if for all e, f ∈ E, the sandwich set S(e, f ) contains exactly one element. Conversely, in [21, Theorem 2] , he characterised all pseudosemilattices which form biordered sets and showed that the class of pseudo-semilattices forms a variety of algebras of type (2) .
In [22] , Nambooripad introduced locally inverse semigroups and defined certain generalisations of inductive groupoids as pseudo-inductive groupoids 1 . He used pseudo-inductive groupoids to give an exact generalisation of ESN Theorem: thereby giving the first ever structure theorem for locally inverse semigroups. 1 It must be observed that pseudo-inductive groupoids are not categories but they may be viewed as specialisations of regular systems of [18, 19] .
Subsequently, there were several approaches to structure of locally inverse semigroups. In [25] , Pastijn showed that every locally inverse semigroup is a homomorphic image of a regular subsemigroup of a semigroup which is a combination of a P -semigroup (a semidirect product of a semilattice by a group) and a completely simple semigroup (over the same group). In [17] , McAlister showed that every locally inverse semigroup is a quotient of the regular part of a Rees matrix semigroup over an inverse semigroup. However, [25] and [17] are in fact covering theorems, or structure theorems 'up to division' or 'up to quotients' of a certain kind: hence the only 'real' structure theorem remains the one provided originally by Nambooripad [22] .
In this article, we provide a brand new structure theorem for locally inverse semigroups using a technique which is again heavily influenced by Nambooripad: 'cross-connections'. Cross-connection was first introduced by Grillet Grillet characterised the principal left(right) ideals of a regular semigroup as regular partially ordered sets and gave their inter-relationship via a pair of mappings which he named cross-connections. Conversely, starting from a pair of crossconnected regular partially ordered sets, Grillet could recover the fundamental image of the semigroup he started with.
Nambooripad observed that by 'enriching' partially ordered sets with morphisms, and hence using small categories such that their object sets are regular partially ordered sets, one could extend this to a structure theorem for arbitrary regular semigroups. He called [23, 24] such categories as normal categories and successfully described a category equivalence between the category of regular semigroups and the category of cross-connections, very much in the spirit of [20] . It must be mentioned here that this 'jump' in cross-connections from regular partially ordered sets to normal categories is indeed a 'giant leap' and it looks quite aloof from the ideas and techniques developed in [20] . But recently the first two authors of this article have established [2, 3] an expected, but a completely non-trivial direct equivalence between the category of cross-connections and category of regular inductive groupoids 2 .
Observe that except completely regular semigroups, all the other classes of regular semigroups discussed in this article so far are locally inverse; the two major structure theorems being Rees Theorem (for completely 0-simple semigroups) and ESN Theorem (for inverse semigroups). In this article, we use different variants of Nambooripad's cross-connection theory to study the structure of various classes of locally inverse semigroups; thereby yielding the classical structure theorems.
The article is divided into four sections. In Section 2, we study the crossconnection structure of arbitrary locally inverse semigroups. We characterise the categories as unambiguous categories and describe a category equivalence between the category of cross-connected unambiguous categories and the category of locally inverse semigroups. In the process, we also provide the cross-connection construction of a pseudo-semilattice. In Section 3, we specialise our construction to inverse semigroups to provide a new structure theorem for inverse semigroups and also retrieve (a weaker version of) ESN Theorem. Finally in Section 4, we use Rees Theorem to exposit the cross-connection structure of completely 0-simple semigroups. This generalises the results of [1] and also gives concrete description to the abstract discussion of Section 2.
We assume familiarity with some basic notions from category theory and semigroup theory. For undefined notions, we refer to [11, 16] for category theory and [5, 9, 14, 20] for semigroups and biordered sets. To place the results of this article in a proper context, we have included a brief outline of Nambooripad's cross-connection analysis of regular semigroups as A. The notions undefined in the appendix shall be motivated and precisely defined in Section 2.
Cross-connection of a Locally inverse semigroup
In this section, we recall the basic properties of locally inverse semigroups and then with each locally inverse semigroup S, we associate two categories L(S) and R(S) and study their properties. This will lead us to their abstract characterisation as unambiguous categories. Further, we explore the inter-relationship between the categories L(S) and R(S) which leads to the notion of a cross-connection. Thus, given a locally inverse semigroup, we obtain a cross-connection of unambiguous categories and conversely given an abstractly defined cross-connection between a pair of unambiguous categories, we obtain an associated locally inverse semigroup. We also outline how this association leads to a category equivalence.
In this section, S shall denote a locally inverse semigroup, unless stated otherwise. Since the cross-connection construction of locally inverse semigroups are very much similar to that of regular semigroups, often when an exact repetition of arguments suffices, we shall refer to Nambooripad's treatise [24] for the details. In the sequel, all functions and morphisms shall be written in the order of their composition, i.e., from left to right. [21] Let S be a regular semigroup with the set of idempotents E(S). Then the following conditions are equivalent:
(1) S is locally inverse.
(2) For all e, f ∈ E(S), the sandwich set S(e, f ) is a singleton, i.e., there exists an element e ∧ f ∈ E(S) such that ω r (e) ∩ ω l (f ) = ω(e ∧ f ). In other words, E(S) forms a pseudo-semilattice. The natural partial order ≤ on S is compatible with the multiplication.
2.2.
Normal category of a locally inverse semigroup. To describe the crossconnection structure of locally inverse semigroups, we first need to characterise the normal categories of the semigroups. Recall that for a given regular semigroup S, the category L(S) that arises from the principal left ideals is given by: Then L(S) forms a small category such that ρ(e, e, e) is the identity morphism at the apex Se and L(S) is a subcategory of the category Set. Thus the set of all morphisms in the category L(S) from the object Se to Sf is given by the set
Recall that a morphism in a category is called a monomorphism if it is right cancellable and an epimorphism if it is left cancellable. A morphism f : c → d in a category C is said to be an isomorphism if there exists a morphism g : d → c in C such that f g = 1 c and gf = 1 d . Now, we define a subcategory P L of the category L(S) such that vP L = vL(S) and whenever Se ⊆ Sf , there is a unique morphism Se → Sf , namely j Sf Se = ρ(e, e, f ). The morphisms of the subcategory P L shall be called inclusions as they correspond to the inclusions of the principal ideals. By definition, P L is a strict preorder category, i.e., a preorder in which identity morphisms are the only isomorphisms. Clearly, every inclusion is a monomorphism. Also for morphisms ρ(e, e, f ), ρ(g, g, f ) ∈ P L such that ρ(e, e, f ) = ρ(h, u, g)ρ(g, g, f ) in the category L(S), then ρ(e, e, f ) = ρ(h, u, f ) so that u = he = h; hence the morphism ρ(h, u, g) = ρ(h, h, g) ∈ P L .
This leads us to the following definition.
Definition 2.1. Let C be a small category and P be a subcategory of C. Then the pair (C, P) (often denoted by just C) is said to be a category with subobjects if:
(1) P is a strict preorder with vP = vC.
(2) Every f ∈ P is a monomorphism in C.
(3) If f, g ∈ P and if f = hg for some h ∈ C, then h ∈ P. Now, observe that for an inclusion ρ(e, e, f ) ∈ L(S), since Se ⊆ Sf , we have ef = e and f e ∈ f Se so that ρ(e, e, f )ρ(f, f e, e) = ρ(e, e(f e), e) = ρ(e, (ef )e, e) = ρ(e, e, e).
So, every inclusion in the category L(S) splits, i.e., has a right inverse. It can be seen that given an inclusion ρ(e, e, f ), the morphism ρ(f, x, e) is a right inverse if and only if x ∈ E(L e ) ∩ ω(f ).
In a category (C, P) with subobjects, the morphisms in P are called inclusions. If c ′ → c is an inclusion, we write c ′ ⊆ c and we denote this inclusion by j(c ′ , c). An inclusion j(c ′ , c) splits if there exists q : c → c ′ ∈ C such that j(c ′ , c)q = 1 c ′ and then the morphism q shall be called a retraction.
The following lemma characterises the retractions in L(S), when S is locally inverse.
Lemma 2.2. If S is a locally inverse semigroup, then every inclusion splits uniquely in L(S).
Proof. Let ρ(e, e, f ) be an inclusion in L(S) such that ρ(f, u, e) and ρ(h, v, g) are retractions from Sf = Sh to Se = Sg. That is, we have f L h, e L g, u ∈
Hence every inclusion splits uniquely. Now, we proceed to discuss the factorisation property of the morphisms in the category L(S). Let ρ(e, u, f ) be an arbitrary morphism in L(S), then since S is regular, as in [24] , we can see that there exists h ∈ E(L u ) and for g ∈ E(R u ) ∩ ω(e), ρ(e, u, f ) = ρ(e, g, g)ρ(g, u, h)ρ(h, h, f ).
where ρ(e, g, g) is a retraction, ρ(g, u, h) is an isomorphism and ρ(h, h, f ) is an inclusion. Such a factorisation of a morphism is abstracted as follows.
Definition 2.2. Let C be a category with subobjects. Then a morphism f in C is said to have a normal factorisation if f = quj, where q is a retraction, u is an isomorphism and j is an inclusion, respectively in C.
Then the morphism qu is known as the epimorphic component of the morphism f and shall be denoted in the sequel by f • . The codomain of f • is called the image of f and shall be denoted as im f . The codomain of the retraction q is called the coimage of f and shall be denoted as coim f . Recall that in an arbitrary regular semigroup, although the image of a morphism is unique, the coimage is not unique [24] . But when S is locally inverse, it is indeed unique. This is described in the following lemma. Proof. Suppose a given morphism ρ(e, u, f ) has two normal factorisations such that ρ(e, u, f ) = ρ(e, g, g)ρ(g, u, h)ρ(h, h, f ) = ρ(e, g ′ , g ′ )ρ(g ′ , u, h)ρ(h, h, f ).
Then g, g ′ ∈ E(R u ) ∩ ω(e). But since S is locally inverse, Theorem 2.1(3) implies that g = g ′ . Hence the lemma. Now, let a be an arbitrary element of S, and for each Se ∈ vL(S), define a function ρ a : vL(S) → L(S) as follows:
Then for Se ′ ⊆ Se, the inclusion morphism j(Se ′ , Se) = ρ(e ′ , e ′ , e) and so j(Se ′ , Se)ρ a (Se) = ρ(e ′ , e ′ , e)ρ(e, ea, f ) = ρ(e ′ , e ′ a, f ) = ρ a (Se ′ ).
Further, since S is regular, there exists g ∈ E(R a ) such that ρ a (Sg) = ρ(g, ga, f ) = ρ(g, a, f ) is an isomorphism. Hence we define the following: (1) whenever a ⊆ b, j(a, b)γ(b) = γ(a);
(2) there exists at least one c ∈ vC such that γ(c) : c → d is an isomorphism.
Then for a normal cone γ, we denote by c γ the apex of γ and the morphism γ(c) is called the component of the cone γ at the apex c.
Hence, from the above discussion, we can see that ρ a is a normal cone with apex Sf . In the sequel, the normal cone ρ a shall be called the principal cone determined by the element a. In particular, observe that, for an idempotent e ∈ E(S), we have a principal cone ρ e (Se) = ρ(e, e, e) = 1 Se .
2.3. Unambiguous categories. Now, we proceed to define unambiguous categories as the abstractions of the category L(S) of the principal left ideals of a locally inverse semigroup S. Thus an unambiguous category is a special version of a normal category. The discussion above shows that L(S) is indeed an unambiguous category when S is locally inverse. Now, we proceed to show that in fact every unambiguous category arises as L(S) for some locally inverse semigroup S. For this end, we need to associate a locally inverse semigroup with a given unambiguous category C; naturally we look for that semigroup in the set C of all normal cones in C.
Let C be a normal category and let γ be a normal cone in C, if f ∈ C(c γ , d) be an epimorphism, then as in [24, Lemma I.1], we can easily see that the map
is a normal cone such that c γ * f = d. Hence for γ, δ ∈ C, Now, we proceed to show that if the category C is unambiguous, then the regular semigroup C is in fact, locally inverse. To that end, we need to analyse the Green relations of the idempotents in the semigroup C. The following lemma follows easily from the discussion in [24, Section III.2]. (2) ν r µ if and only if ν(c µ ) is an epimorphism such that ν = µ * ν(c µ ).
(3) ν µ if and only if ν(c µ ) is a retraction such that ν = µ * ν(c µ ).
Proposition 2.6. Let C be an unambiguous category and let C denote the semigroup of all normal cones in C. Then C is locally inverse.
Proof. By Lemma 2.4, we know that C is a regular semigroup. So, it will suffice to show that C satisfies one of the conditions in Theorem 2.1. With the preliminaries developed so far, it will be easier to show that C satisfies both clauses in condition (3). Let µ, ν and ϑ be idempotent normal cones in C with apices c, c 1 and c 2 , respectively. Suppose that ν L ϑ and ν, ϑ ∈ ω(µ). Then by Lemma 2.5, we have c 1 = c 2 and there exist retractions q 1 := ν(c) : c → c 1 and q 2 := ϑ(c) : c → c 2 such that ν = µ * q 1 and ϑ = µ * q 2 . But since c 1 = c 2 and C is an unambiguous category, we observe that the inclusion j(c 1 , c) splits uniquely. So, the retraction between c and c 1 = c 2 must be unique and thus q 1 = q 2 . Hence
Now, let µ, ν and ϑ be idempotent normal cones in C with apices c, c 1 and c 2 , respectively such that ν R ϑ and ν, ϑ ∈ ω(µ). Then by Lemma 2.5, as above, we have retractions
In particular, equating the components at c, we have
Also since ν R ϑ, the morphism u := ϑ(c 1 ) is an isomorphism and thus q 1 u = q 2 . Observe that both these terms q 1 u and q 2 constitute normal factorisations of the morphism q 2 . But since C is an unambiguous category, every morphism has a unique normal factorisation. This implies that u is the identity map and q 1 = q 2 . So, ν = µ * q 1 = µ * q 2 = ϑ and hence by Theorem 2.1(3), the semigroup C is locally inverse.
As in [24] , two unambiguous categories are said to be isomorphic if there is an inclusion preserving isomorphism between them. The following theorem follows from the similar result [24, Theorem III.19] for normal categories.
Theorem 2.7. Let C be an unambiguous category and C be its associated locally inverse semigroup of normal cones. Define F : C → L( C) as follows:
The discussion in Section 2.2 shows that the category L(S) of a locally inverse semigroup S is unambiguous. Conversely, given an abstract unambiguous category C, Theorem 2.7 shows that we can associate a locally inverse semigroup C such that its unambiguous category L( C) is isomorphic to C. That is every unambiguous category arises as the category L(S) of some locally inverse semigroup S. Thus we obtain the following corollary, which completely characterises the category of principal left ideals of a locally inverse semigroup. Recall from [5] that a right regular representation of a semigroup S is a homomorphism ρ : a → ρ a of S into the full transformation semigroup T S . Then ρ : S → S ρ is a surjective homomorphism where S ρ is the image of ρ. The next proposition follows directly from [24, Theorem III.16 ]. Proposition 2.9. Let S be a locally inverse semigroup. Then the map a → ρ a (where ρ a is the principal cone determined by a) defines a homomorphismρ : S → L(S). Also the map ρ a → ρ a defines an injective homomorphism φ : S ρ → L(S) such that the diagram below commutes.
In particular S is isomorphic to a subsemigroup of L(S) viaρ if and only if ρ is injective.
Remark 2.1. Dually, we can define the unambiguous category R(S) of principal right ideals of a locally inverse semigroup S as follows:
It can be easily shown that the dual properties regarding the category L(S) hold for the category R(S).
Unambiguous dual.
We have seen in the previous sections that given a locally inverse semigroup S, the categories L(S) and R(S) are unambiguous categories. In this section, we answer the converse: given two unambiguous categories C and D, whether a locally inverse semigroup S can be constructed such that C and D are isomorphic to L(S) and R(S), respectively. To answer this question, we first need to capture the relationship between the unambiguous categories L(S) and R(S), in a categorical framework. This is done by developing the notion of crossconnections which shall describe the relationship the categories L(S) and R(S) via a pair of functors Γ S and ∆ S .
To this end, first recall that for a given normal category C, the normal dual C * is defined as a full subcategory of the functor category [C, Set] such that the objects of C * are certain special set valued functors called H-functors.
Let µ be an idempotent cone in a normal category C . Then for each c ∈ vC and g : c → c ′ , we define an H-functor H(µ; −) : C → Set as follows:
It can be shown that [24, Lemma III.6] the functor H(µ; −) is a representable functor such that there exists an associated natural isomorphism η µ :
is the covariant hom-functor determined by the object c µ . Now we proceed to characterise the normal dual associated to an unambiguous category as the unambiguous dual. Given an unambiguous category C, we define the unambiguous dual C * (often referred to as just dual in the sequel) as the full subcategory of [C, Set] such that
Hence morphisms in C * are natural transformations between the H-functors. Then [24, Theorem III.25] leads us to the following theorem.
Theorem 2.10. Let C be an unambiguous category with a dual C * . Then the unambiguous category R( C) is isomorphic to C * . In particular, the unambiguous dual C * is also an unambiguous category.
2.5.
Cross-connections. Now, we proceed to describe how the unambiguous categories L(S) and R(S) arising from a locally inverse semigroup S are interrelated. To that end, we need the following notion of an ideal of an unambiguous category.
An ideal (c) of an unambiguous category C is the full subcategory of C whose objects are given by
Now, we proceed to define a pair of functors Γ S and ∆ S to describe the relationship between the unambiguous categories arising from a locally inverse semigroup S. The first functor Γ S : R(S) → L(S) * is defined as: for each eS ∈ vR(S) and for each morphism l(e, u, f ) ∈ R(S), Then as in [24, Theorem IV.2], we can prove that Γ S is a well defined covariant functor which is inclusion preserving, fully-faithful and for each eS ∈ vR(S), the restriction functor Γ S |(eS) is an isomorphism. This motivates us to define the following notion of a local isomorphism. Definition 2.6. A functor F between two unambiguous categories C and D is said to be a local isomorphism if F is inclusion preserving, fully faithful and for each c ∈ vC, F |(c) is an isomorphism of the ideal (c) onto (F (c)).
Similarly we define the local isomorphism ∆ S : L(S) → R(S) * as follows. For each Se ∈ vL(S) and for each morphism ρ(e, u, f ) ∈ L(S),
to describe the relationship between the local isomorphisms Γ S and ∆ S , we need the following definition of the M-set of an H-functor H(µ; −) in an unambiguous category C. It is defined as:
Further, it can be seen that for objects Se ∈ vL(S) and eS ∈ vR(S),
The above observation leads us to the definition of a cross-connection.
Definition 2.7. Let C and D be unambiguous categories. A cross-connection between C and D is a quadruplet (C, D; Γ, ∆) where Γ : D → C * and ∆ : C → D * are local isomorphisms such that for c ∈ vC and d ∈ vD
Summarising the above discussion, we have proved the following theorem.
Theorem 2.11. Let S be a locally inverse semigroup with unambiguous categories L(S) and R(S). Define functors Γ S and ∆ S as in (5) and (6). Then ΩS = (L(S), R(S); Γ S , ∆ S ) is a cross-connection between L(S) and R(S).
2.6. Locally inverse semigroup of a cross-connection. In the last section, we showed how a locally inverse semigroup gives rise to a cross-connection of two unambiguous categories. In this section, we describe the converse construction: build the locally inverse semigroup arising from a cross-connection between two unambiguous categories. Recall from Section 2.3 that given an unambiguous category, we have an associated locally inverse semigroup. We shall be identifying the required locally inverse semigroup associated with a cross-connection as a subdirect product of the locally inverse semigroups arising from the two unambiguous categories, i.e., as a semigroup of ordered pairs of normal cones which 'respect' the cross-connection. First, observe that given a cross-connection Ω = (C, D; Γ, ∆), by category isomorphisms [16] [
Now, given a cross-connection Ω = (C, D; Γ, ∆), the set
is the regular biordered set associated with the cross-connection Ω [24] . We shall show later that the set E Ω is in fact a pseudo-semilattice; this will provide the cross-connection construction of a pseudo-semilattice.
Recall that for each (c, d) ∈ E Ω , there is a uniquely defined idempotent cone γ(c, d) in the unambiguous category C such that (11) c γ(c,d) = c and H(γ(c, d); −) = Γ(d).
Similarly, for each pair (c, d) ∈ E Ω , we have a unique idempotent cone δ(c, d) in D such that
, then the morphism g is called the transpose of f , if the morphisms f and g make the following diagram commute:
The transpose g ∈ D(d ′ , d) is unique for a given pair of elements in E Ω and the transpose of f ∈ C(c ′ , c) and will be denoted by f † in the sequel. Then we have the following theorem which is a consequence of [24, Theorem IV.16 ], in the notations introduced above. 
Since Γ and ∆ are regular subsemigroups of the locally inverse semigroups C and D, we can see that the semigroups Γ and ∆ are in fact locally inverse semigroups.
Then we can see that a normal cone γ ∈ Γ if and only if γ = γ(
Now, we proceed to build the cross-connection semigroup associated with the cross-connection as a subdirect product of the locally inverse semigroups Γ and ∆. Recall that χ as defined in Theorem 2.12 is a natural isomorphism between the bifunctors Γ(−, −) and ∆(−, −). This natural isomorphism gives rise to a 'linking' between the locally inverse semigroups Γ and ∆. Definition 2.8. Given a cross-connection Ω = (Γ, ∆; C, D), a normal cone γ ∈ Γ is said to be linked to δ ∈ ∆ if there is a (c, d) ∈ vC × vD such that γ ∈ Γ(c, d) and δ = χ(c, d)(γ); we then say that the pair (γ, δ) is a linked pair.
Given a cross-connection Ω = (Γ, ∆; C, D) of unambiguous categories C and D, define the set
Define an operation on SΩ as follows:
Suppose (γ, δ), (γ ′ , δ ′ ) ∈ SΩ, then as in the [24, Lemma IV.30], we have γ·γ ′ is linked to δ ′ · δ. Further by [24, Theorem IV.32], we see that SΩ is a regular semigroup and it will be called the cross-connection semigroup determined by Ω. Then the set of idempotents of the semigroup SΩ is given by:
Since SΩ is a regular semigroup, the set E(SΩ) is a regular biordered set. By the discussion in [24, Section V.1.2], we can see that the set E(SΩ) is regular biorder isomorphic with the set E Ω under the map (γ(c, d), δ(c, d)) → (c, d).
More precisely, as in [24, Section V.1.2], we can show that biorder quasi orders in the set E(SΩ) = E Ω is given by:
so that E Ω forms a regular biordered set with the basic products and sandwich sets as described in [24, Section V.1.2].
Theorem 2.13. Given a cross-connection Ω = (Γ, ∆; C, D) of unambiguous categories C and D, the cross-connection semigroup SΩ is locally inverse.
Proof. Observe that the cross-connection semigroup SΩ is a subdirect product of two locally inverse semigroups Γ and ∆. It is well-known that since locally inverse semigroups form an e-variety, a subdirect product of two locally inverse semigroups is locally inverse. Hence the theorem.
The following corollary tells us that our construction restricted to the object sets will provide the cross-connection description of a pseudo-semilattice. It is known the category LIS of locally inverse semigroups forms a full subcategory of the category RS of regular semigroups. Similarly, we can see that the category CUC of cross-connections of unambiguous categories forms a full subcategory of the category Cr of cross-connections of normal categories. Hence, by [24, Theorem V.18], we obtain the following structure theorem for locally inverse semigroups.
Theorem 2.16. The category LIS of locally inverse semigroups is equivalent to the category CUC of cross-connections of unambiguous categories.
The inverse case
As discussed in the Introduction, inverse semigroups form one of the most important classes of semigroups. In this section, we further specialise the results of Section 2 to obtain a new structure theorem for inverse semigroups. Interestingly, the inbuilt symmetry of inverse semigroups would imply that the full machinery of cross-connections is not required for this task. This would also imply that our previous building blocks: namely normal cones are too general to build inverse semigroups. We shall replace them with certain special ones called inversive cones. As the reader shall see, employing these cones, we shall obtain the structure theorem for the inverse semigroups using a single category. We shall characterise this category as inversive category and prove a category equivalence between the category IS of inverse semigroups and the category IC of inversive categories; as a parallel to the ESN Theorem (which describes a category isomorphism between inverse semigroups and inductive groupoids). Further, we will also outline how an inductive groupoid is 'sitting inside' a given inversive category; thereby describing the equivalence of these approaches.
3.1. Inverse semigroups and inversive categories. We begin by recalling some well-known results regarding inverse semigroups.
Theorem 3.1. [9, Theorem II.2.6] Let S be a semigroup with the set of idempotents E(S). Then the following conditions are equivalent:
(1) S is an inverse semigroup.
(2) Every element in S has exactly one inverse.
(3) Every R-class of S contains exactly one idempotent and every L -class of S contains exactly one idempotent. (4) S is regular and E(S) is a commutative subsemigroup. (5) S is regular and E(S) is a semilattice. Now, as in the case of locally inverse semigroups, we begin our discussion by analysing the category L(S), where S is an inverse semigroup. Some properties of this category had been discussed in [28] , but we reprove them here, almost independently. As in Section 2, we observe that the category L(S) is a category with subobjects. In addition, when S is inverse, since E(S) forms a semilattice, the partial order ≤ defined on the set vL(S) by:
Se ≤ Sf ⇐⇒ Se ⊆ Sf also forms a semilattice. Hence we have the following definition. Observe that given any two objects c, c ′ in an so-category C, there exists a unique object d in C such that there are inclusions from d to c and d to c ′ . Then we write d ≤ c and d ≤ c ′ . We denote these inclusions as j(d, c) and j(d, c ′ ) respectively, and denote the unique object d in vC as c ∧ c ′ .
When S is an inverse semigroup, we can easily see that any inclusion in L(S) will be of the form ρ(e, e, f ) and any retraction will be of the form ρ(e, f, f ) where e, f ∈ E(S). Any isomorphism in L(S) will be of the form ρ(aa −1 , a, a −1 a) for an arbitrary a ∈ S; equivalently of the form ρ(e, u, f ) where e R u L f for an arbitrary element u in S and e, f ∈ E(S).
Given an arbitrary morphism ρ(e, u, f ) ∈ L(S), we can easily see that its unique normal factorisation is given by:
ρ(e, u, f ) = ρ(e, g, g)ρ(g, u, h)ρ(h, h, f ) where g = uu −1 and h = u −1 u. Also given an inclusion ρ(e, e, f ), its unique retraction is given by ρ(f, e, e).
Observe that in an so-category where every inclusion splits uniquely, if c ≤ c ′ , we have two associated unique morphisms: namely the inclusion j(c, c ′ ) and its retraction q(c ′ , c).
Given an so-category C, we shall denote by C , the subcategory of C generated by the retractions and inclusions in C.
Observe that when S is an inverse semigroup, any morphism ρ in the category L(S) , can be written as ρ = ρ(e 1 , e 1 , e 2 ) ρ(e 2 , e 2 , e 3 ) · · · ρ(e n−1 , e n , e n ) where the morphism ρ(e i , e i , e i+1 ) is an inclusion and ρ(e i , e i+1 , e i+1 ) is a retraction. Then ρ = ρ(e 1 , e 1 · · · e n , e n ). Since E(S) is a semilattice, we see that e 1 · · · e n is an idempotent, say f and so the unique normal factorisation of ρ will be given
where ρ(e 1 , f, f ) is a retraction and ρ(f, f, e n ) is an inclusion. These leads to the following definition of a special normal factorisation. 
c i , q is the retraction from c 1 to d and j is the inclusion from d to c n . Remark 3.1. Observe that if C is an so-category with inclusions splitting uniquely where every morphism f : c → d in C has an inversive factorisation, and if f is an isomorphism, then c = d and f = 1 c . That is, the only isomorphisms in C are the identity morphisms. In other words, C is the subcategory of C consisting of all the morphisms arising from the underlying semilattice.
Recall that in an so-category C, a cone γ with apex d ∈ vC is a map γ : a → γ(a) from vC to C(a, d) such that whenever a ≤ b, j(a, b)γ(b) = γ(a). For a cone γ in C, we define the set m γ = {c : γ(c) is an isomorphism}. We shall refer to the set m γ as the M -set of the cone γ. Now, we proceed to analyse the principal cone ρ a in an inverse semigroup S. Recall from (1) That is, for a principal cone ρ a in the category L(S) where S is an inverse semigroup, there is a unique isomorphism component so that the M -set m ρ a is a uniquely defined singleton.
Further, given a principal cone ρ a in the category L(S) with apex Sf = Sa −1 a and M -set Sg = Saa −1 , for an arbitrary object Se ∈ vL(S), Hence, the coim γ(Se) is Se ∧ m ρ a . The above discussion inspires us to define certain special normal cones in an so-category, as inversive cones. 
The above remark leads to the following lemma. Proof. Clearly the cone ρ f is an idempotent inversive cone with apex Sf . Let µ be an idempotent inversive cone with apex Sf . Since µ is an idempotent cone, by Lemma 2.4, we have µ(Sf ) = 1 Sf . But since µ is an inversive cone, the M -set m µ is a singleton and this implies that m µ = {Sf }. Also, for an arbitrary Se ∈ vL(S), the coim µ(Se) is Se ∧ m µ . So, So µ = ρ f and hence the lemma. Now, we are in a position to define inversive categories as specialisations of unambiguous categories. An inversive category will be the abstraction of the category L(S) of the principal left ideals of an inverse semigroup S. Definition 3.4. A category C is said to be an inversive category if: (IC 1) C is an so-category; (IC 2) every inclusion in C splits uniquely; (IC 3) every morphism in C admits a unique normal factorisation; (IC 4) every morphism in C has an inversive factorisation; (IC 5) for each c ∈ vC, there is a unique inversive idempotent cone with apex c.
In the sequel, given an object c in an inversive category C, the unique inversive idempotent cone with apex c shall be denoted by µ c .
Given an inclusion preserving functor F between two inversive categories C 1 and C 2 , if for any two objects c,
then we shall call F as an inversive functor. It is easy to see that inversive categories with inversive functors as morphisms form a locally small category IC.
We have already seen that given an inverse semigroup S, the category L(S) forms an inversive category. Further, given a homomorphism φ between two inverse semigroups S 1 and S 2 , we can define a functor Φ : L(S 1 ) → L(S 2 ) as follows. For idempotents e, f ∈ S 1 and u ∈ eS 1 f , (15) vΦ : S 1 e → S 2 eφ; Φ : ρ(e, u, f ) → ρ(eφ, uφ, f φ).
Then it can be easily verified that Φ is an inversive functor. Further, we have the following proposition.
Proposition 3.3. The assignment:
constitutes a functor, say C from the category IS of inverse semigroups to the category IC of inversive categories.
3.2.
Inverse semigroup from an inversive category. Having functorially associated an inversive category with a given inverse semigroup in the previous section, we proceed to discuss the converse. In this section, we shall show that every inversive category arises as the category L(S) of a suitable inverse semigroup S. For this end, given an abstractly defined inversive category C, we build an inverse semigroup C such that its associated inversive category L( C) is isomorphic to the category C. Naturally, we search for our required inverse semigroup among the set of all inversive cones arising from an inversive category. But for that, first we need to prove some preliminary lemmas. Hence µ is an idempotent cone. Now it remains to show that µ is inversive. Suppose µ does not satisfy condition (1) of Definition 3.3. Then there exists an object d ∈ vC such that µ(d) is an isomorphism and d = m γ . Then µ(d) = γ(d) * u −1 is an isomorphism. That is γ(d) is an isomorphism and d = m γ . This is a contradiction to the fact that γ is inversive and hence µ satisfies Definition 3.3 (1) .
Also, for an arbitrary c ∈ vC, observe that
Hence µ is an inversive cone. Conversely suppose γ = µ * u where µ is an idempotent inversive cone and u is an isomorphism in C. Then arguing similarly as above, we can see γ is a cone satisfying 
is an isomorphism. Then
. Hence the coim ν(c) = c∧c ν = c∧m ν and the cone ν satisfies Definition 3.3 (2). Now, given an inversive category C, we proceed to build the inverse semigroup C associated with it using the inversive cones in C. Let γ, δ be inversive cones in C. We define as in (3) γ · δ = γ * (δ(c γ )) • where (δ(c γ )) • is the epimorphic component of the morphism δ(c γ ). Then clearly γ · δ is a cone. We need to verify that it is an inversive cone.
Proposition 3.6. γ · δ as defined above is an inversive cone.
Proof. Observe that by Lemma 3.4, it suffices to show that γ · δ can be represented as µ * u where µ is an idempotent inversive cone and u is an isomorphism in C.
Since γ is an inversive cone, ν = γ * (γ(m γ )) −1 will be an idempotent cone with apex m γ (as in the proof of Lemma 3.5). Now observe that
Then since γ(m γ ) is an isomorphism and (δ(c γ )) • is an epimorphism, the morphism γ(m γ )(δ(c γ )) • is an epimorphism and has a unique normal factorisation of the form qu, where q is a retraction and u is an isomorphism. Let µ = ν * q. Then γ · δ = ν * qu = (ν * q) * u = µ * u.
By Lemma 3.5, we see that µ is an idempotent inversive cone and so by Lemma 3.4, we see that γ · δ is an inversive cone.
If we denote the set of all inversive cones in a given inversive category C by C, the above discussion shows that the operation defined in (3) is a well defined binary composition. Since every inversive cone is normal, by [24, Theorem III.2], the composition is associative and hence C forms a semigroup with respect to (3) .
Observe that since C is a specialised normal category, the set C of all normal cones in C forms a regular semigroup. Now we proceed to show that the subsemigroup C of the regular semigroup C is in fact, inverse. For that, we need to recall the following results proved in [24] for normal cones in C, which are clearly true in C as well. (1) the set of idempotents in the R-class of γ,
Proof. Given an inversive cone γ ∈ C with apex d, we know that m γ is a singleton. Hence by the above Lemma, there is a unique idempotent cone in the R-class of γ, namely γ * (γ(m γ )) −1 . Also, by (IC 5), there exists a unique idempotent inversive cone, say µ with apex d. By the above Lemma, µ is the only idempotent inversive cone in the L -class of c γ = d. Hence by Theorem 3.1(3) , the semigroup C is inverse. Now, we have the following straightforward specialisations of Theorem 2.7 and Corollary 2.8. Theorem 3.9. Let C be an inversive category and C be its associated inverse semigroup of inversive cones. Define a functor Ψ (C) between the inversive categories C and L( C) as follows: Thus, given an inversive category C, we have an associated inverse semigroup C. Now we proceed to show that this association is also functorial. To this end, we begin with the following lemma which easily follows from Lemma 3.4. Lemma 3.11. Suppose Φ is an inversive functor between two inversive categories C 1 and C 2 , if γ = µ mγ * u is an inversive cone in C 1 , then
is an inversive cone in the inversive category C 2 . Lemma 3.12. If Φ is an inversive functor between two inversive categories C 1 and C 2 , then the mapping φ :
is a semigroup homomorphism.
Proof. By Remark 3.3 and Lemma 3.11, the mapping φ is well defined. Also, for = µ vΦ(mγ 1 ) * Φ(u 1 ) Φ(q)Φ(u) (As an inversive functor preserves normal fact.)
Thus we have the following proposition which can be easily verified.
Proposition 3.13. Given an inversive category C and an inversive functor Φ between two inversive categories C 1 and C 2 , the following assignment
constitutes a functor, say S from the category IC of inversive categories to the category IS of inverse semigroups.
3.3.
A new structure theorem for inverse semigroups. Having characterised the principal left (right) ideals of an inverse semigroup S as an inversive category, we now proceed to establish a new structure theorem for inverse semigroups. To that end, first recall the following well-known property of inverse semigroups.
Proposition 3.14. Let S be an inverse semigroup. For every pair p, q of distinct elements in S there exists an idempotent e ∈ S such that pe = qe (respectively ep = eq). In particular, S is right reductive.
Proof. Suppose S is inverse and p, q ∈ S are such that pe = qe for every idempotent e ∈ S. Taking the idempotent p −1 p for e, we conclude that p = pp −1 p = qp −1 p and, similarly, q = pq −1 q. So p = qp −1 p = pq −1 qp −1 p = pp −1 pq −1 q = pq −1 q = q.
Hence the proposition.
Theorem 3.15. If S is an inverse semigroup, the mapρ : S → L(S) given by a → ρ a is a semigroup isomorphism.
Proof. Using the language of Proposition 2.9, Proposition 3.14 implies that when S is an inverse semigroup, the map ρ : S → S ρ is injective. Hence by Proposition 2.9, the mapρ : S → L(S) given by a → ρ a is an injective homomorphism. Also, if γ ∈ L(S) is any inversive cone, then by Lemma 3.4, γ = µ * u for some idempotent inversive cone µ and an isomorphism u in L(S). Clearly by Lemma 3.2, the only idempotent inversive cones in L(S) are those of the form ρ e for some e ∈ E(S). Also, since any isomorphism in L(S) is of the form ρ(e, u, f ) for e R u L f , we see that γ = µ * u = ρ e * ρ(e, u, f ) = ρ eu = ρ u . Soρ is surjective and hence the theorem. Now, by Proposition 3.3, we have a functor C from the category IS of inverse semigroups to the category IC of inversive categories and by Proposition 3.13, we have a functor S from the category IC of inversive categories to the category IS of inverse semigroups. We proceed to prove that the functors C and S constitute an adjunction between the categories IS and IC, leading to a category equivalence.
Observe that for a given inverse semigroup S,
So if we define the map ψ(S) : S → CS(S) as a → ρ a , then by Theorem 3.15, we see that ψ(S) is a semigroup isomorphism. So, any element of CS(S) can be denoted by ρ u for some u ∈ S. Also for e R u L f , we see that
Further, given a semigroup homomorphism φ between two inverse semigroups S 1 and S 2 , using Proposition 3.3, we see that C(φ) = Φ as defined in (15) . So, we have a functor C(φ) : L(S 1 ) → L(S 2 ). Thus, S(C(φ)) will be the semigroup homomorphism as defined in Lemma 3.11 between the semigroups L(S 1 ) and L(S 2 ) induced by the functor C(φ). Hence for an element ρ u = ρ e * ρ(e, u, f ) = µ S1e * ρ(e, u, f ) ∈ L(S 1 ) = CS(S 1 ), (ρ u )CS(φ) = (µ S1e * ρ(e, u, f ))CS(φ) = µ vC(φ)(S1e) * C(φ)(ρ(e, u, f )) = µ vΦ(S1e) * Φ(ρ(e, u, f ))
Proposition 3.16. Given an inverse semigroup S, the map ψ : S → ψ(S) is a natural isomorphism from the identity functor 1 IS to the functor CS.
Proof. Since ψ(S) is a semigroup isomorphism, it suffices to show that ψ is a natural transformation. That is, for a homomorphism φ : S 1 → S 2 , we need to show that the following diagram commute.
For a ∈ S 1 , we have aφψ(S 2 ) = ρ aφ .
Also, from the discusion above, we have,
So, the above diagram commutes and hence ψ is a natural isomorphism.
Finally, we need to show that the identity functor 1 IC is naturally isomorphic to the functor SC. Observe that for a given inversive category C,
So if we define a functor Ψ (C) : C → L( C) as in Theorem 3.9, recall that Ψ (C) is an isomorphism of inversive categories. Given an inversive functor Φ between two inversive categories C 1 and C 2 , then S(Φ) as defined in Lemma 3.12 is a semigroup homomorphism from C 1 to C 2 . Observe that an arbitrary object of the category SC(C 1 ) = L( C 1 ) may be denoted by C 1 ϑ where ϑ is an idempotent inversive cone in L( C 1 ). Hence the functor SC(Φ) will map an object
Also, suppose an arbitrary morphism of the inversive category L( C 1 ) is denoted by ρ(ϑ, ξ, υ) where ϑ, υ are idempotent inversive cones in L( C 1 ) and ξ ∈ ϑ C 1 υ. Then the functor SC(Φ) will map the morphism
where Φ(ϑ) etc. are defined as in Lemma 3.11. Proposition 3.17. Given an inversive category C, the map Ψ : C → Ψ (C) is a natural isomorphism from the identity functor 1 IC to the functor SC.
Proof. Since Ψ (C) is an isomorphism, it suffices to show that Ψ is a natural transformation. That is, for a functor Φ : C 1 → C 2 , we need to show that the following diagram commute.
For an object c ∈ vC 1 , we have
is an inversive cone as in Lemma 3.11.)
By the defnition of Φ(ϑ) as in Lemma 3.11, it is clear that if ϑ is an idempotent inversive cone in C 1 with apex c, then Φ(ϑ) is an idempotent inversive cone C 2 with apex Φ(c). Moreover since there is a unique idempotent inversive cone with a given vertex, we conclude that µ = Φ(ϑ). Hence ΦΨ (C 2 )(c) = Ψ (C 1 )SC(Φ)(c) and so the diagram commutes for every object c ∈ vC 1 .
Further for a morphism f : c → d in the category C 1 , we have
where µ and ν are idempotent inversive cones such that c µ = Φ(c) and c ν = Φ(d). Also,
As argued in the case of objects, we can easily see that µ = Φ(ϑ) and ν = Φ(υ). Further, since Φ is an inversive functor, as argued in the proof of Lemma 3.12, we can easily verify that µ * (Φ(f )) • = Φ(ϑ * f • ). That is, for a morphism f : c → d in the category C 1 , ΦΨ (C 2 )(f ) = Ψ (C 1 )SC(Φ)(f ) and the diagram commutes for every morphism f in C 1 . So, the diagram is commutative and hence Ψ is a natural isomorphism. 3.4. Inductive groupoids and inversive categories. Recall [15] that given an element x in an inverse semigroup S, it has a unique inverse element, say x −1 such that
Then xx −1 and x −1 x are idempotents so that any element x in an inverse semigroup can be seen as a morphism from xx −1 = e to x −1 x = f . In this manner, we can naturally associate a groupoid G(S) with a given inverse semigroup S such that the set vG(S) of objects coincides with the set of idempotents of the semigroup S. Abstracting the characteristic properties of the groupoid G(S) leads us to the following definition. The inductive groupoids with inductive functors as morphisms form the locally small category IG of inductive groupoids. The above discussed association between semigroups and groupoids can be extended to a category isomorphism (not just a category equivalence) as follows. Using Theorem 3.19 amd Theorem 3.18, by transitivity, we see that the category IG of inductive groupoids is equivalent to the category IC of inversive categories. Now, we proceed to describe a direct category equivalence between the categories IG and IC, without any semigroup assumptions. This may be seen as a major simplification of the discussion in [2, 3] .
First, given an inversive category C with the semilattice order ≤, we proceed to identify the inductive groupoid associated with C. For this end, let G C be the subcategory of the category C consisting of all isomorphisms in C. Clearly G C is a groupoid. Given any two morphisms f and g in G C with domains c and d respectively, define a relation ≤ C as follows: d) is the inclusion from c to d and (j(c, d)g) • is the epimorphic component of the monomorphism j(c, d)g in the inversive category C. It can be easily seen that ≤ C is a partial order on G C .
Since the order ≤ C reduces to the semilattice order ≤ on the identities of G C , we observe that (vG C , ≤ C ) forms a semilattice. Further, given a morphism g in G C with domain d and if 1 c ≤ C 1 d , then by letting c⇃g := (j(c, d)g) • as the restriction of the morphism g in the groupoid G C to the object c, we can easily verify the following.
Also, given an inversive functor between two inversive categories, its restriction will give an inductive functor between the two corresponding inductive groupoids. Thus the above correspondence is functorial between the categories IC and IG.
Conversely, given an inductive groupoid (G, ≤), we proceed to 'build' the inversive category C G associated with it. To this end, we will follow the scheme used in [3, Section 4] of constructing C G from three intermediary categories. A similar construction can be seen in [27, Theorem 3.4] .
Given an inductive groupoid (G, ≤), first consider the two categories P G and Q G such that vP G = vQ G := vG. Also, for e, f ∈ vG such that e ≤ f , a morphism in P G is defined as the unique morphism j(e, f ) from e to f and a morphism in Q G is defined as the unique morphism q(f, e) from f to e. P G is a strict preorder and its morphisms shall be called as inclusions.
Observe that since inversive categories have unique factorisations, we need not build the intermediary category as in the case of general normal categories. So, we define the set of objects of the required category vC G := vG and morphisms in C G = Q G ⊗ G ⊗ P G as follows:
As in [3, Section 4], we shall denote an arbitrary morphism (q, α, j) in C G by just [e, α, f where e = d(q) and f = r(j). Given two such morphisms [e, α, f , [f, β, g ∈ C G , we shall compose them as follows. For h = r(α) ∧ d(β), (16) [e, α, f [f, β, g = [e, α⇂h · h⇃β, g .
Then C G forms a category such that P G is a strict preorder subcategory by identifying any morphism j ∈ P G with [d(j), 1 d(j) , r(j) ∈ C G . Similarly, Q G is a subcategory of C G by identifying any morphism q ∈ Q G with [d(q), 1 r(q) , r(q) ∈ C G . It is easy to verify that (C G , P G ) satisfies (IC 1), (IC 2) and (IC 3).
Let f = j(e 1 , e 2 )q(e 2 , e 3 )j(e 3 , e 4 ) · · · q(e n−1 , e n ) be an arbitrary morphism in C G so that Hence any morphism in C G admits an inversive factorisation and so (IC 4) is satisfied.
Finally, given α ∈ G, for every g ∈ vC G , if we define a map r α : vC G → C G as
where h = g ∧ d(α), we can easily verify that r α is an inversive cone with apex r(α) and m r α = d(α). Hence for any object e ∈ vC G , for every g ∈ vC G , if we define r e as r e : g → [g, 1 h , e where h = g ∧ e, then r e is the unique idempotent inversive cone with apex e. Thus (IC 5) is also satisfied. Hence we have the following proposition.
As in [3, Section 4], we can easily show that the above discussed correspondence is also functorial between the categories IG and IC, leading to the following theorem. 
Completely 0-simple semigroups
In this section, we shall discuss how the abstract construction described in Section 2 simplifies in the case of completely 0-simple semigroups. This section may also be seen as a relatively straight forward generalisation of the discussion in [1] wherein the cross-connection structure of completely simple semigroups was studied in great detail. So whenever an exact repetition of the argument suffices, without further comment we refer the reader to [1] for the details of the results outlined here.
It is known [29, (Rees Theorem) ] that a completely 0-simple semigroup is isomorphic to the Rees matrix semigroup M • (G; I, L; P ) described as follows. The semigroup M • (G; I, L; P ) = (I × G × L) ∪ {0} where G is a group, I and L are sets and P = (p li ) is a L × I matrix with entries in G • = G ∪ {0} such that no row or column of P consists entirely of zeros (then P is known as a regular sandwich matrix ). The binary composition in M • (G; I, L; P ) is given by:
(i, a, l) 0 = 0 (i, a, l) = 0 0 = 0.
An alternate way of realizing the above described semigroup is as the Rees quotient M (G • ; I, L; P )/(I × {0} × L) [14] . In the sequel, we shall denote the Rees matrix semigroup M • (G; I, L; P ) by just S.
Specialising the results in Section 2 using the discussion in [1] , the category L(S) of principal left ideals may be described as follows.
Observe that in the sequel, any arbitrary principal left ideal S(i, a, l) shall be represented by just l whenever there is no confusion. Then for l 1 , l 2 ∈ vL(S) such that l 1 , l 2 = 0 and for each g ∈ G • , an arbitrary morphism from l 1 to l 2 is given by ρ(l 1 , g, l 2 ) such that for each (i, a, l 1 ) ∈ S(i 1 , a 1 , l 1 ), ρ(l 1 , g, l 2 ) : (i, a, l 1 ) → (i, g, l 2 ) ∈ S(i 2 , a 2 , l 2 ).
Observe that L • is a strict preorder and the only non-trivial inclusions arise from the relation 0 ⊆ l. So, for each l = 0 in the set L, we have an inclusion ρ(0, 0, l) from 0 to l. Further, corresponding to each inclusion ρ(0, 0, l) ∈ L(S)(0, l), we have a unique retraction ρ(l, 0, 0) ∈ L(S)(l, 0) and thus every inclusion in L(S) splits uniquely. Finally, the only morphism in L(S)(0, 0) may be denoted by ρ(0, 0, 0). Thus the composition of the morphisms in L(S) is as described in the earlier sections:
where l 1 , l 2 , l 3 ∈ L • and g, h ∈ G • . In the sequel, whenever there is no ambiguity regarding the domain and codomain of the morphism, we shall represent an arbitrary morphism ρ(l 1 , g, l 2 ) in L(S) by just ρ g . It can be easily verified that L(S) as described above forms a category with subobjects.
Observe that for any arbitrary morphism ρ(l 1 , g, l 2 ) ∈ L(S), either it is an isomorphism wherein l 1 , l 2 , g = 0 or it has a unique normal factorisation of the form ρ(l 1 , 0, l 2 ) = ρ(l 1 , 0, 0)ρ(0, 0, l 2 ).
Hence every morphism in L(S) has a unique normal factorisation. Now, we proceed to describe the normal cones in L(S). For this, first observe that the set T = (G • ) L × L forms a semigroup under the following binary composition. Given γ = (g 1 , g 2 , · · · ; l), δ = (h 1 , h 2 , · · · ; k) ∈ T such that (g 1 , g 2 , · · · ), (h 1 , h 2 , · · · ) ∈ (G • ) L and l, k ∈ L, (19) γ * δ = (g 1 h, g 2 h, · · · ; k)
where h = h l ∈ G • . It is clear that normal cones in L(S) can be represented as unique elements in T : any normal cone γ with apex l = 0 can be represented by the element (g 1 , g 2 , · · · ; l) in T such that for an arbitrary k ∈ L(S), γ(k) = ρ(k, g k , l) if k = 0 and γ(0) = ρ(0, 0, l).
Then, the set U = 0 L × L is an ideal of T . It consists of elements of T of the form (0, 0, · · · ; l) which are not normal cones since none of their components are isomorphisms. So consider the Rees quotient R := T /U , then we can verify that the semigroup L(S) of normal cones in L(S) is isomorphic to the semigroup R such that the zero element in R corresponds to the unique normal cone γ 0 in L(S) with apex 0, namely γ 0 (l) = ρ(l, 0, 0).
We observe in passing that the semigroup T may be realised as a semi-direct product (in fact, a wreath product ) of the 0-group G • and the right zero semigroup L; thus the semigroup L(S) is isomorphic to the Rees quotient (G • wL)/(0wL). In the sequel, by abuse of notation, the image of an element γ ∈ T in the quotient semigroup R will also be denoted by just γ, whenever there is no confusion.
So, for an arbitrary element x = (i, a, l) in S, the principal cone ρ x in L(S) may be denoted by (p l1i a, p l2i a, · · · ; l) ∈ (G • ) L × L. This normal cone ρ x with apex l is obtained by the right translation of the i-th column of P with the non-zero group element a. Since the sandwich matrix P is regular, we have ρ x ∈ T . Now, we proceed to characterise the Green relation R in the semigroup L(S); this in turn will provide the description of the unambiguous dual L(S) * . Extending the discussion in [1] , we can see that given an arbitrary element γ = (g 1 , g 2 , · · · ; l) ∈ L(S), the principal right ideal γ L(S) containing γ is determined by the L-tuple g γ = (g 1 , g 2 , · · · ) ∈ (G • ) L and γ L(S) = g γ G • × L.
Thus, the R-classes in the semigroup L(S) has a one-one correspondence with the set {g γ G • : g γ ∈ (G • ) L }. Observe that the element (0, 0, · · · )G • corresponds to the R-class containing the zero element γ 0 .
Thus the set of objects (i.e. the set of H-functors H(γ; −) : γ ∈ L(S)) of the dual L(S) * may be characterised as the set {g γ G • : g γ ∈ (G • ) L }. Furthermore, using the fact that the H-functors are representable, we can show that the set of morphisms in L(S) * are in a 'dual' correspondence with the set of morphisms in L(S). So the morphisms between any two non-zero objects in L(S) * can be characterised as the set (G • ) op and in the sequel we shall denote such an arbitrary morphism by σ g where g ∈ G • . Similarly we can describe the morphisms with the zero object H(γ 0 ; −) as σ 0 .
Having described the category L(S) and L(S) * , using the left-right duality, we can easily describe the categories R(S) and R(S) * as follows. Any arbitrary principal right ideal (i, a, l)S shall be represented by just i and the set of morphisms R(S)(i 1 , i 2 ) = (G • ) op if i 1 , i 2 = 0 wherein an arbitrary morphism shall be denoted by just λ g where g ∈ G • . If 0 ⊆ i, we have the associated inclusion morphism λ(0, 0, i) and the retraction λ(0, 0, i); the unique morphism in R(S)(0, 0) is λ(0, 0, 0). Then it can be easily shown that the semigroup of normal cones in R(S) is given by the Rees quotient ((G • ) I × I) op /({0} I × I) op . Then the object set of the dual R(S) * is characterised as {G • g γ : g γ ∈ (G • ) I } and an arbitrary morphism between any two non-zero objects shall be denoted by τ g where g ∈ G • . In the sequel, we shall refer to the unambiguous categories arising from a completely 0-simple semigroup as completely unambiguous categories.
Having constructed the completely unambiguous categories L(S) and R(S) in a completely simple semigroup S using the sets L, I and the 0-group G • , now we proceed to characterise the cross-connection involved.
Observe that given the L × I matrix P with entries from G • , we can define functors Γ : R(S) → L(S) * and ∆ : L(S) → R(S) * such that (21) vΓ P : i → p i G • , vΓ P : 0 → γ 0 G • , Γ P : λ g → σ g and Γ P : λ 0 → σ 0 ;
(22) v∆ P : l → G • p l , v∆ P : 0 → G • δ 0 , ∆ P : ρ g → τ g and ∆ P : ρ 0 → τ 0 where p i is the i-th column of the matrix P and p l is the l-th row of P . It can be readily seen that these functors constitute a cross-connection. In other words, the sandwich matrix P of the semigroup M • (G; I, L; P ) completely determines the cross-connection functors. The discussion in this section can be summarised in the following theorem.
Theorem 4.1. Given a completely 0-simple semigroup S = M • (G; I, L; P ), it determines a cross-connection (L(S), R(S); Γ P , ∆ P ) between the completely unambiguous categories L(S) and R(S) as described above. Conversely, given two arbitrary sets L, I and a 0-group G • , we can define two completely unambiguous categories C and D such that an arbitrary L × I matrix P with entries from G • will determine a unique cross-connection (C, D; Γ P , ∆ P ); the cross-connection semigroup so obtained is the completely 0-simple semigroup M • (G; I, L; P ).
The above described correspondence can be extended to a category equivalence between the category of completely 0-simple semigroups and the category of crossconnections of completely unambiguous categories.
Appendix A. Cross-connection structure of regular semigroups
In [24] , Nambooripad constructed a regular semigroup from a pair of crossconnected normal categories. The construction is as follows: given an abstractly defined normal category C, we first associate with it an intermediary regular semigroup called the semigroup C of normal cones.
It can be seen that given a regular semigroup S, we can associate with it, two normal categories L(S) and R(S). Then their corresponding semigroups of normal cones, namely L(S) and R(S), will give representations of the regular semigroup we started with.
The interrelationship of the categories L(S) and R(S) is abstracted using the notion of a cross-connection. Via the cross-connection, certain normal cones of the semigroup L(S) can be 'linked' with those of the semigroup R(S). The collection of all such linked normal cones will form a regular semigroup called the crossconnection semigroup.
Thus, starting with a pair of abstractly defined cross-connected normal categories C and D, we can construct a regular cross-connection semigroup as a subdirect product of the regular semigroups C and D. Conversely, given any regular semigroup, we obtain a pair of cross-connected normal categories: namely L(S) and R(S). This correspondence is shown to be a category equivalence.
