Abstract. We construct a non-commutative Aleksandrov-Clark measure for any element in the operator-valued free Schur class, the closed unit ball of the free Toeplitz algebra of vector-valued full Fock space over C d . Here, the free (analytic) Toeplitz algebra is the unital weak operator topology (WOT)-closed algebra generated by the component operators of the free shift, the row isometry of left creation operators. This defines a bijection between the free operator-valued Schur class and completely positive maps (noncommutative AC measures) on the operator system of the free disk algebra, the normclosed algebra generated by the free shift. Identifying Drury-Arveson space with symmetric Fock space, we determine the relationship between the non-commutative AC measures for elements of the operator-valued commutative Schur class (the closed unit ball of the WOT-closed Toeplitz algebra generated by the Arveson shift) and the AC measures of their free liftings to the free Schur class.
Introduction
In the classical, single-variable theory of Hardy spaces of analytic functions in the complex unit disk, D, there are natural bijections between the three classes of objects:
(1) the Schur class, S , of contractive analytic functions on the complex unit disk, D, (2) the Herglotz class, S + , of analytic functions with non-negative real part on the disk, and, (3) the cone of positive finite Borel measures on the unit circle, T.
The bijection between Schur functions, b, and Herglotz functions, H, is given by:
and
these maps are compositional inverses (we assume here that b is not the constant function b ≡ 1). The bijection between the second two sets is given by the Herglotz representation formula:
( 
. One can also show that, in this single-variable setting, any deBrangesRovnyak space is invariant for S * , the backward shift on H 2 (D) which acts as the difference quotient:
(S * h)(z) = h(z) − h(0) z .
Here the shift, S, is the isometry of multiplication by z on H 2 (D), and this operator is central to the study of function theory and operator theory on Hardy space [7, 8, 6 ].
In the seminal paper [5] , D.N. Clark established the following results for the case of inner b (the general versions for all Schur class functions can be found in [9, Chapter III]): Let Z b denote the unitary operator of multiplication by the independent variable in L 2 (µ b ). The analytic subspace H 2 (µ b ) is invariant forẐ b , and we set Z b :=Ẑ b | H 2 (µ b ) , an isometry which equalsẐ b if and only if b is an extreme point of the Schur class. Lemma 1.1. (weighted Cauchy transform) For any contractive analytic b ∈ S , and any α ∈ T, the weighted Cauchy transform F α : H 2 (µ bα * ) → H (bα * ) = H (b) defined by
is a linear isometry of the analytic subspace H 2 (µ bα * ) onto the deBranges-Rovnyak space H (b).
For simplicity assume b(0) = 0 and let X * := S * | H (b) . For any α ∈ T , let F α := F bα * and Z α := Z bα * . Theorem 1.2. (Clark's unitary perturbations) Let b ∈ S be a contractive analytic function in the disk (assume b(0) = 0). Given any α ∈ T, the weighted Cauchy transform F α intertwines the co-isometry Z * α with a rank-one perturbation of X * :
The point evaluation vector at 0, k b 0 ≡ 1 ∈ H (b) is cyclic for each X α . If b is an extreme point of the Schur class then Z α =Ẑ bα * is unitary so that each X α is a rank-one unitary perturbation of the restricted backward shift X. In this case if P α denotes the projection-valued measure of X α then µ α (Ω) = P α (Ω)1, 1 .
Remark 1.3.
In the case where b is an extreme point (so that H 2 (µ b ) = L 2 (µ b )), the inverse of the weighted Cauchy transform F α implements a spectral realization for the unitary operator X α .
Recently, the concept of Aleksandrov-Clark measure and all of the above results have been generalized to the several-variable setting of Drury-Arveson space [10] (see [11] for the vector-valued version). Here, the Drury-Arveson space, H 2 d , consists of analytic functions on the open unit ball of d-dimensional complex space, and is a canonical several-variable generalization of the classical Hardy space H 2 (D). We will briefly recall the relevant definitions in the upcoming subsection. The appropriate several-variable analogue of the Schur class is the closed unit ball of the several-variable (analytic) Toeplitz or Hardy algebra, H ∞ d , the (commutative) WOT-closed operator algebra generated by the Arveson d−shift on H 2 d . (Here, note that the classical Schur class of the disk can be identified with the closed unit ball of the Banach algebra H ∞ (D) = H ∞ 1 of bounded analytic functions in the open disk, and that H ∞ (D) can be identified with the unital WOT-closed operator algebra generated by the shift.) The Aleksandrov-Clark measures are necessarily promoted to positive linear functionals (or completely positive maps in the vector-valued setting) acting on a certain 'symmetrized' operator subsystem S + S * , S := S d , of A + A * , where A := A d is the left free disk algebra, the unital norm-closed (non-commutative) operator algebra generated by the left creation operators on the full Fock space over C d . The measure space H 2 (µ b ) in the several-variable setting is naturally generalized to a Gelfand-Naimark-Segal-type space with inner product constructed using the non-commutative AC measure, µ b , of b (as in the proof of Stinespring's dilation theorem from [12] ). With this dictionary, the classical correspondence between the Schur class, Herglotz functions and AC measures can be extended to define bijections between [10, 11] : µ from the symmetrized operator system S + S * into L(H).
As before, if b ∈ S d (H), the corresponding CP map µ b ∈ CP (S; H) is called the AleksandrovClark (AC) map, or non-commutative AC measure, of b. These AC maps are direct severalvariable generalizations of the classical AC measures. In this paper our goal is two-fold. Our first aim is to further extend the notion of a noncommutative Aleksandrov-Clark measure, the above bijection between the Schur class and AC measures, Clark's unitary perturbations and several related results to the setting of the (left and right) free Schur class of the (left and right) free analytic Toeplitz algebra. Here, the left (right) non-commutative or free analytic Toeplitz algebra, or more simply free Toeplitz algebra, , and this compression is a completely contractive unital epimorphism [13] . By commutant lifting, given any commutative Schur class element b ∈ S d (H), there are both left and right free lifts, B L ∈ L d (H), B R ∈ R d (H) so that their image under the quotient map is b [14, 15] . That is, if, for example, 
with the AC map µ b acting on the symmetrized subsystem S+S * ⊆ A+A * as constructed in [10, 11] . In particular, we will show that any such µ B is a completely positive extension of µ b , and that b has a unique pair of free lifts if and only if µ b , µ B are quasi-extreme in the sense of [10, 11] , a property which reduces to the classical Szegö approximation property:
in the single-variable, scalar-valued setting (and which is equivalent to being an extreme point in this case) [16, 6] . This bijective characterization of the set of all free lifts of a given Schur class b ∈ S d (H) provides an alternative to the canonical deBranges-Rovnyak colligation and transfer function realization of the commutative and free Schur classes of [17, 18, 19] . In particular our characterization has the advantage of providing a bijective parametrization of the set of all (generally nonunique in the commutative case) canonical deBranges-Rovnyak colligations in terms of certain completely positive extensions of the AC map µ b to the full free disk operator system (equivalently in terms of certain free lifts of b). In Section 7.8 we work out the precise relationship between the canonical deBranges-Rovnyak colligations in the free and commutative settings.
Preliminaries.
Recall that Drury-Arveson space, H 2 d , is the unique RKHS on B d := (C d ) 1 corresponding to the several-variable sesqui-analytic Szegö kernel:
where in the above z = (z 1 , ..., z d ); w * := (w 1 , ..., w d ), and zw * := (w, z) C d (all inner products are assumed conjugate linear in the first argument). Given any RKHS H(K) of H-valued functions on a set X, a natural construction to consider is the multiplier algebra, Mult(H(K)), of H(K). This is the algebra of all functions m : X → L(H) so that mf ∈ H(K) for all f ∈ H(K). That is, the multiplier algebra is the algebra of all functions, or multipliers, which multiply H(K) into itself. This algebra is clearly unital, and standard functional analytic arguments show that any multiplier, F , defines a bounded linear multiplication operator, M F , on H(K) and under this identification, Mult(H(K)) is closed in the weak operator topology (WOT) of L(H(K)). 
The several-variable Schur class,
, is the closed unit ball of this multiplier algebra. More generally the operator-valued Schur classes are the closed unit balls of the multipliers between vector-valued Drury-Arveson spaces:
We will focus on the 'square' case where H 1 = H 2 = H:
our results can be easily extended to the general rectangular setting (the rectangular Schur classes can be embedded in square Schur classes by adding rows or columns of zeroes).
Given
, one can construct the positive deBranges-Rovnyak kernel, 
Fix an orthonormal basis e 1 , ..., e d of C d . The left creation operators L 1 , ..., L d are the operators which act as tensoring on the left by these basis vectors:
and similarly the right creation operators R k ; 1 ≤ k ≤ d are defined by tensoring on the right
The left and right free shifts are the row operators L :
The orthogonal complement of the range of L or R is the vacuum vector 1 which spans the the subspace C =:
where e α = L α 1 = R α 1 and F d is the free unital semigroup or monoid on d letters.
Recall here that the free semigroup, F d , on d ∈ N letters, is the multiplicative semigroup of all finite products or words in the d letters {1, ..., d}. That is, given words α := i 1 ...i n ,
and the unit is the empty word, ∅, containing no letters. Given α = i 1 · · · i n , we use the standard notation |α| = n for the length of the word α.
For any permutation σ on n letters, one can define a unitary operator
This defines a representation, π n : Sym(n) → L(F 2 d ) of the symmetric or permutation group Sym(n) on n letters. The nth symmetric tensor product of
is (defined to be) the subspace of all common fixed points of the unitaries U σ . The symmetric Fock space, Sym(F 2 d ) (we will shortly identify this with H 2 d ) is then the direct sum of all symmetric tensor products:
Let N d be the unital additive semigroup or monoid of d-tuples of non-negative integers. By the universality property of the free unital semigroup F d , there is a unital semigroup epimorphism λ : (F d , ·) → (N d , +), the letter counting map which sends a given word
where n k is the number of times the letter k appears in the word α. For any n ∈ N d , we define the symmetric monomial
and it is then not difficult to verify that {e n := L n 1 = R n 1} is an orthogonal basis for Sym(
Here, and throughout, we use the standard notations |n| := n 1 + ... + n d for n ∈ N d , and n! := n 1 ! · · · n d !. As shown in, e.g [10] ,
where denotes norm-closed linear span and Lz * :
and it is easily verified that the map
is an onto isometry which sends e n = L n 1 to z n |n|! n! ∈ H 2 d , where
For the remainder of the paper we will identify these two spaces and simply write H 2 d ⊂ F 2 d for symmetric Fock space.
Free Formal reproducing kernel Hilbert spaces
It will be useful to review the theory of free or non-commutative (NC) formal reproducing kernel Hilbert spaces (RKHS), as introduced in [21, 19] . This will allow us to define left and right free analogues of the commutative several-variable deBranges-Rovnyak spaces H (b) associated to any b ∈ S d (H). If B is a left or right free lift of b, we will see that there is very nice relationship and natural maps between the corresponding free and commutative deBranges-Rovnyak spaces. Moreover the left or right deBranges-Rovnyak space of B will have a structure which is formally very similar to a commutative deBranges-Rovnyak RKHS, and it will be fruitful to exploit this analogy with the commutative setting to obtain a non-commutative or 'free' extension of the Aleksandrov-Clark theory for the abelian Schur class S d (H) developed in [10, 11] .
Any formal RKHS in the sense of [21] is essentially a classical RKHS on a finitely generated unital semigroup (or monoid), M d (with d generators), where the reproducing kernel K ϕ,ϑ ; ϕ, ϑ ∈ M d is viewed as the formal power series coefficients of a 'formal reproducing kernel' in two formal variables. The key difference between classical RKHS theory over finitely generated monoids and formal RKHS theory is the shift in focus from multipliers to formal multipliers: Given a discrete RKHS, H(K ϕ,ϑ ), of functions on a finitely generated monoid M d , instead of the usual multiplier algebra, one can consider the convolution algebra of bounded convolution operators from H(K ϕ,ϑ ) into itself. If one identifies elements of the discrete RKHS H(K ϕ,ϑ ) with formal power series indexed by M d , this convolution algebra can be viewed as the formal multiplier algebra, the algebra of formal power series which multiply the formal RKHS into itself. We will primarily be interested in the case of F d , the free unital semigroup on d generators (the universal monoid on d generators).
2.1. Formal RKHS over F d . Let H be an auxiliary 'coefficient' Hilbert space. We will call any positive kernel function c :
an operator-valued free coefficient kernel, and the associated formal power series
is called a (positive) free kernel. Here Z = (Z 1 , ..., Z d ) and W * = (W * 1 , ..., W * d ) are two sets of free (non-commuting) variables and given a word α = i 1 i 2 ...i n ; i k ∈ {1, ..., d}, the transpose of α is α T = i n ...i 1 . In the above, we have also used the notation L(H){Z, W * } for the linear space of all formal power series in the free variables Z, W * with coefficients in L(H), and we will write K α,β := c(α, β) for the coefficient kernel corresponding to a free kernel K.
A Hilbert space K is called a free RKHS of H-valued functions if any F in K can be written as a formal power series
in the free variable Z, and if for each α ∈ F d the linear coefficient evaluation map
defined by K * α F := F α , is bounded. We write K α ∈ L(H, K) for the Hilbert space adjoint of this linear map. The free coefficient kernel for K is defined by the coefficients
defines a positive free kernel, called the free reproducing kernel of K. That is, K α,β is necessarily a positive kernel function in the classical sense on the discrete set F d , and classical RKHS theory implies that there is a bijection between free kernel functions K and free RKHS, H(K), of free formal power series with free reproducing kernels K. We write
If F(K) is a free RKHS of H-valued functions (whose elements can be written as free formal power series), we can define formal point evaluation maps:
Also define the formal adjoint of free power series termwise as:
Then for any F ∈ F(K), K * W F is defined termwise as
These properties are formally analogous to properties of classical RKHS, and in many calculations it will be easier to work with the formal point evaluation maps
Remark 2.2. Up to this point, no new theory has been introduced. Under the identification of elements of a free RKHS of formal power series with their power series coefficients indexed by the free monoid F d , the concept of a free RKHS is equivalent to that of a classical RKHS over F d .
As in classical RKHS theory, given any free RKHS F(K) of H−valued free power series, there are naturally associated (formal) free (left and right) multiplier algebras. The noncommutativity of the unital free semigroup (F d , ·) leads to two different notions of formal multipliers: left multipliers and right multipliers (equivalently left or right convolution operators).
A bounded linear map M : F(k) → F(K) between two free RKHS of H and J-valued functions, respectively, is called a left free multiplier if there is a formal power series
Similarly it is called a right multiplier if it acts as right multiplication by M (Z):
The above right product of formal power series is defined as
The above shows that left and right formal free multiplication can be defined in terms of (left or right) convolution of the coefficients:
The restatement of the above in terms of the formal point evaluation maps is again more formally analogous to the classical theory:
If it is a bounded right multiplier then
Analogues of classical RKHS results include:
{Z} defines a bounded left free multiplier from F(k) into F(K) if and only if there is a B > 0 so that
as positive free coefficient kernels.
In particular, F(k) is contractively contained in F(K) if and only if K α,β − k α,β is a positive free coefficient kernel. Equality holds in the above with B = 1 if and only if M is a co-isometric left multiplier.
The same statements hold for right free multipliers if one reverses the order of the products of the free semigroup elements β, γ and β ′ , γ ′ . Again, this can be restated in terms of formal point evaluation maps and free kernels:
as free formal positive kernels.
Similarly it defines a bounded right free multiplier if and only if
In either case (right or left) multiplication by M (Z) is a co-isometry if and only if equality holds with B = 1 and F(k) is contractively contained in F(K) if and only if K − k is a positive free kernel.
Given two free RKHS, F(k), F(K), we define the left and right free multiplier spaces,
, as the spaces of all left and right free multipliers of F(k) into F(K). As in the classical, commutative theory, any left (right) free multiplier,
, and under this identification, these multiplier spaces are W OT -closed. In the case where
, for the unital free left multiplier algebra of F(K) (and similarly for the free right multiplier algebra). As observed above, the free left and right multiplier algebras of a free RKHS F(K) can be equivalently viewed as (what could be called) the free left and right convolution algebras of the discrete classical RKHS H(K α,β ) corresponding to the free coefficient kernel
Our main motivation for considering the theory of free formal RKHS is to apply it to the setting of the full Fock space,
The example below (from [21] ) shows that the full Fock space can be naturally viewed as a free RKHS, the free Hardy space over d free variables. The WOT-closed unital operator algebras generated by the left and right creation operators, i.e. the left and right free Toeplitz algebras, are then naturally identified with the left and right free multiplier algebras of this free RKHS.
Example 2.7. The full Fock space and the free Szegö kernel.
Any element f ∈ F 2 d has the form
where 1 denotes the vacuum vector and L is the left creation isometry. We can identify f with the formal power series
Since f α = L α 1, f F 2 , the coefficient evaluation vectork α is simplyk α (Z) = Z α , and the free coefficient kernel is:k
The corresponding free kernel is then:
This is a free analogue of the Szegö kernel for Drury-Arveson space: Indeed, replacing Z, W * with the commutative variables z, w * ∈ B d yields: 
We will use the notation
and 
can also be identified as the spaces of bounded linear maps which intertwine the scalar right multiplier algebras R ∞ d ⊗ I H 1 and R ∞ d ⊗ I H 2 acting on vector-valued Fock spaces. In the case where 
are free positive kernel functions, respectively, wherek is the free Szegö kernel of
The (left or right) free deBranges-Rovnyak space is then defined as
, depending on whether B is in the left or right free operator-valued Schur class.
As in the commutative case, H R (B) can be defined as a complementary range space [9] :
Namely,
* equipped with the inner product that makes
* a co-isometry onto its range: if P is the orthogonal projection onto
In the above,
is defined by right free multiplication by B(Z) (assume B belongs to the right Schur class). A similar statement, of course, holds if B is in the left Schur class.
To see that
are the same space, first note that by free RKHS theory, H R (B) is contractively contained in F 2 d ⊗J sincek⊗I J −k R is a positive free kernel. As in [9, , H is also contractively contained in F 2 d ⊗ J, and ifk denotes the free (operator-valued) Szegö kernel and
This shows that H is a free RKHS with point evaluation maps
and free kernel
, and we define the action of M R B , (M R B ) * on such formal power series (as well as the above inner products of formal power series) by linearity. Alternatively, instead of formal manipulations with free formal power series, one can arrive at the same conclusions by repeating the above arguments with the coefficient maps.
Relationship to Non-commutative function theory
Free non-commutative function theory provides an alternative and equivalent mathematical framework for defining non-commutative deBranges-Rovnyak spaces associated to the left and right free Schur classes. In particular, there is a bijection between free RKHS F(K) with free kernels K, and functional non-commutative (NC) RKHS of free non-commutative (NC) functions defined on NC sets [22, Theorem 3.20] . In this section we briefly describe the relationship between these two theories as they pertain to our program. Our presentation will follow [23, 22] .
One inspiration for free non-commutative function theory is Popescu's free functional calculus for row contractions (and Popescu's theory of free holomorphic functions) [24, 25, 26] . Recall that A := A L d denotes the left free disk algebra, the unital operator algebra generated by the left free shift (the row isometery of left creation operators) on the full Fock space, F 2 d over C d . Further recall that the free left multiplier algebra of
, the unital WOT-closed operator algebra generated by the left free shift, also called the left free Toeplitz algebra. Similarly we define operator-valued extensions of these algebras: given an auxiliary coefficient Hilbert space H, we will abuse notation slightly and write
for the operator-valued left free disk algebra, and the left free Toeplitz algebra, respectively. To be precise, we write
in place of the norm and WOT-closure of these algebraic tensor products. These algebras are the norm, and WOT-closure, respectively, of the unital operator algebras generated by the operator-valued left free shift L ⊗ I H acting on vector-valued Fock space
Given an orthonormal basis {e k } of C d and corresponding left and right creation operators
is the set {e α := L α 1} α∈F d . The unitary U T is then defined by transposition of the index:
and α T denotes the transpose of α ∈ F d defined previously:
and it follows that 
In terms of formal power series, if
This defines a transpose map on free formal power series,
has the 'free Fourier series' of equation (3.1) which is defined by computing [27] :
Given any 0 ≤ r < 1, and any 
belongs to the (operator-valued) free left disk algebra and one can check as in [24, Proposition 4.2] that M L Fr converges to M L F in the strong operator topology as r → 1 − . It is important to note, however, that as in the case of Fourier series for the classical disk algebra [6] , the partial sums of the free Fourier series for F ∈ A L d may not converge, even in the strong or weak operator topologies [27] 
can be recovered from its free Fourier series by taking Cesàro sums. Namely, given any
is the average of the first N partial sums of the free Fourier series of F . As shown in [27] , for any
Results of Popescu [28, 24, 25] show that any
.., L d denotes the algebra of polynomials in the d free (noncommuting) variables L k with coefficients in L(H). This inequality (and its matrix-valued
defines a unital completely contractive algebra homomorphism which can be extended by continuity to L ∞ d ⊗ L(H). This functional calculus is one of the inspirations for free non-commutative function theory [23, 25, 26] . Here is a brief introduction which is sufficiently general for our purposes: Let V = C d , a complex vector space, and consider the disjoint union
Elements Z ∈ V n×n are viewed as bounded row operators on
each Ω n is the set of all strict row contractions on C n . This set Ω is an example of what is called a non-commutative (NC) set [23] (it is closed under direct sums, and it is also both left and right admissable in the terminology of [23] ).
n×n is called a non-commutative or free function if it has the two properties:
and, if Z ∈ Ω n , W ∈ Ω m , and α ∈ C m×n obey αZ = W α,
The free function F is called:
(i) locally bounded if for any Z ∈ Ω n , there is a δ n > 0 so that F is bounded on the ball of radius δ n about Z ∈ Ω n .
(ii) analytic or holomorphic on Ω if F is locally bounded and Gâteaux differentiable: For any Z ∈ Ω n and W ∈ V n×n , the Gâteaux derivative of F at Z in the direction W :
By [23, Theorems 7.2 and 7.4], any locally bounded free function F is automatically analytic, and analyticity of F also implies that F has a certain power series representation (TaylorTaylor series) with non-zero radius of convergence about any Z ∈ Ω (it also implies F is Fréchet differentiable), see [23, Chapter 7] . Moreover, the results of [25, 26, 23] show, remarkably, that many classical results from complex analysis and several complex variables have purely algebraic proofs that extend naturally to this setting. Let Hol(Ω) ⊗ L(H) denote the algebra of all free holomorphic functions on the noncommutative (NC) ball Ω taking values in L(H) nc . As in [25] , we define the (operatorvalued) free Hardy algebra, as the algebra of all uniformly bounded free holomorphic functions on this NC domain Ω taking values in L(H) nc :
where the supremum norm of F over the NC unit ball is
By the results of [23, Chapter 7] , any H ∈ H ∞ (Ω)⊗ L(H) has a power series representation:
which converges absolutely for any Z ∈ Ω, and uniformly on any closed NC ball Ω r := (Ω r ) n , (Ω r ) n := C n×n ⊗ C d r of radius 0 < r < 1 [23, Theorems 7.10 and 7.2]. The following theorem shows that the free analytic Toeplitz algebra and free Hardy algebra are naturally isomorphic and can be viewed as the same object:
is a unital completely isometric isomorphism.
Recall that the above power series for H(L) is to be understood as the SOT-limit of Cesàro sums.
Remark 3.2. Using the free functional calculus of Popescu, it is not difficult to verify that Φ is injective, unital, and completely isometric. Surjectivity follows from approximating any H ∈ H ∞ (Ω) ⊗ L(H) by the partial sums of its Taylor-Taylor series expansion about 0 n ∈ Ω n [23, Chapter 7] . We will call H ∞ (Ω) the several-variable free Hardy algebra, and under the above identification we will use the terms free Hardy algebra and free Toeplitz algebra interchangeably.
Remark 3.3. In recent research, the theory of positive kernel functions and RKHS has also been extended to the free function theory setting [22] . In particular, it can be shown that the class of all free formal RKHS is naturally isomorphic to the class of non-commutative reproducing kernel Hilbert spaces (NC-RKHS) [22, Theorem 3.20] . A NC-RKHS can be viewed as a sort of reproducing kernel Hilbert space of free or non-commutative functions on a NC set. In particular, one can naturally identify or view our free deBranges-Rovnyak spaces as NC-RKHS of this type. We have found, however, that the free extension of our commutative Aleksandrov-Clark theory from [10, 11] , seems to carry over most naturally using the formalism of free RKHS. Namely, many of the theorems and proofs of this paper are formally identical (or very similar) to those of [11] , upon replacing formal point evaluation maps K Z with the point evaluation maps K z , z ∈ B d .
Free Herglotz functions and Aleksandrov-Clark maps
In this section we define free Herglotz functions and construct the free Aleksandrov-Clark maps associated to any element of the free operator-valued Schur classes. Our calculations here are a formal analogue of the approach in [11] for the commutative Schur class of Drury-Arveson space. As in the previous section, consider the NC set Ω = Ω n , where
is the set of all strict row contractions on C n . In what follows we initially focus on the left case, analogous results hold for the right case. 
is a positive formal free kernel.
This expression forK L converges in operator norm for fixed Z, W ∈ Ω n , and this implies, in particular, that Re H L (Z) ≥ 0 for all Z ∈ Ω n [22] . That is, H L (Z) is a bounded, accretive operator for any Z ∈ Ω. It then follows as in [8, Chapter IV.4] , that H L (Z) + I is invertible, and that
The free right Herglotz-Schur class, R + d (H), is defined similarly, and given
and similarly for H R B . The free Herglotz kernel for H L B is then 
is the image of B L or B R under the symmetrization (quotient by the commutator ideal) map. We say B is strictly contractive if this holds, and certainly any strictly contractive B is non-unital.
It seems reasonable that the assumption that B be non-unital can be relaxed if one is willing to allow H L , H R to take values in unbounded operators see [11, Remark 1.10 ]. We will avoid such complications and assume throughout that B is non-unital. 
Given any non-
Given any fixed left free Herglotz function H L , define a map φ : A + A * → L(H) by
where the H α ∈ L(H) are the coefficients of the formal power series for H L . Extend φ so that it is self-adjoint and linear. It follows that 
and the map φ belongs to CP (A; H).
It will be useful to first show that any positive element in A + A * is the limit of 'sums of squares': Let C := [A + A * ] + , the positive norm-closed cone of the (norm-closed) operator system A + A * , and let C 0 := [A * A] + , i.e. C 0 is the positive norm-closed cone of elements which are 'sums of squares':
Lemma 4.5. Any positive element of A + A * is the norm-limit of sums of squares, i.e., C 0 = C.
Proof. Suppose not. Then there is a positive p ≥ 0 in A + A * so that p ∈ C \ C 0 . By the Minkowski cone separation theorem, there is a real linear functional λ : C → R so that λ(q) ≥ 0 for all q ∈ C 0 but λ(p) < 0. We can extend λ to a bounded complex linear functional on A + A * in the usual way: If x is self-adjoint in A + A * then x = p − q for p, q ∈ C. Then let Λ(x) := λ(p) − λ(q), and if x = r + is in A + A * with r, s self-adjoint in A + A * then define Λ(x) := Λ(r) + iΛ(s). This is possible since A + A * is a unital operator system so that any self-adjoint element in A + A * can be written as the difference of elements of C (and the real and imaginary parts of any x ∈ A + A * are also in the operator system). We will simply write λ in place of its extension Λ to A + A * .
Define a quadratic form on A by:
This is a positive quadratic form or pre-inner product on A,
since a * a ∈ C 0 . As in the usual Gelfand-Naimark-Segal (GNS) construction if N λ ⊂ A is the closed subspace of vectors of length zero with respect to ·, · λ , then this pre-inner product promotes to an inner product on
and we let H λ denote the Hilbert space completion of this inner product space. We can also define a GNS representation π λ : A → L(H λ ) in the usual way:
This is well-defined since N λ is a closed left A-module. It is not hard to see that π λ is a completely contractive and unital representation of A, and so it extends naturally to a completely positive unital map on A + A * . Since p ≥ 0 and π λ is positive, it follows that π λ (p) ∈ L(H λ ) is a positive operator. This produces the contradiction:
and we conclude that C 0 = C.
Proof. (of Proposition 4.4 ) LetK :=K
and this calculation shows that the coefficient kernel of the free positive kernelK is:
In particular it follows thatK
by definition. Now suppose that α = λβ and observe that
It follows that if α = λβ, the map φ obeys
so that φ is well-defined on A + A * . In order to arrive at the above equation, observe that it was necessary that the transpose appears in the definition 2φ(
The fact thatK α,β is a positive free coefficient kernel will imply that φ is completely positive: Indeed, consider any element A ∈ A ⊗ C n×n of the form
The set of all such finite sums is norm dense in A ⊗ C n×n . To show that φ is completely positive, the (matrix-version of the) previous sums of squares lemma implies that it is sufficient to show that
for all n ∈ N. The above can be written as
and this proves that φ is completely positive.
Consider the free Cauchy kernel
With this definition it follows that
In the above, * denotes the formal adjoint defined previously. With these definitions we also have that
This is the left free Herglotz formula, and it is clearly a non-commutative formal analogue of the classical Herglotz formula (1.1) from the introduction, as well as a direct free analogue of the commutative results for S d (H) obtained in [10, 11] . This argument is reversible. Given any φ ∈ CP (A; H) define a positive free kernel K =K L and coefficient kernelK α,β bŷ
Complete positivity of φ ensures that this defines a positive coefficient kernel. If one defines
it follows that H L is a free holomorphic L(H)-valued function on the NC unit ball Ω, and one can calculate that
Consider the first sum. Since α T ≥ β T it follows that α T = β T γ T or α = γβ for some γ ∈ F d . This first sum can then be written as:
The full calculation then establishes the formula (4.3). Since this is a positive free kernel, it follows that H L ∈ L + d (H) belongs to the left free Herglotz-Schur class. The entire above analysis can be repeated with right free Herglotz-Schur functions. Given a right free
and T is the formal transpose defined previously. Also note that * • T = T • * .
In this right case we obtain the right Herglotz formula
Conversely, given φ ∈ CP (A; H), one can define the right Herglotz function as above and it follows that any φ ∈ CP (A; H) corresponds uniquely to a transpose-conjugate pair of left and right free Herglotz-
. These arguments and formulas define bijections (modulo imaginary constant operators) between transpose-conjugate Herglotz-Schur pairs and completely positive maps on the free disk operator system. In summary: Theorem 4.6. There are bijections between the three classes of objects: 
, is given by the free Herglotz formulas:
Again, observe that the above formula is formally analogous to the classical Herglotz representation formula (1.1) for Herglotz functions on the disk. (It recovers the classical formula in the scalar-valued, single-variable case if we identify AC measures on the unit circle with positive linear functionals on the classical disk algebra.) Definition 4.7. We will use the notation µ B ∈ CP (A; H) for the completely positive map which corresponds uniquely to the transpose-conjugate pair B := (B L , B R ) (equivalently to H B = (H L B , H R B )) by the above theorem. The map µ B will be called the Aleksandrov-Clark map or non-commutative Aleksandrov-Clark measure of B.
The free Cauchy transforms
As in [10, 11] , given any φ = µ B ∈ CP (A; H) one can construct a Gelfand-Naimark-Segal (GNS)-type space, F 2 (µ B ), and associated Stinespring representation π φ = π B : A + A * → L (F 2 (µ B ) ). Here B = (B L , B R ) is the unique transpose conjugate pair of free Schur class elements corresponding to φ. This construction relies on the semi-Dirichlet property of the free disk algebra A [15] :
Briefly, given φ = µ B , consider the algebraic tensor product A ⊗ H, endowed with the pre-inner product
, and hence that this pre-inner product is well-defined relies on the semi-Dirichlet property of A. If N B denotes the closed left A-module (or left ideal in A) of all vectors of length zero in this algebraic tensor product, then ·, · B promotes to an inner product on the quotient space
and the Hilbert space completion of this inner product space will be denoted by F 2 (µ B ), the free Hardy space of µ B . The associated Stinespring representation is defined by a → π B (a) where
The representation π B : A → L(F 2 (µ B )) is a unital completely isometric isomorphism which is * -extendible to a * -representation of the Cuntz-Toeplitz C * -algebra E := C * (A) (and is well-defined since N B is a left ideal). In particular it follows that π B (L) is a row-isometry on F 2 (µ B ) ⊗ C d . This yields the Stinespring dilation formula:
where the bounded linear embedding
and [I⊗] B 2 = µ B (I) . This embedding is isometric if and only if µ B is unital.
Recall that a CP map φ = µ B ∈ CP (A; H) defines both a left and right free Herglotz space with free kernelsK L ,K R , respectively. In what follows we consider the right case. The left case is, as usual, analogous. The formal point evaluation mapK R Z is given by the free formal series:K
Let B R be the right Schur class element defined by µ B . We define the free right Cauchy transform:
Expanding the above in free formal power series,
so that in terms of coefficient maps,
Remark 5.1. Both the left and right hand sides of the above equation (5.1) are free power series in Z * . To say that they are equal is to say that their coefficients are equal. We then extend the action ofĈ R to free power series by linearity.
The free right Cauchy transform is an onto linear isometry since:
The weighted free right Cauchy transformF R :
is then defined bŷ 
Similarly we can define the left free Cauchy and weighted Cauchy transforms,
The proof is easily verified, and omitted.
The Free Clark formulas
is a transposeconjugate pair of free (operator-valued) Schur multipliers. In this section we will develop right free analogues of the Clark unitary perturbation formulas, the left case is analogous. Our approach and proof is a direct free analogue of the proof of the Clark intertwining formulas for the commutative setting of Schur b ∈ S d (H). [11, Theorem 4.16, Section 4] .
A significant complication appears in the commutative Aleksandrov-Clark theory as soon as d > 1. Namely, in contrast to the classical single-variable theory [9] , the deBrangesRovnyak spaces H (b) for b ∈ S d (H) are generally not invariant for the adjoints of the components of the Arveson d-shift on H 2 d [17] . The appropriate replacement for the restriction of the backward shift in the several-variable theory is a contractive Gleason solution for H (b) [17, 18, 29, 30, 31] . Here, (see e.g. [11, Section 4]), a contractive Gleason solution for H (b) is a row contraction X :
and which is contractive in the sense that
and if it is contractive in the sense that
Observe that in the classical single-variable case, the unique contractive Gleason solutions for H (b) and b are given by X = S * | H (b) and b = S * b, where S is the shift on H 2 (D).
In contrast, as soon as d > 1, contractive Gleason solutions for H (b) and b are generally non-unique (but they can be parametrized in a natural way, see [11, Section 4] 
Any contractive Gleason solution X for H (b) necessarily obeys:
Remarkably, the free theory is, in several ways, simpler and more closely parallels the classical single variable theory. Any right free deBranges-Rovnyak space
is always invariant for L * ⊗ I H , the adjoint of the left free shift (similarly H L (B) is invariant for R * ⊗ I H ). Moreover, if one defines contractive (right) free Gleason solutionsX R , B R for H R (B) and B as in the commutative setting, then these are always unique and given by
(In the left case we obtain
.) Namely, a contractive Gleason solution for any right free deBranges-Rovnyak space H R (B) can be defined as a row-contractionX :
This definition is equivalent tok
Similarly, a contractive Gleason solution for B R is a map B R :
∅ , and which is contractive in the sense that 
Proof. Write B := B R and let
The bracketed term is then
It follows that
By the uniqueness of the contractive Gleason solution for . This is a direct generalization of Clark's classical result [5] (Theorem 1.2) , and we recover Clark's result in the single-variable, scalarvalued case. Given any unitary U ∈ L(H), it is not difficult to check that H R (BU * ) = H R (B). Applying the above result to BU * for any such unitary U , yields the full U(H)-parameter family of co-isometric Clark-type perturbations of the restriction of the adjoint of the left free shift.
Proof. Let B := B R . Calculate on formal kernel maps:
Observe that in terms of the formal power series, each L j ⊗ I H is a left multiplier so that L * j ⊗ I HkW =k W W * j , and then calculate,
In summary this shows
is the unique contractive Gleason solution for H R (B). Compare this tô
where we have applied the previous proposition identifying B = B R with A to obtain the last line above. It remains to calculatê
In summary,
Subtracting the expressions (6.3) and (6.4) yields:
If we define
then on point evaluation maps,
and then
The expression on the right evaluates to
and this proves the Clark intertwining formulas.
Relationship between the free and commutative theories
Recall the theory of non-commutative Aleksandrov-Clark measures for the commutative several-variable operator-valued Schur class S d (H) [10, 11] . Let S = S d ⊂ A d = A be the (norm-closed) symmetrized operator subspace:
where denotes norm-closed linear span. Also recall that
is the unital letter-counting epimorphism. As in the free theory of this paper, and as described in the introduction, there is a bijection between non-unital b ∈ S d (H), Herglotz-Schur class functions on B d , and completely positive (AC) maps µ b ∈ CP (S; H), where CP (S; H) is the positive cone of completely positive maps of S + S * into L(H). In particular the Herglotz representation formula in this setting is
which is formally very similar to our free Herglotz representation formulas of Theorem 4.6. The operator space S, like the full free disk algebra A, has the semi-Dirichlet property:
so that one can again apply a GNS-type construction to obtain the Hardy space of µ b , H 2 (µ b ), as the completion of the quotient of the algebraic tensor product S ⊗ H by vectors of zero length with respect to the pre-inner product: 
, evaluated at commutative z must equal H b (z). By the Herglotz representation formulas for the free and commutative Herglotz-Schur classes, it follows that
and this proves that µ B | S+S * = µ b .
Recall that any Schur class b ∈ S d (H), or µ b ∈ CP (S; H) are said to be quasi-extreme
, is the several-variable analogue of the closed linear span of the non-constant analytic monomials (see Remark 6.4) . This quasi-extreme property is a natural analogue of the single-variable Szegö approximation property as described in the introduction, and it is related to extreme points of the Schur class [16] . See [11] for several equivalent characterizations of this property. The free theory of this paper provides yet another equivalent characterization. 
is a co-isometry onto H (b) with initial space
An analogous co-isometry C R H 2 is defined for the right free deBranges-Rovnyak space.
Proof. Assume that B = B L and drop the superscript L, the same proof works for the right case. The proof follows from the definition of the deBranges-Rovnyak spaces as complementary range spaces:
In the above we used that
Recall that in the commutative theory, one defines Cauchy and weighted Cauchy trans-
and these define isometries onto the commutative Herglotz space H + (H b ) and the deBrangesRovnyak space H (b), respectively [11, Section 2.7] . Proof. We prove the right case, left is analogous. For z ∈ B d , we know that
Compare the above tô
In particular, applyingF R to (I − π B (L)z * ) −1 [I⊗] B amounts to substituting the commutative variables z in for Z in the above expression, wherê
In the above, recall thatk α (Z) = Z α , and we definek n := α; λ(α)=nk α . 
and F b = C R H 2FR . Remark 7.7. It is also easy to check that that the range ofF
be a transpose-conjugate pair of free L(H)-valued Schur class functions. Recall that by [19] , any B L ∈ L ∞ d (H) correpsonds uniquely to a (co-isometric, observable) canonical deBranges-Rovnyak colligation:
where,
The left Schur multiplier B L is then realized as the transfer function of U dBR by the Schur complement formula
see [19, Theorem 4.3] . Note that A R dBR =X * is (the adjoint of) the unique contractive Gleason solution for H R (B) and B R dBR = B R is our unique contractive Gleason solution for B R . This shows the (right) canonical deBranges-Rovnyak colligation for a left Schur class element B L ∈ L d (H) is expressed in terms of operators on the right free deBranges-Rovnyak space H R (B), see [19, Remark 4.5] . Similarly there is a canonical left colligation and transfer function realization for B R using the left free deBranges Rovnyak space H L (B).
In the commutative theory [17, 18] for Drury-Arveson space, any b ∈ S d (H) again always has canonical (weakly co-isometric, observable) deBranges-Rovnyak transfer function realizations and colligations, but these are generally non-unique. Namely, a contraction, u dBR , is called a canonical deBranges-Rovynak colligation for b if it can be written in block form as 
In [11, Section 4] , it was shown that there is a bijection between contractive Gleason solutions b :
defines a partial isometry with initial space Such an extension will be called a symmetric extension.
The fact that φ D ∈ CP (A; H) extends µ b ∈ CP (S; H) follows from: In the case where D = V b , φ D is called the tight extension of µ b . This was defined and studied in [11, 10] 
and similarly for W . Hence, assuming say that β = αλ,
It follows that the map C D :
is an onto isometry (onto by minimality of W ) which extends the Cauchy transform The corresponding Gleason solutionX = A * dBR obeyŝ X * kR 
