Harvesting provenance for streaming workflows presents challenges related to the high rate of the updates and a large distribution of the execution, which can be spread across several institutional infrastructures. Moreover, the typically large volume of data produced by each transformation step can not be always stored and preserved efficiently. This can represent an obstacle for the evaluation of the results, for instance, in real-time, suggesting the importance of customisable metadata extraction procedures. In this paper we present our approach to the aforementioned provenance challenges within a use-case driven scenario in the field of seismology, which requires the execution of processing pipelines over a large datastream. In particular, we will discuss the current implementation and the upcoming challenges for an in-worfklow programmatic approach to provenance tracing, building on composite functions, selective recording and domain specific metadata production.
INTRODUCTION
The continuous growth of data collected from ground motion sensors deployed all over the world is providing seismologists with new opportunities to analyse the signals recorded. For instance, the time series captured by these instruments are an essential ingredient in the application of relatively new seismic analysis techniques. In particular, ambient noise interferometry focuses on the noise signatures originating at depth and recorded from the sensors deployed on the surface [4] . In this analytical approach, the cross-correlation of all the signals among station pairs and its stacking over a long period of time is used to reconstruct the impulse response of a specific area of the earth's crust. Another application of Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. EDBT/ICDT '13 March 18 -22 2013, Genoa, Italy Copyright 2013 ACM 978-1-4503-1599-9/13/03 ...$15.00.
interest is seismic forward modelling [12, 8] , where the observed seismograms for earthquakes on a continental scale are automatically compared with synthetic seismograms for various Earth models, for subsequent model updates and improvements.
The implementation of a distributed infrastructure and a scientific gateway allowing such analysis is the objective of the EC funded project VERCE 1 (Virtual Earthquake Research Environment). There is a general agreement among the partners, that each of the previously mentioned techniques require the execution of processing pipelines, which apply a sequence of transformations on a time dependant series of seismograms. The evaluation of various processing strategies, testing for instance the application of different parameter values or components, typically requires multiple runs of a pipeline on a large portion of the target dataset. This scenario suggests that the comparison of the results would make great use of the provenance recordings from the pipeline stages. Provenance data should be accessible at various granularities, describing as much as possible the data interdependencies, intermediate visualisation, lineage traces, heterogeneous dataset metadata and processing parameters.
In the following sections we show how we approach some of these requirements as well as how we intend to address relevant, open research questions. Our implementation targets an existing streaming workflow system based on the OGSA-DAI [7] enactment engine, which is orchestrated via a workflow specification document expressed in the DISPEL language [2] . The deployment architecture consists of multiple DISPEL gateways [3] distributed over a network of infrastructures. Each gateway will be responsible of compiling sections of the DISPEL specification in order to distribute the computation among the available resources provided by the hosting infrastructure.
HARVESTING PROVENANCE
Each run of the processing pipeline utilises a vast dataset which easily exceeds a terabyte. Therefore it is advisable to have its execution distributed on large and scalable resources. The approach described in this work implements data processing pipelines via a streaming workflow system. The design effort of the project aims to obtain a system which is capable of ingesting and distributing a hypothetically infinite data stream over a network of processing elements. These computational entities should be deployable on multiple nodes potentially hosted on remote and independent institutional infrastructures, while the data can be extracted either from locally stored data archives, data services or sensors. Given the aforementioned application setting, the harvesting of provenance needs to take into account the following requirements: Real-time provenance: Provenance data should be accessible in real-time, during harvesting, in order to allow for immediate interaction for users who can monitor the production of the results. This approach is useful, for example, when a preliminary evaluation of partial results might suggest an early termination of the computation. Centralised provenance archive: We assume that the computation might be distributed, not only across the nodes of the same cluster, but also across different computational models (e.g. HPC or Data Intensive) and institutional infrastructures. In the latter case, security and storage constraints may interfere with the possibility of querying consistently multiple provenance stores as the computation proceeds. Conversely, the provenance system should not impose extra data transfer to a central repository, to the extent that it significantly reduces the rate of processing. Moreover, the model should be able to track the location of each processing component and its performance, to support the redistribution of the computation according to the current status of the resources available. Stream dependencies: The provenance schema has to be able to capture dependencies among data stream segments. This requirement is important, for instance, to track inter-stream transformations triggered by some quality check analysis over specific corner cases (e.g. for the interpolation over gaps in a data stream). Targeted provenance: In those cases where provenance gathering may be expensive, either in terms of size or I/O time, users should be allowed to define at workflow level the set of processing elements to be traced and the aspects of provenance they want recorded.
DISTRIBUTED AND HETEROGENEOUS PROVENANCE PRODUCTION
Our current approach to the production and collection of provenance considers the tracing activities as part of the workflow specification itself. This turns into having provenance components alongside analysis components, all following the same workflow system's rules, in terms of resource assignment, location of the execution, definition of input and output connection ports, etc. As shown in Figure 1 , the pipeline components, that we will call from now on Processing Elements (PEs), are attached to the ProvenancePEs, which can ingest and process lineage and domain specific metadata. The ProvenancePEs have the task of tracking the lineage of the transformations that are happening on the stream segment, across the pipeline. This involves the exchange of a DatasetID, produced by the previous transformation applied on the stream segment, plus the processing of the metadata obtained from the AnalysisPEs. The ProvenancePEs will use this information to update consistently a provenance database, where the traced stream segments are organised based on their data dependencies. We identify here two different levels of provenance information: a domain specific set of metadata, produced by the scientific code, represented as the User Defined Script in Figure 1 , and a set of lineage metadata, generated by the AnalysisPE that is executing the script.
The rationale behind our approach to provenance is as follows.
Distributed Computing Computation can happen in lo-
cations where there are no persistent storage facilities available, while provenance data often has to be preserved for a long time. A system that can send lineage metadata to provenance PEs deployed onto dedicated location can overcome these limitations, providing immediate feedback to the end-user. Heterogeneous metadata production The structure of the data is sometimes hidden from the workflow specification and it can only be resolved within the AnalysisPEs. For instance, in seismology a dataset, represented in the SEED 2 format, can be composed of one or more independent seismic traces. This information cannot always be known explicitly, unless we put restrictive constraints on the kind of data expected by the PE's input and output connections. Moreover, if we consider a generic PE which has the role of invoking the remote execution of a third party software, for example, on a HPC cluster, the metadata extraction process can be even more complicated. In such circumstances the executable will appear to the system as a black box, requiring the ad-hoc processing of its output metadata before updating the provenance schema. The last motivation is supported by the idea that in a computational process there are some dependencies among data products that can only be highlighted by a knowledge of their internal structure. Referring to the OPM terminology [13] , we might look at this knowledge as metadata about the artifacts. All the artifact metadata are typically extremely significant to the workflow's target community; for this reason, we consider it as part of the provenance data. Moreover, as proposed by the W3C PROV 3 model, we also take into account concepts such as time and agents as two important properties of the execution of a pipeline. For instance, the raw data used by the analysis can be updated to fill the data gaps produced at the time of the acquisition. Timestamps assigned to raw data and data products metadata coupled with the details about an updated version of a software component (agent), become fundamental to compare consistently those runs which are executed after days or even months of distance. Our strategy for the metadata extraction and processing, looks at the ProvenancePEs as a collection of adapters, that are able to store different formats of an artifact's metadata as the computation proceeds. A semantic, high-level description of the output produced by an AnalysisPE could foster the automatic selection of the proper ProvenancePEs adapter to connect. We will describe later in this paper how these concepts can be implemented with the adoption of the DISPEL language.
SYSTEM DESCRIPTION

Streaming model
The stateless and stateful scenarios described by the Multiinvocation model [1] , represent the main case studies that have been taken into account in our implementation. The ProvenancePEs update a relational database which is able to answer queries that are looking either for the process which performed a specific invocation, or the set of all the invocations created by a certain process during a run of the workflow. Our system can capture stateless and stateful process behaviours and, especially for the latter, also all the innerstream data dependencies, as shown in Figure 2 . The metadata about the artifacts transferred from the AnalysisPE to the ProvenancePE are represented by a JSON object, which is created in the User Defined Script, shown in Figure 1 , and populated with domain specific metadata. This object is then enriched by the AnalysisPE with lineage and other process information. Our implementation tries to fulfil the model specification while decoupling as much as possible the provenance updates from the processing happening on the data. We want to be able to tune the provenance management in order to minimise its impact on the processing overhead, while still providing detailed information about the critical sections of the workflow.
In-workflow provenance specification: DIS-PEL functions
The current implementation allows the provenance PEs to be plugged into the workflow specification when needed, providing a programmatic approach to gathering and processing the provenance metadata which matter to the end-user. We consider scientists as end-users. Their role is to configure and launch the pipeline, specifying the source datasets and eventually validating the results obtained. On the other hand, we consider the developer of the workflow as a data-flow expert who is responsible for providing to end-users an easy way to compose and run their pipelines, possibly activating the recording of provenance, if that is considered useful, as an additional measure to reduce the exploitation of resources at run-time.
Assuming this separation of concerns [2] , we will now focus on how a workflow developer can use the expressive power of the DISPEL language, to define high-level functions which hide from the end-user the complexity of dealing with provenance and distribution. A DISPEL function is typically used Figure 2 : Multi-Invocation model: Capturing and storing relevant state and data dependencies for a stateful process at step i. The image depicts a scenario where the stateful PE, in order to output the chunk A'i, needs the stream's chunks Ai and Bi, plus also A'i−1 which has been already processed by the PE itself at the previous step.
to return a composite PE. All of the PEs which are part of the composite one can be configured via the function's input parameters. The execution of each PE of the composite will be scheduled from the enactment system in a distributed fashion. This means that the provenance PEs are likely to be running on dedicated resources, typically different, for instance, from a visualisation cluster, with no access to any persistent resource. Moreover, a semantic description for the output format of an AnalysisPE, which could be read from a PEs registry, could give to the workflow enactment engine a way to choose among several implementations of the ProvenancePE.
In Figure 3 we can look at an example showing how the workflow developer could produce a function, PlotComposite, returning a visualisation PE, of type SeismoStage. By invoking this function with the proper parameters, end-users will obtain the PE they want to use as one of the stages of the pipeline, which can be configured to have provenance recording turned on or off. The objective here would be to further reduce the overhead on the whole computation, especially in those cases where the end-user is only looking at the effects produced by a small subset of PEs. This, somewhat heuristic, type of investigation requires multiple runs on large datasets in order to provide any scientific relevance on the comparisons of, for instance, the application of slightly different parameter values. Turning off the provenance recording could significantly reduce the I/O from the processing nodes to the provenance nodes, diminishing the rate of insertions into the database, which is typically extremely high in streaming workflows. In the example of Figure A DISPEL Function returning a SeismoStage PE that performs the plotting of the data stream 5 . Provenance recording can be activated as needed by making traceit true.
to the data-stream, the users can choose not to trace it, although they still want to obtain the images (e.g. to produce a movie showing the time-dependent variations on the data-stream).
Efficiency Considerations and Challenges
In streaming environments the high processing throughput should not be affected by the latency due to frequent database insertions and by massive storage loads required to preserve the whole data-stream [10] . The proposed approach tries to minimise the impact of these two aspects by focusing on the lineage information related to the scientific components of the workflow, storing by default only the artifacts' metadata. Since the intermediate data-stream utilities performing, for instance, list split or concatenation, will affect only the composition of the stream but not its content, they are considered to be less informative and therefore are left out from the provenance during the harvesting phase. Other approaches filter these out at the time of the interrogation, providing high level views on the provenance data [5] .
On the other hand, our programmatic strategy can lead to several interesting challenges. The first is related to an inconsistent match between the pipeline sequence and the provenance traces. A possible solution may use the combination of a hierarchical navigation through the definition of Figure 3 is set to false the pipeline of composite PEs [6] , coupled with the available provenance recordings stored by the ProvenancePEs. We can therefore look at the pipeline specification as an index for its provenance trace [11] , obtaining lineage information at a very high granularity and rich of domain specific metadata. Another problem is related to the Granularity Mismatch of Output and Input units for a Data Stream [10] , that can again cause inconsistency when exchanging a stream of DatasetIDs between two ProvenancePEs which do not match the definition of the pipeline sequence, as in Figure  4 . The same applies of course in those cases when a SeismoStage has been been developed with no notion of provenance at all.
Errors are currently considered by our system as part of the provenance metadata. Their management has to be mentioned among the possible challenges, although it has to be considered that different classes of errors might imply different responsibilities, either for an effective recovery or for the handling of a failure. A processing failure, for instance, might stop a portion of the workflow to run. In such a case we expect the workflow system to take over, providing feedback to the user, while taking advantage of the available provenance traces to minimise the costs for recovering. In the occurrence instead of the erroneous assignment of the parameter values for a PE which is not traced, the effects could be noticed later on during the execution of the workflow. We have experienced that the real-time access to the provenance visualisation of the partial traces, might suggest to the users the need of reconfiguring their provenance gathering setup, in order to achieve a better understanding. How to solve this and the aforementioned challenges consistently will be the subject of further investigations.
RELATED WORK
Data provenance is a widely known and discussed research topic. The formalisation of provenance models suitable for streaming workflows have been proposed in other works [1] , but with less emphasis on aspects related to harvesting scalability and performances. Although optimisation studies are typically related on the execution of provenance queries [11] , with the more recent adoption of streaming workflow systems, new challenges are arising for an efficient recording and representation of provenance traces. These challenges are mainly related to the massive quantity of continuous data consumed by such systems and their typically distributed deployment and execution. In real-time processing, for example, the data streams could be unbound and continuously produced by networks of sensors. This scenario suggests the importance of having as part provenance data, also the information about the state of the instrumentation 6 and the properties of the observation 7 . These provenance recordings could play a fundamental role in understanding the nature of the incoming data, triggering possible changes to the workflow configuration, even at run-time.
In order to reduce the production rate of the provenance data, some works suggest the extraction of the traces from Virtual Processing Elements [10] , obtained by clustering more processing steps into macro activities, aiming therefore at the definition of a higher level logic. Another previous work [14] , proposes the recording of provenance data only for portions of the workflow, supporting the argument that the generation of huge quantity of trace data can be excessively demanding for a visualisation tool. Moreover, it can turn into a cognitive overload for the analysis of a realistic application. We address the problems above by investigating a programmable provenance solution [9] , providing the primitives to the workflow developers to produce customizable and provenance aware streaming applications. We aim at the specification of a general framework that can be implemented on different platforms.
CONCLUSIONS
This work has been inspired by the requirements of a community of scientists interested in the processing of seismological pipelines ingesting a huge quantity of data. We believe that our programmatic approach to provenance harvesting, when better formalised, could be also extended to other streaming workflow systems where either no provenance management is provided 8 or where the distribution of the computation plus the heterogeneity of the metadata reveal some lack in the built-in provenance recording module. Extending the workflow with provenance elements could be sometimes better maintainable than changing or extending the middleware of the workflow system itself. Moreover, our system aims at reducing the overhead on the whole computation via the composition of tasks and a selective recording strategy, while providing to the end-users and potentially also to an optimisation engine, all of the information they need in real-time. The former could be supported in making meaningful comparisons on the scientific results obtained over multiple runs, while the latter could make use of lineage performance metadata to plan a new distribution of the computation. We are currently looking deeper into the semantics of DISPEL to guarantee consistency between the traces and the pipeline definition. Furthermore, to improve the scalability of our system, we want to explore the possibilities for a distributed storage of the provenance in addition to its selective recording.
