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Cap´ıtulo 1
Introduccio´n
Nos encontramos en la era del Big Data, donde cada vez ma´s y ma´s can-
tidad de datos son almacenados. No siempre se sabe sacar partido de esta
abundancia de datos, y en muchos casos se pretende extraer conocimiento
a partir de esta gran cantidad de informacio´n. El aprendizaje automa´tico
permite desarrollar me´todos de prediccio´n a partir de esta informacio´n alma-
cenada.
Con este te´rmino gene´rico de aprendizaje automa´tico se suele aludir a
una serie de me´todos estad´ısticos y computacionales que tratan de inferir
informacio´n relativa a alguna variable respuesta a partir de atributos obser-
vables mediante el estudio de la relacio´n entre ambos en un conjunto de datos
(aprendizaje supervisado) o bien de encontrar patrones o estructuras ma´s o
menos ocultas en el conjunto de los datos(aprendizaje no supervisado).
Este trabajo se centra en problemas de aprendizaje supervisado, princi-
palmente en el problema de clasificacio´n. La disponibilidad computacional ha
hecho aumentar de forma notable la cantidad y variedad de reglas de clasifica-
cio´n que se pueden ajustar. Es habitual encontrar situaciones en las que sobre
un conjunto reducido de casos (n ' 100, 1000) se ha registrado una cantidad
de informacio´n de variables respuesta (p ' 105, 106). En estas condiciones
es muy fa´cil encontrar reglas que tengan un buen comportamiento sobre la
muestra. Sin embargo, sin un buen entendimiento del comportamiento pro-
babil´ıstico de los me´todos empleados para seleccionar tales reglas se puede
llegar a aceptar reglas con capacidad predictiva muy limitada. Este traba-
jo se dedica precisamente a estudiar este comportamiento probabil´ıstico y a
analizar las propiedades de tres de los principios ma´s habituales de seleccio´n
de reglas de clasificacio´n actualmente: minimizacio´n del riesgo estructural,
ma´quinas de soporte vectorial y lasso.
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En el desarrollo del trabajo se comprobara´ que para controlar la capacidad
predictiva de una regla de clasificacio´n es necesario estudiar el comportamien-
to probabil´ıstico de la ma´xima desviacio´n entre promedios emp´ıricos y valores
poblacionales, lo que de forma te´cnica se conoce como proceso emp´ırico. El
control probabil´ıstico del supremo de un proceso emp´ırico se efectu´a median-
te la combinacio´n de dos te´cnicas. Por un lado, las desigualdades maximales
acotan el valor medio de tales supremos. Por otra parte, las desigualdades
de concentracio´n acotan las probabilidades de que tales supremos se desv´ıen
de los valores esperados. Aunque no son el objeto principal de este trabajo,
parte de la memoria se dedica a describir alguna de estas herramientas.
En el cap´ıtulo 2, se proporcionara´ una pequen˜a descripcio´n del apren-
dizaje automa´tico, diferenciando entre sus dos versiones, el aprendizaje su-
pervisado y el no supervisado y viendo algunos ejemplos de cada uno de los
diferentes problemas.
En el cap´ıtulo 3, se analiza en ma´s detalle el problema de clasificacio´n
binaria donde el objetivo sera´ encontrar una funcio´n cuyo error de generali-
zacio´n se aproxime al denominado clasificador de Bayes, que es el clasificador
que minimiza dicho riesgo, pero su intere´s sera´ meramente teo´rico, pues de-
pendera´ de cantidades desconocidas. Se introducen ciertos resultados teo´ricos
como las desigualdades de concentracio´n o la teor´ıa de Vapnik-Chervonenkis
que sera´n utilizadas en la obtencio´n de desigualdades maximales. Se introdu-
ce tambie´n el principio de minimizacio´n del riesgo estructural o penalizado,
llegando a derivar una desigualdad tipo “ora´culo”.
A pesar del intere´s teo´rico de los resultados presentados en el cap´ıtulo 3,
su utilidad pra´ctica esta´ seriamente limitada por el hecho de que las reglas
propuestas requerir´ıan, para su ca´lculo en la pra´ctica, la solucio´n de pro-
blemas de optimizacio´n combinatoria. Una alternativa computacionalmente
factible, esta´ dada por las ma´quinas de soporte vectorial(o SVM).
En el cap´ıtulo 4, se estudiara´ este me´todo, comenzando por su plantea-
miento geome´trico en diferentes situaciones y concluyendo con una visio´n
probabil´ıstica del modelo. Parte de la popularidad de este me´todo se debe
a la manera computacionalmente eficiente que tiene de manejar de forma
impl´ıcita transformaciones de los datos mediante el “truco del nu´cleo”, pro-
piedad que tambie´n se estudiara´ a lo largo del cap´ıtulo.
El buen comportamiento computacional del SVM no conlleva un buen
comportamiento probabil´ıstico. El cap´ıtulo 5, se dedica al me´todo del lasso.
Este es un me´todo de penalizacio´n parecido al SVM pero con penalizaciones
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l1 en lugar de las penalizaciones l2 del SVM. Veremos que esta eleccio´n per-
mite recuperar un buen comportamiento probabil´ıstico manteniendo a la vez
buenas propiedades computacionales.
Finalmente, hay una breve seccio´n de conclusiones y una lista con refe-
rencias bibliogra´ficas empleadas.
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Cap´ıtulo 2
El aprendizaje automa´tico y
sus aplicaciones
Cada vez es ma´s frecuente encontrarse con tareas de supervisio´n, cla-
sificacio´n o toma de decisiones que no pueden ser realizadas por expertos
humanos porque se tienen que hacer de forma masiva. Un ejemplo puede ser
la deteccio´n de spam en emails o el uso de marcadores biolo´gicos en chequeos
de salud con el objeto de buscar indicadores de ciertas enfermedades.
En estas situaciones, lo normal es que no se pueda resolver de manera
totalmente satisfactoria, pues no se puede establecer una relacio´n directa
entre las variables input y la respuesta. La forma de tratar estos problemas
es utilizar ejemplos para aprender la relacio´n existente entre las entradas
y la salida que queremos hallar. En este contexto, aparece el aprendizaje
automa´tico (o machine learning), que se define como un conjunto de me´todos
o te´cnicas que permiten detectar comportamientos o patrones a partir de
ejemplos ya estudiados y que se utilizara´n para predecir nuevas situaciones
o mejorar algunos tipos de decisio´n.
Dentro del aprendizaje automa´tico se pueden distinguir dos tipos de pro-
blemas: el aprendizaje supervisado y el no supervisado. En el aprendizaje
supervisado, los modelos parten de un conjunto de ejemplos cuyo comporta-
miento s´ı es conocido y que permite establecer una relacio´n entre las carac-
ter´ısticas de las que se dispone a priori y las que que se pretenden predecir.
Ejemplos de problemas de aprendizaje supervisado son la clasificacio´n y la
regresio´n.
En cambio en el aprendizaje no supervisado, so´lo se tiene un conjunto de
entradas de ejemplo y los modelos consisten en localizar alguna estructura
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en dichos datos o encontrar algu´n patro´n interesante (estructura en gru-
pos, concentracio´n en subespacios de dimensio´n reducida, etc). Ejemplos de
aprendizaje no supervisado son el ana´lisis clu´ster o el ana´lisis de componentes
principales.
Este tipo de problemas se utilizan en distintos campos como los negocios,
la ciencia o la ingenier´ıa. Algunas aplicaciones pueden ser en diagno´sticos
me´dicos, prediccio´n en series temporales, reconocimiento de caracteres, cla-
sificacio´n de textos o para mejorar estrategias de mercado de las empresas,
entre otras muchas.
Este trabajo se centrara´ en el caso del aprendizaje supervisado, que se
detallara´ a continuacio´n.
2.1. El aprendizaje supervisado
De manera ma´s formal a la anteriormente vista, el aprendizaje supervisa-
do consiste en encontrar una relacio´n entre unas variables de entrada x y de
salida y, a partir de un conjunto de ejemplos correctamente caracterizados
D = {(xi, yi)}Ni=1 llamado conjunto de entrenamiento.
En el caso ma´s sencillo, las observaciones xi correspondera´n a vectores
nume´ricos d-dimensionales, pero tambie´n pueden representar ima´genes, tex-
tos, etc.
En ocasiones, la relacio´n entre los pares (xi, yi) se puede representar a
trave´s de una funcio´n llamada funcio´n objetivo, pero normalmente existe
cierto ruido que no permite hallarla. Mediante los algoritmos de aprendizaje
se estimara´ una funcio´n que sera´ la solucio´n del problema.
Se asume que es y es esencialmente (salvo alguna perturbacio´n aleatoria)
una funcio´n f de x desconocida y el objetivo del problema de aprendizaje
consistira´ en calcular una estimacio´n fˆ de dicha f a partir del conjunto
de entrenamiento y despue´s hacer predicciones a partir de esa estimacio´n
yˆ = fˆ(x) en nuevos casos (nuevos valores de x) no vistos anteriormente
(a este proceso se le llama generalizacio´n). La eleccio´n de esta funcio´n fˆ se
realizara´ entre las funciones pertenecientes a algu´n subconjunto particular de
todas las funciones posibles. A la eleccio´n del conjunto donde se buscara´ la
estimacio´n se denomina seleccio´n del modelo.
Dentro del aprendizaje supervisado, existen distintos tipos de problemas
en funcio´n de los posibles valores que pueda tomar las variables respuesta
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yi, diferenciando entre los problemas de clasificacio´n y los problemas de re-
gresio´n. Esta separacio´n se corresponde ma´s a la orientacio´n concreta de la
aplicacio´n que a los aspectos teo´ricos relacionados.
2.1.1. Problemas de clasificacio´n
Los problemas de clasificacio´n sera´n aquellos en los que la salida toma
valores en un conjunto finito de posibilidades. Es decir, se buscara´ una apli-
cacio´n entre las variables de entrada x y la de salida y, donde y ∈ {1, ..., C},
siendo C el nu´mero de clases posibles.
En la situacio´n de que C = 2 estaremos en el caso de clasificacio´n binaria
y podemos tomar y ∈ {0, 1} (alternativamente tambie´n se suele considerar
el espacio Y = {−1, 1}). Si, en cambio, C > 2, estaremos ante un problema
de clasificacio´n multiclase.
Normalmente se asumira´ que el par (x, y) tiene un comportamiento alea-
torio (lo ma´s habitual es que no haya posibilidad de predecir la etiqueta y con
un 100 % de seguridad conociendo el atributo x). Entonces, sera´ interesante
buscar reglas, es decir, funciones f : X → {1, ..., C} que se equivoquen lo
menos posible. Es decir, que minimicen P{f(x) 6= y}.
2.1.2. Problemas de regresio´n
El objetivo de los problemas de regresio´n es parecido al de la clasificacio´n
pero en este caso la variable a predecir y sera´ continua, por ejemplo, que
tome valores en R. Algunas de las aplicaciones de los problemas de regresio´n
pueden ser la prediccio´n de temperaturas, de cantidades de algu´n ant´ıgeno en
el cuerpo o de algunas caracter´ısticas f´ısicas co´mo longitudes, edades, etc, a
partir de otras variables de ma´s fa´cil medicio´n o control. De nuevo, lo normal
es asumir que (x, y) tiene un comportamiento aleatorio y que el conocimiento
de x no permite conocer el valor de y con total seguridad. Se buscara´ entonces
funciones f : X → R que garanticen un error de aproximacio´n pequen˜o.
Este error es aleatorio, por lo que suele recurrirse a versiones promedio, por
ejemplo, en la regresio´n de mı´nimos cuadrados, se trata de minimizar E{(y−
f(x))2} entre las funciones f pertenecientes a cierta clase.
En los dos problemas, tanto regresio´n como clasificacio´n, la funcio´n obje-
tivo es desconocida, por lo que se debe estimar de alguna manera.
En este trabajo se tratara´ el caso de los problemas de clasificacio´n y se
profundizara´ en la situacio´n del caso de clasificacio´n binaria.
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Cap´ıtulo 3
El problema de clasificacio´n
binaria
El problema de clasificacio´n consiste en dada una observacio´n, predecir
una clase a la que pertenece. Para ello se buscara´n posibles relaciones entre
las caracter´ısticas conocidas de dichas observaciones y las que se pretenden
predecir.
Consideraremos cada observacio´n un vector d-dimensional x ∈ Rd de
entradas y denotaremos la clase a la que pertenezca por y, cuyo valor sera´ una
de las n clases posibles Ci. Es decir, y ∈ C = {Ci : 1 ≤ i ≤ n}.
En el proceso de clasificacio´n, se tratara´ de buscar una funcio´n f : Rd → C
de forma que a cada observacio´n x, le asigne un valor f(x) ∈ C que puede
coincidir con el valor real de y o no. A esta funcio´n se le denomina clasificador
y diremos que comete un error cuando f(x) 6= y, siendo y la verdadera clase
a la que pertenece dicha observacio´n.
Nos centraremos en el caso de la clasificacio´n binaria, es decir, la situacio´n
en la que so´lo hay dos posibles clases a las que pertenezca nuestra observacio´n
que denotaremos por 0 o´ 1, de forma que f(x) ∈ {0, 1}.
Comenzaremos el cap´ıtulo estudiando la versio´n poblacional del proble-
ma, es decir, el caso en que la distribucio´n de (x, y) es conocida y buscamos,
de entre todas las funciones f : Rd → {0, 1}, la que minimiza P{f(x) 6= y}.
Despue´s veremos el problema cuando estas distribuciones no se conocen y
hay que recurrir a ejemplos ya clasificados para poder construir los modelos
de clasificacio´n, buscando soluciones a trave´s de la minimizacio´n del riesgo
emp´ırico. Tambie´n se expondra´n ciertos resultados teo´ricos que permitira´n
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obtener cotas para el error de los clasificadores a partir de desigualdades ma-
ximales y de concentracio´n. Por u´ltimo veremos el me´todo de la minimizacio´n
del riesgo estructural a trave´s del cua´l se buscara´ el clasificador dentro de un
modelo o´ptimo. En el desarrollo de este cap´ıtulo se han utilizado principal-
mente [1], [2] y [3].
3.1. El problema de Bayes
Introduciremos un par (X, Y ) de variables aleatorias con valores en el
espacio Rd×{0, 1}, con X una distribucio´n dada e y0 e y1 las probabilidades
condicionadas de que Y = 0 e Y = 1 cuando X = x, tambie´n conocidas
como probabilidades a posteriori.
y0(x) = P{Y = 0|X = x}
y1(x) = P{Y = 1|X = x}
(3.1)
Puesto que x pertenecera´ a una clase o la otra, se verificara´ y0 = 1− y1.
Se denomina clasificador de Bayes a aquel que dado x, clasifica en 1
cuando la probabilidad de que Y = 1 sea mayor que la de que Y = 0 y
viceversa. Denotaremos a este clasificador f ∗
f ∗(x) =
{
1 si y1(x) ≤ y0(x) ⇒ y1(x) ≥ 1/2
0 si y1(x) ≥ y0(x) ⇒ y1(x) < 1/2 (3.2)
3.1 Definicio´n. Sea f un clasificador cualquiera, la probabilidad de error
de f vendra´ dada por:
R(f) = P{f(X) 6= Y } (3.3)
3.2 Teorema. El clasificador de Bayes tiene la menor probabilidad de error,
es decir, para cualquier f : Rd → {0, 1}, se cumple
R(f ∗) ≤ R(f) (3.4)
Demostracio´n. Dado X = x, la probabilidad de error para cualquier f , puede
expresarse como
P{f(X) 6= Y |X = x}
= 1− P{f(X) = Y |X = x}
= 1− [P{f(X) = 1, Y = 1|X = x}+ P{f(X) = 0, Y = 0|X = x}]
= 1− [P{f(X) = 1|X = x} · P{Y = 1|X = x}
+ P{f(X) = 0|X = x} · P{Y = 0|X = x}]
= 1− [P{f(X) = 1|X = x} · y1(x) + P{f(X) = 0|X = x} · (1− y1(x))]
= 1− [I{f(x)=1} · y1(x) + I{f(x)=0} · (1− y1(x))]
10
Dado esto, tenemos:
P{f(X) 6= Y |X = x} − P{f ∗(X) 6= Y |X = x}
= y1(x)
[
I{f∗(x)=1} − I{f(x)=1}
]
+ (1− y1(x))
[
I{f∗(x)=0} − I{f(x)=0}
]
= (2y1(x)− 1)
[
I{f∗(x)=1} − I{f∗(x)=0}
] ≥ 0

Integrando respecto de µ(dx),
R(f) =
∫
x∈Rd
P{f(X) 6= Y |X = x}µ(dx)
= 1− E{I{f(X)=1}y1(X) + I{f(X)=0}(1− y1(X))}
(3.5)
y en el caso del clasificador de Bayes f ∗,
R∗ = R(f ∗) = 1− E{I{y1(X)≥1/2}y1(X) + I{y1(X)<1/2}(1− y1(X))}
= 1− E{ma´x(y1(X), 1− y1(X))}
= E{mı´n(y1(X), 1− y1(X))}
(3.6)
En todos estos ca´lculos, el clasificador de Bayes depende de la distribucio´n
del par (X, Y ), por tanto, si esa distribucio´n es desconocida (situacio´n en la
que nos encontraremos en la mayor´ıa de los casos), f ∗ sera´ desconocida.
Para construir nuestro modelo, recurriremos entonces a utilizar un con-
junto de datos ya observados en el pasado que tengan la misma distribucio´n
que (X, Y ).
3.2. La minimizacio´n del riesgo emp´ırico
Como ya hemos mencionado en la seccio´n 3.1, utilizaremos pares de datos
(Xi, Yi), 1 ≤ i ≤ n, ya observados que sera´n variables i.i.d. con la misma
distribucio´n de (X, Y ), denominado conjunto de entrenamiento.
Al proceso de construccio´n de una funcio´n a partir de los datos ya obser-
vados se le denomina aprendizaje supervisado. Dicho clasificador sera´
fn(X;X1, Y1, ..., Xn, Yn) (3.7)
y su probabilidad de error vendra´ dada por
Rn = R(fn) = P{fn(X;X1, Y1, ..., Xn, Yn) 6= Y |X1, Y1, ..., Xn, Yn} (3.8)
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que sera´ una variable aleatoria por depender de los datos (Xi, Yi).
Buscaremos estudiar el valor
ERn = P{fn(X) 6= Y } (3.9)
que indicara´ la calidad de la secuencia de datos y que sera´ especialmente u´til
cuandoRn este´ concentrada alrededor de su media con una gran probabilidad.
Sea C un conjunto de clasificadores f : Rd → {0, 1}, el objetivo es hallar
una funcio´n con una pequen˜a probabilidad de error. En el caso de que la
distribucio´n sea desconocida, sera´ necesario recurrir a la estimacio´n de las
probabilidades de error de cada f a partir de los datos ya obtenidos. Una de
las opciones ma´s naturales es el denominado error emp´ırico de f, dado por:
Rˆn =
1
n
n∑
i=1
I{f(Xi)6=Yi}. (3.10)
que se emplea la llamada funcio´n de pe´rdida 0 − 1 por valer 0 en caso de
clasificar bien y 1 en caso contrario. Veremos ma´s adelante que en la pra´ctica
se utilizan otras funciones de pe´rdida que sean convexas y que permitira´n
resolver problemas de optimizacio´n.
Un buen me´todo para buscar un buen clasificador ser´ıa hallar uno con
una probabilidad de error pro´xima a la mı´nima probabilidad de error en la
clase C. Si el error de generalizacio´n esta´ uniformemente bien estimado en
la clase C, el clasificador que minimice el error emp´ırico tendra´ un error de
generalizacio´n pro´ximo al o´ptimo en la clase.
Denominaremos f ∗n al clasificador que minimiza la probabilidad de error
emp´ırico en C, es decir, se cumplira´
Rˆn(f
∗
n) ≤ Rˆn(f) ∀f ∈ C (3.11)
El siguiente lema establecera´ cotas superiores para el error de dicho cla-
sificador.
3.3 Lema.
R(f ∗n)− ı´nf
f∈C
R(f) ≤ 2 sup
f∈C
|Rˆn(f)−R(f)| (3.12a)
|Rˆn(f ∗n)−R(f ∗n)| ≤ sup
f∈C
|Rˆn(f)−R(f)| (3.12b)
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Demostracio´n.
R(f ∗n)− ı´nf
f∈C
R(f) = R(f ∗n)− Rˆn(f ∗n) + Rˆn(f ∗n)− ı´nf
f∈C
R(f)
≤ R(f ∗n)− Rˆn(f ∗n) + sup
f∈C
|Rˆn(f)−R(f)|
≤ 2 sup
f∈C
|Rˆn(f)−R(f)|
La segunda ecuacio´n es trivial.

De estas ecuaciones se obtiene una cota para la suboptimalidad de f ∗n
en C, es decir, una cota para la distancia entre la menor probabilidad de
error emp´ırico y la menor probabilidad de error real en C y otra para la
distancia entre el error emp´ırico y el error real del clasificador f ∗n. Por lo
tanto, sera´ necesario controlar el taman˜o de C, para que sea por un lado
suficientemente grande co´mo para que el clasificador que minimice el riesgo
en C no este´ muy alejado del o´ptimo(el clasificador de Bayes) y a la vez no
excesivamente grande como para que el clasificador que minimice el riesgo
emp´ırico pueda estar muy lejos del clasificador que minimiza en la clase.
Salvo el factor multiplicativo 1/n en la variable Rˆn, tendremos una suma
de n ensayos independientes entre s´ı cuya probabilidad de que el valor de cada
ensayo sea 1 viene dada por R(f). Por este motivo, podemos concluir que
la variable aleatoria nRˆn(f) sigue una distribucio´n binomial con para´metros
(n,R(f)).
En la pro´xima seccio´n estudiaremos las desviaciones uniformes de estas
variables respecto a su media para comprobar que con gran probabilidad se
distribuyen alrededor de su media y obtener unas cotas u´tiles.
3.3. Desigualdades de concentracio´n
En esta seccio´n y la siguiente estudiaremos desigualdades que permiten
acotar la probabilidad de que los te´rminos en el lado derecho de (3.12) tomen
valores grandes. Los sumandos en Rn(f) son acotados y se pueden tratar
con la desigualdad de Hoeffding que se presenta en la subseccio´n 3.3.1 y la
desigualdad de diferencias acotadas, que se presenta en la subseccio´n 3.3.3.
La subseccio´n 3.3.2 presenta variantes de la desigualdad de Hoeffding que
tiene en cuenta la variabilidad de estos sumandos.
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3.3.1. El me´todo de Chernoff
Por la desigualdad de Markov, dada X una variable aleatoria y s un
nu´mero positivo arbitrario, se verifica:
P{X ≥ t} = P{esX ≥ est} ≤ Ee
sX
est
(3.13)
El me´todo de Chernoff consiste en hallar el valor de s que minimiza la
cota superior. En el caso de una suma de variables aleatorias independientes,
por (3.13) se verifica
P{Sn − ESn ≥ t} ≤ e−stE
{
es
∑n
i=1(Xi−EXi)
}
= e−st
n∏
i=1
E
{
es(Xi−EXi)
}
(por independencia) (3.14)
Y entonces, sera´ necesario buscar una cota para la funcio´n generadora de
momentos de Xi − EXi.
3.4 Lema. Sea X una variable aleatoria con EX = 0, a ≤ X ≤ b. Entonces
para todo s > 0,
E{esX} ≤ es2(b−a)2/8 (3.15)
Demostracio´n. Por la convexidad de la funcio´n exponencial, se cumple
esx ≤ x− a
b− a e
sb +
b− x
b− ae
sa para a ≤ x ≤ b
Utilizando que EX = 0 y utilizando la notacio´n p = −a/(b− a),
EesX ≤ b
b− ae
sa − a
b− ae
sb
=
(
1− p+ pes(b−a)) e−ps(b−a)
def
= eφ(u),
donde u = s(b−a) y φ(u) = −pu+log(1−p+peu). Calcularemos el desarrollo
de Taylor y para ello veremos las derivadas primera y segunda de φ
φ′(u) = −p+ p
p+ (1− p)e−u
φ′′(u) =
p(1− p)e−u
(p+ (1− p)e−u)2 ≤
1
4
14
Evaluando en u = 0 tendremos que φ(0) = φ′(0) = 0, y por tanto, para algu´n
θ ∈ [0, u], el desarrollo de Taylor
φ(u) = φ(0) + uφ′(u) +
u2
2
φ′′(θ) ≤ u
2
8
=
s2(b− a)2
8

Continuando con el me´todo de Chernoff, en (3.14), tendremos:
P{Sn − ESn ≥ t} ≤ e−st
n∏
i=1
E
{
es(Xi−EXi)
}
≤ e−st
n∏
i=1
es
2(bi−ai)2/8 (por el Lema 3.4)
= e−stes
2
∑n
i=1(bi−ai)2/8 (3.16)
que alcanzara´ su mı´nimo cuando s = 4t∑n
i=1(bi−ai)2 , y por tanto se cumplira´
P{Sn − ESn ≥ t} ≤ e−2t2/
∑n
i=1(bi−ai)2 (3.17a)
y tambie´n se verificara´
P{Sn − ESn ≤ −t} ≤ e−2t2/
∑n
i=1(bi−ai)2 (3.17b)
Estas son las desigualdades de Hoeffding, que aplicadas a la distribucio´n
binomial, se obtiene:
P{Sn/n− p ≥ t} ≤ e−2nt2 (3.18a)
y por tanto, uniendo ambas desigualdades se concluye que
P{|Sn/n− p| ≥ t} ≤ 2e−2nt2 (3.18b)
La desigualdad (3.18b) es una desigualdad de concentracio´n. Nos dice
que la probabilidad de que una variable se separe mucho de su valor central
es pequen˜a. Se puede emplear la desigualdad para obtener desigualdades
maximales, es decir, desigualdades que dicen que el superior de una familia
de variables aleatorias es grande con poca probabilidad o que es pequen˜o en
valor esperado, como se ve en las desigualdades (3.19), (3.20a) y (3.20b) a
continuacio´n.
Aplicando la desigualdad (3.18b) a la minimizacio´n del riesgo emp´ırico
en el caso de que la clase C tenga un cardinal finito, se verificara´ el siguiente
teorema:
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3.5 Teorema. Supongamos que el cardinal de C esta´ acotado por N . En-
tonces, para todo t > 0,
P
{
sup
f∈C
|Rˆn(f)−R(f)| > t
}
≤ 2Ne−2nt2 (3.19)
3.6 Lema. Sea σ > 0, n ≥ 2, y sean Y1, ..., Yn variables aleatorias reales tales
que para todo s > 0, se verifica que E{esYi} ≤ es2σ2/2. Entonces, se cumple
E
{
ma´x
i≤n
Yi
}
≤ σ
√
2 lnn (3.20a)
Si adema´s, tambie´n se cumple E{es(−Yi)} ≤ es2σ2/2, entonces
E
{
ma´x
i≤n
|Yi|
}
≤ σ
√
2 ln(2n) (3.20b)
Demostracio´n. Por la desigualdad de Jensen,
esE{ma´xi≤n Yi} ≤ E{esma´xi≤n Yi} = E
{
ma´x
i≤n
esYi
}
≤
n∑
i=1
E{esYi} ≤ nes2σ2/2
Por tanto, para todo s > 0,
E
{
ma´x
i≤n
Yi
}
≤ lnn
s
+
sσ2
2
y minimizando, para s =
√
2 lnn/σ2 se obtiene la desigualdad de (3.20a).
Para la cota (3.20b), so´lo es necesario aplicar (3.20a) teniendo en cuenta que
ma´xi≤n |Yi| = ma´x(Y1,−Y1, ..., Yn,−Yn).

Aplicando este resultado a nuestra variable supf∈C |Rˆn(f)− R(f)|, obte-
nemos que
E sup
f∈C
|Rˆn(f)−R(f)| ≤
√
ln(2N)
2n
(3.21)
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3.3.2. Otras desigualdades
Aunque no demostraremos los siguientes resultados, hay variantes a la de-
sigualdad de Hoeffding que s´ı tienen en cuenta la variabilidad de los suman-
dos en Sn. Incluimos dos ejemplos a continuacio´n, que se pueden demostrar
usando tambie´n el me´todo de Chernoff.
3.7 Teorema. La desigualdad de Bennet: Sean X1, ..., Xn variables alea-
torias reales e independientes con media 0 y |Xi| ≤ c con probabilidad 1. Sea
σ2 = 1
n
∑n
i=1 Var{Xi}. Entonces
P{Sn > t} ≤ exp
(
−nσ
2
c2
h
(
ct
nσ2
))
(3.22)
donde la funcio´n h esta´ definida por h(u) = (1+u) log(1+u)−u para u ≥ 0.
3.8 Teorema. La desigualdad de Bernstein: En las condiciones del teo-
rema anterior y para todo t > 0,
P{Sn > t} ≤ exp
(
− t
2
2nσ2 + 2ct/3
)
(3.23)
3.3.3. La desigualdad de las diferencias acotadas
Sea A un conjunto y tomamos f : An → R una funcio´n medible de n va-
riables. Desarrollaremos desigualdades para la diferencia entre f(X1, ..., Xn)
y su valor esperado si X1, ..., Xn son variables aleatorias independientes con
valores en A.
Estas desigualdades se obtendra´n mediante un refinamiento del me´todo
de Chernoff y de su aplicacio´n para la desigualdad de Hoeffding. La desigual-
dad que vamos a presentar no requiere que tratemos con funciones de tipo
suma, f(X1, ..., Xn) puede ser de cualquier tipo con tal de que X1, ..., Xn
sean variables aleatorias independientes y de que f satisfaga cierta condicio´n
de incrementos. Bajo tales condiciones, veremos que f(X1, ..., Xn) esta´ expo-
nencialmente concentrada en torno a su valor central.
La condicio´n de incrementos se satisface por muchas funciones. En parti-
cular, es va´lida para el supremo del proceso emp´ırico considerado en secciones
anteriores.
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Sea f : An → R una funcio´n que verifique la hipo´tesis de las diferencias
acotadas, es decir,
sup
x1,...,xn,
x′i∈A
|f(x1, ..., xn)− f(x1, ..., x′i, ..., xn)| ≤ ci, 1 ≤ i ≤ n, (3.24)
o lo que es lo mismo, que si cambiamos la variable i de f y mantenemos el
resto fijas, el cambio que tiene el valor de la funcio´n no es mayor que ci.
3.9 Teorema. La desigualdad de las diferencias acotadas o desigual-
dad de McDiarmid: Sean X1, ..., Xn variables aleatorias independientes.
Supongamos que se verifica la hipo´tesis de las diferencias acotadas (3.24).
Entonces, para todo t > 0,
P{f(X1, ...Xn)− Ef(X1, ...Xn) ≥ t} ≤ e−2t2/
∑n
i=1 c
2
i (3.25a)
y
P{Ef(X1, ...Xn)− f(X1, ...Xn) ≥ t} ≤ e−2t2/
∑n
i=1 c
2
i (3.25b)
La demostracio´n del Teorema 3.9 utiliza el siguiente lema, que es una
extensio´n del lema 3.4.
3.10 Lema. Sean V y Z dos variables aleatorias tales que E{V |Z} = 0
con probabilidad uno, y para alguna funcio´n f y alguna constante c ≥ 0, se
cumple
f(Z) ≤ V ≤ f(Z) + c (3.26)
Entonces, para todo s > 0
E{esV |Z} ≤ es2c2/8 (3.27)
Demostracio´n (del Teorema 3.9). Sea V = f − Ef y definimos para cada
i = 1, ..., n, Vi = E(f |X1, ..., Xi)− E(f |X1, ...Xi−1). Se verifica
V =
n∑
i=1
Vi
Primero comprobaremos que cada Vi cumple (3.26), siendo c = ci y Z =
(X1, ..., Xi−1). Se verifica que E{Vi|X1, ...Xi−1} = 0. Para comprobar la otra
hipo´tesis, definiremos primero
Li = ı´nf
x
E{f |X1, ..., Xi−1, x} − E{f |X1, ..., Xi−1}
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Ui = sup
x
E{f |X1, ..., Xi−1, x} − E{f |X1, ..., Xi−1}
Es fa´cil ver que Li ≤ Vi ≤ Ui, y habra´ que hallar una cota para la diferencia
entre Ui y Li.
Ui − Li = sup
x
E{f |X1, ..., Xi−1, x} − ı´nf
x
E{f |X1, ..., Xi−1, x}
= sup
x
∫
f(X1, ..., Xi−1, x, xi+1, ..., xn)dP (xi+1, ..., xn)
− ı´nf
x
∫
f(X1, ..., Xi−1, x, xi+1, ..., xn)dP (xi+1, ..., xn)
= sup
x,y
∫
f(X1, ..., Xi−1, x, xi+1, ..., xn)
− f(X1, ..., Xi−1, y, xi+1, ..., xn)dP (xi+1, ..., xn)
≤ ci
Finalmente, aplicando el me´todo de Chernoff:
P{f − Ef ≥ t} = P{
n∑
i=1
Vi ≥ t} = P{es
∑n
i=1 Vi ≥ est}
≤ e−stE{es
∑n
i=1 Vi}
= e−stE
{
es
∑n−1
i=1 ViE{esVn|X1, ..., Xn − 1}
}
≤ e−stes2c2n/8E{es
∑n−1
i=1 Vi}
≤ e−stes2
∑n
i=1 c
2
i /8 (por iteracio´n)
La primera desigualdad se verifica tomando s = 4t/
∑n
i=1 c
2
i . La segunda
se cumple por simetr´ıa.

En el caso de la variable supf∈C |Rˆn(f) − R(f)| como una funcio´n de n
pares aleatorios independientes (Xi, Yi), i = 1, ..., n, la hipo´tesis de las dife-
rencias divididas se verificara´ para ci = 1/n y el teorema anterior verificara´
P
{∣∣∣∣sup
f∈C
|Rˆn(f)−R(f)| − E sup
f∈C
|Rˆn(f)−R(f)|
∣∣∣∣ > t} ≤ 2e−2nt2 (3.28)
De esta desigualdad podemos concluir que sea cual sea su valor esperado,
la variable supf∈C |Rˆn(f)−R(f)| esta´ concentrada alrededor de su media con
una gran probabilidad. En la pro´xima seccio´n estudiaremos el valor esperado
a trave´s de las desigualdades maximales.
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3.4. Desigualdades maximales. La teor´ıa de
Vapnik-Chervonenkis
A lo largo del cap´ıtulo ya hemos visto
P
{
sup
f∈C
|Rˆn(f)−R(f)| > 
}
≤ 2Ne−2n2 (3.29)
y
E sup
f∈C
|Rˆn(f)−R(f)| ≤
√
ln(2N)
2n
(3.30)
Pero en el caso de que N tome valores muy grandes o que el cardinal de
C sea infinito no son unas cotas u´tiles.
Introduciremos en esta seccio´n la teor´ıa de Vapnik-Chervonenkis que nos
permitira´ acotar estos valores en las situaciones antes planteadas.
Sean X1, ..., Xn variables aleatorias independientes e igualmente distri-
buidas con valores en Rd con distribucio´n
µ(A) = P{X1 ∈ A} (A ⊂ Rd) (3.31)
Se define la distribucio´n emp´ırica como
µn(A) =
1
n
n∑
i=1
I[Xi∈A] (A ⊂ Rd) (3.32)
Sea A una clase de subconjuntos de Rd. Por el teorema 3.9 y la desigual-
dad de las diferencias acotadas, hemos visto:
P
{∣∣∣∣sup
A∈A
|µn(A)− µ(A)| − E sup
A∈A
|µn(A)− µ(A)|
∣∣∣∣ > t} ≤ 2e−2nt2 (3.33)
Introduciremos un te´rmino nuevo, que nos permitira´ dar una cota para
E {supA∈A |µn(A)− µ(A)|}.
3.11 Definicio´n. Se denomina coeficiente de saturacio´n al ma´ximo nu´me-
ro de distintos subconjuntos de un conjunto de n puntos que pueden ser
obtenidos por intersecciones suyas con elementos de A:
SA(n) = ma´x
x1,...,xn∈Rd
|{{x1, ..., xn} ∩ A;A ∈ A}| (3.34)
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A partir de esta definicio´n podemos introducir el siguiente teorema
3.12 Teorema. La desigualdad de Vapnik-Chervonenkis. En las con-
diciones anteriormente descritas,
E
{
sup
A∈A
|µn(A)− µ(A)|
}
≤ 2
√
log 2SA(n)
n
(3.35)
Demostracio´n. Introduzcamos una copia X ′1, ..., X
′
n que sea independiente
de las variables X1, ..., Xn y sean n variables de signo σ1, ..., σn i.i.d. ta-
les que se cumpla P{σ1 = 1} = P{σ1 = −1} = 1/2 y que sean indepen-
dientes de X1, X
′
1, ..., Xn, X
′
n. La distribucio´n emp´ırica respecto a X
′
1, ..., X
′
n
sera´ µ′n(A) = (1/n)
∑n
i=1 I[X′i∈A]. Entonces se cumplira´
E
{
sup
A∈A
|µn(A)− µ(A)|
}
= E
{
sup
A∈A
∣∣E{µn(A)− µ′n(A)∣∣X1, ..., Xn}∣∣}
≤ E
{
sup
A∈A
E
{|µn(A)− µ′n(A)| ∣∣X1, ..., Xn}}
(Por la desigualdad de Jensen)
≤ E
{
sup
A∈A
|µn(A)− µ′n(A)|
}
(Por supE(·) ≤ E sup(·))
=
1
n
E
{
sup
A∈A
∣∣∣∣∣
n∑
i=1
σi
(
I[Xi∈A] − I[X′i∈A]
)∣∣∣∣∣
}
(Por ser X1, X
′
1, ..., Xn, X
′
ni.i.d.)
=
1
n
E
{
E
{
sup
A∈A
∣∣∣∣∣
n∑
i=1
σi
(
I[Xi∈A] − I[X′i∈A]
)∣∣∣∣∣
∣∣∣∣X1, X ′1, ..., Xn, X ′n
}}
Por la independencia de las variables σi’s del resto de variables, fijaremos
puntos X1 = x1, X
′
1 = x
′
1, ..., Xn = xn, X
′
n = x
′
n, y estudiaremos el valor
E
{
sup
A∈A
∣∣∣∣∣
n∑
i=1
σi
(
I[xi∈A] − I[x′i∈A]
)∣∣∣∣∣
}
.
Sea Aˆ ⊂ A una coleccio´n de conjuntos tales que cualesquiera dos conjuntos de
Aˆ tienen distintas intersecciones con el conjunto {x1, x′1, ..., xn, x′n} y adema´s
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cada posible interseccio´n esta´ representada una vez. Por tanto |Aˆ| ≤ SA(2n),
y
E
{
sup
A∈A
∣∣∣∣∣
n∑
i=1
σi
(
I[xi∈A] − I[x′i∈A]
)∣∣∣∣∣
}
= E
{
ma´x
A∈Aˆ
∣∣∣∣∣
n∑
i=1
σi
(
I[xi∈A] − I[x′i∈A]
)∣∣∣∣∣
}
.
Como cada variable aleatoria σi
(
I[xi∈A] − I[x′i∈A]
)
tiene media 0 y adema´s
toma valores en [−1, 1], por el lema 3.4, se cumplira´ que para cualquier s > 0,
Ees
∑n
i=1 σi
(
I[xi∈A]−I[x′i∈A]
)
=
n∏
i=1
Eesσi
(
I[xi∈A]−I[x′i∈A]
)
≤ ens2/2
y por tener σi
(
I[xi∈A] − I[x′i∈A]
)
una distribucio´n sime´trica, podemos aplicar
el lema 3.6 que implica
E
{
ma´x
A∈Aˆ
∣∣∣∣∣
n∑
i=1
σi
(
I[xi∈A] − I[x′i∈A]
)∣∣∣∣∣
}
≤
√
2n ln 2SA(2n)
Por u´ltimo, llegaremos a la desigualdad planteada, aplicando que SA(2n) ≤
SA(n)2.

Combinando el teorema con la desigualdad de concentracio´n para el su-
premo, llegamos a
P
{
sup
A∈A
|µn(A)− µ(A)| > t
}
≤ 4SA(2n)e−nt2/8 (3.36)
3.13 Definicio´n. Llamamos dimensio´n de Vapnik-Chervonenkis o dimensio´n
VC V de una clase A de conjuntos al mayor entero n tal que
SA(n) = 2n (3.37)
En el caso de que SA(n) = 2n ∀n, entonces V =∞.
Enunciaremos a continuacio´n un resultado combinatorio no elemental del
que omitimos la demostracio´n.
3.14 Lema. Lema de Sauer: Sea A una clase de conjuntos con dimensio´n
VC, V finita. Entonces para todo n,
SA(n) ≤
V∑
i=0
(
n
i
)
(3.38)
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De este lema se puede concluir que si V < ∞, el valor SA(n) crecera´ de
forma polino´mica y se verificara´ que SA(n) ≤ (n+ 1)V .
Utilizando este lema en la desigualdad de Vapnik-Chervonenkis, conclui-
remos que si A es una clase de conjuntos con dimensio´n VC, V finita, en-
tonces
E
{
sup
A∈A
|µn(A)− µ(A)|
}
≤ 2
√
V log(n+ 1) + log 2
n
(3.39)
Es decir que si dado A , V < ∞ , la esperanza de la mayor de las
desviaciones convergera´ hacia cero con una tasa O(
√
log n/n).
3.5. Seleccio´n modelos
Supongamos que a partir de un conjunto de entrenamiento se ha elegido
una regla fˆA dentro de la clase A. El exceso de riesgo E (fˆA), es decir, la
diferencia entre el riesgo asociado a fˆA y el riesgo de Bayes, de una buena regla
de clasificacio´n debe de ser pequen˜o. Veremos que esta cantidad dependera´ de
dos factores influidos por la complejidad de la clase A, siendo necesario hallar
un equilibrio entre ambos te´rminos controlando dicha complejidad. En esta
seccio´n estudiamos un me´todo que permite conseguir un equilibrio adecuado.
Si entre varios modelos escogie´semos aquel que minimizase el riesgo emp´ırico,
nos quedar´ıamos siempre con el modelo ma´s complejo. Por tanto, an˜adir una
penalizacio´n asociada a la complejidad del modelo puede permitir conseguir
el equilibrio correcto.
3.5.1. Minimizacio´n del riesgo estructural
Sea A una clase de funciones clasificadoras. Podemos tomar una familia
de subconjuntos de A, a los que llamaremos modelos, {Ak}k∈K tales que⋃
k∈KAk = A. Sea Vk la dimensio´n VC de cada Ak, que mide la complejidad
de cada modelo Ak.
Sea f ∗k el clasificador que minimiza el riesgo emp´ırico para cada modelo
Ak, k ∈ K. A medida que la complejidad aumenta, es decir, Vk crece, es claro
que el mı´nimo del riesgo emp´ırico decrece, pero a su vez es ma´s complicado
hallar el mı´nimo.
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Dada f ∗k podemos reescribir la diferencia entre su probabilidad de error
y la de la regla de Bayes f ∗ como
R(f ∗k )−R(f ∗) =
(
R(f ∗k )− ı´nf
f∈Ak
R(f)
)
+
(
ı´nf
f∈Ak
R(f)−R(f ∗)
)
(3.40)
de donde vemos que esta cantidad depende de dos factores, que dependera´n
de la estructura de Ak. Si es grande, el segundo te´rmino sera´ pequen˜o pero el
primero puede ser grande. En cambio, si es demasiado pequen˜o, no podremos
asegurar que el error de aproximacio´n ı´nff∈Ak R(f)−R(f ∗) sea pequen˜o, por
lo que tambie´n sera´ necesario controlar la complejidad de Ak.
Por este motivo, introduciremos un te´rmino pen(k) que sera´ una funcio´n
de penalizacio´n en funcio´n de Vk y de la complejidad del modelo. Por tanto
si Vn < Vm,
pen(n) < pen(m)
Sean fk las reglas que minimizan el error en cada clase Ak, llamaremos
regla ora´culo a aquella fk para la cual k minimice la cantidad
R(fk) + pen(k) (3.41)
Como no conocemos R(f), usaremos el riesgo emp´ırico para estimar di-
chas cantidades y llamaremos k˜ al valor de k ∈ K que minimice
Rˆn(f
∗
k ) + pen(k) (3.42)
y tomaremos el estimador penalizado
f˜ = f ∗
k˜
(3.43)
Vamos a probar que, con una adecuada eleccio´n del te´rmino pen(k), el ries-
go promedio de la regla penalizada f˜ no es, esencialmente, peor que la del
ora´culo.
Se verificara´n
Rn(f˜) + pen(k˜) ≤ Rˆn(fk) + pen(k) ∀k ∈ K (3.44a)
Rˆn(f˜) + pen(k˜) ≤ Rˆn(fk˜) + pen(k˜) ∀fk˜ ∈ Ak (3.44b)
Rˆn(f˜) + pen(k˜) ≤ Rˆn(fˆk) + pen(k) ∀k ∈ K (3.44c)
El objetivo sera´ calcular el valor esperado de
R(f˜) + pen(kˆ) (3.45)
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Sumando y restando el te´rmino Rˆn(f˜), se tiene
R(f˜) + pen(k˜) = R(f˜)− Rˆn(f˜) + Rˆn(f˜) + pen(k˜)
≤ R(f˜)− Rˆn(f˜) + Rˆn(fk) + pen(k) (por (3.44a))
y repitiendo el proceso con el te´rmino R(fk),
R(f˜) + pen(k˜) ≤R(fk) + pen(k)
+ Rˆn(fk)−R(fk)
+R(f˜)− Rˆn(f˜) (3.46)
Por otro lado, dada una constante Σ, se consideran una serie de pesos no
negativos {xk}k∈K tales que ∑
k∈K
e−xk ≤ Σ (3.47)
y sea z > 0 dado. Por la desigualdad de McDiarmid o la desigualdad de las
diferencias acotadas (3.28), para t =
√
z+xk
2n
, tendremos que ∀k:
P
{
sup
f∈Ak
|R(f)− Rˆn(f)| − E sup
f∈Ak
|R(f)− Rˆn(f)| ≥
√
z + xk
2n
}
≤ e−ze−xk
(3.48)
Llamando Ek = E supf∈Ak |R(f)− Rˆn(f)|,
P
{
sup
f∈Ak
|R(f)− Rˆn(f)| ≥
√
z + xk
2n
+ Ek
}
≤ e−ze−xk (3.49)
y, cambiando el sentido de la desigualdad:
P
{
sup
f∈Ak
|R(f)− Rˆn(f)| ≤
√
z + xk
2n
+ Ek
}
≥ 1− e−ze−xk (3.50)
Por (3.47), Σ =
∑
k e
−xk y
√
a+ b ≤ √a+√b, por tanto:
P
{
sup
f∈Ak
|R(f)− Rˆn(f)| ≤
√
z
2n
+
√
xk′
2n
+ Ek′
}
≥ 1− Σe−z ∀k′ ∈ K
(3.51)
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Volviendo a la desigualdad (3.46), y despejando R(f˜), tendremos que con
probabilidad al menos 1− Σe−z,
R(f˜) ≤ R(fk)+pen(k)+Rˆn(fk)−R(fk)+
√
z
2n
+
√
xk′
2n
+Ekˆ−pen(k˜) (3.52)
Si consideramos pen(k) de tal forma que sea mayor que Ek +
√
xk
2n
, se cum-
plira´ con probabilidad 1− Σe−z,
R(f˜) ≤ R(fk) + pen(k) + Rˆn(fk)−R(fk) +
√
z
2n
(3.53)
Llamaremos R¯n(fk) = Rˆn(fk)−R(fk), y despejando a un lado de la desigual-
dad
√
z
2n
y cambiando el sentido, tendremos:
P
{
R(f˜)−R(fk)− pen(k) + R¯n(fk) >
√
z
2n
}
≤ Σe−z (3.54)
Podemos acotar el valor esperado de dicha variable por el de la esperanza
de la parte positiva (E(X) ≤ E(X+). Sea R˜ = R(f˜)−R(fk)−pen(k)+R¯n(fk),
E(R˜) ≤
∫ ∞
0
P(R˜ > y)dy
=
1√
2n
∫ ∞
0
P
{
R˜ >
√
dz
2
√
z
}
≤ Σ
2
√
2n
∫ ∞
0
z−1/2e−zdz
=
Σ
2
√
2n
Γ
(
1
2
)
=
Σ
√
pi
2
√
2n
haciendo el cambio de variable y =
√
z
2n
y Γ(1
2
) =
√
pi. Despejando E{R(f˜)},
tendremos:
E{R(f˜)} ≤ mı´n
k
(R(fk) + pen(k)) +
Σ
√
pi
2
√
2n
(3.55)
Este desarrollo, ha demostrado el siguiente teorema:
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3.15 Teorema. Sea una coleccio´n de modelos {Ak}k∈K. Se considera f˜ = f ∗k˜ ,
la funcio´n que minimiza el riesgo emp´ırico en el modelo Ak˜, cuando k˜ =
arg mı´nk∈K(Rˆn(f ∗k ) + pen(k)). Entonces se verifica:
E{R(f˜)} ≤ mı´n
k
(R(fk) + pen(k)) +
Σ
√
pi
2
√
2n
(3.56)
donde Σ es una cota de
∑
k∈K e
−xk , {xk}k∈K es una serie de pesos asociados
a cada modelo Ak y
pen(k) = Ek +
√
xk
2n
3.5.2. Aplicacio´n al caso de clasificadores lineales
Veremos en esta seccio´n una aplicacio´n de lo tratado anteriormente para
ciertos modelos de clasificacio´n.
Sea el problema planteado al principio del cap´ıtulo 3. Sea Rd el espacio en
el que estara´n nuestras observaciones x. Cada observacio´n tendra´ una clase
y ∈ {0, 1}. Nuestro objetivo sera´ hallar un clasificador f : Rd → {0, 1} tal
que la probabilidad de que f(x) 6= y sea pequen˜a.
Utilizaremos en nuestro caso clasificadores a partir de funciones lineales,
es decir, los posibles clasificadores f , sera´n de la forma:
f(x) = I(βTx ≤ b) con β ∈ Rd y b ∈ R. (3.57)
Co´mo hemos visto en la seccio´n 3.5.1, tomaremos distintas clases de sub-
conjuntos del conjunto de clasificadores posibles. En nuestro caso, tomaremos
como distintos modelos de clasificacio´n los conjuntos Ak que sean los sub-
conjuntos de funciones del tipo (3.57) tales que las coordenadas de β sera´n
nulas a partir del te´rmino k + 1.
De esta forma, la familia de modelos Ak, sera´ una serie de subconjuntos
encajados tal que
A1 ⊂ A2 ⊂ ... ⊂ Ak ⊂ ... ⊂ Ad
cuyas dimensiones VC asociadas Vk, verifican
V1 < V2 < ... < Vk < ... < Vd.
Hemos visto en la seccio´n de la teor´ıa de Vapnik-Chervonenkis una co-
ta para el valor esperado de la mayor desviacio´n del riesgo emp´ırico. Sea
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Vk la dimensio´n de Vapnik-Chervonenkis para cada conjunto de funciones
clasificadoras Ak, por la cota (3.39) anteriormente vista:
Ek = E
{
sup
f∈Ak
|R(f)− Rˆn(f)|
}
≤ 2
√
Vk log(n+ 1) + log 2
n
(3.58)
Trataremos de hallar el valor de Vk para cada conjunto Ak de funciones
lineales sobre las k primeras componentes.
3.16 Teorema. Sea G un espacio vectorial de dimensio´n m de funciones
definidas en Rd con valores en R. Entonces, la clase de conjuntos
A = {{x : g(x) ≥ 0}; g ∈ G}
tiene dimensio´n VC V ≤ m.
Demostracio´n. Basta ver que no hay ningu´n conjunto de taman˜o m+ 1 que
pueda ser saturado por conjuntos de la forma {x : g(x) ≥ 0}. Si fijamos
m + 1 puntos arbitrarios x1, ...,xm+1 y definimos una aplicacio´n lineal L :
G → Rm+1 de la forma
L(g) = (g(x1), ..., g(xm+1))
La imagen de G sera´ un subespacio lineal de Rm+1 de dimensio´n no su-
perior a m. Por tanto, existira´ un vector no nulo γ = (γ1, ..., γm+1) ∈ Rm+1
ortogonal a L(G) que cumplira´ para todo g ∈ G
γ1g(x1) + ...+ γm+1g(xm+1) = 0 (3.59)
Podemos suponer que al menos una de las componentes del vector γ es
negativa. Reajustando la igualdad de forma que todos los te´rminos con γi no
negativo queden a la izquierda, tendremos∑
i:γi≥0
γig(xi) =
∑
i:γi<0
−γig(xi)
Ahora, supongamos que existe g ∈ G tal que el conjunto {x : g(x) ≥ 0}
contiene exactamente los xi de la izquierda de la igualdad. Entonces todos
los te´rminos de la izquierda sera´n no negativos mientras que los de la dere-
cha debera´n ser negativos, lo que es una contradiccio´n, y por tanto queda
demostrado que el conjunto de puntos x1, ...,xm+1 no puede ser saturado,
demostrando el teorema.

28
3.17 Corolario. Si A es la clase de todos los subespacios lineales, es decir,
subconjuntos de Rd de la forma {x : aTx ≥ b}, ∀a ∈ Rd, ∀b ∈ R entonces
V ≤ d+ 1.
Adema´s en este caso se dara´ la igualdad V = d+ 1.
En nuestro caso, cada modelo Ak sera´n subconjuntos de Rd y por tanto
Vk = k + 1, 1 ≤ k ≤ d y podremos acotar cada Ek por
Ek ≤ 2
√
(k + 1) log(n+ 1) + log 2
n
(3.60)
De acuerdo con (3.47), vamos a elegir xk de forma que la serie
∑
k∈K e
−xk
sea convergente. Sin pe´rdida de generalidad, podemos elegir que la serie sume
1 y que todos los pesos sean iguales. En este caso, tomaremos xk = log d,
1 ≤ k ≤ d y
pen(k) = 2
√
(k + 1) log(n+ 1) + log 2
n
+
√
log d
2n
(3.61)
Por el teorema 3.15, tendremos
E{R(f˜)} ≤ mı´n
1≤k≤d
(
R(fk) + 2
√
(k + 1) log(n+ 1) + log 2
n
+
√
log d
2n
)
+
√
pi
2
√
2n
(3.62)
En el caso de exista algu´n k0 tal que R(fk0) = 0, entonces
E{R(f˜)} ≤ pen(k0) +
√
pi
2
√
2n
= 2
√
(k0 + 1) log(n+ 1) + log 2
n
+
√
log d
2n
+
√
pi
2
√
2n
(3.63)
una cota que sera´ pequen˜a au´n cuando d > n.
Con estas familias anidadas de modelos existe el problema de que si hay
buenos clasificadores que se basan so´lo unas pocas variables pero hay alguna
en una posicio´n avanzada, el modelo tendra´ que considerar todas las variables
anteriores, aumentando esto la complejidad del modelo.
En cambio, podemos suponer como distintos modelos Ak todos los sub-
conjuntos de A que representan las distintas posibles combinaciones de consi-
derar o no cada variable. Tendremos entonces 2d−1 modelos diferentes donde
29
buscar nuestro clasificador. En este caso, para que la serie de pesos xk sea
convergente, podemos tomar xk = log(2
d − 1) y en vez de (3.63), tendremos
E{R(f˜)} ≤ pen(k0) +
√
pi
2
√
2n
= 2
√
Vk log(n+ 1) + log 2
n
+
√
log(2d − 1)
2n
+
√
pi
2
√
2n
(3.64)
donde Vk sera´ igual al nu´mero de variables consideradas ma´s 1. Para que esta
cota siga siendo suficientemente pequen˜a, se tiene que cumplir que log(2n −
1) < n.
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Cap´ıtulo 4
Ma´quinas de soporte
vectorial(SVM)
Las ma´quinas de soporte vectorial o SVMs (Support Vector Machines)
son me´todos de aprendizaje basados en la clase de funciones lineales
F = {f(x) = w · x + b, w ∈ Rd, b ∈ R} (4.1)
El me´todo SVM en el caso de clasificacio´n binaria trata de buscar un
hiperplano que permita separar los puntos xi de forma que deje a un lado
los puntos tales que yi = 0 y al otro los que yi = 1.
Este hiperplano no puede encontrarse siempre puesto que pueden existir
conjuntos de puntos en el espacio Rd que no sean separables por ningu´n
hiperplano. En este caso, la separabilidad puede mejorarse mediante una
transformacio´n del espacio de observaciones a otro de alta dimensio´n. Esta
transformacio´n (que puede ser dif´ıcil de calcular), puede manejarse de forma
impl´ıcita a trave´s del me´todo de los nu´cleos.
Cuando se cumplen las condiciones para que exista un hiperplano que
separe los puntos, es probable que existan ma´s de uno, incluso infinitos. El
objetivo de las ma´quinas de soporte vectorial es hallar de entre todos esos
posibles hiperplanos, aquel que maximice el margen entre las clases y dicho
hiperplano, es decir que la distancia de los puntos de cada clase ma´s cercanos
al hiperplano sea ma´xima. El proceso consistira´ en resolver un problema de
optimizacio´n, del que obtendremos su formulacio´n dual asociada que nos
permitira´ ver que la solucio´n so´lo depende de unos pocos de puntos de todo
el conjunto, denominados vectores soporte. Este problema se tratara´ en la
seccio´n 4.2.
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Frecuentemente no es posible encontrar un hiperplano separante. En este
caso se puede redefinir el problema de optimizacio´n, permitiendo la presencia
de puntos mal clasificados y se buscara´ que el margen de mala clasificacio´n sea
lo menor posible. Este problema resultara´ equivalente a la minimizacio´n del
riesgo con una funcio´n de pe´rdida particular y una penalizacio´n cuadra´tica.
Esta situacio´n se estudia en la seccio´n 4.3.
Tal como se ha comentado, la separacio´n lineal de un conjunto puede
mejorarse mediante transformaciones a espacios de alta dimensio´n. Una pro-
piedad computacionalmente conveniente es que la transformacio´n se pue-
da manejar de forma impl´ıcita a trave´s del uso de “nu´cleos”. Este aspecto
sera´ tratado en la seccio´n 4.4. Para el desarrollo de estas secciones han sido
utilizados [4] y [5].
En la seccio´n 4.5, se estudiara´n cotas probabil´ısticas para el error de
generalizacio´n de reglas de tipo SVM, a partir de ciertos resultados de [6].
Gran parte del desarrollo del cap´ıtulo se basa en resultados de optimi-
zacio´n, incluyendo un principio de dualidad. Por esta razo´n, incluimos en la
seccio´n 4.1 una introduccio´n teo´rica sobre estos conceptos.
4.1. Optimizacio´n y dualidad
Dado un conjunto Ω y funciones f, g y h, se plantea el problema de
optimizacio´n
min f(w) w ∈ Ω
sujeto a gi(w) ≤ 0 i = 1, ..., k
hi(w) = 0 i = 1, ...,m
(4.2)
La teor´ıa de Lagrange nos da un resultado en el caso de que las res-
tricciones sean so´lo de igualdad. Fueron ma´s tarde Kuhn y Tucker los que
desarrollaron una teor´ıa que permit´ıa estudiar las soluciones en el caso de
restricciones de desigualdad. Veremos en esta seccio´n estos resultados ele-
mentales para la optimizacio´n de estos tipos de problemas.
4.1 Definicio´n. Dado un problema de optimizacio´n con funcio´n objetivo
f(w) y restricciones de igualdad hi(w) = 0, i = 1, ...,m, se define la funcio´n
Lagrangiana como
L(w, β) = f(w) +
m∑
i=1
βihi(w) (4.3)
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y los βi son llamados multiplicadores de Lagrange.
4.2 Teorema. (Lagrange) Dado el problema de minimizar f(w) sujeto a que
hi(w) = 0, i = 1, ...,m, con f, hi ∈ C1, una condicio´n necesaria para que w∗
sea un mı´nimo es que se verifiquen
∂L(w∗, β∗)
∂w
= 0 (4.4a)
∂L(w∗, β∗)
∂β
= 0 (4.4b)
para algunos valores de β∗. Estas condiciones, sera´n adema´s suficientes cuan-
do L(w, β∗) sea una funcio´n convexa de w.
Consideremos ahora el caso ma´s general, en el que hay restricciones de
igualdad y de desigualdad.
4.3 Definicio´n. Dado el problema de optimizacio´n con restricciones de igual-
dad y desigualdad (4.2) definiremos el Lagrangiano generalizado como
L(w, α, β) = f(w) +
k∑
i=1
αigi(w) +
m∑
i=1
βihi(w)
= f(w) + α′g(w) + β′h(w) (4.5)
4.4 Definicio´n. Dado el problema primal (4.2), definiremos el problema dual
como
maximizar θ(α, β),
sujeto a α ≥ 0 (4.6)
donde θ(α, β) = ı´nfw∈Ω L(w, α, β). Al valor de la funcio´n objetivo en la solu-
cio´n o´ptima se le llama valor del problema.
4.5 Teorema. (Teorema de´bil de dualidad) Sea w ∈ Ω una solucio´n factible
del problema primal (4.2) y (α, β) una solucio´n factible del problema dual
(4.6). Entonces
f(w) ≥ θ(α, β)
4.6 Corolario. Si existen w∗ y (α∗, β∗) tales que el valor de los dos proble-
mas es igual, entonces w∗ y (α∗, β∗) resuelven los problemas primal y dual
respectivamente.
A la diferencia entre el valor del problema primal y el problema dual se
llama salto de dualidad. Si no existe esta diferencia, estar´ıamos en la situacio´n
del corolario anterior y tendr´ıamos as´ı soluciones para los dos problemas.
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Una forma de detectar la ausencia de salto de dualidad es si existe un
punto de silla del Lagrangiano del problema primal, es decir, que existe
(w∗, α∗, β∗) que verifica
L(w∗, α, β) ≤ L(w∗, α∗, β∗) ≤ L(w, α∗, β∗)
Si existe dicho punto de silla, el valor de los problemas primal y dual sera´
f(w∗) = θ(α∗, β∗)
4.7 Teorema. (Teorema fuerte de dualidad). Sea el problema de optimiza-
cio´n (4.2) con dominio convexo Ω ⊆ Rn, f convexa, y con gi y hi funciones
afines, es decir,
h(w) = Aw − b
para alguna matriz A y algu´n vector b. Entonces si las regiones primal y
dual son factibles, el salto de dualidad es cero y se alcanza el mı´nimo en el
problema primal y el ma´ximo en el dual.
4.8 Teorema. (Kuhn-Tucker). Dado el problema de optimizacio´n (4.2) con
un dominio convexo Ω ⊆ R, f convexa, y gi, hi afines, es condicio´n necesaria
y suficiente para que un punto w∗ sea un o´ptimo, es la existencia de α∗, β∗
que cumplan
∂L(w∗, α∗, β∗)
∂w
= 0
∂L(w∗, α∗, β∗)
∂β
= 0
α∗i gi(w
∗) = 0, i = 1, ..., k
gi(w
∗) ≤ 0, i = 1, ..., k
αi ≥ 0, i = 1, ..., k
La tercera igualdad αig
∗
i (w
∗) = 0, es la denominada condicio´n comple-
mentaria de Karush-Kuhn-Tucker, que implica que para las restricciones ac-
tivas (gi(w) = 0), α
∗
i ≥ 0, mientras que cuando la restriccio´n es inactiva
(gi(w) < 0), entonces α
∗
i = 0.
A menudo el problema primal es dif´ıcil de resolver y una buena alternativa
puede ser pasar al problema dual, que se obtiene introduciendo los multipli-
cadores de Lagrange, que sera´n las variables duales, que sera´n las principales
inco´gnitas del problema. Para pasar al problema dual, tomaremos las deri-
vadas del Lagrangiano respecto de las variables primales e igualaremos a 0
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w ⋅ x + b = 0
Figura 4.1: Puntos linealmente separables por un plano en R2.
obteniendo unas relaciones que, sustituyendo en el Lagrangiano nos permi-
tira´n eliminar la dependencia del problema respecto a las variables primales,
y la funcio´n obtenida, sera´ equivalente a calcular
θ(α, β) = ı´nf
w∈Ω
L(w, α, β)
que contendra´ solo las variables duales y debera´ ser maximizada bajo res-
tricciones ma´s simples. Por la condicio´n complementaria de Karush-Kuhn-
Tucker (KKT), las u´nicas variables duales no nulas sera´n las relacionadas
con la restriccio´n g(w) = 0, por lo que tomando so´lo los puntos para los que
αi > 0, se puede reducir el nu´mero de vectores utilizados para la computacio´n.
Esta´ te´cnica de resolver problemas de optimizacio´n mediante el paso al dual
sera´ utilizada en la teor´ıa de las Ma´quinas de Soporte Vectorial (SVM).
4.2. SVMs para conjuntos separables
4.9 Definicio´n. Un conjunto de puntos {(x1, y1), ..., (xn, yn)} con xi ∈ Rd,
yi ∈ {0, 1}, se denomina separable si existe, al menos, un hiperplano en Rd
que separa al conjunto de puntos X = {x1, ...,xn} en una regio´n que contiene
a los puntos con etiqueta yi = 0 y en otra con los puntos y1 = 1.
En funcio´n de la definicio´n anterior, dado un conjunto separable, tendre-
mos al menos un hiperplano de la forma
pi : w · x + b = 0 (4.7)
que separara´ los vectores xi segu´n su clase como en la figura 4.1.
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Los me´todos SVM tratan de buscar de entre todos estos hiperplanos exis-
tentes aquel que haga ma´xima la distancia de separacio´n con los dos subcon-
juntos.
Dado el hiperplano, se puede realizar un reescalado de w y b de tal forma
que la mı´nima separacio´n entre los vectores xi de cada clase y el hiperplano
sea 1
w · xi + b ≥ +1 si yi = 1 (4.8a)
w · xi + b ≤ −1 si yi = 0 (4.8b)
que se pueden reagrupar en una simple inecuacio´n
(2yi − 1)(w · xi + b) ≥ 1, i = 1, ..., n (4.8c)
La distancia de los puntos xi al plano w · xi + b = 0 vendra´ dada por
d(xi, pi) =
|w · xi + b|
‖w‖
El margen estara´ definido por la distancia de los puntos de cada clase ma´s
cercanos al hiperplano, que sera´n aquellos que verifiquen las igualdades (4.8)
y que estara´n a una distancia 1/‖w‖, siendo 2/‖w‖ la distancia entre las dos
clases. Como el objetivo es localizar el hiperplano tal que este margen sea
ma´ximo, la SVM tratara´ de resolver el problema de optimizacio´n consistente
en
maximizar
w∈Rd
1
‖w‖
sujeto a (2yi − 1)(w · xi + b) ≥ 1
(4.9)
que sera´ equivalente a
minimizar
w∈Rd
1
2
‖w‖2
sujeto a (2yi − 1)(w · xi + b) ≥ 1
(4.10)
El problema (4.10) se podra´ resolver por el me´todo de los multiplicadores
de Lagrange descrito en la seccio´n 4.1. Trataremos de hallar el problema dual.
Para ello, observamos que el Lagrangiano del problema es,
L(w, b,α) =
1
2
‖w‖2 −
n∑
i=1
αi [(2yi − 1)(w · xi + b)− 1] (4.11)
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con αi ≥ 0, los multiplicadores de Lagrange. Derivaremos el Lagrangiano
respecto a las variables primales w, b e igualaremos a 0
0 =
∂L
∂w
= w−
n∑
i=1
αi(2yi − 1)xi (4.12a)
0 =
∂L
∂b
= −
n∑
i=1
αi(2yi − 1) (4.12b)
y reemplazando las relaciones que hemos obtenido de las variables primales
en el Lagrangiano, obtenemos:
L(w, b,α) =
1
2
‖w‖2 −
n∑
i=1
αi [(2yi − 1)(w · xi + b)− 1]
=
1
2
n∑
i,j=1
zizjαiαjxi · xj −
n∑
i,j=1
zizjαiαjxi · xj +
n∑
i=1
αi
=
n∑
i=1
αi − 1
2
n∑
i,j=1
zizjαiαjxi · xj (4.13)
siendo zi = (2yi − 1) para simplificar la notacio´n y transformando las dos
posibles clases a {−1, 1}.
El problema dual sera´
maximizar
α
n∑
i=1
αi − 1
2
n∑
i,j=1
zizjαiαjxi · xj
sujeto a
n∑
i=1
αizi = 0
αi ≥ 0, i = 1, ..., n
(4.14)
La versio´n dual del problema sera´ un problema de optimizacio´n cuadra´tica
que dependera´ so´lo de las etiquetas y1 y de los productos escalares xi · xj y
su solucio´n sera´ el vector α∗. Por (4.12a), la solucio´n al problema primal w,
podremos escribirla como w =
∑n
i=1 ziα
∗
ixi y podemos obtener
b∗ = −ma´xyi=0(w
∗ · xi) + mı´nyi=1(w∗ · xi)
2
(4.15)
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w ⋅ x + b = 0
w ⋅ x + b = − 1
w ⋅ x + b = + 1
Figura 4.2: Planos que indican el clasificador o´ptimo y los ma´rgenes en un
conjunto de puntos separables en R2.
La condicio´n complementaria KKT sera´
α∗i [zi(w
∗ · xi + b)− 1] = 0, i = 1, ..., n (4.16)
que podemos interpretar como que los valores α∗i no nulos, se correspondera´n
con los vectores xi cuya distancia al hiperplano separador es 1, y sera´n los
u´nicos puntos influyentes en el ca´lculo del plano separador.
En el caso de la clasificacio´n , se tomara´ como funcio´n clasificadora h(x) =
I(f(x) ≥ 0) en el caso de que las etiquetas tomen valores 0 o 1 (o h(x) =
sgn(f(x)) si y ∈ {−1, 1}), donde
f(x) =
∑
i∈vs
ziα
∗
ixi · x + b∗
donde vs representa el conjunto de ı´ndices de los vectores soporte.
En la figura 4.2 podemos ver el plano o´ptimo que separa las dos clases de
puntos y los hiperplanos que indican el margen entre las clases y el separador
o´ptimo que vendra´n dados por los vectores soporte.
4.3. SVMs para conjuntos no separables
En la mayor´ıa de los casos el conjunto de datos de entrenamiento no
sera´ separable, es decir, existira´n puntos xi que no verificara´n las condiciones
de separabilidad, puede ser porque el punto este´ en la regio´n correspondiente
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w ⋅ x + b = 0
w ⋅ x + b = − 1
w ⋅ x + b = + 1
Figura 4.3: Ejemplo de hiperplano clasificador donde algunos puntos no cum-
plen la condicio´n del margen o esta´n mal clasificados.
a su clase pero que no cumpla la distancia a la que se encuentra del hi-
perplano, o que este´ en la regio´n de la clase contraria (ve´ase la figura 4.3
como ejemplo). En estos casos no existe una solucio´n factible para el proble-
ma (4.9). En esta situacio´n, se introducira´n unas variables de holgura ξi y
nuevas restricciones
w · xi + b ≥ +1− ξi si yi = 1 (4.17a)
w · xi + b ≤ −1 + ξi si yi = 0 (4.17b)
que permiten la existencia de algunos datos que no verifiquen que la
distancia sea 1 o incluso que este´n en la regio´n delimitada por el hiperplano
incorrecta. Como en el caso anterior, podemos reunir las restricciones (4.17)
en una sola tal que
(2yi − 1)(w · xi + b) ≥ 1− ξi ξi ≥ 0, i = 1, ..., n (4.17c)
siendo
∑n
i=1 ξi un valor que permite medir el coste en funcio´n del nu´mero de
observaciones mal clasificadas y por tanto sera´ necesario an˜adir al problema
de optimizacio´n un te´rmino que penalice la cantidad de errores, planteando
el problema
minimizar
w∈Rd
1
2
‖w‖2 + C
n∑
i=1
ξi
sujeto a (2yi − 1)(w · xi + b) ≥ 1− ξi
ξi ≥ 0
(4.18)
donde C sera´ un para´metro que controlara´ la importancia relativa de mini-
mizar la norma de w y de incumplir las restricciones del margen para cada
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punto. Si C es pequen˜o, los puntos que no satisfagan la restriccio´n del mar-
gen influira´n poco. En cambio, si C crece, el peso de los errores sera´ mayor
y por tanto el margen sera´ menor pero habra´ menos puntos que no cumplan
las restricciones. En el caso de que C = ∞, estaremos ante el problema de
clasificacio´n sin errores.
El problema (4.18) admite una formulacio´n equivalente que nos permi-
tira´ interpretar el me´todo SVM como un me´todo de minimizacio´n del riesgo
emp´ırico penalizado.
Si despejamos ξi, y volvemos a realizar el cambio z1 = 2yi−1, tendra´ que
cumplirse
ξi ≥ 1− zi(w · xi + b) (4.19a)
ξi ≥ 0 (4.19b)
as´ı que en el o´ptimo podremos tomar
ξi = (1− zi(w · xi + b))+ = h (zi(w · xi + b)) (4.19c)
siendo h(x) = (1−x)+ = ma´x(0, 1−x) la funcio´n conocida como pe´rdida
hinge, una funcio´n que contabilizara´ los errores en la clasificacio´n en funcio´n
de la distancia a su clase. Podremos reformular el problema como
minimizar
w∈Rd
1
2
‖w‖2 + C
n∑
i=1
(1− zi(w · xi + b))+ (4.20)
que sera´ equivalente a
minimizar
w∈Rd
1
n
n∑
i=1
h (zi(w · xi + b)) + λ‖w‖2 (4.21)
tomando λ = 1/(2Cn).
Con esta forma, el problema consiste en la minimizacio´n de una funcio´n
de pe´rdida ma´s un te´rmino de penalizacio´n que representa la complejidad
del modelo, cambiando la funcio´n de pe´rdida 0 − 1 anteriormente vista por
la funcio´n de pe´rdida hinge, que sera´ convexa. teniendo as´ı un problema de
optimizacio´n en el que habra´ que minimizar una funcio´n que contabiliza los
errores ma´s una funcio´n que representa la complejidad, entrando en conexio´n
con lo visto anteriormente donde nuestro objetivo era minimizar el riesgo
emp´ırico ma´s una penalizacio´n, habiendo pasado de utilizar la funcio´n de
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pe´rdida 0−1 a la funcio´n hinge, que es una funcio´n convexa y derivable salvo
en x = 0.
Veamos la obtencio´n del problema dual respecto a este problema dado
de la forma (4.18). Primero plantearemos el Lagrangiano generalizado. En
este caso sera´ necesario an˜adir otra variable dual pues tenemos la restriccio´n
ξi ≥ 0.
L(w, b, ξ,α,β) =
1
2
‖w‖2 + C
n∑
i=1
ξi −
n∑
i=1
αi [zi(w · xi + b)− 1 + ξi]
−
n∑
i=1
βiξi (4.22)
Derivando e igualando a 0 obtenemos
0 =
∂L
∂w
= w−
n∑
i=1
αizixi (4.23a)
0 =
∂L
∂b
= −
n∑
i=1
αizi (4.23b)
0 = C − αi − βi (4.23c)
de donde obtenemos las relaciones w =
∑n
i=1 αizixi,
∑n
i=1 αizi = 0 y αi =
C − βi y co´mo βi ≥ 0, entonces αi ≤ C. Como ya hemos mencionado,
pocos αi 6= 0, y por tanto tendremos una representacio´n de w dispersa en el
sentido de que dependera´ de pocos puntos xi. Sustituyendo estas relaciones
en el Lagrangiano, tendremos
L(w, b, ξ,α,β) =
1
2
n∑
i,j=1
zizjαiαjxi · xj + C
n∑
i=1
ξi −
n∑
i,j=1
zizjαiαjxi · xj
− b
n∑
i=1
αizi +
n∑
i=1
αi −
n∑
i=1
αiξi −
n∑
i=1
βiξi
= − 1
2
n∑
i,j=1
zizjαiαjxi · xj +
n∑
i=1
αi +
n∑
i=1
ξi(C − αi − βi)
=
n∑
i=1
αi − 1
2
n∑
i,j=1
zizjαiαjxi · xj
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Por lo tanto, la forma dual del problema (4.17) sera´
maximizar
α
L(α) =
n∑
i=1
αi − 1
2
n∑
i,j=1
zizjαiαjxi · xj
sujeto a
n∑
i=1
αizi = 0
0 ≤ αi ≤ C, i = 1, ..., n
(4.24)
Las condiciones KKT complementarias en este caso sera´n
αi [zi(w · xi + b)− 1 + ξi] = 0, i = 1, ..., n (4.25a)
ξi(αi − C) = 0, i = 1, ..., n (4.25b)
De estas dos condiciones y de que 0 ≤ αi ≤ C, podemos diferenciar tres
casos distintos en funcio´n del valor que tome αi. Si αi = 0, entonces ξi = 0
y el punto xi puede estar en el margen (si esta´ a distancia 1 del hiperplano)
o fuera de e´l si zi(w · xi + b) > 1. Si 0 < αi < C, el punto xi sera´ un vector
soporte que estara´ en uno de los dos ma´rgenes y por tanto estara´ a distancia
1. Y si por u´ltimo, αi = C, el punto xi puede ser un vector soporte o estar a
una distancia menor que 1 del hiperplano separante en funcio´n del valor de
ξi.
Prestamos ahora atencio´n a aspectos estad´ısticos relacionados con el pro-
blema (4.20). ¿Cua´l sera´ el efecto de cambiar la funcio´n de pe´rdida 0 − 1
tratada en el cap´ıtulo 3 por la pe´rdida hinge? A continuacio´n veremos que el
minimizador del riesgo con pe´rdida hinge es el mismo que con pe´rdida 0− 1,
y por tanto, equivalente al riesgo de Bayes.
Si nuestro espacio de etiquetas es Y = {0, 1}, pasaremos a uno Z{−1, 1}
a trave´s del cambio de variable zi = 2yi − 1. Hemos visto que la regla de
Bayes f ∗ viene dada por
f ∗(x) =
{
1 si η(x) ≥ 1/2
0 si η(x) < 1/2
(4.26)
con η(x) = P{Z = 1|X = x}.
Sea la funcio´n de pe´rdida hinge
l(t) = (1− t)+ = ma´x{0, 1− t} (4.27)
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El riesgo emp´ırico vendra´ dado por
Rn(f) =
1
n
n∑
i=1
(1− zif(xi))+ (4.28)
y el riesgo esperado
R(f) = ERn(f) = E{(1− Zf(X))+} (4.29)
que se puede escribir como
E {E{(1− Zf(X))+|X}} (4.30)
y
E{(1− zf(x))+|X = x} = η(x)(1− f(x))+ + (1− η(x))(1 + f(x))+ (4.31)
Por tanto, tendremos que
R(f) =
∫
[η(x)(1− f(x))+ + (1− η(x))(1 + f(x))+] dQ(x) (4.32)
Si llamamos s = f(x) y p = η(x), buscaremos el valor de s que minimiza esa
funcio´n que podremos reescribir como
p(1− s)+ + (1− p)(1 + s)+ =

(1− p)(1 + s)+ si s ≥ 1
1 + (1− 2p)s si −1 < s < 1
p(1− s)+ si s ≤ −1
(4.33)
que sera´ una funcio´n convexa y alcanzara´ el mı´nimo en s = 1 si p ≥ 1/2 y en
s = −1 en caso contrario. Por tanto vemos que la funcio´n de perdida hinge
tendra´ el mismo minimizador que la regla 0− 1, que es la regla de Bayes.
Por tener el mismo minimizador, no hay problema en cambiar la funcio´n
de pe´rdida 0 − 1 por la pe´rdida hinge que al ser convexa permitira´ resolver
el problema de optimizacio´n.
A continuacio´n veremos como resolver el problema cuando el conjunto
no es separable a trave´s de una transformacio´n del espacio de los xi en otro
espacio de alta dimensio´n.
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Figura 4.4: Conjunto de puntos linealmente no separables en R2.
4.4. SVMs no lineales
En muchos casos el conjunto de entrenamiento para nuestro SVM no
sera´ separable ni siquiera a excepcio´n de pocos puntos del espacio X, como
por ejemplo en la figura 4.4 En estos casos, el me´todo utilizado consiste
en transformar nuestros datos en el espacio X a un espacio de Hilbert H
(generalmente de dimensio´n superior), denominado espacio de caracter´ısticas,
donde la transformacio´n de dichos puntos si que pueda ser separada por un
hiperplano. Dicha transformacio´n, vendra´ dada por una funcio´n no lineal
Φ :X → H
x→ Φ(x) = [φ1(x), ..., φm(x)]
(4.34)
y se podra´ construir un hiperplano en este espacio de caracter´ısticas H que
sera´ de la forma:
w · Φ(x) + b = w1φ1(x) + ...+ wmφm(x) + b (4.35)
Tendremos de esta forma un hiperplano que separara´ los puntos Φ(xi) en
el espacio de caracter´ısticas, pero que definira´ fronteras entre las regiones de
decisio´n no lineales en el espacio inicial de los puntos xi. Como ya he hemos
visto anteriormente, la regla de decisio´n se puede calcular a partir de los
productos internos entre los datos de entrenamiento y el punto a clasificar,
que tras realizar la transformacio´n Φ, sera´
f(x) =
n∑
i=1
αiziΦ(xi) · Φ(x) + b (4.36)
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El ca´lculo de los puntos transformados Φ(x) puede ser complicado, pero
si existe una funcio´n K(x, z), tal que permita calcular directamente dicho
producto interno sin tener que hacer la transformacio´n Φ, la complejidad del
ca´lculo no se ver´ıa afectada por la dimensio´n de H.
4.10 Definicio´n. Una funcio´n nu´cleo (o kernel), es una funcio´n K(x, z) que
cumple
K(x, z) = Φ(x) · Φ(z), ∀ x, z ∈ X
siendo Φ una transformacio´n (posiblemente no lineal) de X en un espacio de
caracter´ısticas H (que sera´ un espacio de Hilbert).
Si podemos definir una funcio´n K(x, z) asociada a la transformacio´n Φ,
la regla de decisio´n se podr´ıa calcular de la forma
f(x) =
n∑
i=1
αiziK(xi,x) + b (4.37)
Por tanto, cuando nos encontramos con un conjunto no separable lineal-
mente y se realiza una transformacio´n Φ a otro espacio de caracter´ısticas H,
donde K(x, z) = Φ(x) · Φ(z), el problema a resolver en su versio´n dual sera´
maximizar
α
L(α) =
n∑
i=1
αi − 1
2
n∑
i,j=1
zizjαiαjK(xi,xj)
sujeto a
n∑
i=1
αizi = 0
0 ≤ αi ≤ C, i = 1, ..., n
(4.38)
y las decisiones se tomara´n a partir de 4.37. Esta posibilidad de poder plan-
tear el problema y hallar la solucio´n solo en funcio´n de la funcio´n nu´cleo sin
tener que computar la transformacio´n Φ se denomina truco del nu´cleo.
4.11 Ejemplo. Veamos un ejemplo para la construccio´n de un SMV en
un problema de clasificacio´n binaria sin error cuya separacio´n lineal so´lo es
posible a trave´s de una transformacio´n. Supongamos que se trata de buscar el
hiperplano o´ptimo que clasifica correctamente el siguiente conjunto de datos:
x1 = [1, 1] y1 = 1
x2 = [1,−1] y2 = 0
x3 = [−1,−1] y3 = 1
x4 = [−1, 1] y4 = 0
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Si tomamos como nu´cleo la funcio´n
K(x, z) = [x · z + 1]2
asociada a la transformacio´n Φ(a1, a2) =
[
1,
√
2a1,
√
2a2,
√
2a1a2, a
2
1, a
2
2
]
, con
ai las coordenadas de cada punto x, x = [a1, a2]. Para hallar la frontera de
decisio´n, sera´ necesario resolver el problema de optimizacio´n 4.38, que en este
caso sera´
maximizar
α
L(α) = α1 + α2 + α3 + α4 +−1
2
4∑
i,j=1
zizjαiαjKij
sujeto a α1 − α2 + α3 − α4 = 0
αi ≥ 0, i = 1, ..., 4
(4.39)
siendo Kij = K(xi,xj), los elementos de la matriz
K =

9 1 1 1
1 9 1 1
1 1 9 1
1 1 1 9

La solucio´n sera´ α∗1 = α
∗
2 = α
∗
3 = α
∗
4 = 0,125 y en este caso, dado que
la dimensio´n del espacio de caracter´ısticas es pequen˜a, podemos escribir la
funcio´n de decisio´n como
f(x) = w∗1 + w
∗
2
√
2a1 + w
∗
1
√
2a2 + w
∗
1
√
2a1a2 + w
∗
1a
2
1 + w
∗
1a
2
2
y podremos obtener w∗ como
w∗i =
4∑
i=1
α∗i yiΦ(xi) =
[
0, 0, 0,
√
2
2
, 0, 0
]
y por tanto la funcio´n de decisio´n en este caso sera´
D(x) = a1a2

A continuacio´n se discutira´ sobre que funciones son nu´cleos y si pueden
manejarse sin hacer referencia expl´ıcita a la transformacio´n φ. Por ser un
producto escalar, K(x, z) debera´ cumplir algunas propiedades como
1. K(x, z) = Φ(x) · Φ(z) = Φ(z) · Φ(x) = K(z,x) (Por simetr´ıa)
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2. K(x, z)2 ≤ K(x,x)K(z, z) (Por la desigualdad de Cauchy-Schwarz)
4.12 Definicio´n. Una funcio´n K : X ×X → R es sime´trica y semidefinida
positiva si para todo conjunto de puntos {x1, ..., xn} la matriz
K = (K(xi, xj))
n
i,j=1 (4.40)
es sime´trica y semidefinida positiva.
Veamos a continuacio´n que es esta propiedad la que caracteriza a las
funciones nu´cleo.
4.13 Teorema. La funcio´n K : X × X → R sera´ un nu´cleo si y so´lo si es
sime´trica y semidefinida positiva.
Demostracio´n. La implicacio´n de que si K es nu´cleo, entonces es sime´trica y
semidefinida positiva es trivial. Veamos entonces la otra implicacio´n. Dada
una funcio´n sime´trica y semidefinida positiva, construiremos una transfor-
macio´n φ en un espacio de Hilbert en el que K sea el nu´cleo.
Definimos el espacio
H˜ =
{
n∑
i=1
αiK(xi, ·) : αi ∈ R, n ≥ 1, xi ∈ X, i = 1, ..., n
}
(4.41)
que es un espacio vectorial. Definiremos ahora el producto interno〈
n∑
i=1
αiK(xi, ·),
m∑
j=1
βjK(yj, ·)
〉
=
∑
i,j
αiβjK(xi,yj) (4.42)
que satisface las propiedades de producto interno. Si tomamos el espacio
H como aquel que es el completado de H˜, es decir, el conjunto en el que
las sucesiones de Cauchy de elementos de H˜ son convergentes, tendremos
el espacio de caracter´ısticas, que sera´ un espacio de Hilbert y ahora so´lo
sera´ necesario definir la transformacio´n φ
φ : X → H (4.43)
x→ φ(x) = K(x, ·) (4.44)
Sea
〈f, φ(x)〉 = 〈f,K(x, ·)〉 =
n∑
i=1
αiK(xi,x) = f(x) (4.45)
que se denomina propiedad reproductiva y al espacio H, el RKHS ( Reprodu-
cing Kernel Hilbert Space) de la funcio´n K.
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Hay otros resultados que permiten concluir que una funcio´n es un nu´cleo.
Un ejemplo es el teorema de Mercer.
4.14 Teorema. ( Mercer) . Sea X un subconjunto compacto de Rn. Sea K
una funcio´n sime´trica y continua tal que el operador integral TK : L2(X)→
L2(X),
(TKf)(·) =
∫
X
K(·,x)f(x)dx, (4.46)
es decir, que cumpla ∫
X×X
K(x, z)f(x)f(z)dxdz ≥ 0 (4.47)
para toda funcio´n f ∈ L2(X). Entonces, se puede expandir K(x, z) en una
serie con convergencia uniforme sobre X × X en te´rminos de TK funciones
propias φj ∈ L2(X), de tal forma que ‖φj‖L2 = 1 y con valores propios
asociados positivos λj ≥ 0,
K(x, z) =
∞∑
j=1
λjφj(x)φj(z) (4.48)
Como consecuencia del Teorema de Mercer vemos que cualquier funcio´n
K(x, z) que satisfaga las condiciones del teorema, es nu´cleo.
Para verlo, tomamos el espacio de sucesiones de nu´meros reales tales que∑
λjx
2
j <∞ con el producto interno
〈{x}, {z}〉 =
∑
λjxjzj (4.49)
y la transformacio´n Φ dada por Φ(x) = {φj(x)}∞j=1, entonces
〈Φ(x),Φ(z)〉 =
∞∑
j=1
λjφj(x)φj(z) = K(x, z), (4.50)
luego K es un nu´cleo.
Por ejemplo vemos as´ı que de nu´cleo puede ser K(x, z) = x ∧ z es un
nu´cleo.
Veremos a continuacio´n ciertas propiedades que permitira´n construir nue-
vos nu´cleos a partir de otros.
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4.15 Proposicio´n. Sean K1 y K2 nu´cleos en X×X, X ⊆ Rn, a ∈ R+, f(·)
una funcio´n real en X, la transformacio´n φ con K3 un nu´cleo en Rm×Rm y
B una matriz sime´trica positiva semidefinida de taman˜o n×n. Entonces las
siguientes funciones son nu´cleos:
1. K(x, z) = K1(x, z) +K2(x, z)
2. K(x, z) = aK1(x, z)
3. K(x, z) = K1(x, z)K2(x, z)
4. K(x, z) = f(x)f(z)
5. K(x, z) = K3(φ(x), φ(z))
6. K(x, z) = x′Bx
Demostracio´n. 1 y 2 son triviales. 4, 5 y 6 se deducen de forma elemental.
Demostraremos aqu´ı la propiedad 3.
Fijado un conjunto de puntos {x1, ...,xn} y sean K1 y K2 las matrices
resultantes de restringir K1 y K2 a dichos puntos, veamos que la matriz del
producto K1(x, z)K2(x, z) es semidefinida positiva.
Sea
K = K1
⊗
K2
el producto tensorial de las matrices K1 y K2. Esta matriz, al ser producto
de dos matrices semidefinidas positivas, sera´ semidefinida positiva, pues sus
autovalores sera´n todos los pares de productos de los autovalores de las dos
componentes. Por otro lado, la matriz H de la funcio´n K1K2 sera´ la matriz
cuyas entradas son los productos de las entradas de las dos componentes con
mismos ı´ndices. Por tanto, esta matriz sera´ una submatriz principal de K.
Se cumplira´ entonces que para cualquier α ∈ Rn, existira´ un α1 ∈ Rn2 , tal
que cumplira´
α′Hα = α′1Kα1 ≥ 0
y entonces H sera´ semidefinida positiva.

4.16 Corolario. Sea K1(x, z) un nu´cleo sobre X ×X, x, z ∈ X, y p(x) un
polinomio con coeficientes positivos. Las funciones siguientes sera´n nu´cleos
tambie´n:
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1. K(x, z) = p(K1(x, z))
2. K(x, z) = exp(K1(x, z))
3. K(x, z) = exp(−‖x− z‖2/σ2)
Demostracio´n. La primera propiedad es trivial combinando las propiedades
1,2,3 y 4 de (4.15). La segunda se obtiene por ser la funcio´n exponencial
l´ımite de suma de polinomios. Veamos la tercera. Podemos descomponer la
funcio´n en
exp(−‖x− z‖2/σ2) = exp(−‖x‖2/σ2) exp(−‖z‖2/σ2) exp(2 x · z/σ2)(4.51)
De aqu´ı, el producto de los dos primeros te´rminos sera´ un nu´cleo por el
apartado 4 de (4.15) y el u´ltimo lo sera´ por el apartado 2 de este corolario.

El tercer nu´cleo aqu´ı definido es conocido como nu´cleo gaussiano, tambie´n
denominado nu´cleo RBF al utilizar funciones de base radial. Otra forma de
escribir este nu´cleo es
K(x, z) = exp
(
−‖x− z‖
2
σ2
)
= e−γ‖x−z‖
2
(4.52)
que proyecta los puntos en un espacio de caracter´ısticas de dimensio´n infinita.
Cuando γ es pequen˜o, un punto x tendra´ nu´cleo positivo en relacio´n con
cualquiera de los vectores soporte, y por tanto todos estos vectores afectara´n
al valor de la funcio´n clasificadora en x, lo que originara´ una frontera suave
entre las regiones de clasificacio´n. A medida que γ crezca, aumentara´ la
curvatura de la regio´n de la frontera de decisio´n y para valores grandes de
γ las regiones estara´n cada vez ma´s concentradas en torno a los vectores
soporte. En este caso se dara´ una clara situacio´n de sobreajuste.
4.5. Cotas probabil´ısticas
Dado nuestro problema en la versio´n
minimizar
w
1
n
n∑
i=1
(1− zifw(xi))+ + λ‖w‖2 (4.53)
donde fw = w · φ(x) + b.
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Podemos reescribir este problema como
mı´n
R>0
[
mı´n
w:‖w‖≤R
1
n
n∑
i=1
(1− zifw(xi))+ + λR2
]
(4.54)
Podemos definir para cada R el conjunto de funciones
FR =
{
f(x) =
n∑
i=1
λiK(xi,x) ;
n∑
i,j=1
λiλjK(xi,xj) ≤ R2
}
(4.55)
De esta forma, podemos resolver el problema de optimizacio´n buscando
los mı´nimos dentro de bolas de radio R en el espacio H, lo que permite tener
un problema de la forma de la minimizacio´n del riesgo estructural.
De la desigualdad de las diferencias acotadas (3.28), tendremos que si F
es una clase de funciones con valores en [−1, 1], entonces con probabilidad al
menos 1− δ,
sup
f∈F
|R(f)−Rn(f)| ≤ E sup
f∈F
|R(f)−Rn(f)|+
√
2 log 1
δ
n
. (4.56)
Por otro lado, si introducimos una copia X ′1, ..., X
′
n independiente de las Xi
e igualmente distribuidas, por la desigualdad de Jensen,
E sup
f∈F
|R(f)−Rn(f)| = E sup
f∈F
(
E
[
|R′n(f)−Rn(f)|
∣∣∣∣X1, ..., Xn])
≤ E sup
f∈F
|R′n(f)−Rn(f)|.
Si introducimos las variables aleatorias σ1, ..., σn independientes tales que
P{σi = 1} = P{σi = −1} = 1/2,
E sup
f∈F
|R(f)−Rn(f)| = E
[
sup
f∈F
1
n
∣∣∣∣∣
n∑
i=1
(f(X ′i)− f(Xi))
∣∣∣∣∣
]
(4.57)
= E
[
sup
f∈F
1
n
∣∣∣∣∣
n∑
i=1
σi(f(X
′
i)− f(Xi))
∣∣∣∣∣
]
(4.58)
≤ 2E
[
sup
f∈F
1
n
∣∣∣∣∣
n∑
i=1
σif(Xi)
∣∣∣∣∣
]
(4.59)
Introduciremos a continuacio´n unos conceptos nuevos.
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4.17 Definicio´n. Dado A ⊂ Rn un conjunto acotado de vectores a =
(a1, ..., an), se define como promedio de Rademacher a la cantidad
Rn(A) = E sup
a∈A
2
n
∣∣∣∣∣
n∑
i=1
σiai
∣∣∣∣∣ (4.60)
4.18 Definicio´n. Dada una clase F , llamaremos complejidad emp´ırica de
Rademacher de la clase F , Rˆn(F) al promedio de Rademacher asociado al
conjunto F(X1, ..., Xn) = {(f(X1), ..., f(Xn)) : f ∈ F} y la complejidad de
Rademacher de F sera´ Rn(F) = E(Rˆn(F)).
De esta definicio´n y de (4.59),
E sup
f∈F
|R(f)−Rn(f)| ≤ Rn(F) (4.61)
y entonces, con probabilidad al menos 1− δ,
sup
f∈F
|R(f)−Rn(f)| ≤ Rn(F) +
√
2 log 1
δ
n
. (4.62)
Por otro lado, las complejidades de Rademacher tambie´n verifican la con-
dicio´n de las diferencias acotadas para ci = 4/n, por lo que por la desigualdad
de las diferencias acotadas, se cumple que con probabilidad al menos 1−δ/2,
se cumplira´ que
Rn(F) ≤ Rˆn(F) +
√
8 log 2
δ
n
(4.63)
y combinando con (4.56), podemos concluir que con probabilidad 1− δ,
sup
f∈F
|R(f)−Rn(f)| ≤ Rˆn(F) + 3
√
2 log 2
δ
n
. (4.64)
En la situacio´n de que las funciones f ∈ F no tomasen valores en [−1, 1] se
podr´ıa normalizar dichas funciones con un factor 1/‖f‖∞ y en ese caso la
desigualdad ser´ıa
sup
f∈F
|R(f)−Rn(f)| ≤ Rˆn(F) + 3‖f‖∞
√
2 log 2
δ
n
. (4.65)
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Si tomamos ahora las clases FR, su complejidad emp´ırica de Rademacher
sera´
Rˆn(F) = 2
n
E sup
‖f‖≤R
n∑
i=1
σif(xi) (4.66)
=
2
n
E sup
‖f‖≤R
n∑
i=1
σi〈f,K(xi, ·)〉 (4.67)
=
2R
n
E
∥∥∥∥∥
n∑
i=1
σiK(xi, ·)
∥∥∥∥∥ (4.68)
Podremos aplicar la desigualdad de Kahane-Khinchine que dice que para
cualquier conjunto de vectores a1, ..., an en un espacio de Hilbert, se cumple
1√
2
E
∥∥∥∥∥
n∑
i=1
σiai
∥∥∥∥∥
2
≤
(
E
∥∥∥∥∥
n∑
i=1
σiai
∥∥∥∥∥
)2
≤ E
∥∥∥∥∥
n∑
i=1
σiai
∥∥∥∥∥
2
(4.69)
Adema´s se cumplira´
E
∥∥∥∥∥
n∑
i=1
σiai
∥∥∥∥∥
2
= E
n∑
i,j=1
σiσj〈ai, aj〉 =
∑
‖ai‖2 (4.70)
Por tanto, podremos acotar el te´rmino Rˆn(FR) por
2R
n
√
2
√√√√ n∑
i=1
K(xi,xi) ≤ Rˆn(FR) ≤ 2R
n
√√√√ n∑
i=1
K(xi,xi) (4.71)
y podremos dar la siguiente cota:
4.19 Teorema. Con probabilidad al menos 1 − δ se tiene que para toda
f ∈ FR,
R(f) ≤ Rn(f) + 2R
n
√√√√ n∑
i=1
K(xi,xi) + 3‖f‖∞
√
2 log 2
δ
n
(4.72)
La desigualdad del Teorema 4.19 permite asegurar que el riesgo, con pe´rdi-
da hinge, de la regla elegida por el SVM (dentro de una bola de radio R) no
es muy grande si Rn(f) es pequen˜o y R no es grande, pero no nos da una
indicacio´n sobre el taman˜o de R que debemos elegir ni nos indica nada sobre
el exceso de riesgo. Estas deficiencias se corregira´n con el me´todo del lasso
en el siguiente cap´ıtulo.
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Cap´ıtulo 5
El me´todo del Lasso
El me´todo del lasso (acro´nimo de least absolute shrinkage and selection
operator) fue propuesto por Tibshirani (1996). Es un me´todo de penalizacio´n
utilizado en las te´cnicas de aprendizaje supervisado y que puede ser imple-
mentado para muchos modelos. En este trabajo nos centraremos en el caso
de modelos lineales, basa´ndonos principalmente en resultados de [7].
En el caso del lasso, la penalizacio´n es de tipo l1. En la situacio´n de
clasificacio´n binaria con pe´rdida hinge el objetivo sera´ resolver el problema
de optimizacio´n:
minimizar
w
1
n
n∑
i=1
(1− zi(w · xi + b))+ + λ‖w‖1 (5.1)
siendo ‖w‖1 =
∑k
j=1 |wj|.
El me´todo puede aplicarse en muchas situaciones. Primero veremos la
descripcio´n del me´todo en el caso de regresio´n y cuyo objetivo es minimizar
el error cuadra´tico y despue´s lo plantearemos en la situacio´n de la clasificacio´n
binaria.
5.1. El lasso en regresio´n lineal
Supongamos que nuestro modelo es lineal y viene dado por
Yi =
p∑
j=1
X
(j)
i β + i, i = 1, ..., n (5.2)
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siendo i te´rminos de error. Por simplicidad, usaremos la notacio´n matricial
Y = Xβ +  (5.3)
donde Xn×p es la matriz de todas nuestras observaciones, tambie´n llamada
matriz de disen˜o, Yn×1, el vector de respuestas y n×1 un vector de errores
que podemos suponer con distribucio´n N(0, σ2In).
Si asumimos que el modelo es correcto, entonces existira´ β0 que sera´ el
verdadero valor del para´metro y se cumplira´ Y = Xβ0 + . El estimador del
me´todo del lasso incluira´ un te´rmino de regularizacio´n que sera´ la norma l1
del vector β y vendra´ dado por
βˆ = argmin
β
{‖Y −Xβ‖2
n
+ λ‖β‖1
}
(5.4)
Una ventaja del me´todo del lasso en comparacio´n con otros me´todos es
que debido al te´rmino de penalizacio´n l1 en funcio´n del λ existira´n algunos
βj = 0, para algu´n j. Por esta caracter´ıstica, se suele decir que el lasso con-
duce a estimadores “dispersos” que propicia de forma natural una seleccio´n
de variables (aquellas asociadas con los coeficientes βˆj no nulos).
El resto de esta seccio´n se dedicara´ al estudio probabil´ıstico del lasso. El
ana´lisis parte de la siguiente desigualdad:
5.1 Lema. Desigualdad ba´sica: Dado el modelo Y = Xβ+, β0 el verda-
dero valor de β y βˆ el estimador lasso, se verificara´ la siguiente desigualdad:
1
n
‖X(βˆ − β0)‖2 + λ‖βˆ‖1 ≤ 2
n
TX(βˆ − β0) + λ‖β0‖1 (5.5)
Al te´rmino ‖X(βˆ − β0)‖2/n se le llama error de prediccio´n.
Demostracio´n. Por (5.4) se verificara´
1
n
‖Y −Xβˆ‖2 + λ‖βˆ‖1 ≤ 1
n
‖Y −Xβ0‖2 + λ‖β0‖1
Desarrollando las normas cuadra´ticas de la igualdad tenemos
‖Y −Xβˆ‖2 = ‖X(β0 − βˆ) + ‖2
= ‖X(β0 − βˆ)‖2 + ‖‖2 + 2TX(β0 − βˆ)
‖Y −Xβ0‖2 = ‖‖2
Sustituyendo, llegamos a la desigualdad que quer´ıamos tener.
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A la vista de esta desigualdad, para poder controlar el error de prediccio´n
del lasso, habra´ que controlar, por tanto, el te´rmino 2TX(βˆ − β0)/n, que
podremos acotar por
2
n
TX(βˆ − β0) = 2
n
p∑
j=1
(
TX(j)
)(
βˆ − β0
)
j
≤ 2
n
ma´x
1≤j≤p
|TX(j)|‖βˆ − β0‖1
(5.6)
donde X(1), ...,X(p) representan las columnas de la matriz X.
Sea la matriz de Gram Σˆ = XTX/n. Normalizando, si es necesario, las
columnas de X, podemos suponer que Σˆj,j = σˆj = 1. Si tomamos la variable
Vj =
TX(j)
σ
√
n
(5.7)
tendra´ una distribucio´n N
(
0,X(j)X(j)/n
)
= N (0, 1) y
P
{
ma´x
1≤j≤p
|Vj| >
√
t2 + 2 log p
}
≤ 2pe− t
2+2 log p
2 = 2e−
t2
2 (5.8)
Consideremos el suceso
T :=
{
ma´x
1≤j≤p
2
n
|TX(j)| ≤ λ0
}
(5.9)
por las ecuaciones (5.7) y (5.8), tendremos que para
λ0 = 2σ
√
t2 + 2 log p
n
se cumplira´
P(T ) ≥ 1− 2e− t
2
2
y se verificara´ que en el conjunto T
1
n
‖X(βˆ − β0)‖2 + λ‖βˆ‖1 ≤ λ0‖βˆ − β0‖1 + λ‖β0‖1 (5.10)
5.2 Proposicio´n. Sea λ = 4σˆ
√
t2+2 log p
n
siendo σˆ un estimador de σ. En-
tonces con probabilidad al menos 1− α, donde
α = 2e−t
2/2 + P(σˆ ≤ σ),
se tiene que
2
n
‖X(βˆ − β0)‖2 ≤ 3λ‖β0‖1 (5.11)
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Demostracio´n. Si σˆ > σ y λ0 = 2σ
√
t2+2 log p
n
entonces se cumple que λ > 2λ0
y en el conjunto T ∩ (σˆ > σ), se cumplira´
1
n
‖X(βˆ − β0)‖2 ≤ λ0‖βˆ − β0‖1 − λ‖βˆ‖1 + λ‖β0‖1
≤ λ
2
(‖βˆ − β0‖1 − ‖βˆ‖1) + λ‖β0‖1
≤ 3λ
2
‖β0‖1

En esta situacio´n sera´ necesario que el estimador σˆ sea escogido de forma
que P{σˆ ≤ σ} sea pequen˜a pero que a la vez σˆ no sea demasiado grande para
que el valor de λ no sea grande tambie´n.
Con el mismo argumento vemos que si λ ≥ 2λ0, entonces con probabilidad
al menos 1− 2e−t2/2, se cumplira´
2
n
‖X(βˆ − β0)‖2 ≤ 3λ‖β0‖2
Esto significa que se puede elegir λ ' √log p/n de forma que con alta pro-
babilidad
2
n
‖X(βˆ − β0)‖2 ≤ C
√
log p
n
.
Es decir, el lasso puede garantizar un error de prediccio´n pequen˜o incluso
cuando p > n.
En la pra´ctica, el te´rmino de regularizacio´n λ, se obtiene mediante el
me´todo de validacio´n cruzada, que consiste en hacer particiones del conjunto
de entrenamiento en K subconjuntos, construyendo un modelo para cada
subconjunto menos para el u´ltimo que se utilizara´ para evaluar dichos mode-
los y a partir de aqu´ı calcular el valor del para´metro que mejor ajusta cada
modelo y calcular el promedio de ellos que sera´ el utilizado en el verdadero
modelo.
La situacio´n ma´s habitual es que no todas las variables influyan en nuestro
modelo, por lo tanto, si suponemos que β0 es disperso y que depende de una
pequen˜a parte de las variables, se puede establecer una cota ma´s refinada.
Sea S0 = {j : β0j 6= 0} el conjunto de componentes de β0 no nulas y sea
s0 = card(S0). Dado S ⊂ {1, ..., p} denotaremos por
βj,S = βjI(j ∈ S)
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y el vector
βS = (βj,S)1≤j≤p
5.3 Proposicio´n. En las condiciones anteriores, si λ ≥ 2λ0, entonces
2
n
‖X(βˆ − β0)‖2 + λ‖βˆSC0 ‖1 ≤ 3λ‖βˆS0 − β0S0‖1 (5.12)
Demostracio´n. Hemos visto que en el conjunto T se verifica la desigualdad
2
n
‖X(βˆ − β0)‖2 + 2λ‖βˆ‖1 ≤ λ‖βˆ − β0‖1 + 2λ‖β0‖1
Se cumple que
‖βˆ‖1 = ‖βˆS0‖1 + ‖βˆSc0‖1
≥ ‖β0S0‖1 − ‖βˆS0 − β0S0‖1 + ‖βˆSc0‖1 (desigualdad triangular)
‖βˆ − β0‖1 = ‖βˆS0 − β0S0‖1 + ‖βˆSc0‖1
Por tanto, tendremos
2
n
‖X(βˆ − β0)‖2 + 2λ‖β0S0‖1 + 2λ‖βˆSc0‖1 − 2λ‖βˆS0 − β0S0‖1 (5.13)
≤ 2
n
‖X(βˆ − β0)‖2 + 2λ‖βˆ‖1 (5.14)
≤ λ‖βˆS0 − β0S0‖1 + λ‖βˆSc0‖1 + 2λ‖β0‖1 (5.15)
Con lo que se concluye la desigualdad anterior.

Una vez dada esta cota, se pueden suponer ciertas condiciones que la
mejoren.
5.4 Definicio´n. Sea S0 ⊂ {1, ..., p}, diremos que satisface la condicio´n de
compatibilidad(c.c.) si para algu´n φ0 y todo β que verifique ‖βSc0‖1 ≤ 3‖βS0‖1
se cumple
‖βS0‖21 ≤
s0
φ20
βT Σˆβ (5.16)
5.5 Teorema. Sea S0 un conjunto de ı´ndices que satisface la condicio´n de
compatibilidad. Entonces si λ ≥ 2λ0, en T se verifica
1
n
‖X(βˆ − β0)‖2 + λ‖βˆ − β0‖1 ≤ 4λ
2s0
φ20
(5.17)
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Demostracio´n. Usando la desigualdad de 5.3, tendremos
2
n
‖X(βˆ − β0)‖2 + λ‖βˆ − β0‖1
=
2
n
‖X(βˆ − β0)‖2 + λ‖βˆS0 − β0S0‖1 + λ‖βˆSc0‖1
≤ 4λ‖βˆS0 − β0S0‖1
≤ 4λ
√
s0
φ0
1√
n
‖X(βˆ − β0)‖ (por la c.c.)
Si consideramos v = λ
√
s0/φ0 y u = ‖X(βˆ − β0)‖/
√
n y la desigualdad
4uv ≤ u2 + 4v2, podemos concluir que
2
n
‖X(βˆ − β0)‖2 + λ‖βˆ − β0‖1 ≤ 1
n
‖X(βˆ − β0)‖2 + 4λ
2s0
φ20
(5.18)

De este teorema se obtienen dos cotas interesantes,
1
n
‖X(βˆ − β0)‖2 ≤ 4λ
2s0
φ20
(5.19a)
y
‖βˆ − β0‖1 ≤ 4λs0
φ20
(5.19b)
De (5.19a), podemos ver que salvo un factor constante, el error de ge-
neralizacio´n sera´ del orden de λ2, es decir como log p/n y por tanto esta
cota sera´ menor que en el caso general visto en la proposicio´n 5.2. Aparte,
de(5.19b), tenemos una cota para ‖βˆ − β0‖1, que es del orden de
√
log p/n
que permite controlar βˆ y, por tanto, el modelo.
5.2. El lasso en clasificacio´n
En esta seccio´n, trataremos la adaptacio´n de las ideas vistas anteriormente
al marco de la clasificacio´n binaria.
Sean (Xi, Yi) nuestros datos observados en un espacio X×Y y sea (F, ‖·‖)
un espacio normado en el que F es un espacio de funciones definidas en X.
Dada f ∈ F , llamaremos funcio´n de pe´rdida a una funcio´n ρf : X×Y →
R y asumiremos que f 7→ ρf (z) es una funcio´n convexa para cada z.
Segu´n el tipo de problema a tratar habra´ distintas funciones de pe´rdida
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1. En el caso de que y ∈ R, podemos tomar la funcio´n de pe´rdida cuadra´ti-
ca en regresio´n lineal
ρf (·, y) = (y − f(·))2
2. En el caso de que y ∈ {−1, 1}, podemos tomar la funcio´n de pe´rdida
hinge en el caso de clasificacio´n binaria
ρf (·, y) = (1− yf(·))+
3. En el caso de que y ∈ {0, 1}, podemos tomar la funcio´n de pe´rdida
log´ıstica para el caso de regresio´n log´ıstica
ρf (·, y) = −yf(·) + log(1 + exp(f(·)))
Veamos la relacio´n de esta funcio´n de pe´rdida log´ıstica con la clasificacio´n.
Sean (X1, Y1), ..., (Xn, Yn) variables con distribucio´n de Bernoulli y sea
η(xi) = E{Yi|Xi = xi} = P{Yi = 1|Xi = xi}. Si tratamos de estimar el
para´metro η por la funcio´n de verosimilitud, tendremos
L(η) =
n∏
i=1
η(xi)
yi(1− η(xi))(1−yi) (5.20)
y la funcio´n de log-verosimilitud sera´
l(η) = log(L(η)) =
n∑
i=1
[yi log(η(xi)) + (1− yi) log(1− η(xi))] (5.21)
Sea logit(η(x)) = (fβ(x)), por tanto
fβ(x) = log
(
η(x)
1− η(x)
)
(5.22)
de donde se deduce que
η(x) =
efβ(x)
1 + efβ(x)
(5.23)
Desarrollando (5.21)
1
n
l(η) =
1
n
n∑
i=1
[yi(log(η(xi))− log(1− η(xi))) + log(1− η(xi))](5.24)
=
1
n
n∑
i=1
[
log
(
η(xi)
1− η(xi)
)
+ log(1− η(xi))
]
(5.25)
=
1
n
n∑
i=1
[
yifβ(xi) + log(1 + e
fβ(xi))
]
(5.26)
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Veamos ahora que es una funcio´n convexa. Sea h(z) = yz + log(1 + ez),
veamos el signo de su segunda derivada:
h′(z) = y +
ez
1 + ez
(5.27)
h′′(z) =
ez
(1 + ez)2
=
ez
1 + ez
(
1− e
z
1 + ez
)
≥ 0 (5.28)
que es positivo, y por tanto, la funcio´n h(z) es convexa. Se concluye que la
funcio´n de pe´rdida log´ıstica encaja en el marco general. Observamos final-
mente que la regresio´n log´ıstica se puede usar como me´todo de clasificacio´n
y la regla de decisio´n a utilizar sera´ entonces
g(x) =

1 si e
fβ
1+e
fβ
≥ 1
2
0 si e
fβ
1+e
fβ
< 1
2
(5.29)
Veamos ahora una adaptacio´n del me´todo del lasso en el caso de clasifi-
cacio´n binaria con funciones de pe´rdida convexas.
Si zi = (xi, yi), definimos el riesgo emp´ırico
Rn(f) =
1
n
n∑
i=1
ρf (zi) (5.30)
y el riesgo esperado
R(f) =
1
n
n∑
i=1
Eρf (zi) (5.31)
El objetivo sera´ localizar una f 0 tal que minimice el riesgo, es decir
f 0 = argmin
f∈F
R(f) (5.32)
Para cualquier f ∈ F , definimos el exceso de riesgo como
E (f) = R(f)−R(f 0) (5.33)
Consideramos ahora el subespacio lineal
F = {fβ : β ∈ Rd} (5.34)
62
donde fβ depende linealmente de β.
Sea la mejor aproximacio´n al objetivo fβ0 con β
0 = argmin
β
R(fβ). Sea el
estimador del lasso βˆ dado por
βˆ = argmin
β
Rn(fβ) + λ‖β‖1 (5.35)
y fˆ = fβˆ.
Para cada fβ, denotamos a la diferencia entre el riesgo emp´ırico y el riesgo
promedio por
νn(β) = Rn(fβ)−R(fβ) (5.36)
A partir de esta definicio´n se cumplira´ la siguiente desigualdad ba´sica
5.6 Lema.
E (fβˆ) + λ‖βˆ‖1 ≤ −
[
νn(βˆ)− νn(β)
]
+ λ‖β‖1 + E (fβ) (5.37)
Demostracio´n. Por la definicio´n de βˆ se cumplira´
Rn(fβˆ) + λ‖βˆ‖1 ≤ Rn(fβ) + λ‖β‖1
Si restamos a ambos lados de la desigualdad el te´rmino R(fβ0), la desigualdad
no cambiara´. Y lo mismo sucedera´ si en el lado izquierdo sumamos y restamos
el te´rmino R(fβˆ) y repetimos en el lado derecho pero con el te´rmino R(fβ).
De esta forma, reagrupando te´rminos tendremos
E (fβˆ) + νn(βˆ) + λ‖βˆ‖1 ≤ E (fβ) + νn(β) + λ‖β‖1
obteniendo la desigualdad a probar
E (fβˆ) + λ‖βˆ‖1 ≤ −
[
νn(βˆ)− νn(β)
]
+ λ‖β‖1 + E (fβ)

Veamos la consistencia del me´todo en esta situacio´n.
Notacio´n. Usaremos la notacio´n abreviada
ZM(β0) = sup
‖β−β0‖1≤M
|νn(β)− νn(β0)| (5.38)
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Sea β∗ el minimizador del riesgo penalizado
β∗ = argmin
β
(R(β) + λ‖β‖1) = argmin
β
(E (fβ) + λ‖β‖1) (5.39)
y tomamos f ∗ = fβ∗ . Podemos plantear el siguiente teorema:
5.7 Teorema. Sean
M∗ =
1
λ0
(
E (f ∗) + 2λ‖βˆ‖1
)
(5.40)
y el conjunto
T =
{
ZM∗(βˆ) ≤ λ0M∗
}
(5.41)
Entonces si λ ≥ 4λ0, en el conjunto T se verifica
E (fˆ) + λ‖βˆ‖1 ≤ 2 (E (f ∗) + 2λ‖β∗‖1) (5.42)
Demostracio´n. Sean
t =
M∗
M∗ + ‖βˆ − β∗‖1
, y β˜ = tβˆ + (1− t)β∗
Por la convexidad de Rn, se verificara´
Rn(fβ˜) ≤ tRn(fβˆ) + (1− t)Rn(fβ∗) (5.43)
y adema´s
λ‖β˜‖1 ≤ λt‖βˆ‖1 + λ(1− t)‖β∗‖1 (5.44)
Entonces se cumplira´
Rn(fβ˜) +λ‖β˜‖1 ≤ tRn(fβ˜) +λt‖βˆ‖1 + (1− t)Rn(fβ∗) +λ(1− t)‖β∗‖1 (5.45)
y por ser βˆ el minimizador de Rn(fβ) + λ‖β‖1,
Rn(fβ˜) + λ‖β˜‖1 ≤ Rn(fβ∗) + λ‖β∗‖1 (5.46)
An˜adiendo los te´rminos correspondientes a cada lado de la desigualdad como
en la demostracio´n del lema 5.6, tendremos
E (fβ˜) + λ‖β˜‖1 ≤ E (fβ∗) + λ‖β∗‖1 + νn(β∗)− νn(βˆ) (5.47)
Por la definicio´n de β˜, ‖β˜ − β∗‖1 = t‖βˆ − β∗‖1 ≤ 1. Por tanto, podemos
acotar la diferencia νn(β
∗) − νn(βˆ) por ZM∗(β∗) y por estar en el conjunto
T , tendremos
E (fβ˜) + λ‖β˜‖1 ≤ λ0M∗ + E (fβ∗) + λ‖β∗‖1 (5.48)
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Tambie´n se verificara´
E (fβ˜) + λ‖β˜ − β∗‖1 − λ‖β∗‖1 ≤ E (fβ˜) + λ‖β˜‖1 (5.49)
y uniendo las dos desigualdades, obtenemos
E (fβ˜) + λ‖β˜ − β∗‖1 ≤ λ0M∗ + E (fβ∗) + 2λ‖β∗‖1 = 2λ0M∗ (5.50)
≤ λM
∗
2
(5.51)
y como E (fβ˜) ≥ 0, se verificara´ que ‖β˜ − β∗‖1 ≤ M∗/2. Por la definicio´n de
β˜ tendremos
‖β˜ − β∗‖1 = t‖βˆ − β∗‖1 = M
∗‖βˆ − β∗‖1
M∗ + ‖βˆ − β∗‖1
≤ M
∗
2
(5.52)
desigualdad que so´lo se verificara´ en el caso de que ‖βˆ−β∗‖1 ≤M∗. Por este
motivo podemos replicar el razonamiento y concluir que
E (fˆ) + λ‖βˆ‖1 + νn(βˆ) ≤ E (fβ∗) + λ‖β∗‖1 + νn(β∗) (5.53)
y por tanto
E (fβˆ) + λ‖βˆ‖1 ≤ λ0M∗ + E (fβ∗) + λ‖β∗‖1 (5.54)
que se seguira´ verificando si an˜adimos un te´rmino λ‖β∗‖1 a la derecha y
sustituyendo M∗ por el valor establecido en (5.40),
E (fβˆ) + λ‖βˆ‖1 ≤ 2 (E (fβ∗) + 2λ‖β∗‖1) (5.55)

A partir de este teorema, si suponemos que el modelo lineal es correcto,
existira´ β0 tal que f 0 = fβ0 y por tanto E (f
0) = 0 y se verificara´
E (fβˆ) + λ‖βˆ‖1 ≤ 4λ‖β0‖1 (5.56)
de donde vemos que el riesgo de generalizacio´n para el para´metro estimado
βˆ se alejara´ del riesgo del modelo correcto una cantidad del orden de λ y
adema´s su norma tambie´n estara´ acotada por cuatro veces la del verdadero
para´metro.
Bajo ciertas condiciones, se puede acotar la probabilidad del conjunto T .
En el caso de pe´rdida hinge, las desigualdades de simetrizacio´n-aleatorizacio´n
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junto con desigualdades de concentracio´n apropiadas, permiten probar que
si las fβ son de la forma
fβ(x) =
p∑
j=1
βjψj(x) y ‖ψj‖∞ ≤ 1
entonces
P
{
ZM(β
∗) ≤M
[
λ(n, p) +
t
3n
+
√
2t
n
√
1 + 8λ(n, p)
]}
≥ 1− e−t (5.57)
donde
λ(n, p) =
√
2 log(2p)
n
+
log(2p)
3n
Este es un resultado desarrollado por Bu¨hlmann y van de Geer (2011)
cuando las funciones de pe´rdida son de Lipschitz (en este caso L = 1), (ver
[7, Teorema 14.5] ).
De esta desigualdad se deduce que podemos elegir λ '√log p/n de forma
que
E (fβˆ) + λ‖βˆ‖1 ≤ 2 (E (f ∗) + 2λ‖β∗‖1)
Esto significa que, igual que en el caso de regresio´n, el exceso de error de
la regla lasso es, salvo te´rminos de orden
√
log p/n menor que el doble de
la regla ora´culo. Si adema´s, una regla lineal clasifica sin error (E (f ∗) = 0)
entonces la regla lasso satisface
E (fˆ) ≤ C
√
log p
n
que muestra que la regla lasso tambie´n proporciona buena clasificacio´n en
casos en los que p >> n.
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Cap´ıtulo 6
Conclusiones
A lo largo de este trabajo, se han explorado los fundamentos matema´ticos
del problema de clasificacio´n y analizado el comportamiento probabil´ıstico
de los me´todos tratados.
Se ha comprobado que una buena regla de clasificacio´n requiere de un
equilibrio a la hora de elegir la complejidad de la clase de reglas a considerar,
que se puede conseguir mediante me´todos de penalizacio´n.
La eleccio´n adecuada de la penalizacio´n, requiere del uso de herramien-
tas probabil´ısticas como las desigualdades maximales y de concentracio´n.
El desarrollo de nuevas desigualdades permitira´ entender correctamente el
funcionamiento de otros me´todos de aprendizaje supervisado.
Se ha podido comprobar que los buenos resultados teo´ricos y el buen
comportamiento computacional no siempre van juntos, pues la minimizacio´n
del riesgo estructural se comporta muy bien desde el punto de vista teo´rico
pero es de escasa utilidad pra´ctica.
Por otro lado, los me´todos SVM tienen buenas propiedades computacio-
nales pero su comportamiento probabil´ıstico no parece tan satisfactorio.
Finalmente se ha visto que el lasso parece ser un me´todo que combina
bien ambos aspectos, por lo que esta´ justificada la popularizacio´n de su uso
en los u´ltimos an˜os.
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