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Zusammenfassung
Gegenstand des dreiteiligen Preprints ist die Bandbreitenreduktion von Matrizen

Seine einzelnen Ausgaben basieren auf dem Vorlesungsskript Wissenschaftliches
Rechnen  Matrizen und LGS gehalten als fakultative Veranstaltung am Institut
f

ur Mathematik der TU Ilmenau

Teil  enth

alt die Grundlagen dazu die insbesondere auf sparse und Bandmatrizen
und deren Verarbeitung eingehen
 In den Teilen  und  werden die Bandbreiten
reduktion mit dem Algorithmus von CuthillMcKee bzw
 GibbsPooleStockmeyer
ausf

uhrlich erl

autert verglichen und an Beispielen illustriert

Vorwort
Viele Probleme ben

otigen die Handhabung von Matrizen bzw
 die L

osung von linea
ren Gleichungssystemen
 Ausgangspunkt dabei ist dass man alle bzw
 wichtige Infor
mationen

uber die Matrix nutzt und diese auf ihre weitere Verarbeitungvorbereitet

Zu solchen Manahmen geh

oren
 Feststellung von Eigenschaften der Matrix in Bezug auf Symmetrie
strenge Regularit

at Denitheit Diagonaldominanz Orthogonalit

at u
 a

 Erkennen und Anwendung der Besetztheitsstruktur
 Bandbreiten und Prolreduzierung
 symmetrische ZeilenSpaltenpermutation
 Elementeabgleich
 Zerlegungs und Transformationstechniken

Dabei liegen die Untersuchungen in folgenden Problemklassen

 Skalierung als eine Form der Verbesserung der Kondition der Matrix

 Faktorisierungsmethoden der Form A  BC A  BCD oder

ahnlich unter
Einbeziehung von Aspekten die sie numerisch gutartig machen

Damit ist nat

urlich formal unter zus

atzlichen Bedingungen eine Transformati
on C  B

A beschrieben

 Transformationsmethoden der Form A

 BAC m

oglichst mit Angabe der
Transformationsmatrizen B und C einschlielich der Betrachtung von Son
derf

allen

Ziel dabei ist es dass die transformierte Matrix A

Eigenschaften besitzt die
ihre weitere Nutzung ezienter machen

Hier soll der Schwerpunkt auf den Anstrich  gelegt werden

Dazu werden L

osungsalgorithmen bzw
 implementierte Routinen in der verschiede
nen Programmiersprachen oder Computeralgebrasystemen angegeben

Einige erg

anzende grundlegende Abschnitte sowie zahlreiche Beispiele sollen insge
samt das Verst

andnis f

ur die Problematik unterst

utzen
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Kapitel 
Sparse Matrizen
 Modellbeispiele
 Zweipunktrandwertaufgabe  Stabdurchbiegung
Als Modellproblem wird eine einfache eindimensionale Zweipunktrandwertaufgabe
mit inhomogenen Randbedingungen gew

ahlt
 Das zur numerischen Behandlung ver
wendete Diskretisierungsverfahren f

uhrt auf ein lineares Gleichungssystem LGS
dessen Eigenschaften dargestellt werden
 Des Weiteren werden f

ur die L

osung des
LGS ein Iterationsverfahren IV untersucht insbesondere die Fragen der Konver
genz im Zusammenhang mit dem Spektrum der jeweiligen Iterationsmatrix sowie
der Ezienz des Verfahrens

  Zweipunktrandwertaufgabe mit inhomogenen Randbedingungen
U

x  F x x       R
U   f

ur x   bzw
 U  

 U  




  Gitter 
h
 fx j x  ih i  N h  Ng h Maschenweite

  Gitterfunktion u
h
 u

 u
	
  u
N

T
mit u
i
 U
i
 Uih
  Analog f

ur rechte Seite f
h
 f

 f
	
  f
N

T
mit f
i
 F
i
 F ih
d
 h
 auf dem Gitter wird die rechte Seite exakt dargestellt

  Approximation der Ableitungen Operatoren mittels Dierenzenausdr

ucken
U

x
i
 

h
	
U
i

 U
i
 U
i
 zentraler Dierenzenquotient 
 Ordnung
  Diskretisierte Aufgabe als LGS


h
	
u
i

 u
i
 u
i
  f
i
 i     N  
u

 

 u
N
 


 Sparse Matrizen
  Matrixschreibweise des LGS
A
h
u
h
 b
h
bzw
 Au  b 

mit
A
h


h
	
 
B
B
B
B
B
B

      
       
       
                         
       
       

C
C
C
C
C
C
A
 b
h

 
B
B
B
B
B
B

f

 

h
	
f
	
f

  
f
N	
f
N
 

h
	

C
C
C
C
C
C
A

A 
 
B
B
B
B
B
B

      
       
       
                         
       
       

C
C
C
C
C
C
A
 b  h
	
 
B
B
B
B
B
B

f

 

h
	
f
	
f

  
f
N	
f
N
 

h
	

C
C
C
C
C
C
A

A  tridiag 

Die KoezientenmatrixAn n ist schwach besetzt
 Sie hat etwa n nichtverschwin
dende Elemente n  N  an Stelle von n
	
Elementen bei voll besetzten Matrizen

Sie ist eine Tridiagonalmatrix d
 h
 ihre Bandbreite ist 
 Dazu ist sie symmetrisch
und positiv denit spd

Das IV f

ur die L

osung von Au  b notieren in der Basisversionen gem

a 

u
m

 Hu
m
 c  I W

Au
m
W

b  u
m
W

r
m
 

wobei
u

Startvektor
r
m
 bAu
m
Residuum manchmal auch r
m
 Au
m
 b
Au
m
 b Defekt
W Wichtung Vorkonditionierungsmatrix
W

Au
m
 b Korrekturvektor
H  I W

A Iterationsmatrix bedeuten

Konvergenz des IV
Konvergenzs

atze liefern hinreichende und notwendige Konvergenzbedingungen f

ur
das IV
 Dazu ben

otigen wir die Eigenwerte EW der Iterationsmatrix H oder N

ahe
rungen dieser

Hier ist die Konvergenz im Fall des Gesamtschrittverfahrens JacobiVerfahren GSV
mitW  D  diagA gesichert durch die Aussage dass die Koezientenmatrix eine
irreduzibel diagonaldominante Matrix darstellt

 Modellbeispiele 
Die reelle Matrix A  An n heit irreduzibel diagonaldominant wenn
 ja
ii
j 
n
P
j  
j  i
ja
ij
j i     n
und f

ur mindestens ein i gilt die strenge Gr

oerbeziehung
 und es gibt keine Permutationsmatrix P  mit der eine Transformation der Matrix
gem

a
e
A  PAP
T


e
A

e
A
	

e
A
		


e
A

 R
pp

e
A
		
 R
qq
 p  q  n
m

oglich ist falls es eine solche Transformation gibt ist die Matrix reduzibel

Dann gelten f

ur A auch die folgenden Aussagen
 Determinante detA  
 a
ii
  f

ur alle i     n

Die Iterationsmatrix H  J  I D

A  I 

	
A hat die Eigenwerte

i
 
i
H  



i
   
i
 
ni

wobei

i
 
i
A   cosi	n   	 sin
	
i	n  i     n
die EW von A sind

Es gilt wegen


 
min
 	 sin
	
	h

n
 
max
 	 
min
 	 cos
	
	h
f

ur den Spektralradius

H  max jHj  

 



min








max



    sin
	

	h


 cos	h
also n

aherungsweise 
H   	
	
h
	
  

Der Spektralradius liegt aber f

ur kleine Schrittweiten h nahe der Eins so dass die
Konvergenzgeschwindigkeit bzw
 Konvergenzrate des IV klein ist

	 Sparse Matrizen
Als direktes Verfahren zur L

osung von Au  b kann man die GauElimination mit
gleichzeitiger LU Faktorisierung verwenden die wegen der speziellen Matrixform in
verk

urzter vektorisierter Variante ohne Pivotstrategie durchf

uhrbar ist
 Leider ist die
Kondition der Matrix A sehr schlecht d
 h
 es gilt mit der Spektralnorm Hilbert
Norm
kAk
	

q
max
in

i
  	 
i
 A
T
A

p

A
T
A
A
T
A  f
i
A
T
A i     ng Spektrum

A
T
A  max
in
j
i
A
T
Aj Spektralradius
wegen A  A
T
die Beziehung
A  cond
	
A  kAk
	
kA

k
	


max

min

	 
min

min

	

min
 

	
	 sin
	
	h


	h
	

	n
	
	
	

  f

ur n
 
Um eine akzeptable N

aherungsl

osung u zur exakten u

zu erhalten ist eine starke
Gleitpunktarithmetik notwendig

Die Fehlerakkumulation beim GauAlgorithmus GA mit An n und t Dualstellen
der Mantisse des Gleitpunktformats f

uhrt zum absoluten Fehler
kuk  ku

 uk  
t
condA Kn
wobei
Kn 
	






On f

ur GA ohne Pivotisierung A diag
 dominant oder A  A
T
 
O
n
 f

ur GA mit Spaltenpivotisierung
On
	
 f

ur GA mit vollst

andiger Pivotisierung
F

ur t  	 extendedFormat t   doubleFormat oder t  	 realFormat
kann man die g

ultigen Dezimalstellen der N

aherungsl

osung ermitteln

 Modellbeispiele 

 Temperaturverlauf in einer d

unnen quadratischen Plat
te
Gegeben sei die partielle Dierentialgleichung f

ur eine Funktion ux y auf dem Ein
heitsquadrat die den Temperaturverlauf in einer d

unnen Platte beschreibt

Ux y  

U
x
	

U
y
	

 Qx y x y     
	
 
	
Auf dem Rand des Gebietes sei Ux y gleich Null

Das ist eine elliptische Randwertaufgabe bzw
 die PoissonGleichung

Der Diskretisierungsparameter bzw
 die Maschenweite des quadratischen Gitters sei
h  n  
 Man diskretisiert die partiellen Ableitungen mittels zentraler Die
renzenquotienten 
 Ordnung
Ux
i
 y
j
 

h
	
U
i
j
 U
ij
 U
ij

 U
ij
 	U
ij

und notiert die Dierenzenformel Dierenzenstern f

ur alle inneren zweidimensio
nalen Knoten x
i
 y
j
 i j     n in linearer Reihenfolge zeilenweise gem

a
j  n i

Die diskretisierte RWA schreibt man als LGS Au  h
	
q

Welche Struktur und Eigenschaften hat die Matrix A Wie gro ist ihre Bandbreite
A besitzt die folgende Blockstruktur

A 
 
B
B
B
B
B

B I
I B I






























I
I B

C
C
C
C
C
A
mit der n nMatrix
B 
 
B
B
B
B
B

	 
 	 































 	

C
C
C
C
C
A
und der nnEinheitsmatrix I
 A ist eine d

unn besetzte symmetrische Matrix mit
Bandstruktur
 Die Bandbreite betr

agt n  
 Die Matrix ist irreduzibel diagonal
dominant
 EW und Eigenvektoren EV von A lassen sich aus dem eindimensionalen
Fall einfach herleiten

 Sparse Matrizen
 PoissonGleichung auf einem schmalen Streifen
Gegeben sei die partielle Dierentialgleichung PoissonGleichung f

ur eine Funktion
Ux y auf einem Rechteckgebiet

Ux y  

U
x
	

U
y
	

 Qx y x y    a b c d 

Auf dem Rand des Gebietes sei die Funktion Ux y vorgegeben Dirichletsche Rand
bedingungen

Zur L

osung verwenden wir die nite Dierenzenmethode auf einem   Gitter
x
i
 y
j
 mit der Maschenweite h
 Wir f

uhren die Nummerierung der Gitterpunkte im
rechteckigen Gebiet zeilenweise durch

   	       
  	        
So erhalten wir eine Matrix mit der Blockstruktur
A 

B I
I B

mit   Matrizen B und I welche wie in Kap
 

 deniert sind
 Sie hat die
Bandbreite 

Jetzt nehmen wir eine Gebietszerlegung vor
 Folgende Zerlegung von  in Gebiete
D
i
und innere R

ander S
i
sei gegeben

         	 
	          
D

S

D
	
S
	
D

Man diskretisiert die partiellen Ableitungen wiederum mittels zentraler Dierenzen
quotienten und notiert die Dierenzenformel f

ur alle inneren  Knoten x
i
 y
j
 i 
    j    in der Reihenfolge 







Hierbei beschreiben die inneren Teilgebiete S
i
Punkte welche bei der Diskretisierung
die beiden benachbarten breiten Teilgebiete beein ussen
 Sie werden in der Numme
rierung als letzte ber

ucksichtigt

 Modellbeispiele 
Dies f

uhrt auf die folgende Matrixstruktur
A 
 
B
B
B
B
B

B C

B C
	
B C

C
T

C
T
	
C
T

D

C
C
C
C
C
A
mit der   Matrix B den  	Matrizen C
i
und der 	 	Matrix D

Nat

urlich hat auch hier die Matrix A eine sparse Struktur
 Dazu kommt die spezielle
Blockverteilung der Gestalt eines Pfeils nach unten
 
B
B
B
B

 
 
 
   

C
C
C
C
A

die f

ur die Anwendung eines Eliminationsverfahrens und den dabei neu entstehenden
Elementen an den bisherigen Nullstellen eine g

unstige Situation darstellt
 So kann
das sogenannte Fillin d
 h
 der Zuwachs der Anzahl der Nichtnullelemente bei
Durchf

uhrung der GauElimination gering gehalten werden

 Weitere Matrizen
Wir notieren eine sparse  Matrix mit ihren Nichtnullelementen NNE
A

 a
ij
 
 
B
B
B
B
B
B

 
 
 
 
  

C
C
C
C
C
C
A

Solche Matrizen entstehen z
 B
 bei Ver echtungsmodellen in der

Okonomie bei der
Simulation elektrischer Netzwerke oder mit mehr Struktur in der Matrix bei der
L

osung von partiellen Dierentialgleichungen mittels der Methode der niten Ele
mente

Eine sparse obere HessenbergMatrix mit ihren NNE hat die Besetzungsstruktur
A
	
 a
ij
 
 
B
B
B
B
B
B
B

      
      























































      

C
C
C
C
C
C
C
A

 Sparse Matrizen
 Sparse Matrizen
Charakteristisch f

ur eine Reihe von LGS ist dass die Koezientenmatrizen schwach
besetzt d

unn sp

arlich besetzt engl
 sparse sind
 Wenn die Ordnung Dimension
der Matrix n betr

agt so ist die Anzahl der NNE der Matrix vergleichsweise gering

Sie betr

agt meist nur wenige Prozent imVergleich zur Gesamtzahl n
	
und erweist sich
manchmal als unabh

angig von dieser
 Eine Rolle spielt dabei auch die Maximalanzahl
k der NNE je Zeile oder Spalte
 Diese variiert bei Diskretisierungsverfahren f

ur ein
und zweidimensionale Randwertprobleme in typischen F

allen zwischen  und 

Im Computeralgebrasystem CAS MATLAB gibt es Befehle zur Generierung und
Verarbeitung sparser Matrizen

Purpose
Create sparse matrices
Synopsis
S  sparseijsmnnzmax
S  sparseijsmn
S  sparseijs
S  sparsemn
S  sparseA
Description
S  sparse is the builtin function which generates matrices in
MATLABs sparse storage organization It can be called with 	

or  arguments
S  sparseA converts a full matrix to sparse form by squeezing out
any zero elements If S is already sparse sparseS returns S
S  sparseijsmnnzmax uses the rows of ijs to generate an
mbyn sparse matrix with space allocated for nzmax nonzeros The two
integer index vectors i and j have positive integer elements while
the vector s may have real or complex entries
Any elements of s which are zero are removed along with the
corresponding elements of i and j Any elements of s which have
duplicate values of i and j are added together So all have the same
length nnz The length of the resulting modified s is the number of
nonzeros in the resulting sparse matrix S
There are several simplifications of this six argument call
The argument s and one of the arguments i or j may be scalars
in which case they are expanded so that the first three arguments
all have the same length
 Sparse Matrizen 
S  sparseijsmn uses nzmax  lengths
S  sparseijs uses m  maxi and n  maxj The maxima are
computed before any zeros in s are removed so one of the rows of
i j s might be m n 
S  sparsemn abbreviates sparsemn This
generates the ultimate sparse matrix an mbyn all zero matrix
All MATLABs builtin arithmetic logical and indexing operations
can be applied to sparse matrices or to mixture of sparse and full
matrices Operations on sparse matrices return sparse matrices and
operations on full matrices return full matrices
The most cases operations on mixtures of sparse and full matrices
return full matrices The exceptions include situations where the
result of a mixed operation is structurally sparse for example
AS is at least as sparse as S
Some operations such as S generate Big Sparse or
BS matrices  matrices with sparse storage organization
but few zero elements
Examples
S  sparse	n	n	 generates a sparse representation of the
nbyn identity matrix The same S results from S  sparseeyenn
but this would also temporarily generate a full nbyn matrix with
most of its elements equal to zero
B  sparse		pi is probably not very useful but is legal
an works It set up a 	by	 matrix with only one nonzero
element Dont try fullB it requires  Mbyte of storage
This dissects and then reassembles a sparse matrix
ijs  findS
mn  sizeS
S  sparseijsmn
So does this if the last row and column have nonzero entries
ijs  findS
S  sparseijs
See also
full find spy nonzeros nnz nzmax diags spones spalloc
spparms sprand sprandsym speye spconvert issparse sprank
sparfun directory
 Sparse Matrizen
Random sparse matrices
sprandn Sparse normally distributed random matrix
R  sprandnS has the same sparsity structure as S but normally
distributed random entries
R  sprandnmndensity is a random mbyn sparse matrix with
approximately densitymn normally distributed nonzero entries
sprandn is designed to produce large matrices with small density
and will generate significantly fewer nonzeros than requested if
mn is small or density is large
R  sprandnmndensityrc also has reciprocal condition number
approximately equal to rc R is constructed from a sum of
matrices of rank one
If rc is a vector of length lr  minmn then R has
rc as its first lr singular values all others are zero
In this case R is generated by random plane rotations
applied to a diagonal matrix with the given singular values
It has a great deal of topological and algebraic structure
sprandsym Sparse random symmetric matrix
R  sprandsymS is a symmetric random matrix whose lower triangle
and diagonal have the same structure as S The elements are
normally distributed with mean  and variance 	
R  sprandsymndensity is a symmetric random nbyn sparse
matrix with approximately densitynn nonzeros each entry is
the sum of one or more normally distributed random samples
R  sprandsymndensityrc also has a reciprocal condition number
equal to rc The distribution of entries is nonuniform
it is roughly symmetric about  all are in 		
If rc is a vector of length n then R has eigenvalues rc
Thus if rc is a positive nonnegative vector then R will
be positive nonnegative definite In either case R is
generated by random Jacobi rotations applied to a diagonal
matrix with the given eigenvalues or condition number It has
a great deal of topological and algebraic structure
 Sparse Matrizen 
R  sprandsymn density rc kind is positive definite
If kind  	 R is generated by random Jacobi rotation of
a positive definite diagonal matrix
R has the desired condition number exactly
If kind  
 R is a shifted sum of outer products
R has the desired condition number only
approximately but has less structure
R  sprandsymSrc has the same structure as the MATRIX S
and approximate condition number 	rc
Einige dieser MATLABKommandos sollen nachfolgend angewendet werden

Beispiel 
Wir generieren Rechteckmatrizen bzw
 symmetrische Matrizen mit einer gegebenen
Belegungsdichte

 a random mbyn sparse matrix with approximately densitymn
 normally distributed nonzero entries
R  sprandn
R 
	 		


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
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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 

 		
spyR
print bildps dps
nnzR
ans 

ijs  findR
i
ans 
     	 
  
 Sparse Matrizen
j
ans 
	 
 
      
s
ans 
		
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 	
 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6
nz = 9
 a symmetric random nbyn sparse matrix with approximately
 densitynn nonzeros
S  sprandsym
S 

	 	
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 Sparse Matrizen 
spyS
print bild	ps dps
ijs  findS
i
ans 

    	  	  	  	 

j
ans 
	 	 	 	 
 
      
s
ans 
	
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
nnzS
ans 
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	 Sparse Matrizen
Beispiel 
A  a
ij
 
 
B
B
B
B
B
B

 
 
 
 
  

C
C
C
C
C
C
A
 A
T
A  
  	  
    	

   	 
  	 
 
  	 
 	
A 

  	  
    	

   	 
  	 
 
  	 
 	
S  sparseA
S 
		 

	 



 
	 	
 	
 	
 	
 

 


 	
 	
 das gleiche Ergebnis liefert
S  sparse	
	

		



				

				
 Sparse Matrizen 

 Check for sparse matrix storage class
issparseA
ans 

issparseS
ans 
	
 Number of nonzero entries
nnzS
ans 
		
 The nonzero entries in a matrix
nonzerosS
ans 

 
  	 	 	 	 
 
 	 	
 Find indices and values of nonzero elements
findS  laufende Nummerierung mit allen Spalten nacheinander
ans 
	   		 	 	 	 	 
 

 

ij  findS
i
ans 
	  
 	      
 
j
ans 
	 	 
        
 Bandbreite der Matrix
maxij  Anzahl der unteren Nebendiagonalen
ans 


minij  Anzahl der oberen Nebendiagonalen
ans 

bw	  maxijminij	
bw	 

 Sparse Matrizen
 Grafische Belegungsstruktur der Matrix
 Visualize matrix sparsity pattern
spyS
print bild	ps dps
0 1 2 3 4 5 6
0
1
2
3
4
5
6
nz = 11
 Repleace nonzero elements with ones
R  sponesS
R 
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 Sparse Matrizen 
Beispiel 
A
	
 a
ij
 ist eine symmetrische   Matrix die in dem mFile bucky der
DemoToolbox von MATLAB enthalten ist
 Sie basiert auf dem Adjazenzgraphen
eines abgeschnittenen Ikosaeders

B  bucky
B 

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 Number of nonzero entries
nnzB
ans 
	
 Sparse Matrizen
ij  findB
hbw
  maxij	  halbe Bandbreite
hbw
 

bw
  maxijminij	  Bandbreite
bw
 

spyB  Belegungsstruktur
print bild
ps dps
0 10 20 30 40 50 60
0
10
20
30
40
50
60
nz = 180
 Sparse Matrizen 
Es gibt verschiedene M

oglichkeiten die sparse Struktur einer Matrix auszunutzen

Nat

urlich kann man einen Test einer Gr

oe auf Null machen wenn dieser im Rechner
schnell ausf

uhrbar ist und damit weitere Oprationen eingespart werden k

onnen

G

unstiger sind zwei andere Varianten

 Kompaktspeichertechnik
Ziel der kompakten Speicherung sparser Matrizen ist es Speicherpl

atze einzusparen
und Rechenoperationen mit Nullelementen NE zu vermeiden
 Sie erfordert beimGA
eine relativ aufwendige Anpassung und ist deshalb besonders dann empfehlenswert
wenn viele Systeme mit sparsen Koezientenmatrizen derselben Besetztheitsstruk
tur gel

ost werden m

ussen

Man kann nat

urlich die NNE nicht einfach zu einem Vektor zusammenschieben son
dern man muss sich in zus

atzlichen Indexvektoren die Informationen zu den zwei
Koordinaten der NNE merken

F

ur die sparse reelle Matrix
A  An n  a
ij
 
 
B
B
B
B
B

 
 
 
 
  

C
C
C
C
C
A
mit n   und nne   NNE w

are folgende Datenstruktur denkbar

Man braucht  realVektor f

ur die NNE und  integerVektoren f

ur die Positionen

Die NNE werden Zeile f

ur Zeile in den realVektor Anne   geschrieben
 Im
integerVektor J nne werden die zugeh

origen Spaltenindizes gemerkt
 Die ite
Komponente des integerVektors In enth

alt die Position des ersten NNE der
iten Zeile in den Vektoren A bzw
 J 
 Der Vektor I arbeitet wie ein Z

ahler denn die
Gr

oe I
i

 I
i
 I

  deniert die Anzahl der NNE in der iten Zeile
 Somit ist
I
n

 nne 
 I ist wie ein Zeilenzeiger

I
J
A
       n 
       nne  	 n
	
 
     	  	  	  
             nne  
           
  R
j q z z
A

 a

  



A

 a

  



 Sparse Matrizen
Nat

urlich gibt es auch andere M

oglichkeiten so z
 B
 die Speicherung der Tripel
i j a
ij
 wie sie beim MATLABKommando sparse auftreten

Dabei enstehen durch ijfind bzw
 nonzerosdie  Vektoren Inne
J nne und Anne jeweils f

ur die nne   Indizes bzw
 Werte der NNE der
sparsen Matrix

I      	   	   
J        	 	 	  
A            
 Bandbreitenreduzierung
G

unstiger ist es die NNE in einem m

oglichst engen Teilbereich der Matrix zu kon
zentrieren z
 B
 nahe der Hauptdiagonalen
 Die Bandbreitenreduktion ist ein ei
genst

andiger Algorithmus der auf graphentheoretischen Betrachtungenmit den NNE
als Knoten basiert
 Ziel ist es dabei durch eine Umnummerierung der Knoten im
Graphen der Matrix die Bandbreite zu verkleinern
 Die minimale Bandbreite zu er
reichen ist ein sehr komplexer Algorithmus
 Deshalb begn

ugt man sich mit fast
optimalen Verfahren die auch eine deutliche Verbesserung liefern
 Algebraisch be
deutet die Umnummerierung Zeilen und Spaltenvertauschungen in der Matrix

Hat man eine symmetrische Matrix A so will man nach Transformationen die Sym
metrie erhalten so dass sich die Form
!
A  P
T
AP
!
A 
!
A
T

anbietet wobei P eine Permutationsmatrix ist
 Diese wird aus dem Permutations
vektor p  p

 p
	
  p
n
 erzeugt indem in der iten Zeile von P an der Stelle i p
i

eine Eins steht und sonst Nullen sind
 Damit ist auch P
T
P  PP
T
 I

Beispiel 	 siehe 
Sei
A
T
 A  A   a
ij
 
 
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B

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A

Die nne        	 NNE sind mit  gekennzeichnet

Die Matrix hat die Bandbreite    da in  Nebendiagonalen NNE auftreten

 Sparse Matrizen 
Den Permutationsvektor erh

alt man mit der Betrachtung des zugeh

origen Graphens
seiner  Knoten und der Zusammenhangsmatrix Adjazenzmatrix
 Wir zeichnen
die  Knoten 


 und verbinden zwei verschiedene Knoten i und j mit einer
Kante falls a
ij
  ist

Somit haben wir die Kante  " 	 ist gleich Kante 	   weiter die Kanten  "   "
	  "   "   "   "  	 "  	 "   "   "   "  die sich aus dem oberen
Dreieck der Matrix A ablesen lassen
 Damit ensteht ein sogenanntes Kugelmodell aus
 Kugeln und  F

aden das man als Graphen zu A bezeichnet

 


	








Wurzelknoten
Stufentiefe  
Stufenbreite  
Abb  Kugelmodell und Graph G zur Matrix A
Ziel ist es die zusammenh

angenden Knoten auf m

oglichst viele Niveaus Stufen
Schichten zu verteilen so dass die Stufentiefe w

achst und die Stufenbreite abnimmt

Wir machen einige Versuche das Kugelmodell an einer anderen Kugel anzuheben
und zu beobachten wie sie dann die Kugeln zu neuen Niveaus anordnen
 Dieses eher
heuristische Prinzip erweist sich als erfolgreich und liegt auch dem eigentlichen Al
gorithmus zu Grunde

 Sparse Matrizen
Man k

onnte hier also  solche Kugelmodelle testen


	  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Abb  Weitere Kugelmodelle Graphen zur Matrix A
Zu den Startknoten ergibt sich jeweils eine Stufenstruktur

Auf Grund der genannten Zielstellung w

ahlt man Startknoten mit kleinstem Grad
Valenz das ist die Anzahl der Kanten die von dem Knoten ausgehen
 Dann num
meriert man von oben nach unten siehe rechtes Kugelmodell


Uber die Numme
rierung der Knoten auf einer Stufe entscheiden sowohl Vorg

angerknoten als auch die
Grade der Knoten in der aktuellen Stufe

Somit ndet man durch geschicktes Probieren sogar ein optimales Kugelmodell und
gleichzeitig die Umnummerierung der Knoten
 Damit ergibt sich aus der rechten
Darstellung die Neunummerierung der Knoten in den  Stufen und daraus der Per
mutationsvektor p    	       

Die Permutationsmatrix P ist demzufolge
P 
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
Die eingetragene Neunummerierung der Knoten in der mittleren Darstellung in Abb


 ergibt sich mit dem MATLABBefehl symrcm auf den sp

ater eingegangen wird

 Sparse Matrizen 
Wir berechnen nun
!
A  P
T
AP
 P
T
 
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B

         
         
         
         
         
         
         
         
         
         

C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
 
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B

         
         
         
         
         
         
         
         
         
         

C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A

 
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B

         
         
         
         
         
         
         
         
         
         

C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
 
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B

         
         
         
         
         
         
         
         
         
         

C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A

 
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B

         
         
         
         
         
         
         
         
         
         

C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
Die neue Bandbreite ist       
 Sie ist optimal denn es gibt in der Matrix
A einige Zeilen mit  NNE
 Die Bandbreite kann die minimale Anzahl von NNE in
einer Matrixzeile nicht unterschreiten

	 Sparse Matrizen
Wie gut unsere heuristische Vorgehensweise ist zeigt ein Vergleich mit MATLAB
Befehlen die auch Bandbreitenreduktionen der Matrix A gegeben in ihrer sparsen
Struktur S machen

Wir haben die Kommandos
 p  symmmdS
returns a symmetric minimum degree ordering of sparse symmetric matrix S using
the column minimum degree algorithm# this is a permutation p such that Sp p
tends to have a sparser structure not necessarily a smaller bandwidth
 r  symrcmS
returns a symmetric reverse CuthillMcKee ordering of sparse matrix S using this
algorithm# this is a permutation r such that Sr r tends to have its nonzero elements
closer to the diagonal
Aus den Permutationsvektoren p bzw
 r werden die Permutationsmatrizen P
T
bzw

R
T
und damit P
T
AP R
T
AR mit der kompakten Elementstruktur berechnet

Wir betrachten die sparse Struktur vor und nach Anwendung des jeweiligen Algo
rithmus

A  A   a
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 
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
spyS
print bildps dps
p  symmmdS  Bandweite nicht unbedingt kleiner
p 
	     	   
 
 Sparse Matrizen 

Spp
ans 
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 	  	  	  	 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spySpp
print bildps dps
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 Sparse Matrizen
spySrr
print bildps dps
0 1 2 3 4 5 6 7 8 9 10 11
0
1
2
3
4
5
6
7
8
9
10
11
nz = 34
0 1 2 3 4 5 6 7 8 9 10 11
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nz = 34
Vergleich der Bandbreite bwA   mit den erzielten neuen Bandbreiten
 Kugelmodell bw  
 symmetric minimum degree ordering bw  
 reverse CuthillMcKee ordering bw  

Wir bemerken noch dass keines der Kugelmodelle zu der Umnummerierung durch
die MATLABKommandos passt

Beispiel 

Wir betrachten erneut die sparse aber nicht symmetrische Matrix
A  a
ij
 
 
B
B
B
B
B
B

 
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 Sparse Matrizen 
S  sparseA
S 
		 
 	 
 

  	 	  	  	
 	  
  
 
 	  	
p  symmmdS
p 
	   
 
spySpp
print bildps dps
r  symrcmS
r 
	    

spySrr
print bildps dps
0 1 2 3 4 5 6
0
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6
nz = 11
0 1 2 3 4 5 6
0
1
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3
4
5
6
nz = 11
0 1 2 3 4 5 6
0
1
2
3
4
5
6
nz = 11
bwA   bw   bw  	
Die Permutationsmatrizen f

ur
!
A  P
T
AP R
T
AR sind
P
T

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 Sparse Matrizen
Beispiel 
Wir verringern die Bandbreite der symmetrischen   Matrix aus dem mFile
bucky der DemoToolbox von MATLAB

B  bucky
spyB
p  symrcmB
p 
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spyBpp
print bildps dps
ij  findB
bw  maxijminij	
bw 

ij  findBpp
bw  maxijminij	
bw 
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Anschlieend kann man weniger aufwendige Bandvarianten zur Faktorisierung der
Koezientenmatrix oder L

osung des LGS aufrufen

 Band und besondere Matrizen 
 Band und besondere Matrizen
Die Ausgangsmatrix hat die folgende Bandstruktur
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Das Symbol  charakterisiert den Bereich der NNE der Matrix und damit die Ne
bendiagonalen Kodiagonalen wo NNE auftreten

Die Anzahl der unteren Nebendiagonalen mit NNE betr

agt    die der oberen ist
  
 Es gilt
 
	






 falls a
ij
  f

ur alle i  j
max
i  j
a
ij
 
i j sonst
 
	






 falls a
ij
  f

ur alle j  i
max
j  i
a
ij
 
j  i   min
j  i
a
ij
 
i j sonst


Als Bandbreite bezeichnen wir die Gr

oe
bwA      

ImAllgemeinen ist  n
 Ist      so erhalten wir eine Diagonalmatrix

Ist einer der Werte gleich Null so haben wir eine obere bzw
 untere Dreiecksmatrix

F

ur    liegt eine symmetrische Bandstruktur vor jedoch noch nicht die Symme
trie der NNE
 F

ur A  A
T
bezeichnen wir mit    die halbe Bandbreite in
der Literatur jedoch manchmal auch als Bandbreite genannt
 Die Bandbreite einer
Nullmatrix ist somit 

Als erste modizierte Bandbreite bezeichnen wir die Gr

oe
bA     max
i j  n
j  i
ji jj mit a
ij
  oder a
ji
  

 Sparse Matrizen
Als zweite modizierte Bandbreite bezeichnen wir die Gr

oe
bA  minm wobei a
ij
  i j mit ji jj  m 

Die Bandbreite b ist somit gleich der Anzahl der Nebendiagonalen oberhalb resp

unterhalb der Hauptdiagonalen welche NNE enthalten

Jede voll besetzte Matrix hat die Bandbreiten bw  b  n   b  n  
 Aber
auch viele sparse Matrizen haben diese modizierten Bandbreiten z
 B
 die Matrix
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mit bw  n b  n  und b  n 

Ist die Bandbreite wesentlich kleiner als n so speichert man statt des n nFeldes
der Matrix A nur das n     Rechteck des Bandes gem
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wobei die Diagonale extra gekennzeichnet wurde bzw
 im Fall A  A
T
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 Band und besondere Matrizen 
Bei der Verwendung von L

osungsalgorithmen sollte es das Ziel sein in dieser Speicher
struktur des Rechtecks zu bleiben also mit seinen Spalten als Vektoren zu arbeiten

Weitere besondere Matrixstrukturen werden beispielhaft mit einer   Matrix
dargestellt
 Dabei kann das Symbol  auch eine Untermatrix bzw
 einen Block be
deuten

Dazu geh

oren die Tridiagonalform sowie die obere und untere HessenbergForm
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symmetrische Formen mit zus

atzlichen Ecken
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die Gestalt eines Pfeils nach unten bzw
 oben
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Man kann leicht nachrechnen das die Matrix A
o
Pfeil nach oben sich durch ei
ne einfache Zeilen und Spaltenvertauschung in die Matrix A
u
Pfeil nach unten

uberf

uhren l

asst
 Der Permutationsvektor dazu ist p     	  so dass gilt
A
u
 P
T
A
o
P P  P
T

 
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
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In den bisher gezeigten Beispielen sind diese Matrixstrukturen teilweise schon aufge
treten

Kapitel 
L

osung von LGS und Komplexit

at
der Algorithmen
Direkte Verfahren zur L

osung von reellen LGS enthalten sowohl die Technik der
Elimination der Unbekannten als auch die Faktorisierung der Koezientenmatrix

Betrachten wir das LGS in seiner Normalform mit m

oglichen Darstellungen

Ax  b An n  a
ij

n
ij
 a
ij
 b
i
 R 

n
X
j
a
ij
x
j
 b
i
 i     n
 
B
B

a

a
	
   a
n
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	
a
		
   a
	n
                 
a
n
a
n	
   a
nn

C
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x

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
x
n

C
C
A

 
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B
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b

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
b
n

C
C
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
Zun

achst geben wir eine

Ubersicht einiger L

osungsalgorithmen an die im Weiteren
eingehender behandelt werden
 Ausgehend von 
 wird jeweils das Ziel der Um
formungen notiert

  GauReduktion ohnemit Spaltenpivotisierung ResttableauAlgorithmus
Ax  b  Bx  c streng unteres Dreieck von B ist Null

  Verketteter GauAlgorithmus VGA ohne Pivotisierung
Ax  b  Ax  CBx  b  Bx  c mit LU Faktorisierung
A  CB  LU  CB linke untere bzw
 rechte obere Dreiecksmatrix

  GauJordanAlgorithmus
Ax  b  Ix  c I Einheitsmatrix


  VGA mit Spaltenpivotisierung und Zeilenvertauschung
Ax  b  PAx  CBx  Pb  Bx  c mit Faktorisierung
PA  CB  LU  P Permutationsmatrix

  CholeskyVerfahren f

ur reelle symmetrische positiv denite Matrix
Ax  b  LL
T
x  b  Ly  b  L
T
x  y mit LL
T
Faktorisierung
A  LL
T


Die folgenden Untersuchungen werden i
 Allg
 ohne Pivotstrategien durchgef

uhrt

Wie bedeutend der Gausche Algorithmus GA f

ur Rechnungen mit Matrizen ist
zeigt die kurze Betrachtung des Aufwands zur Berechnung der Determinante

 Cramersche Regel und Entwicklungssatz f

ur Determinanten
z
n
sei die Anzahl der Multiplikationen bei einer nreihigen Determinante

Dann sind z

  z
	
  und
z
n
 nz
n
 nn z
n	
     n$
Die Cramersche Regel ben

otigt somit T n  n z
n
 n$ Multiplikationen

Bei einem sehr schnellen Computer im G opBereich dauert  Multiplikation ange
nommen  Nanosekunde 

sec
 Damit ergeben sich folgende Rechenzeiten der
Determinantenauswertung f

ur nnMatrizen nur die Multiplikationen ber

ucksich
tigt

n Rechenzeit ist gr

oer als
 
 Sekunden
 
 Minuten
 
 Jahre
 
	 Billiarden Jahre  	  

Jahre
Tab  Rechenzeit f

ur detA mit Cramerscher Regel
 Gauscher Algorithmus
Dieses Standardverfahren der numerischen linearen Algebra braucht wie sp

ater auch
hergeleitet wird ungef

ahr n

 Multiplikationen bzw
 Divisionen und

ahnlich viele
AdditionenSubtraktionen
 Bei Ber

ucksichtigung nur der Multiplikationen haben wir
also die Komplexit

at T n  n

 On
	


Wenn wir nun auf Computern wie PC Pentium II III oder IV rechnen die weni
ger als 

Gleitpunktoperationen pro Sekunde ausf

uhren im Durchschnitt  bis
 Mal langsamer sind dann ergeben sich trotzdem noch akzeptable Rechenzei
ten f

ur groe Dimensionen
 Eine Multiplikation m

oge also 

bzw
 

sec dauern

	 L

osung von LGS und Komplexit

at der Algorithmen
ungef

ahre Rechenzeit in sec
n  mit 

sec  mit 

sec
 
  
 
 
  
 
 
  
 
 
 	 
	 
 
  
 
	 
  
 
Tab 
Rechenzeit f

ur detA
mit GA
F

ur die letzte Dimension n  	 liegen praktische Rechnungen dazu auf einem PC
Pentium MHz im Sekundenbereich wenn man die Programme BP Borland C
oder auch das Computeralgebrasystem CAS Matlab mit den verf

ugbaren builtin
Funktionen det oder lu verwendet

 Gauscher Algorithmus
Der GA f

ur Ax  b basiert auf der LU Faktorisierung der Matrix A mit der unteren
und oberen Dreiecksmatrix L bzw
 U gem

a
A  LU 

Pivotstrategien sollen dabei nicht vordergr

undig betrachtet werden
 Die vollst

andige
Faktorisierung mit
L  l
ij
 
 
B
B
B
B

l

     
l
	
l
		
    
l

l
	
l

   
                   
l
n
l
n	
l
n
   l
nn

C
C
C
C
A
 U  u
ij
 
 
B
B
B
B

u

u
	
u

   u
n
 u
		
u
	
   u
	n
  u

   u
n
                     
      u
nn

C
C
C
C
A
und der Bedingung
a
ij

minij
X
k
l
ik
u
kj


ergibt die Grundvariante mit der abwechselnden zeilenweisen Berechnung von U und
spaltenweisen Berechnung von L
 Dabei k

onnen die Dreiecksmatrizen auch an der
Stelle der Matrix A gespeichert werden
 Analog kann man den Ansatz A  CB
machen mit
C  c
ij
 
 
B
B
B
B

      
c
	
     
c

c
	
    
                     
c
n
c
n	
c
n
   

C
C
C
C
A
 B  b
ij
 
 
B
B
B
B

b

b
	
b

   b
n
 b
		
b
	
   b
	n
  b

   b
n
                    
     b
nn

C
C
C
C
A

 Gauscher Algorithmus 

Einige Grundvarianten des Gauschen Algorithmus
 ResttableauAlgorithmus
Ziel ist hier die

Uberf

uhrung der Matrix evtl
 mit rechter Seite in eine obere
Dreiecksform
 Diesen Schritt bezeichnet man als Vorw

artselimination

Der Platz der entstehenden NE unterhalb der Diagonalen wird f

ur die Speiche
rung der unteren Dreicksmatrix genutzt
 Die Berechnung erfolgt auf dem Platz
der Matrix A und liefert auch die vollst

andige oder einfach LU Faktorisierung

Man beachte dass beim Schleifendurchlauf k  n eigentlich nur der Test des
Diagonalelements auf Null gemacht wird und kein Resttableau mehr da ist

A  LU l
ii
 

k     n
p  a
kk

vorzeitiger Abbruch bei p  
i  k   k    n
s  a
ik
p
a
ik
 s
a
ij
 a
ij
 s a
kj
 j  k   k    n
 Verketteter GauAlgorithmus
Wiederum wird die Matrix A durch die Faktorisierungskomponenten

uberspei
chert
 Im unteren Dreieck unterhalb der Diagonalen von A werden die Elemente
c
ij
 i  j der Matrix C gespeichert
 Weiterhin k

onnte man die

Ubernahme der
ersten Zeile von A in die Matrix B vor der kSchleife machen

A  CB  LU c
ii
  L  C U  B

k     n
p  a
kk

k
P
i
a
ki
a
ik

vorzeitiger Abbruch bei p  
a
kk
 p
a
kj
 a
kj

k
P
i
a
ki
a
ij
 j  k   k    n
a
ik
 

a
ik

k
P
j
a
ij
a
jk

p i  k   k    n
 L

osung von LGS und Komplexit

at der Algorithmen
 Variante VGALUFaktorisierung mit A  LU l
ii
 
Initialisierung von U als Nullmatrix und L als Einheitsmatrix
erste Zeile von U extra

u
j
 a
j
 j     n
k     n 
p  u
kk
l
ik


p

a
ik

k
X
s
l
is
u
sk

 i  k   k    n
u
k
j
 a
k
j

k
P
s
l
k
s
u
sj
 j  k   k    n
	 Variante VGALUFaktorisierung mit A  LU u
ii
 
Initialisierung von L als Nullmatrix und U als Einheitsmatrix
erste Spalte von L extra

l
i
 a
i
 i     n
k     n 
p  l
kk
u
kj


p

a
kj

k
X
s
l
ks
u
sj

 j  k   k    n
l
ik

 a
ik


k
P
s
l
is
u
sk

 i  k   k    n
Bemerkungen
 Die Strategien sind durchf

uhrbar wenn in allen bis auf den letzten
Schritt das Diagonalelement   ist

 Das LGS ist l

osbar wenn weiterhin das letzte Diagonalelement   ist

 Falls ein Diagonalelement   ist dann ist die Anwendung von Pivotstra
tegien mit Zeilen undoder Spaltenvertauschungen  Permutations
vektoren erforderlich

 Die Determinante berechnet sich in Variante  aus detA 
n
Q
k
u
kk


 Meist wird die Matrix systematisch durch die Resttableaus bzw
 LU

uberschrieben

 Gauscher Algorithmus 
Steht nun die LU Faktorisierung der Matrix A zur Verf

ugung so kann man das
LGS Ax  LUx  b durch die gestaelten LGS
Ly  b und Ux  y
der Reihe nach l

osen
 Bezieht man die rechte Seite b bei der GauElimination
gleich mit ein so entsteht aus der rechten Seite der Vektor y und es bleibt nur
dieR

uckw

artssubstitution gem

a Ux  y

ubrig
 Der Gesamtaufwand bleibt
in jedem Fall der gleiche

Vorw

artselimination der rechten Seite als L

osung von Ly  b
y

 b

k     n
h  b
k
h  h l
ki
y
i
 i     k  
y
k
 h
R

uckw

artssubstitution als L

osung von Ux  y
x
n
 y
n
u
nn
k  n   n    
h  b
k
h  h  u
ki
x
i
 i  k   k    n
x
k
 hu
kk
Ezienz des GauAlgorithmus
Der arithmetische Hauptaufwand liegt in der LU Faktorisierung der Matrix bzw

Vorw

artselimination des LGS mit rechter Seite
 Wir betrachten jeden der drei Schrit
te also LU Faktorisierung Vorw

artselimination sowie R

uckw

artssubstitution f

ur sich
und fassen schlielich die Strichoperationen f  g bzw
 Punktoperationen
f g  f g jeweils zusammen

A  LU 
In Variante  verursacht die Anweisung a
ij
 a
ij
 s a
kj
im Inneren aller Schleifen
mit einer Addition und einer Multiplikation den Hauptaufwand

 L

osung von LGS und Komplexit

at der Algorithmen
Wir haben mit dieser Vorschrift n  Resttableaus der Reihe nach zu erzeugen das
sind also n
	
n
	
 
	
Elemente mit je  Addition und  Multiplikation

Dazu kommen noch nn  Divisionen f

ur die Spalten
 Damit ergibt
sich der Gesamtaufwand beim Durchlaufen der kSchleife
T
LU
n 
n
X
k
n k
	
f g 
n
X
k
n k fg 
n
X
k
k
	
f g 
n
X
k
k fg

n nn  

f g 
n  n

fg

n



n
	


n

fg 
n



n

fg

n



n
	


n


Ly  b 
T
V
n 
n
X
k
k f g 
n n

f g

n
	


n

fg 
n
	


n

fg
 n
	
 n
Ux  y 
T
R
n 
n
X
k
k f g  n fg 
n n

fg 
n n

fg

n
	


n

fg 
n
	


n

fg
 n
	

Damit betr

agt der Aufwand zur L

osung des LGS bei gegebener Faktorisierung LU
T
V
n  T
R
n  n
	
 n sowie der arithmetische Gesamtaufwand
T n  T
LU
n  T
V
n  T
R
n 
n



n
	


n

 
	
Hat man m rechte Seiten im LGS zu verarbeiten so ist die Komplexit

at
T
m
n  T
LU
n mT
V
n  T
R
n 

n

 m

n
	

n
	


n

mn

n


 mn
	
 m
 
 Gauscher Algorithmus 
Zur Berechnung der inversen Matrix A

muss das LGS n Mal gel

ost werden und
zwar mit den n rechten Seiten als Einheitsvektoren

Dazu kommen n
	
flops f

ur das Produkt A

b
 Damit ist grob gerechnet
T
i
n  nT
V
n  T
R
n  n

 n
	

T
inv
n  T
LU
n  T
i
n  n
	

n



n
	


n


Beachtet man jedoch dass das gestaelte System Ly  b mit Einheitsvektoren auf
der rechten Seite wegen der Nullen nur ca
 die H

alfte von T
V
n braucht dann ergibt
sich eine genauere Absch

atzung gem

a
e
T
inv
n  T
LU
n  n
h


T
V
n  T
R
n
i
 n
	

n


 n
	

n

 

Wir machen nun die Aufwandsuntersuchung f

ur die Vorw

artselimination im LGS
Ly  b mit b  e

 e
	
  e
n
detaillierter
 Zu l

osen ist das System
 
B
B
B
B

      
l
	
     
l

l
	
    
                  
l
n
l
n	
l
n
   

C
C
C
C
A
Y 
 
B
B
B
B

      
      
      
              
      

C
C
C
C
A

F

ur die 
 L

osung y  y

 y
	
  y
n

T
als 
 Spaltenvektor von Y braucht man fol
gende Multiplikationen und Additionen
y

 
y
	
  fg
y

  fg  fg




y
n
 n  fg n  fg
y
n
 n  fg n  fg
also insgesamt n n fg und n n  fg

F

ur die weiteren L

osungsvektoren reduziert sich der Aufwand jeweils um die untere
Zeile
 Damit gilt
T
V
n 
n
X
k	
k  k

fg 
n
X
k	
k  k

fg
 
n
X
k	
k  k


n
X
k
k 
n
X
k	
k  k 
n n


n
X
k	
k
	

n
X
k	
k 
n n

	 L

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at der Algorithmen
T
V
n 


nn n     

n  n

 


n n


n



n
	


n

 n
	

n



n
	


n

und
T
inv
n  T
LU
n  T
V
n  nT
R
n  n
	
 n

 n
	

n

 

Etwas einfacher stellen sich die Komplexit

atsfunktionen dar wenn man  Addition
und  Multiplikation zu einer Grundoperation fg zusammenfasst und in den Be
trachtungen nur die f

uhrende Ordnung nimmt

Verfahren T
o
n bez
 fg
A  LU n


Ly  b Ux  y n
	
A

n

A  LU % Ax  b n


A  LU % A

	n


Tab 
F

uhrende Ordnung der
Komplexit

at von Verfahren
im Operationsmix f g
In

alterer Literatur wird der wesentliche Aufwand meist nach der Anzahl der Multi
plikationenDivisionen gerechnet
 Damit ergeben sich
T

LU
n 
n



n

 T

V
n 
n
	


n

 T

R
n 
n
	


n


T

LU
n  T

V
n 
n



n
	


n




nn n   

T

n  T

LU
n  T

V
n  T

R
n 
n


 n
	

n

 

Bei Ber

ucksichtigung der AdditionenSubtraktionen hat man ungef

ahr eine Verdopp
lung des Aufwands was im Vergleich mit 
	 nur gr

oenordnungsm

aig richtig ist

 CholeskyVerfahren
Das CholeskyVerfahren auch Quadratwurzelverfahren genannt f

ur eine reelle sym
metrische positiv denite Matrix basiert auf der R
T
R bzw
 LL
T
Faktorisierung
und l

auft in folgenden Schritten ab

  Ansatz Faktorisierung und Darstellungsvarianten
A  R
T
R R  r
ij
 obere Dreiecksmatrix
 CholeskyVerfahren 	
A  LL
T
 L  l
ij
 untere Dreiecksmatrix 

 L

DL

T
 D  diagd

 d
	
  d
n
 d
i
 l
ii
 l

ii
 
L 
 
B
B
B
B

l

     
l
	
l
		
    
l

l
	
l

   
                   
l
n
l
n	
l
n
   l
nn

C
C
C
C
A
 L

 l

ij
 

  Test auf Durchf

uhrbarkeit der Faktorisierung und damit auf Singularit

at bzw

Denitheit der Matrix mit einer gegebenen Toleranz   
  L

osung des LGS Ax  b gem

a
 A  LL
T
LL
T
Faktorisierung
 Ly  b R
T
y  b Vorw

artselimination
 L
T
x  y Rx  y R

uckw

artssubstitution
 komponentenweise L

osungsdarstellung mittels L
y
i


l
ii

b
i

i
X
j
l
ij
y
j

 i     n 

x
i


l
ii

y
i

n
X
ki

l
ki
x
k

 i     n 

  Die Berechnungsvorschriften f

ur l
ij
bzw
 r
ij
folgen aus
a
ij

minij
X
k
l
ik
l
jk

minij
X
k
r
ki
r
kj
  	 i 	 j 	 n 

Das CholeskyVerfahren ist f

ur symmetrische positiv denite Matrizen numerisch
stabil und es folgt aus der Beziehung 
 bei i  j die Absch

atzung l
	
ij
	 a
ii
f

ur alle i j
 Die Elemente der Dreiecksmatrix L werden im Vergleich zu denen von
A nicht gro

Ist die Matrix nur symmetrisch aber streng regul

ar d
 h
 alle Hauptuntermatrizen
!
A
k

 
B
B

a

a
	
   a
k
a
	
a
		
   a
	k
                
a
k
a
k	
   a
kk

C
C
A
  	 k 	 n
sind regul

ar so ist das CholeskyVerfahren im Komplexen durchf

uhrbar
 Die Drei
ecksmatrix L wird dann wegen negativer Radikanten rein imagin

are Diagonalelemen
te und damit imagin

are Spalten enthalten
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
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Einige Grundvarianten des CholeskyVerfahrens
 Faktorisierung von A mittels L
i     n
l
ii


a
ii

i
P
k
l
	
ik

	

vorzeitiger Abbruch bei Radikand  
l
ji


l
ii

a
ij

i
X
k
l
ik
l
jk

 j  i  i   n
 Faktorisierung von A  LL
T
zeilenweise
Der erste Schritt im Zyklus wird extra behandelt

l


p
a

i     n
l
ij


l
jj

a
ji

j
X
k
l
ik
l
jk

 j     i 
l
ii


a
ii

i
P
k
l
	
ik

	
 Faktorisierung von A  LL
T
spaltenweise
Der erste Schritt im Zyklus wird extra behandelt weil dabei die Summe
i
P
k
nicht auftritt

l


p
a

l
i
 a
i
l

 i     n
i     n
l
ii


a
ii

i
P
k
l
	
ik

	
l
ji


l
ii

a
ij

i
X
k
l
jk
l
ik

 j  i  i   n
 CholeskyVerfahren 	
	 Faktorisierung von A am Platz
Wir

uberspeichern dabei von A das untere Dreieck ohne Diagonale

Das linke Dreieck von A und der Vektor p als Diagonale von L liefern die untere
Dreiecksmatrix L

i     n
j  i i   n
h  a
ij

i
P
k
a
ik
a
jk
 vorzeitiger Abbruch bei h  
falls i  j dann p
i

p
h sonst a
ji
 hp
i
Ezienz des CholeskyVerfahrens
Der arithmetische Hauptaufwand liegt in der LL
T
Faktorisierung der Matrix
 Wir
betrachten jeden der drei Schritte also LL
T
Faktorisierung Vorw

artselimination so
wie R

uckw

artssubstitution f

ur sich und fassen schlielich die Strichoperationen
f  g bzw
 Punktoperationen f g  f g jeweils zusammen

A  LL
T

In Variante  verursacht die Anweisung
l
ji


l
ii

a
ij

i
X
k
l
jk
l
ik

im Inneren aller Schleifen mit i   Additionen i   Multiplikationen und einer
Division den Hauptaufwand

Wir haben in der iSchleife diese Vorschrift n  i Mal zu erzeugen das sind also
jeweils n  ii  Additionen und Multiplikationen sowie n i Divisionen
 Dazu
kommt die Berechnung des Diagonalelements mit i  Additionen und i  Multi
plikationen
 Weiterhin bleibt eine kleine Vorabrechnung und die n Quadratwurzeln

Damit ergibt sich der Gesamtaufwand
T
LL
T n  n f
p
g 
n
X
i
i fg 
n
X
i
n ii f g
 n f
p
g 
n n

fg 

n
n
X
i
i
n
X
i
i
	

f g
 n f
p
g 
n n

fg  n
n n


n  nn  

f g
 n f
p
g 
n
	


n

fg 
n



n

f g
		 L
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T
LL
T
n  n f
p
g 
n



n
	


n

fg 
n



n

fg
 n f
p
g 
n



n
	


n


Ly  b 
T
V
n 
n
X
k
k f g  n fg

n n

fg 
n n

fg

n
	


n

fg 
n
	


n

fg
 n
	

L
T
x  y 
T
R
n 
n
X
k
k f g  n fg

n n

fg 
n  n

fg

n
	


n

fg 
n
	


n

fg
 n
	

Damit betr

agt der Aufwand zur L

osung des LGS bei gegebenem A  LL
T
T
V
n  T
R
n  n
	
sowie der arithmetische Gesamtaufwand
T
chol
n  T
LL
T n  T
V
n  T
R
n  n f
p
g 
n



n
	


n

 
	
Betrachtet man wiederum nur die Gr

oenordnung und fasst  Addition und  Mul
tiplikation zu einer Grundoperation fg zusammen dann ist die Komplexit

atsfunk
tionen
T
o
n 
n


On
	

so dass etwa nur halb so viel Aufwand entsteht wie beim GA

Achtung MATLAB z

ahlt bei der Ausf

uhrung der Wurzelfunktion sqrtmit einem
einfachen Argument wie auch bei der Berechnung anderer transzendenter Funktionen
 flop aber f

ur die quadratische Potenz gem

a ab werden  flops gebraucht

 Direkte Verfahren f

ur Bandmatrizen 	

 Direkte Verfahren f

ur Bandmatrizen
 GauAlgorithmus
Wenn die Ausgangsmatrix Bandstruktur mit einer Bandbreite  hat kann man
den Rechenaufwand und den Speicherbedarf des GA reduzieren
 Es zeigt sich n

amlich
dass sich die Bandstruktur von A auf die Dreiecksmatrizen L und U

ubertr

agt

Ist A streng regul

ar so kann der GA ohne Pivotisierung durchgef

uhrt werden und L
hat die Bandbreite    und U die Bandbreite   

 
B
B
B
B
B

  
   
   
  
 

C
C
C
C
C
A

 
B
B
B
B
B


 
 
 
 

C
C
C
C
C
A
 
B
B
B
B
B

  
  
  
 


C
C
C
C
C
A
Man kann den GA an die Situation anpassen indemman die Indexgrenzen der Band
breite entsprechen ab

andert
 Auf diese Weise wird verhindert dass der Algorithmus

uber 

ussige Operationen mit NE auf

uhrt

ResttableauAlgorithmus f

ur Bandstruktur

A  LU l
ii
 

k     n
p  a
kk

vorzeitiger Abbruch bei p  
i  k   k   mink   n
s  a
ik
p
a
ik
 s
a
ij
 a
ij
 s a
kj
 j  k   k   mink   n
Steht nun die LU Faktorisierung der Bandmatrix A zur Verf

ugung so kann man das
LGS Ax  LUx  b durch die gestaelten LGS
Ly  b und Ux  y
mit Banddreiecksmatrizen der Reihe nach l

osen

	 L

osung von LGS und Komplexit

at der Algorithmen
Vorw

artselimination der rechten Seite als L

osung von Ly  b
y

 b

k     n
h  b
k
h  h l
ki
y
i
 i  max k     k   k  
y
k
 h
R

uckw

artssubstitution als L

osung von Ux  y
x
n
 y
n
u
nn
k  n  n   
h  b
k
h  h u
ki
x
i
 i  k   k   mink   n
x
k
 hu
kk
Speichert man das Band der Matrix in ein Rechteckfeld um so muss der GA wegen
der ge

anderten Indizierung der Elemente neu geschrieben werden

Muss dagegen pivotisiert werden so stehen bei Spaltenpivotisierung mit Zeilenver
tauschung unterhalb des Diagonalelements jeweils  Pivotkandidaten zur Auswahl

Im ung

unstigsten Fall wird im kten Schritt die unterste Zeile k   mit Zeile k
getauscht
 Maximal verbreitet sich das Band von U also um  Kodiagonalen auf die
Gesamtbreite    

P
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
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 

C
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C
C
C
A

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 
 
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 
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C
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A
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
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  
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  
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 


C
C
C
C
C
A
 Direkte Verfahren f

ur Bandmatrizen 	
Komplexit

at der LUFaktorisierung
A habe die Bandbreite     

Der Rechenaufwand an Additionen und Multiplikationen ergibt sich wie folgt

 Im ersten Schritt mit der 
 Zeile durch die Elimination der Subdiagonalelemente
der 
 Spalte  f g
 Entsprechendes gilt f

ur die Zeilen  bis n 

 Nach Durchf

uhrung der Schritte  und  bleibt eine vollbesetzte   
Matrix

ubrig welche trianguliert werden muss

Insgesamt erfordern die Schritte   und  einen Gesamtaufwand von
T
B
n  n  


     n  
	
 



Additionen und Multiplikationen

F

ur n
   ist dies in f

uhrender Ordnung gleich n

In Beispielen veranschaulichen wir noch den Aufwand bei anderen Besetzungsstruk
turen von A

Beispiel 
a A habe die Bandbreite    d
 h
   
 Dann gilt insbesondere
T
B
n  n 
	



     n
	






b V

ollig anders sind die Verh

altnisse bei der Matrix
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
C
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A

Diese Matrix hat lediglich ca
 n NNE
 Hier f

ullt sich bei der Elimination der ersten
Spalte der Rest der Matrix auf und der Gesamtaufwand hat wieder die Ordnung
On


 Der GA ist hier also nicht in der Lage d

unn besetzte Strukturen auszunutzen
um Rechenzeit und Speicheraufwand zu sparen
 Das Ersetzen von NE durch NNE
wird als Fillin bezeichnet

c Die Lage

andert sich wiederum v

ollig wenn A folgendermaen besetzt ist
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
 
 
 
 
    

C
C
C
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A
Man sieht schnell dass hier die Besetzungsstruktur erhalten bleibt
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
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
at der Algorithmen
 CholeskyVerfahren
Wenn die symmetrische Ausgangsmatrix Bandstruktur mit einer Bandbreite   
hat kann man den Rechenaufwand und den Speicherbedarf des Verfahrens reduzie
ren
 Es zeigt sich n

amlich dass sich die Bandstruktur von A auf die Dreiecksmatrizen
L und L
T

ubertr

agt
 Ist A spd so kann die CholeskyFaktorisierung imReellen durch
gef

uhrt werden und L hat die Bandbreite   

Wir nehmen die Variante  der Faktorisierung von A  LL
T
spaltenweise

l


p
a

l
i
 a
i
l

 i      
i     n
l
ii


a
ii

i
P
kmaxi
l
	
ik

	
l
ji


l
ii
 

a
ij

i
X
kmaxj
l
jk
l
ik

A
 j  i  i  mini  n
Der Algorithmus funktioniert formal f

ur alle   

Im Gesamtaufwand bleiben auf jeden Fall die Berechnung der n Quadratwurzeln

Dazu kommt f

ur   n in jedem Schritt i die Berechnung von  Spaltenelementen
mit jeweils sich verk

urzenden Skalarprodukten
i
P
kj
l
jk
l
ik
 j  i i   i  

Dabei werden jeweils    Additionen und Multiplikationen ben

otigt dazu
noch  Divisionen

Damit ergibt sich der Gesamtaufwand
T n  n f
p
g  n      n f
p
g  n 
F

ur eine Tridiagonalmatrix mit    erh

alt man T n  n f
p
g  n

Die CholeskyFaktorisierung kann man f

ur    mit Hilfe von Vektoren notieren

Sei
!
l  
!
l


!
l
	
 
!
l
n
 die Diagonale und l  l
	
 l

  l
n
 die untere Nebendiagonale
der Matrix L
 Dann sind die sich vereinfachenden Formeln
!
l


p
a


l
i

a
ii
!
l
i

!
l
i

q
a
ii
 l
	
i
 i     n
	 Tridiagonalmatrizen 	
	 Tridiagonalmatrizen
Gegeben sei das LGS Ax  d mit der tridiagonalen Koezientenmatrix
A 
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Durch Elimination von a
	
 a

  a
n
in A kann man die Matrix in eine obere Drei
ecksgestalt

uberf

uhren und gleichzeitig die rechte Seite transformieren

Wir wollen aber unter Ber

ucksichtigung der Bandstruktur zun

achst die LU Fakto
risierung ohne Pivotstrategie machen und dann die gestaelten LGS l

osen

Es bietet sich der Ansatz
A  LU
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Durch Ausmultiplizieren und Koezientenvergleich best

atigt man zun

achst dass
u
ii

 c
i
 i     n  ist

Damit gehen wir auch in den Matrizen L und U zu einer vektoriellen Schreibweise

uber
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Somit erh

alt man die Grundvariante des verk

urzten GA f

ur Tridiagonalsysteme

LUFaktorisierung von A  LU
u

 b

k     n
falls u
k
  dann Abbruch mit Info
l
k
 a
k
u
k
u
k
 b
k
 l
k
c
k
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Vorw

artselimination der rechten Seite als L

osung von Ly  d
y

 d

y
k
 d
k
 l
k
y
k
 k     n
R

uckw

artssubstitution als L

osung von Ux  y
x
n
 y
n
u
n
x
k
 y
k
 c
k
x
k

u
k
 k  n  n    
Ezienz des verk

urzten GauAlgorithmus
Der arithmetische Aufwand liegt in der Verarbeitung und Erzeugung von Vektoren

Nimmt man alle Operationen so ist
T
tri
n  T
LU
n  T
V
n  T
R
n
 n   n   n    
 n n
 n
Programmtechnisch kann man die Elemente der Vektoren l und u auf den Vektoren a
und b ablegen und f

ur den Hilfsvektor wir der Platz d benutzt so dass man insgesamt
mit 	 Vektoren auskommt

Die Inverse zu einer Bandmatrix hat leider i
 Allg
 keine Bandgestalt
 Aber sie ist
mit ca
 n  n
	
Operationen berechenbar

Es sollen noch zwei andere Varianten des verk

urztenGA vorgestellt werden bei denen
die Eigenschaften und

Uberpr

ufung der Durchf

uhrbarkeit gut zu erkennen sind

 Variante mit rekursivem Ansatz
Das LGS notieren wir zeilenweise
b

x

 c

x
	
 d


a
i
x
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 b
i
x
i
 c
i
x
i

 d
i
 i     n 
a
n
x
n
 b
n
x
n
 d
n

Man erwartet eine L

osung des LGS die der rekursiven Beziehung
x
i
 
i
x
i

 
i
 i  n   n    
gen

ugt so dass nun die Koezienten 
i
und 
i
sowie die Startbedingung x
n
zu
bestimmen sind

	 Tridiagonalmatrizen 

Setzt man diesen Ansatz in die allgemeine Gleichung ein erh

alt man
a
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 
Daraus folgen die Rekursionsformeln
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Aus
b

x

 c

x
	
 d


x

 

x
	
 

ergibt sich 

 
c
 
b
 
und 


d
 
b
 
 so dass man 

 

  setzen kann

Aus dem kleinen LGS
a
n
x
n
 b
n
x
n
 d
n

x
n
 
n
x
n
 
n
folgt
x
n

d
n
 a
n

n
b
n
 a
n

n

was die gleiche Darstellung wie 
n
bedeutet

Zusammenfassung
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c
i
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 L

osung von LGS und Komplexit

at der Algorithmen
Der Algorithmus wird auch Schieverfahren engl
 chase method russ
 metod pro
gonka genannt

Der arithmetische Aufwand betr

agt auch hier ca
 n Operationen

Die Durchf

uhrbarkeit ist garantiert wenn in allen Schritten die Division durch
b
i
 a
i

i
machbar ist
 Dazu reicht aus dass j
i
j   und jb
i
j  ja
i
j sind

Ein hinreichende Bedingung f

ur eine stabile Berechnung ist
jb
i
j  ja
i
j jc
i
j jb

j  jc

j oder jb
n
 ja
n
j
d
 h
 die Diagonale der Matrix A ist etwas mehr als schwach diagonaldominant

Genauere Betrachtungen zur Stabilit

at sind in 

Diese Forderungen sind z
 B
 bei LGS die aus Diskretisierungsverfahren f

ur Die
rentialgleichungen entstehen erf

ullt

Beispiel  A  A
T
 tridiag    irreduzibel diagonaldominant
LU Faktorisierung
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CholeskyFaktorisierung
A  LU  LDL
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Beide Dreiecksmatrizen sind jeweils diagonaldominant und detA 
n
Q
i
u
ii
 n

	 Tridiagonalmatrizen 

 Schieverfahren andere Variante
Sind in der Matrix nicht die Diagonalelemente sondern die Elemente c
i
in der oberen
Kodiagonalen dominant so verwendet man diese als Pivotelemente und stellt die
Gleichungen des Systems anders um

Das LGS notieren wir erneut zeilenweise
b

x

 c

x
	
 d


a
i
x
i
 b
i
x
i
 c
i
x
i

 d
i
 i     n 
a
n
x
n
 b
n
x
n
 d
n

Wir schreiben x
	
als lineare Funktion von x

gem

a
x
	
 d

 b

x

c

 y

 z

x

mit den Koezienten y

 d

c

 z

 b

c



Stellt man die zweite Gleichung nach x

um und setzt den Ausdruck f

ur x
	
ein so
ergibt sich
x

 d
	
 a
	
x

 b
	
x
	
c
	
 d
	
 a
	
x

 b
	
y

 z

x

c
	
 y
	
 z
	
x

mit y
	
 d
	
 b
	
y

c
	
 z
	
 a
	
 b
	
z

c
	


Aus den n

achsten Gleichungen folgt analog f

ur i   	  n 
x
i

 d
i
 a
i
x
i
 b
i
x
i
c
i
 d
i
 a
i
y
i	
 z
i	
x

 b
i
y
i
 z
i
x

c
i
 y
i
 z
i
x

mit
y
i
 d
i
 a
i
y
i	
 b
i
y
i
c
i
 z
i
 a
i
z
i	
 b
i
z
i
c
i

Setzt man x
n
 y
n	
 z
n	
x

und x
n
 y
n
 z
n
x

in die nte Gleichung des
LGS ein so bleibt nur x

als Unbekannte und man erh

alt
a
n
x
n
 b
n
x
n
 d
n

a
n
y
n	
 z
n	
x

  b
n
y
n
 z
n
x

  d
n

x


d
n
 a
n
y
n	
 b
n
y
n
a
n
z
n	
 b
n
z
n

Damit k

onnen die Komponenten x
	
 x

  x
n
mittels x
i

 y
i
 z
i
x

bestimmt
werden

Der arithmetische Aufwand betr

agt hier ca
 n Operationen


	 L

osung von LGS und Komplexit

at der Algorithmen

 Numerische und symbolische direkte L

osung
von LGS mit CAS
In die Betrachtungen beziehen wir haupts

achlich das CAS MATLAB ein wobei
manchmal Maple zum Vergleich angef

uhrt wird

Wir geben zun

achst die verwendeten LGS bzw
 Matrizen an

 Definitionen mit builtinAnweisungenFunktionen
A  hilb  HilbertMatrix
b  sumA  Zeilensummen von A als Spaltenvektor
xexakt  	 	 	  exakte Loesung
AE A b  erweiterte Matrix
A 
	  
  

 
 

b 
	
	

AE 
	   	
  
 	
 
 
 
 komponentenweise Definition der Matrix
for i  	 for j  	 AAij  ij
 end end
AA  
AA
AA 
 	 

	 
 

  
 symmetrische positiv definite streng diagonaldominante Matrix
A	   	 	 
 
	 		 	 

 	 	 	
  	  
b	    
 		 	 

 Numerische und symbolische direkte L

osung von LGS mit CAS 


Die verschiedenen Funktionen zu L

osung von LGS in MATLAB basieren meist auf
der GauElimination
 Dabei werden Pivotstrategien ber

ucksichtigt die zu Zeilen
vertauschungen f

uhren
 Letzteres kann durch Ergebnisparameter wie Ausgabe der
Permutationmatrix abgefragt werden
 F

ur spezielle Koezientenmatrizen wie z
 B

symmetrische oder spd gibt es nat

urlich spezielle Algorithmen

Rundungseekte in der Gleitkommaarithmetik der numerische Rechnung in MAT
LAB f

uhren anders als bei symbolischen Umformungen in MATLAB oder auch Maple
zu abweichenden Zeilenvertauschungen undoder Faktorisierungen der Matrix

Zun

achst diskutieren wir einige L

osungsm

oglichkeiten

 Row reduce Variante auf GauJordanForm
Die builtinFunktion rref angewendet nur auf die Koezientenmatrix

uberf

uhrt
diese in die GauJordanForm und kann zu ihrer Rangbestimmung genutzt werden

Ist die Koezientenmatrix regul

ar so wird diese transformiert auf die Einheitsma
trix
 Eventuell notwendige Zeilenvertauschungen geschweige denn Faktorisierungen
sind aus der Darstellung jedoch nicht ersichtlich

rrefAA
ans 
	  
 	 
  	
Anwendung f

ur L

osung eines LGS
rrefAE
ans 
	   	
 	  	
  	 	
x  ans	
x 
	
	
	
rrefAA  	 
  mit Zeilenvertauschung wegen AA		

 L

osung von LGS und Komplexit

at der Algorithmen
ans 
	   	
 	  

  	 
ans
ans 
	



 Symbolische L

osung
Dazu gibt es das in MATLAB involvierte MapleKommado linsolve

Die L

osbarkeit des LGS wird gepr

uft
 M

ogliche Nachrichten Warnungen bzw
 Feh
lermeldungen sind
Warning Matrix is rank decient solution does not exist
Warning Matrix is rank decient solution is not unique
x  linsolveAb  Ergebnis in rationaler Form da
 HilbertMatrix A mit gerundeten Elementen
numericx
x 

		
		
			

	
	

ans 
	
	


x  linsolveAA 	 

x 
	




 Numerische und symbolische direkte L

osung von LGS mit CAS 

 LUFaktorisierung
Die LU Faktorisierung ohne Zeilenvertauschung liefert A  LU mit den entspre
chen Dreiecksmatrizen L l
ii
  und U 
 Zeilenvertauschungen werden entweder in
der unteren Dreiecksmatrix L einbezogen oder als Permutationsmatrix in Form eines
zus

atzlichen Ergebnisparameters angegeben

LU  luA A  LU  in L stehen die untere Dreiecksmatrix und
Permutationsmatrix U obere Dreiecksmatrix
LUP  luA PA  LU  LU untere bzw
 obere Dreiecksmatrix
P Permutationsmatrix
luA alleine ergibt das Tableau CnB welches beim VGA entsteht so dass
A  CB  LU ist output from LINPACK&S ZGEFA routine

Nehmen wir zun

achst den einfachen Fall einer spd streng diagonaldominanten Ma
trix

A	
A	 
	 	 
 
	 		 	 

 	 	 	
  	 
 Tableau wie beim VGA
luA	
ans 
	 	 
 
	 	  

  	 
 

 	 		
L U P  luA	
L 
	   
	 	  

  	 
 

 	 	
U 
	 	 
 
 	  
  	 
   		
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
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
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P 
	   
 	  
  	 
   	
L U  luA	  analog ohne Ausgabe von P
Die L

osung des LGS kann dann mittels Vorw

arts und R

uckw

artsrechnung Vorw

art
selimination und R

uckw

artssubstitution unter Verwendung des ArrayOperators n
erhalten werden

y  Lb	
x  Uy
x  ULb	  Achtung ULb	  ULb	  ULb	
Das zweite Beispiel sei ein LGS mit der spd HilbertMatrix H

A 
	  
  

 
 

Die symbolische Rechnung und Faktorisierung in Maple l

auft ohne Zeilenvertau
schung ab und ergibt die erwartete Faktorisierung

A   	    Maple
	
 	 
	 	 		 	
 	
 		
 		

  		
MATLAB hingegen f

uhrt im 
 Schritt eine Vertauschung von 
 und 
 Zeile durch

format rat  display rational approximations
luA
ans 
	 	
 	
	 		
 
	
 	 		

 Numerische und symbolische direkte L

osung von LGS mit CAS 

L U  luA  Zeilenvertauschung zu erkennen
L 
	  
	
 	 	
	 	 
U 
	 	
 	
 		
 
  		
x  ULb
x 
	 	 	
Pivotstrategie im 
 Schritt beim Vergleich von 
 in der 
 Zeile mit
 darunter wird die 
 Zeile bevorzugt

Zur Kontrolle noch einmal mit der Permutationsmatrix

LUP  luA  PALU U wie oben
L 
	  
	 	 
	
 	 	
P 
	  
  	
 	 
Gehen wir zum symbolischen Rechnen

uber

AS  symA
AS 
 	 	
 	
	
 	 	
	 	 	
 Definition mit Elementen
AS  sym		
		
					
 L

osung von LGS und Komplexit

at der Algorithmen
AS 
 	 	
 	
	
 	 	
	 	 	
inverseAS  Matrix symbolisch invertieren
ans 
   
 	
 	
  	 	
Die Funktion lu ist nicht anwendbar auf die symbolische Matrix AS

Fehlermeldung Error using  lu
Matrix must be square
Um die Zeilenvertauschung bei der Faktorisierung in MATLAB zu unterbinden ver
gr

oern wir das ElementA  etwas gem

a A   A e
 Wir erhalten
dann ein mit Maple vergleichbares Ergebnis

A 
	 	
 	
	
 	 	
	 	 	
LU  luA  PI
L 
	  
	
 	 
	 	 	
U 
	 	
 	
 		
 		

  		
Zum Abschluss noch die Faktorisierung der Matrix AA wobei zu sehen ist dass
die Pivotstrategie mit Zeilenvertauschung sich jeweils das betragsgr

ote Element der
Spalte sucht


 Numerische und symbolische direkte L

osung von LGS mit CAS 
LUP  luAA  PALU
L 
	  
 	 
	
 	
 	
U 

  
 	 

  	

P 
  	
	  
 	 
	 CholeskyFaktorisierung
Das ist die symmetrische Faktorisierung R
T
R R obere rechte Dreiecksmatrix der
spd Matrix A
 Nat

urlich ist eine Faktorisierung im Komplexen auch denkbar
 Dabei
entstehen Zeilen mit rein imagin

aren Elementen

Weiterhin soll hier ein Hinweis auf das Darstellungsformat format rat erfolgen
 Re
elle Zahlen werden dabei durch Br

uche Z

ahler und Nenner ganzzahlig mit einer
Genauigkeit von  Mantissenstellen approximiert und repr

asentiert

Wir verwenden die CholeskyFaktorisierung f

ur die spd HilbertMatrix
H 
 
B
B



	



	











C
C
A

was bei exakter Rechnung die obere Dreiecksmatrix liefert

R 
 
B
B



	



p


p


 
p



C
C
A

 
B

  
 		 		
  		

C
A
format long
R  cholA
R 
	  
 
		 
		
  

 L

osung von LGS und Komplexit

at der Algorithmen
x  RRb
x 
	 	 	
format rat
R	  cholA
R	 
	 	
 	
 		 		
  	

R	R  ist Nullmatrix im Format rat
L  cholA  L untere Dreiecksmatrix
Man bedenke dass R nur die Bruchdarstellung von R ist
 W

urde man die appro
ximierenden Br

uche zur Denition einer neuen Matrix R verwenden so wird der
Darstellungsfehler von  e sichtbar
 Im kurzen Format short mit 	 Nachkom
mastellen der Mantisse bleiben diese Abweichungen oft verborgen

R
   	 	
 	
 		 		
  	
 
R
 
	  
 
	 
	
  
		
Die CholeskyFaktorisierung R  cholAA ist wegen der fehlenden Voraussetzun
gen zur Matrix AA im Reellen nicht durchf

uhrbar und bringt eine Fehlermeldung


 Invertieren von Matrizen und L

osung mittels Inverser
Wir zeigen mehrere M

oglichkeiten zur Invertierung einer Matrix so dass mit deren
Ergebnis die L

osung des LGS dann durch eine MatrixVektorMultiplikation erhalten
wird

X	  invA  A  HilbertMatrix H
X	 
  
 	
 	
 	 	
rrefA eye

 Numerische und symbolische direkte L

osung von LGS mit CAS 
ans 
	     
 	   	
 	
  	  	 	
X
  ans	
X
 
  
 	
 	
 	 	
x  invAb  aufwendiger als xAb
x 
	 	 	
X  inverseA  symbolisch
 Bruchdarstellung sehr lang!
X 
 


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 Kontrolle zum Element an der Position 		



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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			
ans 
	
	
	e	
X  invAA
X 
	 	 	
	  

	 
 	
AAX  Kontrolle
	 L

osung von LGS und Komplexit

at der Algorithmen
 L

osung mittels LUFaktorisierung
Hier kommen die f

ur MATLAB typischen Matrixoperatoren n und  zur Anwendung

xAnb ist die L

osung von Ax  b
xbA ist die L

osung von xA  b

In der LinksDivision n wird die quadratische Matrix mittels GauElimination fak
torisiert und damit dann das LGS Ax  b gel

ost

F

ur eine rechteckige Matrix A liegt die HouseholderOrthogonalisierung zugrunde
und man sucht die L

osung im Sinne der Methode der kleinsten Quadrate least squa
res sense

Rechts und LinksDivision sind ineinander

uberf

uhrbar

bA  A

nb



 Anb  b

A




Die genannten Divisionen sind im Vergleich zu anderen Verfahren zu empfehlen weil
sie im Allgemeinen genauer und schneller sind

x  Ab
x 
	
	
	
X	  Aeye  Inverse
X	 
  
 	
 	
 	 	
 Funktion analog zum Kommando linsolve
Der Funktionskopf des entsprechenden mFiles gausselm ist
function Br  gausselA

Das Eliminationsverfahren erzeugt eine obere Dreiecksmatrix B nach evtl
 Zeilen
vertauschungen und den Rang der Matrix
 Die einfache Spaltenpivotisierung wird
gem

a Ar r   durchgef

uhrt

F

ur eine regul

are quadratische Matrix A kann die Funktion dann zur L

osung des LGS
mit oberer Dreiecksmatrix genutzt werden
 F

ur eine beliebige nmRechteckmatrix
bedeutet es i
 Allg
 nur eine Transformation auf die obere Dreiecksmatrix mit der
Bestimmung des Rangs r 	 minnm


 Numerische und symbolische direkte L

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 gausselm
function Br  gausselA
 gaussel returns the transformed rectangular matrix
 as upper triangular matrix B after possible row exchanges
 pivot strategy with Arr  with the rank rminnm
 Use for solving Axb or transformation of A

n m  sizeA  row and column number of A
B  A
r  	  row index
c  	  column index
while cm " rn
i  r
 find pivot element in column c
while in  nicht for i  rn nehmen da nach
 Laufanweisung stets in ist also in	
 anders als in Maple
if Bic #  break end
i  i	
end
if in  pivot element exists
if i#r  row exchange
for j  cm
t  Bij Bij  Brj Brj  t
end
end
for i  r	n  transform rest table
if Bic # 
t  BicBrc
for j  c	m Bij  BijtBrj end
Bic  
end
end
r  r	
end
c  c	
 Kontrollausgabe der Zwischenschritte
 dispr
 dispB
end
r  r	
 end of function gaussel
 L

osung von LGS und Komplexit

at der Algorithmen
Einige Aufrufe der Funktion

gausselA
ans 
	  
  
  
Br  gausselA
B 
	  
  
  
r 

Transformation der erweiterten Matrix mit L

osung des Dreieckssystems

n m  sizeAE
Br  gausselAE
B 
	   	
   	
   
r 

if rn
for i  n		
h  Bin	
for j  i	n
h  h  xjBij
end
xi  hBii
end
dispLoesung des Gleichungssystems
x
else
sprintfAbbruch wegen Rang r  
i  
i  nrn
end
 Komplexit

at und Geschwindigkeitstest 
 Komplexit

at und Geschwindigkeitstest
Zur Einsch

atzung der Ezienz von Algorithmen bietet MATLAB mehrere M

oglich
keiten
 Zwei Varianten sind die Bestimmung der Anzahl der durchgef

uhrten Gleit
punktoperationen mit flops  oating point operations sowie die Zeitmessungen mit
clock etime und tic toc

Das Kommando flops nicht flops   setzt den Z

ahler auf Null zur

uck
 So
kann die Eingabe von flops unmittelbar vor dem Beginn des Algorithmus und
der Aufruf flops gleich nach seiner Beendigung die flops ermitteln

Achtung In MATLAB Version  ist das Kommando flops nicht mehr vorhanden

n  

A  randn  Zufallsmatrix
b  randn	  Zufallsspaltenvektor
 Anzahl der Operationen flops
flops
Ab
flops
ans 

Die MATLAB Funktion clock gibt die aktuelle Zeit mit der Genauigkeit auf eine
Hundertstel Sekunde an
 Mit zwei solchen Zeiten kann etime die abgelaufene Zeit
Zeitdierenz in Sekunden bestimmen

Seit der Version 	
 gibt es die bequemere Variante einer Stoppuhr mit tic toc

 Zeitmessungen in Sekunden mit clocketime bzw tictoc
t  clock Ab t  etimeclockt
t 

tic Ab toc
elapsed$time 

tic Ab t  toc
t 

Man beachte dass bei timesharing Arbeit am Rechner das Ergebnis der Zeitmessung
nat

urlich verf

alscht sein kann
 Rechnungen an einem separaten 	er PC MHz
zeigen dass dies bei Arbeit im Netz mit dem PC hier Pentium II MHz bis zu
ca
 ' mehr Rechenzeit ausmacht

 L

osung von LGS und Komplexit

at der Algorithmen
 Komplexit

at von Algorithmen zur L

osung von LGS
Wir vergleichen hier die Operationszahlen und Rechenzeiten von  Algorithmen
 Die
Rechnungen wurden auf einem 	er EinzelPC MHz sowie einem PC im Netz mit
Pentium II Prozessor MHz durchgef

uhrt

Ax  b AB ist die erweiterte Koezientenmatrix Ajb
LU  luA UnLnb
AT  gausselAB x mit R

uckw

artseinsetzen
Anb
rrefAB
invAb
Die verschiedenen Ergebnisse werden so abgespeichert um sie u
 a
 als vergleichendes
Balkendiagramm darzustellen

titleSPEEDTEST for SOLUTION of Axb for n  x  
x
 
clear n t s sn ns tn nt q tt ss
echo off
h    Skalierung des Balkenabstandes
na   nsw   ne  
for n  nanswne
A  randnneyen  A streng diagonaldominant
b  randn
AB  A b

t  clock flops
L U  luA
ULb
tn  etimeclockt
sn  flops
qn  
if tn qn  sntn end

t  clock flops
AT  gausselAB
for i  n
hh  ATin
for j  in hh  hh  xjATij end
xi  hhATii
end
tnh  etimeclockt
snh  flops
qnh  
if tnh qnh  snhtnh end

 Komplexit

at und Geschwindigkeitstest 
Bei der Anzahl der Gleitpunktoperationen werden mit flops alle arithmetischen
Operationen extra gez

ahlt

Die sonst

ubliche Angabe des Aufwandes f

ur den GA mit T

n 
n


 n
	

n

im
Operationsmix f g muss also verdoppelt werden
 Trotzdem treten noch Ungenau
igkeiten auf

Sinnvoll ist es also die Komplexit

atsfunktion 
	 T n 
	n



n

	

n

zu ver
wenden
 Somit ergibt sich die Gr

oenordnung K 
	

n

On
	
 f

ur die Verfahren
lu gaussel und Anb

Der Zugang

uber die inverse Matrix hat auf der Basis von 
 T

n 
n


n
	

n

bei n rechten Seiten die Komplexit

at
(
T
inv
n  
n


 n  n
	

n

 
n



	n



Dieselbe Gr

oenordnung besitzt auch T
inv
n 
n



n

	

n

 w

ahrend die genauere
Betrachtung mit den Einheitsvektoren die Beziehungen 

e
T
inv
n 
n


n
	

n

bzw
 
 T
inv
n  n

n
	

n

ergab was auf die Gr

oenordnung K  n

On
	

f

uhrt
 Gleichzeitig bedeutet der Vergleich der f

uhrenden Koezienten von T n und
T
inv
n dass die Verwendung der inversen Matrix zur L

osung des LGS  
	

  Mal
mehr arithmetischen Aufwand erfordert
 Die Verh

altnisse sind bei kleinen Dimensio
nen n noch nicht so ausgepr

agt werden aber mit wachsendem n immer deutlicher

Deshalb eine Vergleich von Ergebnissen aus den hergeleiteten Formeln mit den er
mittelten flops am PC

Verf
 n Formel Wert flops
lu  T n 
	n



n

	

n

   
T

n 
	n


 n
	

	n

 
 T n     	 
T

n  	 
inv  T
inv
n  n

 n
	

n

 	  
e
T
inv
n 
n


 n
	

n

 
T
inv
n 
n



n

	

n

 
(
T
inv
n 
n



	n

 
 T
inv
n  	    
e
T
inv
n   
T
inv
n   
(
T
inv
n   
Tab 	
Aufwand
von Verfahren
gem

a Formel
und am PC
Die Kommandos lu gaussel und Anb best

atigen die Formel T n f

ur die flops wo
bei Anb f

ur kleinere Dimensionen etwas mehr braucht

Genauso passen die flops bei inv am ehesten zu T
inv
n

 L

osung von LGS und Komplexit

at der Algorithmen
Ausgew

ahlte Ergebnisse f

ur 	er PC
titleSPEEDTEST for SOLUTION of Axb for n  
x
 
x
 
x

flops
n lu gaussel Ab rref inv
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
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Die Kommandos lu und Anb zeigen sowohl f

ur flops als auch in der Rechenzeit
time  T

ahnliches Verhalten
 Entsprechend seiner Komplexit

at ist inv dreimal
schlechter
 Dass gaussel trotz gleicher flops wie lu in der Rechenzeit deutlich
schlechter ausf

allt liegt nicht haupts

achlich am timesharing Modus des Rechners

Es ist zu vermuten dass auch die Struktur der einfachen Laufanweisungen in der
Funktion gaussel zu Rechenzeitverlusten f

uhrt gegen

uber solchen die eventuell in
den anderen Kommandos Teilvektoren und Untermatrizen nutzt und eine schnelle
Adressenmanipulation beim Zugri auf Feldkomponenten realisiert

Auch rref wird im Vergleich mit gaussel trotz gr

oerer flops bez

uglich der Re
chenzeit immer g

unstiger kann aber bei weitem nicht mit lu konkurrieren

Der GA ohne Pivotstrategie Funktion gausseo zeigt

ahnliche Komplexit

at wie
gaussel
 Das unterstreicht dass die Auswertung von BedingungenTests gr

oenord
nungsm

aig die Komplexit

at nicht beein usst

 Komplexit

at und Geschwindigkeitstest 
n lu gaussel Anb rref inv
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 Ergebnistableau f
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ur PC Pentium II flops
n lu gaussel Anb rref inv
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Tab  Ergebnistableau f

ur PC Pentium II time in sec
 L

osung von LGS und Komplexit

at der Algorithmen
 Komplexit

at von Algorithmen zur Bestimmung der Inversen
Wir vergleichen hier die Operationszahlen und Rechenzeiten von 	 Algorithmen
 Die
Rechnungen wurden auf einem PC mit Pentium II Prozessor MHz durchgef

uhrt

A

 AE ist die um die Einheitsmatrix I erweiterte Koezientenmatrix
invA
AnI
LU  luA UnLnI
rrefAE
n inv AnI lu rref
  	  		
	 		   
 		 	  	
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Tab  Ergebnistableau f

ur PC Pentium II times in sec
 Komplexit

at und Geschwindigkeitstest 
Wir hatten schon vorher die Komplexit

at f

ur die Bestimmung der L

osung eines LGS
mittels invAbuntersucht
 Die alleinige Invertierung der Matrix macht gem

a 

den Aufwand n

 n
	

n

unterscheidet sich in den flops eben nur durch n
	
von
den f

ur die L

osung invAb
 So betr

agt die Gr

oenordnung der Komplexit

at f

ur
die inverse Matrix auch K  n

On
	

 Auch die Rechenzeiten T sind ungef

ahr
die gleichen
 Die Kommandos AnI und lu zeigen sowohl f

ur flops als auch in der
Rechenzeit

ahnliches Verhalten sind aber nicht so gut wie inv
 Ihre Komplexit

at ist



n


 rref f

allt im Vergleich als sichtbar schlechteste Variante auf

Die Kommandos AnI und lu geraten aber bez

uglich der Rechenzeit im Vergleich mit
inv mit wachsendem n immer mehr ins Hintertreen
 Das Verh

altnis anders als bei
den flops verschlechtert sich
 Der Befehl rref braucht die l

angste Rechenzeit

AnI braucht ca
 	 Mal mehr flops und time als Anb


Ahnlich ist es bei lu wobei die
Rechenzeitrelation von luA

  luAx  b noch zunehmend schlechter wird

Wird die inverse Matrix explizit gebraucht so ist die builtinFunktion inv f

ur die
Berechnung am besten geeignet

 Vergleich mit einer Implementierung in Pascal
Bisher wurden in MATLAB 
 die Operationszahlen und Rechenzeiten von mehre
ren Algorithmen verglichen
 Jetzt kommt noch ein weiteres Verfahren in der Sprache
Pascal unter BPW 
 double Pr

azision dazu


 L

osung von LGS
Zu den  Algorithmen erg

anzen wir den Algorithmus der GauElimination mit ein
facher Spaltenpivotisierung unter BPW 
 double Pr

azision

Das ist die MATLABFunktion gaussel die in Turbo Pascal notiert und imple
mentiert wird
 Die PascalRoutine heit gaussel	
 Beide haben somit die gleiche
Komplexit

at an Operationen

Die Rechnungen wurden auf einem PC im Netz mit Pentium III Prozessor  MHz
durchgef

uhrt der ca
 zweimal so schnell wie der Pentium II ist

MATLAB BPW 

n lu gaussel Anb rref inv gaussel	
   	 	 	
 	 		 	   wie
   	 		 		 gaussel
	 	 	 		 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
ur PC Pentium III T  time in sec
N
 UP fuer Loesung eines LGS mit GaussElimination
und Spaltenpivotisierung
in HP LGS POIPAS 
type
IFOPT N float  double
ELSE float  real
ENDIF
type vektor arraynmax of float
Pvektor!vektor
matrix arraynmax of Pvektor
Pmatrix!matrix
procedure gausselninteger var aatrPmatrix var bxPvektor
var rankinteger
 gaussel returns the transformed rectangular matrix A " b
as upper triangular matrix A after possible row exchanges
pivot strategy with Arr#   with the rank r#n
Use for solving Axb and transformation of A 
var ijmrcinteger
thhfloat
begin
 Vorwaertsrechnung 
for i to n do
for j to n do atr!i!ja!i!j
 atra
 nur Zeigerumspeicherung   Fehler bei Zeigerverwaltung  
mn
 Komplexit

at und Geschwindigkeitstest 

for i to n do atr!i!mb!i
r  row index 
c  column index 
while c#m and r#n do
begin
ir
 find pivot element in column c 
while i#n do
begin
if atr!i!c #   then break
ii
end
if i#n then  pivot element exists 
begin
if i# r then  row exchange 
for jc to m do
begin
tatr!i!j atr!i!jatr!r!j atr!r!jt
end
 transform rest table 
for ir to n do
if atr!i!c#  then
begin
tatr!i!catr!r!c
for jc to m do atr!i!jatr!i!jtatr!r!j
atr!i!c
end
rr
end
cc
end
rr
rankr
 Rueckwaertsrechnung 
if rn then
for in downto  do
begin
hhatr!i!m
for ji to n do hhhhx!jatr!i!j
x!ihhatr!i!i
end
end
 L

osung von LGS und Komplexit

at der Algorithmen

 Bestimmung der Inversen
Bisher wurden die Operationszahlen und Rechenzeiten von 	 Algorithmen verglichen

Jetzt kommt noch das Austauschverfahren mit Spaltenpivotsuche und Zeilenvertau
schung als MATLABFunktion austaus sowie die analoge PascalProzedur in BPW
Invert Austausch P unter Verwendung von Heap und Pointertechnik dazu

Beide haben somit die gleiche Komplexit

at an Operationen

Die Rechnungen wurden auf einem PC im Netz mit Pentium III Prozessor MHz
durchgef

uhrt der ca
 zweimal so schnell wie der Pentium II ist

 austausm

function Bptind  austausAeps
 Austauschverfahren mit Spaltenpivotsuche und Zeilenvertauschung
 A  BA	
 eps Toleranz fuer Test auf Singularitaet aii
 p Permutationsvektor der Zeilenvertauschung
 t Indikator  default
 	Abbruch mit eps
 ind Stufe mm bei vorzeitigem Abbruch %
n n  sizeA  row and column number of A
B  A
t  
ind  
for i  	n pi  i end  Permutationsvektor  P
for k  	n
max   index  k  Pivotsuche
for i  kn
s  Bik
if abssabsmax max  s index  i end
end
 Test auf Singularitaet
if absmaxeps ind  k t  	 break end
if indexk  Zeilenvertauschung
for i  	n
s  Bki
Bki  Bindexi
Bindexi  s
end
i  pk pk  pindex pindex  i
end
for i  	n  Bestimmung der Elemente der kten Spalte
 Komplexit

at und Geschwindigkeitstest 
Bik  Bikmax
end
Bkk  	max
for j  	n  Bestimmung der restlichen Elemente
if j#k
for i  	n
if i#k Bij  BijBikBkj end
Bkj  Bkjmax
end
end
end
end
for i  	n  Spaltenvertauschung mittels p
for j  	n vpj  Bij end
for j  	n Bij  vj end
end  end of function austaus
MATLAB BPW 
n inv AnI lu rref austaus Invert
Austausch P
     
      wie
      austaus
     
K n



n

n

n

Tab  Ergebnistableau f

ur PC Pentium III flops
MATLAB BPW 
n inv AnI lu rref austaus Invert
Austausch P
      
      
      
      
Vergl T T

	
T TT  T  T  T
Tab  Ergebnistableau f

ur PC Pentium III time in sec
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osung von LGS und Komplexit

at der Algorithmen
Zun

achst kann man f

ur die angegebenen Verfahren die Komplexit

at bez
 der Opera
tionsanzahl auswerten und gut vergleichen

Bei der Zeitkomplexit

at muss man ber

ucksichtigen dass die MATLABFunktionen
bzw
 Kommandos
lu Anb inv AnI
builtinFunktionen sind wo der Algorithmus in einer h

oheren Programmiersprache
implementiert ist und schnelle Adressenmanipulation beim Zugri auf Feldkompo
nenten genutzt werden
 Dadurch sind die sehr kurzen Rechenzeiten im Vergleich zu
den PascalRoutinen
gaussel	 Invert Austausch P
bei vergleichbaren flops zu erkl

aren

Nicht konkurrieren mit dieser Strategie k

onnen die selbst programmiertenMATLAB
Funktionen
gaussel	 austaus
die trotz vergleichbarer flops erheblich langsamer als alle anderen Varianten sind

Das wird im Prinzip durch die interpretative Abarbeitung verursacht


 Zur Leistungsf

ahigkeit der Prozessoren in MATLAB und BPW
Wir fassen die Erkenntnisse aus den Berechnungen zusammen

Matlab 
  PII MHz
bestes Ergebnis bei BuiltinFunktion  	   flopssec
schlechtestes Ergebnis bei eigener Funktion    flopssec
Matlab 
  PIII MHz
bestes Ergebnis bei BuiltinFunktion     flopssec
schlechtestes Ergebnis bei eigener Funktion    flopssec
BPW 
  PIII MHz
Ergebnis bei eigener Funktion     flopssec
Ungef

ahre Zeiten f

ur eine Gleitpunktoperation
PII MATLAB eigene F
  

sec
PII MATLAB builtinF
    

sec
PIII MATLAB eigene F
    

sec
PIII MATLAB builtinF
    

sec
PIII BPW double  

sec
Ergebnis
In MATLAB sollte man keine eigenen Funktionen f

ur rechenintensive Al
gorithmen schreiben und anwenden Wenn m

oglich ist auf vorhandene
MATLABFunktionen zur

uckzugreifen
Kapitel 
Speichern und Generieren von
Matrizen
In diesem Kapitel der Arbeit befassen wir uns damit	 gr

oere Matrizen mit bis zu mehreren
Millionen Elementen unter Ber

ucksichtigung ihrer Struktureigenschaften zu verarbeiten
Solche Matrizen sind zum Beispiel zu invertieren oder treten bei der L

osung von groen
LGS und EWP auf
Die konkrete Wahl einer L

osungsmethode wird entscheidend beeinusst durch die hard

warem

aigen Gegebenheiten des verwendeten Rechners Auf skalaren Rechnern wird dies
zu anderen Ergebnissen f

uhren als auf Hochleistungsrechnern	 die Vektorinstruktionen ver

wenden oder sogar Parallelisierung erm

oglichen
Selbst auf skalaren Rechnern wird die Problemstellung von einer Vielzahl von Parametern
beeinusst	 wie etwa

 schnelle und groe Rechenregister	 Cache
Speicher	

 interne Parallelit

at des Rechenwerkes	

 Optimierer	 die bestimmte Sprachkonstrukte sehr eektiv behandeln	 andere aber nur
nur weniger eektiv	

 Verwendung von Maschinencode	

 Fragen der

okonomischen Speicherung	

 Kapazit

at des Speichers mit schnellem Zugri	



Ubertragungsgeschwindigkeit zwischen dem Zentralspeicher und den Hilfsspeichermedien
H

aug wird die Rechenzeit des ProgrammsAlgorithmus in direkten Zusammenhang mit
der Anzahl der arithmetischen Operationen gebracht Das ist ein wichtiges Kriterium Aber
im Zuge der Hardwareentwicklung sollte man andere Fakten keinesfalls unber

ucksichtigt
lassen
So ist zum z B eine Multiplikation beim i
Pentium genauso schnell wie eine Additi

on Das Quadrieren einer Zahl ist gar doppelt so schnell wie die Addition Bei den PC

Generationen Pentium II
IV gleichen sich die Rechenzeiten der arithmetischen Grundope

rationen f   
	
g immer mehr an Die Division wie auch die Berechnung der Wurzel

funktion bleiben deutlich zur

uck
 Speichern und Generieren von Matrizen
Zahlreiche verbesserte numerische Verfahren beruhen darauf	 auf Kosten von Additionen
einige Multiplikationen einzusparen vgl  In  ist der Zeitgewinn untersucht	 den
diese Algorithmen erbringen Dabei werden gewisse unrealistische Vorstellungen

uber den
erzielbaren Gewinn h

aug korrigiert Einsparungen an Multiplikationen sind nicht mehr
unbedingt sinnvoll	 wenn eine Zuweisung mehr Zeit als eine Gleitkommamultiplikation
ben

otigt beim i
Pentium gar mehr als  der Zeit
Dazu kommt die Unterst

utzung der Gleitpunktarithmetik GPA in der CPU durch spe

zielle Prozessoren In jedem Rechner beziehungsweise bei jeder Programmiersprache kann
man nur auf eine endliche Darstellung reeller Zahlen zur

uckgreifen	 und es werden nur ei

nige Systeme dieser Zahlen verarbeitet Numerisches Rechnen ist durch die Einschr

ankung
auf eine begrenzte Stellenzahl der Gr

oen gekennzeichnet Wir betrachten diese endlichen
Gleitpunktzahlen GPZ	 auch Gleitkommazahlen genannt
In der Sprache Pascal kann man durch Schalter Compilerdirektive	 Modus oder Ein

stellungen im Men

u festlegen	 ob Operationen mit Realzahlen durch Routinen der Lauf

zeitbibliothek LZB oder

uber die direkte Ansteuerung eines numerischen Koprozessors
stattnden Im Modus fN g steht nur der Datentyp real zur Verf

ugung	 alle Operatio

nen mit diesem Typ geschehen

uber Aufrufe der LZB Genauer gesagt sind es aber keine
Laufzeitroutinen	 sondern spezielle Unterprogramme call im Kern von Pascal zur Multi

plikation von zwei 
Byte
Worten Diese Art der Verarbeitung ist nat

urlich zeitaufwendiger
Der Typ real geh

ort auch nicht zum IEEE
Standard
Im fNg Modus generiert Pascal Code f

ur Gleitkpunktberechnungen mit dem x

Koprozessor und bietet weitere vier Real
Typen single double extended und comp Bei Ein

stellung der Option nutzt Pascal f

ur diese den im Rechner vorhandenen x
Koprozessor
Der Ablauf ist z B bei einer Multiplikation in double unter Anwendung von Koprozessor

routinen wie folgt 

 FLD  Laden eines 
Byte
Wortes double
Zahl in den Koprozessor	

 FMUL  Multiplikation einer Zahl im Koprozessor mit einer Zahl aus dem Speicher	

 FSTP  R

ucktransfer des Ergebnisses in den Speicher
Ansonsten k

onnen auch die x
Befehle von der LZB emuliert werden Nimmt man den
Typ real im fNg Modus	 dann laufen die Berechnungen

uber double	 wobei durch Kon

vertierungen Zeitverluste auftreten Die Reihenfolge der Ausf

uhrung einer Multiplikation
ist im groben

 Konvertierung von zwei 
Byte
Worten real
Zahlen nach double und Speicherung im
Koprozessor	

 Multiplikation dieser im Koprozessor mittels Routine FMUL	

 R

uckkonvertierung in den Speicher im 
Byte
Format
Es treten Zeitverluste bei der Behandlung von GPZ des Typs real mitohne Numerik

Koprozessor auf
F

ur die L

osung von Problemen der numerischen Mathematik ist die Einhaltung eines gewis

sen Standards der GPA	 auch in Hinblick auf die Kombination verschiedener Programmier

sprachen	 sowie die schnelle Ausf

uhrung einer groen Anzahl arithmetischen Operationen
nat

urlich wichtig Die betrit auch die MatrixVektorMultiplikation mit sparsen
Matrizen
 MatrixVektorMultiplikation f

ur sparse Matrizen 
 MatrixVektorMultiplikation f

ur sparse Ma
trizen
Die Behandlung von schwach besetzten Matrizen im Zusammenhang mit der Matrix
VektorMultiplikation L

osung von Gleichungssystemen Parallelisierung von Algo
rithmenmitMatrizen u


a
 hat sich inzwischen zu einem fast eigenst

andigen Untersu
chungsgebiet etabliert
 Wichtige Zielstellungen sind dabei immer wieder die g

unstige
Speicherung der von Null verschiedenen Matrixelemente NNE sowie die eziente
Implementierung der notwendigen Operationen

So ndet man in  einen guten Einstieg in die Problematik
 Besetztheitsstruktur einer Matrix
 Bandbreitenreduzierung
 Datenstrukturen und Kompaktspeichertechnik

Hier wollen wir eine Variante der Kompaktspeichertechnik und ihre Umsetzung mit
tels entsprechender Datenstrukturen auf dem PC betrachten

Bez

uglich der Bereitstellung von sparsen symmetrischenTestmatrizen wird die M

oglich
keit der Belegung der NNE auf der Basis der Elementstruktur eines FEMNetzes
einbezogen

 Kompaktspeichertechniken
Die kompakte Ablage der NNE einer Matrix erfordert weitere Informationen aus
denen man eindeutig die Position des Elements in der Matrix ablesen kann
 Dies
sind zus

atzliche Indexvektoren
 F

ur jedes NNE sind in der Regel drei Informationen
zu speichern wobei sein reeller Wert  hier eine untergeordnete Rolle spielt

Nimmt man f

ur alle NNE den Wert  an so kann man die Matrix z
 B
 als Adja
zenzmatrix eines Graphen interpretieren

Zun

achst geben wir einige Kompaktspeichertechniken an
 Ihre Veranschaulichung er
folgt jeweils an einer der folgenden Matrizen mit eingetragenen NNE Leerstelle 
Nullelement

a


 
B
B
B
B
B
B

a

a

a

a
		
a
	
a
	
a

a

a
	
a

a

a
	
a

a

a

a


C
C
C
C
C
C
A
a
T

 a
	

 
B
B
B
B

a

a

a
		
a
	
a

a

a

a

a

a

a


C
C
C
C
A
a
T
	
Im Weiteren sei a  an n eine quadratische Matrix mit reellen Elementen a
ij

n ihre Dimension und nne 	 n
	
die Anzahl aller ihrer NNE

Der NNEVektor sei A wobei   a
ij
 Al die Indexvektoren sind mit J und I
bezeichnet
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Ausgew

ahlte Kompaktspeichertechniken
 Zeilenweise Speicherung der Matrix
Demonstrationsmatrix  a

n n n  
Anne nne   Vektor der NNE der Matrix mit neuer Indizierung
   	          	  
a

a

a

a
		
a
	
a
	
a

a

a
	
a

a

a
	
a

a

a

a

Jnne Vektor der zunehmenden Kolonnen bzw
 Spaltenindizes
 	 Jl 	 n
   	          	  
    	 
    	   
  	 
In  Zeilenzeigervektor
  I 	 I 	  	 In   nne  	 n
	
 
Ii  Ii Anzahl der NNE in Zeile i
gi  Ii Ii Grad der iten Knotenvariable in FEMNetz a
ii
 
   	   
 	    	 
 Zeilenweise Speicherung der unteren H

alfte einer symmetrischen Matrix
Demonstrationsmatrix  a

n n n   a
ii
  a
ij
 a
ji
Anneu nneu  nne n  
a

a
		
a

a

a
	
a

a
	
a

a

a

a

Jnneu Vektor der zunehmenden Spaltenindizes  	 Jl 	 n
     	    	 
In Zeilenzeigervektor
  I  I    In  nneu I  
IiIi   fAnzahl der Jl mit Jl  ig Anzahl der NNE in Zeile i
  	   
 MatrixVektorMultiplikation f

ur sparse Matrizen 
 Zeilenweise Speicherung der Matrix mit Zeilen und Spaltenindizes
Demonstrationsmatrix  a
	
n n n  
Anne nne  
a

a

a
		
a
	
a

a

a

a

a

a

a

Jnne Vektor der Spaltenindizes der NNE  	 Jl 	 n
     	  	  	 
Inne Vektor der Zeilenindizes der NNE  	 Il 	 n
      	 	   
	 Spaltenweise Speicherung der Matrix mit Zeilenindizes und Spaltenbeginn
Spaltenzeigervektor
Demonstrationsmatrix  a
	
n n n  
Anne nne  
a

a

a
		
a

a

a

a

a

a

a
	
a

Inne Vektor der Zeilenindizes der NNE  	 Il 	 n
    	   	   
Jn Vektor der Indizes derjenigen Komponenten von I mit denen eine
neue Spalte beginnt  	 Jl 	 nne Jn   nne 
  	  

 Zeilenweise Speicherung der Matrix mit Spaltenindizes und Zeilenbeginn
Zeilenzeigervektor
Demonstrationsmatrix  a
	
n n n  
Anne nne  
a

a

a
		
a
	
a

a

a

a

a

a

a

Jnne Vektor der Spaltenindizes der NNE  	 Jl 	 n
     	  	  	 
In Vektor der Indizes derjenigen Komponenten von J  mit denen eine
neue Zeile beginnt  	 Il 	 nne In   nne 
    

Das entspricht also der Variante 
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 Spaltenweise Speicherung der Matrix mit Speicherabbildungsfunktion
dazu Position eines Elements a
ij
innerhalb des Vektors A
Demonstrationsmatrix  a
	
n n n  
Anne nne   NNE spaltenweise
a

a

a
		
a

a

a

a

a

a

a
	
a

Snne Vektor der Werte der Speicherabbildungsfunktion f

ur NNE
Sl  i j  n Nummer von a
ij
    	      
F

ur diese Kompaktspeicherstrategien sind Such und Einsortieralgorithmen ziem
lich aufwendig da entweder das ganze Feld durchgemustert werden muss bzw
 viele
Komponenten um eine Position nach hinten verschoben werden m

ussen zwecks Frei
machung einer Stelle

Will man diese beiden Aspekte etwas geschickter handhaben so bietet sich die Spei
chertechnikmit verketteten Listen an
 Die verschiedenenVersionen ergeben sich dann
aus einfach oder doppelt verketteten Listen bzw
 spalten oder zeilenweiser Verket
tung siehe 

Hier wenden wir die Variante  an und notieren noch einmal in zusammengefasster
Form die von der Matrix a abgeleiteten Vektoren

Verwendete Kompaktspeichertechnik
an n quadratische Matrix der Dimension n
nne Anzahl der NNE der Matrix nne 	 n
	
Anne Vektor der NNE zeilenweise a
ij
 Al
Jnne Vektor der zunehmenden Spaltenindizes  	 Jl 	 n
In  ZeilenzeigerZeilenbeginnvektor
Vektor der Indizes derjenigen Komponenten von J 
mit denen eine neue Zeile beginnt
  I 	 I 	  	 In 	 In   nne 
Ii  Ii Anzahl der NNE in Zeile i
 MatrixVektorMultiplikation f

ur sparse Matrizen 

 Generierung einer sparsen Matrix
Neben der Vorgabe akademischer Beispiele f

ur die MatrixVektorMultiplikation mit
sparsen Matrizen wurde programmseitig ein Modul eingebaut das eine Vernetzungs
struktur eines Gebietes wie sie in der Methode der niten Elemente auftritt in die
NNEStruktur und weiter auf die Vektoren A J I transformiert
 In der Men

uf

uhrung
des Programms ist diese Variante ersichtlich
 Sie erfordert nat

urlich Dateiarbeit

Betrachten wir folgendes einfache Gebiet mit einer Vernetzung aus Dreiecken und
Vierecken bei gegebener Knotennummerierung


 
	 





 
 	 
Abb 
Gebietsvernetzung
Das FEMNetz liegt entweder in Form einer Textdatei vor oder ist als solche einzu
geben
 Die NNE haben den Wert 

Das zugeh

orige Netzle ist
	  Anzahl der Netzknoten
  Elemente mit  Knoten
	 
    Knotennummern Numm gegen den Uhrzeigersinn
	  Ende eines Elementtyps
  Elemente mit  Knoten

    	    Knotennummern Numm erst Ecken dann Mitten
	


   
   
	

 	 	  		 	 	
 	
	
  Dateiende
 Speichern und Generieren von Matrizen
Die allgemeine Struktur des Netzles ist folgende vergl
 	

n Dimension der Matrix Anzahl der KnotenpunkteFreiheitsgrade
nknot Anzahl der Knotenpunkte pro Element der 
 Gruppe
np
i
i  nknot Knotennummern im Element
np
i
 jj 

 
 

 np

  Schlusszeile f

ur Elementtyp der 
 Gruppe
nknot Anzahl der Knotenpunkte pro Element der 
 Gruppe
np
i
i  nknot Knotennummern im Element

 
 

 np

  Schlusszeile f

ur Elementtyp der 
 Gruppe

 
 

 nknot   Schlusszeile der Textdatei
Die Transformation auf das NNEFile der Matrix erfolgt

uber einen Zwischenschritt

Dabei werden die Indexpaare i j der NNE oberhalb der Hauptdiagonalen i  j
zeilenweise gelistet
 Ist die Dimension des Problems nicht sehr gro wird f

ur das
Zwischenergebnis ein Vektor bereitgestellt ansonsten ein File mit Komponenten vom
Typ integer
 Daraus wird das NNETextle abgeleitet
 Es hat die Struktur
isym Symmetrie der Matrix  falls Matrix symmetrisch sonst 
n Dimension der Matrix
nne Anzahl aller NNE nne  n nneo
nneo Anzahl der NNE oberhalb der Hauptdiagonalen
F i i   nne  falls isym   Wert nneo ohne Bedeutung
enth

alt die Indizes aller NNE der nichtsymmetrischen Matrix
zeilenweise in geordneter Reihenfolge
i

j

i
	
j
	
i

j

 je  Paare pro Textzeile
bzw

F i i    n  nneo  falls isym  
enth

alt die Indizes NNE der symmetrischen Matrix
in Anzahln  nne nneo 	 n und oberhalb Anzahlnneo
der Hauptdiagonalen zeilenweise in geordneter Reihenfolge
i

	 j

i
	
	 j
	
i

	 j

 je  Paare pro Textzeile
Die Parameter isym und nneo wurden deshalb mit einbezogen da nat

urlich auch sol
che Matrizen wie a
	
oder symmetrische Matrizen mit Nullelementen auf der Haupt
diagonalen zugelassen sein sollen

Aus dem NNETextle werden dann unter Beachtung der Symmetrie die Matrixele
mente Column und RowFiles A
VAL A
COL A
ROW zu A J bzw
 I abgeleitet

Dies sind zwar untypisierte Dateien aber von wohldenierter Blockgr

oe double
integer longint
 Somit kann man auf ihre Komponenten geeignet zugreifen

 MatrixVektorMultiplikation f

ur sparse Matrizen 
Des Weiteren sind die Problemgr

oen einfach zu erhalten mittels
n  filesizeAROW   DateinameMatrixnameA
nne  filesizeAVAL  filesizeACOL

Die Einbeziehung der Dateiarbeit erm

oglicht im Programm auch sogenannte
Seiteneinstiege
 Liegen die entsprechenden Textdateien f

ur die Vernetzung oder
der NNE der Matrix in der geforderten Struktur anderweilig vor k

onnen diese ohne
Weiteres genutzt werden

Der oben erw

ahnte Zwischenschritt erfolgt auf der Basis eines FORTRANProgramms
aus 	
 Dieses wurde auf die Sprache Pascal zugeschnitten und durch die Filearbeit
erg

anzt

C 
C HP  TRANSFERFOR DOSVersion
C UP  
C 
C HAUPTPROGRAMM ZUR UEBERFUEHRUNG DER ELEMENTSTRUKTUR EINES FEM
C NETZES IN DIE MATRIXBELEGUNG IN FORM VON NICHTNULLELEMENTEN
C NNE ZWECKS WEITERER MINIMIERUNG DER BANDBREITE ODER DES
C PROFILS
C DAS PROGRAMM IST AUSGELEGT FUER MAXIMAL
C NMAX   KNOTENPUNKTE
C
C N  ANZAHL DER KNOTENPUNKTE ANZAHL DER ZEILEN DER
C MATRIX
C NMAX  BEGRENZUNG FUER N
C M  ANZAHL DER VON NULL VERSCHIEDENEN MATRIXELEMENTE
C OBERHALB DER HAUPTDIAGONALEN
C MMAX  BEGRENZUNG FUER M
C
C EINGABE
C DATEI MIT N NKNOTNPI 
C N
C NKNOT  ANZAHL DER KNOTENPUNKTE PRO ELEMENT #
C NKNOT    SCHLUSSZEILE
C NPI  KNOTENNUMMERN PRO ELEMENT
C NP#  SCHLUSSZEILE FUER ELEMENTTYP
C AUSGABE
C DATEI MIT N M AI
C N
C M
C AI IM
C ENTHAELT DIE INDIZES DER NNE DER MATRIX OBER
C HALB DER HAUPTDIAGONALEN IN GEORDNETER REIHEN
C FOLGE IJ IJ 
C 
PARAMETERNMAXMMAX
KNOTMAX
INTEGER NPA

INTEGER NMMNKNOTINIZIJKLNNPNZP
CHARACTER
 FNAMEFNAME	
WRITE
 FORMAT DATENTRANSFER ELEMENTEMATRIX
WRITE
 FORMAT NAME DER EINGABEDATEI ELEMDAT  
READA
 FNAME
OPENUNITFILEFNAMESTATUSOLD
WRITE
 FORMAT NAME DER AUSGABEDATEI MATRDAT  
 Speichern und Generieren von Matrizen
READA
 FNAME	
OPENUNIT	FILEFNAME	STATUSUNKNOWN
READ N
IFNLT OR NGTNMAX STOP N ZU KLEINGROSS $$
C 
C AUFBAU DES NNEVEKTORS AUFGRUND DER KNOTENNUMMERN DER ELEMENTE
C 
M  
A  N
A  N
	 READ NKNOT
IFNKNOTGTKNOTMAX STOP NKNOT ZU GROSS $$
IFNKNOTGT THEN

 READ NPI INKNOT
IFNPLT GOTO 	
DO  I  NKNOT
NZP  NPI
DO  J  INKNOT
NNP  NPJ
IN  NNP
IZ  NZP
IFNNPGTNZP GOTO 
IN  NZP
IZ  NNP
 K  
 IFIZGTAK GOTO 
K  K
IFIZLTAK GOTO 
 IFIZEQAK AND INGTAK GOTO 
IFAKEQIZ AND AKEQIN GOTO 
 M  M
IFMGTMMAX STOP M ZU GROSS $$
L  M

 AL  AL
AL  AL	
L  L
IFLGTK GOTO 

AK  IN
AK  IZ
GOTO 
 K  K
GOTO 
 K  K
GOTO 
 CONTINUE
 CONTINUE
GOTO 

ENDIF
C 
C MATRIX IN DATEI
C 
M  M
M  M
WRITE	 NM
 FORMATXI
WRITE	 AI IM
 FORMATXI
CLOSE
CLOSE	
STOP S C H L U S S
END
 MatrixVektorMultiplikation f

ur sparse Matrizen 
Beispiel  Dreiecksvernetzung eines dreieckigen Gebietes mit Loch
isym   n   nne   nneo  




	

NetzFile ELEM
DAT


  
  
  	
 	 
 	 
  


Abb  Dreiecksvernetzung
Besetzungsstruktur der
symmetrischen Matrix a  NNEFile NMATR
DAT
x x x x x
x x x x
x x x
x x x
x x
x

  
         
     	    
 	   	 	 	  	 
     
Zwischenvektor der Indexpaare i j der NNE oberhalb der Hauptdiagonalen
           	    	   	  	   
File AVAL der Matrixelemente NNE a
ij
  GPZ vom Typ double entsprechend
dem Vektor Anne 
a

a
	
a

a

a

a
	
a
		
a
	
a
	
a
	
a

a
	
a

a

a

a
	
a

a

a

a

a

a

a

a

a

a

a
	
a

a

a

File ACOL der Spaltenindizes der NNE ganze Zahlen vom Typ integer entspre
chend dem Vektor Jnne 
        	     	    	     	     	  
File AROW der Zeilenzeiger der NNE ganze Zahlen vom Typ longint entspre
chend dem Vektor In  
      
 Speichern und Generieren von Matrizen
Beispiel  Gebietsvernetzung mit unterschiedlichen Elementen
isym   n   nne   nneo  
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NetzFile ELEMDAT

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
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Abb  Gebietsvernetzung
Besetzungsstruktur der
symmetrischen Matrix a  NNEFile NMATRDAT
x x x
x x x x x x x x
x x x
x x x x x x x
x x x
x x x x x x x x x x
x
x x x
x x x x x x x
x x x x x x
x x x x x
x x x x
x x x
x x
x
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     
 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      
         
         
      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Die Struktur des Zwischenvektors und der Files AVAL ACOL AROW ist
analog zum Beispiel 
 und kann aus der Matrixbelegung bzw
 dem NNEFile
NMATR
DAT abgelesen werden

Wir beschr

anken uns hier auf die Notation des Files AROW der Zeilenzeiger der
NNE ganze Zahlen vom Typ longint entsprechend dem Vektor In  
 	     	      	   
 MatrixVektorMultiplikation f

ur sparse Matrizen 
 Programmiertechnik
Die Kompaktspeicherung der Matrix wird nun integriert in die MatrixVektorMul
tiplikation x  a  b
 F

ur Probleme mittlerer Dimension kann man sich f

ur gewis
se Operationen noch im Rahmen des 	KByteDatensegments bewegen
 Wird die
Dimension viel gr

oer muss zus

atzlich Filearbeit implementiert werden
 Dazu sind
abgeleitete Dateien aus der Matrix a sowie weitere Dateien f

ur die Vektoren b und x
notwendig

Das Datensegment sollte man maximal nutzen um somit den Aufwand f

ur den Da
tentransfer zwischen externen und Heapspeicher zu minimieren

In der Unit DEKLAREPAS zum Hauptprogramm MATVEKPAS siehe
  sind die daf

ur implementierten Datentypen zu erkennen

M  ProtectedMode von BP
N
unit Deklare
C NeundorfW FMN TUI 
Deklarationen
DEKLAREPAS
zum HP MATVEKPAS
Kompaktspeicherung einer Matrix
Anwendung bei MatrixVektorMultiplikation 
interface
uses doscrt
const nmax      maximale Dimension der Matrix ann

KByteDatensegment  	Byte
  doubleKomponenten 
nknotmax    max Anzahl von Knoten pro Element 
kmax    Grenze in FEM bei VektorFile fuer Netz   NNE 
type float double  realsingledoubleextended 
vektor arraynmax of float
column arraynmax of integer
row arraynmax of longint
knvektorarraynknotmax of integer
pvektor !vektor
pcolumn !column
prow !row
const size el sizeoffloat
size row elsizeoflongint
size col elsizeofinteger
 Speichern und Generieren von Matrizen
var a values pvektor  von Matrix a abgeleitete 
a column pcolumn  Hilfsvektoren im Heap 
a row prow  fuer AJI 
b valuesx pvektor
matrixfile file of float  VAL 
columnfile file of integer  COL 
rowfile file of longint  ROW 
b vektorfilefile of float
x vektorfilefile of float
n integer  Dimension der Matrix a Knotenpunktanzahl 
nne  Anzahl aller NNE 
nneo longint  Anzahl der NNE oberhalb der Hauptdiag 
version  Versionen zur Behandlung der von a
abgeleiteten Files fuer AJI 
isym byte  Symmetrie von a isym   a symm 
matrixnameb vektornamex vektorname
netzfnamennefnamestring
netzfilennefile text  Textfiles  ELEMDAT NetzFile
MATRDAT NNEFile 
einaeinbberxboolean  Steuergroessen 
implementation
end
Neben dieser Unit mit den wichtigsten Vereinbarungen enth

alt das Hauptprogramm
MATVEK
PAS noch die Units
 MATVEKUPAS UP zur Dateneingabe bei kleinen Systemen n 	 
 MATVEKUPAS UP zur Dateneingabe bei FEMSystemen
EinVorgabe der Gebietsvernetzung
EinVorgabe der NNEMatrix

Die Komponentengr

oe float  double integer longint der untypisierten Files
matrixfile columnfile rowfile f

ur die Vektoren A J bzw
 I wird mittels
sizeof  erfragt

FileSpeicherDatentransfer erfolgt mittels blockwrite blockread

Dazu gibt es die PascalVersion procedure NNE$Matrix$Filevon TRANSFER
FOR

 MatrixVektorMultiplikation f

ur sparse Matrizen 
Anfang des RahmenprogrammsMATVEKPAS
M  ProtectedMode von BP
N
program MatVek
C HohlbeinDirk FIA NeundorfWerner FMN TUI 
Kompaktspeicherung einer Matrix
Anwendung bei MatrixVektorMultiplikation
HP  MATVEKPAS
Units  DEKLAREPAS Deklarationen
MATVEKUPAS Eingabe fuer kleine Systeme n#
MATVEKUPAS Eingabe Gebietsvernetzung FEM   Matrix 
uses doscrtdeklarematvekumatveku
procedure Info
begin
clrscr
writeln
highvideo
writelnMatrixVektorMultiplikation x  a  b 
writelnfuer grossdimensionierte Probleme mit sparser Matrix
normvideo
writeln
writeln
Problemgroessen  ann reelle Matrix Elemente  GKZ vom Typ FLOAT
writeln bn xn reelle Vektoren 
writeln
highvideo
writelnAlgorithmus  Kompaktspeichertechnik fuer a 
normvideo
writeln
writelnDie Nichtnullelemente NNE der Matrix werden Zeile fuer Zeile
writelnin den FloatVektor A geschrieben Im GanzzahlVektor J werden die
writelndazugehoerigen Spaltenindizes gemerkt Die ite Komponente des
writelnGanzzahlVektors I enthaelt die Position des ersten NNE der iten
writelnMatrixzeile bezogen auf die Vektoren A bzw J
writelnDie Vektoren AJI werden in sequentielle untypisierte
 Files transformiert
writeln
writelnEs gilt  Anne nne  Anzahl der NNE # n aij   Al
writeln Jnne #Jl#n 
writeln In I#I##Innne#n 
writeln IiIi  Anzahl der NNE in Zeile i 
writeln
write  #ET 
readln
clrscr
highvideo
writelnProgrammiertechnik
normvideo
writeln  Definition von Vektortypen der Laenge nmax unter Ausnutzung
writeln des 
KByteDatensegments
writeln  Anwendung des Heapspeichers Pointer auf Vektoren
writeln  Typlose Files fuer AJI ihre Komponentengroesse FLOAT INTEGER
writeln und LONGINT wird mit sizeof erfragt
writeln  FileSpeicherDatentransformation mittels blockread blockwrite
writeln nnefilesizeAfilesizeJAnzahl der NNE nfilesizeI
writeln  Versionen der Filebehandlung

	 Speichern und Generieren von Matrizen
Versionen der Dateiarbeit
In der Unit der DeklarationenDEKLAREPAS ist der Auswahlparameter version
zu erkennen

Er dient zur Festlegung der Version der Filebehandlung und korrespondiert mit dem
Verh

altnis von n zu nmax

Version Verh

altnis der Bemerkung
Nr
 Dimensionen
 n 	 nmax mit Vektortypen der L

ange nmax sind die
Inhalte der Files f

ur I b x mit einem Transfer
komplett auf Vektoren im Heap

ubertragbar
Files f

ur A J i
 Allg
 nur abschnittsweise lesbar
 n  nmax Files f

ur A J I blockweise transferiert
b x komponentenweise verarbeitet
 n  nmax Files f

ur A J I b x blockweise transferiert
Blockgr

oe  nmax
Tab  Beschreibung der Versionen der Dateiarbeit imProgrammMATVEK
PAS
in Prozedur procedure Matrix$mal$Vektorversionbyte


Onen der typenlosen Dateien mit entsprechender Blockgr

oeDatenformat
und Abfrage der Problemdimensionen
assignmatrixfilematrixnameVAL
reset matrixfilesize el
assigncolumnfilematrixnameCOL
reset columnfilesize col el
nnefilesizematrixfile
assignrowfilematrixnameROW
reset rowfilesize row el
nfilesizerowfile
assignb vektorfileb vektornameVAL
reset b vektorfilesize el
assign x vektorfilex vektornameVAL
rewritex vektorfilesize el
 Version 
Die Handhabung der Elemente von I b x als Komponenten von Vektoren die
vollst

andig im Heap abgelegt sind ist einfach zu durchschauen
 Der Zugri auf
die Komponenten der Files f

ur A J erfolgt im Gleichschritt wobei immer
nur Bl

ocke von nmax Komponenten in die entsprechenden Heapvektoren gela
den werden letzter Block eventuell k

urzer

Der fortlaufende Index der Ergebniskomponente ergibt sich auf der Basis des
Zeilenzeigervektors
 Dabei ist zu ber

ucksichtigen dass in manchen Zeilen der
Matrix nur Nullelemente stehen k

onnen
 Der

auere Zyklus wird gesteuert
durch die Anzahl der NNE

 MatrixVektorMultiplikation f

ur sparse Matrizen 

  begin
for i to n do x!i
blockreadmatrixfilea values!nmaxresult
blockreadcolumnfilea column!nmaxresult
blockreadrowfilea row!nresult
blockreadb vektorfileb values!nresult
k
val count
i
repeat
inck
incval count
while ka row!i do inci
ja column!val count
x!ix!ia values!val countb values!j
if val countresult then
begin
blockreadmatrixfilea values!nmaxresult
blockreadcolumnfilea column!nmaxresult
val count
end
until knne
blockwritex vektorfilex!n
end
Beispiel  Sei
a
	
  
 
B
B
B
B

a

a

a
		
a
	
a

a

a

a

a

a

a


C
C
C
C
A
 a
T
	

Die zeilenweise Speicherung dieser sparsen Matrix mit Spaltenindizes und
ZeilenbeginnZeilenzeigervektor ergibt
Anne nne  
a

a

a
		
a
	
a

a

a

a

a

a

a

Jnne Vektor der Spaltenindizes der NNE  	 Jl 	 n  
     	  	  	 
In  Vektor der Indizes derjenigen Komponenten von J  mit denen
eine neue Zeile beginnt  	 Il 	 nne In   nne 
  I 	 I 	  	 In   nne  	 n
	
 
Ii   Ii Anzahl der NNE in Zeile i
    

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Ablauf des Programmteils Version  mit nmax    n nne  
Initialisierung
x	     
a$row		     	

a$values	a

a

a
		
a
	
a


a$column		  
  	
result
k val count i a rowi j xi
   
   a

b

   a

b

ka$rowi	      a
		
b
	
	 	  a
	
b

ka$rowi	      a

b

a$values	a

a

a

a

a


a$column	    
result

  	 a

b

ka$rowi	   	   a

b

  	 a

b

ka$rowi	  	    a

b

  	 a

b

a$values	a


a$column	
result	

   a

b


k  nne
 MatrixVektorMultiplikation f

ur sparse Matrizen 
 Version 
F

ur A J I bleiben wir bei der Verarbeitung mit Bl

ocken der L

ange nmax

Der

auere Zyklus wird gesteuert durch den Zeilenzeigervektor und wird in
ungef

ahr
n
nmax
Zyklen zerlegt
 Der Grund daf

ur ist das I den Zeilenwech
sel bestimmt und mit jedem Zeilenwechsel der Vektor b zur

uckzusetzen ist
resetb$vektorfilesize$el

nmax    	
             
         
Zyklen    
 
 
Anzahl
izykl    
Tab  Zyklen und ihre Anzahl auf der Basis des Vektors I
Matrix a
	
  aus Kap
 

 I        nne  
Die Zyklenanzahl izykl wird berechnet durch Aufrunden des Wertes
h 
n nmax   
nmaxnmax 
auf die n

achste ganze Zahl

In jedem Zyklus gibt es maximal nmax innere Schritte
 Zu Beginn eines solchen
ist die xKomponente zu initialisieren und der Vektor b zur

uckzusetzen
 Gibt
es nur Nullelemente in der Matrixzeile diff dann wird die xKomponente
zu Null gesetzt
 Ansonsten muss diese durch Aufdatieren von
a
ij
 b
j
a$valueskbb aktualisiert werden
 Dabei kann es passieren das
weitere Bl

ocke von A J geholt werden m

ussen blockreadmatrixfile
blockreadcolumnfile

  begin
blockreadmatrixfilea values!nmaxresult
blockreadcolumnfilea column!nmaxresult
hnnmaxnmaxnmax
if frach#E then izyklroundh
else izykltrunch
blockreadrowfileaaresult
k
for i to izykl do
begin
blockreadrowfilea row!nmaxresult
for lresult downto  do a row!la row!l
a row!aa
aaa row!result
for val count to result do
 Speichern und Generieren von Matrizen
begin
xx
resetb vektorfilesize el
diffa row!val counta row!val count
if diff then blockwritex vektorfilexx
else
begin
je
for m to diff do
begin
inck
ja column!k
for j to jje do blockreadb vektorfilebb
jej
xxxxa values!kbb
if kresult then
begin
blockreadmatrixfilea values!nmaxresult
blockreadcolumnfilea column!nmaxresult
k
end
end
blockwritex vektorfilexx
end  diff#  
end  for val count 
end  for i 
end
	 Version 
Im Vergleich zur Version  k

onnen wir Filetransfer dadurch einsparen wenn
 b nicht komponentenweise geladen
 x nicht komponentenweise gespeichert
werden

Wenn die entsprechenden Heapvektoren von b und x abgearbeitet bzw
 auf
gef

ullt worden sind ist ersterer neu zu belegen bzw
 das Ergebnis abzuspei
chern
 Dieser Zusatz sowie die eventuell besondere Situation im allerletzten
Zyklus machen im Wesentlichen den Mehraufwand aus

	  begin
blockreadmatrixfilea values!nmaxresult
blockreadcolumnfilea column!nmaxresult
hnnmaxnmaxnmax
if frach#E then izyklroundh
else izykltrunch
hnizykl mod nmax 
blockreadrowfileaaresult
k
ii
for i to izykl do
begin
blockreadrowfilea row!nmaxresult
 MatrixVektorMultiplikation f
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for lresult downto  do a row!la row!l
a row!aa
aaa row!result
for val count to result do
begin
xx
resetb vektorfilesize el
blockreadb vektorfileb values!nmaxresult
diffa row!val counta row!val count
if diff then
begin
incii
x!iixx
if iinmax or
iih and iizykl and val countresult then
begin
blockwritex vektorfilex!ii
ii
end
end
else
begin
je
for m to diff do
begin
inck
ja column!k
if j#jeresult then bbb values!jje
else
begin
repeat
incjeresult
blockreadb vektorfileb values!nmaxresult
until j#jeresult
bbb values!jje
end
xxxxa values!kbb
if kresult then
begin
blockreadmatrixfilea values!nmaxresult
blockreadcolumnfilea column!nmaxresult
k
end
end
incii
x!iixx
if iinmax or
iih and iizykl and val countresult then
begin
blockwritex vektorfilex!ii
ii
end
end  diff# 
end  for val count 
end  for i 
end
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Abb 	 Dreieckvernetzung
Dreieckelemente mit linearem Ansatz
Knotenpunkte zeilenweise
durchnummeriert
isym  
n nne nneo
 TB dieses und weitere Beispiele aus 	
 	 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Abb 
 L

angsschnitt
Autoinnenraum
Dreieck und Rechteckelemente
mit quadratischem Ansatz
Knotenpunkte zeilenweise
durchnummeriert
isym  
n nne nneo	
	 TB	
	      	
      
   	  
Abb  Statisches Fachwerk
Krantr

ager
Stabelemente
Knotenpunkte abschnittsweise
durchnummeriert
isym  
n nne nneo	
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Abb  Elliptische RWA
Ebenes Gebiet
mit

OnungLoch
Dreieck und Rechteckelemente
mit linearembilinearem Ansatz
Knotenpunkte in positiver
Umlaufrichtung durchnummeriert
isym  
n nne nneo
Abb  Elliptische RWA
Gebiet mit

OnungLoch
wegen Symmetrie
Viertelgebiet
Dreieck und Rechteckelemente
mit linearembilinearem Ansatz
Nummerierung der Knotenpunkte
zwecks g

unstiger Bandstruktur
isym  
n nne nneo
Abb  Elliptische RWA
Gebiet mit

OnungLoch
wegen Symmetrie
Viertelgebiet
geradlinige Elemente
mit quadratischem Ansatz
Nummerierung der Knotenpunkte
zwecks g

unstiger Bandstruktur
isym  
n	 nne nneo	
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Abb  Stimmggabel
Eigenfrequenzen u

Eigenschwingungs
formen
Dreieck und Rechteckelemente
mit linearembilinearem Ansatz
Nummerierung der Knotenpunkte
zwecks g

unstiger Bandstruktur
isym  
n nne	 nneo
Abb  Gabelschl

ussel
Deformation
einer Scheibe
Dreieck und Rechteckelemente
mit quadratischem Ansatz
Nummerierung der Knotenpunkte
zwecks g

unstiger Bandstruktur
isym  
n nne nneo	
Rechenzeitvergleiche am PC
Die Rechenzeitangaben erfolgen zwar mit Hunderstelsekunden aber durch Zeitschwan
kungen von ungef

ahr ' ist die Relevanz der Angaben von Nachkommastellen in
manchen F

allen entsprechend gemindert
 Die Matrixelemente sind vom GPF double

Anzahl der Blocktransfer
Rechenzeit tnmax in sec f

ur
f

ur A J bei
n nmax  nmax 
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Tab  Testbeispiel TB voll besetzte Matrix an n nne  n
	
 nmax  n
Blocktransfer und Rechenzeiten der Version  auf PC iPentium
 MatrixVektorMultiplikation f

ur sparse Matrizen 
Zwischen den Varianten nmax   	  sind keine signikanten Unterschie
de in der Rechenzeit d
 h
 der Filetransferaufwand ist fast der gleiche bei diesen
Blockgr

oen

Erstaunlich ist der Rechenzeitgewinn wenn die maximale Blockgr

oe nmax  
eingestellt ist
 Ein Grund f

ur das Abknicken der Zeitfunktion mit Erreichen dieser
Grenze wird in einer besonderen inneren Speicherkonstellation gesehen

Anzahl der Rechenzeiten der Versionen
nmax n
Blocktransfer
f

ur A J   
      min 
   
 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  
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 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  
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  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 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 
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
   
   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Tab 	 Testbeispiel TB voll besetzte Matrix an n nne  n
	
 nmax
Rechenzeiten in sec der Versionen  auf PC iPentium
Die Durchf

uhrung zul

assiger Testrechnungen zeigt dass sich insbesondere die Be
grenzung des Filetransfers g

unstig auf die Rechenzeit auswirkt
 Sobald noch eine
Partitionierung der Datenles f

ur I b x wegen zu kleinem Datenvektors im Heap
oder eine komponentenweise Verarbeitung von b x notwendig sind wirkt sich dies
mit erheblichen Zeitverlusten aus
 Letztere also Version  ist ungef

ahr  Mal lang
samer als Version  bei nmax   ca
  Mal
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n
tsec









     
nmax  
nmax  
	 n  	
nmax f



n
tsec








    
nmax  	
nmax  
nmax  
nmax  
Abb  Rechenzeiten tn in sec der Version  auf PC iPentium
f

ur nmax   
Auf Grund der mit wachsendem n auch quadratisch steigenden Anzahl der Block
transfer ver

andert sich die Komplexit

atsfunktion zu T n nmax  On
	
 nmax

Analoges Verhalten nden wir auch bei der Version 

Abb  Rechenzeiten tn in sec der Versionen  n 	 nmax und  n  nmax
auf PC iPentium f

ur nmax   
An den Stellen n nmax treten beim

Ubergang VV Sprungstellen auf die in
der Grak zumindest f

ur nmax  als vertikale Strecken zu erkennen sind
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
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Abb 	 Rechenzeiten tnmax in sec der Version  n 	 nmax auf PC
Die Gr

oe nmax des HeapVektors hat nur ganz geringe Auswirkung auf die Re
chenzeit bei kleinem n
 F

ur n   werden Zeitgewinne mit wachsendem nmax
deutlicher
 Auf den Knick wurde in der Bemerkung zur Tabelle 
 verwiesen

Abb 
 Rechenzeiten tnmax in sec der Versionen  n  nmax und
 n 	 nmax auf PC iPentium f

ur verschiedene n
Im ersten Abschnitt der Funktion tnmax ist eine st

arkere Abnahme zu verzeichnen

Der abfallende Verlauf ist insgesamt gut ausgepr

agt bei n	 siehe Tab
 
	 wie
auch f

ur nmax hier nur angedeutet
 Aber er verliert sich schnell mit kleiner
werdendem n
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Tab 
 Testbeispiele TB

 FEMMatrix an n
Rechenzeiten tn nmax in sec der Versionen  auf PC ASI
BP im Protected Mode von DOSOber 

ache gestartet
Es gilt t   f

ur n  	 und n 	 nmax Version 
 Die Zeiten der Versionen  und
 n

ahern sich an bei nmax  
 Bei festem n bleiben f

ur eine breiten Bereich von
nmax  nn die Zeiten bei V bzw
 V ann

ahernd konstant

 MatrixVektorMultiplikation f

ur sparse Matrizen 
Noch einige Bemerkungen zur Komplexit

atsfunktion T n nmax

Dabei sollen hier der Knick bei der Version  nahe nmax   sowie die Version 
auer Acht gelassen werden
 Wir haben die zwei grunds

atzlichen F

alle

  Testbeispiele TB


 FEMMatrix
Die Anzahl nne der NNE ist abgesehen von nne 	 n
	
unabh

angig von n
 Das
f

uhrt auf die Komplexit

at T nne nmax  Onne nmax

F

ur festes nmax ist T nne nmax  c
V
nne wobei sich der positive Parameter
c
V
f

ur die Versionen  und  unterscheidet
 Weiterhin hat die Struktur der
Matrix schon einen gewissen Ein uss z
 B
 durch den Umstand dass viele
Nullzeilen in der Matrix auftreten k

onnen

F

ur festes nne ist T nne nmax eine monoton fallende Funktion in nmax

Dabei geh

ort sie in der ersten Phase nmaxn zur Version  und hat einen
Verlauf

ahnlich zur Funktion    e
 nmax

 Im zweiten Abschnitt nmaxn
verh

alt sie sich wie eine allm

ahlich abnehmende lineare Funktion siehe auch
Abb
 


  Testbeispiel TB volle Matrix
Hier ist nnen
	

 Die Anzahl der Blocktransfer w

achst bei festem nmax qua
dratisch mit n
 Die Komplexit

at ist
T n nmax  On
	
 nmax  c n
	
 c
V
nmax c c
V
 

Die bisherigen Auswertungen basierten auf folgenden Gr

oen

Version  nmax  n
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Tab  Testbeispiel TB voll besetzte Matrix an n
Rechenzeiten tn nmax sec der Versionen  auf PC iPentium
 Speichern und Generieren von Matrizen
Sie lassen auf eine Funktion der Gestalt
T n nmax 

c

n
	
 c
V 
nmax bei Version 
c

n
	
 c
V 
nmax bei Version 
schlieen
 F

ur festes n ist in V nmax 	 n der Koezient c
V 
eine Funkti
on von nmax und anschlieend in V nmax  n der Koezient c
V 
 

T n nmax n  nmax in beiden Versionen liefert die kleinen Sprungstellen
in den Abb
 
 


In der Version  muss T n nmax mit wachsendem nmax gegen eine positive
Grenzfunktion T n quadratische Parabel streben

Falls nmax  nmax ist dann gilt T n nmax  T n nmax wobei bei fe
stem nmax  nmaxnmax und wachsendem nmax die Abst

ande zwischen
den Funktionswerten wegen dem Grenzwert immer kleiner werden
 Allein der
schon erw

ahnte Knick st

ort ein wenig dieses Konzept

Gegenstand der Untersuchungen waren Fragen der

okonomischen Speicherung f

ur
groe Matrizen und des Aufwands bei Zugri auf diese bei Speicherung im Zentral
speicher im Heap oder auf Dateien
 Das weitestgehende Ausnutzen des Heap er

onet
schon zus

atzliche M

oglichkeiten und bringt Aufwandseinsparungen

Auf spezielle Techniken zur Ausnutzung einer Band Block oder h

ullenartigen Struk
tur der Matrix ist nicht eingegangen worden
 Interessant sind in diesem Zusammen
hang auch Strategien der ungepackten oder gepackten Diagonalen die ausschlie
lich Diagonalen der Matrix mit NNE speichern und dabei die jeweilige Diagonale
komplett falls sie mehr als zu  mit NNE belegt ist oder kompakt bei nur wenigen
NNE im anderen Fall siehe 
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