Purpose: CT image reconstruction requires accurate knowledge of the used geometry or image quality might be degraded by misalignment artifacts. To overcome this issue, an intrinsic method, that is, a method not requiring a dedicated calibration phantom, to perform a raw data-based misalignment correction for CT is proposed herein that does not require redundant data and hence is applicable to measurements with less than 180 plus fan-angle of data. Methods: The forward projection of a volume reconstructed from a misaligned geometry resembles the acquired raw data if no redundant data are used, that is, if less than 180 plus fan-angle are used for image reconstruction. Hence, geometric parameters cannot be deduced from such data by an optimization of the geometry-dependent raw data fidelity. We propose to use a nonlinear transform applied to the reconstructed volume to introduce inconsistencies in the raw data that can be employed to estimate geometric parameters using less than 180 plus fan-angle of data. The proposed method is evaluated using simulations of the FORBILD head phantom and using actual measurements of a contrast-enhanced scan of a mouse acquired using a micro-CT. Results: Noisy simulations and actual measurements demonstrate that the proposed method is capable of correcting for artifacts arising from a misaligned geometry without redundant data while ensuring raw data fidelity. Conclusions: The proposed method extends intrinsic raw data-based misalignment correction methods to an angular range of 180 or less and is thus applicable to systems with a limited scan range.
INTRODUCTION
The reconstruction of artifact-free volumes in computed tomography (CT) requires, among other parameters, exact knowledge of the used system geometry. In particular, the spatial relationships of the focal spot, the detector and the rotation axis must be known exactly to avoid a degradation of image quality by misalignment artifacts, typically apparent by a blurring or duplication of anatomical structures and an overall degradation of image quality and spatial resolution. A variety of methods have been proposed to estimate the actual system geometry prior or simultaneously to image reconstruction. The available methods can be classified as either extrinsic or intrinsic calibration procedures. The former estimate the desired geometric parameters given a measurement of a calibration phantom containing structures with known geometric relations, for example, metal beads arranged along a helical path 1 or a variety of other configurations. [2] [3] [4] [5] However, it might be difficult to manufacture said phantoms with the required accuracy, for example, for nano-CT, and the methods cannot take gradual system changes, for example, anode degradation, into account without thorough recalibration. Intrinsic calibration methods on the other hand estimate the desired geometric parameters given the measured raw data themselves. In case of intrinsic algorithms, a variety of cost functions have been proposed in the literature optimizing either an image quality metric of the reconstructed volume, image entropy being the most popular one, [6] [7] the raw data fidelity of the resulting volume [8] [9] [10] or a raw data consistency measure. [11] [12] While the usage of image quality metrics might result in geometric parameters not resembling the actual system geometry, raw data-based methods performing a vast number of forward and backprojections require the acquisition of an angular range of at least 180 plus fan-angle, that is, of data with at least some redundant information, in case of a circular trajectory. This is caused by the fact that the forward projection of a reconstruction originating from an angular range of less than 180 plus fan-angle will resemble the used raw data whether the geometry used for reconstruction was misaligned or not, as no redundant data are available. Similar to a circular scan with a limited angular range, a variety of trajectories without or with only a very limited amount of redundant data are in use. A popular example is the rotate-plus-shift trajectory used to overcome the limited angular range of C-arm systems and to prevent a degradation of image quality by the resulting limited angle artifacts. 13, 14 Other examples of trajectories without or only limited redundant data include but are not limited to shifted detector scans with minimal overlap 15 or scans originating from laminography and tomosynthesis units. To overcome the lack of redundant data required for raw data-based geometry calibration methods we herein propose an intrinsic method for the estimation of geometric parameters employing prior knowledge of the objects under investigation. In particular, we assume that the objects are fully enclosed in air and illustrate that this assumption is sufficient to overcome the aforementioned issues of standard intrinsic, raw data-based calibration methods. Note that we will drop the reference to the fan-angle in the following sections for convenience.
MATERIALS AND METHODS

2.A. Misalignment correction without redundant data
Without loss of generality we will restrict ourselves to a flat detector cone-beam geometry in the following. Such a geometry can be fully described by seven parameters. Using the nomenclature proposed in the literature, 16 these seven parameters are as follows: R F denotes the source-isocenter distance, R D is the isocenter-detector distance, and u 0 and v 0 denote the pixel coordinates of the orthogonal projection of the focal spot onto the detector plane spanned by the axis u and v with pixel sizes kuk ¼ d u and kvk ¼ d v with N u Â N v pixels. Note that the detector axes are assumed to be orthogonal, that is, uÁv = 0, and that the pixel sizes are supposed to be known. Both conditions are usually satisfied as long as detector distortions are neglected. 17 The detector skew, slant, and tilt are described by the angles h, / and g, respectively.
A raw data-based geometry estimation could be achieved by iteratively solving
for Ω with X(Ω,Da) being the x-ray transform covering an angular scan range of Da employing the geometry X ¼ fR F ; R D ; u 0 ; v 0 ; h; /; gg. Throughout this paper, the xray transform is realized using a GPU-based implementation of Joseph's method. 18 The estimate to the reconstructed volume is denoted as f and q are the acquired polychromatic raw data. Obtaining Ω from Eq. (1) is only possible if Da ≫ p, as the forward projection of a volume reconstructed from only 180 or less of data always resembles the raw data, whether a misaligned geometry is used or not.
To overcome this issue, we propose to rather optimize
with T being a nonlinear transform of the estimated volume. Note that Eqs. (1) and (2) are evaluated over the complete detector. In the following T will be a thresholding of air, that is, air around the object is segmented using a threshold f Air and its values are forced to an attenuation coefficient of zero, respectively:
This methodology is based on two observations: First, a misaligned geometry increases the size of an object as parts of the object are erroneously projected into air. 19 Second, it was shown that inconsistencies in the raw data, for example, object motion, are encoded in changes of the attenuation coefficient in air and hence a segmentation might be required to prevent motion mitigation after phase-correlated reconstruction. 20, 21 That is, the forward projection of a volume reconstructed using a scan range of Da ≤ p will not resemble the raw data if a misaligned geometry is used and inconsistencies in air are introduced by a suitable nonlinear transform, herein a thresholding, prior to forward projection. Note that the choice of T is not limited to a segmentation but might be replaced by other nonlinear operations as long as these operations introduce valid prior knowledge to the volume. However, we use a fixed threshold of f Air ¼ À400 HU as it is straightforward to implement and reasonably fast. We will illustrate in Section 3 that the proposed method is not sensitive to the choice of this threshold.
As stated above, if an angular range of less than 180 is used, that is, there are no redundant data, the forward projection always yields the initial raw data, even if misalignment and/or motion are present. The volume is consistent with the raw data while artifacts might appear in the entire volume without disrupting the consistency. One can also argue that this is caused by the fact that the image reconstruction operator, that is, the filtered backprojection, is the (pseudo-)inverse of the measurement operator, that is, the forward projection operator. The reconstructed image is consistent with the raw data that were used for image reconstruction. This, however, is true only if the reconstructed image is stored on its full support before it undergoes forward projection. If one generates a sinogram with arbitrary or random entries and reconstructs that sinogram, the corresponding object may be much larger than the field of measurement of the assumed scanner. In those cases one would need to reconstruct a huge image and only then its forward projection would reproduce the initial sinogram entries. Misalignment, however, does not significantly enhance the object support which is why the proposed method works. Since the inverse operator only requires 180 of data to do the reconstruction a problem arises with data redundancy. For example, assuming 360 of data which can be interpreted as the sum of two acquisitions covering 180 each. While for each of these 180 sinograms, an image reproducing its sinogram can be reconstructed, the sum of the two images will not be able to reproduce each sinogram. Instead it will only be able to reproduce the average of both 180 sinograms. We iteratively solve Eq. (2) for Ω using the Nelder-Mead method, a derivative-free optimization method. 22 The forward projection X and the corresponding image reconstruction X À1 , that is, the filtered backprojection (FBP), are realized using a high-speed, GPU-based implementation (RayConStruct r -IR, RayConStruct GmbH, N€ urnberg, Germany). As solving Eq. (2) requires up to several hundreds of forward and backprojections, 7 an increase in computational performance might be achieved by using a hierarchical scheme. That is, a first estimate to Ω is obtained using a very coarse volume and appropriately rebinned raw data. At convergence the obtained estimate to Ω is used to initialize a consequent iteration that operates on a volume with higher sampling and appropriate raw data. This process is repeated until the intrinsic resolution of the system is reached. It thus is ensured that large variations in Ω, potentially requiring many iterations of the Nelder-Mead, are efficiently accounted for using coarse volumes. Finer variations are estimated using only a few time-consuming forward and backprojections of volumes at full resolution.
2.B. Simulations and measurements
To illustrate the capabilities of the proposed method for the misalignment correction in different geometries, two cone-beam CT setups will be evaluated in the following. In particular, monochromatic simulations of the FORBILD head phantom (http://www.dkfz.de/ct) at 70 keV are performed in the geometry of a Volume CT prototype (Siemens Healthcare, Forchheim, Germany). 23 In particular, the system provides a focus-isocenter distance of R was simulated and Gaussian noise was added corresponding to 50 HU in soft tissue. To simulate an unknown geometry based on the ideal one, the following geometric distortions were arbitrarily chosen: dX ¼ f5 mm; 5 mm; 5d u ; 5d v ; 0:5 ; 0:5 ; 0:5 g. A reconstruction with the disturbed geometry can be found in Fig. 3 .
All real-world experiments presented herein show a mouse administered with 100 lL of an iodinated contrast blood pool agent (ExiTron nano 12000, nanoPET Pharma GmbH, Berlin, Germany) and have been acquired using a novel, gantrybased high-throughput micro-CT. 24 All animal experiments were approved by the local committee on animal welfare (G-256/15). The used micro-CT is equipped with a Hamamatsu micro-focus x-ray source (L10951, Hamamatsu Photonics K. K., Shimokanzo, Iwata City, Japan) and a Dexela CMOS flat detector (Perkin Elmer, A Varex Company, Salt Lake City, USA) providing N u Â N v ¼ 3888 Â 3072 pixels with a pixel size of 74.8 lm. All images were acquired using a tube voltage of 60 kV and a tube current of 500 lA using the 4 9 4 binning mode of the detector resulting in a pixel size in the center of rotation of about 48 lm. A number of 1600 projections evenly distributed over 360 were acquired, resulting in a noise in soft tissue of about 75 HU. Thus, we can simulate arbitrary angular scan ranges used for geometry calibration or image reconstruction by using only a corresponding fraction of the acquired data. Initial geometric parameters as guess for optimization were chosen according to the mechanically specified geometry of the system. A corresponding reconstruction without any geometric calibration can be found in Fig. 4 .
RESULTS
The left side of Fig. 1 illustrates the fact that the forward projection of a volume reconstructed from less than 180 always reproduces the raw data, whether a misaligned geometry was used for reconstruction or not. In particular, the figure shows the cost function for the simulated head phantom given the simulated shift in u-direction of d u ¼ 5d u and for a case without misalignment. While the cost function values do not differ in case of the standard method, the cost functions used in the proposed method shows a defined minimum at 0 if no misalignment is present and a minimum at 5d u if a misalignment of d u ¼ 5d u is simulated. The right side of figure 1 illustrates the cost function of the proposed method in the simulated head phantom using different thresholds f Air . In particular, cost functions are shown for threshold values of À400 HU, À700 HU, and À1000 HU with the latter corresponding to a non-negativity constraint. While a decrease of the threshold from À400HU to À1000HU results in reduction of the cost function magnitude, the minimum and overall shape remains constant. This indicates that the proposed method is insensitive to the choice of f Air . Furthermore, Fig. 2 illustrates the cost functions of the standard method (solid) lines and the proposed method (dashed lines) for a variety of angular ranges, that is, for 90 , 140 , and 180 , using the misaligned head phantom as described above. As can be deduced from the figure, the standard method does not allow for an estimation of misalignment parameters if only an angular range of 90 and 140 are used, as these trajectories do not contain any redundant data. In case of 180 , however, even the standard method is capable of geometry estimation, as a small amount of redudant data is available, at least if the reconstruction uses a Parker weighting, as does the reconstruction used herein. In contrast, the proposed method is capable of geometry estimation even if a limited angular range of, for example, only 140 is provided. The estimation is possible for all angular ranges exceeding 90
, as the cost function collapses at this angular range, apparently as at least orthogonal projections are required. Hence, the proposed method can be used to estimate the geometry in scans with a limited angular range between 180 and 90 without any redundant information in case of a circular trajectory. Figure 3 shows several reconstructions of the FORBILD head phantom and Fig. 4 shows measurements obtained using a micro-CT. In each figure, the left two columns illustrate reconstructions obtained from 140 of data while the right two columns show reconstructions obtained from 360 of data. That is, in case of images denoted as "Reconstruction Medical Physics, 46 (1), January 2019 using 140 , Calibration using 140 " geometry estimation and image reconstruction have been performed using the same 140 of data. In case of "Reconstruction using 360 , Calibration using 140 ", the geometry estimation was again performed using only 140 of data but another 220 of data were added prior to reconstruction. These additional 220 use the geometry estimated from the 140 . This style of presentation was chosen as the reconstructions using only 140 of data might show a superposition of limited angle artifacts and misalignment artifacts and the result of geometry calibration might be difficult to observe. Reconstructions obtained by using 360 of data, however, do not show any limited angle artifacts and would allow observing misalignment artifacts more easily. In images denoted as "Reconstruction using 360
, Calibration using 360 ", geometry estimation and image reconstruction were performed using the same 360 of data. Thus, if only a system with a limited angular range of 140 would be available in practice, for example, a C-arm or a laminography unit, the only images that could be obtained are the ones denoted as "Reconstruction using 140
, Calibration using 140
". All other images employing 360 of information during either geometry estimation or reconstruction are only provided herein to allow for a more convenient comparison of the standard and proposed method and could not be acquired in practice.
In case of the FORBILD head phantom shown in Fig. 3 , reconstructions without any geometric calibration (third row, "Uncorrected") result in severe misalignment artifacts as can be seen from duplicated anatomical structures and the apparent loss of spatial resolution, in particular, visible in the inner ear, that is, in the porous structure on the left hand side of the phantom. Similar artifacts can be observed in the volume reconstructed with a geometry estimated using the reference method for an angular range of only 140 . This is due to the fact that the forward projection according to Eq. (1) reproduces the raw data and no estimate of Ω can be obtained. On the other hand, the reconstructions obtained using a geometry estimated by the proposed method for 140
show no misalignment artifacts. If an angular range of 360 is used for geometry estimation, both methods show identical results, as expected, as the redundant data can be exploited to obtain an accurate estimate of Ω (middle and right column).
Similar to Fig. 3 , the results for measurements of a mouse using a high-throughput micro-CT are presented in Fig. 4 . As the ground truth geometry of the system is not known the corresponding reconstruction, also shown in the figure (third row, "Ground Truth"), is the result obtained using the geometry estimated by the reference method employing an angular range of 360
. Reconstructions using the assumed geometry of the system without any geometric calibration (third row, "Uncorrected") show severe misalignment artifacts. Image quality is degraded by duplicated anatomical structures, most prominently visible at the ribs, a distortion of the vasculature, best seen in the vessels in the lung, and a general loss of spatial resolution. Reconstructions using a geometry obtained by the reference method and only using an angular range of 140 result in similar artifacts, as no redundant data are present to allow for an estimation of Ω. Using the proposed method and 140
shows no misalignment artifacts, as the lack of redundant data is overcome by introducing inconsistencies, , all geometry correction methods result in volumes without misalignment artifacts (second and fourth column). While not shown in Fig. 4 , the reduction of misalignment artifacts can not only be observed in axial slices but also in the corresponding sagittal and coronal slices, as the image quality is improved throughout the complete volume.
DISCUSSION AND CONCLUSION
We herein presented a method performing a raw databased estimation of geometric parameters for scans acquired with an angular range of only 180 or less and other nonredundant CT trajectories. 13, 14 The proposed nonlinear volume transformation is not limited to a threshold as long as this operation introduces reasonable prior knowledge. For example, in case of the head phantom shown in Fig. 3 , a restriction of the reconstruction to a limited number of materials would be sufficient as well but is not applicable to real data. The proposed method including the threshold can be easily implemented into existing systems and might be combined with a potential iterative reconstruction to simultaneously estimate a volume and the corresponding geometry or to account for limited angle artifacts for trajectories with less than 180 , for example, for C-arm systems or laminography units. The method was illustrated using simulations of the FORBILD head phantom and its real-world applicability was demonstrated using a dataset of a contrast-enhanced mouse acquired with a micro-CT. Given the fact that the proposed method is based on prior knowledge, that is, air is known to be zero, limits the algorithm to objects that are fully enclosed in air. This prohibits the usage of the algorithm for truncated objects, as long as these objects are not homogeneous or no other nonlinear operation is used for T in Eq. (2). We furthermore assumed herein that the geometry is not view dependent, that is, that the geometry is constant over the entire scan what might not be true in case of, for example, C-arm systems that are subject to gravity-induced mechanical flex during rotation. 25 However, it was shown for the reference method in Eq. (1) that a view-dependent estimation of parameters might be possible. 9 The evaluation of the proposed method in this scope might be a topic of future research. Compared to other misalignment correction methods, in particular compared to such optimizing a raw data consistency measure, the runtime of the proposed method is orders of magnitude higher. However, the used hierarchical scheme complemented with GPU-based implementations of the forward and backprojection allows for the geometric calibration of measurements within minutes. This enables the correction of misalignment artifacts in systems with a limited angular range while ensuring raw data fidelity.
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