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Abstract
The SternheimerGW software uses time-dependent density-functional perturbation theory to evaluate GW quasi-
particle band structures and spectral functions for solids. Both the Green’s function G and the screened Coulomb
interaction W are obtained by solving linear Sternheimer equations, thus overcoming the need for a summation over
unoccupied states. The code targets the calculation of accurate spectral properties by convoluting G and W using a full
frequency integration. The linear response approach allows users to evaluate the spectral function at arbitrary electron
wavevectors, which is particularly useful for indirect band gap semiconductors and for simulations of angle-resolved
photoelectron spectra. The software is parallelized efficiently, integrates with version 6.3 of Quantum Espresso, and
is continuously monitored for stability using a test farm.
Keywords: first-principles calculations, many-body perturbation theory, solid state physics, linear response
Program Summary
Program Title: SternheimerGW
Licensing provisions: GNU General Public License v3.0
Programming language: Fortran 2003
Nature of problem: The lack of the exchange-correlation
discontinuity in density-functional theory (DFT) leads to a
systematic underestimation of the band gap between con-
duction and valence states. Many-body perturbation theory
in the GW approximation provides an effective solution to
this problem, as well as other limitations faced by DFT
in the description of electronic excitations. However, the
GW method comes with its own set of limitations: (i) The
perturbation of the system is typically expressed in terms of
the unoccupied states, and achieving numerical convergence
with respect to these states is often cumbersome. Since the
underlying DFT codes rely only on the occupied states, their
default behavior is often ill-suited to provide a sufficient
amount of empty states. Combined with the large number
of parameters that need to be converged, this limits the use
of GW codes by non-expert users and automatic scripts. (ii)
Currently, GW codes require that a homogeneous k-point
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mesh is used in the calculation. Hence, features close to
the band edges are often only accessible via prohibitively
expensive dense k-point meshes or interpolation techniques.
(iii) To evaluate the frequency convolution of the Green’s
function G and the screened Coulomb interaction W, many
current GW calculations rely on approximations such as the
plasmon-pole approximation, the analytic continuation, or the
contour deformation. The relative merits and accuracy of the
various approximations are not fully understood.
Solution method: In SternheimerGW, we address (i) by
replacing the summation over unoccupied states with a linear
response equation. The solution depends on the occupied
states only, and it employs linear response algorithms already
provided by the Quantum ESPRESSO suite to compute
phonons and related properties. As an additional benefit,
transforming the problem in a linear response equation
removes the restriction to homogeneous k-point meshes (ii),
so that the GW self-energy for any arbitrary point can be
evaluated. Finally (iii), we provide the possibility to perform
a full frequency convolution along the real frequency axis.
This feature can serve as a benchmark for approximate
integrations using models or analytic continuation.
Preprint submitted to Computer Physics Communications December 11, 2018
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1. Introduction
Kohn-Sham density function theory (DFT)3–5 is a
powerful and extremely popular formalism for study-
ing the total energy of an interacting electron sys-
tem in its ground state. When used in the study of
electronic excitations, such as the calculation of elec-
tron band structures and wavefunctions, DFT exhibits
some well known deficiencies, for example the lack of
the exchange-correlation discontinuity in the exchange-
correlation potential,6,7 which leads to an underestima-
tion of the band gap in insulators, and the excessive de-
localization of d and f electrons. Applying many-body
perturbation theory corrections in the GW approxima-
tion8,9 allows one to correct some of these deficiencies
using the non-local and frequency-dependent electron
self-energy Σ(ω). Early numerical implementations of
this method demonstrated an improved band gap for di-
amond10,11 and similar improvement were subsequently
shown for other typical semiconductors.12,13 Since then,
GW has been used to accurately describe the band gaps
for a variety of systems ranging from solids to interfaces
and molecules.14–17 It yields accurate band offsets18,
defect energies,19 and improved effective masses.20 Re-
cent developments focused on the self-consistency of
the GW method for molecules21–23 and solids,24 as well
as total energy calculations.25,26
More recent developments of the GW method relate
to photoelectron spectroscopy. Progress in high-energy
resolution angle-resolved photoelectron spectroscopy
(ARPES) had led to a renewed interest in the spec-
tral function of materials, in particular the signatures
of electron correlations and bosonic excitations. These
features were originally examined for the homogeneous
electron gas,9,27–30 but have recently been investigated
both experimentally and theoretically for charge carriers
in semiconductors coupling to plasmons,1,31–43 Fro¨hlich
polarons44–55 or hybridizations of these excitations.56,57
While theGW approximation does produce satellite fea-
tures in the spectral function, their strength is overes-
timated and their energy is blue-shifted.27–29,32,58 This
mismatch is intrinsic to the GW approximation and can-
not be overcome by self-consistency.23,41,59,60 Neverthe-
less, the GW spectral function can provide a starting
point for the cumulant expansion, in which the satel-
lite and quasiparticle spectral function are convoluted
and the position and weight of the satellite features are
corrected.14,54,61–67
At present, there are two major limitations to ob-
tain accurate spectral functions with the GW approxi-
mation. First, the frequency dependence of the screened
Coulomb interaction is commonly approximated by a
Dirac delta function in the plasmon-pole model.12,68,69
To increase the accuracy, more recent approaches em-
ploy an analytic continuation70–72 or contour deforma-
tion.73–75 A detailed assessment of the accuracy of these
techniques is still lacking and may prove crucial for re-
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(iii) Following the arguments presented in Secs. IV and V
and summarized in Sec. VI, the only justifiable consistent
connection of the ab initio GW input and cumulant expansion
can be established on the level of the G0W0 self-energy
combined with the second-order cumulant. Otherwise, un-
controllable overcounting effects may be encountered. This
GW + C procedure yields for quasiparticles in the Bloch states
in the nth band
C
>
<
k,n(t) = −
∫ ∞
μ
μ
−∞
dω′
∓ 1
π
Im	
>
<
k,n(ω′)(
ω′ − 0k,n
)2 [1 − e−i(ω′−0k,n)t]
− i[Re	><k,n(0k,n)− ivxck,n]t. (69)
Here the upper and lower symbols refer to electron and hole,
respectively, and 	
>
<
k,n(ω′) is the full G0W0 quasiparticle self-
energy satisfying ∓Im	><k,n(ω′) > 0. The second term on the
RHS of (69) follows from Kramers-Kronig relations applied
t the linear t t rm of C
>
<
k,n(t) from which vxck,n of Eq. (28) is
subtract d if the unperturbed |k,n〉 and 0k,n are the KS states
a d eigenenergies, respectiv ly. Calculations of the ultrafast
phenomena involving quasiparticl propagators should use
this nonasymptotic form of the cumulants [33,34,44]. If the
first term on the RHS of (69) is treat d separately from the
other terms, th fa tor ±iη may be added ad hoc into the
denominat r in order to remove spurious ivergences from the
expressions fo satellite spectra.
(iv) Calculat ons of the quasiparticle spectra for compar-
ison with the results of st ady-state measurements (e.g., cw
photo missi n) may use the simpler lo g-time limit of (69)
based on the ansatz used i (50). This enables carrying out
the analytic l treatment much farther and leads to the spec-
trum (68), whose practical imple entation is demons rated in
Sec. VIII.
FIG. 3. Spectral function of silicon (in eV−1 units) evaluated using (a) the G0W0 approximation, (b) the G0W0 + cumulant (G0W0 + C)
approach, (c) DFT-LDA, and (d) the plasmonic polaron model (PPM). For comparison, we report in panel (c) a replica of the DFT-LDA band
structure redshifted by the plasmon energy ωpl (ωpl 
 16.6 eV for silicon). All energies are relative to the Fermi level.
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Figure 1: Examples of recent calculations performed with the SternheimerGW code. a) Spectral function of silicon (eV−1) using the GW +
cumulant expansion approach. Reproduced with permission from Ref. 1. b) Comparison of the LDA and GW Fermi surfaces of bulk NbS2 near
the Γ (blue and green) and the K point (red). Reproduced with permission from Ref. 2.
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liable calculations of quasiparticle lifetimes.76,77 Sec-
ondly, most GW implementations rely on a summa-
tion over the empty Kohn-Sham states.12 This requires
a very accurate description of the unoccupied subspace
and therefore imposes additional constraints on the con-
struction of pseudopotentials. Furthermore, converg-
ing the eigenvalues occasionally demands the inclu-
sion of a considerable number of empty states78–80, and
the convergence with respect to these states is interde-
pendent with other convergence parameters.79,81 To ad-
dress these issues, several techniques have been pro-
posed82–87 which improve the rate of convergence of
the summations. However, some of these methods in-
troduce additional convergence parameters. Alterna-
tively, one can obtain the dielectric matrix in density-
functional perturbation theory88,89 by solving linear
Sternheimer equations.90 This approach has been subse-
quently optimized by iterative diagonalization to deter-
mine the most significant eigenvalues91–93 or employing
an optimal representation of the polarization.94,95 One
can extend this approach, so that both the Green’s func-
tion G and the screened Coulomb interaction W can be
obtained by solving linear response equations.94,96 This
approach is referred to as the Sternheimer GW method
and has been successfully applied to large systems with
a single k point.94,95,97
In this work, we develop an implementation for solids
building on the methodology described in Ref. 96 and
98. Our implementation, called SternheimerGW, fea-
tures the plasmon pole model, the analytic continuation,
as well as the real frequency integration on the same
footing, and is therefore suitable to assess the accu-
racy of these techniques. The frequency dependent self-
energy allows us to access spectral properties from first
principles.77 Two illustrative examples of the applica-
tion of SternheimerGW are shown in Fig. 1. In Fig. 1a
we show the complete wavevector-dependent spectral
function of silicon. For these results the frequency-
dependent self-energy obtained with SternheimerGW
is used as a starting point for a cumulant expansion,
to obtain both quasiparticle band structure and plas-
mon replicas with the correct energy and intensity.1,40 In
Fig. 1b, we show the use of SternheimerGW to evaluate
the Fermi surface of the transition metal dichalcogenide
NbS2.2 In this system, the change of density of states at
the Fermi energy due to many-body perturbation theory
corrections is important to obtain more accurate predic-
tions for the superconducting transition temperature.99
2. Description of the code
2.1. Kohn-Sham reference system
To evaluate the many-body perturbation correction,
we start from an unperturbed reference system within
Kohn-Sham density functional theory. The important
ingredients of this reference system for our calcula-
tion are the exchange-correlation potential Vxc and the
Kohn-Sham Hamiltonian Hˆk along with its eigenvalues
εnk and wavefunctions φnk(r). Here n is a band index, r
is the position vector, and k a Bloch vector in the Bril-
louin zone of the crystal. We employ a planewaves basis
set, and express the wavefunction φnk(r) in terms of the
expansion coefficients unk,G:
φnk(r) =
1√
Ω
∑
G
unk,G exp
[
i(k + G) · r] , (1)
where G denotes reciprocal lattice vectors and Ω is the
volume of the unit cell. In a planewaves basis only the
kinetic energy part of the Hamiltonian and the non-local
part of the pseudopotentials are represented in recipro-
cal space; the local Kohn-Sham potential is applied in
real space via a fast Fourier transform.
2.2. Green’s function
From the Kohn-Sham Hamiltonian, we obtain the
electronic Green’s function, which is one of the ingredi-
ents to evaluate the GW self-energy. The Green’s func-
tion is given by the linear equation:
∀k,G′ LGk (ω) GGG′ (ω) = −δGG′ . (2)
Here, ω is a complex frequency, chosen to satisfy the
time ordering, LG is the linear operator for the Green’s
function:
LGk (ω) = Hˆk − ~ω , (3)
and δGG′ is the Kronecker δ. Most GW codes expand
Eq. (2) in the basis of the eigenstates of the Hamilto-
nian and solve it by summing over many unoccupied
states. In contrast, in SternheimerGW we utilize an it-
erative Krylov subspace solver100 to explicitly find the
solution to the linear equation (2). We employ the fact
that shifted linear problems described by the linear oper-
ator LG differing only in the frequency ω span the same
Krylov subspace. This property allows us to solve the
linear problem for all frequencies at the computational
complexity of a single frequency.
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2.3. Dielectric matrix
The dielectric matrix of a system can be evaluated
from the electron density response to a planewave per-
turbation:
q,GG′ (ω) = δGG′ − ∆nq,GG′ (ω) , (4)
where ω is the frequency. The calculation of the den-
sity response is performed by starting from the linear
variation of the wavefunctions in real space, and then
carrying out a Fourier transform into reciprocal space:
∆nq,rG′ (ω) = 2
1
Nk
occ.∑
nk,±
u∗nk,r∆unk+q,rG′ (±ω) , (5)
where the factor 2 accounts for the spin degeneracy and
we are assuming a uniform grid of Nk k-vectors in the
Brillouin zone. The change of the wavefunction coeffi-
cients is obtained from the Sternheimer equation, which
can be written as:
∀nk,G LCk+q
(εnk+q
~
+ω
)
∆unk+q,GG′ (ω) = δunk,GG′ . (6)
Since the linear operator of the Coulomb response,
LCk (ω) = Hˆk − ~ω + Pˆocc, (7)
is very similar to the one for the Green’s function (3),
the same Krylov subspace solvers can be employed.
The only difference with respect to (3) is that now we
have an additional projector on the occupied states Pˆocc;
this term improves the condition number of the linear
operator. The right-hand side of (6) is given by a Fourier
transform of:
δunk,Gr′ =
(
1 − Pˆocc)eiG·r′unk,r′ , (8)
and describes a driving field corresponding to a periodic
perturbation.
2.4. Correlation self-energy
For the correlation self-energy, we combine the
inverse of the dielectric matrix with the truncated
Coulomb potential (see Sec. 2.6):
W¯q,GG′ (ω) = vq+G
(
−1q,GG′ (ω) − δGG′
)
, (9)
where W¯ is the correlation part of the screened Coulomb
interaction. To overcome numerical issues associated
with the inversion of the dielectric matrix for q ≈ 0,101
we evaluate that element for a small but finite q102 and
set the off-diagonal elements to zero if q + G = 0 or
q+G′ = 0.103 Subsequently, we perform a Fourier trans-
form of G and W¯ to real space, because the self-energy
can be expressed as a product there:
Σck,rr′ (ω) =
∑
ω′q
αwω′wq
2pi
Gk−q,rr′ (ω′)W¯q,rr′ (ω′ − ω) .
(10)
wq and wω′ are weights for q and ω integration respec-
tively. The factor α depends on whether the frequency
integration is performed along the real axis (α = i) or
along the imaginary axis (α = −1). We transform the
resulting self-energy back to reciprocal space to evalu-
ate the expectation values with the Kohn-Sham wave-
functions.
2.5. Exchange self-energy
To evaluate the exchange self-energy, we evaluate the
Fock potential by summing over all occupied wavefunc-
tions:
Σxk,GG′ = −
occ.∑
nq,G′′
wnk−q
Ω
u∗nk−q,G′−G′′unk−q,G−G′′vq+G′′ ,
(11)
where the weight wnk−q contains the weight of the q in-
tegration. The Coulomb potential is truncated as de-
scribed in the following section.
2.6. Truncation
Owing to the long-range nature of the Coulomb po-
tential, the Fourier transform of this quantity diverges
for small arguments q → 0, leading to instabilities in
the convergence with respect to the grid in the Bril-
louin zone. Furthermore, when describing systems of
reduced dimensionality, such as slabs or nanowires, it is
advantageous to truncate the Coulomb potential along
the non-periodic direction in order to avoid spurious in-
teractions between periodic images. In order to address
these issues, it is common practice to truncate104–106 the
Coulomb potential at a certain distance. This approach
yields a Fourier transform with a finite value in the limit
q → 0. In SternheimerGW, we implement three dif-
ferent truncation schemes: First, one can truncate the
Coulomb potential at a distance Rcut (spherical trunca-
tion) resulting in a potential:
vq =
e2
4pi0
4pi
q2
[
1 − cos(qRcut)] . (12)
Secondly, one can truncate the Coulomb interaction at a
height zcut (slab truncation), which yields the following
potential:104
vq =
e2
4pi0
4pi
q2
[
1− exp(
√
q2x + q2yzcut)
]
cos(qzzcut) . (13)
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Lastly, one can truncate the Coulomb interaction in the
Wigner-Seitz supercell.106 In this latter case, since an
analytic expression for the potential is not known, we
tabulate the results of the truncation and look up the val-
ues for the relevant vectors as necessary.
2.7. Analytic continuation
Quantities such as the dielectric matrix and the self-
energy exhibit significant structure along the real axis,
for example due to electron-hole excitations. In order to
improve numerical stability and accuracy, it can be ad-
vantageous to evaluate quantities along the imaginary
axis and perform an analytic continuation to the real
axis. In SternheimerGW, there are two levels where
such an analytic continuation may be employed. On the
one hand, one can evaluate the dielectric function on the
imaginary axis, perform an analytic continuation to the
real axis, and subsequently convolute it with the Green’s
function according to Eq. (10). On the other hand, one
can resolve the convolution along the imaginary axis,
thereby obtaining a self-energy at imaginary frequency
values. The self-energy at real frequencies is then ob-
tained via analytic continuation. To perform the ana-
lytic continuation, one can use a Pade´ expansion107 or
the adaptive Antoulas-Anderson (AAA) algorithm.108
In general, determining the Pade´ approximant using a
continued fraction expansion suffers from numerical in-
stabilities, since a very high precision (number of signif-
icant digits) is required. In contrast, the AAA algorithm
relies on a singular-value decomposition, and it refines
iteratively the data points used to construct the approx-
imant, until the largest deviation falls below a specified
threshold.
2.8. Spectral function
The spectral function is related to the imaginary part
of the retarded Green’s function:
Ak,GG′ (ω) = −1
pi
Im
(
Gk,GG′ (ω)
)
, (14)
and represents a k-resolved many-body density of
states. Since the Green’s function is the resolvent of
the many-body Hamiltonian, this leads to:
Ak,GG′ (ω) = −1
pi
Im
(
~ω−Hk − Σxck (ω) + Vxck
)−1
GG′
. (15)
Approximating the GW wavefunctions by their Kohn-
Sham counterpart φnk(r), the diagonal part of the spec-
tral function in the Kohn-Sham basis can be expressed
as:
Ank(ω) =
−ImΣcnk(ω)
pi
∣∣∣∣~ω − εnk − Σxcnk(ω) + Vxcnk∣∣∣∣2 . (16)
The peaks of the spectral function correspond to the
quasiparticle eigenvalues. Linearizing the equation in
the vicinity of the eigenvalue εnk results in the follow-
ing quasiparticle eigenvalue:
εQPnk = εnk + Znk
(
ReΣxcnk(εnk/~) − Vxcnk
)
, (17)
where Znk = 1 − ~−1Re(∂Σcnk/∂ω).
base pw lrmods util vendor
data algebra parallel timing fft
algo analytic grid io linearsolver mesh nscf reorder setup symmetry teardown truncation
phys exch green corr coul postproc matrix el
main test-suite
.‹S›GWT E R N H E I M E R
Figure 2: Multitier architecture of the SternheimerGW code. The lowest tier includes external libraries as well as a utility package. The packages
written in italic are not distributed with the SternheimerGW code and require the Quantum ESPRESSO software. In the data tier, we implement
wrappers to these libraries. We combine these packages in the algo tier to provide the necessary data structures and algorithms, which are used in
the phys tier to solve the physical problem. The highest tier interacts with the user and is used for testing the program. Arrows indicate dependencies
within the same tier.
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2.9. Software design
Architecture. In Fig. 2, we illustrate the multitier ar-
chitecture of SternheimerGW. The code builds on
functionality provided by the Quantum Espresso soft-
ware package109,110 and provides additional functional-
ity handling low-level operations in the data tier. On top
of this layer, we have an algo tier handling the interface
with Quantum Espresso. The algo tier also provides in-
tegration grids, linear solvers, Coulomb truncation, and
analytic continuation functionalities. In the phys tier, we
evaluate the GW self-energy and matrix elements, em-
ploying the functionality of the lower lying tiers. The
highest tier provides the user interface and the infras-
tructure for testing the software.
User input. The typical approach for specifying the
user interface of a code requires that changes to in-
put variables are manually translated into an update of
the documentation. As this scheme poses the risk that
the documentation becomes outdated, we employ an in-
verse scheme in SternheimerGW. The core file control-
ling the user input is a human- and machine-readable
YAML file documenting all input variables (see exam-
ple in Fig. 3a). Starting from the documentation, we
run a script to generate the Fortran file that processes
the input file (Fig. 3b). As a consequence, introducing a
new input variable requires an update of the documenta-
tion. This strategy allows us to make sure that the code
Table 1: Combined code coverage of integration and unit tests, i.e.,
the fraction of F90 lines and subroutines of the code that are executed
at least once by the test set. The higher tiers are covered exclusively
by the integration tests; for the lower tiers unit tests play a large role.
main phys algo data
F90 lines
integration tests 100.0% 92.1% 70.3% 31.4%
unit tests 0.0% 0.0% 41.3% 74.3%
combined 100.0% 92.1% 86.7% 92.3%
subroutines
integration tests 100.0% 97.3% 64.6% 30.0%
unit tests 0.0% 0.0% 53.3% 80.0%
combined 100.0% 97.3% 87.7% 93.3%
and the documentation are always in sync. Furthermore,
we process the YAML file to generate the online docu-
mentation of SternheimerGW (Fig. 3c) on the website
http://sternheimergw.org.
Continuous integration and testing. To ensure the long-
term stability of the code and its alignment with the
Quantum Espresso suite, we employ two techniques.
First, we examine whether the code compiles and re-
produces a set of reference results using a buildbot test
farm.111,112 These integration tests involve 12 differ-
ent calculations to check most of the functionality of
SternheimerGW. Secondly, we perform unit testing of
some individual packages of the code, by benchmarking
gw_input:
num_band:
type: integer
default: 0
description: Number of bands for which the GW correction is evaluated. Note that it has to
be larger than the number of occupied states so that the Fermi energy can be calculated.
MODULE gw_input_module
TYPE gw_input_type
INTEGER :: num_band = 0
END TYPE gw_input_type
CONTAINS
! logic to read input file, broadcast the
! results and store them in a gw_input_type
END MODULE gw_input_module
a)
b) c)
Figure 3: Automatic generation of the user-input logic in SternheimerGW: a) The gw input.yml file defines which input variables are used in
SternheimerGW along with their type, default value, and a description. b) A script processes the YAML file to generate a Fortran file containing a
type with all input variables and the logic to read them. c) The YAML file is also processed to generate the description of the input variables on the
website http://sternheimergw.org.
6
432 1,730 6,910
1
4
16
num. CPU
sp
ee
du
p
W
Σc
total
384 1,540 6,140
1
4
16
num. CPU
sp
ee
du
p
W
Σc
total
a)
b)
Figure 4: Parallel efficiency of the SternheimerGW code for the
screened Coulomb interaction W (red), the correlation self-energy Σc
(blue), and the whole code (gray) using a) pool parallelization and
b) image parallelization. Measured for a bulk calculation of MgO
on MareNostrum 4, BSC-CNS (Spain) with converged parameters as
listed in Table 3.
the parallelization, the algebra, the analytic continua-
tion, the linear solver, and the input/output (io) package
independently from the rest of the code. For the unit
testing, at variance with the tests of the complete code,
we compare our implementation with analytic results.
The unit tests are implemented in the pFUnit frame-
work.113 Overall, all these tests cover at least 80% of
the code in each tier (see Table 1).
2.10. Parallelization
GW calculations are computationally much more de-
manding than Kohn-Sham DFT calculations. To allow
for a reasonable time to solution, we employ two dif-
ferent parallelization levels in SternheimerGW. As we
inherit the distribution logic from Quantum Espresso,
Table 2: Comparison of the band gap of a selected set of materials
with reference results from the literature. All values are given in eV.
Numerical parameters used for the calculations are listed in Table 3.
Present Ref. 114 Ref. 115 Ref. 116 Ref. 117
BN 6.27 6.10 6.20 6.19
C 5.53 5.50 5.62 5.62 5.59
CdS 2.20 2.06 2.18 2.31
GaAs 1.23 1.30 1.31 1.21 1.10
Ge 0.78 0.75 0.63 0.50
MgO 7.13 7.25 7.17 6.71 7.08
Si 1.17 1.12 1.11 1.26 1.17
we refer to these levels as pool and image paralleliza-
tion. In Fig. 4, we compare the performance of these
parallelization levels for a bulk system of MgO for dif-
ferent parts of the code. With the pool parallelization,
we distribute different k or q points to different proces-
sors. This method is very efficient for both G and W,
if the number of these points is a multiple of the num-
ber of CPUs. The image parallelization distributes G
vectors used in the linear response and Fourier trans-
form to different CPU. For the calculation of W, this
parallelization is very efficient because the solution of
the linear-response equation for each G vector is inde-
pendent of the other G vectors. When evaluating Σc the
speedup of this parallelization saturates when the num-
ber of grid points along the z axis reduces to one per
CPU. The benefit of the image parallelization is that it
reduces the memory footprint of the code.
3. Examples
3.1. Benchmark results
To assess the accuracy of SternheimerGW, we verify
the implementation by comparing to reference calcula-
tions from the literature.114–117 We use seven reference
systems in the diamond (C, Si, and Ge), the zincblende
(BN, CdS, and GaAs), or rocksalt structure (MgO). All
lattice constants are taken from Ref. 114, except for that
of Ge which is from Ref. 120.
The DFT ground state calculation was run with Quan-
tum ESPRESSO v6.3 using a 12 × 12 × 12 k-point
mesh and the PBE exchange-correlation potential.121
The pseudopotentials are verified according to the ∆-
test;122 as a compromise between speed and accuracy,
we employ the ONCV123 pseudopotentials from the
SG15 library118 for compounds not including d elec-
trons, and the stringent pseudopotentials v0.4 from
pseudo-dojo.org119 otherwise.
In Table 2, we present the comparison between the
reference calculations and the results obtained with
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Table 3: Convergence parameters used in the calculation of the GW corrections reported in Table 2: The pseudopotentials (PP) are from the SG15
library 118 or the stringent ones from pseudo-dojo.org; 119 the energy cutoffs are employed for the DFT self-consistent field cycle (scf), the
exchange (x) or the correlation (c) self energy; the integration grids for the self-energy and the density response are homogeneous grids with Nq
and Nk points; the coarse frequency mesh for W are obtained from a (Nω − 1)-node Gauss-Laguerre quadrature along the imaginary axis including
the origin, and extending up to ~ωˆ; and the dense mesh for W as well as the coarse one for Σ are automatically constructed by the code. The row
with the dagger contains the loose values used for the convergence test and the row with the asterisk is used for the convolution along the real
frequency axis.
energy cutoffs (Ry) coarse, W dense, W coarse, Σ threshold
material PP Escfcut E
x
cut E
c
cut N
1/3
q N
1/3
k Nω ~ωˆ (eV) Nω ~ωˆ (eV) Nω ~ωˆ (eV) tW tG
BN SG15 60 50 40 8 8 31 104 80 320 20 150 10−4 10−5
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Figure 5: Convergence of the band gap of BN in the zincblende structure with respect to various convergence parameters in SternheimerGW. The
quantity ∆Egap indicates the difference between the band gap with a given set of input parameters and the fully converged value Egap = 6.27 eV.
The blue line is obtained by varying one parameter at a time, while keeping the remaining parameters to loose values. The red line corresponds to
calculations with the remaining parameters being set to stringent values. See section 3.2 for a detailed discussion of all parameters and Table 3 for
the loose and stringent values used in the calculation.
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SternheimerGW v0.15. The SternheimerGW calcula-
tions were converged using the algorithm described in
Sec. 3.2 resulting in the parameters listed in Table 3.
Overall, we find that our results agree well with the lit-
erature, within an error bar of 0.1 eV usually quoted in
the literature for GW calculations.
3.2. Converging a GW calculation
Predictive GW calculations require the convergence
of several numerical parameters. An efficient strategy is
required to obtain these values at a reasonable compu-
tational cost. In order to tackle this multi-dimensional
optimization, a possible strategy is to keep all conver-
gence parameters at a loose setting, and only focus on
the convergence behavior of a single parameter. To de-
termine reasonable values for the loose setting it is a
good strategy to focus on parts of the calculation that
can be evaluated separately from the rest. First, one con-
siders the exchange contribution to the GW self-energy,
which is the most challenging quantity to converge in
SternheimerGW, but at the same time its calculation is
significantly less demanding than the correlation part.
The analysis of the exchange self-energy yields esti-
mates for the wavefunction cutoff Escfcut used in the DFT
calculation (Fig. 5a), the exchange cutoff Excut (Fig. 5b),
and the number Nq of points in the q-point grid used
to evaluate the Brillouin-zone integrals (Fig. 5c). The
wavefunction and the exchange cutoff are somewhat in-
tertwined, and occasionally the former needs to be in-
creased to allow for convergence of the latter. Secondly,
we investigate the convergence of the head of the dielec-
tric function (q = 0 point) with respect to the number of
k points Nk (Fig. 5d) and the coarse frequency mesh
Ncoarseω,W used for the analytic continuation (Fig. 5e).
Guided by the initial studies of the exchange self-
energy and the dielectric matrix, we construct the loose
setting for the convergence study. In general, we will
choose the smallest possible values in the smooth re-
gion of convergence. For the correlation, we need to set
three further numerical parameters: For the dense fre-
quency mesh Ndenseω,W (Fig. 5f), we choose a mesh twice
as dense as the coarse mesh; for the correlation cutoff
Eccut (Fig. 5g), we select typically a third of the value
used for the exchange self-energy; and we use just two
frequencies Ncoarseω,Σ = 2 (Fig. 5h) to perform the ana-
lytic continuation of the correlation self-energy from the
imaginary to the real frequency axis.
With the constructed loose mesh, we then perform the
convergence study individually increasing every single
one of the parameters until the quasiparticle energies of
interest are converged. The advantage of this strategy
is that the computational cost of the complete conver-
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Figure 6: Spectral function of silicon along high-symmetry directions in the Brillouin zone. Results are obtained with full-frequency integration
along the imaginary axis. For comparison the DFT bandstructure is shown as blue lines. Numerical parameters used for the calculations are listed
in Table 3.
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Figure 7: Comparison between spectral function A(ω) of silicon at a)
the Γ point, b) the X point, and c) the L point when Σc is obtained
by convolution along real (red) or imaginary (blue) frequency axis.
The small shift in the valence band top is a consequence of the finite
broadening η = 0.15 eV employed in the calculation of the Green’s
function. Numerical parameters used for the calculations are listed in
Table 3.
gence study is significantly smaller than that of the sub-
sequent GW calculation. In Fig. 5, we demonstrate that
the estimate based on the loose setting provides a con-
servative estimate of the stringent parameters needed to
obtain converged results.
3.3. Spectral function
One noteworthy feature of SternheimerGW is the
possibility of calculating the k-resolved spectral func-
tion at any arbitrary point in the Brillouin zone. This
feature allows us to compute GW band structures with-
out the need for interpolation techniques. The frequency
resolution provides insight into the electronic lifetimes,
and can be directly compared to ARPES experiments.
In Fig. 6, we show a representative calculation for sili-
con. We can see the quasiparticle bands and the weaker
replica of the bands due to the plasmon satellite. We
note that the energy and broadening of the plasmon
10−2
10−1
100
101
102
103
A
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Figure 8: Impact of numerical technique on spectral function of sil-
icon at Γ obtained by convolution along the real frequency axis. a)
Increasing the smearing from η = 0.08 eV (blue) to 0.15 eV (red) or
0.3 eV (yellow) results in a decrease of the noise but also a shift of
the valence band maximum to lower energies (see inset). b) Using the
plasmon pole (PP) model (purple) instead of the AAA analytic contin-
uation (blue) results in vanishing linewidths. We note that the vertical
axes are on a logarithmic scale. Numerical parameters used for the
calculations are listed in Table 3.
satellites are not accurately described in GW. An ac-
curate description of these features requires the inclu-
sion of higher order effects via the cumulant expan-
sion.14,54,61–67
3.4. Real frequency integration
As outlined in Sec. 2.4, SternheimerGW provides
the option to perform the frequency convolution along
the real or the imaginary frequency axis. In Fig. 7,
we demonstrate that these two implementations give
nearly identical results for the spectral function at high-
symmetry points of silicon. The main identifiable dif-
ferences is a small shift of the valence band top to lower
energies and an increased noise when using integration
along the real axis. Both of these differences originate
from the small parameter η = 0.15 eV that is used to
shift the frequency slightly off the real axis. This shift is
necessary in order to avoid the singularities on the real
axis, so as to obtain numerically stable results. On the
one hand, if η is decreased to 0.08 eV the resulting spec-
tral function becomes very noisy (see Fig. 8a). On the
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Figure 9: Inverse of the dielectric matrix of silicon at the Γ point
obtained by solving the Sternheimer equation (6) along the real axis
(blue) compared to a) plasmon pole model (purple), b) Pade´ expan-
sion 107 (yellow), and c) AAA algorithm (red). 108 For the analytic
continuation with either Pade´ or AAA, 201 frequencies along the
imaginary axis were evaluated.
other hand, if η is increased to 0.3 eV, the energy of the
quasiparticle becomes inaccurate (see inset of Fig. 8a).
In general, the integration along the imaginary axis
with subsequent analytic continuation is one to two or-
ders of magnitude cheaper because the Green’s function
and the screened Coulomb interaction have less struc-
ture there. As the results of both methods are very sim-
ilar, we chose the integration along the imaginary axis
as the default in SternheimerGW, and we provide the
integration along the real axis as an optional feature for
validation.
In Fig. 8b, we show that obtaining accurate quasi-
particle lifetimes requires going beyond the plasmon-
pole approximation, because in this approximation
there is only one sharp pole at the plasmon frequency
(cf. Fig.9a). In contrast, analytic continuation tech-
niques can produce multiple poles and thereby capture
the broadening of the quasiparticle spectra. In Fig. 9b,
we show that the Pade´ expansion107 can reproduce the
shape of the dielectric function more accurately than the
plasmon-pole approximation, since it naturally incorpo-
rates multiple poles. However, this Pade´ algorithm is
numerically not stable when using a large number of
frequencies, therefore it cannot be used for the convolu-
tion along the real frequency axis. To address this issue,
we employ the AAA analytic108 continuation technique,
whereby only significant frequencies are selected via a
singular value decomposition. Subsequently, poles with
weak residues are removed so that only the most impor-
tant contributions remain. In Fig. 9c, we show that the
AAA method reduces the number of poles compared to
the Pade´ expansion while still reproducing the overall
shape and magnitude of the dielectric matrix.
4. Conclusion
We presented the SternheimerGW code, which
calculates many-body GW self-energies, quasiparti-
cle band structures, and spectral functions by solving
linear-response Sternheimer equations. The linear re-
sponse scheme allows us to calculate the GW self-
energy at arbitrary k points. This is particularly useful
for computing band structures without resorting to inter-
polation techniques, and for comparison to ARPES ex-
periments. SternheimerGW goes beyond the plasmon-
pole approximation by performing full-frequency inte-
gration along the real or the imaginary axis.
SternheimerGW is aligned with the version 6.3 of
Quantum Espresso. The dedicated website http://
www.sternheimergw.org provides users with instal-
lation guidelines, tutorials, and a comprehensive docu-
mentation of all input variables. The code is efficiently
parallelized and has been tested extensively on high-
performance computing architectures. Updated ver-
sions of the code are distributed in the GitHub reposi-
tory https://github.com/QEF/SternheimerGW.
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