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DIFFERENTIAL OPERATORS ON G/U AND THE GELFAND-GRAEV ACTION
VICTOR GINZBURG AND DAVID KAZHDAN
ABSTRACT. LetG be a complex semisimple group and U its maximal unipotent subgroup. We study
the algebra D(G/U) of algebraic differential operators on G/U , and also its quasi-classical counter-
part: the algebra of regular functions on T ∗(G/U), the cotangent bundle. A long time ago, Gelfand
and Graev have constructed an action of theWeyl group onD(G/U) by algebra automorphisms. The
Gelfand-Graev construction was not algebraic, it involved analytic methods in an essential way. We
give a new algebraic construction of the Gelfand-Graev action, as well as its quasi-classical counter-
part. Our approach is based onHamiltonian reduction and involves the ring ofWhittaker differential
operators on G/U , a twisted analogue of D(G/U).
Ourmain result has an interpretation, via geometric Satake, in terms of spherical perverse sheaves
on the affine Grassmanian for the Langlands dual group.
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1. INTRODUCTION
1.1. Let G be a complex connected semisimple group and U a maximal unipotent subgroup of
G. The ring D(G/U) of algebraic differential operators on G/U , has a rich structure which was
analyzed in [BGG] and studied further more recently in [BBP], [LS], and [GR]. In an unpublished
paper written in 1960’s, I. Gelfand and M. Graev have constructed an action of the Weyl groupW
on D(G/U) by algebra automorphisms. This action is somewhat mysterious due to the fact that
it does not come from aW -action on the variety G/U itself. In rank 1, the action of the nontrivial
element of W = Z/2Z is, essentially, the Fourier transform of polynomial differential operators
on a 2-dimensional vector space. In the case of higher rank, the action of each individual simple
reflection is defined by reducing to a rank 1 case, but it is not a priori clear that the resulting
automorphisms of D(G/U) satisfy the Coxeter relations. For a proof (essentially, due to Gelfand
and Graev) that involves analytic arguments the reader is referred to [BBP, Proposition 6], cf. also
[Ka], [KL] for closely related results.
One of the goals of the present paper is to provide a different approach to the Gelfand-Graev
action. Specifically, we will present the algebra D(G/U) as a quantumHamiltonian reduction (see
Theorem 1.2.2) in such a way that theW -action on the algebra becomes manifest.
To explain this, recall the general setting of quantum Hamiltonian reduction. Let A be an asso-
ciative algebra and I a left ideal of A. Thus, A/I is a left A-module. The quantum Hamiltonian
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reduction of A with respect to I is defined to be
(
EndA A/I
)op
, an opposite of the associative al-
gebra of A-module endomorphisms of A/I . More explicitly, let N(I) = {a ∈ A | Ia ⊆ I} be the
normalizer of I in A. By construction, N(I) is a subalgebra of A such that I is a two-sided ideal of
N(I). For any a ∈ N(I), the assignment fa : x 7→ xa induces an endomorphism of A/I . Moreover,
this endomorphism only depends on amod I and we have(
EndA A/I
)op fa֋a
←−−−
∼=
N(I)/I = {a ∈ A | (xa− ax) mod I = 0 ∀x ∈ I}/I. (1.1.1)
There is a counterpart of the above construction for right ideals I ⊆ A. The following special
cases of quantum Hamiltonian reduction will be especially important for us.
Examples 1.1.2. (i) Let k be a Lie algebra and ı : k → A a Lie algebra map, i.e., a linear map such
that ı([x, y]) = ı(x)ı(y) − ı(y)ı(x), ∀x, y ∈ k. We let I = Ak be a left ideal of A generated by the
image of ı. In this case, we have N(I)/I = (A/Ak)k, the centralizer of ı(k) in A/Ak. Similarly, one
can consider a right ideal, kA, generated by the image of ı and the corresponding algebra (A/kA)k.
(ii) Let A1, A2, Z , be a triple of associative algebras and ιi : Z → Ai, i = 1, 2, a pair of algebra
homomorphisms. Let I be a right ideal of Aop1 ⊗A2 generated by the elements ι1(z)⊗ 1− 1⊗ ι2(z),
z ∈ Z . Then, we have (Aop1 ⊗A2)/I = A1 ⊗Z A2. Therefore, in this case, we obtain
N(I)/I = {a1 ⊗ a2 ∈ A1 ⊗Z A2 | ι1(z)a1 ⊗ a2 = a1 ⊗ a2ι2(z), ∀z ∈ Z} = (A1 ⊗Z A2)
Z , (1.1.3)
where for any Z-bimoduleM we putMZ := {m ∈ M | zm = mz, ∀z ∈ Z}. Multiplication in the
algebra (1.1.3) reads as follows:
(a1 ⊗ a2) · (a
′
1 ⊗ a
′
2) = (a
′
1 · a1)⊗ (a2 · a
′
2), ∀a1, a
′
1 ∈ A1, a2, a
′
2 ∈ A2.
By construction, the space A1 ⊗Z A2 comes equipped with the structure of a left (A1 ⊗Z A2)
Z -
module given by the ‘inner’ action a1 ⊗ a2 : (a
′
1 ⊗ a
′
2) 7→ (a
′
1 · a1)⊗ (a2 · a
′
2), and the structure of a
right Aop1 ⊗A2-module given by the ‘outer’ action a1 ⊗ a2 : (a
′
1 ⊗ a
′
2) 7→ (a1 · a
′
1)⊗ (a
′
2 · a2).
Let E be an (A2, A1)-bimodule. There are natural isomorphisms
HH q(Z,E) := TorZ⊗Z
op
q (Z,E) ∼= TorA
op
1 ⊗A2
q (A
op
1 ⊗Z A2, E);
HH
q
(Z,E) := Ext
q
Z⊗Zop(Z,E)
∼= Ext
q
Aop1 ⊗A2
(Aop1 ⊗Z A2, E).
Here, HH q(Z,−), resp. HH
q
(Z,−), stands for Hochschild homology, resp. cohomology. Using the
above isomorphisms and the isomorphism in (1.1.1), we see that each of the groups HHi(Z,E),
resp. HHi(Z,E), has the natural structure of a left, resp. right, (A1 ⊗Z A2)
Z -module.
1.2. Throughout the paper, we work over C and use the notation Sym k, resp. Uk, for the sym-
metric, resp. enveloping, algebra of a vector space, resp. Lie algebra, k. For any scheme X put
C[X] := Γ(X,OX). Let T
∗X, resp. DX and D(X), denote the cotangent bundle, resp. the sheaf
and ring of algebraic differential operators, on a smooth algebraic variety X.
Let G be a complex semisimple group with trivial center, and U, U¯ , a pair of opposite maximal
unipotent subgroups of G. Let g, resp. u, u¯, denote the Lie algebra of G, resp. U, U¯ . We fix a
nondegenerate character ψ : u→ C, i.e., such that ψ(fi) 6= 0 for every simple root vector fi ∈ u¯.
The action of U , resp. U¯ , on G by right translations gives a Lie algebra map ı : u → D(G), resp.
ı¯ : u¯ → D(G). It is well known, cf. e.g. [GR, §3.1], that using the notation of Example 1.1.2(i), one
has D(G/U) ∼= (D(G)/D(G)u)u . Let u¯ψ be the image of the map u¯→ D(G), x 7→ ı¯(x)− ψ(x). The
algebra of Whittaker differential operators on G/U¯ is defined as a quantum hamiltonian reduction
Dψ(G/U¯ ) := (D(G)/D(G)u¯ψ)u¯
ψ
, cf. also §6.3. The differential of the action of G on itself by left
translations induces an algebra homomorphism i : Ug→ D(G/U), resp. iψ : Ug→ Dψ(G/U¯ ).
Let T be the abstract maximal torus of G, and t = LieT . We have an imbedding iT : U t →֒
D(T ) as the subalgebra of translation invariant differential operators. There is a natural T -action
2
on G/U by right translations. The differential of this action induces an algebra homomorphism
ir : U t→ D(G/U).
LetW be the (abstract) Weyl group, Zg the center of the algebra Ug, and hc : Zg ∼→ (U t)W the
Harish-Chandra isomorphism. One has the following diagram of algebra homomorphisms:
Dψ(G/U¯ ) Ug
iψoo Zg? _oo
hc
∼=
// (U t)W 

// U t 
 iT // D(T ). (1.2.1)
Let ι1 : Zg → D(T ), resp. ι2 : Zg → D
ψ(G/U¯ ), be the composite homomorphism. We apply
the construction of Hamiltonian reduction in the setting of Example 1.1.2(ii) for the triple A1 =
D(T ), A2 = D
ψ(G/U¯ ), Z = Zg, and the homomorphisms ι1, ι2.
With the above notation, the main result of the paper reads as follows.
Theorem 1.2.2. There is a natural algebra isomorphism
D(G/U) ∼=
(
D(T )
⊗
Zg D
ψ(G/U¯ )
)Zg
, (1.2.3)
such that the map iT , resp. i, corresponds via (1.2.3) to the map u 7→ iT (u)⊗ 1, resp. u 7→ 1⊗ i
ψ(u).
The Weyl group acts on the RHS of (1.2.3) via its natural action on D(T ), the first tensor factor.
Thanks to the theorem, one can transport theW -action on the RHS of (1.2.3) to the LHS.We obtain
a W -action on D(G/U) by algebra automorphisms. One can check, although we will not do that
in the present paper, that the W -action thus obtained is the same as the Gelfand-Graev action (it
is sufficient to check this for simple reflections, which reduces to a rank one computation).
Theorem 1.2.2 combined with the observation at the end of Example 1.1.2(ii) and the fact that
the algebra D(G/U) is isomorphic to its opposite, gives the following result:
Corollary 1.2.4. For each i ≥ 0, the assignment E 7→ HHi(Zg, E), resp. E 7→ HH
i(Zg, E), gives a
functor from the category of (Dψ(G/U¯ ), D(T ))-bimodules, resp. (D(T ), Dψ(G/U¯ ))-bimodules, to the
category of D(G/U)-modules.
Remark 1.2.5. It is not difficult to show that each of the two algebras D(T ) and Dψ(G/U¯ ) is flat as
(either left or right) Zg-module. It follows thatH i
(
D(T )
L
⊗Zg D
ψ(G/U¯ )
)
= 0 for all i > 0. It might
be interesting to find Hochschild cohomology groups HHi
(
Zg, D(T ) ⊗Zg D
ψ(G/U¯ )
)
for i > 0.
1.3. Theorem 1.2.2 has a ‘quasi-classical’ counterpart. In more detail, write V ⊥ ⊆ g∗ for the
annihilator of a vector subspace V ⊆ g and let ψ + u¯⊥ := {φ ∈ g∗ | φ|u¯ = ψ}, an affine linear
subspace of g∗. Let
T ∗(G/U) = G×U u
⊥ resp. T ψ(G/U¯ ) := G×U¯ (ψ + u¯
⊥). (1.3.1)
Here, the equality on the left is a standard isomorphism of G-equivariant vector bundles on G/U ;
the equality on the right is our definition of T ψ(G/U¯ ). The variety T ψ(G/U¯ ) is a twisted cotangent
bundle on G/U¯ that may be thought of as a deformation of T ∗(G/U¯ ). In particular, T ψ(G/U¯ )
comes equipped with a natural symplectic structure such that the the map T ψ(G/U¯ ) → G/U¯ is a
G-equivariant affine bundle on G/U with Lagrangian fibers. Further, the G-action on T ∗(G/U),
resp. T ψ(G/U¯ ), is Hamiltonian with moment map µ, resp. µψ. The T -action on G/U by right
translations induces a Hamiltonian action on T ∗(G/U) with moment map µr : T
∗(G/U)→ t∗.
The geometry of T ψ(G/U¯ ) is, in a way, simpler than that of T ∗(G/U). Indeed, the variety
T ψ(G/U¯ ) is affine, the G-action on T ψ(G/U¯ ) is free, and the map µψ is a smooth morphism with
image gr, the set of regular (not necessarily semisimple) elements of g
∗. On the other hand, the
variety T ∗(G/U) is only quasi-affine, the G-action on T ∗(G/U¯ ) is free only generically, the map
µ : T ∗(G/U)→ g∗ is not flat and its image is the whole of g.
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A quasi-classical counterpart of diagram (1.2.1) reads as follows:
T ψ(G/U¯ )
µψ
// g∗ // // g∗/G t∗/W t∗oooo T ∗T,
µToo
where µT is the moment map for the T -action on T
∗T . Let p1 : T
∗T → t∗/W , resp. p2 :
T ψ(G/U¯ ) → t∗/W , be the composite map on the right, resp. left, of the diagram. Thus, we
have an algebra homomorphism
C[t∗/W ]⊗ C[t∗/W ] = C[t∗/W × t∗/W ]
(p1×p2)∗
−−−−−→ C[T ∗T × T ψ(G/U¯ )].
We equip T ∗T × T ψ(G/U¯ ) with the natural symplectic structure of a cartesian product, where
the symplectic form on the second factor is taken with a negative sign. One can show that
T ∗T ×t∗/W T
ψ(G/U¯ ) is a smooth coisotropic subvariety of T ∗T × T ψ(G/U¯ ), so the defining ideal
of this subvariety is a Lie subalgebra of C[T ∗T × T ψ(G/U¯ )] with respect to the Poisson bracket
{−,−}. For z ∈ C[t∗/W ], the function z˜ := (p1 × p2)
∗(z ⊗ 1 − 1 ⊗ z) ∈ C[T ∗T × T ψ(G/U¯ )] van-
ishes on T ∗T ×t∗/W T
ψ(G/U¯ ). Hence, taking a Poisson bracket with z˜ induces a well defined map
{z˜, −} : C[T ∗T ×t∗/W T
ψ(G/U¯ )]→ C[T ∗T ×t∗/W T
ψ(G/U¯ )]. We define
C[T ∗T ×t∗/W T
ψ(G/U¯ )]C[t
∗/W ] :=
{
f ∈ C[T ∗T ×t∗/W T
ψ(G/U¯ )]
∣∣ {z˜, f} = 0 ∀z ∈ C[t∗/W ]}.
This space is a quasi-classical counterpart of (1.1.3) and it inherits from C[T ∗T × T ψ(G/U¯ )] the
structure of a Poisson algebra.
The quasi-classical counterpart of Theorem 1.2.2 reads as follows.
Theorem 1.3.2. There is a natural G× T -equivariant Poisson algebra isomorphism
C[T ∗(G/U)] ∼= C[T ∗T ×t∗/W T
ψ(G/U¯ )]C[t
∗/W ],
such that the pull-back µ∗r : C[t
∗] → C[T ∗(G/U)], resp. µ∗ : C[g∗] → C[T ∗(G/U)], corresponds via the
isomorphism, to the map f 7→ µ∗T (f)⊗ 1, resp. f 7→ 1⊗ (µ
ψ)∗(f).
The natural Weyl group action on T ∗T induces an action on C[T ∗T ×t∗/W T
ψ(G/U¯ )]. The subal-
gebra C[T ∗T ×t∗/W T
ψ(G/U¯ )]C[t
∗/W ] isW -stable. Transporting theW -action via the isomorphism
of Theorem 1.3.2 yields a W -action on C[T ∗(G/U)] by Poisson algebra automorphisms. Thanks
to [GR], the algebra C[T ∗(G/U)] is finitely generated. Therefore, T ∗(G/U)aff := SpecC[T
∗(G/U)],
the affinization of T ∗(G/U), is an affine variety that comes equipped with a Poisson structure and
a Hamiltonian G× T -action. We deduce
Corollary 1.3.3. There exists aW -action on (T ∗B˜)aff with the following properties:
(i) The actions ofW and T combine together to give aW ⋉T -action on (T ∗B˜)aff such that the moment
map (T ∗B˜)aff → t
∗, for the T -action, is aW -equivariant morphism.
(ii) The G-action commutes with theW ⋉ T -action.
TheW -action on (T ∗B˜)aff is a quasi-classical counterpart of the Gelfand-Graev action. A differ-
ent construction of the sameW -action on (T ∗B˜)aff was given earlier in [GR, Proposition 5.5.1].
Conjecture 1.3.4. The variety T ∗(G/U)aff has symplectic singularities in the sense of Beauville [Be].
Remarks 1.3.5. (i) The W -action on (T ∗B˜)aff does not commute with the C
×-action that comes
from the dilation action on the fibers of T ∗(G/U)→ G/U .
(ii) Analogues of Theorems 1.2.2 and 1.3.2 hold for any connected semisimple group G, not
necessarily of adjoint type. The case of a simply connected group will be discussed in §5.4.
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1.4. Interpretation via the affine Grassmannian. LetK = C((z)), resp. O = C[[z]]. Let G∨ be the
Langlands dual group ofG and Gr = G∨(K)/G∨(O) the affine Grassmannian. SinceG is of adjoint
type, the group G∨ is simply-connected, so Gr is connected. Let T∨ be the maximal torus of G∨
and T = T∨×C×. The groupT acts onGr, where the factorC× acts by loop rotation. Let GrT be the
T-fixed point set. There is a canonical bijection GrT ∼= Q, where Q is the root lattice of G. We write
ptλ for the T-fixed point corresponding to λ ∈ Q, and iλ : {ptλ} →֒ Gr for the imbedding. Let CX
denote a constant sheaf on a space X. The restriction map i∗λ : H
q
T(Gr) = H
q
T(Gr,CGr) → H
q
T(ptλ)
is a surjective algebra homomorphism. Let Jλ be its kernel, an ideal of H
q
T(Gr).
The equivariant cohomology H
q
T(F) = H
q
T(Gr,F), of a T-equivariant constructible complex F
on Gr, has the natural structure of a Z-gradedH
q
T(Gr)-module. For such an F , we putH
q
T(F)
Jλ :=
{h ∈ H
q
T(F) | jh = 0, ∀j ∈ Jλ}.
Let PervGˇ(O)(Gr) be the Satake category of G
∨(O)-equivariant perverse sheaves on Gr. Any ob-
ject of that category is known to be a finite direct sum of the IC-sheaves ICλ := IC(Grλ), where Grλ
denotes the closure of theG∨(O)-orbit of ptλ. Furthermore, it is known that objects ofPervGˇ(O)(Gr)
come equipped with a canonical T-equivariant structure.
Using results of Bezrukavnikov and Finkelberg [BF], cf. also [GR], we will show that a combi-
nation of Theorems 1.2.2 and 1.3.2 is equivalent, via geometric Satake, to the following result:
Theorem 1.4.1. For any F ∈ PervGˇ(O)(Gr) and λ ∈ Q, the adjunction (iλ)!i
!
λF → F induces an
isomorphism
H
q
T(i
!
λF)→ H
q
T(F)
Jλ .
Remarks 1.4.2. (i) Let µ, λ ∈ Q be such that ptλ ∈ Grµ, let iλ,µ : {ptλ} →֒ Grµ be the imbedding,
and put Cλ,! := (iλ,µ)!Cptλ . Write Ext
q
T(−,−) for Ext-groups in the T-equivariant constructible
derived category of Grµ. For any F in that category, there is a canonical isomorphismH
q
T(i
!
λ,µF) =
Ext
q
T(Cλ,!, F). Observe that H
q
T(Cλ,!) and H
q
T(Gr)/Jµ are rank 1 free H
q
T(pt)-modules and there
is a natural identification H
q
T(F)
Jµ = HomH q
T
(Gr)(H
q
T(Gr)/Jµ, F). From these observations we see
that the isomorphism of the theorem amounts to the claim that, for all pairs λ, µ, as above, the
functorH
q
T(−) induces an isomorphism
Ext
q
T(Cλ,!, ICµ)
∼→ HomH q
T
(Grµ)(H
q
T(Cλ,!), H
q
T(ICµ)). (1.4.3)
(ii) A non-equivariant analogue of the above isomorphism, hence of Theorem 1.4.1, is false, in
general. Indeed, the groups H
q
(Cλ,!) and H
q
(Cν,!) are isomorphic H
q
(Gr)-modules, for any pair
of points ptλ,ptν ∈ Grµ. On the other hand, the H
q
(Gr)-modules H
q
(i!λICµ) and H
q
(i!νICµ) are
clearly not necessarily isomorphic, in general.
(iii) Isomorphism (1.4.3) is reminiscent of a result from [Gi1]. Specifically, according to [Gi1]
there is an analogue of isomorphism (1.4.3) where the sheaf Cλ,! is replaced by ICλ. However,
unlike the main result of [Gi1] which holds in a much more general setting, isomorphism (1.4.3)
seems to be a special feature of the Satake category. It is unlikely that an analogue of (1.4.3) holds
for IC-sheaves of Schubert varieties in an arbitrary (finite dimensional, say) partial flag variety.
(iv) In the setting of Theorem1.4.1, there is a natural mapH
q
T(F)/Jλ·H
q
T(F)→ H
q
T(i
∗
λF), induced
by the adjunction F → (iλ)∗i
∗
λF . This map is not necessarily an isomorphism; indeed, one can
show that theH
q
T(pt)-module H
q
T(F)may have a nontrivial torsion, in general.
1.5. Layout of the paper. In section 2.1 we review various (well known) constructions which
allow, in particular, to define theG-varieties G/U andG/U¯ in a way that does not involve a choice
of unipotent subgroups U, U¯ . Using these constructions and the formalism of twisted differential
operators outlined in §6.3, one can define all the objects appearing in Theorems 1.2.2 and 1.3.2 in
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a canonical way that does not require any additional choices. The isomorphisms of the theorems
will also be constructed in a canonical way.
In section 3 we introduce a certain torsor of the group scheme of regular centralizers. The same
torsor has appeared in a less explicit way in the work of Donagi and Gaitsgory [DG]. In section 4
we study theMiura variety, a smoothG-stable Lagrangian correspondence in T ∗(G/U)×T ψ(G/U¯ ).
This variety comes equipped with commuting actions of the Weyl group and the group scheme of
regular centralizers. The Miura variety is the main geometric ingredient of the proof of Theorem
1.3.2 given in §5.
The goal of section 6 is to construct a map κ, cf. (6.2.5), between the algebras in the LHS and
RHS of (1.2.3). Theorem 6.2.7, which is a more precise version of Theorem 1.2.2, states that the
constructed map is an algebra isomorphism. A key role in the construction of κ is played by a
certain D(G/U) ⊗ D(T ) ⊗ Dψ(G/U¯ )-module which we call the Miura bimodule, see (6.1.3). The
Miura bimodule is a slightly refined version of the quotientM = D(G)
/
(uD(G) + D(G)u¯ψ). The
latter quotient has the natural structure of a (D(G/U), Dψ(G/U¯ ))-bimodule. The bimodule M
may be viewed as a quantization of the Miura variety.
The proofs of our main results are completed in section 7. In §7.1, we show that Theorem 6.2.7 is
equivalent to a result (Theorem 7.1.8) concerning singular vectors in the universal Verma module.
This result may be of independent interest. Theorem 7.1.8 is proved in §7.3 by reduction to the
commutative case, i.e. to Theorem 1.3.2, via a deformation argument. The proof of Theorem 1.4.1
is given in §7.4.
1.6. Acknowledgements. We are grateful to Gus Lonergan for usefull comments. The first author
is supported in part by the NSF grant DMS-1303462. The second author is partially supported
by NSERC.
2. GEOMETRY OF G/U
2.1. Let G be a connected semisimple group with trivial center and g = LieG. Let B be the flag
variety of Borel subgroups of B ⊆ G, equivalently, Borel subalgebras b ⊆ g. The tori B/[B,B]
associated with various Borel subgroups B ∈ B are canonically isomorphic. Let T = B/[B,B] be
this universal Cartan torus for G. Write t = LieT , let Q = Hom(T,C×) ⊆ t∗ be the root lattice of g,
andW the universal Weyl group. Let I be the set of vertices of the Dynkin diagram of G.
Given a Borel subalgebra b, let u(b) := [b, b] be the nilradical of b, and a(b) := u(b)/[u(b), u(b)].
The weights of the T -action on a(b) are called simple roots. Write αi for the simple root associated
with a vertex i ∈ I . For λ, µ ∈ Q, we write λ ≤ µ iff µ − λ =
∑
i∈I niαi for some nonnegative
integers ni. Associated with b ∈ B, there is a canonical b-stable filtration g
≥µ,b, µ ∈ Q, on g, such
that grµ,b g := g≥µ,b/g>µ,b is a µ-weight space for the natural action of the universal Cartan algebra
t = b/[b, b]. In particular, we have g≥0,b = b and gr0,b g = t. For each i ∈ I , the space grαi,b g, resp.
gr−αi,b g, is 1-dimensional and we put Oi(b) = (grαi,b g)r {0}, resp. Oi−(b) = (gr
−αi,b g)r {0}. Let
O(b) =
∏
i O
i(b), resp. O−(b) =
∏
i O
i
−(b). The action of T makes O(b), resp. O−(b), a T -torsor.
We put d(b) =
∑
i∈I g
≥−αi,b. The map (si)i∈I 7→
∑
i si, provides a T -equivariant isomorphism
⊕i gr
αi,b g
∼→ a(b), resp. ⊕i gr
−αi,b g
∼→ d(b)/b. This gives a canonical identification of the T -torsor
O(b) =
∏
i O
i(b), resp. O−(b) =
∏
i O
i
−(b), with a unique open dense T -orbit in a(b), resp. d(b)/b.
We will abuse notation and write x+ b, resp. O−(b) + b, for the preimage of x ∈ d(b)/b, resp. the
open dense T -orbit in d(b)/b, under the natural projection d(b)→ d(b)/b.
The family of torsors O(b), resp. O−(b), for varying b ∈ B gives a variety
B˜ := {(b, s) | b ∈ B, s ∈ O−(b)}, resp. B˜− := {(b, s) | b ∈ B, s ∈ O−(b)}. (2.1.1)
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The group G acts on B, resp. B˜ and B˜−, in a natural way. By construction, the first projection
(b, s) 7→ b is a G-equivariant T -torsor on B.
2.2. We say that a pair b, b¯ ∈ B, of Borel subalgebras, is in ‘opposite position’ if b ∩ b¯ is a Cartan
subalgebra of g. In that case, one has a triangular decomposition g = u(b) ⊕ (b ∩ b¯) ⊕ u(b¯) and a
diagram
t = b¯/u(b¯) և b¯ ←֓ b¯ ∩ b →֒ b ։ b/u(b) = t.
It follows from definitions that the resulting isomorphism between the leftmost and rightmost
copy of t, in the diagram, is given by the map t 7→ w0(t), where w0 is the longest element of W .
The assignment αi 7→ −w0(αi) gives a permutation i 7→ i
′, of the set I . For every i ∈ I , one has a
diagram
gr−αi,b¯ g և g≥−αi,b¯ ←֓ g≥−αi,b¯ ∩ g≥αi′ ,b →֒ g≥αi′ ,b ։ grαi′ ,b g.
The compositions on the left and on the right give canonical isomorphisms
gr−αi,b¯ g ∼= g≥αi′ ,b ∩ g≥−αi,b¯ ∼= grαi′ ,b g, d(b¯)/b¯
κ−
←−−
∼=
d(b¯) ∩ u(b)
κ+
−−→
∼=
a(b).
Thus, the map κ+ ◦κ
−1
− yields an isomorphism
κb¯,b : d(b¯)/b¯
∼→ a(b), resp. κb¯,b : O−(b¯)
∼→ O(b), (2.2.1)
such that
κb¯,b(ts) = w0(t)
−1κb¯,b(s), ∀ t ∈ T, s ∈ O−(b¯). (2.2.2)
Let G∆ ⊆ G × G, resp. T∆ ⊆ T × T , be the diagonal. The set Ω formed by the pairs of Borel
subalgebras in opposite position is a unique open denseG∆-orbit in B ×B. Let Ω˜ be the preimage
of Ω under the projection B˜− × B˜ → B × B. We also consider a subvariety of Ω˜ defined as follows:
Ξ := {(b¯, x¯, b, x) ∈ B˜− × B˜ | (b, b¯) ∈ Ω˜, κb¯,b(x¯) = x}. (2.2.3)
The groupG×G, resp. T × T , acts on B˜−× B˜ on the left, resp. right. The variety Ω˜ is T ×T ×G∆-
stable, resp. Ξ is T∆ ×G∆-stable.
Fix a pair B, B¯ of Borel subgroups in opposite position and let U = [B,B], resp. U¯ = [B¯, B¯], be
the corresponding maximal unipotent subgroup. We identify B˜ = G/U , resp. B˜− = G/U¯ . With
this identification, we have
Ξ = {(gU¯/U¯ , gU/U) ∈ G/U¯ ×G/U, g ∈ G}.
The action of T × T on Ω˜ is given by the formula (t1, t2) : (gU¯/U¯ , gU/U) 7→ (gt1U¯/U¯ , gt2U/U).
We have a natural map pΩ : Ξ → Ω, resp. p− : Ξ → B˜−, p : Ξ → B˜, given by pΩ(b¯, x¯, b, x) =
(b¯, b), resp. p−(b¯, x¯, b, x) = (b¯, x¯), p(b¯, x¯, b, x) = (b, x).
Lemma 2.2.4. (i) The variety Ξ is closed in B˜−×B˜. Furthermore, the action T2×Ξ
∼→ Ω˜, (b¯, x¯, b, x) 7→
(b¯, x¯, b, xt), is a T2 ×G∆-equivariant isomorphism, where T2 = {1} × T .
(ii) The map pΩ : Ξ→ Ω is a G∆-equivariant T∆-torsor; moreover, Ξ is a G∆-torsor.
(iii) The map p′ := pΩ × p, resp. p
′
− := p− × pΩ, below is a G∆-equivariant isomorphism:
B˜− ×B Ω Ξ
p′−
oo p
′
// Ω×B B˜. (2.2.5)
Proof. The variety B˜− is known to be quasi-affine. It follows that any U -orbit in B˜− is closed. The
fiber of the map p over the base point is a single U -orbit in B˜−. Hence, Ξ is a single G∆-orbitIt;
moreover, this orbit is closed in B˜− × B˜. Parts (i) and (ii) of the lemma are now immediate from
(2.2.3). Part (iii) follows from (2.2.1). 
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3. A TORSOR ON THE SET OF REGULAR ELEMENTS
3.1. The quotient e(b) = b/[u(b), u(b)] has the natural structure of a Lie algebra such that a(b) =
u(b)/[u(b), u(b)] is an abelian ideal of e(b), and we have e(b)/a(b) = t. If confusion is unlikely, we
will use simplified notation d = d(b), a = a(b), etc. We use the Killing form to identify g with g∗.
We obtain the following isomorphisms:
u
  // b
  // d // // d/a // // d/b
b⊥
  // u⊥
  // [u, u]⊥ // // e∗ // // a∗.
(3.1.1)
Let c = g/G := Spec(C[g]G) be a categorical quotient of g by the adjoint action of G. We will
identify cwith t/W , resp. g∗/Gwith t∗/W , via the Chevalley isomorphism.
We consider the following diagram:
g g˜ := {(b, x) ∈ B × g | x ∈ b}
x ֋ (b,x): π
oo
ν: (b,x) ֌ xmod u(b)
// t. (3.1.2)
The map π is a projective morphism, the Grothendieck-Springer morphism. We let G act diag-
onally on g˜. The above maps are G-equivariant where G acts trivially on t. The first projection
prB : (b, x) 7→ b makes g˜ a G-equivariant vector bundle on B with fiber b. The morphism ν is
smooth and the map π × ν factors through g×c t.
The stabilizer of an element (b, s) ∈ B˜ is the maximal unipotent subgroup associated with the
Lie algebra u(b). It follows that one has
T ∗B˜ = {(b, s, x) | b ∈ B, s ∈ O(b), x ∈ u(b)⊥}.
The G× T -action on B˜ induces a Hamiltonian G× T -action on T ∗B˜ with moment map µG × µT :
T ∗B˜ → g∗ × t∗. A choice of base point (b, s) ∈ B˜ gives a G-equivariant isomorphism
G×U u(b)
⊥ ∼→ T ∗B˜, (g, x) 7→
(
Ad g(b),Ad g(s),Ad g(x)
)
, (3.1.3)
where U = [B,B] and Ad g(s) is an element ofO(Ad g(b)). Using the identifications (3.1.1), we get
the following G-equivariant isomorphisms:
T ∗B˜
µG×µT
++
// // (T ∗B˜)/T // // g∗ ×g∗//G t
∗
g˜×B B˜ pg˜
T -torsor // // g˜
π×ν
// // g×c t,
(3.1.4)
where pg˜ : g˜×B B˜ → g˜ is a pull-back of the T -torsor B˜ → B via the vector bundle map g˜→ B.
From now on, we will identify the corresponding objects in two rows of the above diagram.
Thus, we view p as a map T ∗B˜ → (T ∗B˜)/T so, we have µG = π ◦pg˜, resp. µT = ν ◦pg˜.
3.2. We write Gx for the stabilizer of an element x ∈ g under theAdG-action and let gx = LieGx.
We say that x is regular if dim gx = rk g. Let gr be the set of regular (not necessarily semisimple)
elements of g. LetG act on itself by conjugation and on gr ×G diagonally. We define
Z := {(x, g) ∈ gr ×G | Ad g(x) = x}.
The fiber of Z over x ∈ gr equals Gx, which is a connected abelian group. This makes Z → gr a
smoothG-equivariant abelian subgroup scheme of the constant group scheme gr ×G→ gr.
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We introduce the following incidence variety
X := {(b, x) ∈ B × g | x ∈ O−(b) + b}. (3.2.1)
We let G act on X diagonally. We have the following G-equivariant maps
B˜− X
(b, xmod b) ֋ (b,x): q
oo
µX : (b,x) ֌ x // g. (3.2.2)
It is clear that µX is a projective morphism and q is a fibration on B˜− with fibers q
−1(b, s) ∼= s+u(b).
Let Y be a G-variety and f : Y → gr a G-equivariant map. For any x ∈ gr, the fiber f
−1(x)
is Gx-stable. The family of maps Gx × f
−1(x) → f−1(x), x ∈ gr, yields an action Z ×gr Y → Y ;
furthermore, the action map is G-equivariant.
Lemma 3.2.3. (i) We have µX (X ) = gr, resp. ϑ(gr) = c, where ϑ : g→ c = g/G is the adjoint quotient.
(ii) The map µX makes X a Z-torsor on gr.
(iii) The composite X
µX−−→ gr
ϑ
−→ c is a G-torsor on c.
To prove the lemma, it is convenient to choose, once and for all, a principal sl2-triple (e, h, f). Let
be, resp. bf , be the unique Borel subalgebra of g that contains the element e, resp. f. Let ue = u(be),
resp. uf = u(bf). We use similar notation for the corresponding subgroups of G. Since O(bf) is a
T -torsor, the imbedding e+ bf →֒ O(bf) + bf induces a Bf-equivariant isomorphism
Bf ×Uf (e+ bf)
∼→ O(bf) + bf . (3.2.4)
Let s = e+ gf be the Kostant slice. We recall the following well-known result, see [Ko].
Proposition 3.2.5. (i) The map ϑ : gr → c is a smooth and surjective morphism; moreover, each fiber of
this map is a single G-orbit in gr.
(ii) We have e+ gf ⊆ gr; moreover the action map G× s → gr is an isomorphism.
(iii) The composition e+ gf →֒ gr
ϑ
։ c is an isomorphism.
(iv) The action map Uf × s → e+ bf is an isomorphism.
Proof of Lemma 3.2.3. From Proposition 3.2.5(iv), we deduce the following chain of G-equivariant
isomorphisms:
X ∼= G×Bf (O(bf) + bf)
∼= G×Uf (e+ bf)
∼= G×Uf (Uf × s)
∼= G× s, (3.2.6)
where the first isomorphism is immediate from (3.2.1) and the third isomorphism follows from
(3.2.4). Using (3.2.6) and the identification B˜− = G/Uf , the maps in (3.2.2) read as follows:
B˜− = G/Uf X ∼= G×Uf (e+ bf)
∼= G× s
gUf/Uf ֋ g×x: qoo
µX : g×x ֌ Ad g(x)
// g.
This yields parts (i) and (iii) of Lemma 3.2.3. Also, we see that for any x ∈ e + gf , the map µX :
µ−1X (AdG(x)) → AdG(x) can be identified with the quotient map G → G/Gx. This identification
respects the G-action. Furthermore, the fiber µ−1X (x) ⊆ µ
−1
X (AdG(x)) goes, via the identification,
to the subgroup Gx ⊆ G. This yields a Gx-equivariant isomorphism µ
−1
X (x)
∼= Gx. Part (ii) of
Lemma 3.2.3 easily follows from this. 
3.3. Fix a Borel subgroup B, let b = LieB and keep the notation of §3.1. A character ψ of the Lie
algebra u = u(b) is called nondegenerate if the image of ψ in a∗ = (u/[u, u])∗ belongs to the open
T -orbit in a∗. Using (3.1.1), the elements ofO−(b)may (and will) be identifiedwith nondegenerate
characters.
Fix a nondegenerate character ψ. Let µT ∗G : T
∗G → g∗ be the moment map associated with
the U -action on G by right translations. The variety T ψ(G/U) defined in (1.3.1) may be identified
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with µ−1T ∗G(ψ)/U , a Hamiltonian reduction of T
∗Gwith respect to (U,ψ). This Hamiltonian reduc-
tion comes equipped with a symplectic structure such that the natural G-action on T ψ(G/U) is
Hamiltonian and the corresponding moment map is given by (g, x) 7→ Ad∗ g(x).
The pair (b, ψ), where ψ is viewed as an element of O−(b), gives a point in B˜−. It is clear from
(3.2.1)-(3.2.2) that one has q−1(b, ψ) = ψ+ u⊥, where we have used the identifications from (3.1.1).
We obtain a G-equivariant isomorphism
T ψ(G/U) ∼= X , (3.3.1)
such that the moment map T ψ(G/U¯ )→ g∗ goes, via (3.3.1), to the map µX .
The symplectic structure on T ψ(G/U) gives a symplectic structure on X . The latter is, in fact,
canonical, i.e., independent of the choice of a pair (b, ψ). An intrinsic construction of the symplec-
tic structure on X is as follows. Let E := B/[U,U ] and e := LieE. Thus, we have E/A = T . The
group E acts naturally on a∗; furthermore, this action factors through an action of T = E/A. Let
Ô−(b) ⊂ e
∗ be the preimage of the T -orbit O−(b) ⊂ a
∗ under the restriction map e∗ → a∗. It is
easy to show that Ô−(b) is an open coadjoint orbit of the group E. Moreover, the resulting map
r : Ô−(b)→ O−(b) is an A-torsor.
For varying B ∈ B, the corresponding groups E, resp. A, form a smooth G-equivariant group
scheme EB, resp. AB, on B. We have an extension of group-schemes 1 → AB → EB → TB → 1,
where for any variety Y we use the notation TY for a constant group scheme T × Y → Y .
We define the following variety
B̂− = {(b, x) | b ∈ B, x ∈ Ô−(b)}.
By construction, we get a diagram of G-equivariant torsors
B̂−
rB: (b,x)7→(b,r(x))
t∗AB-torsor
// B˜−
t: (b,s)7→b
T -torsor
// B.
The composite map t ◦rB : B̂− → B is a G-equivariant EB-torsor. The action of EB induces a
Hamiltonian EB-action on T
∗B̂− with moment map µ̂ : T
∗B̂− → e
∗
B. For a fixed Borel B, one has
a G-equivariant isomorphism T ∗B̂− ∼= G×[U,U ] d(b), and we have µ̂(g, x) = Ad
∗ g(x).
On the other hand, since Ô−(b) is a coadjoint orbit in e(b)
∗, there is a tautological imbedding
B̂− →֒ e
∗
B as an open coadjoint orbit of the group scheme EB. Furthermore, it is not difficult
to show that the Hamiltonian reduction of T ∗B̂− with respect to the group scheme EB and the
coadjoint orbit B̂−, is canonically isomorphic to the variety X defined in (3.2.1). In other words,
there is a canonical G-equivariant isomorphism µ̂−1(B̂−)/EB ∼= X . This Hamiltonian reduction
construction provides X with a canonical symplectic structure.
4. THE MIURA VARIETY
4.1. We will freely use the notation of §3.1. Put g˜r = π
−1(gr), a G-stable Zariski open subset of g˜.
Part (i) of the following result is due to Kostant; part (ii) is also known, cf. e.g. [Gi2], Lemma
5.2.1, for a proof.
Proposition 4.1.1. (i) The restriction of the map π × ν to g˜r yields an isomorphism g˜r
∼→ gr ×c t.
(ii) Let b, b¯ be a pair of Borel subalgebras. Then, the set b ∩ (O−(b¯) + b¯) is nonempty iff b and b¯ are in
opposite position.
Definition. TheMiura variety is defined as Z := X ×gr g˜r. Set theoretically, we have
Z = {(b¯, b, x) ∈ B × B × g | b¯ ∈ µ−1X (x), b ∈ π
−1(x)} (4.1.2)
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=
{
(b¯, b, x) ∈ B × B × g | x ∈ b ∩ [O−(b¯) + b¯]
}
.
From Proposition 4.1.1(i), we deduce
X ×gr g˜r
∼= X ×gr (gr ×c t)
∼= X ×c t. (4.1.3)
We let G act on X ×gr g˜r diagonally. Let π˜ : Z → X , resp. µ˜ : Z → g˜r, be the first, resp. second,
projection. These maps are G-equivariant and one has a diagram with cartesian squares:
Z
π˜

µ˜
//
✷
g˜r ∼= gr ×c t
π

ν //
✷
t
θ

X
µX // gr
ϑ // c = t/W,
(4.1.4)
where θ is the quotient map. It follows from Lemma 3.2.3(iii) that the map ν ◦ µ˜ is a G-torsor, in
particular, Z is smooth.
Recall the notation of §2.2. By Lemma 4.1.1, the assignment (b¯, b, x) 7→ (b¯, b) gives amap Z → Ω.
Let the group G× T act on (B˜− ×B Ω)× t via its action on B˜− ×B Ω, the first factor.
Proposition 4.1.5. The following map is a G× T -equivariant isomorphism
qZ : Z −→ (B˜− ×B Ω)× t, (b¯, b, x) 7→
(
(b¯, xmod b¯)× (b¯, b)
)
× xmod u(b).
Proof. It is immediate from the construction that themap in question isG×T -equivariant. Further,
we know that B˜− ×B Ω is a G-torsor, see Lemma 2.2.4. Therefore, the map qZ is a morphism of
G-torsors on t. Hence, it is an isomorphism. 
Remarks 4.1.6. (i) Using the canonical isomorphism B˜− ×B Ω ∼= Ξ, see (2.2.5), we will often view
the map qZ as a map Z → Ξ× t.
(ii) It follows from Proposition 4.1.5 that the map (b¯, b, x) 7→ (b¯, b) × xmod u(b), makes Z a
T -torsor on Ω× t. Note also that there is a natural isomorphism between the variety Ω× t and the
variety of triples
{(b, h, h) | b ∈ B, h is a Cartan subalgebra of b, h ∈ h}.
The isomorphism is defined by the assignment Ω × t ∋ (b¯, b, t) 7→ (b, b ∩ b¯, ν−1
b¯,b
(t)), where νb¯,b
denotes the composition b ∩ b¯ →֒ b→ b/u(b) = t, which is a vector space isomorphism.
The isomorphism of the proposition can also be seen in terms involving the group scheme EB,
cf. §3.3. In more detail, let pr∗EB be a pull-back ofEB via the first projection pr : Ω→ B, (B¯, B) 7→
B¯. We have an extension
1→ pr∗AB −→ pr
∗EB −→ pr
∗TB → 1, (4.1.7)
ofG-equivariant group schemes on Ω. It is a simple, but important observation that this extension
has a canonical splitting. Specifically, given (B, B¯) ∈ Ω, put U¯ = [B¯, B¯], resp. T = B¯/U¯ and
E = B¯/[U¯ , U¯ ]. Then, the corresponding section T → E of the projection E → T is defined as a
composition B¯/U¯ ∼= B ∩ B¯ →֒ B¯ ։ E. Now, the splitting of (4.1.7) yields isomorphism pr∗e∗B
∼=
t∗×pr∗a∗B . The latter isomorphismprovides aG-equivariant trivialization B̂−×BΩ
∼= t∗×(B˜−×BΩ),
of the pr∗AB-torsor pr
∗B̂− → pr
∗B˜−. Explicitly, for (B, B¯) as above, put O = b ∩ (b¯+ O−(b¯)) and
A = U¯/[U¯ , U¯ ]. Then, the corresponding section O−(b¯) → Ô−(b) of the A-torsor, is defined as a
composition O−(b¯)
ar ◦ a
−1
l
−−−−−→ Ô−(b), where the isomorphism al, resp. ar, is a composition of the
two left, resp. right, arrows in the diagram
(b¯+O−(b¯))/b¯ (b¯+O−(b¯))oooo O?
_oo   // (b¯+O−(b¯)) // // (b¯+O−(b¯))/[u(b¯), u(b¯)].
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We now give a more explicit (though less canonical) description of the Miura variety. To this
end, we identify B×B = G/Bf ×G/Be. The isotropy group of the base point equalsBf ∩Be = Gh,
a maximal torus in G. Hence, one has a G-equivariant isomorphism G/Gh
∼→ Ω. The fiber of the
projection prΩ : Z → Ω over the base point equals O := u(be) ∩ [O(bf) + bf ]. This is a Gh-torsor.
For s ∈ O, h ∈ gh and t ∈ Gh, one has Ad t(s+ h) = Ad t(s) + h, so the set O+ gh is AdGh-stable.
Further, e ∈ O and we have
e+ gh = be ∩ (e+ bf) ⊆ be ∩ [O(bf) + bf ] = O+ (be ∩ bf) = O+ gh. (4.1.8)
We deduce G-equivariant isomorphisms
Z ∼= G×Gh (O + gh)
∼= G×Gh (Gh ·e+ gh)
∼= G× (e+ gh). (4.1.9)
In particular, for any (b¯, b, x) ∈ Z , there are uniquely determined elements h ∈ gh and g ∈ G such
that one has (b¯, b, x) = Ad g(be, bf , h+ e). Further, the mapG 7→ B˜−×BΩ, g 7→ gUf/Uf ×gGh/Gh is
a G-equivariant isomorphism. With these identifications, the isomorphism qZ of Proposition 4.1.5
takes the form qZ : (g, h + e) 7→ (g, h).
4.2. Relation to dynamical Weyl groups. We let W act on gr ×c t, resp. X ×c t, via the natural
W -action on t, the second factor. Transporting the W -action via the isomorphism of Proposition
4.1.1(i), resp. Proposition 4.1.5, gives a W -action on g˜r, resp. Z . In particular, for any x ∈ gr, we
get a well-defined W -action w : b 7→ bw, on the fiber Bx = π−1(x). The maps in the top row of
diagram (4.1.4) are G×W -equivariant.
Let G be the automorphism group of the G-torsor Ξ ∼= B˜− ×B Ω. Thus, G is noncanonically
isomorphic toG. The action of an element w ∈W on Z gives an automorphism of the variety Ξ× t
of the form w : (x, h) 7→ (φw(h)(x), w(h)), where φw : t → G is a certain regular map. It follows
from the construction that the maps {φw, w ∈W} satisfy a cocycle equation:
φw1(w2(h)) · φw(h) = φw1w2(h), ∀w1, w2 ∈W, h ∈ t. (4.2.1)
Explicit formulas for the maps φw are reminiscent of the formulas appearing in the theory of
classical r-matrices and dynamical Weyl groups, cf. [GR] for some related results.
5. THE KEY CONSTRUCTION
5.1. In this subsection, following [BK] and [DG], we will relate the group scheme π∗Z → g˜r and
the constant group scheme Tg˜r := T × g˜r → g˜r.
Let the Weyl group W act on Tg˜r = T × g˜r diagonally and act on π
∗Z = Z ×gr g˜r through its
action on g˜r, the second factor. Further, we let G act T × g˜r through its action on g˜r. TheW -action
commutes with theG-action. This makes Tg˜r , resp. π
∗Z, aG×W -equivariant group scheme on g˜r.
We will use the following known result.
Lemma 5.1.1. Let B be a Borel subgroup with Lie algebra b, and x ∈ b∩gr. Then,Gx ⊆ B. Furthermore,
writing x = h+n for the Jordan decomposition of x, we have Gx = Z(Gh) ·Ux, where Ux is the unipotent
radical of the group Gx and Z(Gh), the center of Gx, is a torus (in particular, it is connected).
Given a pair (x, b) as above, let κb,x be the following composition
κb,x : Gx
  // B // // B/[B,B] = T, (5.1.2)
where the first map is well defined thanks to the lemma. It is straightforward to upgrade the
construction of the map κb,x for each individual element (b, x) ∈ g˜r and obtain a morphism κ :
π∗Z→ Tg˜r , of group schemes on g˜r.
Let grs be the set of regular semisimple elements of g. Given a scheme Y over g, we put Yrs :=
Y ×g grs.
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Lemma 5.1.3. The morphism κ : π∗Z→ T × g˜r is a morphism G×W -equivariant group schemes.
Proof. It is immediate to check that the morphism π∗Zrs → Tg˜rs induced from κ by restriction, is a
G×W -equivariant isomorphism. The result follows from this since Zrs is Zariski dense in Z. 
Remark 5.1.4. TheW -equivariance of themap κ says that κbw,x(g) = w(κb,x(g)), for any (b, x) ∈ g˜r
and g ∈ Gx, w ∈W . ♦
It will be convenient in what follows, to view gr as a subset of g
∗ rather than g, and identify c
with gr/G = t
∗/W . TheG-equivariant group scheme Z on gr, descends to a smooth group scheme
Zc := Z/G on c = gr/G, see [Ngo, $ 2.1], and also [Gi2, §2]. Thus, we have Z = Zc ×c gr. From the
isomorphism g˜r ∼= gr ×c t
∗ we get
π∗Z = Zc ×c gr ×c t
∗, resp. Tg˜r = T × (gr ×c t
∗).
The morphism κ induces a morphism
κc : (π
∗Zc)/G = Zc ×c t
∗ −→ Tg˜r/G = T × t
∗.
of group schemes on t∗, see [BK], [DG].
Let zc → c be the Lie algebra of Zc. There is a canonical isomorphism zc ∼= T
∗c, of vector bundles
on c. Therefore, associated with any f ∈ C[c] there is a section df ∈ Γ(c, zc). Let Y be a smooth
symplectic manifold equipped with a morphism µY : Y → c and an action Zc ×c Y → Y . Let
α : zc×c Y → T Y be the differential of that action and write ξF for the Hamiltonian vector field on
Y (a section of T Y → Y ) associated with a regular function F ∈ C[Y ]. We say that the Zc-action
on Y is Hamiltonian with moment map µY if the following holds:
α(df) = ξµ∗
Y
f , ∀f ∈ C[c].
We have a Zc-action Zc ×c (T × t
∗) → T × t∗, z × (t, τ) 7→ (κc(z)t, τ). We also have a Zc-action
on T ψB˜− that comes from the Z-action on X via the isomorphism X = T
ψB˜−. The proof of the
following result is left for the reader.
Lemma 5.1.5. The Zc-action on T
∗T = T × t∗, resp. T ψB˜−, is Hamiltonian with moment map θ ◦pr2,
resp. ϑ ◦µX .
5.2. Recall the setting of diagram (3.1.4) and put (T ∗B˜)r := µ
−1
G (gr) = p
−1
g˜
(g˜r). Thus, we obtain a
diagram of G-equivariant torsors on g˜r:
Z
pi∗Z-torsor
µZ
❃
❃❃
❃❃
❃❃
❃ (T
∗B˜)r
T
g˜r
-torsor
p
g˜
{{①①
①①
①①
①①
①①
g˜r
(5.2.1)
Proposition 5.2.2. There is a canonical morphism κZ : Z → (T
∗B˜)r, of G-equivariant schemes over g˜r,
such that the following diagram commutes
π∗Z×g˜r Z
π∗Z-action
//
κ×κZ

Z
κZ

Tg˜r ×g˜r (T
∗B˜)r
T -action // (T ∗B˜)r
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Proof. We first define κZ pointwise. To this end, we use the map κb¯,b from (2.2.1) and let κZ be
given by the following assignment:
κZ : Z → (T
∗B˜)r = B˜ ×B g˜r, (b¯, b, x) 7−→ κb¯,b(xmod b¯)× (b, x). (5.2.3)
To define κZ scheme theoretically, we use the isomorphisms in (2.2.5). The required morphism
is then defined by factoring the composite map (prB˜ ◦p
′
◦ (p′−)
−1
◦ π˜)× prg˜r : Z → B˜× g˜r (along the
upper half of the perimeter of the commutative diagram below) through a map κZ : Z → g˜r ×B B˜
as follows:
B˜− ×B Ω
p′ ◦ (p′−)
−1
∼=
// Ω×B B˜
pr
B˜ // // B˜
❄
❄❄
❄❄
❄❄
❄❄
Z
π˜
;;✇✇✇✇✇✇✇✇✇✇ κZ //
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
(T ∗B˜)r g˜r ×B B˜
;;✇✇✇✇✇✇✇✇✇✇
##❍
❍❍
❍❍
❍❍
❍❍
❍
✷ B
X ×gr g˜r
prg˜r // // g˜r
??⑧⑧⑧⑧⑧⑧⑧⑧⑧
We must prove that the diagram in the statement of Proposition 5.2.2 commutes. All schemes
being reduced, it is sufficient to check this pointwise. Thus, let (b¯, b, x) ∈ Z and put h := b ∩ b¯.
This is a Cartan subalgebra, by Lemma 4.1.1, and one has a triangular decomposition g = u⊕h⊕ u¯,
where u := u(b), u¯ := u(b¯). Let B, resp. U and H , be the group corresponding to b, resp. u and h.
Fix g ∈ Gx. We know that Gx ⊆ B, so conjugation by g produces a triangular decomposition of
the form g = u⊕ g(h) ⊕ g(u¯), where we write g(h) for Ad g(h), etc.
Since x ∈ b ∩ (O−(b¯) + b¯), one can write x = h + u, where h ∈ h and u is a nilpotent element
contained in the open H-orbit in u ∩ d(b¯). Note that since x is fixed by g, we have x = Ad g(h) +
Ad g(u), where Ad g(h) ∈ g(h) and Ad g(u) ∈ g(u ∩ d(b¯)) = u ∩ d(g(b¯)). Put u′ = [u, u]. Thus,
xmod b¯ ∈ O−(b¯), resp. umod u
′ ∈ O(b). Going through the construction of themap κb¯,b, one finds
that κb¯,b(xmod b¯) = umod u
′, resp. κg(b¯),b(xmod g(b¯)) = Ad g(u)mod g(u
′) = Ad g(u)mod u′.
Now, write z : y 7→ z ⋆
Z
y, resp. t : y 7→ t ⋆
T
y, for the action of Gx on µ
−1
X (x) and π
−1(x), resp.
action of T = B/U on u/u′. By definition, one has κb,x(g) = gmod U . We compute:
κZ(g ⋆Z b¯, g ⋆Z b,Ad g(x)) = κZ(g ⋆Z b¯, b, x) = κg(b¯),b(xmod g(b¯)) = Ad g(u)mod u
′
= (gmod U) ⋆
T
(umod u′) = κb,x(g) ⋆T κb¯,b(x). 
Corollary 5.2.4. The restriction of the map κZ to the locus of regular semisimple elements yields an iso-
morphism κZ |g˜rs : Zrs
∼→ (T ∗B˜)rs.
Proof. One has the following chain of morphisms of schemes over g˜rs:
Zrs
z 7→ 1×z
// (π∗Z×π∗Z Z)rs
(κ|g˜rs)×IdZ // (T ×π∗Z Z)rs
κZ // (T ∗B˜)rs.
The first map here is the tautological isomorphism. As we have mentioned in the proof of
Lemma 5.1.3, the second map above is easily seen to be an isomorphism. Finally, the third map is
an isomorphism by Proposition 5.2.2. 
Corollary 5.2.5. In the setting of Lemma 5.1.1 the following holds:
(i) One has Kerκb,x = Ux, resp. Imκb,x equals the image of the group Z(Gh) in T = B/[B,B].
(ii) If s ∈ O(b) is such that the fiber κ−1Z (b, x, s) is nonempty, then this fiber is a Ux-torsor.
Proof. Part (i) is immediate from Lemma 5.1.1. Part (ii) follows from (i) using that the map (5.2.6)
is an isomorphism. 
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Let Tg˜r×π∗ZZ be a pushout of the π
∗Z-torsorZ via themorphismκ. Thus, Tg˜r×π∗ZZ is aG×W -
equivariant Tg˜r -torsor. It follows from Proposition 5.2.2 and the universal property of pushouts,
that the morphism κZ induces a morphism
κ : Tg˜r ×π∗Z Z −→ (T
∗B˜)r, t× (b¯, b, x) 7→ t · κ(b¯, b, x), (5.2.6)
of T -torsors on g˜r. Let j : (T
∗B˜)r →֒ T
∗B˜ be the natural open imbedding.
The following result is the main geometric ingredient of the proof of Theorem 1.3.2.
Theorem 5.2.7. The map κ is an isomorphism of G × T -equivariant schemes over g˜r. Furthermore, the
composite map C[T ∗B˜]
j∗
−→ C[(T ∗B˜)r]
κ∗
−→ C[Tg˜r ×π∗Z Z], is an algebra isomorphism.
Proof. The equivariance of κ is immediate from definitions. Further, κ is an isomorphism since
any morphism of T -torsors is an isomorphism. To prove the last statement, we use that g˜r g˜r has
codimension ≥ 2 in g˜, see e.g. [BR, Proposition 1.9.3]. Since T ∗B˜ is a T -torsor over g˜, it follows
that (T ∗B˜)r (T ∗B˜)r has codimension ≥ 2 in T
∗B˜. Hence, C[T ∗B˜] = C[(T ∗B˜)r]. 
Proof of Corollary 1.3.3. The Weyl group acts on Tg˜r and on Z . We transport the diagonalW -action
on Tg˜r ×π∗Z Z via the isomorphism κ. The resulting W -action on (T
∗B˜)r induces a W -action on
C[T ∗B˜] = C[(T ∗B˜)r] by algebra automorphisms.
To prove that the above definedW -action on (T ∗B˜)aff agrees with the one constructed in [GR,
Proposition 5.5.1], it is sufficient to show that the two actions agree over the locus of regular
semisimple elements. This is easy to check by compairing the constructions of these actions. 
5.3. We consider the map κ¯ = π˜×κ : Z → X×T ∗B˜. By construction, we have Im κ¯ ⊆ X ×(T ∗B˜)r.
Recall the map q : X → B˜−, see (3.2.2), and let prB˜ : T
∗B˜ → B˜ be the natural projection. Formula
(5.2.3) shows that image the composite map (q × prB˜) ◦ κ¯ : Z → X × T
∗B˜ → B˜− × B˜, equals Ξ. In
terms of (4.1.9), these maps have the following explicit description:
X = G×Uf (e+ bf)
q

Z = G× (e+ gh)
π˜oo µ˜ //
(q×pr
B˜
) ◦ κ¯

g˜ = G×Ue be
pr
B˜

B˜− = G/Uf Ξ = G
p−
oooo p // // B˜ = G/Ue
(5.3.1)
In this diagram, the map π˜ is induced by the inclusion e+ gh →֒ e+ bf , resp. the map κ is induced
by the inclusion e+ gh →֒ be. Thus, the maps κ¯ and (q × prB˜) ◦ κ¯ take the following form:
Z = G× (e+ gh)
  κ¯: (g,x) 7→ (g,x,x) // X ×Ξ T
∗B˜ = G× (e+ bf)× be
q×pr
B˜
: (g,x,y) 7→ g
// // Ξ = G.
The symplectic forms on T ψB˜− and on T
∗B˜ give a natural symplectic form on T ψB˜−×T
∗B˜. We
use the isomorphism X ∼= T ψB˜− and identify X × T
∗B˜ with T ψB˜− × T
∗B˜. Then, the map q × prB˜
makes T ψB˜− × T
∗B˜ a twisted cotangent bundle on B˜− × B˜.
The following result says that theMiura variety may be viewed as a Lagrangian correspondence
between the varieties T ψB˜− and T
∗B˜.
Proposition 5.3.2. (i) The map κ¯ is a G-equivariant closed imbedding such that the first projection
Z → T ψB˜− is a finite morphism and the second projection Z → T
∗B˜ is a birational isomorphism.
(ii) The map (q × prB˜) ◦ κ¯ : Z → Ξ makes Z a twisted conormal bundle on Ξ ⊂ B˜− × B˜. In particular,
Z is a Lagrangian submanifold.
15
Proof. The left cartesian square in (4.1.4) implies that Z → T ψB˜− is a finite morphism. Corollary
5.2.4 implies that the map Z → T ∗B˜ is a birational isomorphism. Further, the scheme X ×Ξ T
∗B˜
is closed in X × T ∗B˜ since the orbit Ξ is closed in B˜− × B˜, by Lemma 2.2.4. Thus, proving that κ¯
is a closed imbedding reduces to showing that so is the map Z → X ×Ξ T
∗B˜. We identify Ξ = G
and use the explicit formulas for the maps κ¯ and q × pr
B˜
given above. The fiber of the projection
X ×Ξ T
∗B˜ → Ξ, resp. of the map (q × prB˜) ◦ κ¯, over an element g ∈ G = Ξmay be identified with
(e+ bf)× be, resp. e+ gh. Then, the restriction, κ¯1, of the map κ¯ to the fiber becomes the diagonal
imbedding κ¯1 : e + gh →֒ (e + bf) × be, which is a closed imbedding. It follows that κ¯ is a closed
imbedding.
Next, we note that (e + bf) × be has the natural structure of an affine-linear space, a fiber of
the twisted cotangent bundle on B˜− × B˜. The image of the map κ¯1 is an affine-linear subspace of
(e + bf) × be of that affine-linear space. Thus, the map (q × prB˜) ◦ κ¯ : Z → Ξ is an affine-linear
fibration. We will neither use nor prove that Z is a Lagrangian submanifold. 
Proof of Theorem 1.3.2. First of all, we compute
Tg˜r ×g˜r Z = T × Z
∼=
(4.1.3)
T × (X ×c t
∗) = (T × t∗)×c X = T
∗T ×c T
ψB˜−. (5.3.3)
It is easy to check that the fiber product T ∗T ×c T
ψB˜− on the right agrees with the one used in the
statement of Theorem 1.3.2.
We have Hamiltonian Zc-actions on T
∗T = T × t∗ and T ψB˜−, see Lemma 5.1.5. This gives the
diagonal Zc-action on T
∗T×T ψB˜−; morever, the latter action agrees, via the chain of isomorphisms
in (5.3.3), with the action of the group scheme π∗Z on Tg˜r×g˜r Z used in the definition of pushout in
(5.2.6). We deduce isomorphisms T ∗T ×Zc X
∼= Tg˜r ×π∗Z Z
∼= (T ∗B˜)r, where the last isomorphism
is due to Theorem 5.2.7. Thus, we have a Zc-torsor η : T
∗T ×c X → T
∗T ×Zc X
∼= (T ∗B˜)r. The
morphism η is flat since the group scheme Zc is smooth. It follows by flat descent that the canonical
morphism O(T ∗B˜)r → (η∗OT ∗T×cX )
Zc is an isomorphism. We compute
C[T ∗B˜] = C[(T ∗B˜)r] = Γ
(
(T ∗B˜)r, O(T ∗B˜)r
)
(by Theorem 5.2.7)
= Γ
(
(T ∗B˜)r, (η∗OT ∗T×cX )
Zc
)
(5.3.4)
= Γ(T ∗T ×c X , OT ∗T×cX )
Zc = C[T ∗T ×c X ]
Zc
= C[T ∗T ×c T
ψB˜−]
Zc (by (5.3.3))
= C[T ∗T ×c T
ψB˜−]
zc (since Zc is connected)
= C[T ∗T ×c T
ψB˜−]
C[t∗]W .
Here, the last equality holds since (θ ◦ν)∗zc, viewed as a locally free sheaf on T
∗T ×c T
ψB˜−, is
generated by the global sections α(df) = ξµ∗f , f ∈ C[c] = C[t
∗]W . 
5.4. We now explain how to adapt the constructions of previous sections to a ‘simply connected’
setting where the adjoint group G is replaced by Gsc, a simply connected cover of G. To this
end, let ωi, i ∈ I , be the fundamental weights of g, and X
∗ the weight lattice. For each i ∈ I ,
we fix an irreducible finite dimensional representation Vωi of g, with highest weight ωi (such a
representation is defined uniquely up to a noncanonical isomorphism). Associated with every
Borel b, there is a canonical b-stable filtration V ≥µ,bωi , µ ∈ X
∗, such that grµ,b V := V ≥µ,b/V >µ,b is
a µ-weight space for the natural action of the universal Cartan algebra t = b/[b, b]. The highest
weight space V ≥ωi,bωi is the line V
u(b)
ωi formed by the vectors killed by u(b). Dually, one has a line
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grw0(ωi),b Vωi = Vωi/u(b)Vωi , where w0 ∈ W is the longest element. Let O
i(b)sc = V ≥ωi,bωi r {0},
resp. Oi−(b)
sc = grw0(ωi),b Vωi r {0}. The action of T
sc, the abstact maximal torus of Gsc, makes
Osc(b) :=
∏
i O
i(b)sc, resp. Osc−(b) =
∏
i O
i
−(b)
sc, a T sc-torsor. Similarly to §2.1, we define the
following Gsc-equivariant T sc-torsor on B:
B˜sc := {(b, s) | b ∈ B, s ∈ Osc−(b)}, resp. B˜
sc
− := {(b, s) | b ∈ B, s ∈ O
sc
−(b)}.
For every i ∈ I and a pair b, b¯ ∈ B, of Borel subalgebras in opposite position, the composite map
V
u(b)
ωi →֒ Vωi ։ Vωi/u(b¯) is an isomorphism. An inverse of this map induces an isomorphism
O
i
−(b¯)
sc = (grw0(ωi),b¯ Vωi)r {0}
∼→ Oi−(b)
sc = V ≥ωi,bωi r {0}.
We obtain an isomorphism κsc
b¯,b
: Osc−(b¯)
∼→ Osc−(b), such that κ
sc
b¯,b
(ts) = w0(t)
−1κsc
b¯,b
(s). We let Ω˜sc
be the preimage of Ω under the projection B˜sc− × B˜
sc → B × B, and define
Ξsc := {(b¯, x¯, b, x) ∈ B˜sc− × B˜
sc | (b, b¯) ∈ Ω˜, κsc
b¯,b(x¯) = x}.
Then, Ξsc is a Gsc∆-torsor and the action Ξ
sc × T sc2 → Ω˜
sc is a Gsc∆ × T
sc
2 -equivariant isomorphism.
Further, similarly to (2.2.5), we have isomorphisms
B˜sc− ×B Ω Ξ
sc
p˜sc−
oo p˜
sc
// Ω×B B˜
sc.
Since any Borel subgroupB ofGsc contains Z(Gsc), the center ofGsc, there is a canonical imbed-
ding Z(Gsc) →֒ B/[B,B] = T sc. Furthermore, we have canonical isomorphismsGsc/Z(Gsc) ∼→ G,
resp. T sc/Z(Gsc) ∼→ T .
Recall the notation of §2.1. For every i ∈ I inside the lattice X∗, we have an equation αi =∑
j∈I 〈α
∨
j , αi〉 ·̟i, where α
∨
j denotes the simple coroot associated with j ∈ I . We may (and will)
choose, for some Borel subalgebra b and every i ∈ I , an isomorphism:
grαi,b g ∼=
⊗
j∈I
(
V u(b)ωi
)⊗〈α∨j ,αi〉, (5.4.1)
of 1-dimensional T -modules (of the same weight). These isomorphisms combine together to give
an isomorphism(∏
i∈I
O
i(b)sc
)/
Z(Gsc) ∼→
∏
i∈I
O
i(b), (si)i∈I 7→
(∏
j s
⊗〈α∨j ,αi〉
i
)
i∈I
,
of T -torsors. The above isomorphism extends in a canonical way to an isomorphism B˜sc/Z(Gsc) ∼→
B˜, of G-equivariant T -torsors on B. By duality, the isomorphisms in (5.4.1) also induce an isomor-
phism B˜sc−/Z(G
sc) ∼→ B˜−.
We define X sc := X ×
B˜−
B˜sc− , resp. Z
sc := X sc ×gr g˜r. Let µ
sc
X be the composition X ×B˜− B˜
sc
− →
X → g. With these defininitions, there is an analogue of the diagram from the proof of Proposition
5.2.2 that provides the construction of a morphism
κscZ : Z
sc → g˜r ×B B˜
sc ∼= T ∗(B˜sc),
of Gsc-equivariant schemes on g˜r.
Next, one has the universal centralizer group scheme Zsc := {(g, x) ∈ Gsc × gr | Ad g(x) = x}.
Using theGsc-equivariant morphism µscX : X
sc → gr, one gets a canonical action Z
sc×gr X
sc → X sc.
There is a simply-connected analogue κsc : π∗Zsc → T sc
g˜r
, of themap from Lemma 5.1.3. One checks
that the simply-connected counterpart of the diagram of Proposition 5.2.2 commutes. This implies
an analogue of Theorem 5.2.7, i.e., an isomorphism
κsc : T scg˜r ×π∗Zsc Z
sc ∼→ (T ∗(B˜sc))r, (5.4.2)
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of Gsc × T sc-equivariant schemes on g˜r.
We letW act on X sc ×c t via its action on the second factor. This gives, using the isomorphism
X sc ×gr g˜r
∼= X sc ×c t, a W -action on Z
sc. Thus, one can transport the diagonal W -action on the
variety in the LHS of (5.4.2) to obtain aW -action on (T ∗(B˜sc))r .
6. THE MIURA BIMODULE
6.1. Given a Lie algebra k and a left, resp. right, k-module E, we write Ek for the space of k-
invariants and use simplified notation k\E = E/kE, resp. E/k = E/Ek, for k-coinvariants. Simi-
larly, given a second Lie algebra k′ and a (Uk′,Uk)-bimodule E, we write k′\E/k = E/(Ek + k′E).
Below, we view Ug, resp. U t, as the algebra of left invariant, resp. invariant, differential op-
erators on G, resp. T . We fix a pair B, B¯, of opposite Borel subgroups, with unipotent radicals
U, U¯ , and use the notation of §1.1. Thus, we get Lie algebra imbeddings b →֒ g →֒ D(G), resp.
u¯ψ →֒ D(G) and t →֒ D(T ). We obtain a chain of algebra homomorphisms
U t ∼= u\Ub = (u\Ub)u
∼→ (u\Ug)u −→ (u\D(G))u. (6.1.1)
We put †D := (u\D(G))u and let a : U t → †D be the composite of the maps above. Thus, one
has the following diagrams of algebra maps
D(G) Ub? _oo
proj
// // Ub/u ∼= U t
  // D(T ), resp. †D U t
aoo 

// D(T ).
We apply the construction of Hamiltonian reduction in the setting of Example 1.1.2(ii) for the
triple A1 = D(T ), A2 = D(G), Z = Ub, resp. A1 = D(T ), A2 =
†D , Z = U t, and the maps on the
left, resp. right, of the diagram above. We obtain the following algebras
(
D(T )
⊗
Ub D(G)
)b ∼= (D(T )⊗U t (u\D(G))u)t = (D(T )⊗U t †D)t, (6.1.2)
where the isomorphism on the left results from the fact that one can perform Hamiltonian reduc-
tion in stages: first with respect to the Lie algebra u and then with respect to t = b/u. Hamiltonian
reduction with respect to u does not affect D(T ), the first tensor factor, since the map b → D(T )
factors through b/u→ D(T ). The space D(T ) ⊗Ub D(G) = D(T ) ⊗U t u\D(G) has the structure of
a left (D(T ) ⊗Ub D(G))
Ub-module via an ‘inner’ action, and also of a rightD(T )op⊗D(G)-module
via an ‘outer’ action, see Example 1.1.2(ii).
Following §1.1, letDψ(B˜−) := (D(G)/u¯
ψ)u¯
ψ
. The two-sided quotient u\D(G)/u¯ψ = (u\D(G))/u¯ψ
= u\(D(G)/u¯ψ) has the natural structure of a (†D ,Dψ(G/U¯ ))-bimodule.
Let u¯ψ ⊂ D(G) act on D(T ) ⊗ D(G) by x : (uT ⊗ uG) 7→ uT ⊗ (uG · x). We define the Miura
bimodule as follows:
M :=
(
D(T ) ⊗
Ub
D(G)
)
/u¯ψ =
(
D(T ) ⊗
Ut
(u\D(G))
)
/u¯ψ (6.1.3)
= D(T ) ⊗
Ut
(u\D(G)/u¯ψ).
The ‘inner’ action of the algebra (D(T ) ⊗Ub D(G))
b on D(T ) ⊗Ub D(G) survives in M and it
makes M a left module over any of the algebras in (6.1.2). The ‘outer’ action of D(T )op ⊗ D(G)
descends to a right action of the algebra D(T )op ⊗ Dψ(G/U¯ ), on M. The right action commutes
with the left action; furthermore, it makes M a (D(T ), Dψ(G/U¯ ))-bimodule. Let 1M ∈ M be the
image of the element 1⊗ 1 ∈ D(T )⊗D(G) inM.
One has a natural imbeding Zg →֒ D(G), as the subalgebra of bi-invariant differential opera-
tors. This imbeding descends to an algebra map Zg → †D , z 7→ †z, resp. Zg → Dψ(B˜−), z 7→ z
ψ .
Let z ∈ Zg. By the definition of the Harish-Chandra homomorphism hc : Zg ∼→ U t, the image of
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z in (u\Ug)u equals the image of hc(z) under the composition U t ∼→ (u\Ub)u ∼→ (u\Ug)u. It follows
(and is well-known) that inside †D , one has
†z = a(hc(z)), ∀z ∈ Zg. (6.1.4)
We will use the algebra homomorphism Zg⊗ Zg→ D(T )⊗Dψ(G/U¯ ), z1 ⊗ z2 7→ hc(z1)⊗ z
ψ
2 , to
make D(T )⊗Dψ(G/U¯ ) a (Zg, Zg)-bimodule, with respect to either inner or outer action.
Given a (Zg, Zg)-bimodule E we write
EZg = {x ∈ E | zx = xz, ∀z ∈ Zg}.
LetMZg,out stand for this space in the case where E := M is viewed as a (Zg, Zg)-bimodule with
respect to the ‘outer’ action.
Lemma 6.1.5. We have 1M ∈M
Zg,out.
Proof. For any z ∈ Zg, we compute
1M(hc(z)⊗ 1) = (hc(z)⊗ 1)1M = (1⊗ a(hc(z)))1M
(6.1.4)
== (1⊗ †z)1M = 1M(1⊗ z
ψ),
where the first and last equalities follow from definitions. 
6.2. Given a (left) Ug-module E, we consider a composition fE : Eu¯
ψ
→֒ E ։ u\E. Note that
the space Eu¯
ψ
, resp. u\E, inherits a natural action of the algebra Zg, resp. U t = u\Ub = Ub/u. We
need the following result of Kostant:
Lemma 6.2.1. For any Ug-module E which is locally nilpotent as a u¯ψ-module, the composition
U t⊗Zg E
u¯ψ IdUt⊗fE−−−−−→ U t⊗Zg (u\E)
action
−−−→ u\E.
is an isomorphism of left U t-modules.
Proof. It was shown by Kostant [Ko] that for E as above, the natural map Ug/u¯ψ ⊗Zg E
u¯ψ → E is
an isomorphism. From this isomorphism, we deduce
u\E = u\(Ug⊗Ug E) = (u\Ug) ⊗Ug E = u\Ug ⊗Ug
(
Ug/u¯ψ ⊗Zg E
u¯ψ
)
= (u\Ug/u¯ψ) ⊗Zg E
u¯ψ = U t⊗Zg E
u¯ψ ,
where we have used that the composite U t = u\Ub →֒ u\Ug ։ u\Ug/u¯ψ is an isomorphism. 
Let E := D(G)/u¯ψ , so u\E = u\D(G)/u¯ψ . We have natural maps
D(T )
in
⊗Zg (D(G)/u¯
ψ)u¯
ψ IdD(T )⊗fE
−−−−−−−→ D(T )
in
⊗Zg (u\D(G)/u¯
ψ) ։ D(T ) ⊗U t (u\D(G)/u¯
ψ).
Corollary 6.2.2. The composition of the above maps yields an isomorphism D(T )
in
⊗Zg D
ψ(B˜−)
∼→ M, of
(D(T ), Dψ(B˜−))-bimodules with respect to the outer action.
Proof. Observe that the action of u¯ψ on E = D(G)/u¯ψ by left multiplication is locally-nilpotent.
Hence, we compute
M = D(T )⊗U t (u\D(G)/u¯
ψ) (by (6.1.3))
∼= D(T ) ⊗U t
(
U t
in
⊗Zg (D(G)/u¯
ψ)u¯
ψ)
(by Lemma 6.2.1)
∼= D(T )
in
⊗Zg (D(G)/u¯
ψ)u¯
ψ
= D(T )
in
⊗Zg D
ψ(B˜−). 
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The isomorphism of the corollary restricts to an isomorphism
(
D(T )
in
⊗Zg D
ψ(B˜−)
)Zg,out ∼= MZg,out. (6.2.3)
For µ ∈ Q, let tµ ∈ C[T ] denote the character µ viewed as a regular function on T . The algebra
D(T ) has a weight decomposition D(T ) = ⊕µ∈Q t
µ · U t = ⊕µ∈Q U t · t
µ, with respect to the adjoint
t-action, equivalently, T -action by translations. Similarly, the adjoint t-action on †D is semisimple,
so the algebra †D has a weight grading:
†
D = ⊕µ∈Q
†
D
µ
, †D
µ
:= {u ∈ †D | a(h) · u− u · a(h) = µ(h)u, ∀h ∈ t}.
It is clear that each of the spaces †D
µ
is stable under the U t-action h : u 7→ a(h) · u, on †D . So, one
has direct sum decompositions
(D(T )
⊗
U t
†
D)U t =
⊕
µ∈Q (Ct
−µ · U t) ⊗U t
†
D
µ
=
⊕
µ∈Q (Ct
−µ ⊗ †D
µ
).
Furthermore, it is easy to check that the following map:
φ : †D =
⊕
µ∈Q
†
D
µ
−→ (D(T ) ⊗U t
†
D)U t,
∑
µ
uµ 7→
∑
µ
(t−µ ⊗ uµ), (6.2.4)
is a Q-graded algebra isomorphism.
Recall that the left (inner) action on M of the algebra (D(T )
⊗
U t
†D)U t and the right (outer)
action of the algebra D(T )op ⊗ Dψ(G/U¯ ) commute. Therefore, Lemma 6.1.5 implies that for any
u ∈ †D , one has φ(u)1M ∈M
Zg,out. We define a map κ as a composition
κ : †D
u 7→φ(u)1M // MZg,out
(6.2.3)
(D(T )op
in
⊗Zg D
ψ(B˜−))
Zg,out. (6.2.5)
Explicitly, the element κ(u) is uniquely determined from the equation φ(u)1M = 1Mκ(u). Using
this, for any u, v ∈ †D , we find
1Mκ(uv) = φ(uv)1M = φ(u)(φ(v)1M) = φ(u)(1Mκ(v))
= (φ(u)1M)κ(v) = (1Mκ(u))κ(v) = 1M(κ(u)κ(v)).
We deduce that κ is an algebra homomorphism.
A G-invariant volume form on G, resp. B˜, provides an algebra isomorphism D(G) ∼→ D(G)op,
resp. D(B˜) ∼→ D(B˜)op. These isomorphisms are, in fact, independent of the choices of invariant
volume forms since such a form is unique up to a nonzero constant factor. Using that D(B˜) ∼=
(D(G)/u)u, we obtain a chain of algebra isomorphisms
D(B˜) ∼= D(B˜)op ∼=
(
(D(G)/u)u
)op ∼= ((D(G)op/u)u)op ∼= (u\D(G))u = †D . (6.2.6)
The following result is a more precise version of Theorem 1.2.2.
Theorem 6.2.7. The composite map
D(B˜)
(6.2.6)
∼=
// †D
κ // (D(T )op
in
⊗Zg D
ψ(B˜−))
Zg,out
is an algebra isomorphism.
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6.3. Review of twisted differential operators (TDO). In this subsection we extend the formal-
ism of TDO developed by Beilinson-Bernstein [BB] to a slightly more general setting of torsors of
group schemes. Such an extentionwill be used in the next subsection to give an intrinsic construc-
tion of the Miura bimodule that does not depend on the choice of a pair B, B¯, of opposite Borel
subgroups.
LetN be a smooth affine group scheme on a smooth varietyX and n = LieN the corresponding
Lie algebra, a locally free OX -module. Let p : P → X be an N -torsor. The OP -module p
∗n =
OP ⊗p qOX p
q
n comes equipped with the natural structure of a Lie algebroid. The Lie bracket is
given by the formula [f1⊗ γ1, f2 ⊗ γ2] = f1f2 ⊗ [γ1, γ2] + f1γ1(f2)⊗ γ2 − f2γ2(f1)⊗ γ1. There is an
exact sequence of locally free sheaves
0→ p∗n→ TP → p
∗TX → 0. (6.3.1)
Let M = AutN (P ) be the group scheme of (fiberwise) automorphisms of P . The Lie algebra
m = LieM is a locally freeOX-module (p∗OP ⊗OX n)
N , of sections of an associated bundle P ×N n
for the adjoint representation of N on n. Let k := (p∗TP )
N . The commutator of vector fields gives
a Lie bracket on k which is not OX-linear in general. Applying (p∗(−))
N to (6.3.1) we get an exact
sequence of sheaves of Lie algebras
0→ m→ k
a
−→ TX → 0.
The map amakes k a Lie algebroid onX. Let Uk be the enveloping algebra of this Lie algebroid.
There is a canonical isomorphism (p∗DP )
N ∼= Uk. The order filtration F qDP on differential oper-
ators, corresponds via the isomorphism to the PBW filtration, F qUk, on Uk. In particular, one has
F0Uk = OX , resp. F1Uk = OX ⊕ k.
Let Ω1P/X be the sheaf of relative 1-forms on P and m
∗ := HomOX (m,OX). We have canonical
isomorphisms
m∗ ∼= k∗/Ω1X
∼= (p∗Ω
1
P/X)
N ∼= (p∗OP ⊗ n
∗)N . (6.3.2)
An N -invariant section ψn ∈ Γ(X, n
∗)N ⊆ Γ(X, (p∗OP ⊗ n
∗)N ) gives, via (6.3.2), a section ψm ∈
Γ(X,m∗). Assume in addition that for any local sections u1, u2 of n, one has ψn([u1, u2]) = 0. Then,
ψm([u1, u2]) = 0 holds for any local sections of m. It follows that the assignment u 7→ u − ψn(u),
resp. u 7→ u−ψm(u), gives a Lie algebra map p
∗n→ TP ⊕OP = F1DP , resp. m→ m⊕OX = F1Um.
Let nψ ⊆ F1DP , resp. m
ψ ⊆ F1Um, be the image of this morphism.
The Lie algebroid k acts onm∗ via the Lie derivative L. A section ψm ofm
∗ is said to be k-invariant
if Lk(ψm(m)) = ψm([k,m]) for all local sections k ∈ k, m ∈ m.
Letψn ∈ Γ(X, n
∗) be anN -invariant section such that the corresponding sectionψm is k-invariant.
Then, mψ is a Lie ideal in k⊕OX . We have a push-out diagram of Lie algebroids
0 // m
ψm

// k

// TX // 0
0 // OX // (k⊕OX)/m
ψ // TX // 0
(6.3.3)
Since mψ is a Lie ideal of m⊕OX , we have that m
ψ · Uk = Uk ·mψ is a two-sided ideal of Uk. We
put DψX := Uk/Uk ·m
ψ. This is a TDO onX and the corresponding class c(DψX ) in H
2(X,Ω≥1X ), the
second cohomology of a truncated de Rham complex, is equal to the class of the Picard algebroid
in the bottom row of diagram (6.3.3), cf. [BB].
There is a canonical isomorphism p∗n ∼= p∗m, resp. p∗nψ ∼= p∗mψ. Therefore, one has p∗D
ψ
X
∼=
p∗(Uk/Uk ·mψ) ∼= DP /DP · p
∗nψ . Applying the functor p∗(−)
N yields a canonical algebra isomor-
phism DψX
∼= (p∗DP /p∗DPn
ψ)N .
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The sheaf p
q
D
ψ
X acts naturally on p
∗D
ψ
X by right multiplication. This gives DP /DP · p
∗nψ the
canonical structure of a (DP , p
q
D
ψ
X)-bimodule. Furthermore, one has a canonical isomorphism
EndDP
(
DP /DP · p
∗nψ
)
∼= (p
q
D
ψ
X)
op, of sheaves of algebras on P . For any left DψX -module E , the
sheaf
p∗E = (OP
⊗
p
q
OX
p
q
D
ψ
X)⊗p qDψ
X
E ∼= (DP /DP · n
ψ)
⊗
p
q
D
ψ
X
E .
has the natural structure of a left DP -module. For any left, resp. right, DP -module F and i ≥ 0,
the sheafHi(m
ψ, p∗F), resp. H
i(mψ, p∗F), inherits a left, resp. right, action of D
ψ
X .
Lemma 6.3.4. Assume that the group scheme N is unipotent. Then, the image of the class c(DψX ) in
H2dR(X) vanishes.
Assume that the total space of P is affine and N = N ×X → X is a constant group scheme, where N
is a unipotent group. Then, for any OP -module E , one has H
i(X, p∗E) ∼= H
i(LieN, Γ(P, E)), ∀i ≥ 0.
Proof. If N is unipotent then the section ψ extends to a morphism expψ : N → OX . Therefore
the torsor of connections on the Picard algebroid (6.3.3) in the bottom row of diagram (6.3.3) is an
OX -torsor. This torsor is Zariski locally trivial hence it gives a class c∇ ∈ H
1(X,OX ). It is easy to
show that one has c(DψX ) = dc∇ ∈ H
1(X,Ω1,closedX ). This implies the first statement. The proof of
the second statement is left for the reader. 
6.4. Fix a connected linear algebraic group G and a G-torsor P → pt. Let ♭G = AutG(P ) be the
group of automorphisms of P . Further, let X be a smooth G-variety and p : P → X a smooth,
surjective G-equivariant morphism. It follows that G acts transitively on X. Let Nx ⊆ G denote
the stabilizer of x ∈ X inG. The family Nx, x ∈ X, forms a smooth group scheme N , a subgroup
scheme of the constant group scheme G × X → X. The map p : P → X is a G-equivariant N -
torsor. The group schemeM = AutN (P ) of automorphisms of thisN -torsor, can be identified in a
natural way with a constant subgroup scheme of the group scheme ♭G×X → X, that is, we have
M = ♭N ×X → X, where ♭N is a subgroup of the group ♭G. Moreover, P is a ♭G-torsor and the
map P → X descends to aG-equivariant isomorphism P/♭N ∼→ X.
A choice of base point pt ∈ P gives an isomorphism G ∼= ♭G and a G-equivariant, resp. ♭G-
equivariant, isomorphism P ∼= G, resp. P ∼= ♭G. Furthermore, writing x = p(pt), we get a group
isomorphism ♭N = Nx, and a G-equivariant isomorphism X ∼= G/Nx. It is clear that given a
character ψx : Nx → C
×, there is a unique G-invariant section ψ ∈ Γ(X, n∗) such that ψ|LieNx is
the differential of ψx.
We are going to consider three special cases of the above in the setting of §2.2.
In the first and second cases, we let G = G and P = Ξ, which is a G-torsor by Lemma 2.2.4(ii).
Further, in the first case, we let X = B˜ and let p : Ξ → B˜ be the map defined before Lemma 2.2.4.
Similarly, in the second case we let X = B˜− and let the map P → X be the map p−. Let U¯B˜,
resp. UB˜− , be the group scheme of stabilizers for the G-action on B˜, resp. B˜−. Let BB˜ be the group
scheme of Borel subgroups such that [B
B˜
, B
B˜
] = U
B˜
. Thus, B
B˜
/U
B˜
∼= T × B˜ is a constant group
scheme.
Next, letG = T×G act on B˜ by (g, t) : x 7→ gxt−1, where the action of T is the right action. Write
BB˜ for the corresponding group scheme of stabilizers. The composition BB˜ →֒ T ×G×B˜ → G×B˜
yields an isomorphism BB˜
∼→ BB˜. The kernel of the composition BB˜ →֒ T ×G× B˜ → T × B˜ is the
group scheme U
B˜
= {1} × U
B˜
⊆ T ×G× B˜.
Lemma 2.2.4(i) gives a canonical isomorphism T × Ξ ∼= Ω˜. Hence, Ω˜ is a G-torsor. In the third
special case of our general setting we let P = Ω˜, X = B˜, and let the map P → X be a map
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p : Ω˜ = T × Ξ→ B˜ defined by p(t, x) = p˜(x)t−1. Here, we write p˜ : Ω˜→ B˜, resp. p˜− : Ω˜→ B˜−, for
the natural projection. The map p, resp. p˜ and p˜−, is a torsor of the group scheme BB˜, resp. T ×UB˜
and T × U¯B˜− .
We apply the constructions of §6.3 in the above setting. To this end, let u¯
B˜
= Lie U¯
B˜
, resp.
uB˜ = LieUB˜, bB˜ = LieBB˜, and bB˜ = LieBB˜. There are canonical isomorphisms bB˜/(0 ⊕ uB˜)
∼=
b
B˜
/u
B˜
= u
B˜
\b
B˜
= t ⊗ OΞ. We have a sheaf (p
q
u
B˜
\DΞ)
p
q
u
B˜ , resp. (p
q
b
B˜
\D
Ω˜
)p
q
b
B˜ , of associative
algebras on Ξ, resp. Ω˜. Let a(h) be the image of h ∈ t ⊗ 1 under the canonical map t ⊗ p
q
OB˜ =
p
q
(uB˜\bB˜) → (p
q
uB˜\DΞ)
p
q
u
B˜ . The sheaf p
q
uB˜\DΞ comes equipped with the natural structure of a
left (p
q
u
B˜
\DΞ)
p
q
u
B˜ -module. Similarly, the sheaf
p
q
bB˜\DΩ˜ = p
q
bB˜\(DT ⊠DΞ)
∼= t\
(
DT ⊠ (p
q
uB˜\DΞ)
)
(6.4.1)
has the natural structure of a left (p
q
bB˜\DΩ˜)
p
q
b
B˜ -module. In formula (6.4.1), t-coinvariants are
taken with respect to the diagonal t-action induced by the map h 7→ h⊗ 1− 1⊗ a(h).
We abuse notation and write ψ ∈ Γ(B˜−, u¯
∗
B˜−
) for the G-invariant section associated with a non-
degenerate character ψ ∈ u¯∗. Let Dψ
B˜−
be the corresponding TDO on B˜−.
We define a G× T -equivariant sheafM on Ω˜ as follows:
M := p
q
bB˜\DΩ˜/p˜
q
−u¯
ψ
B˜−
∼= p
q
bB˜\(DT ⊠ p
∗
−D
ψ
B˜−
) ∼= t\
(
DT ⊠ (p
q
uB˜\p
∗
−D
ψ
B˜−
)
)
,
where in the last isomorphism we have used (6.4.1). The sheafM comes equipped with a natural
left action of (p
q
bB˜\DΩ˜)
p
q
b
B˜ , as well as a right action of DopT ⊠ p˜
q
−D
ψ
B˜−
. The left and right actions
commute makingM a ((p
q
b
B˜
\D
Ω˜
)p
q
b
B˜ , DopT ⊠ p˜
q
−D
ψ
B˜−
)-bimodule.
We now fix a base point (B¯, x¯, B, κb¯,b(x)) ∈ Ξ. This gives an identification Ξ = G, resp. Ω˜ = G×
T, B˜ = G/U , and B˜− = G/U¯ . We obtain identifications p
q
uB˜ = u⊗OG, resp. p
q
−u¯
ψ
B˜−
= u¯ψ⊗OG, and
the map p reads: p(t, g) = gt−1U . From these identifications one deduces an algebra isomorphism
†D ∼= Γ(Ω˜, (p
q
b
B˜
\D
Ω˜
)p
q
b
B˜). We conclude that the space Γ(Ω˜,M) has the structure of a T × G-
equivariant
(
†D , D(T )op ⊗Dψ(B˜−)
)
-bimodule. Furthermore, there is a natural isomorphism
Γ(Ω˜,M) ∼= t\
(
D(T )⊗ (u\D(G)/u¯ψ)
)
=M.
Thus, the object Γ(Ω˜,M) in the LHS provides a canonical construction of the Miura bimodule
that has been defined earlier by formula (6.1.3) using the identifications B˜ = G/U and B˜− = G/U¯ .
Furthermore, we obtain a localized versionM, of the Miura bimodule.
7. PROOFS OF MAIN RESULTS
7.1. Reformulation in terms of isotypic components. Throughout this section, V stands for an
irreducible finite dimensional G-representation. We make V ⊗ Ug an Ug-bimodule by letting the
left, resp. right, action of g ∈ g be defined by g(v⊗u) = v⊗(gu), resp. (v⊗u)g = −(vg)⊗u+v⊗(ug).
Let ad g : v ⊗ u 7→ g(v ⊗ u) − (v ⊗ u)g = (gv) ⊗ u + v ⊗ (gu − ug), be the corresponding adjoint
g-action. This action is locally finite.
Fix µ ∈ Q. Let τµ be an automorphism of the algebra U t = C[t
∗] induced by the translation
t∗ → t∗, λ 7→ λ+µ. Let Jµ be an ideal of the algebra U t⊗Zg generated by the set {τµ(hc(z))⊗ 1−
1 ⊗ z, z ∈ Zg}. Given a (right) U t⊗ Zg-module E, we put EJµ := {e ∈ E | ej = 0, ∀j ∈ Jµ}. We
will also use similar notation in the case of left U t⊗ Zg-modules and (U t, Zg)-bimodules.
We fix a pair b, b¯ of opposite Borel subalgebras and identify t with b ∩ b¯. A right Ug-module
M = u\Ug = Ug/u(Ug) is called the universal Verma module. It is clear from definitions that one
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has isomorphisms
u\(V ⊗ Ug)/u¯ψ ∼= (V ⊗ (u\Ug))/u¯ψ = (V ⊗M)/u¯ψ, resp. (u\(V ⊗Ug))u ∼= (V ⊗M)u, (7.1.1)
where (−)u stands for u-invariants of the right, equivalently, adjoint action. The left action of
the algebra Ub ⊆ Ug on V ⊗ Ug descends to a U t-action on V ⊗ M. The first, resp. second, iso-
morphism above is an isomorphism of (U t, (Ug/u¯ψ)u¯
ψ
)-bimodules, resp. (U t, (u\Ug)u)-bimodules.
Since (u\Ug)u ∼= U t, one may view (V ⊗M)u as a right U t-module. The resulting adjoint t-action
on V ⊗M is semisimple and one has an ad t-weight space decomposition
(V ⊗M)u = ⊕µ∈Q (V ⊗M)
u,µ. (7.1.2)
The right action of the subalgebra Zg ⊆ Ug on V ⊗M survives in (V ⊗M)u,µ. From the definition
of the Harish-Chandra homomorphism hc : Zg → (u\Ug)u = U t, for any z ∈ Zg and v ⊗ m ∈
(V ⊗M)u,µ, one finds (v ⊗m)z = (v ⊗m)hc(z) = τµ(hc(z))(v ⊗m). We deduce
(V ⊗M)u,µ ⊆ (V ⊗M)Jµ , ∀µ ∈ Q. (7.1.3)
Recall that we view Ug as the algebra of left invariant differential operators. Also view C[G],
resp. D(G), as a G × G-module where the first, resp. second, copy of G acts by left, resp. right,
translations. Thus, we have C[G] =
⊕
V ∗⊗V , resp. D(G) = C[G]⊗Ug =
⊕
V ∗⊗(V ⊗Ug), where
the sum ranges over the set of isomorphism classes of irreducible G-representations. Hence, using
(7.1.1) we obtain a decomposition
u\D(G)/u¯ψ =
⊕
V ∗ ⊗ (V ⊗M)/u¯ψ, resp. (u\D(G))u =
⊕
V ∗ ⊗ (V ⊗M)u, (7.1.4)
into isotypic components with respect to to the G-action by left translations.
From (6.1.3) and the first isomorphism in (7.1.4), we get
M = D(T ) ⊗
Ut
(u\D(G)/u¯ψ) ∼= C[T ] ⊗ (u\D(G)/u¯ψ) =
⊕
V ∗ ⊗
(
C[T ] ⊗ (V ⊗M)/u¯ψ
)
.
Further, writing C[T ] =
⊕
µ∈Q Ct
−µ, we get
(C[T ] ⊗ (V ⊗M)/u¯ψ)Zg,out =
⊕
µ
(
Ct−µ ⊗ (V ⊗M)/u¯ψ
)Zg,out
=
⊕
µ Ct
−µ ⊗ ((V ⊗M)/u¯ψ)Jµ .
Thus, we obtain a decomposition
M
Zg,out =
⊕
V,µ
V ∗ ⊗ Ct−µ ⊗
(
(V ⊗M)/u¯ψ
)Jµ . (7.1.5)
Similarly, from the second isomorphism in (7.1.4), we deduce
†
D = (u\D(G))u = ⊕µ
†
D
µ =
⊕
V,µ
V ∗ ⊗ (V ⊗M)u,µ. (7.1.6)
The map κ, in (6.2.5), commutes with the G-action by left translations and it also respects the µ-
decomposition. Therefore, we conclude that κ induces, for each (V, µ), a map κV,µ : (V ⊗M)
u,µ →(
(V ⊗M)/u¯ψ
)Jµ , between the corresponding (V, µ)-components of the decompositions (7.1.6) and
(7.1.5), respectively. It is easy to check that the map κV,µ equals the composition of the following
natural inclusion and projection:
κV,µ : (M⊗ V )
u,µ (7.1.3)−−−→ (M⊗ V )Jµ ։
(
(M⊗ V )/u¯ψ
)Jµ . (7.1.7)
It is clear from the above discussion that Theorem 6.2.7 follows from the theorem below, to be
proved in §7.3.
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Theorem 7.1.8. For any irreducible G-module V and µ ∈ Q(T ), the map
κV,µ : (M⊗ V )
u,µ −→
(
(M⊗ V )/u¯ψ
)Jµ ,
is an isomorphism.
7.2. In this subsection we will discuss a Poisson counterpart of Theorem 7.1.8.
Let f ∈ C[c]. By definition one has ϑ∗f ∈ C[g∗]G. Restricting the differential of the function
ϑ∗f to the Slodowy slice e+ gh gives a section α(df) ∈ Γ(e + gh, ϑ
∗zc), cf. §5.1. We may (and will)
view α(df) as a polynomial map e+ gh → g. This map has the property that α(df)(x) ∈ gx for any
x ∈ e+ gh.
Let V be aG-representation and V ⊗C[t∗] the space of polynomial maps e+gh → V . Associated
with an element f ∈ C[c], we define a map {f,−}V : V ⊗ C[t
∗] → V ⊗ C[t∗], by {f,m}V (x) =
α(df)(x)(m(x)), ∀x ∈ e + gh. The map {f,−}V has the following interpretation. The action of the
constant group scheme G× (e+ gh)→ e+ gh on V × (e+ gh) gives, by restriction, an action of the
sub group scheme Z|e+gh on V ⊗ C[e+ gh]. The differential of this action is given by {f,−}V .
For µ ∈ g∗h, we define
(V ⊗ C[e+ gh])
{µ} =
{
m ∈ V ⊗C[e+ gh]
∣∣ {f,m}V (e+ h) = µ(h) ·m(e+ h), ∀h ∈ gh}.
Next, let {−,−}T ∗T denote the Poisson bracket on C[T
∗T ]. We will abuse notation and identify
a function f ∈ C[T ], resp. f ∈ C[t∗], with its pull-back via the projection of T ∗T = T × t∗ to the
first, resp. second, factor. Thus, for any f ∈ C[c], one has a map {θ∗f,−}T ∗T : C[T
∗T ]→ C[T ∗T ].
We identify gh with t = t
∗. The map e+ h 7→ h gives an algebra isomorphism C[t∗] ∼→ C[e+ gh].
The space V ⊗C[e+ gh] has an obvious structure of a free C[e+ gh]-module. Hence, we may (and
will) view V ⊗C[e+gh] as a freeC[t
∗]-module. This provides an identification V ⊗C[T ]⊗C[e+gh] =
C[T ∗T ]⊗C[t∗] (V ⊗ C[e+ gh]).
Given f ∈ C[c] and F ⊗m ∈ C[T ∗T ]⊗ (V ⊗ C[e+ gh]), we put
{f, F ⊗m}tot := −{f, F}T ∗T ⊗m+ F ⊗ {f,m}V .
The map a 7→ {f, a}tot descends to C[T
∗T ]⊗C[t∗] (V ⊗ C[e+ gh]). We define(
V ⊗ C[T ]⊗ C[e+ gh]
)C[c]
:= {a ∈ V ⊗ C[T ]⊗ C[e+ gh]
∣∣ {f, a}tot = 0, ∀f ∈ C[c]}.
It is clear that for any µ ∈ Q, we have
{θ∗f, tµ}T ∗T = τµ(θ
∗f) · tµ,
where τµ is the automorphism of C[t
∗] defined in §7.1. Using this formula, we find(
V ⊗ C[T ]⊗ C[e+ gh]
)C[c] ∼= (⊕µ∈Q V ⊗ Ctµ ⊗ C[e+ gh])C[c] (7.2.1)
∼=
⊕
µ∈Q Ct
µ ⊗ (V ⊗C[e+ gh])
{µ}.
The group G acts on Z , the Miura variety. We let T act on T × Z by translations along the first
factor. By (4.1.9) and (5.3.3), we have G× T -equivariant isomorphisms
T ∗T ×c X ∼= T × Z ∼= T ×G× (e+ gh).
We letG act on V ⊗C[T ]⊗C[Z] diagonally through its action on V and C[Z], resp. act T through
its action on T by translations along the factor T . From the decomposition C[G] =
⊕
V ∗ ⊗ V , for
every V , we obtain(
V ⊗C[T ∗T ×c X ]
)G ∼= (V ⊗ C[T ]⊗ C[G]⊗ C[e+ gh])G ∼= V ⊗ C[T ]⊗ C[e+ gh]. (7.2.2)
It is immediate from definitions that isomorphism (7.2.2) induces an isomorphism, cf. (5.3.4):(
V ⊗ C[T ∗T ×c X ]
C[t∗]W
)G ∼= (V ⊗ C[T ]⊗ C[e+ gh])C[c].
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Thus, (7.2.1) yields a decomposition(
V ⊗ C[T ∗T ×c X ]
C[t∗]W
)G
=
⊕
µ∈Q Ct
µ ⊗ (V ⊗ C[e+ gh])
{µ}. (7.2.3)
Next, let B = Be, resp. U = Ue, and identify B˜ = G/Ue. The group G, resp. T , acts on G/U
by left, resp. right, translations. The induced action of G × T on C[T ∗B˜] is locally finite. Using
G × T -equivariant isomorphisms T ∗B˜ ∼= G ×U u
⊥ ∼= G ×U b and the Peter-Weyl decomposition
we obtain, for every V , an isomorphism(
V ⊗ C[T ∗B˜]
)G ∼= (V ⊗ C[b])U = ⊕µ∈Q (V ⊗C[b])U,µ, (7.2.4)
where U acts on b via the adjoint action and acts on V ⊗C[b] diagonally.
The morphism κZ : Z → T
∗B˜, see Proposition 5.2.2, is G-equivariant. Hence, the pull-back
algebra map κ∗Z : C[T
∗B˜] → C[Z] induces, for every V , a map
(
V ⊗ C[T ∗B˜]
)G
→
(
V ⊗ C[Z]
)G
.
Using the isomorphisms in (7.2.2) and (7.2.4), the latter map may be viewed as a map
κZ,V :
(
V ⊗ C[b]
)U
−→ V ⊗ C[e+ gh].
It is easy to see that the map κZ,V equals the natural restriction map that sends a V -valued poly-
nomial function f , on b, to f |e+gh , the restriction of f to e+ gh ⊆ b. It is clear from this description
that the map κZ,V respects the µ-decompositions in (7.2.1) and (7.2.4), i.e., the map κZ,V breaks up
into a direct sum of maps
κZ,V,µ :
(
V ⊗ C[b]
)U,µ
−→ (V ⊗ C[e+ gh])
{µ}, µ ∈ Q.
We conclude that Theorem 7.1.8 yields the following result that may be viewed as a Poisson
counterpart of Theorem 6.2.7, cf. isomorphisms (7.3.5) below.
Proposition 7.2.5. For every irreducibleG-representation V and µ ∈ Q, the map κZ,V,µ is an isomorphism.

7.3. Proof of Theorem 7.1.8. Let U~k denote the asymptotic enveloping algebra of a Lie algebra k.
By definition, U~k is a C[~]-algebra generated by k, with relations xy − yx = ~[x, y] for x, y ∈ k.
Given a C[~]-module E, we write E|~=0 for E/~E.
Various constructions of previous subsections have asymptotic analogues. In particular, one
has the universal asymptotic Verma module M~ := u\U~g that comes equipped with a natural
structure of an (U~t,U~g)-bimodule. The assignment ~ 7→ 1⊗ ~, x 7→ −x⊗ ~+ 1⊗ x has a unique
extension to an algebra homomorphism U~g → Ug
op ⊗ U~g. Via this homomorphism, for any g-
module V , the vector space V ⊗M~ acquires the structure of a right U~g-module. We define a left
U~t-action on V ⊗M~ by t(v ⊗m) = v ⊗ tm. This makes V ⊗M~ an (U~t,U~g)-bimodule.
For any x ∈ g the map g → g, y 7→ [x, y], extends uniquely to a C[~]-linear derivation adx of
the algebra U~g. Similarly, there is a well defined ‘adjoint’ action of the Lie algebra t on (V ⊗M~)
u,
which is related to the bimodule structure by the equations
~ · ad t(v ⊗m) = ~ · t(v)⊗m+ v ⊗ (tm−mt) = t(v ⊗m)− (v ⊗m)t ∀t ∈ t.
The ad t-action is semisimple, so one has a weight decomposition (V ⊗M~)
u =
⊕
µ∈Q (V ⊗M~)
u,µ.
Let g = ⊕m∈Z g(m), resp. V = ⊕m∈Z V (m), be the weight decomposition with respect to the
adjoint, resp. natural, action of the element h ∈ g. Define a Z-grading on U~g by assigning the
elements of g(m) ⊆ g, m ∈ Z, degree 2 −m and assigning ~ degree 2. This makes u a Z-graded
subspace of U~g. We equipM~ with the induced grading and V ⊗M~ with the natural grading on a
tensor product. We also make U~t = C[t
∗][~], resp. C[t∗× t∗×A1] = Sym(t⊕ t)[~], a graded algebra
by placing t, resp. t⊕ t, in degree 2.
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Let fi, i ∈ I , be simple root vectors for the Lie algebra u¯. Let u¯
ψ
~
be a C[~]-submodule of U~g
generated by the vector space [u¯, u¯] ⊆ g and the elements fi − ψ(fi), i ∈ I . This is a graded
C[~]-submodule of U~g. Therefore, the quotient (V ⊗M~)/u¯
ψ
~
inherits the structure of a Z-graded
C[~]-module. Observe further that inside (U~g)|~=0 = Sym g, one has u¯
ψ
~
|~=0 = {x− ψ(x), x ∈ u¯}.
Also, for any x, y ∈ u¯ψ
~
, we have xy − yx ∈ u¯ψ
~
.
Recall the notation of §2.1. For any µ ∈ Q, let F≥µ(V ⊗M~) be an (U~t,U~g)-sub-bimodule of V ⊗
M~ generated by the subspace V
≥µ,b⊗1. Thus, for any λ ≤ µ one has F≥µ(V ⊗M~) ⊆ F≥λ(V ⊗M~).
The map V ≥µ,b ⊗ 1 ։ (V ≥µ,b/V >µ,b)⊗ 1 induces an isomorphism F≥λ(V ⊗M~)/F>λ(V ⊗M~) =
grµ,b V ⊗M~.
We need the following known result.
Lemma 7.3.1. The left U~t-action makes (V ⊗ M~)
u,µ, resp. (V ⊗ M~)/u¯
ψ
~
, a free graded U~t-module of
rank dimV . Furthermore, the canonical map (V ⊗M~)
u,µ|~=0 → (V ⊗M)
u,µ is an isomorphism.
Proof. The algebra D~(B˜) of asymptotic differential operators on B˜, is a free U~t-module under
the right action, by [GR], Proposition 3.2.3. The U~t-module (V ⊗ M~)
u is a direct summand of
D~(B˜). Hence, (V ⊗M~)
u is a Z-graded flat U~t-module, such that the grading on the module is
bounded below. It follows that this U~t-module is free. The last statement of the lemma follows
similarly from [GR, Lemma 3.5.2]. Finally, the statement involving (V ⊗M~)/u¯
ψ
~
is, essentially, due
to Kostant [Ko, Theorem 4.6]. Specifically, let U(u¯ψ
~
) be a C[~]-subalgebra of U~g generated by u¯
ψ
~
.
Then, M~ is free over U~t ⊗C[~] U(u¯
ψ
~
). It follows that (V ⊗M~)/u¯
ψ
~
is free over U~t. Therefore, an
associtated graded of V ⊗M~ with respect to the filtration F≥λ(V ⊗M~) is free over U~t, and the
result follows. 
We are going to deduce Theorem 7.1.8 from Theorem 1.3.2 by a deformation argument. To this
end, we need the following construction borrowed from [BF].
Below, we use subscripts ‘1’ and ‘2’ to distinguish the first and second factors of a cartesian
product, in particular, we write C[c × c] = C[c1 × c2] = C[c1] ⊗ C[c2]; given an element z ∈ C[c],
let z(1) = z ⊗ 1, resp. z(2) = 1 ⊗ z, be the corresponding element of C[c1 × c2]. Let I∆ ⊂ C[c × c]
be the ideal of the diagonal c∆ ⊆ c × c. The standard deformation of c × c to the normal bundle
on the diagonal is an affine schemeN defined as the spectrum of the Rees algebra
∑
n∈Z ~
−n · In∆,
a subalgebra of C[c × c][~, ~−1]. Here, for any n ≤ 0 we put In∆ := C[c × c]. The algebra C[N] =∑
n∈Z ~
−n · In∆ is a localization of C[c × c × A
1]. Specifically, let z1, . . . , zr, r = rk g, be a set of
homogeneous generators of the algebra C[c] = C[t∗]W . Then, C[N] is a graded C[c1][~]-subalgebra
of C[c1 × c2][~, ~
−1] generated by the elements
z
(1)
i −z
(2)
i
~
, i = 1, . . . , r. The schemeN is smooth and
it comes equipped with a C×-action and a C×-equivariant morphismN→ c1 × c2 ×A
1, where the
C×-action on c1× c2×A
1 = t∗/W × t∗/W ×A1 is induced by the grading on C[t∗× t∗×A1] defined
above. Let p1, resp. p2 and pA1 , be the composition of this morphism with the first, resp. second
and third, projection.
Next, fix µ ∈ Q ⊂ t∗ and consider the following maps
t∗ × A1 
 (x,c) 7→ (x−cµ,x,c)
// t∗1 × t
∗
2 × A
1 θ×θ×Id // // c1 × c2 × A
1.
The composite of the two maps above sends the subvariety t∗ × {0} to c∆ × {0}. Hence, this
composite factors through a map µ : t
∗ × A1 → N. We obtain a chain of maps
t∗ × A1
(x,c) 7→ (x−cµ)×µ(x,c)
// t∗1 ×c1 N
Idt∗
1
×p2×pA1
// t∗1 × c2 × A
1 // t∗1 × A
1, (7.3.2)
where the last map is the projection along c2, the middle factor.
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Let τ~,µ be an automorphism of the algebra C[t
∗ × A1] induced by the map t∗ × A1 → t∗ × A1,
(x, c) 7→ (x − cµ, c), and let jµ : C[t
∗
1 ×c1 N] → C[t
∗
1 × A
1] be an algebra homomorphism induced
by the first map in (7.3.2). Put Jµ := Ker jµ. This is an ideal of the algebra C[t
∗
1 ×c1 N] which is
generated, as an C[t∗1×A
1]-module, by the elements
τ~,µ(z
(1)
i )−z
(2)
i
~
, i = 1, . . . , r. The composite map
in (7.3.2) induces the algebra automorphism τ~,µ. Hence, the map jµ is surjective and it descends
to an isomorphism C[t∗1 ×c1 N]/Jµ
∼→ C[t∗ × A1]. The second map in (7.3.2) induces an algebra
imbedding C[t∗1 × c2 × A
1] →֒ C[t∗1 ×c1 N].
Let M be an ~-torsion free C[t∗1 × c2 × A
1]-module such that the C[t∗1 × c2]-module M |~=0 is
annihilated by the ideal I∆ ⊂ C[c1 × c2]. Then, the action of C[t
∗
1 × c2 × A
1] on M has a unique
extension to a C[t∗1 ×c1 N]-action. In such a case, we putM
Jµ = {m ∈M | Jµm = 0}.
Let Z~g be the center of U~g. There is an asymptotic Harish-Chandra homomorphism hc~ :
Z~g → U~t that provides an isomorphism Z~g
∼→ (U~t)
W . One gets natural identifications U~t =
C[t∗ × A1] = U~t, resp. Z~g = C[c× A
1] and U~t⊗C[~] Z~g ∼= C[t
∗ × c× A1].
Themodule V ⊗M~ is ~-torsion free, and we have (V ⊗M~)|~=0 = V ⊗(M~|~=0) = V ⊗Sym(g/u).
Observe that both the left an right actions of U~g on V ⊗ U~g specializes at ~ = 0 to a Sym g-
action on V ⊗ Sym g given by a(v ⊗ b) = (v ⊗ b)a = v ⊗ (a · b). Hence, the left U~t-action, resp.
U~g-right action, on V ⊗ M~ specializes at ~ = 0 to the natural action of Sym(b/u), resp. Sym g,
induced by multiplication in Sym(g/u), the second factor of V ⊗ Sym(g/u). The homomorphism
hc~ : Z~g → U~t specializes at ~ = 0 to the natural imbedding C[c] →֒ C[t
∗]. It follows that
the ideal I∆ of the algebra Zg ⊗ Zg = C[c × c] annihilates (V ⊗ M~)|~=0. We conclude that the
action of the algebra U~t ⊗C[~] Z~g ∼= C[t
∗
1 × c2 × A
1] on V ⊗ M~ admits a unique extension to a
C[t∗1 ×c1 N]-action.
Proposition 7.3.3. For any finite dimensional rational G-module V and µ ∈ Q(T ), one has an inclusion
(V ⊗M~)
u,µ ⊆ (V ⊗M~)
Jµ . Moreover, the composite map
(V ⊗M~)
u,µ →֒ (V ⊗M~)
Jµ ։
(
(V ⊗M~)/u¯
ψ
~
)Jµ (7.3.4)
is an isomorphism.
It is clear that Theorem 7.1.8 follows from this proposition by specializing at ~ = 1.
Proof of Proposition 7.3.3. The proof of the first statement of the proposition is analogous to the
proof of (7.1.3). Specifically, it is immediate from the definition of the Harish-Chandra homomor-
phism hc~ that for any z ∈ Z~g and v ⊗m ∈ (V ⊗M~)
u,µ, one has (v ⊗m)z = τ~,µ(hc~(z))(v ⊗m).
Using the notation introduced earlier, this means that for any z ∈ C[c], the element τ~,µ(z
(1))− z(2)
of the algebra C[t∗1 × c2] ⊂ C[t
∗
1 ×c1 N] kills v ⊗ m. The space (V ⊗ M~)
u,µ being ~-torsion free,
we deduce that this space is annihilated by all elements of the form
τ~,µ(z
(1))−z(2)
~
, z ∈ C[c]. These
elements generate the ideal Jµ, and the first statement of the proposition follows.
To prove the second statement of the proposition, we use identifications Sym(g/u) = C[u⊥] =
C[b]. Let ((u¯ψ)) denote an ideal of the algebra Sym(g/u) generated by the elements x−ψ(x), x ∈ u¯.
Then, the quotient map Sym(g/u) → Sym(g/u)/((u¯ψ)) corresponds, via the identifications, to the
restriction map C[b] → C[e + gh] induced by the imbedding e + gh →֒ b. We deduce natural
isomorphisms
(V ⊗M~)|~=0 = V ⊗ Sym(g/u) = V ⊗ C[b]; (7.3.5)(
(V ⊗M~)/u¯
ψ
~
)
|~=0 =
(
V ⊗ (M~|~=0)
)
/u¯ψ = V ⊗ Sym(g/u)/((u¯ψ)) = V ⊗ C[e+ gh].
Now, let a be the composition (V ⊗ M~)
u,µ →֒ V ⊗ M~ ։ (V ⊗ M~)/u¯
ψ
~
. The last statement
of Lemma 7.3.1 implies that the map a|~=0 may be identified, via isomorphisms (7.3.5), with the
composition (V ⊗ C[b])U,µ
κZ,V
−−−→ (V ⊗ C[e+ gh])
{µ} →֒ V ⊗ C[e+ gh].
We equip the subalgebra C[c × A1] = C[t∗]W [~] with the grading induced from the imbedding
C[t∗]W [~] →֒ C[t∗ ×A1], and put di := deg zi, where zi, i = 1, . . . , r, are the homogeneous genera-
tors of the algebra C[c].
We consider a diagram
0 → (V ⊗M~)
u,µ a−→ (V ⊗M~)/u¯
ψ
~
b
−→
⊕
1≤i≤r
(
(V ⊗M~)/u¯
ψ
~
)
(di − 2), (7.3.6)
where (di − 2) denotes a grading shift by di − 2, and the map b is given by the assignment
(v ⊗m) 7→
τ~,µ(z
(1)
1 )−z
(2)
1
~
(v ⊗m) ⊕ . . . ⊕
τ~,µ(z
(1)
r )−z
(2)
r
~
(v ⊗m).
By the first statement of the proposition, we have Im(a) ⊆ Ker(b). Further, it is not difficult to
show that for any z ∈ C[c], the map V ⊗M~ → V ⊗M~, (v⊗m) 7→
τ~,µ(z
(1))−z(2)
~
(v⊗m), specializes
at ~ = 0 to the map (v ⊗m) 7→ {z, v ⊗m}tot, cf. §7.2. We deduce
ker(b|~=0) = (V ⊗ C[e+ gh])
{µ} = Im(κZ,V,µ) = Im(a|~=0),
where the second equality holds by Proposition 7.2.5 and the third equality follows from the de-
scription of the map a|~=0 given above. We conclude that the specialization of diagram (7.3.6) at
~ = 0 gives an exact sequence. Further, the maps in the diagram are morphisms of finite rank
free graded U~t-modules, by Lemma 7.3.1. Thus, the second statement of the proposition is a
consequence of a well-known general semicontinuity result stated in the following lemma. 
Lemma 7.3.7. Let 0→ E′
a
−→ E
b
−→ E′′ be a sequence of morphisms of free Z-graded U~t-modules of finite
rank such that b ◦a = 0. If the induced sequence 0→ E′|~=0 → E|~=0 → E
′′|~=0 is exact, then the original
sequence is also exact. 
7.4. Proof of Theorem 1.4.1. We will use simplified notation Φ(V ) := (V ⊗ M~)/u¯
ψ
~
. Following
[BF], we equip Φ(V ) with a quotient filtration Φ≥µ(V ) induced by the filtration F≥µ(V ⊗M~) on
V ⊗M~ introduced before Lemma 7.3.1. Let grµΦ(V ) = Φ≥µ(V )/Φ>µ(V ). We obtain a diagram:
(V ⊗M~)
u,µ  
i
alg
≥µ
//
 v
i
alg
µ ))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙
Φ≥µ(V )
 
j
alg
≥µ
//
r
alg
µ

Φ(V )
grµΦ(V ).
(7.4.1)
The proof of the theorem is based on a reinterpretation of the above diagram in terms of the
affine Grassmannian. In order to do so, we need to recall a descriprion of the algebra H
q
T(Gr)
and of the restriction maps i∗µ : H
q
T(Gr) → H
q
T(ptµ), µ ∈ Q, given in [BF]. First of all, one has
H
q
Gm×Gˇ
(pt) = C[c × A1], resp. H
q
T(pt) = C[t
∗ × A1]. Therefore, there are natural graded algebra
maps
C[c× c× A1] = H
q
Gˇ
(pt)⊗H
q
Gˇ
(pt)⊗H
q
Gm
(pt)→ H
q
Gm
(
Gˇ(O)\Gˇ(K)/Gˇ(O)
)
= H
q
Gm×Gˇ
(Gr).
It was shown in [BF, Theorem 1] that the composite map above has a unique extension to a graded
algebra isomorphism C[N] ∼→ H
q
Gm×Gˇ
(Gr). This induces an isomorphism
H
q
T(Gr)
∼= C[t∗1]⊗C[c1] H
q
Gm×Gˇ
(Gr) = C[t∗1]⊗C[c1] C[N]
∼= C[t∗1 ×c1 N]. (7.4.2)
Letµ ∈ Q. In §7.3, we have defined an ideal Jµ ⊆ C[t
∗
1 ×c1 N] and an isomorphismC[t
∗
1 ×c1 N]/Jµ
∼= C[t∗ × A1]. In [BF, §3.2], the authors construct an isomorphism
H
q
T(ptµ)
∼= C[t∗1 ×c1 N]/Jµ (7.4.3)
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of graded algebras, such that the restriction map i∗µ : H
q
T(Gr)→ H
q
T(ptµ) corresponds, via isomor-
phisms (7.4.2)-(7.4.3), to the quotient map C[t∗1 ×c1 N] → C[t
∗
1 ×c1 N]/Jµ. (Thus, the notation Jµ
used in §1.4 agrees with the one we are using in this section.)
Next, let Uˇ− ⊆ Gˇ be the maximal unipotent subgroup corresponding to U¯ . Let Tµ = Uˇ−(K)ptµ
be the Mirkovicˇ-Vilonen slice through the point ptµ and T¯µ =
⊔
λ≥µ Tλ, the ‘closure’ of Tλ. These
sets are T-stable and one has natural imbeddings
ptµ
 
i
geom
µ
// Tµ
 
r
geom
µ
// T¯µ
 
j
geom
≥µ
// Gr.
Thus, the imbedding iµ : ptµ →֒ Gr can be factored as a composition iµ = j
geom
≥µ
◦ r
geom
µ ◦ i
geom
µ . Let
i
geom
≥µ = r
geom
µ ◦ i
geom
µ : ptµ →֒ T¯µ and j
geom
µ = j≥µ ◦ r
geom
≥µ : Tµ →֒ Gr.
Below, we abuse notation and use the same symbol f! for the pushforward functor associated
with a map f : X → Y and for the morphism of cohomology groups induced by f .
LetF be an object ofPervGˇ(O)(Gr), the Satake category. Themap j
geom
≥µ : SuppF∩T¯µ →֒ SuppF ,
resp. r
geom
µ : SuppF ∩Tµ →֒ SuppF ∩ T¯µ, is a closed, resp. open, imbedding. Following [BF], we
define a filtration on H
q
T(Gr,F) by
F≥µH
q
T(Gr,F) := Im
[
(j
geom
≥µ )! : H
q
T(T¯µ, (j
geom
≥µ )
!F) −→ H
q
T(Gr,F)
]
, µ ∈ Q.
Write grµH
q
T(Gr,F) = F≥µH
q
T(Gr,F)/F>µH
q
T(Gr,F). Thus, we have a diagram
H
q
T(i
!
µF)
 
(i
geom
≥µ
)!
//
 w
(i
geom
µ )! ))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
H
q
T(T¯µ, (j
geom
≥µ )
!F)
(r
geom
µ )
∗

F≥µH
q
T(Gr,F)
 
(j
geom
≥µ
)!
// H
q
T(Gr,F)
H
q
T(Tµ, (j
geom
µ )!F) grµH
q
T(Gr,F).
(7.4.4)
Let Rep(G) be the monoidal category of finite dimentional G-representations and S : Rep(G)→
PervGˇ(O)(Gr) the geometric Satake functor. Let C[t
∗ × A1]-grmod be the abelian category of Z-
graded C[t∗ × A1]-modules. According to [BF, Theorem 6], there is an isomorphism
Φ(−) ∼= H
q
T
(
Gr,S(−)
)
, (7.4.5)
of functorsRep(G)→ C[t∗×A1]-grmod, such that the filtrationΦ≥µ(−) goes via the isomorphism to
the filtrationH
q
T,≥µ(Gr,S(−)). Thus, wemay (and will) use isomorphism (7.4.5) to identifyΦ≥µ(V )
with F≥µH
q
T(Gr,S(V )), resp. grµΦ≥µ(V ) with grµH
q
T,≥µ(Gr,S(V )). With these identifications, it
was shown in the course of the proof of [BF, Theorem 6] that the maps in diagram (7.4.1) go to the
corresponding maps in diagram (7.4.4).
Let F ∈ PervGˇ(O)(Gr). Since Supp((iµ)!i
!
µF) ⊆ {ptµ}, the action of H
q
T(Gr) on the H
q
T(Gr)-
module H
q
T((iµ)!i
!
µF), hence also on (iµ)!(H
q
T(i
!
µF)), factors through the quotient i
∗
µ : H
q
T(Gr) →
H
q
T(ptµ). Using isomorphisms (7.4.2)-(7.4.3), this translates into the statement that (iµ)!H
q
T(i
!
µF),
viewed as a C[t∗1 ×c1 N]-module, is annihilated by the ideal Jµ ⊂ C[t
∗
1 ×c1 N]. Hence, for any
V ∈ Rep(G) inside H
q
T(Gr,S(V )) = Φ(V ), we have
(iµ)!(H
q
T(i
!
µS(V )) =
(
(iµ)!H
q
T
(
i!µS(V )
)Jµ (7.4.6)
⊆ H
q
T(Gr,S(V ))
Jµ = Φ(V )Jµ = Im(j
alg
≥µ
◦ i
alg
≥µ),
where the last equality is a restatement of Proposition 7.3.3.
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On the other hand, inside H
q
T(Tµ, (j
geom
µ )!S(V )) = grµH
q
T(Gr,S(V )) = grµΦ(V ), by [GR, Theo-
rem 2.2.4], cf. also [GR, Lemma 2.2.1], we have an equality
(i
geom
µ )!
(
H
q
T(i
!
µS(V ))
)
= Im(i
alg
µ ).
The left triangle of diagram (7.4.4) commutes, so the restriction of the map r
geom
µ to the sub-
space Im(i
geom
≥µ ) is an isomorphism. Therefore, the equality above implies that the inclusion in
(7.4.6) must be an equality as well. Thus, using (7.4.5) we conclude that one has an equality
(iµ)!
(
H
q
T(i
!
µS(V ))
)
= H
q
T
(
Gr,S(V )
)Jµ . This proves Theorem 1.4.1 since the Satake functor S is an
equivalence. 
REFERENCES
[Be] A. Beauville, Symplectic singularities. Invent. Math. 139 (2000), 541-549.
[BB] A. Beilinson, J. Bernstein, A proof of Jantzen conjectures. I. M. Gelfand Seminar, 1-50, Adv. Soviet Math., 16, Part
1, Amer. Math. Soc., Providence, RI, 1993.
[BK] A. Beilinson, D. Kazhdan, Flat projective connections. Unpublished manuscript, 1991. available at
http://www.math.sunysb.edu/˜kirillov/manuscripts.html
[BGG] J. Bernstein, I. Gelfand, S. Gelfand,Differential operators on the base affine space and a study of g-modules. Lie groups
and their representations (Proc. Summer School, Bolyai Ja´nos Math. Soc., Budapest, 1971), pp. 21-64. Halsted,
New York, 1975.
[BBP] R. Bezrukavnikov, A. Braverman, L. Positselskii, Gluing of abelian categories and differential operators on the basic
affine space, J. Inst. Math. Jussieu 1 (2002), 543–557.
[BF] R. Bezrukavnikov, M. Finkelberg, Equivariant Satake category and Kostant–Whittaker reduction, Mosc. Math. J. 8
(2008), 39-72.
[BR] , S. Riche,Affine braid group actions on Springer resolutions, Ann. Sci. E´c. Norm. Supe´r. (4) 45 (2012), 535-599.
[DG] R. Donagi, D. Gaitsgory, The gerbe of Higgs bundles. Transform. Groups 7 (2002), 109-153.
[Gi1] V. Ginzburg, Perverse sheaves and C∗-actions, J. Amer. Math. Soc. 4 (1991), 483–490.
[Gi2] , Nil Hecke algebras and Whittaker D-modules. arXiv:1706.06751.
[GR] , S. Riche,Differential operators onG/U and the affine Grassmannian. J. Inst. Math. Jussieu 14 (2015), 493-575.
[Ka] D. Kazhdan, “Forms” of the principal series for GLn. Functional analysis on the eve of the 21st century, vol.1,
153-171, Progr. Math. 131, Birkha¨user Boston, Boston, MA, 1995.
[KL] , G. Laumon, Gluing of perverse sheaves and discrete series representation, J. Geom. Phys. 5 (1988),63-120.
[Ko] , On Whittaker vectors and representation theory, Invent. Math. 48 (1978), 101-184.
[LS] T. Levasseur, J. T. Stafford,Differential operators and cohomology groups on the basic affine space. Studies in Lie theory,
377-403, Progr. Math. 243, Birkhu¨ser Boston, Boston, MA, 2006.
[Ngo] B.C. Ngo, Le lemme fondamental pour les alge`bres de Lie. Publ. Math. Inst. Hautes E´tudes Sci. 111 (2010), 1-169.
V.G.: DEPARTMENT OF MATHEMATICS, UNIVERSITY OF CHICAGO, CHICAGO, IL 60637, USA.
E-mail address: ginzburg@math.uchicago.edu
D.K.: EINSTEIN INSTITUTE OF MATHEMATICS, HEBREW UNIVERSITY, GIVAT RAM, JERUSALEM 91904, ISRAEL
E-mail address: kazhdan@math.huji.ac.il
31
