A series of deep learning approaches extract a large number of credibility features to detect fake news on the Internet. However, these extracted features still suffer from many irrelevant and noisy features that restrict severely the performance of the approaches. In this paper, we propose a novel model based on Adversarial Networks and inspirited by the Shared-Private model (ANSP), which aims at reducing common, irrelevant features from the extracted features for information credibility evaluation. Specifically, ANSP involves two tasks: one is to prevent the binary classification of true and false information for capturing common features relying on adversarial networks guided by reinforcement learning. Another extracts credibility features (henceforth, private features) from multiple types of credibility information and compares with the common features through two strategies, i.e., orthogonality constraints and KL-divergence for making the private features more differential. Experiments first on two six-label LIAR and Weibo datasets demonstrate that ANSP achieves the state-of-theart performance, boosting the accuracy by 2.1%, 3.1%, respectively and then on four-label Twitter16 validate the robustness of the model with 1.8% performance improvements.
Introduction
In recent years, the problem of information credibility has gained much attention and been extremely highlighted. Fake news (a.k.a. hoaxes, rumors, etc.) and misinformation have dominated the news cycle since the US presidential election (2016) (Allcott & Gentzkow, 2017) and even 1% of users are exposed to 80% of fake news (Grinberg et al., 2019) . 1 Lab of Social Intelligence and Complexity Data Processing School of Software Engineering, Xi'an Jiaotong University, Xi'an, 710049, China. Correspondence to: Yuan Rao <raoyuan@mail.xjtu.edu.cn>.
to separate common features from private features for discovering distinguishable features. Finally, all loss produced from the above steps is merged by linear combination way for optimization. The main contributions of the paper are summarized as follows.

For extracting common features, the way of adversarial networks guided by RL can retain important, valuable words and discard useless words, which is more precise and smart, rather than all input words to roughly and equally share parameter.  It is effective that two strategies, i.e., orthogonality constraints for weakening redundant representations and KL-divergence for strengthening task-variant representations, are designed to separate common features from private features.
The experiments on the LIAR [13] and Weibo dataset demonstrate that our model achieves significant improvements over strong baselines [10, 13] .
[15] extracts 68 linguisti credibility of news, e. characters, length of w semantic features (like messages, etc.), emotio sentiment positive word domain top 100, topic many linguistic-based ap learning [6, 7] . These m superior performance, i. Meanwhile, in the 2017 German Federal Election, the key factor of AfD party (alternative for Germany party) from no seats to 94 seats in Congress is benefit from flooded automated accounts (a.k.a. bots), which attempts to skew the opinion of real users by inundating them with information that matches the bots' goals (Morstatter et al., 2018) . Furthermore, penetrating research (Lazer et al., 2018; Vosoughi et al., 2018) shows that fake news has greater vitality than true information, which diffuses significantly farther, faster, deeper, and more broadly than the truth in all categories of information, and the effects are greatly pronounced. Therefore, the urgency of information credibility evaluation has drawn significant attention in both industries and academia.
Most scholars consider credibility evaluation as a text classification problem and devise different deep neural networks to capture credibility features from different perspectives for evaluation have shown to be successful. Specifically, some methods provide in-depth analysis around content features, e.g., linguistic (Reis et al., 2019) , semantic (De Sarkar et al., 2018) , emotional (Ajao et al., 2019) , and stylistic (Potthast et al., 2018) , and achieve limited performance. On this basis, some work additionally extracts various social context features as credibility features, including meta-data based (i.e., source-based (Rathore et al., 2017; Yu et al., 2018) , user-centered (Long et al., 2017; Ribeiro et al., 2017) , and post-based (Wang, 2017; Ma et al., 2018b) ) and networkbased (Ruchansky et al., 2017; Liu & Wu, 2018; , and promotes the development of different fusion
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Discovering Differential Features: Adversarial Learning for Information Credibility Evaluation approaches, such as hybrid-CNN model (Wang, 2017) , CSI model (Ruchansky et al., 2017) , and tree-structured RNN (Ma et al., 2018b) , which gain remarkable performance boosts compared to other models only capturing text features. From these methods, we can find that expanding features can significantly improve the performance of credibility evaluation.
However, the above methods ignore the fact that many useless, irrelevant, and noisy features will be increased accordingly when the relevant credibility features are gradually added into models, as shown in Figure 1 (a). This not only decreases the performance of models but also leads to a dramatic reduction in the calculation efficiency.
To address the above problems, we propose an Adversarial Networks method inspired by Shared-Private model(henceforth, ANSP) for credibility evaluation, which tries to reduce common and irrelevant-type features from multi-types credibility information. The intuitive description is shown in Figure 1 . In detail, ANSP involves two tasks: Task 1 utilizes adversarial networks guided by reinforcement learning (RL) to extract the important and taskinvariant words for capturing common features between true and false information; Task 2, as the target task, first uses BiLSTM to extract credibility features (henceforth, private features) among multiple types of credibility information and then devises a feature separation module including two strategies, i.e., orthogonality constraints and negative KLdivergence, to compare these two types of features for making the private features more differential. Finally, all loss produced from the above steps is merged relying on a linear combination way for optimization.
The main contributions of this paper are summarized as follows:
• It is effective for the performance boost of ANSP that we exploit adversarial networks guided by reinforcement learning to sample important, valuable words from input sequences for the capture common features of true and false information, which can improve 4.2% in accuracy on Weibo compared with all words encoded to roughly and equally share parameters.
• We design two strategies to discover differential features, i.e., orthogonality constraints for making common features and private features independent and negative KL-divergence for strengthening the diversity of these types of features. The combination of these two strategies in ANSP achieves 7% performance improvements on LIAR.
• Experiments first on the LIAR (Wang, 2017 ) and Weibo datasets demonstrate that ANSP achieves stateof-the-art performance, outperforming the latest methods by 2%-3% in accuracy and then on Twitter16 (Ma et al., 2017) validate the robustness of the model with 1.8% performance boosts.
The remainder of the paper is organized as follows: the next section outlines related work. Section 3 presents the architecture of ANSP and explains the design of each step in details. Experimental results and discussion are described in section 4, and finally, section 5 summarizes conclusions and future work.
Related Work
In this section, we briefly review existing work related to information credibility evaluation and the involved technologies in this paper, including shared-private models, adversarial networks, and reinforcement learning.
Information Credibility Evaluation
Most of the methods focus mainly on extracting text content features and social context features to evaluate information credibility. The Figure 2 organizes the literature on information credibility evaluation in terms of both types of features.
For content-based methods, features are extracted as linguistic-based, stylistic-based, and stance-based. On linguistic-based methods, a landmark method devised by Castillo et al. (Castillo et al., 2011) (Reis et al., 2019; Ma et al., 2016; Wu et al., 2018; Ma et al., 2018b; Wu et al., 2019b) . Typically, Ma et al. (Ma et al., 2016 ) present a deep learning framework for rumor debunking, which learns RNN models by utilizing the variation of aggregated information across different time intervals related to each event. Next, Ma et al. (Ma et al., 2018b ) also design two recursive neural models based on bottom-up and top-down tree-structured neural networks to represent rumors, which can learn discriminative features from the propagation structures to detect rumor. Stylistic-based methods usually make great efforts to detect fake news by capturing the manipulators in the writing style of news content (Rashkin et al., 2017; Potthast et al., 2018) . As a concrete example, Rashkin et al. (Rashkin et al., 2017) compare the language of real news with that of satire, hoaxes, and propaganda to find linguistic style characteristics of untrustworthy text and present an analytic study on the language of news media in the context of political fact-checking and fake news detection. Stance-based methods focus on capture stance features as auxiliary features for rumor detection (Ma et al., 2018a; Lukasik et al., 2019;  Information Credibility Evaluation. As a result of the low cost and casualness of information dissemination on the Internet, evaluating information credibility is of great importance. Most of methods focus mainly on extracting text content features and social context features to classify trusted level, as shown in Figure 2 . For content-based methods, features are extracted as linguistic-based, stylistic-based, and stance-based. On linguisticbased methods, a landmark method devised by Castillo et al. [47] extracts 68 shallow linguistic features from Twitter to analyze the information credibility of news, e.g., surface text features, shallow semantic features (like the number of keywords, tenses of messages, etc.), emotional features, text topic features, etc. Subsequently, many linguistic-based approaches are developed based on deep learning [42, 14, 56, 57] . Typically, Ma et al. [56] present a deep learning framework for rumor debunking, which learns RNN models by utilizing the variation of aggregated information across different time intervals related to each event. Next, Ma et al. [57] also design two recursive neural models based on a bottom-up and a top-down tree-structured neural networks to represent rumors, which can learn discriminative features from the propagation structures to detect rumor. Stylistic-based methods mainly try to detect fake news by capturing the manipulators in the writing style of news content [6, 12] . As a concrete example, Rashkin et al. [6] compare the language of real news with that of satire, hoaxes, and propaganda to find linguistic style characteristics of untrustworthy text and present an analytic study on the language of news media in the context of political fact-checking and fake news detection. Stance-based methods focus on capture stance features as an auxiliary features for rumor detection [59, 60] . For instance, Ma et al. [59] propose a multitask learning framework that unifies rumor detection and stance classification tasks and then train both tasks to extract the common and tasks-invariant features for capturing the strong relevant features between both tasks and boosting the performance of rumor detection. These methods are effective for specific issues but general issues.
For social context-based methods, features are divided into source-based, user-based, and network-based. The earlier methods in context-based methods for credibility evaluation are source-based [48, 62] , which generally extracts the characteristics of the medium itself to verify credibility based on the principle of "if the source is reliable, text content is credible". With the popularity of social media, more and more credibility features are extracted, such as user and network features. Userbased methods capture disseminator's profile [9, 63] Jin et al. [51] exploit conflicting social viewpoints in a credibility propagation network for verifying news automatically in microblogs. By formulating credibility propagation on the network as a graph optimization problem, they define a sensible and effective loss function and provide an iterative optimal solution. In addition, the combination of network features and other credibility features is benefit to evaluate credibility. Ruchansky et al. [10] explore a model that integrates network features, text features, and user features for the timely problem of fake news detection. Specifically, they integrate the behavior of users who propagate fake news, users and articles, and the group behavior of users who propagate fake news, as the input of the model to predict label for each article on Twitter.
It is a contradiction that many irrelevant, useless features are brought, when numerous credibility features are captured. To reduce the irrelevant features from credibility features is the key issue in this work. Castillo et al. 2011 (Landmark) Shallow semantics Deep semantics Ma et al. 2016 Ma et al. 2018 Wu et al. 2018 Reis et al. 2019 Rashkin et al. 2017 Martin et al. 2018 Tseng et al. 1999 Karimi et al. 2018 Long et al. 2017 Shu et al. 2019 Profiles Influence Interests Yang et al. 2018 Ghenai et al. 2018 Dynamic networks Static networks Jin et al. 2016 Tacchini et al. 2017 Ma et al. 2017 Ruchansky et al. 2017 Wu et al. 2018 Stance-based Ma et al. 2018 Lukasik et al. 2019 Meta-data based Figure 2 . The review of information credibility evaluation methods Wu et al., 2019a) . For instance, Ma et al. (Ma et al., 2018a) propose a multi-task learning framework that unifies rumor detection and stance classification tasks and then extracts the common and tasks-invariant features between both tasks as external features for boosting the performance of both tasks. These methods are effective for specific issues but general issues.
For social context-based methods, features are divided into meta-data based (including source-based, user-based, etc.) and network-based. The earlier methods in meta-data based methods for credibility evaluation are source-based (Tseng & Fogg, 1999; Karimi et al., 2018) , which generally extracts the characteristics of the medium itself to verify credibility based on the principle of "if the source is reliable, text content is credible". With the popularity of social media, it is difficult to accurately recognize information credibility based on its source credibility. To better evaluate information credibility, more and more credibility features are extracted around social media, especially user features. User-based methods capture disseminator's profile (Long et al., 2017; Shu et al., 2019b) , influence , interests features (Ghenai & Mejova, 2018) and adopt various classification models to detect false information on social media, which demonstrate that these features as distinguishing credibility features are useful, and the concatenation of the user features and text features as the input of models achieves average performance improvements margin of about 5% than only text features as the input of models. Additionally, network-based methods involve static-based and dynamic-based. Static networks are formed by users on social media in terms of interests, topics, and relations, and dynamic networks constructed by propagations of false information also provide many credibility features. Network-based methods (Jin et al., 2016; Tacchini et al., 2017; Ruchansky et al., 2017; Kudugunta & Ferrara, 2018; Shu et al., 2019a) generally analyze the networks constructed to study transmission subtree, depth, the degree distribution, clustering coefficient, etc., existing network metrics in order to discover the otherness of true and false information. For example, Jin et al. (Jin et al., 2016) exploit conflicting social viewpoints in a credibility propagation network for verifying news automatically in microblogs. By formulating credibility propagation on the network as a graph optimization problem, they define a sensible and effective loss function and provide an iterative optimal solution. In addition, capturing dynamic networks can significantly improve the performance of information credibility. Wu et al. (Wu & Liu, 2018) concentrate on modeling the propagation of messages in a social network, which infers embeddings of social media users with social network structures and utilizes an LSTM-RNN model to represent and classifies propagation pathways of a message for identifying fake news and finally improve more than 6% in macro-F1 and micro-F1.
Shared-Private Models
Recently, the shared-private model is developed by Bousmalis (Bousmalis et al., 2016) for multi-task learning, which strives to separate the input features into common features and private features, where common features in shared space refer to the features that exist simultaneously in different tasks. Conversely, private features represent unique features extracted from different tasks. This model expands the novel idea in many fields, such as spoken language understanding (Lan et al., 2018) , facial detection (Trottier et al., 2017) , and sentiment analysis (Buechel & Hahn, 2018 ). However, the major limitation of this model is that the shared feature space and the private feature space suffer from feature mixing and redundancy, i.e., some unnecessary task-variant features slip into private space, vice versa. To address this problem, Liu et al. ) present an adversarial multi-task learning framework to prevent the shared and private latent feature spaces from interfering with each other and experimental results on 16 different text classification tasks show the benefits of the model. On this basis, another variant is Multinomial Adversarial Networks (MAN) proposed by Chen et al. (Chen & Cardie, 2018) for achieving domain adaptation and multi-domain text classification, which is a theoretically sound generalization of traditional adversarial networks that discriminates over two distributions and achieves state-of-the-art performance for domains without labeled data. Even though the improved shared-private models obtain more precise shared and private spaces, the private (task-variant) features extracted from multiple tasks is not sufficiently independent. How to effectively obtain independent task-variant features is one of the valuable questions we solved.
Adversarial Networks
The idea of adversarial networks is initially presented by Goodfellow et al. (Goodfellow et al., 2014) for image generation, besides, and has been applied broadly in many tasks of NLP field, such as information retrieval (Kenter et al., 2017) , machine comprehension , dialog generation , and fake news detection . The goal of adversarial networks is to use a generative network G to generate a data distribution P G (x) that matches the real data distribution P data (x) as much as possible. Additionally, the model also learns a discriminator D to distinguish P G (x) and P data (x). Here, it is a min-max game: the model should make the discriminator maximize classification as far as possible, meanwhile, it also makes the generator minimize the gap of the distribution about generative data and real data. The optimized function shows as follows:
Relying on the advantage of the game of generator and discriminator, our model captures purer common features by preventing Task 1 to classify correctly true and false information.
Reinforcement Learning (RL)
With the fame of AlphaGo, reinforcement learning has become more and more popular in academic communities. The methods of reinforcement learning to solve problems have springing up (Lample & Chaplot, 2017; Henderson et al., 2018; Conti et al., 2018; Li et al., 2019) . Due to the embeddings of words in the NLP field are mostly discrete, there is relatively little research to combine reinforcement learning with NLP issues until the SeqGAN (Yu et al., 2017) appears. SeqGAN, a sequence generation method, effectively trains generative adversarial nets for structured sequences. Specifically, they model the data generator as a stochastic policy in reinforcement learning and use gradient policy update to solve the generator differentiation problem. The results of the GAN discriminator judged on complete sequence regard as the RL reward, and Monte Carlo search is used to choose the intermediate state-action steps. Subsequently, Zhang et al. (Zhang et al., 2018 ) also apply reinforcement learning to learn sentence representation by discovering optimized structures automatically. In details, they adopt two representation models: ID-LSTM distills task-words to form purified sentence representation, and HS-LSTM discovers phrase structures to form hierarchical sentence representation. In this work, we rely on the advantages of RL that take trial and error to gain experience for obtaining optimal results, to guide adversarial networks for a job well done.
The ANSP Model
In this section, we elaborate on the details of ANSP. We first present the overall architecture of ANSP and then explain the specific design of Task 1 via adversarial learning guided by reinforcement learning. Next, we introduce the structure of Task 2 from three parts: private feature extractor, feature separation module, and multiple classifier. Finally, we integrate all loss produced by the above steps into total loss for training. Besides, appendix A lists the main notations and definitions in this paper.
Model Architecture
The architecture of ANSP is shown in Figure 3 . The goal of ANSP model is to obtain differential private features for information credibility evaluation. Task 1 is a binary classification task of true and false information guided by adversarial networks, where common feature extractor acts as the generator to learn features from input sequences for confusing binary discriminator. When a strong binary discriminator cannot classify correctly true and false information, the learned features are essentially common features. To reduce noise caused by insignificant words of input sequences, common feature extractor applies policy network to choose important, valuable words. Task 2 obtains private features via BiLSTM for fine-grained information credibility evaluation. To reduce common features among the private features, we design a feature separation module with two strategies to compare the common features from Task 1 with the private features in order to make the credibility features more distinctive. Finally, the model is optimized through the integration of losses generated by the above components.
The Inputs of ANSP
Two tasks of ANSP utilize the same inputs: the concatenations of word embeddings and meta-data embeddings in one tweet X, i.e., X = {x 1 , x 2 , ..., x L , m 1 , m 2 , ..., m k }. Word embeddings x i of the specific word i in a tweet text sequence is a d-dimensional vector obtained by pre-trained Word2Vec model (Mikolov et al., 2013) . Meta-data embeddings include k types of meta-data (see subsection 4.1 for the details of meta-data). Each type of meta-data m i is represented to a k-dimensional vector by one-hot encoding and then extended a fixed d-dimensional vector (k << d) to ensure the same vector length compared with word embeddings. Especially, due to different tweets have different length of
Yes No No Yes
If is the token selected? word sequences, our practice to addressing variable-length sequences is to take the maximum value L of all sequences in the dataset. Provided that the word sequence of a single tweet is less than L, the insufficient part is added zero. Additionally, the concatenation mechanism is ultimately selected as the fusion mechanism of word embeddings and meta-data embeddings, which is simple but effective.
Task 1 via Adversarial Learning Guided by Reinforcement Learning
In Task 1, in order to better capture common features, common feature extractor (including a θ-parameterized chosen policy G θ ) adopts reinforcement learning to guide adversarial networks for choosing the important, invariant words as generating features. Meanwhile, a φ-parameterized binary discriminative model D φ is trained to test the performance of G θ . We interpret the detailed procedure from the perspective of reinforcement learning.
In timestep t, the state s t−1 encodes the input token x t−1 and previous tokens, the action a t is to choose or ignore the current input token x t , the chosen policy G θ (a t |s t−1 ; θ) is a stochastic policy. The initial state s 1 encodes the first input token x 1 , where a 1 is the random initial action. Our goal is to utilize the chosen policy G θ (a.k.a. the generated policy in this paper) to capture important, task-invariant words from input features for extracting common features. In particular, BiLSTM is selected as the encoder of common extractor which also can be replaced by BiGRU because both win comparable performance and better than other sequence models.
Following (Williams, 1992; Sutton et al., 2000) , temporarily without considering the intermediate reward, the generated policy G θ generates a complete sequence to maximize the expected reward J(θ).
where R T is the reward for the whole sequence with T tokens, Q
is the action-value function when the state is s t−1 , and the action is to choose the input token x t . In this paper, we adopt REINFORCE algorithm (Williams, 1992) and consider the discriminator D φ (s T ) as the reward to evaluate Q
. This means, the weaker of ability of the discriminator in task 1 to distinguish true and false information is, the higher the Q
secures the maximum value, the encoding of the state s T are common features F s .
The reward of a finished sequence has been evaluated. Note that the rewards of intermediate states are often of critical importance. Intermediate states determine the quality of the chosen words. Here, owing to the current state t is relevant to t − 1 states, we employ a roll-out policy G µ to sample the t and t − 1 tokens N times.
Discovering Differential Features: Adversarial Learning for Information Credibility Evaluation where s n t−1 = BiLST M (a n 1 x n 1 , ..., a n t−1 x n t−1 ), G µ is the copy of the generated policy G θ . In current state t, in order to obtain more precise action value, we rely on above tokens to evaluate Q
Additionally, using the discriminator D φ as the reward can effectively update and further improve the generated policy G θ iteratively. Here, we use the conventional update strategy of discriminator by following the typical rules of GAN (Goodfellow et al., 2014) , D φ can be formulated as
where s denotes the sampling sequence, which is the general representation of s n t−1 without considering time t. Following (Sutton et al., 2000) , when the discriminator is updated, we set out to improve the generator using the policy to maximize the long-term reward. The gradient of the objective function can be derived as
where the detailed derivation of Eq. (12) is in Eq.(11). Using likelihood ratios (Glynn, 1990; Sutton et al., 2000) , we update the policy network with the following gradient:
where s t−1 is obtained easily by G θ . ε ∈ R + denotes learning rate.
Task 2 for Multi-classification of Information Credibility

PRIVATE FEATURE EXTRACTOR
In Task 2, private features extractor is implemented by BiL-STM. BiLSTM provides complete context information at any positions of inputs for outputs. Specifically, the inputs in this module, the same as Task 1, are the concatenation of word embeddings and the representation of meta-data features. The outputs are called private features.
where x t ,P t−1 represents the inputs in step t and a hidden state in step t − 1, respectively. T denotes the number of steps in the inputs.
MULTIPLE CLASSIFIER
Multiple classifier in Task 2 relies on Softmax function to multi-class classification of information credibility. In our model, the inputs are the private features optimized by the following strategies (The details are shown in subsection 3.5), and the outputs are the results of multi-class classification.
where U ∈ R d×d is a learnable parameter and b ∈ R d is a bias. Here, F p represents the private features.
Task 2 Loss. We adopt cross-entropy algorithm to calculate loss function of Task 2 and train the parameters of the network to minimize it.
where N m represents the number of samples of the corpus, y i denotes the label of the sample i.
Discovering
Feature Separation Strategies
To obtain better and purer differential features from the private features, we design two strategies in feature separation module: orthogonality constraints are to make common features and the private features independent of each other to reduce the correlations between them; and KL-divergence is to make the common features and the private features more different from each other to boost the diversity of the private features.
3.5.1. ORTHOGONALITY CONSTRAINTS For the first strategy, to retain the independence of common features and private features, we utilize orthogonal constraints to penalize the redundant latent representations and encourage the common and private extractors to encode different aspects of the inputs. Here, we adopt below loss function investigated by Bousmalis et al. (Bousmalis et al., 2016) to obtain better results.
where || || 2 F is the squared Frobenius norm. F T s and F p are two matrices, whose rows are the outputs of common feature extractor and private feature extractor, respectively.
NEGATIVE KL-DIVERGENCE
A foreseeable phenomenon is that orthogonal constraints in the first strategy are difficult to equal zero in practice, which implies there are some correlations between the two types of features. To relieve the correlations and boost the diversity of the private features, we develop the second strategy, namely, negative KL-difference, to measure the differences between the two types of features. L simi denotes the loss produced by the comparison of the common features and the private features via KL-divergence method. L dif f as difference measurement has opposite growth trends compared with L simi . The calculation needs the private features matrices F s and the common features matrices F p to convert into a multi-dimensional vector S and P , respectively, i.e., S = [S 0 , S 1 , ..., S i , ..., S l ], P = [P 0 , P 1 , ..., P i , ..., P l ], where l represents the size of the multi-dimensional vector S or P . When L dif f is up to maximum finally, the private features optimized contain the maximum number of differential features.
Total Loss
According to above all steps, to ensure the effective integration and synergy of the two tasks, we put together all loss mentioned above to get the total loss L.
Algorithm 1: The ANSP model
; generator policy G θ ; roll-out policy Gµ; discriminator D φ ; hyperparameter α, β, γ 1:Initialize G θ , D φ with random weights θ, φ 2:Pre-train G θ using the maximum likelihood estimation on X 3:Pre-train D φ via minimizing the cross entropy 4:µ ← θ 5:Loss = 0 6:Repeat 7: for i = 1 to N do 8:
//Adversarial networks guided by RL 9:
for g-steps do 10:
using G θ to generate a sequence and the length is T 11:
for t in 1 : T do 12:
compute Q(st−1, xt) by eq. (9 
Update the parameters of Fp, Fs, Ci using ∇Loss 36: end for 37: µ ← θ 38:until convergence Algorithm 1 formally provides specific steps of an epoch, where specific formulas are described in detail in section 3.
Experiments
In this work, we first systematically evaluate the performance of ANSP on six-label LIAR and Weibo datasets around the following perspectives: the effectiveness of the model, the performance of ANSP based on different types of information and different inputs, model ablation, and the scalability of ANSP. Then, we validate the robustness of the model on four-label Twitter16. Finally, the limitations to the model are analyzed according to the above experimental results.
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Datasets
We use six-label LIAR (Wang, 2017) and Weibo collected by us to evaluate the effectiveness of ANSP and utilize fourlabel Twitter16 (Ma et al., 2017) to testify the robustness of the model. The details of the three datasets are described as follows:
LIAR includes 12.8K labeled fake news from politifact.com 1 and every piece of fake news has seven types of meta-data: subject, context/venue, speaker, speaker's job title, state, party affiliation, and prior history. The dataset is classified based on six types, i.e., pants on fire, false, barelytrue, half-true, mostly-true, and true. The distribution of labels in LIAR is respectively well-balanced and the number of entries in every type of labels is about 2000.
Weibo is a Chinese false information dataset collected from Sina Weibo Community Management Center 2 . It includes 18K labeled microblogs, where a microblog consists of text content and eight meta-data elements: the number of reposts (RP), the quantity of thumbs (TU), the number of comments (CM), the location (LOC) of the microblog, the level (LV) of the user, following (FI) of the user, followers (FL) of the user, and number of times the user releases messages (MT) in a day. The classification of Weibo, the same as LIAR, is also based on six types. Every microblog is labeled by 20 annotators invited and we choose the highest votes as the final annotation results in terms of credibility annotation criteria. Table 1 gives some snapshot information of two datasets.
Twitter16 contains conversation threads associated with different newsworthy events. The conservation consists of a group of widespread source tweets, i.e., retweet and responses, expressing their opinions towards the claim contained in the source tweet. one tweet contains more than 20 types of meta-data: username, screen name, gender, reposts count, bi-followers count, followers count, friends count, attitudes count, statuses count, favourites count, comments count, user avatar, city, province, user location, picture, parent, is verified, geo, user created at, etc. The dataset is divided into four categories: non-rumor (NR), false rumor (FR), true rumor (TR), and unverified rumor (UR). Table 2 shows the statistics of twitter16.
In our model, Task 1 requires two types of labels and Task 2 needs multi-class labels. LIAR and Weibo can provide directly six kinds of labels for Task 2, while they are unable to supply two kinds of labels for Task 1. Remarkably, since the input features in Task 2 desire to reduce the common features of true and false information (a.k.a. the goal of Task 1), the labels of Task 1 must cover the labels of Task 2. Therefore, the six kinds of labels are merged into two kinds of labels for Task 1 in terms of the degree of credibility. We integrate half-true, mostly-true, and true into the true label. The remaining three types are integrated into the false label. Similarly, on Twitter16, Task 1 is used to classify true and false rumors and task 2 is used to evaluate four types of information.
Datasets Partitioned: The three datasets are partitioned randomly into training set, development set and testing set with the proportion of 80%, 10%, and 10%.
Evaluation Metrics: To make fair comparisons for our model and baseline models, we select accuracy (A), precision (P), recall (R), F1-score (F1) as metrics on LIAR and Weibo. On Twitter16, we use A to evaluate overall performance and use F1 to evaluate the performance of models on each type of information.
Model Setup
Hyperparameters: In our experiments, we use pre-trained 200-dimensional word2vec embeddings from English and Chinese Wikipedia (Mikolov et al., 2013) to represent text content of the datasets, respectively. For each task, we strictly turn all the hyperparameters on the validation dataset, and we achieve the best performance via a small grid search. Finally, the dropout keep probabilities (Dropout), the learn- ing rate (LRate) and hyperparameters are learned on different datasets and shown in Table 3 .
Features: Besides text features, several non-sparse features of two datasets, meta-data features, like subject, speaker, job, state, party, etc. are participated in our model as important credibility features. We employ 20-dimensional vector to represent single meta-data feature, the parts that vectors of one feature are less than 20-dimensional will be filled zero.
Additionally, our all experiments use opensource framework Tensorflow 3 on Linux CentOS 7.6.1810 system with Intel Xeon E5-2620 CPU (64 G memory) and NVIDIA TITAN Xp GPU (12G graphics memory). The time cost of ANSP on three datasets, i.e., LIAR, Weibo, and Twitter16 are 17750, 24540, 32380 seconds for 30 epochs, respectively. The core code is published in github 4 . (Crammer & Singer, 2001 ) model is originally designed for binary classification. Certainly, in this work, we use multiple SVM to achieve multiple-class classification.
Performance Evaluation
CNN: Convolutional Neural Network model (CNN) (Kim, 2014) uses shared convolutional kernel to easily handle highdimensional data and it is an excellent classification model, especially in image processing.
LSTM: Long Short-Term Memory (LSTM) (Hochreiter & Schmidhuber, 1997 ) is a sequence model that is elaborated to prevent the gradient explosion.
BiLSTM: Bi-directional Long Short-Term Memory networks model (Bi-LSTM) (Zhang et al., 2014 ) not only prevents the gradient explosion but also captures context information than LSTM model.
Hybrid-CNN:
Hybrid-CNN model proposed by Wang (Wang, 2017) consists of a convolutional layer and a bidirectional LSTM layer, which integrates meta-data features and text features to detect fake news.
Multi-Attention:
Multi-Attention hybrid model explored by Long et al. (Long et al., 2017) focuses on multiple perspectives of speaker profiles to capture valuable features for validating the credibility of news articles.
From Table 4 , we observe that ANSP achieves the superior performance compared with the baseline methods. In details, the model has a 17% average improvement compared with LR and SVMs because our model with neural networks can fully exploit deep semantic representations of text. The model achieves the state-of-the-art performance on two datasets with 42.8%, and 46.3% overall accuracy respectively, surpassing CNN, LSTM, and BiLSTM by a significant margin of 16.8%, and 14.2%. This suggests that private features and common features captured by our model based on multi-task learning are effective for credibility evaluation. The model outperforms attention-based method with 2.1%, 3.1% improvements. This is because our model reduces common, irrelevant-type features from private features and focuses on the differential credibility features.
Performance of ANSP on Different Types of Information
Because we reduced common features of true and false information from private features, this is to say that captured differential private features include more such features that are beneficial to classify these two pure types of information: "true", "false", instead of "half true", "barely true", etc., in LIAR and Weibo datasets. Therefore, if captured differential Discovering Differential Features: Adversarial Learning for Information Credibility Evaluation T r u e M o s t ly -T r u e H a lf -T r u e B a r e ly -T r u e F a ls e P a n t s o n F ir e T r u e M o s t ly -T r u e H a lf -T r u e B a r e ly -T r u e F a ls e P a n t s o n F ir e T r u e M o s t ly -T r u e H a lf -T r u e B a r e ly -T r u e F a ls e P a n t s o n F ir e T r u e M o s t ly -T r u e H a lf -T r u e B a r e ly -T r u e F a ls e P a n t s o n F ir e T r u e M o s t ly -T r u e H a lf -T r u e B a r e ly -T r u e F a ls e P a n t s o n F ir e (e) ANSP on LIAR (A=42.8%)
T r u e M o s t ly -T r u e H a lf -T r u e B a r e ly -T r u e F a ls e P a n t s o n F ir e features exist, ANSP will achieve better performance on the types "true" and "false" than the other types. We analyze the accuracy of models based on different types of information on LIAR and Weibo, as shown in Figure 4 . We can get the following observations:
• The accuracy of ANSP on extreme types "false" and "pant on fire" is obviously higher than the other types, while no similar results have been found in other models. And ANSP achieves certain improvements than other models on the type 'true'. These two observations are enough to demonstrate that differential features captured by ANSP exist and are effective to classify the two extreme types of information, which might offer a feasible solution for multi-threshold and hierarchical detection and monitoring of fake news.
• The results of Hybrid-CNN and Multi-Attention models on six types of information are no obvious differences, i.e., fluctuating around 1%, which indicates these models do not capture particularly prominent features for specific types of information. It also shows that no type of information be easier recognized if it is not specially processed.
• ANSP achieves lower performance on types "mostly true", "half true", and "barely true" than other types of information, i.e., below overall performance about 2%, which illustrates that one of the limitations for our model is that our model is difficult to identify half-true types of information effectively.
Performance of ANSP on Different Inputs
We further investigate which input features contain much more differential features, we build different input features to exam the performance of ANSP on LIAR and Weibo.
all features refer to the concatenation of text content and all types of meta-data features. only text content means that the model only uses text content as input features. On LIAR, -speaker represents that the model only removes speaker features from all features as input features. Accordingly, -job title, -credit history, -state info, and -party affiliation are removed from all features as inputs features of the model, respectively. On Weibo, -topics and -quantitative features denote that the model only removes topics and quantitative features as input features, respectively. Additionally, our model uses all features to evaluate credibility.
From Figure 5 (a), on LIAR, we observe that methods of removing different features separately achieve different performances. Especially, no considering temporarily only text content method, when only one type of feature is deleted, -speaker method obtains a lower accuracy. This illustrates that speaker features cover more differential credibility features than other features and to a certain extent we can recognize the credibility of what he/she said according to the credibility of his/her profile. Additionally, only text content method achieves the lowest performance, which indicates that it is unwise to only consider text features for credibility evaluation while ignoring meta-data features. to the results on LIAR. The methods achieve similar performance differences by removing different features as the inputs of the model. Specifically, -quantitative features method achieves relatively weaker performance, which shows that user interbehavior on Weibo are perfectly valid credibility features in contrast with other features, while also including more differential features.
By comparing Figure 5 (a) and (b), experimental results demonstrate that feature selection has great influences on information credibility evaluation. Meanwhile, we find that the concatenation of text features and meta-data features organically is more beneficial to evaluate credibility than single type of features. Additionally, the results of Figure 5 (b) are obviously higher than Figure 5 (a)'s, which may reveal that the task of credibility evaluation is not only related to different input features, but also to linguistic characteristics between English and Chinese. We use the above models to test the validity of different components of our model. From Table 5 , we notice that the performance of the methods improves as the components increase. It indicates that the additional components in the basic method are helpful for credibility evaluation. Especially, the model with Diff outperforms obviously the model without Diff, which demonstrates the effectiveness of negative KL-divergence strategy in our model. forcement learning in common feature extractor, we design two methods, i.e., the method of using adversarial networks with reinforcement learning and the method without reinforcement learning, to demonstrate its performance. The results are shown in Table 6 . We observe that the method of using adversarial networks with reinforcement learning achieves better performance, outperforming the latter with 3.7% on accuracy, which indicates that reinforcement learning contributes to capturing common features from true and false information.
Scalability Analysis of ANSP
Besides analyzing the performance of ANSP, we study the scalability of the model in terms of varying amount of training samples, different dimensionality-size of word-vectors, and the convergence.
VARYING AMOUNT OF TRAINING SAMPLES
We investigate the change of performance about ANSP with the varying amount of training samples based on evaluation metrics: accuracy, precision, recall, and F1-score. We first conduct experiments on 20% of the training sample set and then evaluate the performance of the model with gradually adding the same number of training samples. As shown in Figure 6 , we observe that our model achieves the lowest performance on the earlier 20% of the training sample set, which indicates that our model is inadequate training with a small training sample set since the model has a large number of parameters. Furthermore, we perceive that the performance is significantly improved as training samples increase, which implies that the model possesses well expansibility and enhancement. Additionally, as a result of the limitation to the number of training samples, the performance has not reached a stable maximum in whole experiments. In particular, around the point 100% on the x-axis, the performance improvement is slower on Weibo than on LIAR. We predict the performance of our model on Weibo will soon touch the optimal value if we gave extra training samples, while the performance on LIAR will obtain continual improvements. The reasons may be that LIAR is relatively small, or our model can learn more valuable information from English dataset.
THE DIFFERENT DIMENSIONALITY-SIZE OF WORD-VECTORS
We perform incremental testing of dimensionality-size of word-vectors from 50 to 300 on the LIAR and Weibo datasets. The results are shown in Figure 7 and we make the following observations:
• According to four performance evaluation metrics, it is found that the effect of dimensionality-size of word-vectors on classification results is relatively small. Though the change of the performance on LIAR is more significant than on Weibo, and the floating range of the performance maintains tight 2%. Specifically, the experimental results on accuracy are all near 43% on LIAR and 45% on Weibo in spite of different dimensionality-size.
• Even though the performance of the model does not change significantly under different dimensions, the model acquires the best performance in four metrics when the dimensionality-size is 200. We consider that the word embeddings include much more relevant semantics and less irrelevant semantics on this dimensionality-size. This is why we assign the dimensionality-size to be 200 in the final experiments.
4.7.3. CONVERGENCE ON THE TRAINING SET Figure 8 presents the training process of our model on LIAR and Weibo compared with several baseline algorithms. We observe that Hybrid-CNN method is faster in convergence speed (i.e., needing 8 epochs to reach stability on the two datasets) but poor performance, while Attentionbased method has a lower convergence (i.e., needing 18 epoches on LIAR and 20 epoches on Weibo) speed than ANSP (i.e., needing 14 and 12 epoches on the two datasets, respectively). Therefore, we can conclude that our model not only achieves the best performance but also costs less time for training. Additionally, the convergence process of ANSP can be described as: the model converges slowly in initial training due to the continuous trial and error of reinforcement learning. After 6 epochs, the convergence of the model becomes faster and then reaches a stable state. At this time, our model learns stable and more distinguished features for credibility evaluation.
Robustness Analysis of ANSP on Twitter16
In order to further testify the robustness of the model, we again conduct experiments on four-label Twitter16 dataset to evaluate its performance compared with the following baselines:
SVM-TS: A linear SVM model (Ma et al., 2015) utilizes the temporal characteristics to integrate various social context features for rumor identification.
DTR: A Decision-Tree-based Ranking method (Zhao et al., 2015) searches related posts based on inquiry phrases and clusters similar posts together, then rank these clusters containing disputed factual claims for rumor detection.
RFC:
The Random Forest Classifier (Kwon et al., 2017) employs user-based, structure-based, linguistics-based, and temporal features to track the precise changes in predictive powers across rumor features.
GRU:
The RNN-based rumor detection model with gated recurrent unit (Ma et al., 2016) are proposed by Ma et al. for capturing the variation of contextual information of relevant posts over time.
BOW: Ma et al. (Ma et al., 2017) set up BOW baseline method through using bag-of-words to represent semantic features of text and building a linear SVM for rumor detection.
PTK:
A Propagation Tree Kernel model (Ma et al., 2017) captures high-order patterns to detect rumors through comparing the similarities between their propagation tree structures.
cPTK: On the basis of PTK, Ma et al. (Ma et al., 2017) successively develop Context-sensitive PTK by considering the propagation paths from the root of the tree to roots of subtrees to obtain the clues outside the subtrees for rumor detection.
The experimental results are shown in Table 7 and we can obtain the following observations:
• In all baseline methods, propagation-based cPTK and PTK gain the optimal performance, which exploit propagation trees based on kernel learning to encode the spread of a source tweet with complex structured patterns and flat information regarding content, user profiles, and time. But GRU capturing the textual and temporal features to represent tweet for rumor detection does not achieve better performance. These indicate methods fully integrated meta-data features are more effective than the methods without meta-data features.
• SVM-TS and RFC methods are both based on temporal traits to integrate hand-crafted features and acquire comparable performance. In spite of both methods learn deeply an extensive set of features, their performance is lower than ANSP largely owing to not all learned features are helpful to boost the performance of rumor detection.
• Our model outperforms all baseline methods. Specifically, our model gains 1.8% improvements in accuracy compared with cPTK, which is because that our model based on multi-task learning not only captures deep credibility features but also more significantly, discovers differential features from these credibility features. Additionally, our model wins more obvious performance boosts on false rumor and true rumor in F1 score (i.e., 2.8% and 2.5%, respectively) than on non-rumor and unverified rumor, which results from the fact that our model separates common features between true and false rumors and discovered differential features are more conducive to detect true and false rumors instead of non-rumor and unverified rumor. According to the above-detailed analysis, we conclude that ANSP has favourable robustness and adaptability on different scenarios.
Limitations
From Table 7 and Figure 4 , we can perceive that ANSP obtains different performance on different types of information. Specifically, the performance on types "true" and "false" is more remarkable than types "half-true", "half-false", etc.
The reason is that our model discovers differential features through separating common features between true and false information. But this is coarse-grained due to ignoring the differential features between half-true and half-true types, which is a limitation to our model. In the future, to address this problem, we will focus on capturing the differential features among multiple types to improve the performance of different credibility types of information.
Additionally, although our model achieves noticeable performance on Twitter16 which obtain 0.75 and about 0.7 in accuracy and F1 score, respectively, our model only wins below 0.5 in accuracy and F1-score on LIAR and Weibo. We analyze the model and the datasets for the following reasons:
• LIAR and Weibo are fine-grained and based on sixtypes. There are similar credibility features between adjacent types of information. For instance, "mostly true" and "half true" have many common features in the true part and the two types have slight differences in the false part. Since common feature extractor in our model aims at capturing common features between the binary of true and false information, ignoring subtle differences among these half-true and half-false types, which is the principal consideration for the model with inaccessibility satisfaction effect.
• The two datasets without comments and retweets lack users' attitudes to original tweets and the behavioral information to supplement the semantics of original tweets. These bring our model cannot obtain users' stances and sufficient context information for evaluation.
• The two datasets are relatively small. Specifically, though LIAR and Weibo include 12K and 18K tweets, respectively, the lengths of tweets in the datasets are below 90 and the bulk of tweets are short text. Simultaneously, the two datasets take below 3M and 10M disk space, respectively. Such small datasets with insufficient semantics may lead to over-fitting for most models.
Conclusion
In this work, we proposed ANSP based on adversarial networks and multi-task learning to capture differential credibility features for information credibility evaluation. Specifically, adversarial networks guided by reinforcement learning are applied to capture common features, and two strategies, i.e., orthogonality constraints and KL-divergence, are used to reduce the common features from raw private features. Experiments first on two six-label datasets, i.e. LIAR and Weibo systematically demonstrated the effectiveness of ANSP and then on four-label Twitter16 testified robustness of the model. Finally, three limitations of ANSP are illustrated.
There are several directions for extending this work in the future. As we discussed in subsection 4.9, the first thing to be solved is how to effectively capture and represent slight differences among multiple credibility types of information, especially, half-true and half-false types. Secondly, for a large number of users to participate in the propagation of fake news, how to capture deeper user behavior features and integrate them into our model based on neural networks. Finally, to reduce labor costs of manual annotation, the problem of unlabeled samples classification by using shared spaces of shared-private models are worth exploring.
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