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Abstract
We continue part I of this paper. Here in part II, comparison principles are proved
for non-smooth sub and super solutions (with non-smooth Cauchy data) of semilinear
hyperbolic PDE in compact regular domains of R+ ×R+ when n 3.
 2002 Published by Elsevier Science (USA).
1. Introduction
This is the continuation of part I of this paper. In part I we proved a maximum-
like principle for C2 solutions of the standard wave equation in a compact regular
domain—one that contains all backward characteristic cones with vertices in its
interior—with smooth Cauchy data. We also defined a notion of non-smooth
Cauchy data and non-smooth super(sub) solutions of that problem for semilinear
hyperbolic PDE.
Here in part II of this paper, for space dimension of the regular domain bigger
than or equal to three, we prove a comparison principle for such super(sub)
solutions of the non-smooth Cauchy problem. If the Cauchy data is smooth,
the non-smooth Cauchy data is the usual smooth Cauchy data, and if the non-
smooth sub(super) solution is actually smooth, it is a classical sub(super) solution.
For simplicity of exposition, we restrict the spatial dimensionality of the regular
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domain to be an odd integer bigger than or equal to three. The even dimensional
theorem will follow as usual by the method of dimensional reduction.
All notation is the same as that of part I [8].
2. A comparison principle for semilinear operators in three space
dimensions
Consider a compact regular domain for  in R+ × R3. Let L(·) = (·) −
c2(·) − f (·) − g(t, x) as in the previous section. In this section, under mild
conditions on f,g, we show that—up to a universal time, which depends only
on the operator L—any upper-semicontinuous P -supersolution v of £+(v)  0
dominates any lower-semicontinuous P -subsolution u of £−(u) 0 if they share
the same P -Cauchy data.
In order to accomplish this goal, we first prove a fundamental integral in-
equality for P -super and subsolutions.
Theorem 1 (Fundamental integral inequality). (a) Let D ⊂ R+ × R3 be a
compact regular domain for . Let L(·) = (·)− c2(·)− f (·)− g(t, x), where
g :D→ R, f :R→ R and f is monotone increasing. Let u :D→ R be a lower-
semicontinuous P -subsolution of £−(u)  0 in D. Let v :D → R be an upper-
semicontinuous P -supersolution of £+(v) 0 in D. Let both u and v have P -
Cauchy data (Ψ1,Ψ2) on Base(D). Let |u| and |v| be finite.
Let X0 ∈D be a point of continuity of u–v. Choose X0-coordinates for D such
that X = (τ,0) for some non-negative τ .
Then, we have
meas(S2)
[
v(τ,0,0,0)− u(τ,0,0,0)]

∫
K0,τ
(τ − t)[c2(v − u)+ (f (v)− f (u))]dt dΩ
+
∫ ∫
K0,τ
(τ − t)[£+(v)− £−(u)]dt dΩ.
(b) Part (a) actually holds at all points X0 = (τ,0) in D − Base(D) (in X0-
coordinates for D).
Remark 1. Since u and v are semicontinuous we note that the set of points of
continuity of u–v are dense by Baire–Osgood’s theorem.
Remark 2. In Section 3, we will show that the conclusion of Theorem 1 also
holds when D ⊂R+ ×Rn if n 3 and n is odd.
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Proof of Theorem 1. Let σm ↓ 0 as m → ∞. Since (τ,0,0,0) is a point of
continuity of u–v, we have
meas(S2)
[
v(τ,0,0,0)− u(τ,0,0,0)]
= meas(S2)
[
lim
σm↓0
(
vσm(τ,0,0,0)
)− lim
σm↓0
(
uσm(τ,0,0,0)
)]
, (1)
I := meas(S2)
[
lim
σm↓0
(
vσm(τ,0,0,0)
)− lim
σm↓0
(
uσm(τ,0,0,0)
)]
. (2)
We now apply the fundamental integral equality given by 14 of [8] to vσ − uσ
and we obtain (using β = 1 and n− 1 = 2)
meas(Sn−1)
[
vσ (τ,0,0,0)− uσ (τ,0,0,0)
]
−
∫
Sn−1
(
vσ (t = 0)− uσ (t = 0)
)
dΩ
+ 2
∫
Sn−1
τ
(
vσ,υ(t = 0)− uσ,υ(t = 0)
)
dΩ
=
∫ ∫
K0,τ
(τ − t)([vσ − uσ ])dt dΩ. (3)
We now wish to consider any sequence σm ↓ 0 as m → ∞, take limσm↓0
of both sides, replace limσm↓0 by limσm↓0 on the right-hand side of the above
equation and exchange the limσm↓0 and limσm↓0 with their corresponding in-
tegrals.
However, although D is a set of finite Lebesgue measure, we cannot directly
use Fatou’s lemma. It would be sufficient if the integral of the right-hand side of
the above equation were bounded below by a fixed negative constant, but we do
not know that this obtains a priori.
In the same way, we do not have the a priori bounds on the other integrals in the
above equation that are required to apply the Lebesgue dominated convergence
theorem directly.
So we work indirectly. The equation above implies the following inequality
(with n= 3):
meas(Sn−1)
(
vσ (τ,0,0,0)− uσ (τ,0,0,0)
)
+
∫
Sn−1
∣∣vσ (t = 0)− uσ (t = 0)∣∣dΩ
+ 2
∫
Sn−1
τ
∣∣vσ,υ(t = 0)− uσ,υ(t = 0)∣∣dΩ
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
∫
K0,τ
(τ − t)((vσ )−(uσ ))dΩ.
For any sequence σm ↓ 0 as m ↓ 0, taking limits of both sides of the above
inequality, we obtain (with n= 3)
meas(Sn−1)
(
v(τ,0,0,0)− u(τ,0,0,0))
+ 2 lim
σm↓0
∫
Sn−1
∣∣vσm(t = 0)− uσm(t = 0)∣∣dΩ
+ 2τ lim
σm↓0
∫
Sn−1
∣∣vσm,υ(t = 0)− uσm,υ(t = 0)∣∣dΩ
 lim
σm↓0
∫ ∫
K0,τ
(τ − t)((vσm)−(uσm))dΩ dt.
We note that
0= lim
σm↓0
[(
vσm(t = 0)
)− (uσm(t = 0))] (4)
and
0= lim
σm↓0
[(
vσm,υ(t = 0)
)− (uσm,υ(t = 0))] (5)
from 23 of [8], because u and v have the same P -Cauchy data.
Thus, since | | is continuous,
0=
∣∣∣ lim
σm↓0
(
vσm(t = 0)− uσm(t = 0)
)∣∣∣
= lim
σm↓0
∣∣∣(vσm,υ(t = 0)− (uσm,υ(t = 0)))∣∣∣ (6)
= lim
σm↓0
∣∣vσm,υ(t = 0)− uσm,υ(t = 0)∣∣. (7)
We now apply the reversed form of Fatou’s lemma [2, Problem 5.67, p. 93]
to obtain (note, that in Problem 5.67, the right-hand side might be infinite—this
does not happen below)
lim
σm↓0
∫
Sn−1
∣∣vσm(t = 0)− uσm(t = 0)∣∣dΩ

∫
Sn−1
lim
σm↓0
∣∣vσm(t = 0)− uσm(t = 0)∣∣dΩ = 0.
632 P. Smith / J. Math. Anal. Appl. 276 (2002) 628–641
(i) Applying these inequalities we obtain (comparison inequality one) (with
n= 3)
meas(Sn−1)
(
v(τ,0,0,0)− u(τ,0,0,0))
 lim
σm↓0
∫ ∫
K0,τ
(τ − t)[(vσm)−(uσm)]dΩ dt.
We obtain (comparison inequality two) (with n= 3)
meas(Sn−1)
(
v(τ,0,0,0)− u(τ,0,0,0))
 lim
σm↓0
∫ ∫
K0,τ
(τ − t)c2(vσm − uσm)+
(
f (vσm)− f (uσm)
)
dΩ dt
+ lim
σm↓0
∫ ∫
K0,τ
(τ − t)[L(vσm)−L(uσm)]dΩ dt =M1,
where we recall that
L(·)=(·)− c2(·)− f (·)− g. (8)
We now wish to exchange the limσm↓0 and the integral in the right-hand side of
comparison inequality one. To apply Fatou’s inequality to comparison inequality
one, consider J1 defined below
J1 = lim
σm↓0
∫ ∫
K0,τ
(τ − t)[(vσm)−(uσm)]dt dΩ. (9)
Claim.
inf
m∈Z+
(
min
K0,τ
(
(vσm)−(uσm)
)) = −∞.
Proof of claim. If not, there exists a sequence {Xi}, i = 1,2, . . . , of points in
K0,τ and a subsequence {σni } (relabeled as σi), such that Li ↓ −∞, as i →∞,
where the quantity Li is defined by
Li :=
(
vσi (Xi)
)−(uσi (Xi)). (10)
Since K0,τ is compact, there exists a limit point X˜ ∈ K0,τ such that Xi → X˜
as i→∞.
Thus, for any positive number z in Z+, no matter how large, all sufficiently
small open balls centered on X˜ contain points Xi ∈ K0,τ ⊂ D ∪ Base(D), with
the Xi ∈ {Xi} and such that, corresponding to each of these points Xi , there exists
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a σi such that L(uσi (Xi)) is larger than z. Note that we have the well known fact
that (for any positive σ )
|uσ | Sup
R×Rn
|uσ | Sup
R×Rn
|u| Sup
D
|u|.
By hypothesis, |u| and thus uσ , |uσ |, f (uσ ), |f (uσ )|, |−c2uσ − f (uσ )|, for any
positive σ , are bounded above by a finite bound. (We have used the continuity
of f .) The same estimates are valid with u replaced by v. Also g(t, x) is bounded
on the compact domain D. The above facts imply that either
lim
σi↓0
Y→X˜
L(uσi )(Y )=∞ (11)
or
lim
σi↓0
Y→X
L(vσi )(Y )=−∞ (12)
which contradicts either the hypothesis that
lim
σi↓0
Y→X˜
L(uσi )(Y ) 0
or the hypothesis that
lim
σi↓0
Y→X
L(vσi )(Y ) 0.
The claim is proved. ✷
Now, we continue with the proof of Theorem 1. Let
γ0 := inf
m∈Z+
[
min
K0,τ
(
(vσm)−(uσm)
)]= inf
m∈Z+
[
min
K0,τ
(vσm)−max
K0,τ
(uσm)
]
.
(13)
Note that the integrand in J1 is thus bounded below by some α0 >−∞, and
since K0,τ has finite Lebesgue measure, we can (and do) apply Fatou’s lemma to
J1 to obtain
J1 
∫ ∫
K0,τ
(τ − t) lim
σm↓0
[(
(vσm)−(uσm)
)]
dΩ dt
=
∫ ∫
K0,τ
(τ − t)
[
lim
σm↓0
(
(vσm)
)− lim
σm↓0
(
(uσm)
)]
dΩ dt = J2. (14)
We do not have a priori that this integral is not equal to negative infinity, but the
inequality still holds in the extended real numbers. Thus we have
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(a) (Comparison inequality three)
J2 
∫ ∫
K0,τ
(τ − t)
[
lim
σm↓0
Y→X
(

(
vσm(Y )
))− lim
σm↓0
Y→X
(

(
uσm(Y )
))]
dΩ dt.
We now return to comparison inequality one, and we apply the above esti-
mates of J1 and J2. We obtain (comparison inequality four) (with n= 3)
meas(Sn−1)
[
v(τ,0,0,0)− u(τ,0,0,0)]

∫ ∫
K0,τ
(τ − t)
[
lim
σm↓0
Y→X
(

(
vσm(Y )
))− lim
σm↓0
Y→X
(

(
uσm(Y )
))]
dΩ dt.
We now wish to exchange the limσm↓0 and the integrals on the right-hand side
of comparison inequality two. Once again, by hypothesis |u|, |v| are finite,
and hence the expressions |uσm|, |vσm |, f (uσm), f (vσm), (τ − t)c2(vσm −
uσm)|f (vσm)−f (uσm)|, g(t, x) (and their negatives) are bounded below onD
by a finite negative constant independent of m. (We have used the continuity
of f and g here.) The same estimates are valid with v replaced by u.
In particular we have (for all m)
f (vσm)− f (uσm)−
∣∣f (vσm)− f (uσm)∣∣− sup
D
(−k2|vσm − uσm |)
−k2 sup
D
(∣∣(v − u)∣∣
σm
)
−k2 sup
R×Rn
∣∣(v − u)σm∣∣
−k2 sup
R×Rn
(|v− u|)−L2 >−∞.
Here, we have, as usual, denoted the extensions of u and v by the same notation
as u and v.
Since D has finite Lebesgue measure, and the integrand in comparison
inequality two is uniformly bounded below by a finite negative constant, we can
apply Fatou’s lemma in comparison inequality two and we do. Thus we exchange
the limσm↓0 and the integrals on the right-hand side of comparison inequality two
and noting—once we have done this—that we also have
lim
σm↓0
vσm(X) v(X), lim
σm↓0
uσm(X) u(X). (15)
Because u,v are each semicontinuous, all are points of continuity of both u and v.
Since f is continuous and g is continuous we have (comparison inequality
five) (with n= 3)
meas(Sn−1)
[
v(τ,0,0,0)− u(τ,0,0,0)] ∫ ∫
K0,τ
(τ − τ )[A1 −A2]dΩ dt,
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where A1 and A2 are defined by
A1 := lim
σm↓0
Y→X
(
vσm(Y )
)− c2[ lim
σm↓0
Y→X
(
vσm(Y )
)]
−
(
lim
σm↓0
Y→X
(
f (vσm)(Y )
))− g(t, x), (16)
A2 := lim
σm↓0
Y→X
(
uσm(Y )
)− c2[ lim
σm↓0
Y→X
uσm(Y )
]
− lim
σm↓0
Y→X
f
(
uσm(Y )
)− g(t, x), (17)
where we have used
lim
σm↓0
Y→X
L
(
vσm(Y )
)
 lim
σm↓0
L
(
vσm(X)
)
and
lim
σm↓0
Y→X
L
(
uσm(Y )
)
 lim
σm↓0
L
(
uσm(X)
)
.
Since comparison inequality five holds for all sequences {σm} with σm ↓ 0 as
m→∞, we obtain (comparison inequality six) (with n= 3)
meas(Sn−1)
[
v(τ,0,0,0)− u(τ,0,0,0)]

∫ ∫
K0,τ
(τ − t)[c2(v − u)+ (f (v)− f (u))]dΩ dt
+
∫ ∫
K0,τ
(τ − t)[£+(v)− £−(u)]dΩ dt
which is the inequality we needed to prove. This finishes the proof of part (a) of
Theorem 1.
Proof of part (b). Let X0 ∈D−Base(D). Note that the set of points of mutual
continuity of u and v is dense in D (in fact, it has countable complement), because
both u and v are semicontinuous. Choose a sequence of points {X0,i} ∈ D0,
i = 1,2, . . . , where each X0,i is a point of mutual continuity of both u–v are
dense, and where X0,i → X0 as i →∞. Apply Theorem 1(a) to each X0,i and
notice that v−u can only jump upwards at X0 because u is lower semicontinuous
and v is upper semicontinuous, which implies that v−u is upper semicontinuous.
Thus the fundamental integral inequality of part (a) holds at X0. ✷
We now prove a comparison theorem for P-sub and super solutions.
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Theorem 2 (Comparison principle, n = 3). Under the same hypothesis as The-
orem 1, let f :R → R also be strictly monotone non-decreasing and Lipshitz
continuous with Lipshitz constant K . Let |u|, |v| be bounded on D.
Then, there exists a time T > 0, with T depending only on L and D, such that
v(t, x) u(t, x), for all (t, x) ∈D0 with 0 < t < T .
Proof. Choose a point X0 ∈D0. As usual, choose X0-coordinates in D0, so that
in these coordinates X0 = (τ,0,0,0) with τ > 0.
Applying Theorem 1 we have (for n= 3)
[
v(τ,0,0,0)− u(τ,0,0,0)]meas(Sn−1)

∫ ∫
K0,τ
(τ − t)[£+(v)− £−(u)]dΩ dt
+
∫ ∫
K0,τ
(τ − t)[c2(v − u)+ (f (v)− f (u))]dΩ dt.
Let
y(τ) :=
τ∫
0
∫
Sn−1
(τ − t)
× [c2(v − u)(t,Ω)+ (f (v(t,Ω))− f (u(t,Ω)))]dΩ dt. (18)
With a slight abuse of notation we consider τ as a variable. Note that, because the
integral of a L1-function is absolutely continuous and hence differentiable a.e.,
the quantities dy/dτ , d2y/dτ 2 exist for a.e. τ and we have (for n= 3, for a.e. τ )
dy(τ)
dτ
=
τ∫
0
∫
Sn−1
[
c2(v − u)(t,Ω)+ [f (v(t,Ω))− f (u(t,Ω))]]dΩ dt,
(19)
d2y(τ)
dτ 2
=
∫
Sn−1
c2(v − u)(t,Ω)+ [f (v(t,Ω))− f (u(t,Ω))]dΩ dt. (20)
Also, note that v(τ,Ω) and u(τ,Ω) are constant, since when t = τ we are at the
vertex of K0,τ .
Thus y is an absolutely continuous function of τ , with absolutely continous
first and second derivatives with respect to the variable τ , and moreover (with
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n= 3)
d2y(τ)
dτ 2
= (c2(v − u)(τ,Ω))meas(Sn−1)
+ [f (v(τ,Ω))− f (u(τ,Ω))]meas(Sn−1) (21)
with y(τ = 0)= (dy/dτ)|τ=0 = 0.
We replace the first term on the right-hand side of the above equation with c2y
and use the fundamental integral inequality (that is the conclusion of Theorem 1)
to estimate c2y from below. Dropping the non-negative term
∫∫
K0,τ
(τ − t)×
(£+(v)− £−(u))dΩ dt from that inequality we obtain (for n= 3)
d2y(τ)
dτ 2
 c21 +
[
f
(
v(τ,Ω)
)− f (u(τ,Ω))]meas(Sn−1) a.e.
with y(τ = 0)= dy(τ)
dτ
∣∣∣∣
τ=0
= 0. (22)
(Here c21 := meas(Sn−1)c2.)
Let ωn := meas(Sn−1).
Solving the differential inequality (by solving the corresponding differential
equation using Laplace transforms and noting that the Laplace transform integral
is order preserving when the initial values vanish) we obtain
y(τ) ωn|c21|
τ∫
0
sinh
[
(τ − t)c1
][
f
(
v(p,Ω)
)− f (u(p,Ω))]dp,
y(τ ) ωn|c21|
τ∫
0
[
sinh(c1p)
][
f
(
v(τ −p,Ω))− f (u(τ − p,Ω))]dp.
Fix τ , with 0 τ  dt (D), where dt (D) is the sup of the time values of points
in D—i.e., the “height” of the domain D.
Let
Wτ :=
{
tˆ | tˆ = τ − p, 0 <p < τ, u(tˆ, x1, x2,x3)− v(tˆ , x1, x2, x3) > 0
}
,
where in the definition above of Wτ we have (tˆ, x1, x2, x3)= (tˆ ,Ω) ∈K0,τ .
Now, we show by contradiction that Wτ = ∅.
Suppose that Wτ = ∅. We define
µ := inf
tˆ∈Wτ
[
f
(
v(tˆ ,Ω)
)− f (u(tˆ,Ω))]. (23)
Note that µ = −∞, since |u|, |v| are bounded in D. Let F(tˆ ) := f (v(tˆ ,Ω))−
f (u(tˆ,Ω)).
By the definition of µ, there exists a tˆ0 ∈ Wτ , with 0 < tˆ0  τ  dt (D),
such that µ  F(tˆ0)  (1 − 2−100)µ. Consider K0,tˆ0 . Since K0,tˆ0 ⊂ K0,τ and
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Base(K0,tˆ0) ⊂ Base(K0,τ ), we can apply the previous estimate of y(τ) from
below, with τ replaced by tˆ0, and doing that we obtain
y
(
tˆ0
)
 ωn|c21|
tˆ0∫
0
sinh(c1p)
[
f
(
v
(
tˆ0 −p,Ω
)− f (u(tˆ0 − p,Ω)))]dp.
Thus
(1− 2−100)µ f (v(tˆ0,Ω))− f (u(tˆ0,Ω))
−∣∣f (v(tˆ0,Ω))− f (u(tˆ0,Ω))∣∣
−K∣∣v(tˆ0,Ω)− u(tˆ0,Ω)∣∣=K[v(tˆ0,Ω)− u(tˆ0,Ω)]
since tˆ0 ∈Wτ .
Also (with n= 3)
K
meas(Sn−1)
y
(
tˆ0
)
 Kωn
meas(Sn−1)
[
1
c21
tˆ0∫
0
sinh(c1p)
[
f
(
v
(
tˆ0 − p,Ω
))
− f (u(tˆ0 − p,Ω))]dp]
 Kωn
meas(Sn−1)
[
1
c21
µ
] tˆ0∫
0
sinh(c1p)dp
= Kωn
meas(Sn−1)
1
c31
[
cos
(
c1tˆ0
)− 1]µ= J.
There exists τ0 > 0, such that if 0 < tˆ0  τ  τ0  dt (D), then (with n= 3)
0 <
K
meas(Sn−1)
1
c21
[
cosh
(
c1tˆ0
)− 1] 1
2
.
Thus,
(1− 2−100)µ J  1
2
µ.
However, µ is negative, so that this is a contradiction!
Thus Wτ = ∅ for 0 < τ < τ0. This implies that there exists a sequence {Xi} of
points, i = 1,2,3, . . . , with each Xi ∈K0,τ ∩ {(t, x1, x2, x3) | t = τ − pi}, where
pi → 0 as i→∞, so that Xi → (τ,0,0,0)= vertex(K0,τ )=:X, as i→∞, and
with u(Xi) v(Xi) for each i . We note that (using the semicontinuity of u and v)
v(X)− u(X) lim
i→∞
(
v(Xi)− u(Xi)
)
 0.
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Since X is an arbitrary point of D − Base(D), we see that v  u in D −
Base(D). We have, in fact, that v  u on D, because by hypothesis, u and v have
the same P -Cauchy data on Base(D).
This completes the proof of Theorem 2. ✷
Remark 3. If we choose v = 0 identically in D, we obtain the maximum principle
for P -subsolutions promised in 8 of [8]. If we choose u= 0 identically in D, we
obtain the minimum principle promised in 8 of [8].
3. Comparison principles for P-super and subsolutions of semilinear
operators when n > 3 and n is odd
In this section we show that Theorem 2 is valid when n 3 and n is odd.
We start with a fundamental integral inequality similar to the conclusion of
Theorem 1.
Theorem 3 (Fundamental integral inequality, n 3, n is odd). Let D ⊂R+×Rn.
Under the hypothesis of Theorem 1, we have
meas(Sn−1)
[
v(τ,0,0, . . . ,0)− u(τ,0,0, . . . ,0)]

∫ ∫
K0,τ
(τ − t)[c2(v − u)+ (f (v)− f (u))]dt dΩ
+
∫ ∫
K0,τ
(τ − t)[£+(v)− £−(u)]dΩ dt.
Proof. Let n > 3, since Theorem 1 is the case when n = 3. Let w := vσ − uσ .
From 14 of [8], we have (comparison inequality seven) (recall that n= 2β + 1)
−β
∫
Sn−1
(−τ )β−1(w(t = 0))dΩ + β(β − 1) τ∫
0
∫
Sn−1
(τ − t)β−2wdΩ dt
+ 2
∫
Sn−1
(−τ )βwυ(t = 0) dΩ =
∫ ∫
K0,τ
(τ − t)β (w)dΩ dt. (24)
Now we differentiate comparison inequality seven n− 1 times with respect to τ
(which by the absolute continuity of the integrals in comparison inequality seven
we can do for almost every τ ) and we obtain (comparison inequality eight)
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(−1)ββ!
∫
Sn−1
w(t = 0) dΩ + β!
∫
Sn−1
w(τ,0,0, . . . ,0) dΩ
+ 2(−1)β−1β!τ
∫
Sn−1
τ
(
wυ(t = 0)
)
dΩ
= β!
∫ ∫
K0,τ
(τ − t)(w)dΩ dt. (25)
We at first assume that the point (τ,0,0, . . . ,0) is a point of continuity of u–v.
As in the proof of Theorem 1 we take a sequence {σm}, with σm ↓ 0 as m→∞,
and take limits of both sides of the above inequality to obtain, at all such points,
β!
∫
Sn−1
w(τ,0,0, . . . ,0) dΩ = β!
∫ ∫
K0,τ
(τ − t)(w)dΩ dt. (26)
Now, as in the proof of part (b) of Theorem 1, let X0 be an arbitrary point
of D − Base(D), and take a sequence of points {X0,i}, i = 1,2, . . . , where
X0,i → X0, with each X0,i a point of mutual continuity of u and v, and such
that each X0,i has X0,i -coordinates (τi,0,0, . . . ,0) for D, where τi is a point of
absolute continuity of the double integrals in comparison inequality seven. Let
X0 = (τ,0,0, . . . ,0) in X0-coordinates for D.
We obtain (sincew is now upper semicontinuous) (comparison inequality nine)
meas(Sn−1)
[
v(τ,0,0, . . . ,0)− u(τ,0,0, . . . ,0)]

∫ ∫
K0,τ
[τ − t][c2(v − u)+ (f (v)− f (u))]dΩ dt
+
∫ ∫
K0,τ
(τ − t)(Lw)dΩ dt.
Now follow the proofs of 1 and 2. ✷
We now have our comparison principle:
Theorem 4 (Comparison principle, n  3, n odd). Let n  3, n odd. Let D ⊂
R+ ×Rn. Then, Theorem 2 holds.
Proof. Given the inequality that is the conclusion of Theorem 1, and given
comparison inequality nine, the proof of Theorem 4 is exactly the same as the
proof of Theorem 2. ✷
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