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Efficient stereo matching and obstacle detection using edges
in images from a moving vehicle
by
Dexmont Alejandro Peña Carrillo
Abstract
Fast and robust obstacle detection is a crucial task for autonomous mobile robots.
Current approaches for obstacle detection in autonomous cars are based on the use of
LIDAR or computer vision. In this thesis computer vision is selected due to its low-power
and passive nature.
This thesis proposes the use of edges in images to reduce the required storage and
processing. Most current approaches are based on dense maps, where all the pixels in
the image are used, but this places a heavy load on the storage and processing capacity
of the system. This makes dense approaches unsuitable for embedded systems, for which
only limited amounts of memory and processing power are available. This motivates us to
use sparse maps based on the edges in an image. Typically edge pixels represent a small
percentage of the input image yet they are able to represent most of the image semantics.
In this thesis two approaches for the use of edges to obtain disparity maps are proposed
and one approach for identifying obstacles given edge-based disparities.
The first approach proposes a modification to the Census Transform in order to in-
corporate a similarity measure. This similarity measure behaves as a threshold on the
gradient, resulting in the identification of high gradient areas. The identification of these
high gradient areas helps to reduce the search space in an area-based stereo-matching
approach. Additionally, the Complete Rank Transform is evaluated for the first time in
the context of stereo-matching. An area-based local stereo-matching approach is used to
evaluate and compare the performance of these pixel descriptors.
The second approach proposes a new approach for the computation of edge-disparities.
Instead of first detecting the edges and then reducing the search space, the proposed
approach detects the edges and computes the disparities at the same time. The approach
extends the fast and robust Edge Drawing edge detector to run simultaneously across the
stereo pair. By doing this the number of matched pixels and the required operations are
reduced as the descriptors and costs are only computed for a fraction of the edge pixels
(anchor points). Then the image gradient is used to propagate the disparities from the
matched anchor points along the gradients, resulting in one-voxel wide chains of 3D points
with connectivity information.
The third proposed algorithm takes as input edge-based disparity maps which are
compact and yet retain the semantic representation of the captured scene. This approach
estimates the ground plane, clusters the edges into individual obstacles and then com-
putes the image stixels which allow the identification of the free and occupied space in
the captured stereo-views. Previous approaches for the computation of stixels use dense
disparity maps or occupancy grids. Moreover they are unable to identify more than one
stixel per column, whereas our approach can. This means that it can identify partially-
occluded objects. The proposed approach is tested on a public-domain dataset. Results
for accuracy and performance are presented.
The obtained results show that by using image edges it is possible to reduce the required
processing and storage while obtaining accuracies comparable to those obtained by dense
approaches.
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1
Introduction
1.1 Introduction
Autonomous vehicles are leaving the realm of science fiction to become real life products.
Over the last decade tasks like autonomous parking and plane flying have ceased to be
restricted to human execution. In the context of ground vehicles the main advantages of
this autonomy are the enhanced security and better usage of the road; relief of humans
from simple tasks like delivering goods and increased mobility for people with disabilities.
Although some tasks can already be performed automatically by a car e.g. autonomous
parking and driving on highways 1, complex tasks like fully autonomous driving in urban
areas are still a challenge for the existing technology 2.
The main challenge faced by autonomous ground vehicles as for any other kind of
autonomous robot is the perception of the surroundings, a task performed by humans
easily just by looking at what is around them. By using the eyes, a human is able to
perceive the distance of the objects in the surroundings and then classify these objects
into obstacles or non-obstacles to navigation.
Based on this, the main goal of this thesis is to propose an approach to identify the
possible obstacles for a mobile ground vehicle (and other kinds of ground robots) taking
into account limitations in availability of resources present in low-cost systems.
1Carey, Nick (2015, May 5th) Nevada gives Daimler nod for open road tests of self-driving truck.
Reuters News. Retrieved from http://www.reuters.com
2Shepardson, David; Woodall, Bernie (2016, July 1st) Tesla crash raises concerns about autonomous
vehicle regulation. Retrieved from http://www.reuters.com
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1.2 Motivation
Different sensors have been proposed to give a machine the ability to identify the obstacles
to navigation. LIDAR and Radar are active sensors which respectively project light or
radio waves into the environment. Then by measuring the time it takes the signal to
return to the emitter it is possible to know the distance of the measured object and create
3D maps of the surroundings. Although LIDARs are highly accurate at long distances,
they are expensive, consume high-power, present measuring errors on object boundaries
and have problems detecting black objects and windows [1].
Radars may be classified by the range of distances they can sense. Short-range radars
are cheap and have a large field of view but only work for close objects. Mid-range and
long-range radars are able to reach long distances at the cost of having a narrow field and
increased price [2]. In addition radars are unable to provide any information related to
the road shape and are prone to interference as they are active sensors [3].
On the other hand, cameras are cheap, low power and are passive sensors, meaning
they do not create interference with any other sensor on the car or in the surroundings.
Additionally, it has been shown that cameras are able to detect robustly objects at up to
180m with baselines of 33cm and focal length of 1253 px [4] [5].
Due to the advantages in the use of cameras over LIDAR and radar, computer vision
has gained a lot of attention from the research community and industry. Computer vi-
sion uses images captured by cameras as a way to extract information from the world.
The correct interpretation of the image contents allows the detection and classification of
possible obstacles to autonomous navigation.
Different camera set-ups have been explored to try to identify the possible obstacles
including: mono-camera, catadioptric systems, stereo-cameras and multi-cameras. Mono-
camera systems use only one camera with one sensor and one lens. They use changes in the
focal length or sequences of images to measure the distance to the objects [6], [7], [8], [9].
These approaches lack a measure of scale [10], make assumptions on the contents of the
scene or require other sensors like radar to recover scale [11], [2]. Catadioptric approaches
use mirrors or lenses to capture different views of the objects using only one sensor at
the expense of a reduced field of view or lower resolution [12], [13]. Stereo-cameras use
two cameras aligned horizontally to emulate human vision, although other set-ups are
6
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possible. Multi-camera approaches use more than two cameras to increase the number of
views captured of the scene.
The use of stereo-cameras and multi-cameras is advantageous over mono-camera or
catadioptric approaches. The simultaneous capture of different views allows the calcula-
tion of distances by triangulation instead of relying on assumptions like static objects or
requiring extra sensors. Wide angle lenses allow the capture of images with a large field
without a sacrifice in image resolution.
Although the stereo-camera approach presents advantages over mono-camera or cata-
dioptric approaches, it shares the issues related to the use of cameras as sensors. Dif-
ferences in the manufacturing process result in lens distortions and different responses to
the illumination. As the image resolution is increased, the level of detail is also increased
resulting in a larger number of pixels which require to be processed.
In this thesis, stereo cameras are chosen as input sensors due to their ability to recover
scale by triangulation. Multi-camera set-ups are not used as they would require the
processing of a larger number of images increasing the number of required computations.
Robust obstacle detection based on stereo-cameras for outdoor scenarios faces chal-
lenges such as occlusions; reflections; shadows and changes in illumination between the
cameras. An additional challenge arises when the processing must be performed on-board
a ground vehicle. Embedded systems that can used on offline vehicles have a limited
amount of resources such as memory and processing power. Additionally, as the cost of
the system becomes a limiting factor, these available resources are further decreased.
As the term ’obstacle’ is abstract, for this thesis an obstacle is taken as any object
lying on the ground that could collide with the vehicle. This definition requires the knowl-
edge of the distance of the objects around the ground vehicle. Therefore this distance is
computed using a stereo-camera. Due to the generic definition of obstacle used in this
thesis, classification approaches are unsuitable as they would impose assumptions on the
nature of the possible obstacles.
The data produced by the stereo-camera sensor has no concept of obstacles or objects,
instead it produces stereo-images which are pixels with an associated location and intensity.
By using triangulation it is possible to know the distance of the objects as long as the
change in location across the stereo-images is known.
The change in location across the stereo-images is found by a process known as stereo-
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matching. This process tries to create a map of the changes in location referenced on one
of the stereo-images. This map is known as a disparity map.
Three main steps are involved in the stereo-matching process: pixel description, match-
ing cost computation and best match selection. Although the stereo-matching process has
been widely studied it still a challenging task. The proper matching of the pixels requires
to overcome problems with changes in illumination and is usually a computationally in-
tensive task.
One of the approaches to reduce the computational effort is to use only high level image
features which are the important pixels in the stereo-images. As only a few of the pixels
are used for stereo-matching, the produced disparity map is sparse. In contrast to a dense
disparity map, which contains information about all of the pixels in the stereo-images.
Different kinds of image features have been proposed in the literature: points [14], [15],
edges or ridges [16]–[19] and segments [20]. Point features produce disparity maps which
are too sparse and it is not always possible to identify the image contents by only looking
at the features [21], [22]. Additionally some complex processing has to be done on the
image in order to identify these features [14], [15]. Edges and ridges are complementary.
Edges are created by changes in colour or texture whereas ridges are the regions delimited
by these changes. They are able to represent the image semantics while having compact
representation [16]. Edges are easy to represent by chains of pixels, which also provide
connectivity information, whereas ridges represent a region. In addition edges may be
detected by looking only at changes in the image gradient.
Based on these properties of edges, this thesis proposes their usage for estimating
the distance of the objects around the ground vehicle and then using this information to
classify the image contents into obstacle or free space.
Thesis Statement: The edges in stereo-images provide enough information to es-
timate the distance of the objects in the scene and to classify their projection in the
stereo-images as obstacle or free space.
1.3 Thesis Contributions
In this thesis four different contributions are made to the field of stereo-matching and ob-
stacle detection. The first two contributions are related to the calculation of the disparity
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for the images from a stereo-camera. The third contribution is related to the use of image
edges to identify the obstacles in the images.
∙ A new pixel descriptor able to identify the edges in one image pass. This
new pixel descriptor incorporates a similarity measure into the Census Transform.
This similarity measure acts as a threshold on the image gradient and allows the
identification of pixels located around edges in only one pass of the image. This
results in a reduction in the search space of a local stereo-matching approach.
∙ Evaluate the performance of the Complete Rank Transform in the stereo-
matching context. The Complete Rank Transform has been previously used to
compute the optical flow. In this thesis its performance as pixel descriptor is evalu-
ated in a local stereo-matching approach.
∙ An approach for extracting 3D curves from stereo-images while simul-
taneously detecting the edges across the stereo-camera. This new stereo-
matcher extends an edge detector able to produce well-localized, one-pixel wide
chains of pixels representing the image edges to run simultaneously across the stereo-
images. This results in chains of points in 3D space which represent the edges pro-
jected on the stereo-images. Only a few anchor points require to be matched and
then the disparity is propagated along the edges. This reduces the required number
of computations while still providing accurate results.
∙ An approach for labelling the pixels as obstacle or free space based on
image edges. This new approach computes the image stixels by using only the
image edges as input data, instead of requiring a cost volume or occupancy grids
as other approaches do. The approach is fast to compute and comparable to other
stare-of-the-art approaches.
1.4 Thesis Plan
Following from the above, this thesis is organized as follows:
∙ Chapter 2 Presents the state-of-the-art and related work in stereo-matching and
obstacle detection.
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∙ Chapter 3 Presents the new pixel descriptor based on the Census Transform and
shows its evaluation in a local stereo-matching approach along with the Complete
Rank Transform.
∙ Chapter 4 Presents the new approach for extracting 3D curves from stereo-images
while simultaneously extracting the edges. This chapter also shows its evaluation
and compares the results against other state-of-the-art stereo-matching approaches.
∙ Chapter 5 Presents the approach for identifying the obstacles in the stereo-images
based on edges only. It shows its evaluation and comparison against other state-of-
the-art approaches.
∙ Chapter 6 Presents the conclusions and future work.
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Literature Review
2.1 Introduction
This chapter presents the state-of-the-art in depth extraction and obstacle detection.
These are two of the most important and challenging tasks performed by any mobile
robot as they are crucial for avoiding crashing while moving. Although they have been
the focus of much research in recent years, the creation of obstacle maps in real-time using
low computational resources is still an open challenge.
Humans are able to perform depth extraction and obstacle detection by using only
their eyes. Therefore, one approach to replicate this behaviour in a machine is the use of
cameras to perform this task. The analysis of image contents by a machine is known as
computer vision and it has been the subject of much research in recent decades. Modelled
on the human visual system, it is assumed in this thesis that the cameras used for capturing
images are aligned horizontally, their capture sensors lie on the same plane and the cameras
are calibrated and the captured images are rectified. It is also assumed that the capture
by the stereo-camera is triggered simultaneously obtaining a synchronized pair of images
also known as stereo-images. Due to this synchronization the movement in the scene is
taken as negligible. These stereo-images are used to extract the distance of the objects
from the stereo-camera and to create the obstacle map.
The following sections introduce the different approaches found in the literature for
trying to solve this challenging task. First Section 2.2 presents the state-of-the-art in the
calculation of the distance of the objects in a scene and then Section 2.3 presents the
state-of-the-art in methods to classify the scene into obstacles (non-free space) and free
11
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Figure 2-1: Stereo camera view. The image elements 𝑎𝑙 and 𝑎𝑟 represent the same object
in the real world at different locations on the stereo-imagess.
space.
2.2 Depth Extraction
Depth is the difference in the 𝑧-coordinates between a 3D point in the space around the
robot and the stereo-camera measured in real world coordinates. The cameras in the stereo
set-up are separated by a baseline distance 𝑏. This separation results in a slightly different
angle of view for each camera. Due to this difference in the views of the cameras, the
objects captured in the images have different locations in the stereo-images (see Figure 2-
1). The identification of the difference in the location of the objects is known as stereo-
matching [10] and produces a pairing 𝑚(𝑎𝑙, 𝑎𝑟) where 𝑎𝑙 and 𝑎𝑟 are image elements in the
left and right images respectively.
Once the pairing 𝑚(𝑎𝑙, 𝑎𝑟) is obtained by stereo-matching, triangulation is applied to
calculate the distance between the captured objects and the stereo-camera. Triangulation
uses the difference in the location of the image elements 𝑎𝑙 and 𝑎𝑟 along with the informa-
tion from the stereo-camera geometry and their alignment to estimate the distance of a
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point in the 3D world. The analysis of the geometry required to perform triangulation is
well-known and a wide number of references are available in the literature. The reader is
referred to [10] to review the concepts of camera calibration, rectification and triangulation
and how they are used to calculate the distance of the objects by using epipolar geometry.
For rectified stereo-images, disparity 𝑑 is the difference in the horizontal location be-
tween pixels 𝑝𝑙 and 𝑝𝑟 for the match 𝑚(𝑝𝑙, 𝑝𝑟). This matching uses pixels 𝑝𝑙 and 𝑝𝑟 as
image elements 𝑎𝑙 and 𝑎𝑟 respectively. Pixels in the left and right image could be rep-
resented in image coordinates as 𝑝(𝑢𝑙, 𝑣𝑙) and 𝑝(𝑢𝑟, 𝑣𝑟) respectively, the disparity 𝑑 may
then be expressed as 𝑑 = 𝑢𝑙 − 𝑢𝑟. The match 𝑚(𝑝𝑙, 𝑝𝑟) can be expressed in image coor-
dinates as 𝑚(𝑢𝑙, 𝑣𝑙, 𝑑) for the left image and 𝑚(𝑢𝑟, 𝑣𝑟, 𝑑) for the right image. An image
𝐷(𝑢𝑙, 𝑣𝑙) where the intensity values correspond to the disparity 𝑑 of the match 𝑚(𝑢𝑙, 𝑣𝑙, 𝑑)
on the left image is known as a left disparity map. This could be applied similarly for the
matches referenced on right image coordinates. For simplicity, in the following sections
the term disparity map refers to a disparity map referenced on left image coordinates only,
i.e. 𝐷(𝑢, 𝑣) = 𝐷(𝑢𝑙, 𝑣𝑙).
Disparity maps may be classified as either sparse or dense depending on the number
of pixels for which the disparity is obtained. Sparse disparity maps are usually fast to
compute but care should be taken when selecting pixels for which disparity is calculated,
otherwise they cannot represent the image semantics. On the other hand dense disparity
maps contain information for all or most of the pixels in the image but are slower to
compute.
Approaches for solving the stereo-matching problem follow a common set of steps in
order to perform the matching 𝑚(𝑎𝑙, 𝑎𝑟). These steps are: description, cost calculation
and best match selection. Figure 2-2 presents a taxonomy of the methods found in the
literature for stereo-matching. In the following sections, each of these steps is analysed
and the state-of-the-art is presented. Additionally a set of approaches which take as
input a sparse disparity map and produce a dense disparity map is presented due to their
relationship to stereo-matching.
2.2.1 Description
In general terms a “description” identifies the attributes or characteristics of something
using words. In computer vision a “description” identifies the attributes and characteristics
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Figure 2-2: Taxonomy of stereo-matching approaches. The description takes as input
rectified stereo-images and produces a descriptor for each image component. The matching
cost calculation measure how well a pair of descriptors (one on the left and the other on
the right image) match, i.e. how well they represent the same image component. The best
match selection then takes the computed matching costs and designs matches between the
descriptors on the left and right stereo-images. Please refer to the text of Section 2.2.1,
Section 2.2.2 and Section 2.2.3 for a detailed description of each step.
of an image element 𝑎 using a 𝑛-dimensional vector. This vector is known as a descriptor
and is represented by 𝜉(𝑎). Characteristics or attributes which may be extracted from an
image element 𝑎 could be colour (intensity for grayscale images), texture and shape among
others. For stereo-matching additionally it is desired that the chances that two different
image elements 𝑎′ and 𝑎′′ produce the same descriptor are minimal. This is known as low
repeatability. Although this area has been the subject of a large amount of research, the
description of an image pixel with low repeatability is still a challenge.
An image ℐ captured by a camera is composed of a set of ordered pixels 𝒫 with an
associated intensity 𝐼(𝑝), 𝑝 ∈ 𝒫; by using abstract representations of ℐ it is possible to
identify elements which may be relevant for specific tasks. These elements are known as
features and could be associated with a pixel 𝑝 ∈ 𝒫 or groupings of pixels. The intensity
of a pixel 𝐼(𝑝) may be represented by a scalar value on a grayscale image or by a vector
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in a colour image. In this thesis grayscale images are used as input due to the smaller
resources required for storage and processing in comparison with colour images but the
proposed algorithms may be extended to colour images with minimal changes.
Image noise could create problems when the descriptors are created. This noise could
be produced by limitations in the sensor in terms of the quality of the sensor, the response
to lighting conditions and limitations in the methods used for storing images. Therefore it
is common to apply some kind of noise removal prior to the extraction of the descriptors.
Although important, the analysis of approaches for noise removal is out of the scope of
this thesis. The reader is pointed to [23], [24] for extensive surveys on noise removal
techniques. A general but common assumption is that the image noise follows a Gaussian
distribution. In this thesis this assumption is made and therefore Gaussian smoothing is
applied as a noise reduction filter when specified.
Descriptors can be divided into two categories according to the image elements with
which they are associated: pixel-wise or feature-wise. Pixel descriptors can be created for
every image pixel by using the image intensities in a neighbourhood around the pixel or
by using transformed versions of the image. Feature descriptors are only created for image
features by using intensities of the pixels associated to the feature or by using abstract
representations of the image. It is expected that an image contains only a few relevant
features resulting in a smaller search space for the stereo-matching algorithm.
2.2.1.1 Pixel Descriptors
Pixel descriptors contain information about an image pixel and can be calculated for every
image pixel 𝑝. This information may be obtained from the intensity 𝐼(𝑝) associated with
the pixel, from the texture or from some transformed version of the image. Table 2.1 shows
the state-of-the-art in pixel descriptors. For grayscale images, it is common to represent
the intensity 𝐼(𝑝) using positive integers. This allows to take advantage of the ability of
computers to perform integer operations. Additionally it is common to reduce the range
of the intensities to be in the interval [0, 255] to take advantage of the ability of computers
to store data in 8-bit groupings.
Intensity-based descriptors try to use the intensity 𝐼(𝑝) of the image pixels to create a
unique representation of pixel 𝑝. The simplest of intensity-based descriptors 𝜉𝐼(𝑝) is the
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Information used Advantages Limitations
Intensity 𝜉𝐼(𝑝) [25] No additional computation is required. High repeatability.
Intensity neighbourhood
𝜉𝒲 (𝑝) [26]–[29]
Low computation required. Increased
uniqueness compared to one intensity
value only.
Aperture problem. Boundary smooth-
ing.
Normalized Intensity 𝜉𝑁 (𝑝)
[25]
Robust to changes in offset. Additional computations required to
calculate the mean. Requires signed
storage.
Laplacian of Gaussian
𝜉LoG(𝑝) [25], [30]
Fast to compute. Boundaries smoothing.
Texture 𝜉𝑡(𝑝) [31], [32] Increased uniqueness compared to in-
tensity based approaches.
Additional computation required for
calculating the texture. Pixels over the
same surface could produce the same
texture information.
Rank Transform 𝜉rt(𝑝) [33] Robust to changes in illumination.
Fast computation.
High repeatability. Aperture problem.
Census Transform 𝜉ct(𝑝) [33] Robust to changes in illumination.
Low repeatability. Binary representa-
tion.
Aperture problem. Large windows
tend to be slow to compute.
Complete Rank Transform
𝜉crt(𝑝) [34]
Robust to changes in illumination.
Low repeatability.
Slow to compute. Integer representa-
tion.
Modified Census Transform
𝜉mct(𝑝) [35]
Robust to changes in illumination.
Low repeatability.
Slower to compute than the Census
Transform.
Ternary Census Transform
𝜉ct3 (𝑝) [36]
Robust to changes in illumination. Ro-
bust to noise.
Loss of binary representation.
Ordinal Measures 𝜉ord(𝑝)
[37]
Robust to changes in illumination. Slow to compute.
Non-Subsampled Contourlet
Transform 𝜉nsct(𝑝) [38]
Shift invariant. Scale invariant. High repeatability. Slow to compute.
Mutual Information 𝜉mi(𝑝)
[39], [40], [41]
Robust to changes in illumination.
Low repeatability.
Slow to compute.
Table 2.1: State-of-the-art on pixel descriptors.
intensity value itself
𝜉𝐼(𝑝) = 𝐼(𝑝) (2.1)
Other approaches try to use intensities from a neighbourhood 𝑁(𝑝) around 𝑝. Different
shapes of neighbourhoods have been proposed e.g. squares [26], [27], stripes [28], irregular
shapes [29] and multiple window sizes [26]. Neighbourhood based approaches are suscep-
tible to the aperture problem which occurs when the size of the neighbourhood does not
allow the proper identification of the image region. This is illustrated on Figure 2-3.
The intensity neighbourhood descriptor 𝜉𝒲(𝑝) is a vector created by concatenating
intensity values 𝐼(𝑝) for every pixel in the neighbourhood 𝑁(𝑝), i.e. :
𝜉𝒲(𝑝) =
⨂︁
𝑝′∈𝑁(𝑝)
𝐼(𝑝) (2.2)
where ⨂︀ represents the concatenation operator. This descriptor assumes 𝜉(𝑝) = 𝜉(𝑝′) if 𝑝
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(a) Left image. (b) Right image.
Figure 2-3: Illustration of the aperture problem. The green rectangle is the search neigh-
bourhood on the left image. It is not possible to identify which of the two rectangles on
the right image corresponds to the one in the left image by using only pixels contained in
the neighbourhood defined by each rectangle.
located in the left image and 𝑝′ located on the right image correspond to the same pixel.
This assumption is widely used in stereo-matching [42].
The normalized intensity descriptor 𝜉𝑁 (𝑝) extends the intensity neighbourhood de-
scriptor 𝜉𝒲(𝑝) by subtracting the mean value calculated over the neighbourhood 𝑁(𝑝)
from each element in the vector [25], i.e. :
𝜉𝑁 (𝑝) =
⨂︁
𝑝′∈𝑁(𝑝)
𝐼(𝑝)− 𝐼(𝑝) (2.3)
where 𝐼(𝑝) is the mean intensity calculated for the neighbourhood 𝑁(𝑝). This normal-
ization adds robustness to changes in offset in brightness of the images, i.e. if one of the
images in the stereo-images is brighter than the other, at the price of computing the mean
for each neighbourhood 𝑁(𝑝).
Laplacian of Gaussian (LoG) descriptors 𝜉LoG(𝑝) convolve the intensity image with a
Laplacian of Gaussian bandpass filter in order to remove noise and offset in intensities and
then create a vector by concatenating the resulting image over a neighbourhood 𝑁(𝑝).
The drawback of this approach is that it tends to blur the object boundaries introducing
errors [25], [30].
Texture-based descriptors try to describe a pixel-based on texture information 𝜉𝑡(𝑝)
from a region around pixel 𝑝. Similar to intensity-based descriptors, texture-based descrip-
tors define a neighbourhood around pixel 𝑝 and then extract the corresponding texture
information in a manner that is robust to affine transforms [31], [32]. The main drawback
of these approaches is the additional computation required to calculate the texture for
each pixel. Additionally, pixels which are located on the same surface may share the same
texture leading to wrong matches.
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Transform-based descriptors translate the intensity image captured by a camera into
an alternate domain with the purpose of increasing the uniqueness of the representation
𝜉(𝑝) for each pixel 𝑝. Although different image transforms are available in the literature
only a few of them are suitable for solving the stereo-matching problem. These are the
Census and Rank Transforms [33] and their variants; the Controurlet Transform [43];
and the Non-Subsampled Contourlet Transform [38]. Other image transforms focus on
the extraction of geometry or identifying patterns and therefore they are unsuitable for
solving the stereo-matching problem.
The Rank Transform (RT) and Census Transform (CT) proposed by Zabih and Wood-
fill [33] are image transforms which assume that the local ordering of the intensity is kept
constant across the stereo-images. This dependence on the ordering of intensities and not
their magnitudes provides an inherent robustness to changes in illumination [25].
The Rank Transform 𝜉rt(𝑝) defines the rank 𝑟(𝑝) of pixel 𝑝 as the number of pixels
with an intensity smaller than the intensity of 𝑝 in a rectangular neighbourhood 𝑁(𝑝) of
size 𝑚× 𝑛, i.e. :
𝑟(𝑝) =
∑︁
𝑞∈𝑁(𝑝)
𝑇 (𝑝, 𝑞) (2.4)
where 𝑇 (𝑝, 𝑞) is defined as:
𝑇 (𝑝, 𝑞) =
⎧⎪⎪⎨⎪⎪⎩
1 if 𝐼(𝑞) < 𝐼(𝑝)
0 otherwise
(2.5)
Then the Rank Transform is defined as the rank 𝑟(𝑝) of the centre pixel 𝑝𝑐 in the
neighbourhood 𝑁(𝑝), i.e. :
𝜉rt = 𝑟(𝑝𝑐) (2.6)
The main drawback of the Rank Transform is that the range of the rank 𝑟(𝑝) is limited
to the number of pixels in the neighbourhood 𝑁(𝑝).
The Census Transform 𝜉ct(𝑝) is calculated by concatenating the result of comparing
each item in the neighbourhood against the centre pixel, i.e. :
𝜉ct(𝑝) =
⨂︁
𝑞∈𝑁(𝑝)
𝑇 (𝑝, 𝑞) (2.7)
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where⨂︀ represents the concatenation operator and 𝑇 (𝑝, 𝑞) is defined as in Equation (2.5).
This image transform adds robustness to changes in illumination and by producing a binary
string it takes advantage of the ability of computers to store and process binary data.
Due to the inherent robustness to changes in illumination of the Rank and Census
Transforms different enhancements have been proposed in the literature. Notably the
Complete Rank Transform and the Ternary Census Transform have been used to accu-
rately calculate optical flow [34], [36] and face recognition [35].
The Complete Rank Transform 𝜉crt(𝑝) extends the Rank Transform by concatenating
the rank value 𝑟(𝑝) for every pixel in the neighbourhood 𝑁(𝑝) [34], i.e. :
𝜉crt(𝑝) =
⨂︁
𝑝′∈𝑁(𝑝)
𝑟(𝑝′) (2.8)
where⨂︀ is the concatenation operator. Although this descriptor carries more information
than the Rank and Census Transforms and produces more unique values, the calculation
of the rank for every pixel in the neighbourhood 𝑁(𝑝) adds a considerable number of
comparisons and add operations resulting in a slow computation when compared with the
Rank and Census Transforms.
The Modified Census Transform 𝜉mct(𝑝) replaces the comparison against the value of
the centre pixel in the Census Transform with a comparison against the mean intensity in
the neighbourhood 𝑁(𝑝) [35]. By doing this a value is also obtained for the centre pixel
increasing the uniqueness of the Census string at the cost of computing the mean for the
neighbourhood 𝑁(𝑝).
The Ternary Census Transform 𝜉ct3 (𝑝) incorporates a similarity measure 𝜀 of the pixels
in the neighbourhood 𝑁(𝑝) to the centre pixel [36], i.e. :
𝑇𝑐𝑡3(𝑝, 𝑝′) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
0 𝐼(𝑝)− 𝐼(𝑝′) > 𝜀
1 |𝐼(𝑝)− 𝐼(𝑝′)| ≤ 𝜀
2 𝐼(𝑝′)− 𝐼(𝑝) > 𝜀
(2.9)
although this incorporation of a similarity measure increases the robustness against noise
and small changes in intensities, the advantage of a binary representation is lost. This
similarity concept is used in this thesis to present a new variation of the Census Transform
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in Section 3.2.1.
Other variants of the Census Transform which aim to be hardware friendly, to re-
duce the number of computations and to incorporate colour information are found in
[44], [45], [46], [47], [48]. Although they have been shown to produce good results for
stereo-matching, they are all based on the same principle the ordering of the intensities
to represent each pixel. Therefore they are not described in detail in this thesis.
Descriptors based on the ordinal measure 𝜉ord(𝑝) of the pixels in the neighbourhood
𝑁(𝑝) have been proposed by Bhat and Nayar obtaining good results for the stereo-
matching problem [37]. Although robust to changes in gain and offset, these measures
are slow to compute and cannot be implemented as a filter, limiting their application in
real-time systems [25].
Descriptors 𝜉nsct(𝑝) based on the Non-Subsampled Contourlet Transform (NSCT) use
the coefficients of the NSCT at each scale of a non-subsampled pyramid [38]. This image
transform uses non-subsampled pyramids and non-subsampled directional filter banks to
provide a sparse representation of the input image. Based on the results presented in
[38] the NSCT requires more experimentation in order to obtain confident and unique
descriptors. This experimentation is out of the scope of this thesis. Therefore no further
analysis is performed.
Mutual Information based descriptors 𝜉mi(𝑝) have been used for incorporating robust-
ness to illumination changes [39], [40], [41]. Although effective, the required computations
limit their applicability in real-time systems [41].
In this thesis the Census Transform is chosen due to its inherent robustness to changes
in illumination and the low resources required for its computation. Then an extension
to the Census Transform is proposed in Section 3.2.1 with the purpose of allowing the
identification of important features in the image without incurring extra computational
efforts and keeping its binary representation.
2.2.1.2 Feature Descriptors
Feature descriptors contain information about an image feature which is defined as a pixel
or group of pixels important for a certain task, in the context of stereo-matching. It
is important that these features are easy to identify and robust under the view changes
produced by separation of the cameras. It is also desired that the number of features
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obtained in an image is low, reducing therefore the number of candidates which must be
tested for a match in an image pair. The low number of image features in stereo-images
results in disparity maps which contain information only for a few of the image pixels.
Such disparity maps are known as sparse. Sparse disparity maps allow a reduction in the
required resources to store and process them.
Features can be classified according to the information they represent as points, edges
or ridges and segments. Some of them have been found to be robust to view-changes and
have been successfully used for stereo-matching [16], [49], [50]. It is important to carefully
select the features used to compute the disparity maps, as they would impact the amount
of information kept about the scene.
Point features are obtained by identifying important pixels in the image. Then neigh-
bourhoods are used to extract information around the important pixel. Although they
have proven to be robust against view changes, their sparse nature makes them unsuit-
able for obstacle detection. As has been shown in [21], [22], in many scenarios points are
not enough for representing the image content and for detecting obstacles. Based on this
fact, point features are not included the scope of this thesis. For surveys on feature point
descriptors please refer to [14], [15].
Edge features are obtained by using information from image edges. The main ad-
vantage of this kind of feature is its ability to represent the image semantics as edges are
present on every object boundary [16]. Although they have been used for stereo-matching,
their efficient use is still a challenging task, due to the wide variety of scenarios in outdoor
environments. Approaches to describe edges can be divided according to the shape of the
edge into straight lines and curves.
By assuming the edges are straight lines, a geometric model could be assumed [17]–
[19] or a fixed shape neighbourhood may be created [51]. Although these approaches have
proven to be successful in some scenarios, objects like pedestrians, trees and bicycles do
not present many straight lines when captured in an image. This makes the use of straight
lines unsuitable for generic obstacle detection.
Curves can be used to represent any object in an image at the price of increased
complexity compared to straight lines. Table 2.2 presents a summary of the state-of-the-
art in curve descriptors. In order to represent curves in vector form, the approaches for
creating the descriptors can be divided according to the information they use into: edge
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Information used Advantages Limitations
Edge points [52] Fast to compute. Sensitive to feature point detector. Sen-
sitive to edge detector and occlusion. No
connectivity information is used.
Intensity regions. [17], [53],
[54]
Fast to compute. Similar
to window-based matching but
with reduced search space.
No connectivity information is used. As-
sume brightness constancy.
Orientation, difference in
brightness at both sides of the
curve, reprojection [22], [55]
Robust to view angle changes No connectivity information is used. Re-
projection could be slow to compute.
Orientation Histograms [49] Robust to wide-baselines. Slow to compute. High repeatability. High
number of unmatched edges.
Curve shape [20], [56], [57] Robust to affine transforms. Slow to compute. Objects with the same
shape would produce the same descriptor.
Table 2.2: State-of-the-art in curve descriptors.
points; underlying models; and the shape of the curve.
Edge-point-based approaches select an edge-point and use only this point for perform-
ing the matching of the edge assuming there is a direct relationship between the disparity
of this edge point and the remaining points in the edge. Edge-point-based approaches use
either feature points detected along the edge (e.g. corners or end-points) or each of the
points independently.
Wei Wei and King Ngi Ngan [52] proposed an edge-point approach where corner points
are described and matched as feature points. Using this matching the disparity is propa-
gated over the edge pixels. Although fast, this approach assumes the disparity along the
edges is constant. It may not be the case for lines, which are produced by objects on the
ground plane e.g. lane markers or long vehicles.
Rao, Chung, and Hutchinson [17] proposed an edge matching approach in which the
end points are described by using intensity windows and then a Bezier curve is fitted to
the edge. Although effective, edge end-points are unstable under view changes and Bezier
curves are slow to compute.
Baker and Binford [55] proposed to match edge-points independently by using informa-
tion about angle, side, intensities, and contrast to create the descriptor. Then Dynamic
Programming is applied to calculate the disparity values of the edge pixels. Although
effective, the assumption of constant brightness may not be met in real world scenarios.
Tomono [53] proposed to describe edge-points using normalized intensity windows
around the edge points and the gradient orientation. Then Dynamic Programming was
used to perform the matching similar to [55]. Although Tomono obtained good results for
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indoor environments, the matching had issues on low textured areas and an improvement
was suggested as future work.
Witt and Weltin [28], [54] proposed an approach in which edge points are described by
vertical or horizontal strips of intensity values created at each side of the edge. Although,
this approach proved to be fast and robust on computer generated datasets, it is common
to find changes in illumination in real world scenarios. In addition no edge connectivity
information is used.
Meltzer and Soatto [49] proposed a bio-inspired edge descriptor based on Histograms
of Oriented Gradients (HOG) for different scales. They proposed to identify anchor points
along the edges by defining circular regions of radius 𝑟 and selecting those points for which
the integral of the Laplacian over the region produced an extremum. Then the descriptor
is created by calculating the HOGs for all of the points in a circle of radius 𝑟 centred on
the anchor point. The orientations are weighted by edge strength and a Gaussian centred
at the anchor points. Although it produced good results when compared to other bio-
inspired methods, it presented problems near depth discontinuities and the calculation of
histograms limited its application in real-time systems.
Fabbri and Kimia [22] used tangent attributes on curvelets to describe the image edges.
During the matching stage, 3D reprojection information is used additionally to restrict the
search space and ensure consistency on the reconstructed objects. Although this approach
is effective, the authors do not provide information about running time and it would be
expected that the use of 3D information limits its application in real-time and embedded
systems.
Mokhtarian and Abbasi [56] used the shape of Jordan Curves to perform matching on
a wide baseline stereo-camera. They first define the shape of a Jordan Curve and then
define a distance measure for the shapes. Then the curves with the smallest distance are
taken as a pair. Although this approach is robust to affine transforms, the presence of
similar objects resulted in an erroneous matching as they may produce the same descriptor.
Additionally, the approach is sensitive to the linking procedure used.
Mai and Hung [57] used Curvature Scale Space (CSS) to identify affine invariant points
and segments in the curves. Then they are aligned by the Smith-Waterman algorithm
producing an initial match. This match is used to calculate the affine transform of the
curve pair, then the similarity of two curves is calculated by transforming the curve pair
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using the estimated affine transformation. Although this approach is robust to partial
occlusions, the computation of the CSS is computationally expensive and the estimation
of the affine transformations limits its application in embedded systems.
Segment-based features require the identification of groups of pixels with common
attributes (e.g. same colour, delimited by a gradient, blobs, etc.) known as segments.
Then for each segment a constant disparity is assumed, and the pixel descriptors are
created by using approaches similar to the pixel descriptors presented in Section 2.2.1.1
but taking as neighbourhood 𝑁(𝑠) all of the pixels in the segment 𝑠 [20]. Although
this kind of approach reduces the number of pixels matched, the segmentation process is
computationally expensive [58]. Therefore they are not suitable for real-time processing.
2.2.2 Dissimilarity Calculation
Once the descriptors have been created, the dissimilarity 𝛿(𝜉(𝑎𝑙𝑖), 𝜉(𝑎𝑟𝑗)) of a pair of descrip-
tors 𝜉(𝑎𝑙𝑖) on the left image and descriptor 𝜉(𝑎𝑟𝑗) on the right image must be calculated.
The selection of the dissimilarity measure is defined in a way that if 𝛿(𝜉(𝑎𝑙𝑖), 𝜉(𝑎𝑟𝑗)) = 0
the descriptors 𝜉(𝑎𝑙𝑖) and 𝜉(𝑎𝑟𝑗) represent the same image element across the stereo-images.
Hirschmuller and Scharstein [25] classify the dissimilarity measures into parametric and
non-parametric. This taxonomy is used in this thesis.
The selection of the proper similarity measure faces several challenges, one of the most
important is the presence of changes in illumination on the stereo-images. Some common
changes are bias and vignetting.
A bias indicates that one of the the stereo-images has a higher brightness than the
other. This effect occurs when the cameras present a different response to the illumination
of the captured scene. Figure 2-4 shows an example of this effect.
Vignetting occurs due to limitations on the lens that result in images where the centre
is brighter than the rest of the image. Figure 2-5 shows an example of the vignetting
effect.
As seen in [25], different approaches have been proposed to eliminate these effects but
some of them blur the images. The following text analyses different dissimilarity measures
and shows how some of these measures take into account changes in illumination.
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Figure 2-4: Example of the bias effect across the captured stereo-images. The left image
is brighter than the image of the right even though they were taken at the same time.
This effect happens due to differences in the response to the illumination of the sensors in
the cameras. The shown images are part of the Middlebury v3 dataset [59].
Figure 2-5: Example of the vignetting effect. The image on the left side does not have
vignetting effect. The image on the right side shows a light vignetting effect. It can be
seen that the pixels in the middle are brighter than the rest for the right image. For
visualization purposes the image with the vignetting effect has been manually edited to
enhance the effect.
2.2.2.1 Parametric Dissimilarity Measures
Parametric dissimilarity measures assume the the brightness of the objects surface in
the image is the same regardless of the location of the cameras. Objects whose surfaces
present this behaviour are known as lambertian surfaces. These measures use the intensity
𝐼(𝑝(𝑢𝑙, 𝑣𝑙)) ∈ ℐ and 𝐼(𝑝(𝑢𝑟 − 𝑑, 𝑣𝑟)) ∈ ℐ of pixels 𝑝(𝑢𝑙, 𝑣𝑙) and 𝑝(𝑢𝑟 − 𝑑, 𝑣𝑟) in the left and
right image respectively where 𝑑 is the disparity of the pixel pair. In order to ease the
reading, the following notation is used through the rest of this section 𝑝𝑙 = 𝑝(𝑢𝑙, 𝑣𝑙) and
𝑝𝑟 − 𝑑 = 𝑝(𝑢𝑟 − 𝑑, 𝑣𝑟).
Although different types parametric dissimilarity measures have been proposed in the
literature, the use of the intensity magnitude results in sensitivity to changes in illumi-
nation. Therefore only the most representative similarity measures or those which incor-
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Measure Advantages Limitations
AD [25] No additional computation required on
the input image.
Brightness constancy assumption.
Aperture problem. High repeatability.
SSD [25] Increased discrimination compared to
AD.
Brightness constancy assumption.
Aperture problem.
SAD [25] Increased discrimination compared to
AD. Fast to compute. Only additions
are required.
Brightness constancy assumption.
Aperture problem.
ZSAD [25] Robustness to changes in offset. Slower to compute than SAD. Aper-
ture problem.
NCC [60], [61] Robustness to changes in gain. Blurs depth discontinuities. Slow to
compute.
ZNCC [25] Robust to changes in gain and offset. Slow to compute.
BT [62] Fast to compute. Brightness constancy assumption.
Table 2.3: Parametric dissimilarity measures.
porate robustness to changes in illumination are reviewed in this thesis. For an extensive
evaluation of dissimilarity measures please refer to [25], [63], [64], [65], [30].
Absolute Difference (AD) is commonly used as a dissimilarity indicator due to its
simplicity. It uses the intensity descriptor 𝜉𝐼(𝑝) (see Equation (2.1)) for its calculation.
This dissimilarity measure assumes brightness constancy across the image pair and could
be used as a baseline for performance measurement [25]. AD dissimilarity 𝛿AD(𝑝, 𝑑) is
defined as:
𝛿AD(𝑝, 𝑑) = |𝜉𝐼(𝑝𝑙)− 𝜉𝐼(𝑝𝑟 − 𝑑)|
= |𝐼(𝑝𝑙)− 𝐼(𝑝𝑟 − 𝑑)|
(2.10)
where 𝐼 𝑙(𝑝) is the intensity of pixel 𝑝 in the left image and 𝐼𝑟(𝑝− 𝑑) is the intensity of the
pixel corresponding to 𝑝 at disparity 𝑑 in the right image.
Another pair of commonly used similarity measures are Sum of Squared Differences
(SSD) and Sum of Absolute Differences (SAD) . These dissimilarity measures use the
intensity neighbourhood descriptor 𝜉𝒲(𝑝) (see Equation (2.2)) and uses each of the de-
scriptor components for its calculation. For clarity, the descriptor 𝜉𝒲(𝑝) is replaced with
its intensity components in the following expressions. Mathematically SSD dissimilarity
𝛿SSD(𝑝, 𝑑) is defined as:
𝛿SSD(𝑝, 𝑑) =
∑︁
𝑞∈𝑁(𝑝)
(𝐼 𝑙(𝑞)− 𝐼𝑟(𝑞 − 𝑑))2 (2.11)
SAD dissimilarity 𝛿SAD(𝑝, 𝑑) is commonly used in embedded systems as it does not
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require multiplication and the required range of values is smaller compared to SSD. It is
defined as:
𝛿SAD(𝑝, 𝑑) =
∑︁
𝑞∈𝑁(𝑝)
|𝐼 𝑙(𝑞)− 𝐼𝑟(𝑞 − 𝑑)| (2.12)
AD, SSD and SAD are sensitive to changes in illumination as demonstrated in [25].
Only a few parametric dissimilarity measures take into account illumination changes.
Zero-mean Sum of Absolute Differences (ZSAD) subtracts the mean intensity of the neigh-
bourhood 𝑁(𝑝) in order to take into account changes in offset [25]. ZSAD dissimilarity
𝛿ZSAD(𝑝, 𝑑) is defined as:
𝛿ZSAD(𝑝, 𝑑) =
∑︁
𝑞∈𝑁(𝑝)
|𝐼 𝑙(𝑞)− 𝐼 𝑙(𝑝)− 𝐼𝑟(𝑞 − 𝑑) + 𝐼𝑟(𝑝− 𝑑)| (2.13)
𝐼(𝑝) = 1|𝑁(𝑝)|
∑︁
𝑞∈𝑁(𝑝)
𝐼(𝑞). (2.14)
Normalized Cross Correlation (NCC) compensates for gain changes and is optimal for
dealing with Gaussian noise [60], [61] but tends to blur depth discontinuities [25]. It is
defined as:
𝛿NCC (𝑝, 𝑑) =
∑︀
𝑞∈𝑁(𝑝)
𝐼 𝑙(𝑞)𝐼𝑟(𝑞 − 𝑑)√︂ ∑︀
𝑞∈𝑁(𝑝)
𝐼 𝑙(𝑞)2 ∑︀
𝑞∈𝑁(𝑝)
𝐼𝑟(𝑞 − 𝑑)2 (2.15)
Zero-mean Normalized Cross Correlation (ZNCC) is the only parametric dissimilarity
measure which takes into account changes in offset and gain within the neighbourhood
𝑁(𝑝) [25]. It is defined as:
𝛿ZNCC (𝑝, 𝑑) =
∑︀
𝑞∈𝑁(𝑝)
(𝐼 𝑙(𝑞)− 𝐼 𝑙(𝑝))(𝐼𝑟(𝑞 − 𝑑)− 𝐼𝑟(𝑝− 𝑑))√︂ ∑︀
𝑞∈𝑁(𝑝)
(𝐼 𝑙(𝑞)− 𝐼 𝑙(𝑝))2 ∑︀
𝑞∈𝑁(𝑝)
(𝐼𝑟(𝑞 − 𝑑)− 𝐼𝑟(𝑝− 𝑑))2
(2.16)
Birchfield and Tomasi [62] proposed a dissimilarity measure insensitive to image sam-
pling BT . This approach measures how well a linear interpolated value obtained on the
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right image fits with the corresponding value on the left image. It is defined as:
𝛿BT (𝑝, 𝑑) = min(𝐴,𝐵) (2.17)
𝐴 = 𝑚𝑎𝑥{0, 𝐼 𝑙(𝑝)− 𝐼𝑟𝑚𝑎𝑥(𝑝− 𝑑), 𝐼𝑟𝑚𝑖𝑛(𝑝− 𝑑)− 𝐼 𝑙(𝑝)} (2.18)
𝐵 = 𝑚𝑎𝑥{0, 𝐼𝑟(𝑝− 𝑑)− 𝐼 𝑙𝑚𝑎𝑥(𝑝), 𝐼 𝑙𝑚𝑖𝑛(𝑝)0𝐼𝑟(𝑝− 𝑑)} (2.19)
𝐼𝑚𝑖𝑛(𝑝) = 𝑚𝑖𝑛(𝐼−(𝑝), 𝐼(𝑝), 𝐼+(𝑝)) (2.20)
𝐼𝑚𝑎𝑥(𝑝) = 𝑚𝑎𝑥(𝐼−(𝑝), 𝐼(𝑝), 𝐼+(𝑝)) (2.21)
𝐼−(𝑝) = (𝐼(𝑝) + 𝐼(𝑝− 1))/2 (2.22)
𝐼+(𝑝) = (𝐼(𝑝) + 𝐼(𝑝+ 1))/2 (2.23)
(2.24)
Alternatively, any of the descriptors presented in 2.2.1.1 which produces non-binary
data could be combined with the presented dissimilarity measures to increase robustness
to changes in illumination or computing speed. Table 2.3 shows a summary of the available
parametric dissimilarity measures.
2.2.2.2 Non-parametric Dissimilarity Measures
Non-parametric dissimilarity measures use only the local ordering of intensities in the
neighbourhood 𝑁(𝑝). Therefore they are robust against illumination changes [25]. This
category of dissimilarity measures uses the Rank Transform, Census Transform or Ordinal
Measures presented in Section 2.2.1.1 as input data.
For the Rank Transform [33], Ordinal Measure from Bhat and Nayar [37] and the
Complete Rank Transform [34] which are real valued, SAD (Equation (2.12))and SSD
(Equation (2.11)) are commonly used for calculating the dissimilarity. The intensity values
are replaced with the corresponding transformed data.
For the Census Transform and its variations, the Hamming distance is the standard
selection. The Hamming distance 𝐻(𝜉𝑙(𝑝), 𝜉𝑟(𝑝− 𝑑)) is defined as the number of different
bits in the binary strings of 𝜉𝑙(𝑝) and 𝜉𝑟(𝑝− 𝑑) from the left and right image respectively,
i.e. the number of elements which are zero in one string and one in the other. This
dissimilarity measure can be efficiently implemented in embedded systems by the use of
LUT tables or using bit-set counting functions when available [48], [25].
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(a) Left image. (b) Right image.
Figure 2-6: Example of the search range for a local approach. The green square on the
left image represents the search pattern, the green rectangle on the right image represents
the search area.
2.2.3 Best Match Selection
The calculation of sparse and dense disparity maps requires the selection of the best match
for the image elements across the stereo-images. In order to represent how good or bad
a match is, a cost function 𝑐(𝑝, 𝑝 − 𝑑) is defined where 𝑝 is a pixel or feature on the left
image and 𝑝− 𝑑 is the corresponding pixel on the right image at disparity 𝑑. This thesis
assumes the stereo-images are rectified, this common assumption reduces the search space
to an horizontal line decreasing the required number of computations. Approaches for
best match selection can be classified, based on the the type of information they use, as:
local, global or semi-global.
2.2.3.1 Local Approaches
Local approaches use only information from a neighbourhood around the matching image
element and perform a cost calculation against the elements in the search area. Figure 2-6
shows an example of the search region in an image pair. Local approaches define a cost
function 𝑐(𝑎, 𝑎− 𝑑) where 𝑎 is an image element on the left image and 𝑎− 𝑑 is an image
element on the right image with disparity 𝑑 between 𝑑𝑚𝑖𝑛 and 𝑑𝑚𝑎𝑥. For the remainder
of this section the image element 𝑎 is assumed to be a pixel 𝑝, then the cost function is
defined as 𝑐(𝑝, 𝑝 − 𝑑) but the search procedure and metrics could be applied to any kind
of image element 𝑎.
The cost volume 𝑉𝑐(𝑥, 𝑦, 𝑧) is a common representation of the cost for every image
pixel at disparities between 𝑑𝑚𝑖𝑛 and 𝑑𝑚𝑎𝑥. The cost volume is referenced to one of the
images in the stereo-images. For example, for a cost volume referenced to the left image,
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the 𝑥 and 𝑦 coordinates correspond to the 𝑢 and 𝑣 coordinates in the left image and the 𝑧
correspond to the disparity. The cost value 𝑉 (𝑥, 𝑦, 𝑧) at coordinate (𝑥, 𝑦, 𝑧) corresponds
to the cost of matching pixel (𝑥, 𝑦) on the left image with pixel (𝑥 − 𝑑, 𝑦) on the right
image.
The best match is selected using a Winner Takes All (WTA) strategy. This means the
best match is taken as the element with disparity 𝑑 which produces the minimum on the
cost function 𝑐(𝑝, 𝑝− 𝑑).
argmin
𝑑∈[𝑑𝑚𝑖𝑛,𝑑𝑚𝑎𝑥]
𝑐(𝑝, 𝑝− 𝑑) (2.25)
Aggregation windows 𝐴(𝑝) also known as support regions, which allow an increase of
the uniqueness in descriptors by assuming the disparity is constant over the window of
size 𝑚 by 𝑛 [45], [66]. The aggregation cost is defined as:
𝑐𝐴(𝑝, 𝑝− 𝑑) =
∑︁
𝑞∈𝐴(𝑝,𝑝−𝑑)
𝑐(𝑞, 𝑞 − 𝑑) (2.26)
then the cost 𝑐𝐴(𝑝, 𝑝 − 𝑑) is used as cost function in the optimization problem. For sim-
plicity, in the remainder of the thesis the cost function 𝑐(𝑝, 𝑝− 𝑑) will be used irrespective
of the use of aggregation windows.
The cost function 𝑐(𝑝, 𝑝 − 𝑑) used in local approaches corresponds to one or more of
the dissimilarity measures presented in Section 2.2.2:
𝑐(𝑝, 𝑝− 𝑑) = 𝛿(𝑝, 𝑝− 𝑑), (2.27)
additionally, it is common to use a confidence value 𝛽(𝑝, 𝑝−𝑑) to remove spurious matches
by thresholding. Techniques for the calculation of the confidence of the match in local
approaches use information from the search range to asses the quality of the match. An
extensive evaluation of confidence measures is presented in [64], [63], [65], [67], [30].
Left-Right Consistency Check (LRC) has proven to be one of the most effective meth-
ods for identifying spurious matches [63] and could be used along with other confidence
measures [65]. LRC takes as input two disparity maps, the first referenced on the left
image, the second referenced on the right image. Then the disparities obtained for a given
pixel are tested in both disparity maps and if the difference in the disparity exceeds a
threshold 𝑡𝐿𝑅𝐶 the pixel is marked as non-consistent.
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Figure 2-7: Costs used for the calculation of confidence in Table 2.4.
A summary of confidence measures is presented in Table 2.4. In this table 𝑐1 is located
at disparity 𝑑1 and is the minimum cost found in the search space
𝑐1 = 𝑐(𝑝, 𝑑1) = min
𝑑∈[𝑑𝑚𝑖𝑛,𝑑𝑚𝑎𝑥]
𝑐(𝑝, 𝑑) (2.28)
𝑐2 corresponds to the second minimum at disparity 𝑑2, i.e. the minimum value for which
𝑐2 > 𝑐1; and 𝑐2𝑚 corresponds to the second local minimum at disparity 𝑑2𝑚, i.e. a minimum
value that is not a direct neighbour of 𝑐1. This is illustrated in Figure 2-7.
2.2.3.2 Global Approaches
Global approaches for disparity calculation use information from the whole image to define
an energy function 𝐸 : 𝑆 → R which maps a set of candidate solutions 𝑆 to a measure
of the quality of the solution. This energy function 𝐸 represents the cost of assigning a
disparity value to each image pixel. Most of the energy functions found in the literature
have the form
𝐸(d) = 𝐸data(d) + 𝐸prior(d) (2.29)
where d represents the disparity values assigned to the image pixels; 𝐸data(d) penalizes
solutions which are inconsistent to the data and 𝐸prior(d) imposes a prior [74].
By using this kind of energy function, global approaches apply optimization techniques
in order to identify a solution d* which minimizes the energy 𝐸(d), i.e. d* = argmin
d∈𝑆
𝐸(d).
In order to find the solution d* two approaches have been published in the literature: the
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Name Formula
Matching Score Metric (MSM)
[64]
𝛽MSM = −𝑐1
Curvature (CUR) [68] 𝛽CUR = −2𝑐(𝑝, 𝑑1) + 𝑐(𝑝, 𝑑1 − 1) + 𝑐(𝑝, 𝑑1 + 1)
Peak Ratio (PKR) [64] 𝛽PKR = 𝑐2𝑚/𝑐1
Peak Ratio Naive (PKRN) [64] 𝛽PKRN = 𝑐2+𝜖𝑐1+𝜖
Nonlinear Margin (NLM) [64] 𝛽NLM = 𝑒
𝑐2−𝑐2
2𝜎2
Probabilistic Metric (PRB) [64] 𝛽PRB = 𝑁𝐶𝐶(𝑑1)∑︀
𝑑
𝑁𝐶𝐶(𝑑)
Maximum Likelihood Metric
(MLM) [64], [65]
𝛽MLM = 𝑒
−𝑐1/2𝜎2∑︀
𝑑
𝑒−𝑐(𝑝,𝑑)/2𝜎
Attainable Maximum Likelihood
(AML) [64]
𝛽AML = 1∑︀
𝑑
𝑒
𝑐(𝑝,𝑑)−𝑐1
2𝜎2
Negative Entropy Metric (NEM)
[69]
𝑝(𝑑) = 𝑒−𝑐(𝑝,𝑑)∑︀
𝑑′ 𝑒
−𝑐(𝑝,𝑑′)
𝛽NEM = −
∑︀
𝑑 𝑝(𝑑) log 𝑝(𝑑)
Winner Margin (WMN) [69] 𝛽WMN = 𝑐2𝑚−𝑐1∑︀
𝑑
𝑐(𝑝,𝑑)
Winner Margin Naive (WMNN)
[64]
𝛽WMNN = 𝑐2−𝑐1∑︀
𝑑
𝑐(𝑝,𝑑)
Left-Right Consistency Check
(LRC) [68]
𝛽LRC = |𝑑1−𝐷𝑅(𝑥−𝑑1, 𝑦)| where𝐷𝑅(𝑥, 𝑦) is the disparity
assigned to the right image at the coordinate (𝑥, 𝑦) when
performing a right-left matching instead of a left-right.
Left-Right Difference (LRD) [64] 𝛽LRD = 𝑐2−𝑐1|𝑐1−min{𝑐𝑅(𝑞,𝑑𝑅)}| where 𝑐𝑅(𝑞, 𝑑) is the cost result-
ing from matching pixel 𝑞 in the right image to a pixel with
disparity 𝑑 in the left image (right-left direction).
Perturbation (PER) [70] 𝛽PER =
∑︀
𝑑!=𝑑1 𝑒
− (𝑐(𝑝,𝑑1)−𝑐(𝑝,𝑑))2
𝜖2
Modified Perturbation (MPER)
[70]
𝛽MPER =
∑︀
𝑑∈[𝑑𝑚𝑖𝑛,𝑑1−𝑛]∪[𝑑1+𝑛,𝑑𝑚𝑎𝑥] 𝑒
− 𝑐(𝑝,𝑑1)−𝑐(𝑝,𝑑)
𝜎2
where 𝑛 elements are excluded from the confidence compu-
tation. The authors suggest to set 𝑛 to half of the window
size used for obtaining the descriptor.
Self-Aware Matching Measure
(SAMM) [71]
𝛽SAMM =
∑︀
𝑑
(𝑐(𝑝,𝑑−𝑑1)−𝜇𝐿𝑅)(𝑐𝐿𝐿(𝑝,𝑑)−𝜇𝐿𝐿)
𝜎𝐿𝑅𝜎𝐿𝐿
where 𝜇𝐿𝑅
and 𝜎𝐿𝑅 are the mean and standard deviation of the cost
function when matching on the left-right direction and 𝜇𝐿𝐿
and 𝜎𝐿𝐿 are defined similarly but for matching the left image
with itself.
Distinctive Similarity Measure
(DSM) [72]
𝛽DSM (𝑥, 𝑦) = 𝐶𝐿_𝐷𝑇𝑆(𝑥,𝑦)𝑥𝐶𝑅_𝐷𝑇𝑆(𝑥−𝑑,𝑦)𝑐21 where 𝐶𝐿_𝐷𝑇𝑆
and 𝐶𝑅_𝐷𝑇𝑆 are the distinctiveness maps of the left and
right images.
Local Curve [65] 𝛽LC = max 𝑐(𝑝,𝑑−1),𝑐(𝑝,𝑑+1)−𝑐1𝜖
A-contrario Methodology [73] This approach instead of define a confidence measure, pro-
poses a method to identify the probability that a disparity
value is assigned by chance and then uses Principal Compo-
nent Analysis to build an a-contrario model.
Table 2.4: Confidence measures for local stereo-matching approaches. Please refer to
Figure 2-7 and the text for information on the used cost minimum values.
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first formulates the energy minimization in a discrete domain. This formulation corre-
sponds to a labelling problem where the labels correspond to the disparity value of the
matched pixels. The second approach formulates the energy minimization in a contin-
uous domain. This kind of formulation is usually optimized by a Total Variation (TV)
framework.
Approaches which model the minimization of the energy 𝐸 as a labelling problem
model use an energy function of the form:
𝐸labeling(𝑑) =
∑︁
𝑝∈𝑃
𝛿(𝑝, 𝑑𝑝) +
∑︁
𝑖,𝑗∈𝑁(𝑝)
𝑉𝑖,𝑗(𝑑𝑖, 𝑑𝑗) (2.30)
where 𝑃 is the set of pixels in the image; 𝛿(𝑝, 𝑑𝑝) is one of the dissimilarity measures
presented in Section 2.2.2 and corresponds to the data term from Equation (2.29); and
𝑉𝑖,𝑗(𝑑𝑖, 𝑑𝑗) is the cost of assigning the labels 𝑑𝑖 and 𝑑𝑗 to two adjacent pixels 𝑖 and 𝑗 in the
neighbourhood 𝑁(𝑝) and corresponds to the prior term in Equation (2.29). It is common
to find the Absolute Difference (Equation (2.10)) as the dissimilarity function due to its
fast computation.
Markov Random Fields (MRF) models have been widely used for solving labelling
problems [75], [76]. Although the energy minimization by MRF models is an NP-hard
problem, approaches like Belief Propagation (BP), Graph Cuts (GC) and Dynamic Pro-
gramming (DP) have proven to provide good approximations [74], [75].
Felzenszwalb and Huttenlocher [75] presented a multi-scale formulation of BP which
requires a constant small number of iterations. Although this approach reduces the number
of required computations, it processes the images in the Middlebury Stereo dataset [77] in
around one second per image, which limits its application in real-time environments.
As an improvement to the work in [75], Sarkis and Diepold [78] proposed the use of
sparse BP for increasing the performance. This reduced the running time to 75% of that
obtained in [75] at the cost of an increase of 5% in the error. Additionally Trinh [20]
presented a segmentation approach based on the work of [75]. This work [20] was able to
reduce the computation time to 73% of the work in [75]. Although faster, the application
of these approaches in real-time environments is limited.
Graph Cuts (GC) for energy minimization in stereo-matching were proposed first by
Boykov, Veksler, and Zabih [79] and obtained accurate disparity maps for the Middlebury
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Stereo dataset [77] in around 35 seconds. The running time for this GC based optimization
was improved in [80] by incorporating an update to the label cost at each iteration of the
algorithm proposed by [79]. Although it was not used for stereo, Delong, Osokin, Isack, et
al. [80] used GC to improve the running time for segmentation, homography calculation
and motion estimation. In [81], the method proposed in [80] was compared to SGM
obtaining similar running times and accuracy by adding scene and temporary priors to
the algorithm proposed in [80]. Although accurate, the available implementations still
have computation times in the order of seconds which limits its application to real-time
systems.
Dynamic Programming (DP) is an efficient optimization technique which has been
successfully used for curve detection, contour completion, stereo-matching and deformable
object matching [74]. In the context of stereo-matching the optimization was originally
usually performed for each scan-line independently [55]. Then Ohta and Kanade [82] pro-
posed a method for incorporating information from multiple scan-lines in the optimization.
Ohta and Kanade performed Dynamic Programming in two stages: first an intra-scanline
optimization is run for every edge pixel. Then an inter-scanline optimization is performed
by using edge information to ensure consistency across the scanlines.
Witt and Weltin [28], [54] also matched only edge pixels but using a WTA strategy at
the intra-scanline level while obtaining confidence measures. Then Dynamic Programming
is used at the intra-scanline level to assign a disparity value for low confident or unmatched
pixels. This work relies heavily on the edge information to reduce the number of match
candidates and to ensure consistency. This suggests the importance of the image edges
for solving the stereo-matching problem. This importance is addressed in Chapter 4.
Felzenszwalb and Zabih [74] provide a review of the variants of dynamic programming
which have shown good results in a trade-off between accuracy and processing time.
Total Variation (TV) approaches have been successfully implemented for image de-
noising, deblurring, segmentation and calculation of optical flow [83]. Variational methods
formulate the energy 𝐸TV in the form:
𝐸TV (𝑢) =
∫︁
Ω
Ψ𝐷(𝑢)𝑑𝑝+ 𝜆
∫︁
Ω
Ψ𝑆(𝑢)𝑑𝑝 (2.31)
where Ω is the entire image domain; 𝑢 corresponds to 𝑢(𝑝) which is in the disparity
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domain for pixels 𝑝; Ψ𝐷(𝑝) corresponds to the image data and could be any of the dissim-
ilarity function presented in Section 2.2.2; Ψ𝑆(𝑝) is a smoothness or regularization term
which penalizes changes in disparity values in a neighbourhood and 𝜆 is the weight of the
smoothness term relative to the data term.
Ranftl, Gehrig, Pock, et al. [83] firstly introduced a variational framework for solving
the stereo-matching problem without using optical flow information. They defined a reg-
ularizer which uses gradient information in order to favour smoothness in homogeneous
regions only and enforce a low smoothness otherwise. Although effective, this regularizer
favours fronto-parallel surfaces. They obtain an average of 7.4% of error on the KITTI
dataset [84] in a time of 7 seconds per image. Kuschk and Cremers [42] extended the regu-
larizer of [83] by incorporating edge information in order to avoid favouring fronto-parallel
surfaces. Then they minimized the energy function iteratively by using gradient ascending-
descending in a primal-dual context. They achieved an error reduction compared to [83]
and a running time of 20s.per image on the KITTI dataset [84] by implementing their
approach in a GPU. Other variational approaches use information from optical flow [85],
[86] in order to incorporate information from multiple frames into the disparity calcula-
tion. Although effective, the amount of required resources still limits its application in
real-time low-cost systems.
Global approaches have proven to be successful in estimating accurate dense disparity
maps but their application in low cost systems is still limited due to the high amount
of computation required. Dynamic Programming has proven to be resource friendly but
streaking artifacts are still an issue for its application. Streaking artifacts are misalign-
ments of the objects boundaries across the scanlines of an image. This is shown in Fig-
ure 2-8. For applications like obstacle detection it is not required to know the disparity
at every image pixel, as long as it is possible to identify the image objects. Based on this
premise semi-dense disparity maps are used which are dense along the image edges but
sparse in the remaining pixels of the image. By using this approach the required amount
of resources is decreased without sacrificing the ability to represent the image semantics.
More detail is presented in Chapter 4.
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Figure 2-8: Streaking artifacts obtained by Dynamic Programming. The boundaries of a
tree shown in the image present an offset across the scanlines.
2.2.3.3 Semi-Global Approaches
Semi-Global Matching (SGM) was proposed by Hirschmuller [87] in order to provide an
approximation to a global cost calculation by using only local information. This resulted
in an efficient approach able to work in running times similar to window-based approaches
but reducing the effect of the aperture problem (see Figure 2-3).
In order to provide an approximation of the global cost, SGM defines an energy function
by the formula
𝐸SGM (𝑑) =
∑︁
𝑝∈𝑃
(︀
𝛿(𝑝, 𝑑𝑝) +
∑︁
𝑞∈𝑁(𝑝)
𝜉(|𝑑𝑝 − 𝑑𝑞|)
)︀
(2.32)
where 𝑃 are the image pixels; 𝛿(𝑝, 𝑑𝑝) could be any dissimilarity measure presented in
Section 2.2.2, Hirschmuller [87] proposed the use of Mutual Information and BT due to
their robustness; 𝑁(𝑝) is a neighbourhood around 𝑝; and 𝜉(𝑥) is defined as:
𝜉(𝑥) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
𝜑1 𝑥 = 1
𝜑2 𝑥 > 1
0 otherwise
(2.33)
where 𝜑1 is a penalization cost for pixels where disparity changes of 1 pixel, i.e. |𝑑𝑝−𝑑𝑞| = 1,
𝜑2 is a penalization cost for pixels with larger disparity changes.
In order to minimize this energy function Hirschmuller [87], proposed an approach in
which the matching costs are aggregated in 1D from all directions equally. The cost 𝐿𝑟 in
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the direction 𝑟 is then calculated as:
𝐿𝑟(𝑝, 𝑑) =𝛿(𝑝, 𝑑𝑝)
+ min
{︀
𝐿𝑟(𝑝− 𝑟, 𝑑), 𝐿𝑟(𝑝− 𝑟, 𝑑− 1) + 𝜑1,
𝐿𝑟(𝑝− 𝑟, 𝑑+ 1) + 𝜑1,min
𝑖
𝐿𝑟(𝑝− 𝑟, 𝑖) + 𝜑2
}︀
−min
𝑘
𝐿𝑟(𝑝− 𝑟, 𝑘)
(2.34)
By using these aggregated costs, it is possible to obtain the disparity map efficiently while
penalizing discontinuities. Although reducing the computational complexity effectively,
this approach still produces dense disparity maps, which might not be required for appli-
cations like obstacle detection, as will be shown in this thesis.
2.2.4 Disparity Propagation Approaches
Disparity propagation approaches take as input a sparse disparity map obtained by match-
ing robust points, then global constraints are applied to fill the gaps in the disparity image
to produce a dense disparity map.
Geiger, Roser, and Urtasun [50] proposed a method named Efficient Large Scale Stereo
Matching (ELAS) where robust points are matched, then Delaunay triangulation is used
to interpolate disparities using a picewise linear function. After this these interpolated
disparities are used as prior and image likelihood and a Maximum A-Posteriori estimation
is used to compute the disparities for every pixel. This approach proved to be fast to
compute and have high accuracy and is one of the best performing in the literature.
Although efficient and fast to compute, it would be reasonable to expect that a sparse
disparity map, in which all of the surrounding objects could be identified, would be even
faster and require less resources. This topic is explored in this thesis.
Sun, Mei, Jiao, et al. Sun, Mei, Jiao, et al. proposed an approach where the pixels
are classified as stable or unstable based on Left-Right Consistency Check (LRC). Then
a cost function which penalizes changes in disparity with respect to stable pixels and a
geodesic filter is applied to the cost function in order to incorporate edge information and
assign a disparity value to unstable pixels. This approach produces smooth and pleasant
disparity images at low computational cost and high accuracy by using GPUs. Although
this is one of the top performers on the Middlebury dataset, for many applications dense
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disparity maps are not required, and therefore storage could be reduced by using sparse
approaches. This work shows the importance of the use of edges in the matching process,
which is explored further in this thesis.
2.2.5 Discussion on Depth Extraction
Although depth extraction is a well known problem and has received a lot of attention
from the research community, it is still an open problem. Changes in illumination which
are common in real life scenarios increase the difficulty of obtaining good quality solutions.
Intensity-based descriptors are prone to suffer from changes in illuminations whereas de-
scriptors based on morphological information have shown to be robust against gain and
bias changes while being easy to compute.
Dense approaches contain high level of detail and are smooth but they require a large
amount of resources for their computation. The approaches of Hirschmuller [87] and
Geiger, Roser, and Urtasun [50] are the closest to real-time performance without requiring
the use of specialized hardware like GPUs or FPGAs. Sparse approaches based on feature
points do not represent the whole scene but might be used as starting points for iterative
algorithms. Edge-based approaches have proven to be fast and able to represent the image
semantics but they none of them exploits the connectivity information available on the
edges.
Approaches which take into account the confidence of the matches have proven to
reduce the number of outliers without incurring additional effort. This points to the
importance of the use of confidence measures on the obtained disparity maps.
Local approaches although fast suffer from the aperture problem while global ap-
proaches require a large amount of computation. Although global approaches could be
divided into small problems, the existing real-time solutions require the use of GPUs or
FPGAs which limit their applicability in robotic scenarios.
In this thesis a new sparse algorithm for disparity calculations is proposed, this algo-
rithm incorporates a pixel descriptor which is invariant to changes in illumination. The
proposed approach uses confidence measures to obtain high confidence matches in a local
manner for only a few anchor points. Then the disparity is propagated along the image
edges achieving the capability of representing the image semantics without requiring the
optimization of the disparity at each image pixel.
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2.3 Obstacle Detection
Any moving entity requires the knowledge of its surroundings in order to avoid crashing.
The determination of the areas where the entity could move without crashing is known as
obstacle detection. Obstacle detection may be seen as the classification of the surroundings
of the moving entity as either free or non-free space, where free space means areas into
which the moving entity could move and non-free space is taken as being part of an
obstacle. In this thesis an obstacle is taken as any object with a minimum height ℎ𝑜𝑏𝑠
lying on the ground. No hanging objects are taken into account.
In the context of autonomous cars different sensors have been proposed in order to
create a representation of their surroundings. LIDAR technology has proven to be suc-
cessful in different outdoors scenarios but is costly and can be hacked without requiring
physical contact 1. This thesis is focused on the use of computer vision as sensor due to
its passive nature. Further reasons are the low cost and easy availability of cameras for
the automotive market; and the similarity of cameras to the human eyes.
Computer vision-based obstacle detection requires a methodology to calculate the dis-
tance for each of the objects contained in the images obtained by the camera. Approaches
which use only one camera (monocular) require a way to relate the scale of the obtained
images to the real world. For achieving this, some approaches use information from an
active sensor such as sonar [89]. Another approach for obtaining scale information is to
assume a static camera [90], a static world [91] or to try to identify changes in known
objects such as angles between corners [92].
In the context of ground vehicles the world and camera are dynamic and there is no
guarantee that all of the found objects in the surroundings are known beforehand. This
limits the application of monocular approaches in this context. As shown in Section 2.2,
stereo cameras may be used for extracting a disparity map, which along with triangulation
may be used to estimate the distance of the objects in the image. This approach is used
in this thesis.
Triangulation of dense disparity maps results in dense points clouds. These point
clouds are similar to the ones obtained by LIDAR or laser-based approaches. This sim-
1Harrys, Mark (2015, Sept. 4th) Researcher Hacks Self-driving Car Sensors. IEEE Spectrum. Retrieved
from http://spectrum.ieee.org
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ilarity of the point clouds allows the use of a wide set of algorithms which have been
developed for obstacle detection using LIDARs. Although it may provide a good repre-
sentation of the surroundings of the car, a dense point cloud contains a large amount of
information which results in slow processing and high resource usage. In order to reduce
this resource requirement and speed up the processing different alternatives for represent-
ing the surroundings and detecting obstacles have been proposed, including: occupancy
grids, elevation maps and stixels.
As the triangulation is performed before the obstacle detection, any error at this stage
is carried forward to the location of the obstacles in the 3D world. In order to avoid
this error propagation, some approaches which work directly on the disparity space have
been proposed. These approaches perform triangulation only after the pixels have been
classified as free or non-free space. More details on this are presented on Section 2.3.1.
2.3.1 Disparity Space Images
Disparity Space Images (DSI) contain enough information to identify characteristics of
the 3D world without performing triangulation. The projection of disparity images to
3D world coordinates is prone to errors due to uncertainties in the rectification step and
produces a sparseness effect for objects which are distant from the camera. Processing
based on the disparity space avoids the requirement to represent the objects in the 3D
world as object models, voxels or grids. Additionally, by avoiding triangulation the number
of required computations is also reduced.
The 𝑢-disparity and 𝑣-disparity images are histograms obtained from the disparity
image by accumulating disparity values along columns and rows respectively. The 𝑢-
disparity was proposed by Labayrade, Aubert, and Tarel [93]. This image is obtained by
accumulating the pixels of the same disparity 𝑑 along the 𝑣 axis of the image (horizontally)
[93]. The 𝑢-disparity image was proposed by Hu and Uchimura [94] as a complement to the
𝑣-disparity image. This image is created by accumulating the pixels of the same disparity
𝑑 along the 𝑢 axis of the image (vertically).
Labayrade, Aubert, and Tarel [93] used the 𝑣-disparity image for estimating the ground
profile by robust line fitting and for obstacle detection. By assuming the yaw and roll of
the camera are minimum, the authors fitted a line to the 𝑣-disparity image by using the
Hough transform. The slope of the line was then used to calculate the road profile and
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Figure 2-9: Examples of 𝑢𝑣-disparity images obtained from a dense disparity image. At
the top is located the 𝑢-disparity image, at the centre is located the source disparity image
and at the right the 𝑣-disparity image is located.
height and pitch of the camera. Then by identifying vertical lines on the 𝑣-disparity image
the boundaries between the road and the obstacles were identified. Although efficient this
method for detecting obstacles tended to merge different obstacles close to each other into
one. It is important to note that the method proposed by Labayrade, Aubert, and Tarel for
ground profile extraction has become a popular method for extracting the ground profile
in the literature on obstacle detection and is used in conjunction with other approaches.
Hu and Uchimura [94] used the 𝑣-disparity image for estimating the ground profile and
proposed the 𝑢-disparity to identify the obstacles. Hu and Uchimura realized that by using
the 𝑢-disparity image it was possible to identify the obstacles as they produce a close to
horizontal line due to the fact that they tend to have a constant disparity. This approach
proved to be efficient and has been widely used for obstacle detection. The main drawback
of this approach is the requirement of a threshold for determining when an horizontal line
should be taken as an obstacle or part of the road.
In [95] Broggi, Caraffi, Fedriga, et al. used image edges in the 𝑢𝑣-disparity images for
obstacle detection. They created the 𝑣-disparity image from a disparity map obtained
only from high gradient pixels. They used the gradient angle to additionally remove false
candidates and calculated the road profile using this information. After the road profile
was estimated, they created a dense disparity image by constraining the search space to
pixels with a disparity close to the disparity specified by the ground line on the 𝑣-disparity
image. By doing this, the number of required computations was reduced. This points to
the capability of the edges to identify obstacles.
In [96] Soquet, Perrollaz, Aubert, et al. used a propagation algorithm to improve
41
2.3. Obstacle Detection Chapter 2. Literature Review
the road profile estimation on the 𝑣-disparity image and to improve the detection of the
boundaries between the road and the obstacles. Then [97], [98] used 𝑢𝑣-disparity images
to create occupancy grids (see next section). [99] used 𝑢𝑣-disparity images for ego-motion
estimation. Fakhfakh, Gruyer, and Aubert [100] created a weighted version of the 𝑢𝑣-
disparity images by using using vertical and tilted windows to differentiate the road and
the obstacles. Finally, Iloie, Giosan, and Nedevschi [101] used the 𝑢𝑣-disparity images and
segmentation to detect and cluster pixels associated with pedestrians.
The 𝑢-disparity and 𝑣-disparity images provide an efficient approach to road profile
estimation and obstacle detection but, until now, they have been created only from dense
disparity images. In this thesis a new variant is proposed created from sparse disparity
maps obtained from edge images. For more information on this refer to Section 5.2.1.
2.3.2 Occupancy Grids
Occupancy grids represent the space by grids which reflect the occupancy of the sur-
roundings using a probabilistic approach. They were first introduced by Elfes [102] for the
representation of sonar data and for navigation. Since then, they have been extended to
be computed for different kinds of sensors such as LIDAR [103] and stereo cameras [104].
Additionally they have been used for fusing the data from different sensors [104].
Occupancy grids require a formulation of the uncertainty in the data from the sen-
sor. For the case of stereo-matching, this uncertainty could be obtained by modeling the
triangulation error [104], by integrating the cost volume [105] or by using the matching
confidence [106].
When disparity images are triangulated to obtain point clouds, objects located far from
the camera produce only few points. This sparseness is not desirable in obstacle detection.
In order to solve this problem, polar occupancy grids were introduced to represent the space
by a grid with elements (𝑢, 𝑑) where 𝑢 is the horizontal location of the point in camera
coordinates and 𝑑 is the disparity of the pixel [107]. An additional advantage of polar
occupancy grids over Cartesian occupancy grids is that they do not need triangulation,
reducing therefore the computational cost. Badino, Franke, and Mester [107] used polar
occupancy grid to detect the object boundaries against the ground plane by using Dynamic
Programming obtaining fast and accurate results.
Occupancy grids allow a seamless sensor-merging approach and provide a good rep-
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resentation of the 3D world. Although this information is useful for boundary detection,
information regarding the height and geometry of objects is lost in its calculation as the
occupancy grid only contains information from the probability than an object is present
on its cells. In this thesis a new approach is presented which has a 1-1 equivalence to
occupancy grids, but which allows to keep the geometric information about the objects in
the scene. This is presented in Section 2.3.4.
2.3.3 Digital Elevation Maps
Digital Elevation Maps (DEM) provide a grid representation (top-view) of the 3D world
where the value associated with each cell corresponds to the height of an object or ground.
They were first proposed by Zhang [108] for the creation of 3D maps for planetary rovers.
Elevation maps have the advantage of providing an estimate for the height of the objects
in the surroundings, whereas occupancy grids only indicate the free or non-free space. As
with occupancy grids, elevation maps can be calculated from point clouds independently
of the used sensor.
In [108] Zhang used planar and quadratic surface models to fit point cloud data ob-
tained by stereo-matching. Then an iterative approach was used to reduce erroneous
points by thresholding the point-to-surface distances and recalculating the surfaces. The
obstacles were identified by thresholding the DEM.
Oniga and Nedevschi [109] classified the point cloud data as road or obstacle according
to the density of the DEM cells. They assumed that obstacle cells would have a larger
density than the road cells at a given depth due to the fact that fronto-parallel surfaces
create more points than the road. Then they fitted a quadratic surface to the road by
using a region growing technique with a robust seed obtained by RANSAC and used this
road model to identify the points corresponding to one object. Vatavu, Danescu, and
Nedevschi [110] used this approach to classify the road and obstacles and used a free-form
object model to identify the object boundaries and perform tracking.
In order to avoid triangulation, Vergauwen, Pollefeys, and Van Gool [111] proposed to
obtain elevation maps from disparity maps by selecting a point with zero height in both
cameras and simulating a vertical line located at that point. Then a light source is placed
in the left view and the projected shadow in the right image is intersected with the vertical
line in the right image. By doing this they were able to identify the part of the left image
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which is visible and the part which is occluded. The same applies if the right image is
used as reference. This approach allowed them to create elevation maps at any resolution
by applying interpolation and incorporating information from multiple views taken over a
period of time from the stereo-camera.
Although Digital Elevation Maps allow obstacle detection in dense stereo data, they
require the processing of every point in the cloud. For highly dense point clouds such
as the ones obtained by high resolution images, the required resources would limit the
application in embedded and real-time systems. The creation of DEM from sparse or
semi-dense disparity maps is still an open problem and could be the focus of further
research.
2.3.4 Stixels
Stixels represent the 3D world via vertical rectangles with an associated disparity drawn
over the images captured by the stereo-camera. It is implicit that any image pixel, which
does not belong to a stixel, belongs to the road. Stixels allow a compact representation
by requiring only two points and a depth value to represent one stixel. As it is expected
that one stixel contains a large number of pixels the resources required to store the image
are significantly low.
Stixels were first proposed by Badino, Franke, and Pfeiffer [112] to perform efficiently
the analysis of dense disparity maps from high-resolution images. Although the stixel-
world was proposed by Badino, Franke, and Pfeiffer, a similar representation of the free
space was proposed previously by Rebut, Toulminet, and Bensrhair [113], but instead of
using vertical rectangles, they used vertical lines to represent the non-free space.
Similarly Kubota, Nakano, and Okamoto [114] used vertical columns to represent the
obstacles in the disparity space, although their research was focused on the detection of the
boundaries between the obstacles and the road by Dynamic Programming while ignoring
the height of the obstacles.
Badino, Franke, and Pfeiffer [112] proposed to create the stixel-world using dense dis-
parity images, triangulation to get real-world coordinates and polar occupancy grids to
identify the objects. They first computed a dense disparity image by SGM on an FPGA.
Then they obtained a polar occupancy grid as described in Section 2.3.2 to identify the
free space. After this, they applied background subtraction to process only foreground
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objects and applied Dynamic Programming for identifying the best segmentation between
the background and the upper boundary of the objects. Finally they used the obtained in-
formation to create the stixels while applying outlier rejection and noise suppression. This
representation turned out to be robust and compact while providing enough information
to identify the traffic environment (obstacles and the road).
Benenson, Timofte, and Van Gool [115] used stixels to identify pedestrians, but instead
of dense disparity maps, they used the cost volume for the processing. This reduced the
possible errors on triangulation and sped up the processing. They first calculated the
cost volume by a local approach. Then the 𝑣-disparity image was obtained but the pixels
represented the summed cost for each (𝑣, 𝑑) pair. Then robust line fitting was used to
estimate the ground plane. Following the approach from [114] Dynamic Programming
was used to get the stixels depth from the 𝑢-disparity image. After this the height of the
stixels was estimated by identifying local minima in the cost volume which correspond
to the disparity assigned to each stixel. They evaluated the accuracy of the stixels in
identifying pedestrians using an annotated database obtaining good results.
Following the work on [115], Benenson, Mathias, Timofte, et al. [116] proposed an
alternative formulation of the stixel world in order to speed up the object detection. The
ground plane was estimated using the 𝑣-disparity image obtained from the cost volume as
in [115] but they computed only one-out-of-N rows below the horizon, taking the horizon
as a input data. The estimation of the stixel distance was performed by vertically splitting
the image into multiple row bands and for each image column the maximum horizontal
gradient was selected. Also as they assumed the objects are wider than one column the
image was scanned only at one-out-of-M columns. They reformulated the cost function
used in [115] for estimating the stixel distance to reflect these changes. The authors state
that they were able to reach a performance of 260 fps for the stixel computation on a
high-end laptop using a combination of GPUs and multi-core processing.
Pfeiffer, Gehrig, and Schneider [65] focused on the incorporation of confidence measures
to improve the accuracy of the computation of the stixels. They used SGM [87] for dense
stereo-matching and analysed different confidence metrics. Then the confidence metric
were used as outlier probability for the matches. They proved that the MLM confidence
metric (see Table 2.4) provided the best separation between outliers and inliers and used it
to determine the outlier probability and solve a MAP problem where the outlier probability
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is defined as the probability that a disparity 𝑑𝑣 on row 𝑣 belongs to a stixel 𝑠𝑛. In
order to take into account a global outlier model, a set of bounds were applied to the
outlier probability allowing an accurate way to remove false positives when outliers are
not identified correctly. Additionally thresholds on the confidence are used to remove
outliers.
Although the approaches based on stixels are fast and accurate, they rely on the use
of dense cost volumes or dense disparity images. It would be reasonable to expect that
an approach which uses sparse techniques would benefit from the accuracy, speed and
compactness of the stixels representation. Therefore an approach which is based on sparse
techniques is presented in Chapter 5.
2.3.5 Other Approaches
Other approaches for obstacle detection analyse every point in the cloud independently,
fit surfaces to point clouds, or use flow fields.
Approaches, which analyse the entire point cloud and label every point as obstacle or
free space, use one of the following techniques: they assume the obstacles are any point
not belonging to the ground [117]; they use neighbouring relationships on the points to fit
surfaces to the cloud [118]; they use 2D segmentation to cluster the points in the cloud
and perform surface fitting [119]; they use only sparse point clouds created from robust
feature matching and clustering techniques [120]; or they cluster the points into cuboids.
Cuboid models are able to fit the geometry of most cars [121]. They have an associated
width, height and length 𝐶 = (𝑤, 𝑙, ℎ)𝑇 and, when used for tracking, a position and speed
are also associated 𝐶 = (𝑤, 𝑙, ℎ, 𝑝, 𝑠)𝑇 . Cuboid models can be obtained from point clouds
[27], [122], [123] but they could be also computed from other representations such as
occupancy grids [124] and stixels [121]. Computation of cuboids from dense point clouds
could be costly but mid-level representations like stixels present an efficient way to estimate
them. Therefore further analysis of this kind of approach is a promising area for further
research.
2D and 3D flow fields provide an alternate way to detect obstacles by identifying the
displacement of the scene contents. 2D flow fields are know as optical flow. This flow
represents the apparent displacement of pixels in a sequence of 2D images [125], [126].
Based on this 2D flow Sebesta and Baillieul [91] proposed a method for obstacle detection
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by taking into account the fact that close objects produce a larger displacement than far
objects.
3D flow fields are known as scene flow, this flow represents the three-dimensional
displacement of points in a sequence of point clouds [127]. Several approaches have been
proposed for calculating the scene flow and they have been proven to be successful for
obstacle detection by approximating the scene by planar elements [128], [129]. Although
flow fields allow the estimation and analysis of possible trajectories for obstacles, tracking
of obstacles across a sequence of images is out of the scope of this thesis. It is left as future
research, to evaluate the proposed representations in this thesis for estimating the motion
of the obstacles.
2.3.6 Discussion of Obstacle Detection
Several approaches have been used to determine the free space around a mobile robot
and provide an efficient representation. Unfortunately the calculation of the obstacle map
in real-time using low computational resources is still a challenging task. Most of the
algorithms found in the literature rely on the use of dense depth maps which require a
considerable amount of computational resources to be calculated. Only a few have been
designed with sparseness in mind but the identification of the proper features in the images
is not a straightforward task.
In order to cope with this problem, in this thesis an obstacle detector is proposed based
on sparse depth maps obtained from image edges. Then it is shown that this information
is enough to obtain mid-level representations like stixels without sacrificing robustness and
the capability to identify all the possible obstacles. The proposed algorithm for estimating
stixels from sparse edge maps in 3D is presented in Chapter 5.
2.4 Discussion of the Literature Review
After reviewing the state-of-the-art in obstacle detection for autonomous navigation it
could be said that obstacle detection using stereo vision is promising but has many chal-
lenges. Accurate state-of-the-art approaches for extracting depth using stereo-cameras
require a large number of computations resulting in a long processing time. Therefore
they are not suitable for autonomous vehicles. By reducing the accuracy some approaches
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provide a faster performance but are still unable to provide results in a sub-second time-
frame without the use of specialized hardware like FPGAs and GPUs which might be
expensive, require high thermal dissipation, be hard to maintain or consume high power.
A summary of the weaknesses of current approaches to obstacle detection using com-
puter vision are:
∙ Sensitivity to changes in illumination.
∙ Sensitivity to noise in the sensor.
∙ Computationally intensive.
∙ Accurate systems require high amount of computational resources and are slow to
compute.
∙ Most of the systems require previous knowledge of the obstacle geometry.
Although some approaches aim to solve some of these weaknesses, no approach has
been found to overcome all of them simultaneously. Therefore, this thesis presents three
approaches that try to fill this gap by focusing on the use of image edges for obtaining
sparse representations.
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3
Pixel Description Robust to Changes in
Illumination
3.1 Introduction
This chapter focuses on the introduction of two new pixel descriptors into the stereo-
matching context. The first is an extension of the Census Transform with the goal of
incorporating edge information and reducing the search space at the best-match selection
stage. The second is the Complete Rank Transform, which has so far only been used for the
calculation of optical flow but it is reasonable to expect that its high discrimination power
would benefit the stereo-matching problem. Figure 3-1 shows the areas of contribution of
the proposed pixel descriptors.
In the previous chapter, the literature review described some of the weaknesses in the
current methods for obtaining real-time 3D maps. In order to deal with these weaknesses,
this thesis proposes a new pixel descriptor, which is an extension of the existing Census
Transform. This descriptor incorporates gradient information in order to identify both
the image edges and highly textured areas allowing a reduction in the search space for
local-based stereo-matching approaches. This results in a reduction in the overall number
of computations required to calculate a disparity map.
Image edges allow the representation of the image contents using only a few pixels
whilst keeping the semantic and geometric meaning around the object boundaries [130],
[16], [131]. This reduction in the number of pixels is desirable for local stereo-matching ap-
proaches where each pixel must be compared with 𝑑𝑚𝑎𝑥 pixels at the best-match selection
stage.
49
3.2. Proposed Descriptors Chapter 3. TCT and CRT
Figure 3-1: Areas of the stereo-matching process contributed (blue) by the proposed pixel
descriptors. The TCT bridges feature-wise and pixel-wise description by allowing the
identification of the pixels around the edges during the computation of a non-parametric
pixel descriptor.
The chapter is organized as follows: first, a new pixel descriptor based on the Census
Transform is presented along with the Complete Rank Transform pixel descriptor. Second,
both pixel descriptors are evaluated in a local stereo-matching environment and compared
against both the original Census Transform and an intensity window descriptor which is
widely used in stereo-matching. Third, a discussion of the obtained results is presented.
3.2 Proposed Descriptors
This section introduces two new pixel descriptors. The first is based on the Census Trans-
form and the second is a new application of the Complete Rank Transform, which was
previously used for calculating optical flow. Both image transforms are able to produce
pixel descriptors which are robust to changes in illumination as shown in [34]. Addition-
ally, the first new pixel descriptor has the advantages of a binary representation and the
capability of detecting image edges without a separate edge detection stage. An example
of the transforms for a window size of 3× 3 is shown in Figure 3-2.
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Figure 3-2: Result of the functions 𝑇 (𝑝, 𝑞), 𝑇tct(𝑝, 𝑞) with 𝜀 = 15 and 𝑟(𝑝) for the CT,
TCT and CRT respectively. Figure a shows intensities corresponding to a 3× 3 window.
Figures b, c, d show the contribution to the descriptor from each of the pixels in the input
intensities.
3.2.1 The Thresholded Census Transform
The Thresholded Census Transform (TCT) extends the Census Transform (CT) (see Sec-
tion 2.2.1.1) by including a similarity measure 𝜀 while keeping its binary representation.
The addition of this similarity measure has two effects: first, only those pixels which have
an intensity significantly smaller than the centre pixel can affect the value of the descrip-
tor. Second, the similarity measure 𝜀 behaves like a threshold on the gradient. This allows
the detection of edges and highly textured areas without the need for an additional stage.
More detail on this is presented in Section 3.2.1.1.
The Thresholded Census Transform is similar to the Ternary Census Transform
𝑇ct3 (𝑝, 𝑝′) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
0 𝐼(𝑝)− 𝐼(𝑝′) > 𝜀
1 |𝐼(𝑝)− 𝐼(𝑝′)| ≤ 𝜀
2 𝐼(𝑝′)− 𝐼(𝑝) > 𝜀
(2.9)
which also adds a similarity measure but the latter does not have the advantages of a
binary string representation. The Ternary Census Transform adds a similarity measure 𝜀
to the comparison function 𝑇ct(𝑝, 𝑞) with the purpose of encoding pixels which are similar
to the centre pixel (see page 19). This concept of a similarity measure is incorporated into
the TCT but instead of setting the pixels with an intensity similar to the centre pixel to 2,
they are set to zero. It means when all of the pixels in the neighbourhood 𝑁(𝑝) are in the
interval (𝐼(𝑝)−𝜀, 𝐼(𝑝)+𝜀) the resulting string would be formed by zeroes only, meanwhile
on the Ternary Census Transform it would be formed by 0, 1 or 2.
The Thresholded Census Transform 𝜉𝑡𝑐𝑡(𝑝) modifies the function 𝑇 (𝑝, 𝑞) used in the
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Figure 3-3: Effect of changes in illumination on the Thresholded Census Transform using
a similarity 𝜀 = 15. The centre pixel is highlighted in grey. Figure b) shows vigneting
effect (the intensity is increased by 2 units as we move from the centre pixel). Figure c)
shows bias effect (the intensity is increased by 10 units for all of the pixels in the window).
There is no change in the result of the comparison function.
Census Transform
𝑇 (𝑝, 𝑞) =
⎧⎪⎪⎨⎪⎪⎩
1 if 𝐼(𝑞) < 𝐼(𝑝)
0 otherwise
(2.5)
to incorporate the similarity threshold 𝜀. Pixels which are similar to the centre pixel
produce a zero-bits resulting in strings formed only by zeroes on non-edge areas. The
comparison function for the TCT is expressed as:
𝑇tct(𝑝, 𝑞) =
⎧⎪⎪⎨⎪⎪⎩
1 if 𝐼(𝑞) < 𝐼(𝑝)− 𝜀
0 otherwise
(3.1)
where 𝜀 is the incorporated similarity measure. An example of the effect of this modified
comparison functions is shown in Figure 3-2.
By using the ordering of the pixels to produce the descriptor, the TCT keeps the
robustness to changes in illumination native to the Census Transform. As shown in Fig-
ure 3-3, the vignetting effect and bias effects (see Section 2.2.2) produce no changes in the
result of the comparison function.
As only those pixels which are significantly different from the centre pixel are used in
the TCT, pixels in uniform or untextured areas are easy to identify during the creation
of the TCT as they produce a zero-string. This identification is useful for the best match
selection process, as pixels which are known to be textureless can be ignored in the dis-
similarity calculation thus reducing the total number of required computations. When
this identification is not known before the best match selection, texture maps must be
applied after the disparity calculation to avoid spurious matches as in [45]. The effect of
the reduction in the number of candidates in the best match selection is highly important
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as the displacement of the objects across the stereo-camera grows as the baseline grows.
3.2.1.1 Edge Detection by the TCT
The gradient at a pixel in an image measures how quickly the intensity function changes
in a specific direction at that pixel. Peaks in the gradient correspond to image edges[132],
[130], [133]. Image edges are important as they generally represent object boundaries [55],
[134]. In order to identify the peaks in the gradient it is common to apply a threshold 𝑡𝑔
and keep only those pixels whose gradient is larger thant the threshold 𝑡𝑔.
As shown by Hafner, Demetz, and Weickert, the Census Transform incorporates the
gradient information indirectly [135]. Hafner, Demetz, and Weickert showed that each
Census bit encodes the derivative of the intensity image in the direction of 𝑞. This occurs
as part of the comparison function 𝑇𝑐𝑡(𝑝, 𝑞) (Equation (3.1)) against the centre pixel 𝑝.
An alternative representation of the comparison function 𝑇𝑐𝑡(𝑝, 𝑞) used in the Census
Transform is:
𝑇𝑐𝑡(𝑝, 𝑞) =
⎧⎪⎪⎨⎪⎪⎩
1 0 < 𝐼(𝑝)− 𝐼(𝑞)
0 otherwise
(3.2)
The differential 𝐼(𝑝)−𝐼(𝑞) in Equation (3.2) corresponds to a calculation of the gradient
at pixel 𝑝 in the direction of 𝑞. The conditional 0 < 𝐼(𝑝)−𝐼(𝑞) indicates that only positive
gradients would produce 1-bits on the CT string. By adding the similarity measure 𝜀 to
the conditional 𝜀 < 𝐼(𝑝)− 𝐼(𝑞) the differential 𝐼(𝑝)− 𝐼(𝑞) is restricted to be positive and
larger than 𝜀. This behaviour corresponds to a thresholding operation on the gradient and
corresponds to:
𝑇tct(𝑝, 𝑞) =
⎧⎪⎪⎨⎪⎪⎩
1 𝜀 < 𝐼(𝑝)− 𝐼(𝑞)
0 otherwise
(3.3)
which is equivalent to Equation (3.1). Taking only the positive gradients would result in
descriptors which are strings containing only zeros at darker side of the edge, meanwhile
the other side may contain 0 or 1.
3.2.1.2 Computational Complexity Analysis for the Pixel Descriptor
This section aims to show the impact of adding the similarity measure to the TCT as pixel
descriptor.
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The steps required for computing the Census Transform are as follows:
1. Get value of the centre pixel. 𝑂(1).
2. Compare one pixel against the centre pixel. 𝑂(1).
3. Update the bit value according to the result of the comparison. 𝑂(1).
4. Repeat this for for 𝑚𝑛− 1 pixels in a window of size 𝑚× 𝑛. 𝑂(𝑚𝑛− 1)× (𝑂(1) +
𝑂(1) +𝑂(1)) = 𝑂(3(𝑚𝑛− 1)) = 𝑂(𝑚𝑛)
The addition of the similarity value adds one extra operation which is the subtraction
of the similarity threshold 𝜀. The required steps for this are as follows:
1. Get value of the centre pixel. 𝑂(1).
2. Subtract the similarity threshold 𝜀. 𝑂(1)
3. Compare one pixel against the result of the subtraction of the similarity threshold
𝜀. 𝑂(1).
4. Update the bit value according to the result of the comparison. 𝑂(1).
5. Repeat this for for 𝑚𝑛−1 pixels in a window of size 𝑚𝑛. 𝑂(𝑚𝑛−1)*(𝑂(1)+𝑂(1)+
𝑂(1) +𝑂(1)) = 𝑂(4(𝑚𝑛− 1)) = 𝑂(𝑚𝑛)
Although a subtraction operation is added to the TCT with respect to the CT, this
operation has no impact on the final number of operations. Therefore no overhead would be
expected by using the TCT instead of the CT for calculating disparity maps. In contrast,
it is expected that by using the similarity 𝜀 the search space would be constrained and a
reduction in the required number of operations would be expected.
3.2.2 The Complete Rank Transform
The Complete Rank Transform (CRT) was proposed by Demetz, Hafner, and Weickert
for the calculation of optical flow [34]. This image transform extends the Rank Transform
proposed by [33] (see Equation (2.6)) by calculating the rank of every pixel in the neigh-
bourhood 𝑁(𝑝) instead of just for the centre pixel as in the Rank Transform. By doing
this the range of values obtained by the descriptor is increased from 𝑚𝑛− 1 for the Rank
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Figure 3-4: Example of the Complete Rank Transform, 𝜉𝑐𝑟𝑡(𝑝) = 1, 3, 7, 1, 5, 8, 0, 4, 6.
Transform to (𝑚𝑛)2−1 for the CRT. This increased range of values decreases the chances
that two different pixels produce the same descriptor.
The Complete Rank Transform uses the rank 𝑟(𝑝) (Equation (2.4)) defined for the
Rank Transform, but it concatenates the rank of every pixel 𝑝𝑖 in the neighbourhood of
𝑁(𝑝), i.e.
𝜉𝑐𝑟𝑡(𝑝) =
⨂︁
𝑝𝑖∈𝑁(𝑝)
𝑟(𝑝𝑖) (3.4)
this results in strings formed by integer number from 0 to 𝑚𝑛−1 where 𝑚𝑛 is the number
of elements in the neighbourhood 𝑁(𝑝) of size 𝑚 × 𝑛. An example of the CRT is shown
in Figure 3-4.
It is expected that as the CRT produces a more “unique” string, the accuracy of the
best-match selection would be increased at the price of increasing the number of required
operations. This is analysed in Section 3.3.3.
3.3 Evaluation
In order to evaluate the performance of the Thresholded Census Transform and the Com-
plete Rank Transform, a local stereo-matching approach is used in this thesis. The im-
plemented approach is based on that proposed by Humenberger, Zinner, Weber, et al.
[45] as it was proven to provide real-time disparity maps in an embedded system by using
hardware specific optimizations. In order to provide a baseline for the performance of the
approach, none of the hardware-specific optimizations are implemented in this thesis at
the price of losing the real-time performance. In order to keep a benchmark of the per-
formance that could be achieved by using hardware-specific optimizations, the algorithm
proposed in [45] has been implemented and evaluated on the same images producing a
comparison factor.
By avoiding hardware-specific optimization, only the processor speed, system bus and
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memory access would affect the performance of the implementations in this thesis. The
machine used for testing is a standard laptop with an Intel Core i7-2675QM running at
2.2GHz with 8GB of RAM.
The testing is performed on the Middlebury v3 [59] and KITTI stereo 2015 [129]
datasets. The Middlebury dataset provides 15 rectified stereo-images aligned horizon-
tally with dense ground truth for indoor scenarios obtained by using structured lighting
techniques. The Middlebury dataset includes images with changes in illumination and
large occlusions. The evaluation is performed on the quarter image sizes provided in
the evaluation website 1. The KITTI dataset provides 200 rectified stereo-images aligned
horizontally with semi-dense ground truth on road scenarios obtained by a LIDAR. The
KITTI dataset provides one megapixel resolution imagery with shadows, reflections and
illumination changes. The evaluation is performed on the training images at full resolution
provided on the evaluation website 2.
As widely used in stereo-matching benchmarks [59], [129], accuracy 𝑎𝑐𝑐 is defined as
the ratio of the number of pixels with an error smaller than a specific threshold to the
number of obtained disparities i.e. :
𝑎𝑐𝑐 = # pixels with error < 𝑒𝑡# obtained disparities (3.5)
Recall is defined as the ratio of pixels with an error smaller than a specific threshold to
total number of available disparities on the ground truth i.e. :
𝑟𝑒𝑐 = # pixels with error < 𝑒𝑡# total disparities on ground truth (3.6)
The evaluation first compares the Thresholded Census Transform against the Census
Transform and analyses the effect of the window size and the similarity in the produced
disparity maps. Also the edge-detection capability is tested for the Thresholded Census
Transform. Then the Complete Rank Transform is compared against an intensity neigh-
bourhood descriptor, which does not require any additional processing for its calculation.
1http://vision.middlebury.edu/stereo/eval3/
2http://www.cvlibs.net/datasets/kitti/eval_scene_flow.php?benchmark=stereo
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3.3.1 Stereo-Matching Approach
The implemented approach for stereo-matching is based on that proposed by Humen-
berger, Zinner, Weber, et al. [45] with a few changes to avoid any hardware-specific opti-
mizations (intrinsics, vector operations and parallel processing).
First the pixel descriptors are calculated for the left and right images. In order to
calculate these descriptors the images are loaded into memory and converted to gray-scale
by using the OpenCV library [136].
After the descriptors are obtained, the cost volume (see Section 2.2.3.1) is calculated
and stored in memory using the approach in [45], [48] in order to reduce the memory
usage. The approach from Zinner, Humenberger, Ambrosch, et al. [48] was shown to be
memory efficient for obtaining the cost of the left to right and right to left directions in one
pass. As shown in [25], the Census Transform strongly benefits from the use of aggregation
windows, therefore different aggregation windows sizes (see Equation (2.26)) are tested in
order to identify the best performing window size.
For the matching a Winner Takes All (WTA) approach is used as in [45], [48]. Only
matches that pass the LRC (see Section 2.2.3.1) with a threshold of 𝑡𝑙𝑟𝑐 = 1 are kept.
Additionally matches with confidence lower than the threshold 𝑡𝑐 are discarded. The
confidence metric used is based on the 𝛽PKR confidence metric (see Table 2.4) but with
small changes to avoid a zero denominator and to bound the confidence within the interval
(0, 1]. The modified version is named Inverse Peak Ratio (IPKR):
𝛽PKR−1 = 1−
𝑐1 + 1
𝑐2𝑚 + 1
(3.7)
where 𝑐1 is the smallest cost and 𝑐2𝑚 is the second local minumum as defined in 𝛽PKR. A
confidence value close to zero would mean that the match is likely to be wrong, whereas
a confidence value close to one means that the match is likely to be good. An analysis of
this is presented in [45], where it is shown that a small difference between the minimum
cost and other local minima makes it hard to say if the difference is caused by noise or
some repetitive structures, whereas a large difference is a sign that the cost curve has a
prominent minimum which is desirable. This difference is expressed by the ratio 𝑐1+1𝑐2𝑚+1 .
The confidence threshold 𝑡𝑐 is analysed further to determine the best value in the following
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Time (ms.)
[45]hw. optimized no hw. optimized
Description 8.7 98
Cost volume 22.61 146
Matching 19.37 81
LRC 1.4 3
Total 52.08 328
Table 3.1: Comparison of the running time between the implementation in [45] and an
implementation of the same approach without hardware specific optimizations.
section.
In order to validate the software implementation and to have a benchmark for the run-
ning times, the approach used in [45] was tested on the same 31 images of the Middlebury
datasets from 2001 [77], 2003 [137], 2005 [138], [139] and 2006 [138], [139].
No hardware-specific optimization are used in the implementation used in this thesis,
therefore it is required to have a reference for the speed-up which could be attained by
using hardware-specific code. In order to compare the running times, Table 3.1 shows
the average time required to produce the disparity maps for the Middlebury images used
in [45]. Although the real-time performance cannot be reached by the implementation
used in this thesis, the results provide a comparison of the expected performance by using
hardware optimizations. Table 3.1 shows that by using a hardware optimized code (SSE
instructions for a PC) a speed up of up to 6X could be achieved. Even larger speed-ups
could be achieved by using GPU or DSP platforms.
3.3.2 Thresholded Census Transform
This section details the experiments performed on the TCT in order to measure the effect
of the incorporation of the similarity measure on accuracy and computation speed for the
obtained disparity maps. First the effect of the window size on the TCT is analyzed.
Then the effect of the aggregation window size is analysed. After this, its edge detection
capability is assessed. Finally, different values for the confidence parameter are tested.
3.3.2.1 Window Size Effect on the TCT
First the effect of the transform window size on the TCT is analysed. In order to do this,
the TCT is evaluated using the stereo-matching approach detailed in Section 3.3.1. No
aggregation window or confidence information is used and all the attention is focused on
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Figure 3-5: Effect of the window size on CT and TCT.
the TCT. The testing is performed by using a square window of size 𝑛× 𝑛. The window
size 𝑛 is set to lie within the interval (3, 29) using only odd integers so the centre pixel has
the same number of pixels on each side of the window. Window sizes larger than 29× 29
take a long time to be computed which is not desired for a real-time system. As it is
expected that the similarity 𝜀 affects the performance of the TCT as descriptor, different
similarity values are used in the interval [0, 25] as values larger than 25 showed a marked
decrease on the recall. A deeper focus on the effect of the similarity on the metric is shown
in the following sections.
Figure 3-5 shows the effect of the window size on the accuracy and recall of the TCT.
The Census Transform is shown as reference. The shown plots indicate the average accu-
racy and recall for the Middlebury V3 [59] and KITTI 2015 datasets [129]. As no sub-pixel
values are calculated, the error threshold is set to 1. It can be seen that for the Middlebury
dataset the maximum accuracy is obtained by using a transform window size of 17 × 17
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whereas the maximum recall is obtained by a transform window size of 21 × 21. This is
explained by the fact that large window sizes produce longer strings. Therefore the num-
ber of values which may be represented is increased. Note that the maximum Hamming
distance between two strings of the same length is equal to the number of bits in each
string.
For the KITTI 2015 dataset, the maximum accuracy is obtained by a transform window
size of 21×21 whereas the maximum recall is obtained by a window of 27×27. As suggested
by the KITTI 2015 dataset, a disparity is taken as erroneous if the error is larger than 3
units. The increased window sizes on this dataset are explained by the nature of images.
Although the images in the KITTI dataset are high-resolution, they have a higher level of
noise than the ones in the Middlebury v3 dataset; the number of objects out of focus is
high and reflections are present in the images.
From Figure 3-5 it can also be seen that the similarity value of 0 produces disparity
maps with almost the same accuracy and recall as the CT. It also can be seen that for
every transform window size the use of the similarity measure increases the accuracy in
respect to the Census Transform. This is explained by the fact that larger similarity values
would translate into fewer candidates in the search range. As there are fewer candidates
the chances of finding the right match is higher but the number of obtained values is
smaller, therefore the recall is smaller than the Census Transform. For larger windows on
the other side, large similarity values translate into more values set to zero in the binary
string. For large windows which already produce many “unique” values, the number of
values is decreased. A deeper analysis of the effect of the similarity 𝜀 on the TCT is
presented in Section 3.3.2.3.
3.3.2.2 Aggregation Window Effect on the TCT
As showed by Hirschmuller and Scharstein [25] the use of aggregation windows greatly
improves the performance of the Census Transform. This is due to the fact that a window
size of 𝑛×𝑛 would produce only 𝑛2− 1 different values, and the aggregation increases the
possible number of values by “aggregating” the values in a neighbourhood. It is expected
that a similar behaviour would be presented by the TCT. In order to test this, different
aggregation windows sizes are used on the TCT. The squared aggregation window sizes
used are in the range of [3, 17] as larger values produce a drop in the performance and
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Figure 3-6: Effect of the aggregation window on the accuracy for the Middlebury v3
dataset using different transform window sizes.
increase the required number of computations.
Figures 3-6 and 3-7 show the average accuracy and recall for different aggregation
window sizes on the Middlebury v3 dataset. It can be seen that for small transform
windows large aggregation windows produce an increase of the accuracy but for large
transform windows there is no significant advantage of the use of aggregation windows
larger than 5× 5. It is also shown that no significant increase in accuracy is obtained for
transform windows larger than 7×7. For a similarity 𝜀 = 0 a window size of 7×7 with an
aggregation window of 9× 9 produces a maximum in accuracy of 77% but the difference
with an aggregation window of 5×5 is close to only 1% whereas small aggregation windows
require less computation than large.
For the recall, larger aggregation windows lead to higher recall as more disparities
are obtained, but due to the fact that the obtained disparities are located around the
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Figure 3-7: Effect of the aggregation window on the recall for the Middlebury v3 dataset
using different window sizes for the image transform.
edges a human viewer is able to identify the image contents even on the low recall images.
Therefore the increase in the recall is not a determinant factor in the selection of the
aggregation window size. For the Middlebury v3 dataset, the best window combination is
7× 7 for the transform window and 5× 5 for the aggregation window. This combination
would produce a good trade-off between accuracy and computational load. It is important
to note that the effect of the similarity 𝜀 has not yet been taken into account. As shown in
Figure 3-6 the use of the similarity 𝜀 could increase the accuracy even for smaller transform
and aggregation windows. This effect will be explored in Section 3.3.2.3.
Figure 3-8 and Figure 3-9 show the average accuracy and recall for different aggregation
window sizes on the KITTI 2015 dataset. Although the maximum accuracy (94.6%) is
obtained by using a transform window of 17 × 17 and an aggregation window of 9 × 9
the difference between a transform window of 7 × 7 and an aggregation window of 9 × 9
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Figure 3-8: Effect of the aggregation window on the accuracy for the KITTI dataset using
different window sizes for the image transform.
(accuracy of 92.9 %) is less than 2%, the latter being around 4 times faster. This could
be explained by the fact that larger window sizes produce bit strings large enough for
differentiating the pixels in the search range. All of this with a similarity 𝜀 = 0. The
figure also shows that a similarity value could yield an increase in accuracy even for
smaller window sizes which would require less computation. This effect will be explored
in Section 3.3.2.3.
As for the Middlebury v3 dataset, large aggregation window sizes increase the recall,
but low recall images still allow the identification of the contents by a human viewer.
Therefore this is not a determinant in selecting the window size.
As one of the main goals of this thesis is to produce a system which is computationally
efficient in an embedded system, it is highly important to use the smallest transform
window and aggregation window possible without compromising the overall accuracy of
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Figure 3-9: Effect of the aggregation window on the recall for the KITTI dataset using
different window sizes for the image transform.
64
3.3. Evaluation Chapter 3. TCT and CRT
5 6 7 8 9
0.1
0.2
Aggregation window size
T
im
e
(s
.)
Description
5 6 7 8 9
0.8
1
1.2
Aggregation window size
Cost volume
5 6 7 8 9
0.8
1
1.2
1.4
Aggregation window size
Sum
CT 5× 5 CT 7× 7 TCT 5× 5 TCT 7× 7
Figure 3-10: Running times for different transformation and aggregation windows of the
TCT on the KITTI dataset.
the system.
Figure 3-10 shows the resulting running times for the calculation of descriptors and
cost volume on the KITTI dataset. The time for performing the search of the best match is
not included as this stage happens after the cost computation has been computed. After
analyzing the effect of the window sizes, a transform window of 5 × 5 and aggregation
window of 7× 7 were selected due to the decrease in the computing time while losing only
5% accuracy in comparison to a transform window of 17× 17 and aggregation window of
9× 9. This combination of windows will be used for the remainder of this chapter.
Figure 3-10 shows that the calculation of the aggregation window does not impact
greatly on the running time when small transformation sizes are used. Large windows
increase the running time but they are not included in this plot as they do not produce
a significant increase on the accuracy of the resulting disparity maps as detailed in Sec-
tion 3.3.2.2.
3.3.2.3 Effect of the Similarity Threshold on the TCT
The similarity measure 𝜀 of the Thresholded Census Transform allows the detection of
pixels with a high gradient. It is to be expected that the value of this threshold would
affect the performance of the TCT and its edge detection capability.
In order to test the effect of the similarity threshold 𝜀 of the TCT, it was evaluated
on the Middlebury v3 and KITTI 2015 datasets. The similarities 𝜀 shown are located in
the interval [0, 20]. Similarity values larger than this (𝜀 > 20) produced a lower accuracy
and a drop on the recall. These images contained only few matched pixels making it
impossible for a human to determine its contents. No confidence information is used in
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Figure 3-11: Effect of the similarity 𝜀 on the TCT.
this evaluation.
Figure 3-11 shows the effect of the similarity 𝜀 on the accuracy of the TCT for different
transform and aggregation window sizes. The figure shows that use of the similarity 𝜀 can
increase the accuracy by up to only 5% for the KITTI 2015 dataset. After analyzing the
images it was found that erroneous pixels obtained with the Census Transform located on
high texture areas are also erroneous for the TCT irrespective of the similarity value 𝜀. In
consequence, although the TCT is able to reduce the search space and produce accurate
disparities for pixels located along the edges, the overall number of obtained disparities
is decreased. As the number of erroneous pixels is kept almost constant for different
similarity values 𝜀 the overall accuracy is decreased. Figure 3-12 shows this behaviour for
one of the images in the KITTI 2015 dataset. The erroneous pixels (red) are the same for
both images.
The maximum accuracy on the KITTI 2015 dataset is obtained by using a similarity
𝜀 = 4 for the tested transform and aggregation window sizes. For the Middlebury v3 this
maximum accuracy is obtained by using a similarity of 1 which means the similarity value
does not really produce an increase in accuracy with respect to the Census Transform.
It is important to note that when 𝜀 = 0 the TCT produces the same bit-strings as the
Census Transform. If the resulting bit-strings of the TCT are used as masks for 𝜀 = 0 the
accuracy is only increased by less than 1% for 𝜀 = 0 with respect to the Census Transform.
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Figure 3-12: Sample disparity maps obtained by using the Census Transform (top) and
TCT with 𝜀 = 15 (bottom). Although some regions with low texture were removed by
the TCT, most of the erroneous pixels (red) in highly textured areas remain the same for
both images.
3.3.2.4 Edge Detection Capability of the TCT
The similarity value of the TCT behaves as a threshold on the gradient of the pixels in the
window as described in Section 3.2.1. This behaviour enables the detection of image edges
without requiring a separate step for edge pixels identification. This is important because
image edges allow representation of the image contents in a compact way. It is to be
expected that an image has only a few edge pixels compared to the total number of pixels
in the image. By using this edge information it is possible to reduce the computation load
as only a few pixels would need to be matched.
In order to test the edge detection capability, the edges identified by the TCT are
compared against two state-of-the-art edge detectors, the Canny edge detector [140] and
Edge Drawing Parameter Free (EDPF) [141], [142]. The results are shown in Figures 3-13
and 3-14. The accuracy is computed as a ratio of the number of edge pixels detected by
the TCT which are marked as edges by Canny or EDPF. Although it can be seen that
recall is decreased with the similarity value 𝜀, by analyzing the images it was found that
the edges detected by the TCT are located in a distance of 2 pixels in average from the
edges detected by Canny and EDPF. Figure 3-15 shows that nearly all the edges detected
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Figure 3-13: Canny edges detected by the TCT for different window sizes.
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Figure 3-14: EDPF edges detected by the TCT for different window sizes.
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Figure 3-15: Pixels masked by the TCT using a similarity 𝜀 = 15. The pixels in red are
the edges detected by Canny (left) and EDPF (right). Pixels in white are the pixels which
obtain a TCT string with at least one value different from zero. Black pixels correspond
to zero-strings on the TCT.
by the TCT are located within a close distance to the edges. As this thesis does not aim to
create an edge detector but to use edges to reduce the search space on a stereo-matching
approach no further processing is done to find the right location of the edge.
3.3.2.5 Analysis of the Effect of Confidence Measures
The last parameter to test in the stereo-matching approach is the threshold to apply to the
match confidence. In order to test this, different values were explored in conjunction with
the parameters of the CT and TCT identified above as producing the maximum accuracy.
A transform window 5× 5 and aggregation window of 7× 7 are used for both the CT and
the TCT. A similarity value 𝜀 = 4 is used for the TCT.
Figure 3-16 shows the effect of the confidence threshold applied to the Census Trans-
form and the Thresholded Census Transform. The confidence values are in the interval
(0, 1]. It can be seen that large confidence values produce a drop on the recall as only a few
matches produce a confidence close to 1. For the remainder of this chapter, a confidence
threshold of 0.1 is selected as it produced an increase in the accuracy close to 5% without
producing a large drop in the recall.
3.3.3 The Complete Rank Transform
As the Complete Rank Transform was originally proposed for the calculation of optical
flow no evaluation of its descriptive power is available in the stereo-matching context.
Therefore as part of this thesis its behaviour is analysed using the same local stereo-
matching approach described in Section 3.3.1. As the CRT produce descriptors with
integer values in the range [0−𝑚𝑛] for a window size 𝑚×𝑛 the SAD dissimilarity metric
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Figure 3-16: Effect of the confidence measure on the TCT and CT.
is used due to its computation speed.
First the effect of the window size is analysed. For this, the used window sizes 𝑚× 𝑛
are set to be in the interval [3, 30]. Figure 3-17 shows the results of the evaluation of
the window size on the Middlebury v3 and KITTI 2015 datasets. It can be seen that for
a window size of 15 × 15 the accuracy and recall present a maximum for both datasets.
Similar to the CT and TCT, larger windows lose accuracy due to the borders smoothing
effect created by a large window.
The effect of the use of aggregation windows on the CRT is analysed in the same
manner as for the TCT. Figure 3-18 shows the result of applying different aggregation
window sizes along with different transform windows. No confidence information is used.
This figure shows that an aggregation window of 3 × 3 along with a transform window
of 11× 11 produced results with an accuracy similar to larger transform windows on the
Middlebury and KITTI datasets. This behaviour is also presented in the recall of obtained
70
3.3. Evaluation Chapter 3. TCT and CRT
5 10 15 20 25 30
0
20
40
60
80
100
Window size
A
cc
ur
ac
y
(%
)
Middlebury v3
5 10 15 20 25 30
0
20
40
60
80
100
Window size
A
cc
ur
ac
y
(%
)
KITTI
5 10 15 20 25 30
0
20
40
60
80
100
Window size
R
ec
al
l
(%
)
Middlebury v3
5 10 15 20 25 30
0
20
40
60
80
100
Window size
R
ec
al
l
(%
)
KITTI
Complete Rank Transform
Figure 3-17: Effect of the transform window size on the accuracy of the CRT.
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Figure 3-18: Effect of the aggregation window size on the accuracy of the CRT.
disparity maps. A small transform window would translate into fewer operations required
for the transform computation. Therefore for the remainder of this thesis the combination
of a transform window of 11 × 11 along with an aggregation window of 3 × 3 is used for
disparity calculation.
As can be seen in Figure 3-19 the window size has a large effect on the computation
time of the CRT. This is caused by the calculation of the rank of every pixel in the
transform window. As detailed in Section 3.2.2 the estimation of the rank for one pixel
requires to know the number of pixels with smaller intensity. Although this procedure
could be speeded up by using counting sort [143], the resulting computation time limits
its applications in real-time scenarios when a dense approach is used.
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Figure 3-19: Timing on the calculation of the Complete Rank Transform descriptor.
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Figure 3-20: Comparison of the CT, TCT, CRT and intensity window on the Middlebury
v3 dataset. The accuracy is computed for pixels with a disparity error ≤ 1.
3.3.4 Descriptors Comparison
After identifying the best parameter combination for each of the descriptors, the obtained
disparity maps are compared. The average results on the Middlebury v3 and KITTI 2015
dataset are shown in Figure 3-20. The table shows the average end-point error which
is the difference between the obtained disparities and the ones provided by the ground
truth. The running time is the time required for calculating the descriptors, cost volume
and matching. It can be seen that by using the TCT it is possible to obtain the same
accuracy as in the CT whilst reducing the running time. This reduction in the running
time is due to the masking of zero bit-strings which correspond to uniform areas.
Figure 3-22 shows sample disparity images obtained for the KITTI 2015 dataset using
each of the compared pixel descriptors. These images show that by using the TCT the
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Figure 3-21: Comparison of the CT, TCT, CRT and intensity window on the KITTI 2015
dataset. The accuracy is computed for pixels with a disparity error ≤ 3.
obtained disparity maps only have values for pixels located around image edges or in
highly textured areas. This characteristic is desired for systems based on edge information.
Although the disparity maps obtained by the TCT have lower density when compared to
the ones obtained by the CT they contain only information around image edges and highly
textured images, whereas it is impossible to discern the location of the obtained disparities
on the CT without using further information. Although the accuracy is decreased for large
similarity values, the TCT disparity maps contain mostly pixels around the image edges
ignoring texture in the image. The sample image in Figure 3-22 shows that a human
would be able to distinguish the image contents of the disparity image obtained by the
TCT even though it is less dense when compared to the CT. As this thesis is focused on
the use of edge-based disparity maps this is a desirable result.
The CRT can produce highly dense regions in the inner areas of the objects. This
is due to the low number of changes in the ordering of the pixels on the object surfaces.
Although recall is high, the time required for calculating the disparity maps is also high,
as a large number of computation windows are required. Large transform windows require
sorting all of the pixels in the window to calculate the rank of each of them. This operation
takes a long time to compute. Additionally, large windows produce long strings increasing
the cost computation time. This long computation time limits its application in real-time
systems for dense approaches.
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Figure 3-22: Sample images from the KITTI 2015 dataset.
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An intensity window of size 11 × 11 with aggregation window of size 3 × 3 and SAD
cost is included for reference, showing the lowest accuracy of the comparison with a large
running time. This points to the efficiency of binary-based representations, namely the
CT and TCT.
3.4 Discussion
This chapter introduced a new pixel descriptor and evaluated its performance on the Mid-
dlebury and KITTI datasets. Additionally the Complete Rank Transform was evaluated
for the first time in the context of the stereo-matching problem using a dense area-based
approach. The proposed descriptor, the Thresholded Census Transform inherits the ro-
bustness to lighting conditions from the Census Transform and additionally it is able to
identify areas of low texture without additional processing.
As was shown in the previous sections, the TCT succeeded in reducing the overall
matching time for a local stereo-matching approach. This reduction in the matching
time was obtained by avoiding the computation of cost values for low texture regions by
reducing the search space at the matching stage without a significant loss in accuracy.
Additionally, the obtained disparity maps contain information only from pixels which are
located around image edges.
The Complete Rank Transform showed a higher accuracy and recall than the CT and
TCT at the cost of an increased computation time. As the first step in a local stereo-
matching approach is to compute the descriptors for all of the pixels in the image, the
increased computation from the CRT limits its application in real-time systems for local
stereo-matching approaches.
Further research on the TCT would include the use of an adaptive similarity threshold
𝜀 according to the image contents. Also, it would be interesting to identify the effect of
sparse and non-square windows like the ones proposed in [44]. Although they may increase
the resulting accuracy, its study is out of the scope of this thesis. Additional research could
focus on converting the TCT into an edge detector.
Although the TCT showed a reduced computation time compared to the Census Trans-
form, the speed up of the local stereo-matching was not as impressive as expected. There-
fore a different approach for stereo-matching is presented in Chapter 4.
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Disparity by Simultaneous Edge Drawing
4.1 Introduction
Image edges are good candidates for extracting information from a stereo-camera for two
main reasons: (a) typical images usually contain only a small number of edge pixels, e.g.
image pixels in an outdoors scene typically represent less than 20% of the image pixels;
(b) edges contain sufficient information to represent the image semantics [130], [16], [131].
These two properties are desired in a low-resources stereo-matching approach, as a small
number of pixels translates into a small number of candidates at the matching stage.
As presented in Chapter 3 using edge pixels in a dense approach reduced the required
number of computations. It is expected that by using an approach which relies highly
on edge pixels the number of computations could be decreased. Therefore this chapter
introduces a new method for low-level disparity estimation. This method produces sparse
disparity maps based on image edges. The method works by extending the principles of
Edge Drawing (ED), a fast and accurate edge detector. The extended version produces
disparities for edge pixels at almost the same cost as running the edge detector on both
images independently. This results in fast and accurate disparity values which additionally
include connectivity information, a characteristic which could be used in higher level scene
recognition algorithms. Figure 4-1 shows the areas of the stereo-matching process where
the proposed approach makes a contribution.
It is important to note that the edges used in this thesis are not restricted to any
particular shape. This allows the representation of a large number of objects, in contrast
to approaches based on straight lines which can represent only a few of the structures
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Figure 4-1: Areas of the stereo-matching process contributed (blue) by the proposed ap-
proach. SED changes the way the edge-features are used for stereo-matching by propa-
gating the disparities while the edges are detected.
found in a typical outdoor scene like [16], [21], [18], [144], [51].
This chapter is structured in the following way: first the edge detector ED is described
as it is used as a base for the proposed algorithm. Then the proposed disparity extractor
is presented. After this the disparity extractor is evaluated on the Middlebury v3 and
KITTI 2015 datasets and the results of the evaluation are presented and compared with
other state-of-the-art methods for disparity extraction based on edges.
4.2 Edge Detection by Edge Drawing
After reviewing the literature on approaches for using edges for stereo-matching and edge
detection, only one was found to "navigate" along the image gradient to create ordered
chains of consecutive edge-pixels. The principle of this approach seemed suitable for the
propagation of disparities along the image edges. This edge detector is Edge Drawing
(ED) proposed by Topal, Akinlar, and Genc [142], [145]. Although other edge detectors
like Canny [140] are able to detect the image edges accurately and quickly, they tend to
produce non-connected edge pixels [142] and therefore they are not suitable for disparity
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propagation.
The principle behind the Edge Drawing (ED) edge detector is to imitate the behaviour
of a child joining the dots in an image [142], [145]. This edge detector has four main stages:
noise-removal, computation of image gradient magnitude and direction, identification of
anchor points and a smart routing procedure for performing the edge localization and
linking.
The noise removal step is common to most image processing approaches. It convolves
the image with a kernel in order to blur the noisy pixels. Topal, Akinlar, and Genc [145]
used a Gaussian kernel of size 5×5 with 𝜎 = 1 for performing the noise removal. Although
other noise removal approaches exist in the literature, this is commonly used due to its
high speed and low computational complexity.
The image gradient provides crucial information for the detection of the image edges.
Topal, Akinlar, and Genc showed that ED was able to perform well using any gradient
operator, i.e. Sobel, Prewitt, Scharr, etc. and selected Prewitt due to its low complexity
[145]. The direction of the edges is set according to the gradient orientation. If the gradient
𝐺(𝑥, 𝑦) is horizontal, it means that a vertical edge passes through pixel (𝑥, 𝑦), and vice
versa.
The anchor points are defined as pixels with a high probability of being edge pixels.
As pointed out by Topal and Akinlar, approaches for feature point finding could be used
for extracting the anchors but they are computationally complex. Instead, non-maxima
suppression produced good anchor points in an efficient way in [142]. Topal, Akinlar, and
Genc used non-maxima suppression in the direction of the gradient to identify the peaks,
i.e. if a pixel has a gradient higher than both of its neighbours it is marked as an anchor.
The anchor points are seeds for starting the smart routing procedure, in order to decrease
the number of seeds, the image is scanned at intervals 𝑠 i.e. every one out of 𝑠 lines is
processed; as it is expected that multiple anchor points would be found on each edge.
After the anchor pixels have been identified, the Edge Drawing algorithm applies a
smart routing procedure in order to connect the anchor points and obtain the chains of
edge pixels. This smart routing procedure moves from an anchor point using the gradient
information until the next anchor point in the edge is reached. This is performed until
there are no more candidate pixels or a previously linked pixel is found. The smart routing
procedure is illustrated in Algorithm 4.1 taken from [142]. Starting at the location (𝑥, 𝑦)
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the neighbours on the left (𝑥 − 1, 𝑦 − 1), (𝑥 − 1, 𝑦) and (𝑥 − 1, 𝑦 + 1) are tested and the
one with the maximum gradient is picked. A similar approach is applied for the right, up
and down directions. Only the tested neighbours are updated, i.e. if the linking is on the
right the tested neighbours are (𝑥+ 1, 𝑦 + 1), (𝑥+ 1, 𝑦) and (𝑥+ 1, 𝑦 − 1).
Algorithm 4.1 Linking on the left of an anchor at (𝑥, 𝑦). [142]
Symbols used:
(𝑥, 𝑦): Processed pixel
𝐺: Gradient map
𝐷: Edge direction map
𝐸: Edge map
function Go_Left(𝑥,𝑦,𝐺,𝐷, 𝐸)
while (𝑥, 𝑦) is in the gradient map, not linked and is horizontal do
Mark 𝐸(𝑥, 𝑦) as linked
if 𝐺(𝑥− 1, 𝑦 − 1) > 𝐺(𝑥− 1, 𝑦) and
𝐺(𝑥− 1, 𝑦 − 1) > 𝐺(𝑥− 1, 𝑦 + 1) then
𝑥← 𝑥− 1
𝑦 ← 𝑦 − 1 ◁ Up-left
else if 𝐺(𝑥− 1, 𝑦 + 1) > 𝐺(𝑥− 1, 𝑦) and
𝐺(𝑥− 1, 𝑦 + 1) > 𝐺(𝑥− 1, 𝑦 − 1) then
𝑥← 𝑥− 1
𝑦 ← 𝑦 + 1 ◁ Down-left
else
𝑥← 𝑥− 1 ◁ Straight left
end if
end while
end function
The smart routing procedure produces one-pixel wide continuous chains of pixels which
correspond to the image edges. This chain of pixels is obtained without requiring any
further processing, resulting in a very efficient and accurate approach for edge detection.
This characteristic is exploited in the current thesis to propagate the disparity values
across the stereo pair.
4.3 Related Work
The efficiency of the use of image edges for estimating disparity maps has been attractive
to different researchers as shown in Chapter 2. The approaches for edge-based stereo-
matching can be classified according to the geometry of the edge into: straight line based
and curve based.
Straight line based approaches assume the edges in the image could be described
by using only straight lines. When a curve is found by these approaches, the curve is
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divided into segments fitted by straight lines. Although edges of this kind have been
used successfully to calculate disparity maps for indoor scenes [21], [19], outdoor scenarios
contain only a small number of straight lines resulting in disparity maps unable to represent
the image semantics as can be seen in the results from [144], [51], [16] and [18].
Curves on the other hand are able to fully represent the image semantics at the cost
of an increased complexity in the matching. Approaches used for matching curves can
be divided into edge-segment matching, edge-pixel matching and 3D fitting. Edge seg-
ment matching approaches obtain a descriptor for the whole edge or sub-segments, then
they are compared across the stereo-images. Edge-pixel matching approaches calculate
a descriptor for every edge-pixel and then the edge pixels are matched individually. 3D
fitting approaches use information from the cameras to obtain a 3D relationship between
the curves, then the re-projection error is minimized across the stereo-pair.
Edge segment matching approaches are sensitive to the results of the edge detector
used, as seen in [49], one edge in the left image could result in multiple edges on the right
image of the stereo-images. This could be a problem for the calculation of the disparity
of each edge pixel and result in ambiguous matches.
Edge-pixel matching approaches have proven to be successful in calculating disparity
maps. These approaches are similar to pixel-based stereo-matching approaches. A de-
scriptor is computed for every edge pixel and then it is matched across the stereo pair
using a local approach or Dynamic Programming [61], [28], [54], [146], [146], [55]. These
approaches then use the edge connectivity information to identify wrong matches and
identify edges created by object boundaries. As the matching is performed across the
scan-line, these processes are usually fast and require low resources.
3D fitting approaches have proven to be successful at accurately estimating the geom-
etry of the 3D objects, which produce the edges, but they are sensitive to the location of
the end-points [147], [17] resulting in only few matched edges. Approaches which are able
to add robustness to the location of the end-points are computationally complex [22], [57]
and therefore slow to compute.
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Figure 4-2: Pipeline of the Disparity by Simultaneous Edge Drawing algorithm.
4.4 Proposed Disparity Estimator
As the goal of this thesis is to produce disparity maps which can be implemented on an
embedded platform the approach used must be low in resource consumption. Image edges
are able to fully represent the image semantics, therefore the state-of-the-art was reviewed
to identify the most suitable approaches in an embedded environment. Although different
approaches for matching edges are available, they tend to be computationally expensive
or able to match only a subset of the image edges resulting in edges which do not fully
represent the image semantics. This suggests the need for a new disparity extractor which
is able to produce fast and accurate edge-based disparity maps using low resources while
still being able to represent the image semantics.
The proposed disparity estimator, which is named Simultaneous Edge Drawing (SED),
extends the Edge Drawing algorithm to run simultaneously across the stereo pair. By doing
this, there is no limitation imposed on the shape of the obtained edges. Therefore it is
suitable for outdoor scenarios that may present any kind of geometry e.g. trees and people.
The resulting algorithm allows the estimation of the disparity for edge-pixels at the cost
of running the edge detector over both images in the stereo-camera and matching a small
number of pixels. Figure 4-2 shows a schematic diagram of the proposed algorithm.
The Edge Drawing edge detector works by linking pixels starting on an anchor point.
The proposed extension to the Edge Drawing algorithm is as follows:
1. Perform the matching of the anchor points across the stereo-images using an area
based approach.
2. Modify the smart routing from ED to link the pixels simultaneously across the
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stereo-images.
Although simple, this approach will produce accurate disparities under the following
assumptions:
(i) Only one edge passes through each anchor point.
(ii) If two anchor points match, the edges passing through the matched anchor points
match.
(iii) The linking procedure follows the same edge at all the times.
(iv) The edges in the left and right images have the same number of pixels.
Assumption (i) is used in ED and is enforced by stopping the smart routing when a
pixel already linked is found. In this way, each edge-pixel could appear in at most one
edge. As anchor points are part of the edge, they are marked as linked, therefore they
cannot appear in more than one edge.
Assumption (ii) is enforced by assumption (i), as only one edge is allowed per anchor
point, the only way an edge could pass through an anchor point pair is if they are a match
too.
Assumption (iii) is not enforced explicitly and its effect on the resulting performance
is analysed in the evaluation section.
Assumption (iv) might not be true in most of the cases, especially on occluded edges
and edges with an angle close to zero. In order to avoid breaking it, the stopping criteria
breaks the linking when a pair of linked edges start to differ.
The proposed algorithm for disparity estimation by Simultaneous Edge Drawing has
the following stages: computation of the image gradients, edge orientation and edge candi-
dates map; identification of anchor pixels; anchor matching; simultaneous smart routing;
curve merging and length validation.
4.4.1 Computation of Image Gradients, Edge Orientation and Edge
Candidate Map
The image gradient is used for guiding the linking, it expresses the amount of change in
intensity horizontally or vertically. Pixels whose horizontal gradient is larger than the
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vertical gradient correspond to vertical edges, and vice versa. The edge candidate map
are pixels which are candidate to become an edge.
As in ED, blurring is applied to the input images in order to remove the noise. It is
applied by convolving the stereo-images with a Gaussian kernel with 𝜎 = 1 as it produces
good results in [145].
The computation of the image gradients 𝐺𝑥 and 𝐺𝑦 is performed by convolving the
images with Prewitt kernels 𝑃𝑥 and 𝑃𝑦 as in ED, i.e. 𝐺𝑥 = 𝑃𝑥 * 𝐼 and 𝐺𝑦 = 𝑃𝑦 * 𝐼 where
𝐼 is the input image. This is calculated on the left and right image of the stereo-images.
The Prewitt kernels are defined as:
𝑃𝑥 =
⎡⎢⎢⎢⎢⎢⎣
−1 0 1
−1 0 1
−1 0 1
⎤⎥⎥⎥⎥⎥⎦ and 𝑃𝑦 =
⎡⎢⎢⎢⎢⎢⎣
−1 −1 −1
0 0 0
1 1 1
⎤⎥⎥⎥⎥⎥⎦ (4.1)
The gradient magnitude 𝐺 is computed by using:
𝐺 =
√︁
𝐺2𝑥 +𝐺2𝑦 (4.2)
The edge orientation𝐻 at pixel 𝑝 is computed by comparing the vertical and horizontal
gradients 𝐺𝑦 and 𝐺𝑥:
𝐻 =
⎧⎪⎪⎨⎪⎪⎩
1 𝐺𝑥 < 𝐺𝑦
0 otherwise
(4.3)
This produces a value of 1 for horizontal edges and 0 for vertical edges.
The edge candidate map 𝐸 indicates the pixels which are candidate to become an edge.
It is computed by applying a threshold to the gradient magnitude for each pixel and for
each image in the stereo-images. The threshold is taken from [141], where only gradient
values obtained by quantization errors are removed. For the Prewitt kernel this occurs at
𝑡𝑔 = 8.48.
The Prewitt gradient could produce non-integer values, therefore in order to avoid
floating point operations, the gradient value is scaled to the range [0, 255]. This is per-
formed after the edge orientations and edge-map have been computed. Their computation
is not affected by the scaling.
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4.4.2 Identification of Anchor Points
Anchor points are pixels highly likely to be part of an edge, they are used for matching
and to start the simultaneous smart routing. After eliminating edge candidates which
might be produced by quantization error, the number of remaining candidates is large.
In order to identify robust anchor points, a Gaussian Scale Space is used for identifying
edge candidates present over different scales. The Edge Focusing algorithm presented by
Bergholm [148] is able to track edge pixels through the Gaussian Scale Space, therefore
it is used in this thesis for identifying the anchor points. The Edge Focusing algorithm
illustrated in Algorithm 4.2. A value of 𝜎MAX = 4 is taken as suggested in [148]. Larger
values would introduce an additional computational load due to the Gaussian blurring
and a loss in the number of recovered candidates.
Algorithm 4.2 The Edge Focusing algorithm.
Symbols used:
𝐼: Input image
𝜎MAX
function edge_focusing(𝐼, 𝜎MAX )
𝜎 = 𝜎MAX
while 𝜎 >= 1 do
Apply Gaussian blurring to 𝐼 using 𝜎.
Compute the pixels gradient and edge orientation using the blurred image.
Apply Non-Maxima suppression in the direction of the gradient.
𝜎 ← 𝜎 − 0.5
end while
end function
As in ED a scan interval 𝑠 is used to reduce the number of processed anchor points
resulting in a reduction in the number of required computations. The scale interval means
that the image is scanned at every 𝑠 rows, i.e. for 𝑠 = 1 every row is processed, for 𝑠 = 2
only one of every two rows is processed and so on.
Once the anchor points have been identified, they are sorted in descending order ac-
cording to the gradient magnitude as in ED [141] using counting sort [149].
4.4.3 Anchor Point Matching
In order to match the anchor points across the stereo-images, a local stereo-matching
approach is used. The probability that an image edge corresponds to an object boundary
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Figure 4-3: Location of the windows used for calculating the descriptor for an anchor 𝑎
(red). The yellow area represents the location of the window used to compute 𝜉1(𝑎) and
the blue area represents the location of the pixels used to compute 𝜉2(𝑎).
is high as weak edges created by texture are removed by the Scale Space [148].
It is important to note that the anchor point matching and the simultaneous smart
routing process are performed interactively i.e. one non-linked anchor point is taken and
matched and then the simultaneous smart routing is started. Only after the simultaneous
smart routing has been completed the next anchor point is matched. As it is highly likely
that one edge contains multiple anchor points, these anchor points are linked during the
simultaneous smart routing and get a disparity value. By doing this, the number of anchor
points required to be matched is decreased.
By assuming all the edges are located on image boundaries two descriptors 𝜉1(𝑎) and
𝜉2(𝑎) are computed for every anchor point 𝑎. Figure 4-3 shows the location of descriptors
𝜉1(𝑎) and 𝜉2(𝑎). Descriptor 𝜉1(𝑎) is located at the left of the anchor pixel 𝑎 (irrespective
of the orientation of the anchor) at a distance 𝑑𝑎 which guarantees that no pixel on the
other side of the edge is taken into account by the descriptor. Descriptor 𝜉2(𝑎) is located
on the right of 𝑎 at distance 𝑑𝑎 using the same principle. As different pixel descriptors are
available in the literature, a careful selection is presented in Section 4.5.1. Pixel descriptors
are computed on the input stereo-images without any processing.
The dissimilarity between descriptors is computed by using one of the measures pre-
sented in Section 2.2.2. As two descriptors are available per anchor point, a local approach
(see Section 2.2.3.1) is used for matching descriptors 𝜉1(𝑎) and 𝜉2(𝑎) independently. Then
the the minimum value of the dissimilarity of both descriptors is taken as the match cost.
Additionally, the orientation of the anchor points is used to reduce the number of candi-
dates, i.e. for a vertical anchor point, only vertical anchors are taken as candidates. A
similar approach is applied for horizontal anchors.
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Two confidence metrics are applied to identify spurious matches. The inverse 𝛽𝑃𝐾𝑅
confidence metric, Equation (3.7) is used for removing matches which might be caused by
repetitive structures. Additionally the maximum attainable cost ratio 𝛽𝑀𝐴𝑋 is used for
eliminating matches which present a high cost value.
The maximum attainable cost ratio 𝛽𝑀𝐴𝑋 is defined as a ratio between the minimum
cost (dissimilarity) found among the anchor candidates and the maximum cost (dissimi-
larity) for a given descriptor. This is expressed as:
𝛽𝑀𝐴𝑋 = 1− 𝑐1
𝑐𝑀𝐴𝑋
(4.4)
where 𝑀𝐴𝑋 correspond to the maximum dissimilarity which could be obtained by the
descriptor. For example, if a 3× 3 Census Transform is used as descriptor the maximum
dissimilarity occurs when the descriptors 00000000 and 11111111 are found. This would
result in a Hamming distance of 8, therefore 𝑐𝑀𝐴𝑋 = 8;
An LR-consistency check is applied as seen in Section 2.2.2 for identifying occluded
anchor points. By assumption ii, occluded anchor points would correspond to occluded or
partially occluded edges and therefore no simultaneous smart routing is performed.
4.4.4 Simultaneous Smart Routing
The anchor point matching provides a seed for the disparity of two matched edges across
the stereo-images while the smart routing used in ED is extended to propagate this dis-
parity along the edge pixels moving one pixel-pair at a time.
The smart routing from ED is an iterative procedure which takes as input an image
pixel and then it navigates over the image gradient to the next pixel on the same edge. By
doing this, it produces as output a chain of connected pixels belonging to the same edge.
Resulting edges are one pixel wide and well localized, as shown in [145], [142], [141].
In this thesis, the smart routing in ED is modified so as to link pixels across the stereo-
images. It takes as input a pixel pair and then by using the same principle from ED it
moves one pixel in each image of the stereo-images. The modified version of the smart
routing has the following stopping criteria:
(i) The next pixel to be linked in either of the images in the stereo pair is not in the
edge candidate maps 𝐸𝑙 and 𝐸𝑟 for the left and right image respectively, i.e. the
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thresholded gradient of the next pixel is zero.
(ii) A previously linked pixel is found.
(iii) The difference in disparity between a pair of consecutive linked pairs is larger than
a threshold 𝑡𝑑.
(iv) The difference on the 𝑦 location of the pixels is larger than an epipolar threshold 𝑡𝑒.
Stopping criteria (i) and (ii) are inherited from ED and verify against the edge candi-
date maps 𝐸𝑙 and 𝐸𝑟 and test against previously linked pixels. They avoid the addition
of pixels which are not edge candidates and the inclusion of one pixel into multiple edges
(assumption (ii)).
The simultaneous smart routing procedure follows edges one pixel at a time in a stereo
pair without any knowledge about the relationship of the followed edges. This would result
in the possibility of following wrong edges at edge crossings or when the wrong anchors
are matched. In order to avoid this the stopping criteria (iii) checks for the following
condition to be met:
|𝑑𝑐 − 𝑑𝑎| < 𝑡𝑑 (4.5)
where 𝑑𝑐 is the disparity at the pair of pixels being linked and 𝑑𝑎 is the disparity of the
matched anchors used as seed for the smart routing. This ensures that the edge is located
in the same disparity region as the matched anchors. In the case that an object spans
several disparity regions the missing edge pixels would be recovered by using another pair
of matched anchors as seed on a new run of the simultaneous smart routing.
In order to account for errors in image rectification and in the localization of the edges,
stopping criteria (iv) allows an epipolar misalignment up to threshold 𝑡𝑒:
|𝑦𝑙𝑐 − 𝑦𝑟𝑐 | < 𝑡𝑒 (4.6)
where 𝑦𝑙𝑐 corresponds to the vertical coordinate of the pixel 𝑝𝑙𝑐 being linked on the left
image and 𝑦𝑟𝑐 corresponds to the vertical coordinate of the pixel 𝑝𝑟𝑐 being linked on the
right image.
As in [145], [142], [141] it is not clear how to handle the changes in the orientation of
the edges in the smart routing procedure, Algorithm 4.3 describes the criteria applied in
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Algorithm 4.3 Procedure used to get the direction of the next pixel to be linked in SED.
Symbols used:
(𝑥𝑐, 𝑦𝑐): Current location.
(𝑥𝑙, 𝑦𝑙): Last pixel linked.
function GET_DIRECTION((𝑥𝑐, 𝑦𝑐), (𝑥𝑙, 𝑦𝑙), ℎ(𝑥𝑐, 𝑦𝑐))
if Pixel is horizontal then
if 𝑥𝑐 > 𝑥𝑙 then
𝐷𝐼𝑅𝐸𝐶𝑇𝐼𝑂𝑁 ← 𝑅𝐼𝐺𝐻𝑇
else
𝐷𝐼𝑅𝐸𝐶𝑇𝐼𝑂𝑁 ← 𝐿𝐸𝐹𝑇
end if
else ◁ Pixel is vertical
if 𝑦𝑐 > 𝑦𝑙 then
𝐷𝐼𝑅𝐸𝐶𝑇𝐼𝑂𝑁 ← 𝐷𝑂𝑊𝑁
else
𝐷𝐼𝑅𝐸𝐶𝑇𝐼𝑂𝑁 ← 𝑈𝑃
end if
end if
end function
this thesis. For an horizontal edge, if the last displacement was to the right, then the next
tested pixels are on the right, otherwise the next pixels taken into account are the ones
located at the left of the current pixel. A similar approach is applied for vertical edges,
if the last displacement was up, then the next tested pixels are above the current pixel,
otherwise the ones below the current pixel are tested.
Figure 4-4 illustrates the linking procedure started in the left direction for an hori-
zontal anchor. Taking the anchor point (red) as reference the pixel with the maximum
gradient among the three immediate neighbours in the left direction is selected i.e. 55
among {50, 55, 47} for the left image and 53 among {49, 53, 46} for the right image. This
process is repeated by taking as reference the new selected pixel. For the next iteration
the selected pixels are 50 among {47, 50, 45} and 49 among {43, 49, 43} for the left and
right image respectively. The next iteration selects 47 among {30, 35, 47} and 48 among
{29, 34, 48} for the left and right image respectively. In the next iteration there is a change
in orientation (from horizontal to vertical) so the neighbours to be tested are determined
by Algorithm 4.3. By applying Algorithm 4.3 the next direction for each image is 𝐷𝑂𝑊𝑁 ,
therefore the next selected pixels are 50 among {50, 48, 32} and 51 among {51, 46, 32} for
the left and right images respectively. This process is repeated until any of the termination
conditions is reached.
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(b) Right image
Figure 4-4: Example of the simultaneous smart routing in SED. The linking starts on the
anchor points on each image (red). Then it moves to the left one pixel at the time. For a
detailed analysis please refer to the text.
Similarly to ED, the linking procedure is started in the left and right directions for a
horizontal anchor and in the up and down directions for a vertical anchor and repeated
until any of the termination conditions is reached. Although not implemented in this
thesis, if sub-pixel accuracy is required, it could be easily computed using the gradient
information for fitting a curve and locating the edge at the sub-pixel level as in [150].
4.4.5 Curve Merging and Length Validation
The final stage of the disparity extractor is to merge the linked curves into long edge
segments. The smart routing could produce more than one chain of pixels for the same
edge. This occurs when the smart routing is stopped and the remainder of the edge is
recovered by starting the linking at another anchor point on the same edge. In order to
avoid these segmented edges, a simple merging strategy is applied. If two endpoints are
located within a radius of size 𝑟𝑚 and the difference in their disparities is smaller than
the threshold 𝑡𝑚, they are assumed to be the same edge and are merged. Gaps between
the merged segments could be filled by interpolation, although this is not implemented in
this thesis as the gaps are small.
The proposed algorithm outputs a set of chains of connected, well-localized points in
the form (𝑥, 𝑦, 𝑑) where 𝑥 and 𝑦 are image coordinates on the left image and 𝑑 is the
disparity at pixel (𝑥, 𝑦). These connected chains of points are able to represent the image
semantics. If required, by using the camera matrices, the points could be projected into
real world coordinates. This information could then be used for obstacle detection as
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shown in Chapter 5.
A final optional step is to keep only 3D curves with a minimum number of pixels. This
would get rid of small edges created by texture. For doing this a threshold 𝑡𝑙 is applied
which indicates the minimum length of the kept curves.
4.5 Evaluation
This section evaluates each of the parameters of the proposed algorithm. Simultaneous
Edge Drawing is evaluated using the Middlebury v3 [59] and KITTI 2015 [129] datasets.
The Middlebury v3 provides images with dense ground truth for indoor scenarios obtained
by structured lighting techniques. The KITTI 2015 dataset provides images with semi-
dense ground truth for outdoor scenarios obtained by a LIDAR system.
In order to obtain edge-based ground truth, the edges are located by Edge Drawing on
the left image from the stereo pair. Then the ground truth is dilated with a structuring
element of size 3× 3 and only the values at the edge pixels are kept as in [28].
The section is structured as follows: first the best pixel descriptor is identified for
matching the anchor points. Then the parameters of SED are evaluated to identify their
impact into the accuracy of the resulting algorithm. After the best parameters are selected,
SED is evaluated on the KITTI 2015 and Middlebury v3 datasets. As there are only a few
curve based approaches available, SED is compared against those proposed in [54], [151].
4.5.1 Anchor matching
The anchor points are identified by the Edge Focusing algorithm across the Scale Space
[148]. The correct matching of the anchor points is a crucial step in SED as it provides
the disparities which are propagated along the edges. The descriptor is chosen from the
ones robust to changes in illumination presented in Chapter 2.
The anchor points are matched by using a local stereo-matching approach. First the
anchor point descriptors 𝜉1(𝑎) and 𝜉2(𝑎) are computed at a distance 𝑑𝑎 = 𝑚𝑑/2+𝑚𝑎/2+1
from the anchor point using a descriptor window of size dw𝑚 × dw𝑛 and an aggregation
window of size aw𝑚 × dw𝑛. Figure 4-5 shows the location of the descriptors with respect
to the anchor point. Anchor descriptors are computed in the input images without noise
removal.
91
4.5. Evaluation Chapter 4. Disparity by SED
da
Figure 4-5: Distance 𝑑𝑎 between the centre pixel used to compute the descriptors 𝜉1(𝑎)
and 𝜉2(𝑎) and the anchor point 𝑎. The anchor point is shown in red, the window used for
descriptor 𝜉1(𝑎) and 𝜉2(𝑎) are shown in yellow and blue respectively.
As stated in Section 2.2.1.1 the Census Transform and the Complete Rank transform
are insensitive to changes in illumination. Therefore these descriptors are tested in this
thesis. Additionally, in order to compare the performance of these descriptors with others
used in the literature, an intensity strip is used as in [54] although it is not robust to changes
in illumination. The Thresholded Census Transform presented in Chapter 3 showed good
performance on identifying the edge pixels. Unfortunately it would produce zero strings
when computed on either side of the edge in low texture regions as is the case for a location
at an offset from the anchor point.
As only anchor points are matched (in contrast to all of the pixels in a dense approach)
the set of candidates differs from what is presented in Chapter 3. This could change
the performance of the pixel descriptors and therefore they need to be tested in this
new scenario. First the effect of the transformation window and aggregation window is
analysed. Then the effect of confidence metrics on the matches is tested. It is important
to note that at this stage all of the anchor points are matched, in contrast as when using
the simultaneous smart routing only a subset of the anchors is matched.
4.5.1.1 Window Size Analysis
The size of the transformation window and the aggregation window proved to have a high
impact on the accuracy of the matches in Section 3.3.2.1 and Section 3.3.2.2. In order
to test the effect of these windows on the matching of anchor points, different window
sizes are tested. Figures 4-6, 4-8 and 4-10 show the effect of these window sizes. For
the intensity strip descriptor no aggregation window is used as in [54]. No confidence
information is used at this stage. Only the LR-confidence test is applied to identify and
discard occluded anchors.
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Figure 4-6: Average accuracy, recall and running time for the Census Transform at different
window sizes for transformation and aggregation on the Middlebury v3 and KITTI 2015
datasets. The running time shown is for the KITTI dataset only as the image son the
Middlebury v3 datasets have different sizes.
Figure 4-6 shows the effect of the transformation and aggregation window sizes for
the Census Transform. It can be seen that using transformation windows larger than
9× 9 does not increase the accuracy considerably on the Middlebury and KITTI datasets
while the number of required computations is increased. This figure also shows that small
transformation windows get more benefit from the use of aggregation windows than large
transformation windows. The accuracy is peaked at 88.1% on the KITTI dataset by using
a transformation window of 15×15 and aggregation window of 7×7 running on an average
of 22.25 sec. Smaller windows could be used at the cost of a decrease in accuracy.
The best combinations of window size and aggregation window are summarized in
Figure 4-7.
For the recall, it can be seen that the use of aggregation windows do not have a
marked impact for window sizes larger than 9× 9. The decrease in the accuracy for large
transformation windows and aggregation windows on the Middlebury dataset is explained
by the presence of low texture areas in the images. These low textures would result
in similar census strings which could get matched wrongly by chance. Although these
matches could be identified by using confidence metrics they are not explored until the
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Figure 4-7: Summary of the best performing combinations of transformation and aggrega-
tion windows along with the time it takes to run the matching on a standard pc using the
Census Transform as pixel descriptor. The values are an average over the dataset. Acc.
and Rec. correspond to the accuracy and recall respectively. The running time shown is
for the KITTI dataset only as the images in the Middlebury v3 datasets have different
sizes.
following section.
By taking into account the number of required operations to perform the pixel descrip-
tion, it can be seen that the combinations of transform windows and aggregation windows
of sizes: CT 13× 13, agg 3× 3; CT 9× 9, agg 5× 5; CT 7× 7, agg 7× 7 required 1512,
2000, 2352 operations respectively and produced accuracies (Middlebury, KITTI) of (75
%, 85 %); (76 %, 86 %); (77 %, 87 %) for the Middlebury and KITTI datasets respectively.
The selection of the best fastest to compute combination of transformation window and
aggregation window depends on the hardware used.
Figure 4-8 shows the effect of using different window sizes for transformation and
aggregation on the Complete Rank Transform. Small transformation windows (3 × 3
and 5× 5) presented an increase in accuracy and recall by using aggregation windows as
more information is incorporated in the cost computation. Medium window sizes (7 ×
7, 9 × 9) do not get a marked increase in accuracy or recall by the use of aggregation
windows. Therefore for these window sizes it is better not to use aggregation windows.
Large transformation windows (11 × 11 and larger) obtained an increased accuracy by
using aggregation windows at the cost of decreasing the recall. This is explained as large
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Figure 4-8: Average accuracy, recall and running time for the Complete Rank Transform
at different window sizes for transformation and aggregation on the Middlebury v3 and
KITTI 2015 datasets. The running time shown is for the KITTI dataset only as the images
in the Middlebury v3 datasets have different sizes.
transformation windows may incorporate information which belong to different surfaces
when small objects are present in the scene. These wrong matches are rejected by the
LR-consistency check resulting in a reduced recall.
Regarding the number of operations and timing, the use of aggregation largely increases
the number of required computations. Therefore it is preferable not to use aggregation
windows. The best combinations of window size and aggregation window are summarized
in Figure 4-9. For the remainder of this chapter, a transformation window of 9×9 with no
aggregation window is selected as it results in a low number of operations while sacrificing
2% on accuracy on respect to a window size of 11× 11 which has a larger running time.
Figure 4-10 shows the accuracy and recall of an intensity strip. Although this approach
was able to obtain accuracies similar to the CRT and CT, it is expected that suffers from
sensitivity to changes in illumination as it is based on intensities and it is presented only
as reference. As the focus of this thesis is on depth extraction for obstacle detection,
the robustness to changes in illumination of the descriptors is not addressed. The reader
is referred to [25], [34] for extensive analysis on the effect of changes in illumination for
different pixel descriptors.
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Figure 4-9: Summary of the best performing combinations of transformation and aggre-
gation windows along with the time it takes to run the matching on a standard pc using
the Complete Rank Transform as pixel descriptor. The values are an average over the
dataset. Acc. and Rec. correspond to the accuracy and recall respectively. The running
time shown is only for the KITTI dataset as the images in the Middlebury v3 datasets
have different sizes.
Figure 4-11 shows the accuracy, recall and running time for the CT, CRT and intensity
strip using the best performing combination of windows for transformation and aggrega-
tion. This figure shows that the CRT outperforms the CT and the intensity strip on recall
meanwhile the running time is lower. For the remainder of this chapter the CRT with a
transformation window of 9× 9 is used as a pixel descriptor. This selection is based on a
trade-off between accuracy and required computations.
4.5.1.2 Confidence Analysis
As the accuracy of the obtained disparity maps is not 100%, confidence measures have to
be applied in order to decrease the number of wrong matches at the cost of decreasing the
recall. This decrease in the recall might be a problem for dense approaches. But for SED,
these matches are seeds for starting the pixel linking. The effect of the confidence metrics
on the matching of the anchors is analysed in the remainder of this section.
The 𝛽𝑃𝐾𝑅 confidence metric (see Equation (3.7)) has been shown to be able to get rid
of wrong matches caused by repetitive structures [65]. This confidence metric is used in
this thesis as these kinds of structures may be found on trees and footpaths. Figure 4-12
shows the effect on accuracy for different thresholds on this confidence metric. A threshold
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Figure 4-10: Average accuracy, recall and running time for an intensity strip of different
lengths on the Middlebury v3 and KITTI 2015 datasets. The running time shown is for
the KITTI dataset only as the images in the Middlebury v3 datasets have different sizes.
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Figure 4-11: Comparison of the average accuracy, recall and running times for matching
the anchor points using the CT, CRT and intensity strip. Acc. and Rec. correspond to
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window used for aggregation.
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Figure 4-12: Average accuracy and recall for the 𝛽𝑃𝐾𝑅 confidence metric using a Complete
Rank Transform of size 9× 9 without aggregation.
of 0.44 produced a maximum on the accuracy for the KITTI dataset at 88% accuracy and
43% recall. Although this corresponds to a 12% decrease in the recall, a human viewer is
still able to recognize the contents of the scene. For the Middlebury dataset the threshold
of 0.44 corresponds to 80% and 46% for accuracy and recall respectively which differ from
the maximum in less than 1%. The PKR confidence metric is used with a threshold of
0.44 for the remainder of this chapter.
Figure 4-13 shows the effect on the accuracy and recall of 𝛽𝑀𝐴𝑋 as confidence metric.
This metric proved successful in removing most of the wrong disparities appearing as
random points on the disparity images. The 𝛽𝑀𝐴𝑋 confidence metric presents a marked
decrease in recall as it gets close to 1. This occurs as only a few matches have a dissimilarity
of 0 due to differences in the cameras and noise. The confidence metric is able to increase
the accuracy up to 92% at the cost of decreasing the recall to 28% on the KITTI dataset for
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Figure 4-13: Average accuracy and recall for the 𝛽𝑀𝐴𝑋 confidence metric using a Complete
Rank Transform of size 9× 9 without aggregation.
a threshold of 𝑡𝑀𝐴𝑋 = 0.92. Disparity maps obtained by using this threshold 𝑡𝑀𝐴𝑋 = 0.92
are not recognizable by a human viewer. Alternately a threshold 𝑡𝑀𝐴𝑋 = 0.88 produced
an accuracy of 91% with a recall of 43% on the KITTI dataset resulting in disparity maps
recognizable by a human viewer. For the Middlebury dataset the accuracy and recall are
84% and 41% respectively using the threshold 𝑡𝑀𝐴𝑋 = 0.88. The 𝛽𝑀𝐴𝑋 confidence metric
is used with a threshold of 0.88 on the remainder of this chapter.
Figure 4-14 shows an example of the obtained disparity images with and without
applying the confidence metrics. It can be seen that the number of erroneous pixels
decreased considerably without affecting the ability for a human viewer to identify the
contents of the image. Table 4.1 shows the selected thresholds to apply for each confidence
metric. By combining both confidence thresholds the average accuracy is increased to 85%
and 93% on the Middlebury and KITTI datasets respectively. Meanwhile the resulting
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Figure 4-14: Sample disparity images with and without using confidence measures. The
top image is the obtained disparities without applying the confidence thresholds. The bot-
tom image is after applying 𝛽𝑃𝐾𝑅 and 𝛽𝑀𝐴𝑋 confidence measures. Red pixels correspond
to erroneous matches. The disparity is color-coded from low values (light-green) to high
values (blue). Black pixels correspond to non-matched or invalid matched pixels.
Confidence metric Threshold
𝛽𝑃𝐾𝑅 0.44
𝛽𝑀𝐴𝑋 0.88
Table 4.1: Selected thresholds for the accuracy metrics used in this thesis.
recall is 39% and 35% on the Middlebury and KITTI datasets respectively.
4.5.1.3 Discussion
The Complete Rank Transform of size 9 × 9 without aggregation resulted the in best
pixel descriptor for matching the anchor points of SED. The confidence metrics 𝛽𝑃𝐾𝑅 and
𝛽𝑀𝐴𝑋 were shown to increase the accuracy of the matches and the resulting images were
still recognizable by a human viewer. Although other combinations of descriptor sizes
could be used for matching the anchors they have a marked impact on the computing
time. The hardware utilized for the implementation would largely influence the selection
of transformation window and aggregation sizes. As an embedded environment is expected
for the algorithms used in this thesis, the resources are assumed to be minimal.
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Figure 4-15: Average accuracy, recall and ratio of matched anchors for different values of
the disparity and epipolar thresholds 𝑡𝑑 and 𝑡𝑒.
4.5.2 Simultaneous Smart Routing
After the anchor pixels have been matched, the simultaneous smart routing procedure is
evaluated on the Middlebury v3 and KITTI datasets. The simultaneous smart routing
procedure propagates the disparities from the matched anchor points along the image
edges producing chains of points in the form (𝑥, 𝑦, 𝑑) where 𝑥 and 𝑦 are coordinates in the
left image of the stereo-images and 𝑑 is the disparity corresponding to the voxel of the 3D
edge.
The parameters of the simultaneous smart routing procedure are: disparity threshold
𝑡𝑑, this indicates the amount of change in disparity allowed with respect to the matched
anchor used as starting point of the linking. Epipolar threshold 𝑡𝑒, this creates a tolerance
against errors in the vertical location of the edge which could be caused by non-perfect
image rectification.
Figure 4-15 shows the effect of thresholds 𝑡𝑑 and 𝑡𝑒 on the accuracy, recall and number
of matched anchors on the obtained disparity maps. This figure shows that there is no
significant advantage in the use of the disparity threshold 𝑡𝑑 on the accuracy and recall on
small values of 𝑡𝑒, whereas large values of 𝑡𝑒 obtain only a small improvement in accuracy
when using small values of 𝑡𝑑. For the recall and number of matched anchors any value
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Figure 4-16: Example of vertical misalignment on rectified images. The rear window
boundary is one pixel higher on the left image than in the right. The epipolar threshold
𝑡𝑒 adds tolerance to these kind of misalignments. Images at the top correspond to the
left and right views from a stereo-camera in the KITTI dataset. The bottom images
show a zoomed in region where due to aliasing the edges are located at different vertical
coordinates. These misalignments could also be produced by errors on the calibration,
rectification and camera drift.
𝑡𝑑 > 0 produce similar results.
The analysis of the epipolar threshold 𝑡𝑒 shows that there is a gain in recall by allowing
the linked pixels to have a vertical offset in their location at the cost of a small decrease
on accuracy. When the epipolar misalignment is allowed (𝑡𝑒 > 0), curves which do not lay
on the same 𝑦 coordinate (see Figure 4-16) may be linked.
By allowing these non-aligned curves to be linked, longer curves are produced resulting
in an increase on the recall and a reduction on the number of anchors required to be
matched. This decrease in the number of matched anchors translates into fewer required
computations. The downside of allowing these non-aligned pixels is that the pixels could
indeed be a wrong match resulting in a decrease in accuracy.
A reasonable trade-off between decrease in accuracy and number of matched anchors
could be found when 𝑡𝑒 = 1 which results in an accuracy of 80% and 91% for the Mid-
dlebury and KITTI datasets respectively with a recall of 52% and 50%. This compares
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to the accuracy of 85% and 93% and recall of 39% and 35% obtained on the Middlebury
and KITTI datasets respectively obtained when no epipolar miss-alignment is allowed.
The use of 𝑡𝑒 = 1 requires the matching of only 63% of the found anchors in the image
meanwhile, if the miss-alignment is not allowed 99% of the anchors needs to be matched.
As can be seen in Figure 4-15 𝑡𝑑 has no significant influence on the accuracy, recall
and number of matched anchors when 𝑡𝑒 = 1. Therefore in the remainder of this thesis
the disparity threshold 𝑡𝑑 is not used and the epipolar threshold is set to 𝑡𝑒 = 1.
4.5.3 Curve Merging and Length Validation
The stopping criteria of the smart routing could result in multiple short edge segments
instead of a long curve for a given edge. In order to obtain longer curves a simple curve
merging strategy is applied: if two end-points are located within a radius 𝑟𝑚 and their
disparity difference is within a threshold 𝑡𝑚 they are assumed to be the same edge and
are merged. If more than two end-points are located in the same radius, the first found
pair of endpoints with a disparity difference within threshold 𝑡𝑚 are merged.
In order to discard edges which might be created by texture elements, small edges are
discarded as in [152]. The minimum length of an edge is set to 1% of the length of image
diagonal in order keep it related to the image resolution.
The effect of the merging radius and length validation is shown in Figure 4-17. This
figure shows that by deleting small curves the recall is reduced. This reduction in the recall
is explained by small edges produced by texture elements which remained after applying
the Gaussian Scale Space or when the stopping criteria of the simultaneous smart routing
break the linking. The curve merging does not produce a change in accuracy but the recall
could be increased as small edges are joined into long segments which pass the final length
validation.
The merging threshold 𝑡𝑚 does not produce any change in the accuracy or recall of
the merged curves but it might allow the merging of non-related edges. In order to avoid
this the merging threshold is set to 𝑡𝑚 = 1 forcing the algorithm to take into account only
disparities which are in the same disparity region. The merging radius 𝑟𝑚 is set to 𝑡𝑚 = 5
as no marked increase in the recall is obtained with larger values.
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Figure 4-17: Average accuracy and recall for different values of 𝑟𝑚 and 𝑡𝑚 when only edges
longer than the 1% of the image diagonal are kept as in [152].
4.5.4 Scan Interval Speed Up
The scan interval 𝑠 is used in ED to reduce the number of obtained anchor points. The
anchor point matching is one of the most computationally intensive tasks from SED. As
real-time performance is required a reduction in the number of anchor points would lead
to a reduction in the overall computing time.
Figure 4-18 shows the effect of different values for the scan interval 𝑠. This figure
shows that by increasing the size of the scan interval the matching time is decreased. This
occurs as the number of available anchor points is decreased. A value of 𝑠 = 2 resulted in
a decrease in matching time of around 50% without affecting the accuracy. The reduced
recall is caused by the reduction small edges recovered. Values of 𝑠 > 3, although faster
to compute, produced disparity images in which a human viewer was unable to identify
the image contents. This is explained as horizontal edges not connected to verticals are
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Figure 4-18: Average accuracy and recall for different values of the scan interval 𝑠 inherited
from ED.
not recovered by large scan intervals. A value of 𝑠 = 2 produced a significant decrease in
the number of anchors without sacrificing the visual quality of the obtained images.
4.5.5 SED Stage Timing
This section presents the obtained timings for each of the stages of Simultaneous Edge
Drawing for the KITTI datasets. The Middlebury v3 dataset is not used in this timing
as the images have different sizes, and an analysis per image would be required. It is
important to note that no parallel processing, SIMD instructions or GPUs are used at this
stage. Therefore the running times could be improved even further by using these tools
when available
Table 4.2 shows that most of the time is spent on the computation of the gradient,
orientation, edge candidates and anchor points. Particularly, the edge focusing algorithm
[148] is the bottleneck as the scale space sampling and gradient computations require
image convolutions at each iteration. After this stage, the anchor matching is the second
most computationally expensive as the descriptors and dissimilarity measures must be
computed for the required anchors. The simultaneous smart routing which propagates the
disparity values is extremely fast as it is with ED. The total time includes all the required
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SED stages Time (ms)
laptop Raspberry Pi 2
Gradient, orientation, edge candidates and anchor points 128 3550
Anchor sorting 1 23
Anchor matching 61 1182
Simultaneous smart routing 4 53
Curve merging and length validation 5 78
Total (including memory allocations) 208 5011
Table 4.2: Time required for each of the stages of SED. Time is the average for the KITTI
dataset which contains images of around 1MPx resolution. The laptop implementation is
using only one core @ 2.1 GHz. The Raspberry Pi 2 implementation runs on only one
core @ 900 MHz.
memory allocations, initialization and copy vectors and matrices. Therefore it has some
overload in respect to each of the stages.
As the target application of the proposed algorithms are embedded systems, the timing
of SED is measured on the Raspberry Pi 2 Model B, resulting in a 10X reduction in the
computing speed. Although the obtained times are not real-time, 1 MPx were used for
the metrics. An embedded application typically uses lower resolution images, leading to
a reduction in running times.
4.5.6 State-of-the-art Comparison
Only a few available edge based disparity extractors are available in the literature, namely,
EBDP [28], EMCBR [54] and DP [82]. Table 4.3 compares the results obtained by SED
on the same image subset from the Middlebury dataset where EBDP and EMCBR are
tested. For DP [82] no information on the dataset is provided, therefore it is not compared
against SED.
In order to provide sub-pixel accurate disparities as in EBDP and EMCBR parabolic
fitting was applied to the edge location in order to locate the edge at sub-pixel level as in
[150]. Then the disparity is taken as the difference in the sub-pixel location of the edges
as in [28] and [54]. The parameters from SED are set as specified on the previous sections.
These values are as follows: 𝜎𝑀𝐴𝑋 = 4 for the edge focusing algorithm; scan interval
𝑠 = 2; the pixel descriptor is a 9 × 9 CRT with no aggregation; confidence thresholds
𝛽𝑃𝐾𝑅 = 0.44 and 𝛽𝑀𝐴𝑋 = 0.88; epipolar threshold 𝑡𝑒 = 1, merging radius and threshold
are set to 𝑟𝑚 = 5 and 𝑡𝑚 = 1 respectively.
Table 4.3 shows the comparison of the obtained results on the same images as provided
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Tsukuba Teddy Cones Venus Sawtooth Running
Matches Errors Matches Errors Matches Errors Matches Errors Matches Errors time (ms.)
SED (Thesis) 6178 10.9 % 9396 8.7 % 14188 7.7 % 8527 3.4 % 11694 7.2% 45 - 83, 1 core
EBDP 9920 7.6 % 11755 11.9 % 15155 5.4 % 11610 1.8 % 14614 2.7 % 60 - 85, 2 core
EMCBR 8550 8.8 % 10514 5.3 % 16147 5.3 % 11816 2.0 % 14202 2.4 % 20 - 45, 2 core
Table 4.3: Comparison between SED, EBDP and EMCBR.
in [28], [54]. This table shows that although the algorithm proposed in this thesis has a
slightly higher error for some images the running time is close to EBDP using only one
core. Figure 4-19 shows the obtained images by SED and EBDP. The images for EBDP
were taken from [28]. It can be seen that the increase in the error rate for SED is due to the
smaller number of detected edges as texture edges are ignored, whereas EBDP computes
disparity for texture edges.
4.5.7 Benchmarking
In order to benchmark the proposed Simultaneous Edge Drawing algorithm it was evalu-
ated on the Middlebury v3 and KITTI 2015 datasets. Table 4.5 and Table 4.4 show the
obtained results on the Middlebury v3 and KITTI dataset 2015 respectively.
Table 4.4 summarises the top 20 of the results on the KITTI dataset using only the
estimated disparities for evaluation. The table shows that SED is among the top-15 in the
ranking being the only one with a running time smaller than one second. without using
multiple cores or GPUs.
Table 4.5 summarises the top 7 of the entries on the Middlebury v3 dataset using
only the estimated disparities for evaluation. The input images were taken as full reso-
lution. This table shows that SED is the top performing method at the time of writing.
Additionally SED is the fastest approach not using GPUs or parallel processing.
4.5.8 Discussion
This section evaluated Simultaneous Edge Drawing for estimating the disparity maps from
stereo-images. The best combination of parameters was found experimentally using the
Middlebury v3 and KITTI 2015 datasets while performing a trade-off between accuracy
and running time.
The evaluation on the Middlebury v3 and KITTI 2015 datasets show that SED has an
accuracy similar to other state-of-the-art methods meanwhile the running time is signifi-
cantly lower while using only one thread for processing.
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SED (Thesis) EBDP
Tsukuba
Sawtooth
Teddy
Cones
Venus
Figure 4-19: Disparity results for SED (left) and EBDP (right). Green pixels have an error
threshold 𝜖 ≤ 1. Red pixels have an error threshold 𝜖 > 1. White pixels are unmatched
pixels. The images for EBDP were taken from [28]. The edges for SED are detected by
ED.
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Method D1-bg D1-fg D1-all Density Time Environment
Displets v2 3.00 % 5.56 % 3.43 % 100.00 % 265 s >8 cores @ 3.0 Ghz (Matlab + C/C++)
PBCP 2.58 % 8.74 % 3.60 % 100.00 % 68 s Nvidia GTX Titan X
SDM 2.56 % 10.25 % 3.65 % 62.56 % 1 min 1 core @ 2.5 Ghz (C/C++)
MC-CNN-acrt 2.89 % 8.88 % 3.88 % 100.00 % 67 s Nvidia GTX Titan X (CUDA, Lua/Torch7)
CNN-SPS 3.30 % 7.92 % 4.07 % 100.00 % 80 s GPU @ 2.5 Ghz (C/C++)
PRSM 3.01 % 10.52 % 4.26 % 99.99 % 300 s 1 core @ 2.5 Ghz (C/C++)
DispNetC 4.32 % 4.41 % 4.34 % 100.00 % 0.06 s Nvidia GTX Titan X (Caffe)
Content-CNN 3.73 % 8.58 % 4.54 % 100.00 % 1 s Nvidia GTX Titan X (Torch)
LPU 3.55 % 12.30 % 5.01 % 100.00 % 1650 s 1 core @ 2.5 Ghz (Matlab + C/C++)
SGM+CNN 3.93 % 10.56 % 5.04 % 100.00 % 2 s Nvidia GTX 970
EEL 3.85 % 11.16 % 5.07 % 99.99 % 5 s 1 core @ 2.5 Ghz (C/C++)
SPS-St 3.84 % 12.67 % 5.31 % 100.00 % 2 s 1 core @ 3.5 Ghz (C/C++)
MDP 4.19 % 11.25 % 5.36 % 100.00 % 11.4 s 4 cores @ 3.5 Ghz (Matlab + C/C++)
CNN-MS 3.89 % 13.28 % 5.45 % 100.00 % 3 min GPU @ TITAN X (Lua/Torch)
SED (Thesis) 4.90 % 8.29 % 5.74 % 4.02 % 0.68 s 1 core @ 2.0 Ghz (C/C++)
OSF 4.54 % 12.03 % 5.79 % 100.00 % 50 min 1 core @ 2.5 Ghz (C/C++)
OCV-SGBM 4.45 % 13.24 % 5.86 % 90.41 % 1.1 s 1 core @ 2.5 Ghz (C/C++)
CSF 4.57 % 13.03 % 5.98 % 99.99 % 80 s 1 core @ 2.5 Ghz (C/C++)
MBM 4.69 % 13.05 % 6.08 % 100.00 % 0.13 s 1 core @ 3.0 Ghz (C/C++)
PR-Sceneflow 4.74 % 13.74 % 6.24 % 100.00 % 150 s 4 core @ 3.0 Ghz (Matlab + C/C++)
Table 4.4: Results from SED on the KITTI 2015 dataset. The evaluation is performed
taking into account only the estimated pixels. D1-bg = outliers on background regions,
D1-fg = outliers on foreground regions, D1-all = outliers over all ground truth pixels. This
would place the proposed approach in the top 15 at the time of writing, being the only
one with a running time smaller than 1s. without the use of multiple cores or GPUs.
Name AvgAustrAustrPBicyc2ClassClassECompuCrusaCrusaPDjembDjembLHoopsLivgrmNkubaPlantsStairs
SED
(Thesis)0.26 0.38 0.31 0.28 0.22 0.2 0.36 0.13 0.15 0.28 0.72 0.22 0.21 0.19 0.2 0.2
R-NCC 0.39 0.24 0.64 0.34 0.05 0.09 0.66 0.24 0.13 0.42 0.33 0.19 0.76 0.53 0.2 0.88
ICSG 2.31 6.08 1.76 1.37 0.08 4.37 1.98 3.75 2.26 1.15 3 2.78 2.09 2.19 3.05 2.22
SGM 3.33 11.7 1.64 2.04 2.01 3.04 3.56 6.15 3.41 2.45 2.19 4.1 3.39 2.35 3.61 1.01
IDR 4.54 11 0.95 1.49 1.76 1.73 7.34 10.3 6.11 2.47 2.82 6.79 4.81 3.69 4.46 4.36
TMAP 5.96 8.83 1.78 2.77 3.63 8.49 6.21 9.46 6.79 2.23 7.88 8.72 8.32 6.93 6.18 6.36
SNCC 6.24 17.3 3.32 3.61 4.45 5.48 7.39 13.3 9.4 3.49 3.4 6.46 4.1 3.99 7.07 3.32
PMSC 6.87 3.46 2.68 6.19 2.54 6.92 6.54 3.96 4.04 2.37 13.1 12.3 12.2 16.2 5.88 10.8
INTS 7.29 12.9 2.09 3.81 4.28 10.6 6.78 12 7 3.04 6.69 12.4 9.4 8.37 6.42 13.2
SGM 7.29 20.7 2.62 3.58 4.11 7.62 8.79 16.3 6.9 3.38 4.78 10.8 7.62 5.76 7.06 6.03
Table 4.5: Results from SED on the Middlebury v3 stereo evaluation using only the esti-
mated pixels. The shown results correspond to the test set. The shown results correspond
to the percentage of pixels which an error larger than 2 disparities on non-occluded pixels.
These values are the default for the ranking.
4.6 Discussion
This chapter introduced SED, a new, fast and accurate approach for low-level stereo-
matching based on the principle of using the image edges to propagate the disparity from
a few matched points. The proposed approach was evaluated on the Middlebury v3 and
KITTI 2015 datasets in order to compare it to other state-of-the-art approaches. Although
other approaches exist for stereo-matching based on edge information, the proposed ap-
proach is able to provide edge-disparities with connectivity information and to be as fast
as approaches relying on the use of parallel processing.
The speed of SED relies on the reduction of the number of pixels matched by a search,
as only a fraction of the candidates anchor-points require to be matched. In addition to the
reduction in matches, SED also reduces the amount of required storage as it uses a point-
chain representation of the edges, in contrast to other approaches where the whole input
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images are stored. By using image-edges and an illumination-robust pixel descriptor SED
incorporates robustness to lighting conditions without any extra computation. Another
advantage of SED over other edge based approaches is the reduction of the number of
texture edges by using of the Scale Space to keep only the most important edges.
Further research on SED would improve the performance of the anchor detection and
the anchor matching as those were found to take 60% and 29% of the running time
respectively. An improvement in these stages would result in a considerable increase in
performance as the disparity propagation stage typically takes only 5ms on a 1 MPx
image. Additionally, the accuracy of SED could be increased by the early identification of
inaccurate matched anchors.
In summary, the high speed, state-of-the-art accuracy, compact representation and ro-
bustness to changes in illumination of SED open a new door to stereo-matching approaches
in constrained environments. Therefore the point-chains produced are used in Chapter 5
for fast obstacle detection.
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Edge-Based Stixels
5.1 Introduction
This chapter introduces a new approach for estimating stixels using as input edge-based
disparity maps. An image usually contains only a few pixels belonging to image edges [55].
This sparsity translates into a reduction of the required storage and a speed-up as only
edge-pixels are processed while incorporating more semantic and geometric meaning than
feature points [16]. Stixels allow an efficient 2D representation of the occupied and free
space around a mobile robot [153]. The possibility of extracting stixels from edge-based
disparity images is analysed in this thesis as it would allow a reduction in the required
storage and a speed up in the processing as only few pixels are processed in comparison
to dense approaches where all of the image pixels are used.
A stixel is a vertical rectangle in image coordinates with an associated disparity for
one of the 2D views of the stereo-camera. This middle-level representation allows the
identification of free and occupied areas in the 2D views from a stereo-pair. Stixels may be
represented by 5-tuples 𝑠 = (𝑥, 𝑦, ℎ, 𝑤, 𝑑). They represent the 2D projection of an obstacle
in a view from the stereo pair. This compact representation allows a reduction in the
required memory footprint compared to using a dense disparity map [153] for representing
the obstacles.
As presented in Chapter 2 stixels have been successfully used for identifying pedestrians
[154] and identifying traffic [153] at high frame-rates. Although effective, up to now they
have been obtained only from dense disparity images [121], [112] or by using a dense
cost-volume [115].
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Figure 5-1: Pipeline for the computation of stixels from edge-based disparity maps
The approach in the literature closest to the approach in this thesis is that proposed
by Benenson, Timofte, and Van Gool [115] where they reduce the computation time by
only matching pixels located around the high gradient areas to compute the disparity
and then use the gradients to locate the top and bottom boundaries of the stixel [115].
This approach, although effective and fast, has the limitation that no partial occlusion is
allowed as only one stixel may exist per image column.
In order to take advantage of the compact representation of edge-based disparity maps,
this chapter proposes for the first time an approach for estimating stixels using edge-based
disparity maps as input. This chapter is organised as follows: first, the proposed approach
for estimating stixels from edge-based disparity maps is presented. Second, the proposed
approach is evaluated on different datasets by using edge-based disparity maps obtained
from dense approaches and by using the output from the SED algorithm presented in
Chapter 4 and by taking the edge disparities from a dense disparity map obtained by a
Semi-Global Block Matching approach (see Section 2.2.3.3).
5.2 Stixels from Edge-based Disparities
Current approaches for the computation of image stixels use all of the image pixels to
estimate their location. This step is computationally expensive as it requires to compute
a dense disparity map or a dense cost volume. In order to cope with this limitation, a new
approach based on sparse, edge-based disparity maps is proposed in this thesis.
The proposed approach for estimating stixels from sparse edge-based disparities is
shown in Figure 5-1 and is as follows: First the ground plane is identified. Second, the
edge-disparities are divided into top/ground-planes. Then the edge-disparities not labelled
as top/ground-planes are segmented into obstacles. Finally the stixels are estimated by
112
5.2. Stixels from Edge-based Disparities Chapter 5. Edge-Based Stixels
Figure 5-2: Sample 𝑣-disparity image (right) from an edge-based disparity map (left).
using the edge-disparities belonging to the obstacles. This approach does not need the
computation of an occupancy grid as in [112] or assume there is only one obstacle per
image column as [115].
5.2.1 Ground Plane Identification
The ground plane is estimated by using the 𝑣-disparity image (see Section 2.3.1). Labayrade,
Aubert, and Tarel [93] proposed the 𝑣-disparity image to identify the ground surface from
a dense disparity map. They were able to detect the ground surface effectively assuming a
negligible camera roll. Kramm and Bensrhair [120] proposed an approach for computing
the 𝑣-disparity image from sparse point-based disparity maps obtaining promising results,
but this approach loses the semantic meaning of the scene. Additionally, [155] proposed
to use only the disparities at the local maxima in the intensities to obtain robustness to
changes in illumination but this work used a laser-scanner to detect the obstacles.
For this thesis the 𝑣-disparity image is computed by taking as input chains of edge-
disparities instead of a dense disparity image. The 𝑣-disparity image is computed as in
[93] but only those pixels which correspond to an edge-disparity are taken into account.
The use of edge-disparities translates into a speed up on the computation as only the
edge pixels are processed in comparison to the use of a disparity image. For example, if
640 × 480 images are used, the disparity image would contain 307, 200 pixels to process
whereas an edge-based disparity map has to process only a fraction of this. Figure 5-2
shows an example of the obtained 𝑣-disparity images.
It is assumed that the road is flat in order to validate stixel estimation but the approach
could be extended to non-flat roads similarly to [93]. The Hough transform is used to detect
the ground plane on the 𝑣-disparity image as in [93]. This allows the computation of the
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camera pitch 𝜃𝑔 and height ℎ𝑜 assuming negligible camera roll as in [93]. At the same time
a limit is set on the height ℎ𝑀𝐴𝑋 of the possible obstacles as in [120].
5.2.2 3D Points Segmentation
After the ground plane has been identified the 3D points are segmented by using the
𝑣-disparity image into one of three groups: ground plane, top plane or obstacles. Any
edge-point located below the ground line on the 𝑣-disparity image plus an offset ℎ𝑔 in
meters is taken as being part of the ground plane. Similarly any edge-point located above
the top-plane line in the 𝑣-disparity image is taken as being part of the top-plane. Any
other edge-point is assumed to be part of an obstacle.
After the obstacle-disparities have been identified, the 𝑢-disparity image is computed
by using only the obstacle-disparities (see Section 2.3.1). This is the first time a 𝑢-disparity
image has been computed by using only edge-points.
After the 𝑢-disparity image is computed, the labelling approach proposed by Iloie,
Giosan, and Nedevschi to identify pedestrians [101] is used to segment the edge-disparities
into obstacles. This labelling approach is an extension to connected components to allow
the use of custom neighbourhoods for identifying the connected pixels. As the 𝑢-disparity
image is a non-uniform representation of the depth, the custom size neighbourhoods are
required for the identification of obstacles at different depth levels. A small neighbourhood
is used for distant objects (small disparities) whereas a large one is used for close objects
(large disparities). Figure 5-3 shows the used neighbourhoods which are similar to those
used in [101].
As the 𝑢-disparity is obtained from the edge-disparities, the segmentation creates a
relationship between the obstacles in the 𝑢-disparity and the image edges i.e. each edge
gets assigned to an obstacle. This relationship allows the drawing of the obstacles on the
input images as shown in Figure 5-4.
5.2.3 Stixels Computation
After the edge-points have been segmented into obstacles, the stixels are computed as-
suming every obstacle touches the ground plane. Although this assumption could produce
false-positive obstacles, it allows the identification of obstacles which contain only a few
disparities.
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1/4 max disp
1/2 max disp
3/4 max disp
max disp
image width
Figure 5-3: Neighbourhoods used for the labelling approach of SED. The neighbourhoods
are taken from [101].
Figure 5-4: Edge-based disparity map (top) and the corresponding obstacle segmentation
on the 𝑢-disparity (middle) using the labelling approach from [101]. Each colour of the
segmentation image represents a different obstacle. As the 𝑢-disparity image is created
from the edges, the segmentation creates a relationship between the segmented obstacles
on the 𝑢-disparity and the image edges. This allows the drawing of each obstacle on the
stereo-imagess (bottom).
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The stixels are computed per obstacle by using all of the corresponding edge-points on
one of the views of the stereo-camera. For the remainder of the chapter, the processing
is performed using the left-view from the stereo-pair, but this could be performed on the
right view without requiring any modification to the approach. Only obstacles with at
least 𝑡𝑜𝑝 3D points are taken into account in order to remove possible noise and errors in
the computation of the edge-disparity images.
The steps identifying the stixels are performed for each obstacle independently as
follows:
1. Test if the obstacle has at least 𝑡𝑚 points. If it does not, the obstacle is discarded
and no further processing is performed.
2. Divide the left view of the stereo-camera into 𝑛𝑏 column-bands 𝑏𝑖 of width 𝑤𝑠. 𝑤𝑠
is the width of the stixels.
3. Identify the column-bands 𝑏𝑖 where each edge-point of the obstacle lies.
4. Compute the average disparity 𝑑𝑖 for each column-band 𝑏𝑖.
5. For every image column in each column-band get the top row (𝑦𝑡) for the edge-points.
6. Use the ground plane to compute row 𝑦𝑏 which corresponds to disparity 𝑑𝑖.
7. Create a stixel for each column-band taking as disparity 𝑑𝑖. The top left coordinate
is set as (𝑥𝑖, 𝑦𝑡) where 𝑥𝑖 is the image coordinate where column-band 𝑏𝑖 starts and
𝑦𝑡 is the mean top coordinate per column-band. The height of the stixel is taken as
the difference between 𝑦𝑏 and 𝑦𝑡.
This procedure results in a list of stixels which are able to represent every obstacle.
After all the obstacles have been processed, the stixels are drawn in the 2D view from
the left camera. Figure 5-5 shows an example of the obtained stixels superimposed on the
left-camera view.
5.3 Evaluation
The evaluation of the stixel estimation based on edge-disparities is performed on two
datasets publicly available, the 6DVision stixels dataset [65] and the dataset provided
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Figure 5-5: Sample view from the 6D Vision dataset with superimposed stixels on the left
view. The stixels are colour coded according to disparity from high (red) to low (blue).
.
by [156] (AEss-Pedestrians) [156]. To the author’s knowledge, the 6DVision dataset is
the only one providing ground truth for stixels. It provides 8964 stereo pairs taken from
car-on-road scenarios under different weather conditions such as sunny days, heavy rain
and low lighting. The dataset proposed by Ess, Leibe, Schindler, et al. from the Bahnhof
sequence provides 1000 stereo frames of crowded areas with manually annotated bounding
boxes for pedestrians taken from a set-up similar to a baby trolley.
In order to obtain edge-disparities, the approach presented in Chapter 4 is used as it is
able to produce chains of 3D points accurately and fast. The parameters for the proposed
Edge Stixels are kept constant through the experimentation with the exception of the top
plane height ℎ𝑀𝐴𝑋 which is set as ℎ𝑀𝐴𝑋 = 2.5 m for the 6DVision dataset and ℎ𝑀𝐴𝑋 =
1.8 is used for the AEss-Pedestrians dataset. This selection is according to the different
medium for acquiring images and the kind of obstacles provided in the ground truth. The
remaining parameters are: ground height ℎ𝑔 = 0.15 m to ignore small objects and noise
in the ground plane estimation. In the ground plane estimation, the implementation used
for the Hough Transform has three parameters, rho, theta, threshold which correspond to
the distance of the accumulator, the angle resolution and the accumulator threshold. The
values are set as: rho = 1px, theta = 𝜋/180, threshold = 30 as these values are suggested
by the author of the implementation and produced a small number of lines. Then the lines
are sorted by the number of votes and the one with the most votes and positive slope is
taken as the ground plane.
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Figure 5-6: Sample ground truth provided by the 6DVision dataset. The provided stixels
are only for certain regions of the image.
5.3.1 Evaluation on the 6DVision Dataset
Figure 5-6 shows an example of the ground truth stixels provided by the 6DVision dataset.
It can be seen that the stixels are located at few image locations. As the approach provided
in this thesis provides stixels for any possible obstacle found in the images, the stixels are
filtered out in order to keep only those stixels which lie on the same columns as the ground-
truth. Additionally, as it is possible to obtain more than one stixel per image column, only
the ones with maximum disparity are kept for each column. As stated [65], the ground
truth identifies the structures limiting the free space. Therefore false positive stixels would
contain a disparity larger than that provided by the ground truth.
Unfortunately during the evaluation it was found that the 6DVision dataset provides
disparities which might not be accurate. An example of this is shown in Figure 5-7. This
figure shows the left and right views from the stereo pair and marks an easily distinguish-
able region of the image. The coordinates on the left image are (828, 41) and in the right
image are (777, 41), this would result in a disparity of 51. Meanwhile in the provided
ground truth, the disparity of the corresponding stixel is set to 44.23. This difference in
the disparities could translate into a few meters in real world coordinates.
Due to these inaccuracies, this dataset was not used for the evaluation. If large error
thresholds are used, the results would be misleading and if the error thresholds are small, it
is not possible to discriminate between errors in the detection of the stixels or inaccuracies
in the ground truth. As reference, Figure 5-5 shows an example of the stixels obtained by
the approach in this thesis.
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41
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Figure 5-7: Example of a ground truth stixel with an inaccurate disparity. A highly
distinguishable area of the image is used as example. The shown image corner has a
disparity of approximately 51 whereas on the provided ground truth the corresponding
stixel has a disparity of 44.23. This error would place the obstacle further away than it
really is.
5.3.2 Evaluation on the AEss-Pedestrians Dataset
The stixels are evaluated on the AEss-Pedestrians dataset [156] using the Bahnhof sequence
as in [115]. This dataset does not provide stixel information, instead it provides bounding
boxes for pedestrians identified manually. In order to use this dataset for computing the
detection rate of the approach from this thesis the following methodology is used: obstacles
are marked as detected if the bottom of a stixel is found to coincide with the bottom of
a ground-truth bounding box measured at the middle. This approach is the same as that
used in [115].
The first step in the evaluation is the selection of the parameters for the computation of
the stixels. The first parameter to be selected is threshold 𝑡ℎ which is the minimum height
of an obstacle in meters. Figure 5-8 shows the effect of different values of 𝑡ℎ. This figure
shows that at a minimum height of 𝑡ℎ = 0𝑚 some ground pixels are taken as obstacles
resulting in false obstacles due to inaccuracies in the estimation of the ground plane. In
order to take into account these inaccuracies a value 𝑡ℎ = 0.10 is selected as it does not
impose a heavy assumption on the minimum height of the obstacles for the dataset. In
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(a) Left view. (b) 𝑡ℎ = 0.00 m. (c) 𝑡ℎ = 0.05 m.
(d) 𝑡ℎ = 0.10 m. (e) 𝑡ℎ = 0.15 m.
Figure 5-8: Stixels computed for different values of the threshold 𝑡ℎ. Small values of 𝑡ℎ
are more sensitive to inaccuracies in the disparities and the detection of the ground plane
resulting in the creation of non-existent obstacles.
general in the autonomous cars environment there is a distance larger than 0.1𝑚 between
the car bottom and the ground.
The remaining parameter to tune in Edge-Stixels is the minimum number of points
per obstacle 𝑡𝑜𝑝. Figure 5-9 and Figure 5-10 shows the effect of the threshold 𝑡𝑜𝑝 on the
detected stixels. Figure 5-9 illustrates how the number of false stixels decreases as the
threshold 𝑡𝑜𝑝 is increased. Figure 5-10 shows the detection rates for different values of 𝑡𝑜𝑝
at various levels of the absolute error between the bottom of the bounding boxes (provided
by the ground truth) and the stixels. Figure 5-10 shows that this approach is able to get
a recall above 90% with a threshold slightly below 20 pixels, whereas the approach from
[115] is able to get 90% at a threshold of 30 pixels (see Figure 5-11). This means that
the stixels obtained by the approach of this thesis are closer to the ones provided by the
ground truth. At an error threshold of 30 (which is selected as the best in [115]) the
approach from this thesis is able to get recall rates larger than 95% whereas the approach
of [115] gets only 90%.
It is assumed that the larger number of edge pixels per obstacle, the less likely the edge
pixels to be a product of aberrations. Therefore by increasing the minimum number of
edge pixels per obstacle it is expected that the number of false detected stixels is decreased.
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(a) Left view. (b) 𝑡𝑜𝑝 = 0 (c) 𝑡𝑜𝑝 = 5
(d) 𝑡𝑜𝑝 = 10 (e) 𝑡𝑜𝑝 = 15 (f) 𝑡𝑜𝑝 = 20
Figure 5-9: Effect of the threshold 𝑡𝑜𝑝 in the detection of false positive stixels. Large
values reduce the number of stixels created by small edges. Please refer to Figure 5-10 for
the error measurements at the different values of 𝑡𝑜𝑝.
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Figure 5-10: Rate of detected obstacles per absolute bottom error for different values for
the minimum point count per obstacle 𝑡𝑚.
121
5.3. Evaluation Chapter 5. Edge-Based Stixels
edge-stixels
csbp
fast-stixels
simple sad
Figure 5-11: Recall for detection of bounding boxes using different error thresholds for
the bottom boundary of the bounding boxes. Figure taken from [115] with the obtained
results (edge-stixels) overlapped. The recall of the proposed Edge-Stixels goes higher at a
smaller error threshold.
On the other hand, this increase in the minimum number of obstacle points would result
in a decrease in the recall as fewer stixels are being created. A trade-off must be applied
between the minimum number of obstacle points and the recall. A value of 𝑡𝑜𝑝 = 20 still
produces a recall larger than 95% at an error level of 30 pixels which is the baseline in
[115], therefore this value is selected for the remainder of the evaluation.
Figure 5-11 shows a comparison of the recall of the approach proposed in this thesis
and the results from [115]. It can be seen that the approach in this thesis is able to obtain
a higher recall rate at a lower error level. This is a desired quality as it means that the
proposed stixels are closer to the ground truth in comparison with the approach from [115]
for the AEss-Pedestrians.
The addition of a threshold for the minimum height for the obstacles adds robustness
to errors in the detection of the ground plane which results in the creation of zero-height
stixels. Figure 5-12 shows an example of these produced zero-height stixels. Figure 5-12a
shows zero-height stixels produced by the approach in [115]. As this approach does not
support multiple obstacles on the same column, the detection of zero height stixels results
in non-detected obstacles. Figure 5-12b shows that by applying a minimum height to the
obstacles these zero-height obstacles are avoided. Even if present, the approach in this
thesis is able to detect more than one obstacle per column therefore true obstacles are still
recovered.
As mentioned in Section 5.2.2 the obstacle segmentation keeps the connectivity rela-
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(a) (b)
Figure 5-12: Example of erroneous stixels detected by [115] are correctly identified by
the approach in this thesis. a) Figure taken from [115], it shows erroneous stixels with
zero-height (adjacent orange and yellow lines). b) No zero-height stixels are found in
the proposed approach. Obstacles on the boundaries are detected as long as edges with
disparities are present. For the lady on the b) it is detected as obstacle even though there
are stixels only on some sections of her body.
Stages Time (ms.)
Edge disparities 258.7
3D Point segmentation 9.8
Stixel Computation 0.2
Table 5.1: Average timing for each of the stages of the Edge-Stixels on the AEss dataset
[156].
tionship of the edges, therefore it is possible to represent this segmentation on the input
images as shown in Figure 5-13.
Table 5.1 shows the timing for each of the stages of the proposed stixels computation.
The timing is performed on a standard laptop using only one core @ 2.1 GHz. No SIMD
instructions are used in the implementation. This table shows the average over the entire
AEss dataset which consists of 999 stereo-images. The computation of the edge-disparities
is the slowest part as expected, whereas the obstacle segmentation and stixels computation
runs in less than 10ms.
5.3.2.1 Discussion
The AEss-pedestrians dataset presents challenging environments for a robot navigating
on a foot-path among pedestrians. The proposed approach was shown to obtain a higher
accuracy and recall in comparison to the approach from [115] which represents the state-
of-the-art.
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Figure 5-13: Sample image of the AEss-pedestrians datasets with the segmentation result-
ing from the approach in this thesis.
Compared to the approach in [115], the approach proposed in this thesis has the
following strengths:
∙ Support for more than one stixel per image column. In the approach presented
by [115] it is assumed there is only one stixel per image column. This assumption
becomes a problem when zero-height stixels are detected as in the examples in Fig-
ure 5-12. Zero-height stixels would result in possible obstacles not being detected
whereas in the approach of this thesis, even though zero-height or close to zero-height
stixels may be obtained, any other obstacles located in the same image column as
the zero-height are detected.
∙ Partial dependence on the accuracy of the identification of the ground plane. The
approach from [115] relies on the proper identification of the ground plane for com-
puting the disparity of the stixels and their location. In contrast, the approach in
this thesis uses the ground plane to filter-out ground pixels from the computation
of stixels. If the ground plane is inaccurately detected in the proposed approach, it
results in the creation of false stixels with small height which may be identified and
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discarded by applying a threshold on the minimum height of the obstacles.
∙ No dependence on GPUs of FPGAs for fast processing. The approach in this thesis
relies on the indirect use of geometric information for speeding up the processing,
thus avoiding the computation of unneeded data. In contrast, although the approach
in [115] also tries to minimise the used information, it still requires the solving of
several DP problems which take into account all of the image pixels and therefore
they require the use of GPU and multi-cores for achieving fast processing. The
approach in [65] relies on the use of FPGAs for computing the disparity maps at
high speed. This lack of a dependence on GPUs or FPGAs for fast processing enables
the easy implementation of the approach proposed in this thesis on an embedded
system where the resources are limited. It is important to note that the approach
from this thesis could also take advantage of GPUs or FPGAs, if available, providing
a further increase in speed but these implementations are out of the scope of this
thesis.
After analysing the obtained results, the main sources of error of the proposed approach
were identified as:
∙ Inaccuracies on the input edge-disparities. Inaccurate disparities obtained by the
stereo-matching would result in "flying" objects resulting in the creation of false-
positive stixels. Although the threshold 𝑡𝑚 reduces the effect of these wrong dis-
parities, some of those false-positive stixels are still present. These aberrations do
not appear over a sequence of frames, therefore tracking would help to reduce them
significantly.
∙ Inaccurate detection of the ground plane. The ground plane is used to determine
the bottom boundary of the stixels. For some cases, the line fitted to the ground
is not accurate, resulting in the incorporation of ground edges as obstacle edges.
By assuming the geometry of the ground changes smoothly (high frame rates would
result in small changes in the ground) it would be possible to carry information
between sequential frames in order to discard wrong estimations of the ground plane.
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5.4 Discussion
This chapter introduced a new approach for computing stixels from sparse edge-based
disparities. The proposed approach showed a higher recall rate and a higher accuracy
on the AEss dataset [156] compared to the approach from Benenson, Timofte, and Van
Gool which represents the current state-of-the-art. This increase in accuracy and recall is
obtained by the use of edge-disparities as they are able to accurately represent the obstacle
boundaries.
Additionally the proposed approach showed that the obstacle segmentation and stixel
computation reached a performance of 100Hz on a standard laptop without the use of
GPUs, multiple cores and SIMD instructions. This speed-up is a product of the use of
only edge information for the processing of the data.
The proposed compact and fast-to-compute approach allows a reduction in the amount
of resources required to classify the image contents into obstacles or free area while also
increasing the accuracy and recall against other state-of-the-art approaches without re-
quiring the use of GPUs or FPGAs. Therefore it could be expected that by using any of
those tools the speed of the system could be further increased.
The obtained results show that by using edge-disparities only it is possible to reduce
the amount of required storage and processing as the amount of processed information is
lower than for approaches based on dense disparity maps.
Future work would include: a) the tracking of the obstacles to produce an estimate
of their displacement; b) reducing the number of false stixels created by inaccuracies in
the input edge-disparities and c) modifying the ground plane detector to allow curved
surfaces.
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Conclusions and Future Work
This thesis proposed the detection of obstacles for navigation using edges from images
as backbone. The obtained results show that the edges in the stereo-imagess provide
enough information to estimate the distance of the objects in the scene and to classify
their projection as obstacle or free space. Figure 6-1 shows the pipeline of the proposed
approach. First the calibrated and rectified stereo-images are used to extract the edge-
based disparities. Then the obtained chains of edge-disparities are used to draw the stixels
over the input images. This allows the identification of the obstacle and free space on the
input images, segmentation of the objects, detection of the ground plane and provides an
edge based representation of the world. The remaining of the chapter details how the
contributions of this thesis fit into this output.
The proposed approach turned out to have both a higher accuracy and recall compared
to other state-of-the-art approaches for obstacle detection at a higher speed while requiring
Figure 6-1: Pipeline of the proposed obstacle detection based on image-edges.
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a smaller amount of resources. By using illumination-robust pixel descriptors and the
image edges, the obtained approach inherits robustness against changes in illumination.
Additionally, as no assumption is imposed on the shape or location of the obstacles the
obtained approach is able to identify any kind of obstacle which could be found in the real
world.
It is important to note that no re-projection is used in the proposed approach, therefore
errors associated to it do not affect the performance of the obstacle detection. If required,
the obtained edge-representation could be translated into real world coordinates by using
the intrinsic and extrinsic parameters of the camera, resulting in a 3D edge representation
of the world.
The obtained results rely on the efficient representation of the image contents by the
use of image edges as they keep the amount of information to the minimum while keeping
the image semantics. The following paragraphs review the results obtained at each stage
of the creation of this novel edge-based approach and its application for obstacle detection.
Finally, the directions for further research are discussed.
6.1 Summary of Contributions
This thesis proposes three main novel contributions: the extension of the Census Trans-
form to incorporate edge information; the creation of a new approach for computing 3D
curves from stereo-images and the identification of the obstacles in this 3D curve world.
A secondary contribution is the evaluation of the performance of the Complete Rank
Transform in the stereo-matching context as up to now it has been used only for the
calculation of Optical Flow. An additional minor contribution is the creation of libraries
that implement the proposed algorithms and other tools required by the thesis.
6.1.1 New Pixel Descriptors for Stereo-Matching, Chapter 3
The first contribution from this thesis is the extension of the Census Transform to incor-
porate a similarity measure allowing the identification of pixels around the edges. This
similarity measure behaves like a threshold on the gradient resulting in the creation of
zero-strings for pixels which are not located around the image edges. This information is
used in a local stereo-matching approach to reduce the test candidates without incurring
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a significant increase in computation.
A secondary contribution is the evaluation of the Complete Rank Transform in a local
stereo-matching approach. This image transform was shown to be able to increase the ac-
curacy of the computed disparity maps (dense) at the cost of increasing the computations.
6.1.2 Disparity by Simultaneous Edge Drawing, Chapter 4
The second major contribution is the design of a new approach to extracting 3D curves
from stereo-images. The core of this approach is the extension of Edge Drawing, an
efficient and accurate edge detector, to run simultaneously across the stereo-images. By
doing this, only a few pixels require to be tested in a local stereo-matching approach and
then the image gradient is used to propagate the disparities along the image edges while
they are localized and connected.
This approach showed it was able to reduce the number of computations at the cost
of increasing the overall error by about 2% against the best performing approach on the
KITTI 2015 benchmark. As the computation of the disparities is an intermediate step in
the overall obstacle detector, the obstacle detection stage is able to diminish the effect of
this slightly reduced accuracy.
6.1.3 Edge Based Stixels, Chapter 5
The third major contribution is the creation of an approach to identify the obstacles in
the stereo-images by computing stixels from a 3D curve representation of the world. This
approach was shown to be very fast to compute without using SIMD, GPUs or multiple
cores as only 3D curves are processed. Additionally this approach was shown to be able to
identify obstacles with an accuracy higher than other state-of-the-art obstacle detectors.
The proposed approach is also able to provide segmentation of the 3D curves into
obstacles using only spatial information. This information is very valuable for classification
tasks such as pedestrian detection.
6.1.4 Further Research
The success of using the edges to identify obstacles using a stereo-camera showed that by
carefully selecting the information to be processed it is possible to speed up the process and
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reduce the required resources without sacrificing the accuracy. In the following paragraphs
some problems that would benefit from this compact and efficient representation are:
6.1.4.1 Autonomous Navigation
The identification of the obstacles is one of the first steps required to achieve autonomous
navigation. By applying the proposed approaches in this thesis the following problems
may be solved:
∙ Obstacle tracking. As one of the by-products of the proposed approaches is the
obstacle segmentation, this information could be used in the sequences of frames
obtained from the stereo-camera to track the obstacles.
∙ Visual Odometry. During the obstacle detection stage the 3D curves are classified
as belonging to the ground plane or above it. These 3D curves located on the ground
plane could be used to match a sequence of frames and estimate the displacement
of the camera.
∙ Simultaneous Localization and Mapping (SLAM): Once the displacement of
the camera in time is known, the obtained 3D curves could be merged to create a 3D
curve representation of the world. By using this compact 3D curve representation the
amount of resources required to create large scale maps are decreased in comparison
to the use of dense point clouds.
∙ Obstacle classification. As the edges are able to keep the image semantics, they
could be used along with the obtained segmentation of the obstacles to classify them
by using approaches similar to HOG-SVM which is based on the usage of gradient
information. Other approaches could use the edge information along with CNN to
perform classification.
6.1.4.2 Improvements to the Proposed Approaches
Although the proposed approaches were able to increase computation speed and reduce
resources, there is still some room for improvement. The main areas of improvement per
proposed algorithm are:
∙ Thresholded Census Transform
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– Adaptive similarity measure. Information from the image could be used in
order to improve its response to the presence of high or low gradient areas in
the image.
– Use of sparse or non-square windows for performing the transform.
Currently only square windows are used to compute the image transform. Win-
dows with different geometries could be used in order to reduce even further
the number of computations and reduce the redundant operations in a stereo-
matching process.
∙ Simultaneous Edge Drawing:
– Use confidence information during the disparity propagation. Cur-
rently no confidence information is used during the propagation of the disparity
from the anchor points. This information could be used to reduce even further
the possibility of following the wrong edge during the simultaneous smart rout-
ing.
– Edge validation. The validation of edges by the Helmholtz principle may
help to reduce the number of texture edges as it does for a revised version of
the Edge Drawing algorithm.
– Curve fitting. Currently chains of points are used to describe the 3D curves.
Curve fitting or sub-sampling could be used to reduce the number of points
used to represent the curves reducing even further the required storage at a
possible cost of increasing the number of computations.
– Improved use of the Scale Space. Currently the computation of the Scale
Space for the identification of the anchors is the most computationally expensive
stage of the approach. An alternate way to compute this would significantly
reduce the required computations.
∙ Edge-based Stixels
– Non-planar ground plane. The current approach for identifying the ground
plane assumes it is planar in the neighbourhood of the ground robot. This
assumption could be problem for surfaces found in rural areas. By fitting a
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curve instead of a line to the ground profile on the 𝑣-disparity image it would
be possible to represent a wider range of ground surfaces.
– Different neighbourhoods for labelling. Currently the neighbourhoods
used on the labelling approach are fixed. Different shapes could be used in order
to better represent the non-linear correspondence of the 𝑢-disparity image to
the real world.
– Tracking. By tracking the identified obstacles it may be possible to identify
erroneous 3D curves and discard them from further processing.
– Extension to flying robots. Currently the ground plane is used to estimate
the camera pitch and height. If this information could be obtained from other
means, the 3D curve information could be used to identify the object boundaries
instead of relying on the assumption that they touch the ground.
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Glossary
𝑢-disparity Image that represents an histogram obtained from a disparity image where
each row corresponds to a row in the disparity image, the columns correspond to
the disparity values and the intensities correspond to the number of occurrences of
each disparity value per row. 41, 42, 46, 115, 133
𝑣-disparity Image that represents an histogram obtained from a disparity image where
each column corresponds to a column in the disparity image, the rows correspond
to the disparity values and the intensities correspond to the number of occurrences
of each disparity value per column. 41, 42, 45, 46, 114, 115, 133
aggregation window Support region used to aggregate the matching cost of pixels
around 𝑝 and 𝑝′ in the left and right image respectively. See Equation (2.26). 30,
31, 58–67, 70, 71, 73, 77
cost volume 3D image where the intensity represents the matching cost of pixel (𝑥, 𝑦)
at disparity 𝑑. 66
depth Difference in the 𝑧-coordinates between a 3D point in the space around the robot
and the stereo-camera measured in real world coordinates. 11, 12, 23, 26, 27, 38,
44–46, 48, 96, 115
disparity map Image where the intensity represents the disparity of a pixel (𝑥, 𝑦) refer-
enced on one of the images in the stereo-images. 4, 8, 13, 21, 29, 31, 34, 36–40, 42,
44, 45, 50, 55–57, 59, 61, 66, 68, 73–75, 77, 78, 81–83, 97, 99, 100, 102, 110, 112–114,
126, 130
stereo-camera Camera pair aligned horizontally with their capture sensors laying on the
same plane. 11, 12, 24, 44, 45, 134, 135
133
Glossary Glossary
stereo-images Synchronized images captured by a stereo-camera. 7–14, 17, 18, 21, 24,
25, 29, 30, 57, 82–88, 102, 110, 116, 124, 128–130, 134
stixel Vertical rectangle with an associated disparity drawn over the images captured by
the stereo-camera. 45–48, 112–114, 117–127
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