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Abstract. Experiments have shown that the performance of in-
stantaneous gradient flow beamforming by Cauwenberghs et al.
is reduced significantly in reverberant conditions. By expanding
the gradient flow principle to convolutive mixtures, separation in
a reverberant environment is possible. By use of a circular four-
microphone array with a radius of 5 mm, and applying convolutive
gradient flow instead of just applying instantaneous gradient flow,
experimental results show an improvement of up to around 14 dB
can be achieved for simulated impulse responses and up to around
10 dB for a hearing aid application with real impulse responses.
INTRODUCTION
The gradient flow blind source separation technique proposed by Cauwen-
berghs et al. [5] uses a four microphone array to separate 3 sound signals.
The gradient flow can be regarded as a preprocessing step in order to enhance
the difference between the signals before a blind separation algorithm is ap-
plied. The gradient flow technique requires small array sizes. Small array
sizes occur in some source separation applications such as hearing aids. Here
the physical dimensions of the microphone array may limit the separation
performance due to the very small difference between the recorded signals.
In the literature, some attempts exist to separate sound signals by use of a
microphone arrays with a dimension of about 1 cm [2, 6, 7]. These techniques
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are either based on beamforming, blind source separation [3], or a combina-
tion of these techniques. The gradient flow method is able to estimate delayed
versions of the source signals, as well as the source arrival angles. As shown
in the simulations, the model may fail in reverberant environments, i.e. when
each of the source signals is convolved in time. Here, a model is proposed
that extends the instantaneous gradient flow model to a convolutive gradient
flow model. Simulations show that the convolutive model is able to cope with
reverberant situations, in which the instantaneous model fails.
INSTANTANEOUS GRADIENT FLOW MODEL
The gradient flow model is described into details in [5, 8, 10, 11]. Each
signal xpq is received by a sensor placed at location (p, q), which is shown
in Figure 1. At a point in the coordinate system r, there is a delay, τ(r),
between an incoming wavefront and the origin. The delay with respect to the
n’th source signal, sn is denoted as τ
n(r). It is assumed that the sources are
located in the far-field. Hence the wavefront of the incoming waves is linear.
Using that assumption the delay can be described the following way [5]:
τ(r) ≈
1
c
r · u, (1)
where u is a unit vector pointing in the direction of the source and c is the
velocity of the wave.
Now consider a sensor placed at the coordinates (p, q) as in Figure 1. The
time delay from the source can be expressed as
τnpq = pτ
n
1 + qτ
n
2 , (2)
where τn1 = r1 ·un/c and τ
n
2 = r2 ·un/c. τ
n
1 and τ
n
2 are the time differences in
the directions of the two orthogonal vectors r1 and r2 as shown in Figure 1.
The point rpq can be described as rpq = pr1 + qr2.
Description of field
The field is described by the incoming waves. At the center of the coordinate
system, the contribution to the field from the n’th source is given by sn(t).
By using the Taylor series expansion, the field from the n’th source at the
point r in the coordinate system is given by sn(t + τ
n(r)), where [11]
sn(t + τ
n(r)) = sn(t) +
1
1!
τn(r)s˙n(t) +
1
2!
(τn(r))2s¨n(t) + . . . . (3)
Here, ˙ and¨denote the 1’st and 2’nd order derivative, respectively. Hence,
the received signal at rpq can be written as
xpq(t) =
N∑
n=1
sn(t+ τ
n(r)) =
N∑
n=1
sn(t)+
1
1!
τn(r)s˙n(t)+
1
2!
(τn(r))2s¨n(t)+ . . . .
(4)
Additionally, a noise term εpq(t) ∝ N(0, σ) can be added [5]. The received
signal can be approximated by using only the first two terms of (4):
xpq(t) =
N∑
n=1
sn(t + τ
n(r)) ≈
N∑
n=1
sn(t) + τ
n(r)s˙n(t). (5)
Notice, the Taylor approximation only holds, if the dimension of the array is
not too large (see [5] for details).
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Figure 1: Sensor placed at the point r with the position coordinates (p, q) so that
the point is described the following way: rpq = pr1 + qr2, where r1 and r2 are
orthogonal vectors. The time delay between (p, q) and the origin with respect to
the n’th source signal is denoted as τnpq.
Gradient Flow
The spatial derivatives along the position coordinates (p, q) around the origin
in the coordinate system are found of various orders (i, j) [11].
ξij(t) ≡
∂i+j
∂ip∂jq
xpq(t) |p=q=0 (6)
=
N∑
n=1
(τn1 )(τ
n
2 )
di+j
di+jt
sn(t) (7)
Additionally, the derivative of the sensor noise νij(t) may be added.
Corresponding to (5), the 0’th and 1’st order terms yield:
ξ00(t) =
∑
n
sn(t) (8)
ξ10(t) =
∑
n
τn1
dsn(t)
dt
=
∑
n
τn1 s˙n(t) (9)
ξ01(t) =
∑
n
τn2
dsn(t)
dt
=
∑
n
τn2 s˙n(t) (10)
The estimates of the 0th order term ξ00(t), i.e. the estimate of the field in
the origin, can be obtained from the sensors as the average of the signals
since the sensors are symmetrically distributed around the origin at the four
coordinates (0,1), (1,0), (0,-1) and (-1,0):
ξ00(t) ≈
1
4
(x−1,0 + x1,0 + x0,−1 + x0,1). (11)
The estimates of the two 1’st order derivatives can as well be estimated from
the sensors:
ξ10(t) =
∂x
∂p
≈
∆x
∆p
=
x1,0 − x−1,0
1− (−1)
=
1
2
(x1,0 − x−1,0) (12)
ξ01(t) =
∂x
∂q
≈
∆x
∆q
=
x0,1 − x0,−1
1− (−1)
=
1
2
(x0,1 − x0,−1) (13)
By taking the time derivative of ξ00(t), the following equation can be ob-
tained.
d
dt
ξ00(t) =
N∑
n=1
d
dt
sn(t) (14)
Thus, the following instantaneous linear mixture can be obtained.


ξ˙00(t)
ξ10(t)
ξ01(t)

 ≈


1 · · · 1
τ11 · · · τ
N
1
τ12 · · · τ
N
2




s˙1(t)
...
s˙N (t)

 (15)
This equation is of the type x = As, where only x is is known. Assuming
that the source signals s are independent, (15) can be solved by independent
component analysis (see e.g. [3]).
EXTENSION TO CONVOLUTIVE MIXTURES
As mentioned in [5], the instantaneous model (15), may be extended to con-
volutive mixtures. In Figure 2, a situation is shown in which each source
signal does not only arrive from a single direction. Here, reflections of each
s
n
(t)
a
n
(l)s
n
(t-l)
Figure 2: At the time t, a signal sn(t) originating from source n is arriving at the
sensor array. At the same time, reflections from the same source arrive from other
directions. These reflections are attenuated by the factor an and delayed by the
time lag l. Each signal received at the sensor array are therefore convolved mixtures
of the original source signals. For simplification, only a single source and a single
reflection is shown.
source signal may be present too. Each reflection is delayed by a factor l
and attenuated by an attenuated by a factor an(l). Now, similarly to (4) the
received signal xpq at the sensor at position (p, q) is described as
xpq(t) =
N∑
n=1
L∑
l=0
an(l)sn(t + τ
n(r, l)− l), (16)
where L is the assumed maximum time delay. Using the Taylor expansion,
each received mixture can be written as
xpq(t) =
N∑
n=1
L∑
l=0
an(l)
[
sn(t−l)+τ
n(r, l)s˙n(t−l)+
τn(r, l)
2
s¨n(t−l)+. . .
]
(17)
Using only the two first terms of the Taylor expansion and inserting τn(rpq, l) =
pτn1 (l) + qτ
n
2 (l), (17) can be written as
xpq(t) ≈
N∑
n=1
L∑
l=0
an(l)
[
sn(t− l) + (pτ
n
1 + qτ
n
2 )s˙n(t− l)]. (18)
Similar to the instantaneous mixture case, the spatial derivatives of the con-
volutive mixture can be found from (6). The 0’th order and the 1’st order
derivatives are then similarly to (8)–(10).
ξ00(t) =
∑
n
∑
l
an(l)sn(t− l) (19)
ξ10(t) =
∑
n
∑
l
an(l)τ
n
1 (l)
dsn(t− l)
dt
=
∑
n
∑
l
an(l)τ
n
1 (l)s˙n(t− l)(20)
ξ01(t) =
∑
n
∑
l
an(l)τ
n
2 (l)
dsn(t− l)
dt
=
∑
n
∑
l
an(l)τ
n
2 (l)s˙n(t− l)(21)
The time derivative of ξ00(t) is expressed as
ξ˙00(t) =
N∑
n=1
L∑
l=0
an(l)s˙n(t− l). (22)
By expressing (22), (20) and (21) with matrix notation, the following expres-
sion can be obtained:


ξ˙00(t)
ξ10(t)
ξ01(t)

 ≈
L∑
l=0


a1(l) · · · aN (l)
a1(l)τ
1
1 (l) · · · aN (l)τ
N
1 (l)
a1(l)τ
1
2 (l) · · · aN (l)τ
N
2 (l)




s˙1(t− l)
...
s˙N (t− l)

 (23)
=


a1(l) · · · aN (l)
a1(l)τ
1
1 (l) · · · aN (l)τ
N
1 (l)
a1(l)τ
1
2 (l) · · · aN (l)τ
N
2 (l)

 ∗


s˙1(t)
...
s˙N (t)

 , (24)
where ∗ is the convolution operator. This is a convolutive mixture problem of
the well-known type x = A ∗ s, where only an estimate of x is known. These
estimates are found similarly to the instantaneous case from (11)–(13).
FREQUENCY DOMAIN SEPARATION
In [8], the Jade algorithm [4] was successfully applied to solve the instan-
taneous mixing ICA problem (15). The Jade algorithm is based on joint
diagonalization of 4’th order cumulants. In order to solve the convolutive
mixing problem (23), the problem is transformed into the frequency domain
[9]. Hereby, the convolution in the time domain can be approximated by
multiplications in the frequency domain, i.e. for each frequency bin,
ξ(f,m) ≈ A(f)s˙(f,m), (25)
where m denotes the index of the frame of which the short-time Fourier trans-
form STFT is calculated. f denotes the frequency. When solving the ICA
problem in the frequency domain, different permutations for each frequency
band may occur. In order to solve the frequency permutations, the method
suggested in [1] has been used. It is assumed that the mixing matrices in the
frequency domain will be smooth. Therefore, the mixing matrix at frequency
band k, A(fk) is compared to the mixing matrix at band k − 1, A(fk−1).
This is done by calculating the distance between any possible permutations
of A(fk) and A(fk−1), i.e.
D(p) =
∑
i,j
|a
(p)
ij (fk)− aij(fk−1)|, (26)
Where p represents the p’th permutation. The permutation which yields the
smallest distance is assumed to be the correct permutation. Notice, for an
N × N mixing matrix, there are N ! different permutations. Therefore this
method becomes slow for large N . For a 3× 3 mixing matrix there are only
six possible permutations.
EXPERIMENTS
Signals with synthetic impulse responses
Three speech sentences have been artificially mixed – two female speakers
and one male speaker. The duration of each speech signal is 10 seconds, and
the speech signals have a sampling frequency of 20 kHz. A demonstration
of separated sounds is available at wwm.imm.dtu.dk/~msp. The microphone
array consists of four microphones. These are placed in a horizontal plane.
An application for such a microphone array is shown in Figure 3, where
the four microphones are placed in a single hearing aid. Here, the distance
between the microphones and the center of the array is 5 mm. By use of
the gradient flow method, it is possible to separate up to three sources [8].
If there are more than three sources, an enhancement of the signals may
be achieved even though full separation of all sources isn’t possible. In the
first experiment, a convolutive mixture of the three sources is simulated. The
arrival angles as well as the attenuation factor of the reverberations have been
chosen randomly. The maximum delay in this experiment has been chosen to
25 samples. No sensor noise is added. The differentiator has been chosen to be
a 1000 order FIR differentiator estimated with a least squares approach (even
though a smaller order could be sufficient). The integrator is implemented as
a first order Alaoui IIR filter as in [8]. Here, all 200000 samples have been used
to estimate the separated sounds. In order to achieve on-line separation, the
separated sounds may be estimated using blocks of shorter duration [8]. The
instantaneous Jade performs well if only the direct sounds are present, but
if reverberations are present too, the separation performance is significantly
reduced. The signal to interference ratio improvement is calculated as
∆SIR(i) = 10 log
( 〈(yi,si)2〉
〈(
∑
j 6=i yi,sj )
2〉
)
− 10 log
( 〈(x10,si)2〉
〈(
∑
j 6=i x10,sj )
2〉
)
, (27)
Here, yi,sj is the i’th separated signal, where only the the j’th of the original
signals has been sent through the mixing and unmixing system. x10,si is the
recorded signal at the microphone at position (1,0) with only the i’th source
signal active. 〈·〉 denotes the expectation over all samples.
The ∆SIR has been found for different DFT lengths as well as the case, where
the instantaneous Jade has been been applied to the convolutive mixture.
Hamming windows of the same length as the DFT has been used. An STFT
overlap of 75% has been used. Table 5.1 shows the separation results of the
convolutive mixture. As it can be seen, the length of the DFT should be at
10 mm
10 mm
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Figure 3: Four microphones are placed in a hearing aid. The distance between the
microphones and the center of the array is 5 mm. By using such a configuration, it
is possible to separate up to three independent sound sources. The azimuth angle,
θ is defined according to the figure so that 0◦ is the direction of the nose. Likewise,
the elevation angle ϕ is defined according to the figure so that 0◦ corresponds to
the horizontal plane. Both angles increase in the counterclockwise direction.
least 256, in order to separate all three sources. It can as well be seen that,
the FIR separating filters have to be significantly longer than the mixing
filters in order to ensure separation.
Table 1: Three synthetic, artificially mixed speech signals have been
separated. The maximum delay of each convolutive mixture is 25 sam-
ples. The arrival elevation angles (ϕ) and the azimuth (θ) angles of
the direct sounds are given. The ∆SIR have been found for the instan-
taneous case and for different DFT lengths. The best separation is
achieved with a DFT length of 256 or 512.
UK Male UK female DK female
θ 0◦ −112.5◦ −157.5◦
ϕ 0◦ −21◦ 14◦
Instantaneous JADE 9.5 dB 2.4 dB 2.5 dB
DFT length=64 10.2 dB 2.4 dB 14.2 dB
DFT length=128 11.0 dB 0.5 dB 11.5 dB
DFT length=256 9.0 dB 9.2 dB 14.6 dB
DFT length=512 8.9 dB 8.5 dB 16.5 dB
DFT length=1024 6.5 dB 8.7 dB 16.2 dB
Table 2: Signals generated from real impulse responses recorded by
a four-microphone array placed in the right ear of a head and torso
simulator inside an anechoic room. No noise has been added. Here, the
”UK female” is the hardest sound to separate. When listening to the
sounds, all of them seems to be separated. When the DFT becomes
too long, the separation decreases. One explanation could be that the
attempt to solve the permutation ambiguity fails.
UK Male UK female DK female
θ 0◦ −112.5◦ −157.5◦
ϕ 0◦ −21◦ 14◦
Instantaneous JADE 2.6 dB 2.2 dB 9.6 dB
DFT length=64 10.6 dB 1.6 dB 8.3 dB
DFT length=128 11.7 dB -0.4 dB 5.8 dB
DFT length=256 13.1 dB 0.5 dB 6.1 dB
DFT length=512 13.9 dB -0.2 dB 3.6 dB
DFT length=1024 9.8 dB 0.0 dB 2.6 dB
Real impulse responses
A four-microphone array has been placed in a dummy ear on the right side
of a head and torso simulator. In an anechoic room, impulse responses have
been estimated from different directions. No sensor noise has been added.
Due to the recordings in an anechoic room, the only reflections existing are
those from the head and torso simulator. The separation results are shown
in Table 5.1. The performance is not as good as in the case of the synthetic
impulse responses. In contrast to the synthetic impulse responses, the micro-
phones may have different amplitude and phase responses. This may reduce
the performance. The ”UK female” seems to be the hardest sound to sepa-
rate, but from the listening tests, it is easy to determine the separated sound
from the two other speech signals.
CONCLUSION AND FUTURE WORK
The performance by the instantaneous gradient flow beamforming is reduced
significantly in reverberant mixtures. By expanding the gradient flow prin-
ciple to convolutive mixtures, it is possible to separate convolutive mixtures
in cases where the instantaneous gradient flow beamforming fails. It has
been shown that the extension to convolutive mixtures can be achieved by
solving a convolutive ICA problem (23) instead of solving an instantaneous
ICA problem (15). A frequency domain Jade algorithm has been used to
solve the convolutive mixing problem. In order to cope with a more difficult
reverberant environment, other convolutive separation algorithms should be
investigated. The mixing coefficients (23) are expected to have certain val-
ues. E.g. the first row in the mixing matrices is significantly larger than the
two other rows. Prior information on the coefficients of the mixing filters
could as well be used in order to improve the separation. The knowledge of
the delays in the mixing filters may as well be used in order to determine the
arrival angles of the mixed sounds.
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