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1. Introducción
La búsqueda semántica ha sido uno de los
beneficios esperados de la Web Semántica
desde su emergencia a finales de los 90. Una
forma de entender un motor de búsqueda
semántica es como una herramienta que
recibe consultas basadas en ontologías (p.e.
en RDQL, RQL, SPARQL, etc.), las ejecuta
contra una base de conocimiento, y devuelve
tuplas que satisfacen la consulta [2][3][7].
Estas técnicas típicamente utilizan modelos
booleanos de búsqueda, basados en una
visión ideal del espacio de información, con-
sistente en piezas formales de conocimiento
ontológico sin ambigüedad ni redundancia.
Bajo esta perspectiva, un elemento de cono-
cimiento es una respuesta o bien correcta o
bien incorrecta procedente de una petición
de información, y por ende los resultados de
la búsqueda se suponen siempre 100% preci-
sos, de forma que no se contempla la noción
de respuesta aproximada a una necesidad de
información. Si bien esta concepción de la
búsqueda semántica aporta ventajas funda-
mentales, nuestro trabajo pretende dar un
paso más allá. En nuestra forma de ver la
recuperación de información en la Web Se-
mántica, un motor de búsqueda devuelve
documentos, más que (o además de) valores
exactos, en respuesta a las consultas del
usuario. Más aún, y como requisito clave
para la escalabilidad hacia fuentes masivas
de información, el motor debe ordenar los
documentos de acuerdo con criterios de re-
levancia basados en las ontologías.
Un modelo de recuperación basado en
ontologías puramente booleano tiene senti-
do cuando el corpus de información puede
ser completamente representado como una
base de conocimiento formal, de manera que
los resultados de las búsquedas consisten en
entidades de la ontología. Pero, como es
bien conocido, existen límites respecto al
punto hasta donde el conocimiento se puede
formalizar de este modo. En primer lugar,
debido al enorme volumen de información
disponible hoy día en forma de texto y con-
tenidos multimedia no estructurados, con-
vertir esta cantidad de información en cono-
cimiento ontológico con un coste viable es
un problema sin resolver en general. En
segundo lugar, los documentos tienen un
valor por sí mismos, y no son equivalentes a
la suma de sus partes. Aunque es útil des-
componer documentos en unidades de in-
formación menores que puedan ser
reutilizadas y ensambladas para diferentes
del modelo vectorial clásico de recuperación
de información [10], adecuada para una
representación basada en ontologías, sobre
la cual definimos un algoritmo de ranking.
El rendimiento de nuestro modelo está en
relación directa con la cantidad y calidad de
la información en la BC sobre la que opere.
Los últimos avances en la automatización
del poblado de ontologías y la anotación
semi-automática de textos son prometedo-
res [6]. Mientras, si es que algún día sucede,
las ontologías y metadatos (y la propia Web
Semántica) llegan a ser un recurso de dispo-
nibilidad común, la falta o incompletitud de
las ontologías y BCs disponibles será una
limitación que muy probablemente tendre-
mos que admitir a medio plazo. En conse-
cuencia, la tolerancia a BCs incompletas se
establece como un importante requisito en
nuestra propuesta.
2. "Estado del arte"
Nuestra visión del problema de recupera-
ción semántica es muy próxima a las pro-
puestas de KIM [6]. Mientras que KIM se
centra en el poblado de ontologías y la ano-
tación automática de textos, nuestro trabajo
se ocupa de los algoritmos de ranking para la
búsqueda semántica. Junto con TAP [5],
KIM es una de las propuestas más comple-
tas publicadas hasta la fecha, en nuestro
conocimiento, para la construcción de BCs y
la anotación automática a gran escala. Nues-
tro trabajo complementa al de KIM y TAP
con un algoritmo de ranking específicamente
diseñado para un modelo de recuperación
basado en ontologías, utilizando un sistema
de indexado semántico basado en la ponde-
ración de las anotaciones.
Los llamados portales semánticos [2][3][7]
típicamente proporcionan funcionalidades
sencillas de búsqueda que más podrían ca-
racterizarse como recuperación semántica
de datos que como recuperación semántica
de información. Las búsquedas devuelven
instancias de una ontología más que docu-
mentos y por lo general no se proporciona
un método de ranking. En algunos sistemas,
se añaden enlaces a documentos
referenciados por las instancias, junto a cada
instancia devuelta en la respuesta a la con-
sulta [3], pero ni las instancias ni los docu-
mentos están ordenados por relevancia.
El problema del ranking se ha retomado en
[11] y más recientemente en [9]. Mientras
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El rendimiento de nuestro modelo está
en relación directa con la cantidad y
calidad de la información en la Base
de Conocimiento  sobre la que opere“ ”
Figura 1. Clases raíz de las ontologías.
KIM es una de las propuestas más comple-
tas publicadas hasta la fecha, en nuestro
conocimiento, para la construcción de BCs y
la anotación automática a gran escala. Nues-
tro trabajo complementa al de KIM y TAP
con un algoritmo de ranking específicamente
diseñado para un modelo de recuperación
basado en ontologías, utilizando un sistema
de indexado semántico basado en la ponde-
ración de las anotaciones.
Los llamados portales semánticos [2][3][7]
típicamente proporcionan funcionalidades
sencillas de búsqueda que más podrían ca-
racterizarse como recuperación semántica
de datos que como recuperación semántica
de información. Las búsquedas devuelven
instancias de una ontología más que docu-
mentos y por lo general no se proporciona
un método de ranking. En algunos sistemas,
se añaden enlaces a documentos
referenciados por las instancias, junto a cada
instancia devuelta en la respuesta a la con-
sulta [3], pero ni las instancias ni los docu-
mentos están ordenados por relevancia.
El problema del ranking se ha retomado en
[11] y más recientemente en [9]. Mientras
que estos dos trabajos se ocupan de la orde-
nación de las respuestas a las consultas (i.e.
instancias de las ontologías), nosotros abor-
damos la ordenación de los documentos
anotados por dichas respuestas. Puesto que
nuestras respectivas técnicas se aplican en
fases consecutivas del proceso de recupera-
ción, sería interesante experimentar con la
integración de la función de relevancia de
resultados propuesta por estos trabajos en
nuestras medidas de relevancia de docu-
mentos.
Por último, compartimos con Mayfield y
Finin [8] la idea de que la búsqueda semán-
tica sea un complemento de la búsqueda por
palabra clave mientras no haya suficientes
ontologías y metadatos disponibles. Igual
que ellos, utilizamos la inferencia para com-
pletar el conocimiento y explotar informa-
ción implícita en las BCs.
3. Base de conocimiento y base
documental
En nuestra aproximación a la recuperación
semántica de información, suponemos que
una BC ha sido construida y asociada a las
fuentes de información (la base documen-
tal), utilizando una o varias ontologías de
dominio que describen conceptos que apa-
recen en el texto de los documentos. Nuestro
sistema puede funcionar con cualquier on-
tología del dominio, esencialmente sin res-
tricciones, excepto algunos requisitos meno-
res, que básicamente consisten en adoptar
un conjunto de clases raíz para las ontologías.
Éstas se muestran en la figura 1.
Los conceptos e instancias de la BC se aso-
cian a los documentos mediante anotacio-
nes explícitas, almacenadas externamente a
los documentos. Aunque no abordamos aquí
el problema de la extracción de conocimien-
to a partir de textos [3][6] o contenidos
multimedia, proporcionamos un vocabula-
rio y algunos mecanismos sencillos para
ayudar a la anotación semi-automática de
documentos de texto. El procedimiento de
anotación automática está basado en un
‘mapeo’, o correspondencia, de los concep-
tos e instancias del dominio, definidos en la
BC, a palabras clave (cadenas de texto), de
modo similar a otros sistemas como KIM
[6] y TAP [5]. Este ‘mapeo’ es utilizado por
nuestro anotador automático para encon-
trar apariciones de conceptos e instancias en
los textos, en cuyo caso se crea una anota-
ción (un enlace bidireccional entre el con-
cepto y el documento). Por supuesto, se
utilizan técnicas más elaboradas para tratar
las complejidades (polisemia, etc.) de este
proceso (véase [12] para una explicación
más detallada).
Las anotaciones son utilizadas por el módu-
lo de recuperación y ranking, como se expli-
cará en la siguiente sección. El algoritmo de
ranking está basado en una adaptación del
modelo de espacio vectorial [10]. En el mo-
delo vectorial, se asigna un peso a las pala-
bras clave que aparecen en un documento,
reflejando que algunas palabras son mejores
que otras para discriminar documentos en-
tre sí. De forma similar, en nuestro sistema,
se asigna un peso a las anotaciones, que
refleja cuán importante se estima que es una
instancia para el significado del documento
al que anota. Los pesos se computan
automáticamente mediante una adaptación
del algoritmo TF-IDF [10], basada en la
frecuencia de aparición de las instancias en
cada documento. Más concretamente, el peso
dx de una instancia x para un documento d se
calcula como:
Donde frecx,d es el número de apariciones de
x en d, maxy frecy,d es la frecuencia de la
instancia que más se repite en d, nx es el
número de documentos anotados por x, y D
es el conjunto de todos los documentos en el
espacio de búsqueda. El número de apari-
ciones de una instancia en un documento se
determina mediante el ‘mapeo’ concepto /
palabras clave antes mencionado. Se remite
al lector a [12] para más detalles sobre este
aspecto.
,
,
  log
max
=   ⋅x dx
y y d x
frec
frec n
d
D
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Figura 2. Nuestra visión de la recuperación de información basada en ontologías.
4. Procesamiento de consultas y
ranking de los resultados
Nuestra aproximación a la recuperación de
información basada en ontologías puede
verse como una evolución de las técnicas
clásicas de recuperación basada en palabras
clave, donde el índice de claves se substituye
por una base de conocimiento semántica. El
proceso global de recuperación se ilustra en
la figura 2. Nuestro sistema toma como
entrada una consulta formal en RDQL (RDF
Data Query Language). Ésta se podría gene-
rar a partir de una consulta por palabras
clave [5][9], una consulta en lenguaje natu-
ral [3], una interfaz basada en formularios
[7], u otras técnicas de interfaz [4], pero no
abordaremos aquí este aspecto. La consulta
RDQL se ejecuta contra la BC, que devuelve
una lista de tuplas de instancias que satisfa-
cen la consulta. Finalmente, los documentos
anotados con estas instancias son recupera-
dos, ordenados, y presentados al usuario.
La consulta RDQL puede expresar condi-
ciones que involucren tanto instancias de la
ontología de dominio como propiedades de
los documentos (tales como autor, fecha,
editor, etc.). La ejecución de la consulta
devuelve un conjunto de tuplas que la satis-
facen. Es función del recuperador de docu-
mentos obtener todos los documentos que
corresponden a las tuplas de instancias. Si
las tuplas sólo están formadas por instan-
cias del dominio, el recuperador sigue todos
los enlaces salientes de anotación desde las
instancias y recopila todos los documentos
del repositorio anotados con estas instan-
cias. Si las tuplas contienen instancias de
clases de documentos (porque la consulta
incluía condiciones directas sobre los docu-
mentos), se sigue el mismo procedimiento,
pero restringido a los documentos de las
tuplas, en lugar de todo el repositorio.
Nuestro sistema aplica, además, mecanis-
mos de inferencia para llevar a cabo una
expansión implícita de la consulta, basada
en jerarquías de clases (p. ej., pigmentos
orgánicos pueden satisfacer una consulta
sobre colorantes), y reglas (p. ej., una que
permita inferir el ganador de un encuentro
deportivo a partir del tanteo). Una vez for-
mada la lista de documentos, el motor de
búsqueda calcula un valor de similitud se-
mántica entre la consulta y cada documento,
como sigue. Sea O el conjunto de todas las
clases e instancias de la ontología, y ∆ el
conjunto de todos los documentos del espa-
cio de búsqueda. Sea q una consulta RDQL,
y sea Vq el conjunto de variables en la cláu-
sula SELECT de q. Sea
la lista de tuplas en el conjunto resultado de
la consulta, donde para cada tupla t ∈Tq y
cada v ∈Vq, se tiene tv ∈ O. Representamos
cada documento del espacio de búsqueda
como un vector de documento d∈D, donde
dx es el peso de la anotación del documento
por el concepto x para cada x∈O, si tal
anotación existe, y cero en otro caso. Defini-
mos el vector extendido de consulta q como
aquél dado por
                                                               ,
es decir, la coordenada del vector de consul-
ta correspondiente a x es el número de varia-
bles en la consulta RDQL para las que existe
una tupla t donde la variable es instanciada
por x. Si x no aparece en ninguna tupla,
asignamos qx = 0. Finalmente, la medida de
similitud entre un documento d y la consulta
q se calcula como1 :
Allí donde el conocimiento de la BC sea
incompleto, el algoritmo de ranking
semántico tendrá muy poca efectividad: las
consultas RDQL devuelven menos resulta-
dos de lo esperado, y los documentos rele-
vantes no serán recuperados, o recibirán un
valor de similitud mucho menor del que
debieran. Por limitada que pueda ser, la
búsqueda por palabra clave puede funcionar
mejor en estos casos. Es por ello que nuestro
modelo de ranking combina la medida de
similitud semántica con la de un algoritmo
basado en palabras clave. El valor de ran-
king final se calcula como s · sim (d,q) + (1
– s) ksim (d,q), donde ksim es el valor calcu-
lado por el algoritmo de palabra clave, y
hemos fijado s = 0.5 empíricamente.
5. Pruebas experimentales
Hemos probado el sistema sobre un corpus
de 145.316 documentos de la CNN, <http:/
/dmoz.org/News/Online_Archives/CNN.
com>. Como ontología de dominio hemos
utilizado la ontología KIM [6] y su BC,
disponibles públicamente en <http://
www.ontotext.com/kim>, con algunas ex-
tensiones y ajustes menores. La BC resul-
tante incluye 281 clases, 138 propiedades,
35.689 instancias y 465.848 sentencias. A
partir del ‘mapeo’ concepto / palabras clave
disponible en KIM, hemos creado
automáticamente más de tres millones de
anotaciones por el procedimiento mencio-
nado en la sección 3.
El algoritmo de recuperación se ha probado
sobre un conjunto de consultas, comparan-
do los resultados con una búsqueda basada
sólo en palabras clave, utilizando la librería
de Jakarta Lucene, <http://lucene.apache.
org>. La figura 3 muestra una comparación
promedio del rendimiento de nuestro siste-
ma sobre veinte consultas, tales como "ban-
cos que cotizan en NASDAC, con un ingreso
fiscal neto superior a dos billones de dóla-
res" y otras similares.
6. Discusión
El valor añadido de la recuperación semán-
tica de información con respecto a la tradi-
cional basada en palabras clave, tal como se
contempla en nuestro enfoque, radica en la
información explícita adicional (tipo, estruc-
tura, jerarquía, relaciones, reglas) almace-
nada en la BC sobre los conceptos
referenciados en los documentos, frente a
los índices planos clásicos por palabras cla-
ve. La búsqueda semántica introduce un
paso adicional con respecto a los modelos
clásicos de recuperación de información: en
lugar del barrido de un índice simple por
palabras, la búsqueda semántica procesa
una consulta semántica contra la BC, y de-
vuelve un conjunto de instancias. Esto puede
verse como una forma de expansión de la
consulta, donde las instancias devueltas re-
presentan un nuevo conjunto de términos de
búsqueda, que conduce a un mayor nivel de
recuperación (en inglés, recall). Esta expan-
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sión de la consulta se amplía también me-
diante la inferencia sobre reglas, jerarquías y
relaciones. En resumen, nuestra propuesta
da lugar a las siguientes mejoras con respec-
to a la búsqueda por palabra clave:
?Mayor recuperación en las consultas por
clase. Por ejemplo, la consulta "Empresas
británicas que cotizan en el NYSE" devolve-
ría documentos que mencionan a Barclays,
Vodafone, y otras empresas como éstas, aún
cuando las palabras "británica" y "NYSE" no
estén presentes en los documentos.
?Mejor precisión por la utilización de con-
sultas semánticas estructuradas. Éstas per-
miten describir necesidades de información
más precisas, dando lugar a respuestas más
específicas. Por ejemplo, en un sistema ba-
sado en palabras clave, no es fácil distinguir
la consulta "jugadores estadounidenses en
equipos europeos" de la consulta "jugadores
europeos en equipos estadounidenses", lo
que en cambio sería sencillo con una consul-
ta semántica.
?Mayor recuperación mediante la utiliza-
ción de jerarquías de clases y reglas. Por
ejemplo, una consulta por DeportesAcuáticos
en España puede devolver resultados sobre
Submarinismo, Windsurf, y otras subclases,
en Cádiz, Málaga, Almería, y otros lugares
en España (por transitividad de la relación
localizadoEn).
? A pesar de la separación del espacio de
contenidos (documentos) y el espacio de
conceptos, es posible combinar condiciones
sobre conceptos y contenidos. Por ejemplo,
en la consulta "críticas de cine publicadas en
el año en curso sobre películas japonesas de
ciencia ficción", las condiciones de tipo (crí-
tica de cine) y fecha (año en curso) se aplican
al documento, mientras que el resto se refie-
re a un concepto (una película), que no
pertenece al espacio de los documentos, pero
que anota el documento.
? Las mejoras de nuestro método con res-
pecto a la búsqueda por palabra clave crecen
con el número de condiciones en (i.e. la
especificidad de) la consulta formal. Esto no
es sorprendente, dado que cuanto más com-
pleja es la necesidad de información, más
información se pierde en su trascripción por
palabras clave.
? El grado de mejora de nuestro modelo de
recuperación semántica depende de la
completitud y calidad de la ontología, la BC,
y el ‘mapeo’ de conceptos a palabras. Para
asegurar la robustez, el sistema recurre a la
búsqueda por palabra clave cuando la BC
devuelve insuficientes resultados.
La combinación del ranking por palabra
clave y por semántica es un aspecto delica-
do. Hemos observado que ocasionalmente
una buena puntuación por ranking semántico
se deteriora por un valor bajo por palabras
clave. Una solución sencilla sería establecer
un umbral mínimo para que la relevancia
por palabra clave se tenga en cuenta. De
cualquier modo, estos casos, aunque
infrecuentes, sugieren que es preciso investi-
gar métodos más elaborados que la simple
combinación lineal de ambos valores, para
mejorar nuestros resultados iniciales.
7. Conclusión
Nuestro enfoque se puede ver como una
evolución del modelo vectorial clásico, don-
de los índices por palabras se reemplazan
por una BC basada en ontologías, y un
método semi-automático de anotación pon-
derada es el equivalente del proceso extrac-
ción de palabras clave e indexación. Hemos
mostrado que es posible desarrollar un algo-
ritmo de ranking consistente sobre esta base,
dando lugar a mejoras medibles con respec-
to a la búsqueda por palabra clave, sujetas a
la calidad y masa crítica de los metadatos.
Nuestra propuesta hereda todos los proble-
mas, bien conocidos, de la construcción y
compartición de ontologías, el poblado de
grandes BCs, y el 'mapeo' de palabras a
conceptos. La investigación reciente en estas
áreas está consiguiendo resultados prome-
Figura 3. Curva de precisión promedio vs. recuperación para una batería de veinte. consultas.
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tedores [6]. Es nuestro objetivo proporcio-
nar un modelo consistente por el cual cual-
quier avance en estos problemas se traduzca
en mejoras para la búsqueda semántica.
Existe un amplio espacio para la mejora y la
investigación más allá de nuestros resultados
actuales. Por ejemplo, nuestro modelo de pon-
deración de las anotaciones no aprovecha aún
las diferencias de relevancia de los campos de
documentos estructurados (p.e. título es más
importante que cuerpo). La anotación de do-
cumentos con sentencias, además de instan-
cias, es otra posibilidad interesante por explo-
rar. Asimismo, estamos extendiendo actual-
mente nuestro modelo con un perfil de intere-
ses del usuario para dar lugar a una búsqueda
personalizada [1].
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