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Abstract. This study explores the spatial trends of cutaneous leishmaniasis (CL) and characterises the relationships between
the observed spatial patterns and climate in Jordan, Syria, Iraq and Saudi Arabia in 2009. Areal interpolation revealed the
presence of four major hotspots of relatively high incidence rates covering most parts of Syria, central parts of Iraq, and
north-western, central, south-eastern and south-western parts of Saudi Arabia. The severity of these hotspots was seen to
decrease from high to low latitudes. The spatial patterns could be partly linked to precipitation (the higher the precipitation,
the higher the incidence rates) and to a lesser degree to temperature (the lower the temperature, the higher the incidence
rates). No significant relationship was deduced between the observed spatial patterns of incidence rates and humidity.
However, these three climatic factors could be used jointly as explanatory variables (ceteris paribus) to explain part of the
spatial variations of the CL incidence rates in the study area by applying geographically weighted regression.
Keywords: cutaneous leishmaniasis, areal interpolation, geographically weighted regression, geographical information sys-
tems, Middle East, Jordan.
Introduction
Leishmaniasis, a vector-borne parasitic disease
caused by Leishmania parasites, is spread by the bite
of an infected female Phlebotomine sand fly, previous-
ly having fed on infected humans or reservoir hosts
such as rodents. Around 30 different Leishmania
species are capable of infecting mammals and 21 of
them can cause infection in humans. Depending on the
infecting species, the clinical manifestations are viscer-
al, cutaneous or mucocutaneous. Of these, L. dono-
vani, L. infantum and L. chagasi cause visceral leish-
maniasis (VL or kala-azar); L. tropica, L. major and
L. aethiopica cause cutaneous leishmaniasis (CL); and
L. mexicana, L. amazonesis and L. venezuelensis
cause mucocutaneous leishmaniasis (ML). The two
main clinical forms are VL, which (if left untreated) is
a generally fatal, severe systemic disease and CL,
which causes skin sores. Although the latter is self-
healing, scarring can result in serious, social and psy-
chological stigma (CDC, 2011; WHO, 2011a).
Worldwide, more than 10 million people suffer from
CL in 82 tropical countries and there are about 1.5
million new cases every year (WHO, 2011a). In the
Middle East and North Africa (MENA), CL is regard-
ed as an endemic disease. More than 350,000 new
cases of CL occur annually and this trend is increasing
in many MENA countries (WHO, 2011a). However,
despite the worldwide spread and the severity of CL, it
is still a neglected public health problem (Hotez et al.,
2012). This motivated the World Health Organization
(WHO) to launch an initiative to control the disease
using an integrated approach. One recommendation
was to map endemic areas and identify factors affect-
ing the spread of the disease to facilitate interventions
and predict epidemics (WHO, 2007).
In order to establish a basis for studies addressing
the spatial and temporal distribution of CL and
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Fig. 1. The study area showing the 60 administrative units of Jordan, Syria, Iraq and Saudi Arabia.
exploring the most common and relevant environmen-
tal, social and economic factors affecting the spread of
the disease, we decided to first characterise the recent
spatial trends of CL in Jordan, Syria, Iraq and Saudi
Arabia, which – to the best of our knowledge – repre-
sents a first attempt in this direction in these four
countries. Since it was hypothesised that the incidence
of CL is sensitive to environmental factors affecting
the distribution and behaviour of both vectors and
reservoir hosts, in particular climate, the second major
objective was to reveal the relationships between dis-
cerned spatial patterns of CL in the area and some
common and potentially relevant climatic factors
(ceteris paribus) represented by temperature, precipi-
tation and humidity.
In the above mentioned four countries, CL is con-
sidered to be endemic even if there are only sporadic
outbreaks at different time intervals in different local-
ities (Adler and Theodor, 1929; Douba et al., 1997;
Al-Tawfiq and AbuKhamsin, 2004; AlSamarai and
AlObaidi, 2009; Mosleh et al., 2009). Two forms of
CL are present (Saliba et al., 1994; Janini et al., 1995;
WHO, 2008; Postigo, 2010; WHO, 2011b), the first
of which is zoonotic as the parasite is transmitted by
the vector from a range of animals to humans. It is
caused by L. major where the fat sand rat
(Psammomys obesus) is the suggested major reservoir
host and the sand fly (Phlebotomus papatasi) the
major vector. The second form is anthroponotic with
the parasite (in this case L. tropica) spread from
human to human by the  suggested major vector P. ser-
genti sand fly.
Materials and methods
The analyses were carried out in a geographic infor-
mation systems (GIS) environment using the GIS soft-
ware ArcGIS version 10.1 (ESRI, 2012a), the spatial
analysis software SAM version 4.0 (Rangel et al.,
2010) and the statistical software JMP version 8.0
(JMP, 2008a). All data were projected to the Universal
Transverse Mercator (UTM) Zone 37 N coordinate
system.
Study area
The study area (Figs. 1 and 2) comprises Jordan,
Syria, Iraq and Saudi Arabia. It is located between lat-
itudes 16˚00' N and 38˚00' N and longitudes 34˚00' E
and 56˚00' E with a total area of about 2.7 million km2
and a total population (according to 2009 estimates) of
about 83.4 million (CBSSY, 2011; CDOSISA, 2011;
COSIR, 2011; DOSJO, 2011). The largest country is
Saudi Arabia (about 2.0 million km2) with a popula-
tion of about 25.4 million, while the smallest country
is Jordan (about 88,800 km2) with a population of
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Fig. 2. Choropleth thematic maps showing the spatial distribution of (a) the population and (b) the population density of the 60 admin-
istrative units of Jordan, Syria, Iraq and Saudi Arabia in 2009.
Fig. 3. Choropleth thematic maps showing the spatial distribution of (a) the number of reported cases of CL and (b) the incidence rates
of CL of the 60 administrative units of Jordan, Syria, Iraq and Saudi Arabia in 2009.
about 6.0 million. Iraq and Syria occupy about
438,000 km2 and 187,400 km2 and embrace about
31.7 million and 20.4 million inhabitants, respectively.
Syria has the largest population density (about 108.7
inhabitants per km2) followed by Iraq (about 72.3
inhabitants per km2). Jordan has about 67.3 inhabi-
tants per km2 and Saudi Arabia has the smallest popu-
lation density (about 13.0 inhabitants per km2).
At the governorate level, the study area consists of
60 polygon administrative units (AUs): 10 in Jordan,
13 in Syria, 18 in Iraq and 19 in Saudi Arabia. The
largest AU is Riyadh in Saudi Arabia with an area of
about 380,000 km2, while Baghdad in Iraq with
approximately 882 km2 is the smallest. Baghdad has
not only the highest population (about 6.7 million)
but also the highest population density (about 7,600
inhabitants per km2). With about 83,700 inhabitants
Tafiela in Jordan has the lowest number of people,
while Najran in Saudi Arabia has the lowest popula-
tion density (about 1.9 inhabitants per km2).
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Fig. 4. Choropleth thematic maps showing the spatial distribution of (a) the mean daily air temperature (°C), (b) the total annual pre-
cipitation (mm) and (c) the mean daily specific humidity (kg/kg) of the study area in 2009.
CL data
Reported CL cases counts in the 60 AUs for the year
2009 (Fig. 3a) were obtained from the published gov-
ernmental reports of the Ministry of Health (MoH) of
Jordan (MOHJO, 2011), MoH of Syria (MOHSY,
2011), MoH of Iraq (MOHIR, 2011) and MoH of
Saudi Arabia (MOHSA, 2011). A total of 51,119 CL
cases were reported in Jordan, Syria, Iraq and Saudi
Arabia in 2009. This represented about 0.06% of the
total population of these four countries. The majority
of the cases (about 90.7%) were reported in Syria
(46,348 cases), which represented about 0.23% of the
total population of Syria. The lowest number of cases
(148) was reported in Jordan, which represented
about 0.002% of the total population of Jordan and
about 0.30% of all cases reported in the four coun-
tries. In Saudi Arabia and Iraq, similar numbers were
reported, i.e. 2,549 in Saudi Arabia and 2,074 in Iraq
representing about 5.0% (for Saudi Arabia) and about
4.1% (for Iraq) of the total number of cases reported
in the four countries and about 0.01% of the total
population of Saudi Arabia and about 0.01% of the
total population of Iraq. Furthermore, the highest
number of CL cases (29,403) was reported in Aleppo
in north Syria. In Saudi Arabia and Iraq, the highest
numbers of cases (654 in Saudi Arabia and 596 in
Iraq) were reported in Qaseem in the central parts of
Saudi Arabia and Maysan in the south-eastern parts of
Iraq. In Jordan, the highest number of cases (81) was
reported in IAJ along the northern borders of the
country. However, 12 AU in the study area reported
zero cases; five of them (Ma’an, Ma’daba, Amman,
Zarqa and Mafraq) in Jordan, four of them
(Qurayyat, Northern, Jouf and Qunfudah) in Saudi
Arabia and the remaining three (Duhouk, Erbil and
Sulaimaniya) in Iraq. In Syria, no AUs reported zero
cases.
The reported CL cases counts were used to calculate
the incidence rates for each AU (Fig. 3b) using equa-
tion 1 below:
IR09 = CL09 / P09 × 100000
(equation 1)
where IR09 is the incidence rate in 2009, CL09 the
number of CL cases reported in 2009 and P09 the
population in 2009. The incidence rates of CL varied
from zero in the 12 AUs, which reported zero cases as
has been noticed earlier, to about 635.9 in Aleppo in
Syria with mean and standard deviation (SD) of about
37.4 and 101.5, respectively. The highest incidence
rates in Iraq and Saudi Arabia were found in Maysan
(about 64.6) and Qaseem (about 57.6), respectively. In
Jordan, the highest incidence rate was found in Tafiela
(about 15.5).
Climate data
Data with respect to temperature, precipitation and
specific humidity for the year 2009 in all four coun-
tries (Fig. 4) were obtained from the NCEP/NCAR
Reanalysis 1 Project available at the Climate Research
Unit at the University of East Anglia, United Kingdom
(CRU, 2013). First, daily air temperature at 2 m above
the ground (in Kelvin degrees), daily precipitation rate
at the surface (in mm/sec) and daily specific humidity
at 2 m above the ground (in kg/kg) for the Eurasian
Quarter-Sphere (i.e. between latitudes 00˚00' N and
90˚00' N and longitudes 90˚00' W and 90˚00' E) for
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the year 2009 were obtained as vector layers for a
Gaussian grid based on spatial units of regular discrete
polygons with sizes of about 1.9˚ × 1.9˚, here called cli-
mate factor units (CFUs). For every CFU, the daily air
temperature at 2 m above the ground was transformed
into centigrades (°C) and their annual means calculat-
ed; the daily precipitation rate at the surface convert-
ed into mm/day and the total annual precipitation in
mm obtained; and the means of the daily specific
humidity at 2 m above the ground in kg/kg calculated.
Finally, the three processed climatic factor layers were
projected into the UTM Zone 37 N coordinate system
and clipped according to the borders of the study area.
The climate data for the study area, divided into 93
CFUs, showed a relatively simple pattern of mean
daily air temperatures (T) (Fig. 4a). It decreased grad-
ually from the south-east to the north-west in the
study area from about 29.8 °C to 10.8 ˚C with mean
and SD of about 23.3 ˚C and 4.5 ˚C, respectively.
However, the spatial patterns of precipitation and spe-
cific humidity were more complex. The total annual
precipitation (P) (Fig. 4b) varied from 2.4 mm to
782.5 mm with mean and SD of about 99.1 mm and
156.6 mm, respectively, reaching maximum values in
the northern parts of Syria and Iraq and in the south-
western parts of Saudi Arabia. Areas with high annu-
al precipitation values were also noticed in the north-
eastern parts of Saudi Arabia. The mean daily specific
humidity (S) (Fig. 4c) varied from 0.004 to 0.018
kg/kg with mean and SD of about 0.007 kg/kg and
0.003 kg/kg, respectively. Low values were noticed in
the central parts of the study area with high values
along the peripheries.
Spatial trends of CL and their association with climate
The first major objective of this study was to produce
a heat map (i.e. a continuous raster surface) to better
show the spatial variability and the “hotspots” (areas
with high-value spatial clusters) and “coldspots” (areas
with low-value spatial clusters) for CL incidence rates
that might not be readily recognisable when displaying
the raw data. However, the CL incidence rates were
associated with the 60 AUs and thus regarded as areal
data (Waller and Gotway, 2004). The second major
objective was to reveal the types of relationships
between the discerned spatial patterns of CL incidence
rates in the area and temperature, precipitation and
specific humidity. However, these three climatic vari-
ables were associated with 93 CFUs. Therefore, before
commencing with the analyses, it was necessary to
unify the spatial units upon which the CL incidence
rates and the three climatic variables were based and
this was done by areal interpolation.
Originally, areal interpolation was devised to deal
with “basis change” (Goodchild et al., 1993), which
involves using known attribute values for a set of
(source) areal units to predict unknown attribute val-
ues for another set of (target) areal units, where the
areas are generally not nested hierarchically and the
boundaries between the areas generally do not coin-
cide (Guan et al., 2011). However, areal interpolation
in the ArcGIS Geostatistical Analyst extension (ESRI,
2012b) is a geostatistical interpolation technique that
extends kriging theory to data aggregated over areal
units using a two-step process. First, a smooth predic-
tion surface for the CL incidence rates was created
from the 60 AUs, which were regarded as the source
areal units (a surface that can often be interpreted as a
risk surface). Then, the prediction surface was aggre-
gated back to the 93 CFUs, which were regarded as
the target areal units.
Although normality of the data is not a prerequisite
for interpolation or regression, they work better and
generate good results when the data are normally dis-
tributed. The incidence rates were not normally dis-
tributed as indicated by having a relatively high posi-
tive skewness and high positive kurtosis values of
about 4.6 and 22.8, respectively. This could be accen-
tuated by their normal quantile plot (Fig. 5a).
Consequently, in order to remedy the problem a natu-
ral logarithm transformation could be applied, but it
only works when the data have only positive and non-
zero values and the incidence rates do have zero val-
ues. One common approach to handle this problem is
to translate the data by adding a constant, which
might be a very small number such as “one” before
applying the transformation. Therefore, the translated
incidence rates and the natural logarithm transforma-
tion of the translated incidence rates for the 60 AUs
were calculated using equations 2 and 3 below:
TIR09 = (CL09 + 1) / P09 × 100000
(equation 2)
LTIR09 = lnTIR09
(equation 3)
where TIR09 is the translated incidence rate of the AU
in the year 2009, LTIR09 the natural logarithm of the
translated incidence rate of the AU in the year 2009
and CL09 and P09 what has been explained earlier.
The values of LTIR09 varied from -3.1 to 6.5 with
mean and SD of about 1.5 and 2.4, respectively. They
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Fig. 5. Normal quantile plots for (a) IR09 and (b) LTIR09.
γˆ (h) = [Z(xi) - Z(xi + h)]2Σ12N(h)
N(h)
i=1
showed a normal distribution indicated by a close to
zero skewness of about -0.2 and kurtosis of about -
0.6. This could be emphasised by the almost straight
line on the normal quantile plot (Fig. 5b).
Creating the LTIR09 risk surface involves develop-
ing an empirical semivariogram expressing the spatial
dependence between neighbouring observations. It can
be defined as one-half the variance of the difference
between the attribute values at all points separated by
a lag h. It was calculated using equation 4 below:
(equation 4)
where γˆ (h) is the estimated semivariance for the lag h,
N(h)  the total number of pairs of data points separat-
ed by the lag h and Z(xi) and Z(xi + h) the actual val-
ues of the variable Z at xi and xi + h locations, respec-
tively (Isaaks and Srivastava, 1989).
Then, the mathematical functions circular, spherical,
tetraspherical, pentaspherical, exponential, Gaussian,
rational quadratic, hole effect, K-Bessel, J-Bessel and
stable were used to fit the developed empirical semi-
variogram. Using the leaving-one-out cross-validation
method (Davis, 1987) by sequentially omitting a
point, predicting its value using the rest of the data
and comparing the measured and predicted values, the
model producing the lowest root mean squared error
(RMSE) was selected as the best and was consequent-
ly used to generate the LTIR09 risk surface. This
model, in addition of possessing a strong correlation
between measured and predicted values, should have
normally distributed independent random errors with
mean zero and constant variance. By back-transform-
ing the developed LTIR09 risk surface, a TIR09 risk
surface predicting TIR09 at each individual location in
the study area was developed.
Completing the workflow of areal interpolation
through the ArcGIS Geostatistical Analyst extension
rendered the LTIR09 and TIR09 risk surfaces at the 93
CFUs. The developed vector layers, which were at the
scale and extent required to demonstrate the spatial
relationships of CL and the climate across the study
area for the year 2009 by applying correlation analy-
sis using Pearson product-moment correlation coeffi-
cient (r) and multiple linear regression analysis using
ordinary least squares (OLS) and geographically
weighted regression (GWR), were here called “base-
changed predicted LTIR09” and “base-changed pre-
dicted TIR09”, respectively.
The Pearson product-moment correlation coefficient
(JMP, 2008b) measures the strength of the linear rela-
tionship between two variables. If there is an exact lin-
ear relationship, the correlation is +1 or -1, depending
on whether the variables are positively or negatively
related. If there is no linear relationship, the correla-
tion tends toward zero.
Multiple linear regression (Chatterjee and Hadi,
2012) quantifies the relationship between a dependent
(response) variable and multiple independent
(explanatory) variables. The model for a population of
interest has the form expressed by equation 5 below:
yi = β0 + β1x1i + β2x2i + ... + βkxki + εi
(equation 5)
where yi denotes the response variable, which is a
function of the linear combination of the explanatory
variables xki; β0 represents the regression parameter
intercept, while βk denotes the regression parameter of
the variable xki. The factor εi is a normally distributed
independent random error term with constant vari-
ance and zero mean. The subscript k is the number of
explanatory variables in the model, while the subscript
i denotes that this relationship holds for each observa-
tion in the population of interest.
Usually the method of OLS is used to find the esti-
mates bo, b1, b2, ..., bk of the parameters β0, β1, β2, ...,
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Fig. 6. Normal quantile plots for the (a) base-changed predicted TIR09 and (b) base-changed predicted LTIR09 and the climatic fac-
tors (c) mean daily air temperature (T), (d) transformed mean daily air temperature (TT), (e) total annual precipitation (P), (f) tran-
sformed total annual precipitation (TP), (g) mean daily specific humidity (S), and (h) transformed mean daily specific humidity (TS) for
the 93 climate factor units of the study area in 2009.
βk from a sample from the population such that the
sum of squared residuals (Σni=1 e2i = Σ
n
i=1 (yi - yˆi)2) across
the entire sample is minimised, where yˆi is the predict-
ed value of yi and ei is an estimate of the error term εi.
On the other hand, GWR (Fotheringham et al.,
2002) is a spatial modelling technique hypothesises
that the traditional multiple regression is global and
aspatial and cannot explain the relationships between
some sets of variables where spatial non-stationarity
exists. In contrast, GWR allows different relationships
to exist at different points in space so that the param-
eters estimates in the model rather than being global
are specific to those points in space. The model has the
form expressed by equation 6 below:
yi = β0(ui, vi) + β1(ui, vi) x1i + β2(ui, vi) x2i + ... + βk(ui, vi) xki + εi
(equation 6)
where yi denotes the response variable, which is a func-
tion of the linear combination of the explanatory vari-
ables xkis; (ui, vi) denotes the coordinates of the ith point
in space; β0(ui, vi) represents the regression parameter
intercept for the ith point with coordinates (ui, vi), while
βk(ui, vi) denotes the regression parameter of the variable
xki for the ith point with coordinates (ui, vi); εi a nor-
mally distributed independent random error term with
constant variance and zero mean; and the subscript k
the number of explanatory variables in the model.
Geographically weighted regression produces
unique parameters estimates for all points  by spatial-
ly weighting the observations according to their prox-
imity to i. Observations closer to the ith point are given
more weight than are observations further away. The
weights are derived through a distance-decay function.
A spatial kernel (either fixed or adaptive) is used at the
ith point. The kernel bandwidth is determined by either
cross-validation or corrected Akaike information cri-
terion (AICc) minimization using all or sample (per-
centage) of the data points. Geographically weighted
regression also provides local goodness-of-fit measures
and local residuals.
Before conducting regression analysis, it was noticed
that the distribution of the base-changed predicted
TIR09 was not normally distributed while the distri-
bution of the base-changed predicted LTIR09 was nor-
mally distributed as indicated by the normal quantile
plots (Figs. 6a and 6b). Hence, the response was cho-
sen to be the base-changed predicted LTIR09.
Furthermore, the normality of the explanatory vari-
ables T, P and S were tested and it was clear that none
of them were normally distributed (Figs. 6c, 6e and
6g). After a process of trial and error and taking into
consideration the types and characteristics of the dis-
tributions of the explanatory variables, it was found
that applying a natural logarithm transformation on
the reflected version of the explanatory variable T
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Model type
Error
Correlation between
measured and predicted
MINE MAXE ME RMSE RMSSE r P-value
Exponential
Pentaspherical
Tetraspherical
Circular
Rational Quadratic
Spherical
K-Bessel
Gaussian
Stable
J-Bessel
Hole Effect
-4.038
-4.922
-4.993
-4.835
-4.147
-5.078
-3.573
-3.822
-3.822
-5.182
-6.953
3.713
4.226
4.356
4.788
4.649
4.544
4.516
4.659
4.659
6.451
6.372
-0.017247
0.008819
0.015244
0.000738
0.002950
0.022236
0.086311
0.100102
0.100102
0.116890
0.098221
1.707109
1.760021
1.774631
1.790520
1.794570
1.796037
1.805258
1.886168
1.886168
2.222089
2.637093
1.100897
1.133990
1.145186
1.172026
1.167782
1.162707
1.251794
1.497117
1.497303
2.826125
4.222851
0.6898
0.6722
0.6669
0.6644
0.6616
0.6601
0.6475
0.6219
0.6219
0.4752
0.3176
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
0.013
Table 1. Cross-validation of the models obtained for the LTIR09 of CL in the study area using areal interpolation (sorted in an
ascending order according to the RMSE).
MINE = minimum error; MAXE = maximum error; ME = mean error; RMSE = root mean squared error; RMSSE = root mean
squared standardised error; r = Pearson product-moment correlation coefficient.
(equation 7), natural logarithm transformation on the
explanatory variable P (equation 8) and inverse trans-
formation of the explanatory variable S (equation 9),
produced transformed versions of the explanatory
variables (i.e. TT, TP and TS) that were close to nor-
mal distributed (Figs. 6d, 6f and 6h).
TT = ln(34 – T) (equation 7)
TP = lnP (equation 8)
TS = 1 / S (equation 9)
Hence, a pool of competing models using OLS and
GWR were developed for explaining the relationships
between the observed spatial patterns of the base-
changed predicted LTIR09 for the 93 CFUs (as the
response variable) and different combinations of the
variables T, P and S and their transformed versions TT,
TP and TS (as the explanatory variables). The main
goal of including transformed versions of the explana-
tory variables was to test the effect of normalising the
explanatory variables T, P and S on enhancing the
explanation powers of the developed models. Using
the leaving-one-out cross-validation method (as has
been explained earlier), the model with the smallest
cross validation AICc was deemed to be the best fit to
the data and therefore selected for explaining the
observed spatial variations of the CL incidence rates in
the study area. Furthermore, the chosen model, in
addition to having strong correlation between meas-
ured and predicted values, should have normally dis-
tributed independent random errors with mean zero
and constant variance.
Results
As the CL risk surface was being created, it was
found that sorting the models developed for LTIR09
by fitting the functions circular, spherical, tetraspheri-
cal, pentaspherical, exponential, Gaussian, rational
quadratic, hole effect, K-Bessel, J-Bessel and stable to
the calculated empirical semivariogram (where the
default parameters for the lattice spacing (103,488 m),
lag size (191,013 m), number of lags (12) and stan-
dard search neighbourhood (with 15 and 10 maxi-
mum and minimum neighbors, respectively) were
used) in an ascending order according to their cross-
validation RMSEs, showed that the model using the
exponential function was the best (Table 1). The
model had the lowest RMSE of about 1.707 and the
strongest correlation between measured and predicted
values of about 0.690 (P-value <0.001) and the errors
associated with the model showed close to normal dis-
tribution, as indicated by having almost straight line
on normal quantile plot (Fig. 7). Moreover, these
errors showed no clear signs of bias or heteroscedas-
ticity, a fact that was demonstrated by having errors
mean (ME) close to zero, i.e. about -0.017 (Table 1),
which varied from -4.038 to 3.713 with almost inde-
pendent random distribution and constant variance
(Fig. 8). Furthermore, all the developed models had
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Fig. 7. Cross-validation normal quantile plots for the errors associated with the models developed for the LTIR09 of CL in the study
area by applying areal interpolation using various functions. (a) exponential; (b) pentaspherical; (c) tetraspherical; (d) circular; (e) ratio-
nal quadratic; (f) spherical; (g) K-Bessel; (h) Gaussian; (i) Stable; (j) J-Bessel; (k) hole effect.
Fig. 8. Cross-validation error plots for the models that were developed for the LTIR09 of CL in the study area by applying areal inter-
polation using various functions. (a) exponential; (b) pentaspherical; (c) tetraspherical; (d) circular; (e) rational quadratic; (f) spherical;
(g) K-Bessel; (h) Gaussian; (i) Stable; (j) J-Bessel; (k) hole effect.
mean squared standardised errors (RMSSEs) greater
than one, which indicated that they under-estimated
the variability of the actual surface of LTIR09. This
under-estimation was the lowest in the best model
since it had the lowest RMSSE, which was the closest
to one. Hence, this model was chosen to produce a
continuous raster surface predicting LTIR09 at each
individual location in the study area (with a cell size of
about 8.693 × 8.693 km2). The developed surface
showed strong anisotropy as indicated by having a
semivariogram with the major range (1,149,984 m)
three times larger than the minor range (384,670 m).
This anisotropy changed more rapidly in the north-
east-southwest direction (the minor range) than the
northwest-southeast direction (the major range); the
direction was found to be about 106.9˚. Furthermore,
in addition to the cross-validation measures of error
that were calculated for the chosen model and in order
to further assess the accuracy of the generated surface,
a cross-validation standard error surface was devel-
oped (Fig. 9a). This surface quantified the uncertainty
associated with each location in the interpolated sur-
face. Generally, the uncertainty decreased in the areas
surrounding the centroids of the 60 AUs. Also, the
smaller the area of the AU, the lower the uncertainty
of the developed surface; a fact that could be noticed
in the AUs forming the northern parts of the study
area, which included Jordan, Syria, Iraq and the
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Fig. 9. Continuous raster surfaces showing the spatial distribution of (a) the prediction standard errors for the interpolated surface for
the LTIR09 of CL in the study area in 2009 using the exponential function by applying areal interpolation and (b) the TIR09 of CL
for the study area in 2009 after back-transforming the interpolated surface for the LTIR09 of CL.
northern and south-western parts of Saudi Arabia.
Fig. 9b shows the TIR09 risk surface after back-
transforming the LTIR09 risk surface. In the study
area, TIR09 was found to vary from 0.031 to 892.094
with mean and SD of about 24.909 and 55.080,
respectively. Moreover, the surface revealed the pres-
ence of a spatial pattern of four major hotspot areas of
TIR09. The first hotspot covered most parts of the
AUs of Syria in the north-western parts of the study
area. This hotspot extended (with relatively lower
TIR09 severity) through the central parts of Iraq in the
north-eastern parts of the study area, which included
most of the Anbar and Salahuddin in addition to Diala
and Maysan. The second hotspot covered the north-
western and central AUs in Saudi Arabia, which
included the southern parts of Tabouk and most of
Medinah, Ha’il and Qaseem. The third hotspot cov-
ered most of Ahsa in the south-eastern parts of Saudi
Arabia. These last two hotspots formed a stripe, which
extended in a northwest-southeast direction in the
central parts of the study area. In addition, a fourth
hotspot (with relatively lower TIR09 severity) exited
in the south-western AUs of Saudi Arabia, which
included some parts of Baha, most parts of Bishah and
Aseer and the western parts of Najran. In Jordan, a
relatively small hotspot (with very low TIR09)
appeared in Tafiela (along the Dead Sea). The remain-
ing parts of the study area formed relatively coldspot
areas. The first coldspot appeared in the north-eastern
parts of the study area. It covered the Iraqi Kurdish
AUs (Dohouk, Erbil and Sulaimaniya) in addition to
Ninevah and Kirkuk (and the topmost eastern parts of
Syria). The second coldspot formed a stripe in the
direction extending from the central and eastern parts
of Jordan to the northern and north-eastern parts of
Saudi Arabia in addition to the southern parts of Iraq.
The third coldspot also formed a stripe approximately
directed northwest-southeast, which extended from
Jeddah, Meccah and Qunfudah AUs in the western
parts of Saudi Arabia and covered most of the south-
ern parts of Riyadh and eastern parts of Najran along
the southern parts of the study area.
Fig. 10 shows the base-changed predicted TIR09 after
completing the workflow of areal interpolation through
the ArcGIS Geostatistical Analyst extension. It is clear
that the base-changed predicted TIR09 for the 93 CFUs
varied from 0.05 to 510.0 with mean and SD of about
31.5 and 77.4, respectively.
By applying Pearson product-moment correlation
coefficient (r), it was found that P had the highest sig-
nificant positive correlation with base-changed pre-
dicted TIR09 (r = +0.414 and P-value <0.001) fol-
lowed by T, which had a significant negative correla-
tion with base-changed predicted TIR09 (r = -0.285
and P-value = 0.006). However, no significant correla-
tion was noticed between S and the base-changed pre-
dicted TIR09 (r = +0.039 and P-value = 0.714).
Applying OLS with different combinations of the
explanatory variables T, P and S and their transformed
versions TT, TP and TS for explaining the base-
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changed predicted LTIR09 for the 93 CFUs (i.e.
Models OLS01 to OLS08 in Table 2) showed that,
although the developed models had cross-validation
errors distributions that were close to normal (Figs.
11a-h), there were noticeable structures and patterns
in their cross-validation errors plots (Figs. 12a-h) indi-
cating non-randomness and non-independence of the
errors with non-constant variances. Moreover, the
explanation powers of the models were very weak (R2
varied from 0.007 to 0.018 and adjR2 varied from -
0.004 to -0.016) and not significant (F Ratios varied
from 0.194 to 0.539 and the P-values varied from
0.657 to 0.900).
Applying GWR for explaining the base-changed pre-
dicted LTIR09 for the 93 CFUs using different combi-
nations of the explanatory variables T, P and S and
their transformed versions TT, TP and TS (i.e. models
GWR01 to GWR08 in Table 2), using a moving win-
dow spatial weighting function and adaptive spatial
kernel with optimization to minimize AICc searching
from 5 to 20% of neighbours, produced better results
as compared to those that were obtained from apply-
ing OLS. In addition to having models cross-validation
errors distributions that were close to normal as indi-
cated by their normal quantile plots (Figs. 11i-p), the
structures and patterns in the errors distributions were
reduced as indicated by their errors plots (Figs. 12i-p)
indicating stronger evidences of randomness and inde-
pendence of the errors with almost constant variances
and close to zero means. Moreover, the explanatory
powers of the models were enhanced dramatically (R2
varied from 0.743 to 0.760 and adjR2 varied from
0.662 to 0.681) and were significant (F Ratios varied
Fig. 10. Choropleth thematic map showing the spatial distribu-
tion of base-changed predicted TIR09 of CL for the 93 climate
factor units of the study area in 2009 using areal interpolation.
Model no. Predictors ENP AICc R2 adjR2 F Ratio P-value
OLS01
OLS02
OLS03
OLS04
OLS05
OLS06
OLS07
OLS08
GWR01
GWR02
GWR03
GWR04
GWR05
GWR06
GWR07
GWR08
T, P, S
TT, P, S
T, TP, S
T, P, TS
TT, TP, S
TT, P,TS
T, TP, TS
TT, TP, TS
T, P, S
TT, P, S
T, TP, S
T, P, TS
TT, TP, S
TT, P,TS
T, TP, TS
TT, TP, TS
4
4
4
4
4
4
4
4
25.140
25.250
24.305
24.729
24.368
24.960
24.017
24.056
403.838
404.459
404.711
403.813
404.881
404.286
404.082
404.159
342.990
343.909
343.937
339.049
345.604
341.033
342.043
344.231
0.018
0.011
0.008
0.018
0.007
0.013
0.015
0.014
0.752
0.751
0.749
0.760
0.745
0.758
0.749
0.743
-0.004
-0.011
-0.014
-0.004
-0.016
-0.009
-0.007
-0.008
0.669
0.667
0.668
0.681
0.662
0.677
0.670
0.663
0.531
0.330
0.249
0.539
0.194
0.386
0.452
0.427
8.526
8.428
8.785
9.116
8.560
8.892
8.936
8.666
0.662
0.804
0.862
0.657
0.900
0.763
0.717
0.734
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
Table 2. Cross-validation of the models developed for the base-changed predicted LTIR09 of CL for the 93 climate factor units of
the study area.
ENP = effective number of parameters; AICc = corrected Akaike information criterion; R2 = multiple coefficient of determination;
adjR2 = adjusted R2
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Fig. 11. Cross-validation normal quantile plots for the errors associated with various models developed for the base-changed predicted
LTIR09 of CL for the 93 climate factor units of the study area. (a) OLS01; (b) OLS02; (c) OLS03; (d) OLS04; (e) OLS05; (f) OLS06;
(g) OLS07; (h) OLS08; (i) GWR01; (j) GWR02: (k) GWR03; (l) GWR04; (m) GWR05; (n) GWR06; (o) GWR07; (p) GWR08.
Fig. 12. Cross-validation error plots for the models developed for the base-changed predicted LTIR09 of CL for the 93 climate factor
units of the study area. (a) OLS01; (b) OLS02; (c) OLS03; (d) OLS04; (e) OLS05; (f) OLS06; (g) OLS07; (h) OLS08; (i) GWR01; (j)
GWR02: (k) GWR03; (l) GWR04; (m) GWR05; (n) GWR06; (o) GWR07; (p) GWR08.
from 8.428 to 9.116 and P-values <0.001). However,
sorting the models in an ascending order according to
their cross-validation AICc indicated that the model
GWR04 was deemed to be the best fit to the data
(AICc was found to be about 339.049 searching about
12% of the neighbours) and hence was selected as the
model for explaining the base-changed predicted
LTIR09 for the 93 CFUs. The explanatory variables in
this model were T, P and TS. Figs. 13 and 14 show the
spatial distribution of the coefficients and standard
errors of these explanatory variables (in addition to
the intercept), respectively. The developed coefficients
had values varied from negative to positive indicating
the existence of different relationships between the
dependent and independent variables across the study
area. Moreover, the standard errors of the variables
are generally high in the central and south-eastern
parts relative to the peripheries of the study area. The
model had errors that varied from -2.3 to 1.8 with
mean and SD of about 0.002 and 1.021, respectively.
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Fig. 13. Choropleth thematic maps showing the spatial distribution of the coefficients developed by applying GWR on the 93 climate
factor units of Jordan, Syria, Iraq, and Saudi Arabia in 2009. (a) Intercept; (b) mean daily air temperature (T); (c) total annual preci-
pitation (P); (d) transformed mean daily specific humidity (TS).
Fig. 14. Choropleth thematic maps showing the spatial distribution of the standard errors of the coefficients developed by applying
GWR on the 93 climate factor units of Jordan, Syria, Iraq and Saudi Arabia in 2009. (a) Intercept; (b) mean daily air temperature (T);
(c) total annual precipitation (P); (d) transformed mean daily specific humidity (TS).
The model had the highest explanatory power (R2
equalled about 0.760 with an adjR2 of about 0.681 (F
Ratio = 9.116 and P-value <0.001)) among all the
developed models. However, the local explanation
powers using this model in the study area varied from
0.006 to 0.773 (Fig. 15a); also indicating the presence
of different relationships between the dependent and
independent variables across the study area. The high-
est explanatory power was found in the north-eastern
parts of Iraq, the southern and western parts of Jordan
and the western parts of Saudi Arabia along the Red
Sea, in addition to the north-eastern parts of Saudi
Arabia along the Arabian Gulf. Thus, applying this
model revealed almost similar interesting spatial pat-
terns of TIR09 as those that were uncovered by apply-
ing areal interpolation (Fig. 15b). The GWR predicted
TIR09 of CL for the study area in 2009 varied from
0.1 to 388.0 with mean and SD of about 19.7 and
51.1, respectively. Four major hotspot areas could be
identified that covered most parts of Syria and extend-
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Fig. 15. Choropleth thematic maps showing the spatial distribution of (a) local R2 and (b) predicted TIR09 of CL for the 93 climate
factor units of the study area in 2009 using GWR.
ed (with relatively lower severity) through the central
parts of Iraq. They also covered the north-western,
central and south-eastern parts of Saudi Arabia. In
addition, they covered (with relatively lower severity)
the south-western parts of Saudi Arabia.
Discussion
The present study revealed quantitatively some char-
acteristics of the spatial patterns of CL in the Middle
East shedding light on the relationships between the
spatial patterns of CL incidence rates and precipitation,
temperature and specific humidity. However, a number
of issues might have affected the results. First, CL data
used in this study were obtained from the published
reports of the MoH of the four countries. Of course,
these are not the only sources of information about CL;
however they are the most reliable and readily available
ones that can be used for conducting scientific research
about the disease in the study area. One consequence of
this is the potential under-estimation of the disease,
which could be attributed to several factors, including
self-healing. Other factors include the absence of active
case-detection, which means that the number of report-
ed cases mainly reflects patients seeking medical care in
the MoH public clinics. The probable occurrence of CL
cases in remote and rural areas with limited resources
for treatment and inadequate diagnosis adds to the
problem and may have contributed to the possibly false
impression that the disease burden in some AUs is low
and not as high as in the neighbouring ones.
Second, the level of the spatial aggregation of the
reporting systems by the four countries was based on
AUs having different areas and different population
sizes and densities. Although, this was accounted for
during the development of CL incidence rates risk sur-
face by implementing areal interpolation, the uncertain-
ty of the surface varied with the density of the AUs
forming the study area, i.e. the smaller the areas of the
AUs and the larger the number of the AUs, the lower
the uncertainty of the developed surface. Furthermore,
the developed surface under-estimated the actual vari-
ability of CL incidence rates in the study area. Hence,
there is a need to unify and enhance the national report-
ing systems of Jordan, Syria, Iraq and Saudi Arabia
through the incorporation of data that are geocoded
based on their addresses, adopting smaller spatial units
and using GIS-based multiuser geodatabases that are
connected to each other and to other countries in the
world classified as areas of high-risk of CL.
Third, as a demonstration of the possibility of using
climate factors for developing models for explaining
incidence rates of CL in the study area, the readily
available climatic factors at the Climate Research Unit
at the University of East Anglia, United Kingdom,
were used. Although these variables were obtained
from a reputable international public source and the
reliability of these data were tested and confirmed by
the producing agency, these data work better for glob-
al-scale studies. Thus, there is a need to conduct more
detailed and elaborated regional and local studies
(based on unified fine spatial areal arrangements) in
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order to produce data about the climatic factors that
might affect the spread of the disease in the region.
Furthermore, during applying areal interpolation to
produce a smooth prediction surface for the CL inci-
dence rates from the 60 AUs, which was aggregated
back to the 93 CFUs, the best model chosen (i.e. the
exponential function) using ‘leave-one-out’ validation
method produced a correlation of about 0.690
between the measured and predicted data. Though this
model has the strongest prediction ability among the
11 mathematical functions that were tested, it still
leaves about 0.310 of the data not predicted.
Therefore, issues of spatial uncertainty in predicting
outcome CL to the CFU level might have arisen.
Therefore, there is a need to enhance the national
reporting systems of Jordan, Syria, Iraq and Saudi
Arabia by adopting smaller spatial units. This should
increase the sample size and thus, in addition to test-
ing other mathematical functions, might enhance the
predictability of the developed models.
Fourth, though applying Person product-moment
correlation coefficient revealed the presence of sig-
nificant positive correlation between CL incidence
rates and precipitation spatial patterns and signifi-
cant negative correlation between CL incidence rates
and temperature spatial patterns but failed to find a
relationship between CL incidence rates and specific
humidity spatial patterns in the study area, GWR
showed that the relationships between CL incidence
rates and these three climatic factors are more com-
plex and non-stationary and vary spatially across
the study area. It is well known that CL does not
respect the political borders of the countries as dif-
ferent environmental, social and economic factors
affect its presence and spread. In addition, move-
ment of non-immune populations to areas of high
CL endemicity, possibly exacerbated by political
instability and influx of refugees between neigh-
bouring countries, might affect the spatial patterns
of the disease. It is well-known that human popula-
tions inhabiting Leishmania-endemic areas exhibit
attenuated Leishmania infections and are less likely
to contract disease as compared to newcomers.
Historically, this phenomenon has been attributed to
a gradual onset of immunity against Leishmania
parasites in endemic areas. This could be in part
related to the exposure to immunogenic sand fly
salivary proteins that induce an overall protective
immunity against Leishmania infection (Valenzuela
et al., 2001). Although, this study included four
neighbouring countries of the Middle East and con-
centrated on exploring the types of the relationships
between the spread of the disease and three climatic
variables, there is a need to expand the study to
include other countries in the MENA region and
include other environmental, social and economic
factors that might affect the spread of the disease.
This could be further enhanced by adjusting inci-
dence rates for age and other socio-demographic
factors and including information about CL vectors
and reservoir hosts ecological niche and specific
habitat requirements, which are (at the present time)
not readily available.
Conclusions
Support has been found for the CL incidence rates in
Jordan, Syria, Iraq and Saudi Arabia forming four
major hot spot areas covering most parts of Syria, cen-
tral parts of Iraq and north-western, central, south-
eastern and south-western parts of Saudi Arabia.
Moreover, the severity of these hot spot areas decreas-
es from high to low latitudes. The spatial patterns of
the incidence rates seem to have a significant, moder-
ate, direct relationship with precipitation and signifi-
cant, moderate but inverse relationship with tempera-
ture. Though, no significant relationship was inferred
between disease incidence rates and specific humidity
spatial patterns, the three climatic factors together can
be used as explanatory variables for explaining part of
the spatial variations of CL incidence rates in the four
countries.
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