The problem of determining the camera motion from apparent contours or silhouettes of curved threedimensional surfaces is considered. In a sequence of images, it is shown how to use the generalised epipolar constraint on apparent contours. One such constraint is obtained for each epipolar tangency point in each image pair. Thus in theory the motion can be calculated from the deformation of a single contour. A robust algorithm for computing the motion is presented based on the maximum likelihood estimate. It is shown how to generate initial estimates on the camera motion using only the tracked contours. It is also shown how to improve this estimate by maximising the likelihood function. The algorithm has been tested on real image sequences. The result is compared to the that of using only point features. The statistical evaluation shows that the technique gives accurate and stable results.
Introduction
The apparent contours of three-dimensional surfaces are known to be a rich source of information. Under known viewer motion, reliable descriptions of curved surfaces can be recovered from the apparent contours, cf. 8, 5, 14] . In this paper, we consider the problem of determining the camera motion from the deformation of apparent contours. Knowledge of motion is needed in various situations, e.g. navigation, object grasping and, as mentioned, surface recovery. It is shown how special points on the apparent contour, called frontier points or epipolar tangency points, can be detected in image sequences and used to recover the viewer motion.
The special case of frontier points under orthographic projection and object rotation around a single axis was considered in 12, 7] . In 11] , although primarily This work has been done within the ESPRIT Reactive LTR project 21914, CUMULI and the Swedish Research Council for Engineering Sciences (TFR), project 95-64-222 concerned with stereo calibration from 3D space curves, it was noted that the intersection of two contours from two discrete viewpoints generated a point, visible in both images. This constraint was exploited in 4] in the analysis of the visual motion of space-curves. An approach for parallel projection has been presented in 15, 16] . Another approach using trinocular stereo has been presented in 9].
In 1], it was shown how the viewer motion can be calculated from the constraints on the camera motion and the epipolar tangency points. However, only a pair of images was considered. In this situation the problem can be ill-conditioned and therefore it is difcult to accurately estimate the motion parameters. We extend this idea to treat each pair in an image sequence simultaneously to obtain more stable results and to recover the full motion of the camera. We show how an initial estimate of the camera motion can be obtained using only the tracked apparent contours. This is done for the case of a camera with unknown and possibly varying intrinsic parameters. It is then well-known that the motion can only be recovered up to a projective transformation, cf. 6]. The generalisation to other cases is straightforward. The paper is organised as follows. In Section 2, the generalised epipolar constraint is described. A robust algorithm based on the maximum likelihood estimate of this constraint is presented in Section 3. Experiments on a real image sequence as well as a statistical evaluation are given in Section 4. Finally, Section 5 contains a conclusion.
Generalised Epipolar Constraints
For an arbitrary camera position, the contour of a surface is de ned as the locus of points on the surface, where the tangent planes contain the camera center. In turn, the apparent contour is de ned as the image of the contour.
Consider the camera centers at two di erent time instants, c(t 1 ), c(t 2 ), and consider all the tangent plaepipolar tangency point camera centers epipolar tangency plane Figure 1 : The epipolar tangency plane is a tangent plane of the surface at a epipolar tangency point.
nes of the surface that go through the two camera centers, cf. Figure 1 . These are called the set of epipolar tangency planes. In each image, the epipolar tangency planes are projected to a set of lines, the epipolar tangency lines. that K ij = K ji and that F ij = F T ji . Then, the generalised epipolar constraint is given by u T ijk F ij u jik = 0 : (1) This highlights the similarities to the well-known epipolar constraint for points. An illustration of the situation is given in Figure 2 . Notice that the entries of F ij can be expressed as polynomials in the entries of P i and P j and, in turn, that the epipoles, e ij of image i and e ji of image j, can be obtained as the left and right null space of the fundamental matrix, i.e. e T ij F ij = 0 and F ij e ji = 0. The tangency points can be obtained from the epipolar tangency constraint, i.e. det e ij u ijk (u ijk ) s = 0 ; (2) where subscript s denotes di erentiation with respect to the parametrisation of the apparent contours. Thus, we are interested in computing two quantities, the fundamental matrices and the epipolar tangency points. If the fundamental matrix F ij is known, the epipolar tangency points u ijk and u jik , k = 1; : : : ; K ij , can be calculated, and vice versa.
Computation of Camera Motion
After discussing the principles, we will now describe all steps involved in the computation of the camera motion. The process can be made fully automatic, i.e. no human intervention is needed. The steps involved are detection and tracking of the apparent contours, initial estimate of motion, and nally, iterative re nement of the motion estimate.
The re nements of the estimate is based on the maximum likelihood method which is a natural way to estimate parameters given noisy input data. Each step in the iterative renement involves the following computations:
(i) Calculation of the fundamental matrices from the camera matrices, and their derivatives with respect to the camera matrices, (ii) Calculation of the epipoles from the fundamental matrices, and their derivatives with respect to the camera matrices, (iii) Finding points u ijk on the apparent contours where the tangents go through the epipoles, and their derivatives with respect to the camera matrices, (iv) Calculating the likelihood L and its derivative with respect to the camera matrices, (v) Updating the camera matrices.
re nement
Each step in this procedure will now be described in a little more detail in the following subsections.
Extraction and Tracking of Contours
An important part of the calculation of motion from the deformation of apparent contour is the extraction and tracking of the apparent contours. This is a difcult practical problem which has received considerable attention, see 3]. The notion of snake has been used for this purpose, see 10]. Roughly speaking, a snake is a parametrised B-spline curve, whose parameters are changed dynamically to t the apparent contour. The spline curve wriggles to adapt the image, thus resembling a snake. The curve is represented as a collection of B-spline segments. This representation has several nice properties. For example, the curve has automatically continuous rst and second derivatives. The snake is matched to the contour in two steps. Euclidean transformations are rst used. This ensures a fast, robust, but rough positioning of the snake in the new image, cf. deformed to match the new image, cf. Figure 3 .C. To deform the snakes, a subpixel edge detector is used, that not only give the location of the contour but also a con dence interval in the normal direction of the curve. This is done with the technique described in 2]. For clear, well de ned edges, like the ones in Figure 3 , the individual edge positions can be found with a standard deviation of about on 1/100'th of a pixel. Additional errors are introduced in the B-spline t and in the radial and tangential distorsion of the camera. The errors caused by the B-spline t are of order 1/10'th of a pixel. This uncertainty measure is important and will be used in the maximum likelihood estimator. Di erent epipolar tangency points are weighted according to the uncertainty in their positioning. The bias caused by distorsion was unknown prior to the experiment. This will be commented upon in the statistical evaluation later.
Initial Hypothesis of Motion
If the epipoles are known the epipolar tangency points can be computed and given the epipolar tangency points the epipolar geometry can be recovered. However, there is no analytic way of calculating the motion parameters from the apparent contours. An initial estimate of the motion parameters is needed in order to use the generalised epipolar constraints. In some situations, partial knowledge of the motion can be obtained by other means, e.g. motion sensors or prediction from motion history.
In general, no a priori information is available. However, as a by-product of the snake tracker, approximate point correspondences are obtained for two consecutive images. They are not true correspondences in the sense that they are images of the same point, since the contour sweeps over the surface and because of the aperture problem for curves. The error caused by these e ects is normally small compared to the motion between di erent apparent contours. This suggests that the approximation error may be negligible, and that the technique can be used to get an initial estimate of motion.
Thus the initial hypothesis of the camera matrices is obtained by assuming that corresponding points of the apparent contours are images of the same point in space. A point based structure and motion algorithm is used to calculate the m camera matrices P 1 ; : : : ; P m from these approximate point correspondences, see 13].
Iterative Re nements Calculation of Fundamental Matrices
Study image i and image j. Given an estimate of the two 3 4 camera matrices P i and P j corresponding to these images, the entries of the 3 3 fundamental matrix F ij can be expressed as homogeneous polynomials of degree 4 in the entries of the camera matrices. Each entry is a 4 4 determinant formed by taking suitable rows of P i and P j . Thus it is straightforward to calculate F ij and its derivatives with respect to P i and P j .
Calculation of Epipoles
Again with the speci c image pair (i; j) in mind, the epipoles e ij in image i with respect to image j and e ji can be calculated as the left and right null spaces of F ij , i.e. e T ij F ij = 0 and F ij e ji = 0. Using the implicit function theorem it is straightforward to calculate the derivatives of the epipoles with respect to the fundamental matrix. The derivatives of the epipoles with respect to the camera matrices are then calculated using the chain rule.
Finding Epipolar Tangency Points
The epipoles and the tangency constraint (2) determine the position of the tangency points on the apparent contours. The image of the epipolar tangency points are points on the apparent contours where the tangent goes through the epipole. In each image pair (i; j) there are a number K ij of such point pairs (u ij1 ; u ji1 ); : : : (u ijKij ; u jiKij ). Given the tangency points of a contour in image i, fu ijk g k=1;:::;Kij and image j, fu jil g l=1;:::;Kji , we need also to determine the correspondences between the tangency points. If the motion is correct, two corresponding points ful ll the generalised epipolar constraint (1). Since we have a rough estimate of the motion, the constraint can be used for matching. For u ijk take as corresponding point u jik = arg min l=1;:::;Kij ku T ijk F ij u jil k= ijk provided that ku T ijk F ij u jik k= ijk is lower than a certain threshold. ijk is a normalisation factor described in the next section. where denotes cross product. The chain rule gives the derivative of u ijk with respect to the camera matrices.
The Likelihood Estimate
Let P be an abstract variable for the collection of the camera matrices P i = P(t i ); t 1 < t 2 < ::: < t m , describing the motion. As residuals ijk for the maximum likelihood estimate, we use the generalised epipolar constraint in (1), i.e. ijk = u T ijk F ij u jik : (3) The error in ijk is due to localisation errors of the tangency points. Since they are extracted from the apparent contours independently, it is a reasonable approximation that the residuals ijk are independent and Gaussian with zero-mean and standard deviation ijk , ijk 2 N(0; ijk ). The standard deviation ijk is easily estimated using the rst order approximation,
(4) where u ijk and u jik are covariance matrices for the epipolar tangency points. These covariance matrices are obtained from the edge detector as the contours are extracted, see Section 3.2. From (3), the derivatives From the chain rule we get the derivative of ijk in (3) with respect to the camera matrices, d ijk dP = du ijk dP T F ij u jik +u T ijk dF ij dP u jik +u T ijk F ij du jik dP :
The derivatives of u ijk , u jik and F ij with respect P have already been calculated in the preceding sections. Updating the Camera Matrices
The problem is clearly non-linear and in order to minimise g(P) in (5) over the motion parameter manifold,
we have chosen the method of Levenberg-Marquardt. The camera matrices are updated with P = P ? (2 dY dP T dY dP + I) ?1 dg dP ; (7) where is small, positive scalar to make sure that the matrix is invertible.
Remark. As the number of images increases, the number of constraints increases quadrically while the number of variables (i.e. motion parameters) increases linearly. This implies that, in theory, it is su cient to track one single contour in the sequence in order to compute the motion, as long as there are su cient images.
Algorithm
In summary, the following algorithm is proposed: 1 Detect and track apparent contours.
2 Compute an initial estimate of motion P.
3 Given P, calculate fundamental matrices F ij .
4 Given F ij , calculate epipoles e ij and e ji .
5 Given e ij , calculate tangency points u ijk .
6 Determine corresponding tangency points.
7 Given F ij and u ijk , calculate g(P) in (5). 8 If g(P) is su ciently small, stop.
9 Update P according to formula (7). 10 Given new P, calculate F ij , e ij and e ji .
11 Given e ij and old u ijk , update u ijk .
12 Goto 7. After a few iterations, one may repeat step 6 in order to nd new correspondences and to eliminate outliers.
Experimental Validation and Statistical Evaluation
In this section we will present a practical example of motion determination. Several objects (smooth stones, apples and a banana) were placed on a dark background. Small point markers were also placed in the scene. A sequence of 30 images were then taken with an ordinary video camera, with wide angle lens, cf. Figure 4 . The radial and tangential distorsion of the camera was measured o -line using images of a calibration pattern. The remaining distorsion after correction is less than 0.5 pixel. In the experiment six contours were tracked through the whole sequence.
The initial estimate of the camera motion was then calculated using approximate point correspondences as described in Section 3.2. This estimate was then re ned with 15 iterations as described in Section 3.3. The camera motion was also calculated independently using special point marks in the sequence. These 24 points were detected and tracked through the whole sequence. A standard structure and motion routine was used to calculate the motion of the camera. This made it possible to verify the motion calculated from the apparent contours.
In Figure 5 the camera centers calculated using the points and using the apparent contours are shown with (o) and (+) respectively. Notice the good alignment between the two di erent approaches.
A statistical evaluation of the results has been performed in order to analyze the stability and accuracy of the solution. The normalised residuals are shown in Figure 6 . These residuals should in theory be approximately random with mean zero and standard deviation 1. As can be seen in the gure the residuals are slightly larger. There are systematic errors of the order 1/10'th of a pixel. These errors are most probably due to the remaining distorsion of the camera. It is possible to eliminate the errors caused by distor- sion by including these parameters in the maximum likelihood estimator. The errors caused by the imperfect B-spline t can also be eliminated by tracking the tangency points directly from image data.
Conclusions
We have shown how the camera motion can be calculated from the deformation of apparent contours. The generalised epipolar constraint for a pair of images is extended to treat a sequence of images simultaneously. The proposed algorithm works with no human intervention. All steps involved have been described in detail for the case of an uncalibrated camera. The generalisation to other cases is straightforward.
The concept of snakes has been employed to extract and track the apparent contours in the image sequence. As a by-product, we have solved the difcult initialisation problem. A maximum likelihood based technique has then been used to re ne the initial estimates. We have also shown, in theory, that it is possible to compute the motion with only one apparent contour in each image.
The presented algorithm has been tested and evaluated on real image data. The calculated camera motion is veri ed with the independent calculation of camera motion using tracked point features. The two calculations are in close agreement. Unlike previous attempts that only use a pair of images, our method is robust and has good statistical properties.
