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Abstract
In this paper, we propose a second-order energy-conserving approximation procedure for
Hamiltonian systems with holonomic constraints. The derivation of the procedure relies on the
use of the so-called line integral framework. We provide numerical experiments to illustrate
theoretical findings.
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1 Introduction
We consider the numerical approximation of a constrained Hamiltonian dynamics, described by the
separable Hamiltonian
H(q, p) =
1
2
p⊤M−1p+ U(q), q, p ∈ Rm, (1)
where M is a symmetric and positive-definite matrix. The problem is completed by ν holonomic
constraints,
g(q) = 0 ∈ Rν , (2)
where we assume that ν < m holds. Moreover, we also assume that all points are regular for
the constraints, i.e., ∇g(q) ∈ Rm×ν has full column rank or, equivalently, ∇g(q)⊤M−1∇g(q) is
nonsingular. For simplicity, both U and g are assumed to be analytic.
It is well-known that the problem defined by (1)–(2) can be cast in Hamiltonian form by defining
the augmented Hamiltonian
Hˆ(q, p, λ) = H(q, p) + λ⊤g(q), (3)
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where λ is the vector of Lagrange multipliers. The resulting constrained Hamiltonian system reads:
q˙ =M−1p, p˙ = −∇U(q)−∇g(q)λ, g(q) = 0, t ∈ [0, T ], (4)
and is subject to consistent initial conditions,
q(0) = q0, p(0) = p0, (5)
such that
g(q0) = 0, ∇g(q0)
⊤M−1p0 = 0. (6)
Note that the condition g(q0) = 0 ensures that q0 belongs to the manifold
M = {q ∈ Rm : g(q) = 0} , (7)
as required by the constraints, whereas the condition∇g(q0)
⊤M−1p0 means that the motion initially
stays on the tangent space toM at q0. On a continuous level, this condition is satisfied by all points
on the solution trajectory, since, in order for the constraints to be conserved,
g˙(q) = ∇g(q)⊤q˙ = ∇g(q)⊤M−1p = 0, (8)
holds. These latter constraints are sometimes referred to as hidden constraints.
We stress that the condition (8) can be conveniently relaxed for the numerical approximation.
There, we only ask for ∇g(q)⊤M−1p to be suitably small along the numerical solution. Conse-
quently, when solving the problem on the interval [0, h], we require that the approximations,
q1 ≈ q(h), p1 ≈ p(h), (9)
satisfy the conservation of both, the Hamiltonian and the constraints,
H(q1, p1) = H(q0, p0), g(q1) = g(q0) = 0, (10)
and that the hidden constraints are relaxed to
∇g(q1)
⊤M−1p1 = O(h2). (11)
We recall that a formal expression for the vector λ is obtained by an additional differentiating of
(8), i.e.,
g¨(q) = ∇2g(q)(M−1p,M−1p)−∇g(q)⊤M−1 [∇U(q) +∇g(q)λ] . (12)
Imposing the vanishing of this derivative yields[
∇g(q)⊤M−1∇g(q)
]
λ = ∇2g(q)(M−1p,M−1p) − ∇g(q)⊤M−1∇U(q). (13)
Consequently, the following result follows.
Theorem 1 The vector λ exists and is uniquely determined, provided that the matrix
∇g(q)⊤M−1∇g(q)
is nonsingular. In fact, in such a case, from (13), we obtain
λ =
[
∇g(q)⊤M−1∇g(q)
]−1 [
∇2g(q)(M−1p,M−1p) − ∇g(q)⊤M−1∇U(q)
]
= : λ(q, p). (14)
Note that, for later use, we have introduced the notation λ(q(t), p(t)) in place of λ(t), to explicitly
underline the dependence of the Lagrange multiplier on the state variables q and p at time t.
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Remark 1 We observe that an additional differentiation of (13) provides a differential equation
for the Lagrange multipliers, which can be solved together with the original problem. However, this
procedure is cumbersome in general, since it requires the evaluation of higher order tensors.
Numerical solution of Hamiltonian problems with holonomic constraints has been for a long time
in the focus of interest. Many different approaches have been proposed such as the basic Shake-
Rattle method [38, 3], which has been shown to be symplectic [31], higher order methods obtained
via symplectic PRK methods [24], composition methods [34, 35], symmetric LMFs [23]. Further
methods are based on discrete derivatives [33], local parametrizations of the manifold containing
the solution [4], or on projection techniques [36, 39]. See also [29, 37, 25, 32] and the monographs
[5, 30, 27, 28].
In this paper we pursue a different approach, utilizing the so-called line integral, which has
already been used when deriving the energy-conserving Runge-Kutta methods, for unconstrained
Hamiltonian systems, cf. Hamiltonian Boundary Value Methods (HBVMs) [11, 12, 13, 16, 17] and
the recent monograph [10]. Such methods have also been applied in a number of applications
[6, 9, 14, 15, 2, 8, 1], and here are used to cope with the constrained problem (1)–(2). Roughly
speaking, the conservation of the invariant will be guaranteed by requiring that a suitable line
integral vanishes. This line integral represents a discrete-time version of (8). In fact, if we fix a
stepsize h > 0, then the conservation of the constraints (2) at h, starting from the point q0 defined
in (5), can be recast into
g(q(h))− g(q(0))︸ ︷︷ ︸
=0
=
∫ h
0
∇g(q(t))⊤q˙(t)dt = 0.
For the continuous solution, this integral vanishes since the integrand is identically zero due to (4)
and (8). However, we can relax this requirement in the context of a numerical method describing
a discrete-time dynamics. In such a case, the conservation properties have to be satisfied only on
a set of discrete times which are multiples of the stepsize h. Consequently, we consider a local
approximation to q(t), say u(t), such that
u(0) = q0, u(h) =: q1 ≈ q(h),
and
g(q1)− g(q0) ≡ g(u(h))− g(u(0)) =
∫ h
0
∇g(u(t))⊤u˙(t)dt = 0,
without requiring the integrand to be identically zero. This, in turn, enables a proper choice of
the vector of the multipliers λ. As a result, we eventually obtain suitably modified HBVMs which
enable to conserve both, the Hamiltonian and the constraints. We stress that the available efficient
implementation of the original methods (see, e.g., [13, 7, 10]), which proved to be reliable and
robust in the numerical solution of the unconstrained Hamiltonian problems, can now be adapted
for dealing with the holonomic constraints.
The paper is organized as follows. In Section 2, we provide the framework for devising the method
via a suitable choice of the vector λ of the Lagrange multipliers, which we approximate by a
piecewise-constant function. In Section 3 further simplification towards numerical procedure is
discussed. Then, in Section 4, we present a fully discrete method, resulting in a suitable modification
of the original HBVMs. In Section 5, numerical experiments are shown to illustrate how the method
works for a number of constrained Hamiltonian problems. Section 6 contains the conclusions and
possible future investigations.
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2 Piecewise-constant approximation of λ
In this section, we show that we can approximate the solution of problem (4) on the interval [0, h],
h = T/N , by looking for a constant vector λ ∈ Rν such that (10) is satisfied. This is equivalent to
require
Hˆ(q1, p1, λ) = Hˆ(q0, p0, λ), g(q1) = g(q0) = 0, (15)
where the constant parameter λ is chosen in such a way that the constraints g(q1) = 0 hold. We will
show that this procedure provides us with a second order approximation of the original problem,
which becomes exact when the true multiplier is constant. Consequently, we approximate the
problem (4)–(5), by the local problem
u˙ =M−1v, v˙ = −∇U(u)−∇g(u)λ0, t ∈ [0, h], (16)
subject to the initial conditions, cf. (5),
u(0) = q0, v(0) = p0, (17)
satisfying (6). By setting
q1 := u(h), p1 := v(h), (18)
the constant parameter λ0 is chosen to guarantee the conservation of the Hamiltonian and the
constraints, i.e., (10). Starting from (18), the procedure is then repeated on [h, 2h] and the following
intervals. The convergence result is now formulated in the following theorem.
Theorem 2 For all sufficiently small stepsizes h > 0, the above procedure defines a sequence of
approximations (qn, pn) such that, for all n = 1, 2, . . . :
qn = q(nh) +O(h
2), pn = p(nh) +O(h
2), g(qn) = 0, ∇g(qn)
⊤M−1pn = O(h2). (19)
Moreover, (qn+1, pn+1) is obtained from (qn, pn) using a constant vector λn such that
λn = λ(q(nh), p(nh)) +O(h), (20)
where λ(q, p) is defined in (14) and, consequently, H(qn+1, pn+1) = H(qn, pn).
The aim of this section is to show (19)–(20). Let us first consider the orthonormal basis on [0, 1]
given by the shifted and scaled Legendre polynomials {Pj},
Pj ∈ Πj ,
∫ 1
0
Pi(c)Pj(c)dc = δij , ∀i, j = 0, 1, . . . , (21)
along with the expansions,
M−1v(ch) =
∑
j≥0
Pj(c)γj(v), ∇U(u(ch)) =
∑
j≥0
Pj(c)ψj(u),
∇g(u(ch)) =
∑
j≥0
Pj(c)ρj(u), c ∈ [0, 1], (22)
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with
γj(v) = M
−1
∫ 1
0
Pj(c)v(ch)dc, ψj(u) =
∫ 1
0
Pj(c)∇U(u(ch))dc,
ρj(u) =
∫ 1
0
Pj(c)∇g(u(ch))dc, j ≥ 0. (23)
Consequently, following the approach defined in [16], the differential equations in (16) can be
rewritten as
u˙(ch) =
∑
j≥0
Pj(c)γj(v), v˙(ch) = −
∑
j≥0
Pj(c)[ψj(u) + ρj(u)λ0], c ∈ [0, 1]. (24)
Moreover, using the initial conditions (5), we formally obtain
u(ch) = q0+ h
∑
j≥0
∫ c
0
Pj(x)dx γj(v), v(ch) = p0− h
∑
j≥0
∫ c
0
Pj(x)dx[ψj(u)+ ρj(u)λ0], c ∈ [0, 1].
(25)
The following result is now cited from [16, Lemma1].
Lemma 1 Let G : [0, h]→ V , with V a vector space, admit a Taylor expansion at 0. Then∫ 1
0
Pj(c)G(ch)dc = O(h
j), j ≥ 0.
As a straightforward consequence, one has the following result.
Corollary 1 All coefficients specified in (23) are O(hj).
Concerning the conservation properties of the approximations, the following result holds.
Theorem 3 For all λ0 ∈ R
ν , the solution of (16)–(18) satisfies
Hˆ(q1, p1, λ0) = Hˆ(q0, p0, λ0).
Proof For any given λ0 ∈ R
ν , it follows from (3), (16), and (18),
Hˆ(q1, p1, λ0)− Hˆ(q0, p0, λ0) = Hˆ(u(h), v(h), λ0)− Hˆ(u(0), v(0), λ0)
=
∫ h
0
d
dt
Hˆ(u(t), v(t), λ0)dt =
∫ h
0
{
Hˆq(u(t), v(t), λ0)
⊤u˙(t) + Hˆp(u(t), v(t), λ0)⊤v˙(t)
}
dt
= h
∫ 1
0
{
[∇U(u(ch)) +∇g(u(ch))λ0]
⊤u˙(ch) + [M−1v(ch)]⊤v˙(ch)
}
dc
= h
∫ 1
0

[∇U(u(ch)) +∇g(u(ch))λ0]⊤∑
j≥0
Pj(c)γj(v) −
[M−1v(ch)]⊤
∑
j≥0
Pj(c)[ψj(u) + ρj(u)λ0]

 dc
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= h
∑
j≥0
{(∫ 1
0
Pj(c)[∇U(u(ch)) +∇g(u(ch))λ0]dc
)⊤
γj(v) −
(
M−1
∫ 1
0
Pj(c)v(ch)dc
)⊤
[ψj(u) + ρj(u)λ0]
}
= h
∑
j≥0
{
[ψj(u) + ρj(u)λ0]
⊤γj(v)− γj(v)⊤[ψj(u) + ρj(u)λ0]
}
= 0. 
As observed above, the conservation of the Hamiltonian (1) is guaranteed, once the constraints are
satisfied, i.e., g(q1) = 0. We now apply a line integral technique to determine the vector λ0 and
formulate the following result describing the very first step of the approximation procedure.
Theorem 4 Let us consider the problem (16)–(17) and assume that (q0, p0) is given such that,
• ∇g(q0)
⊤M−1∇g(q0) ∈ Rν×ν is nonsingular;
• g(q0) = 0;
• ∇g(q0)
⊤M−1p0 = 0.
Then, for all sufficiently small h > 0, ∃!λ0 ∈ R
ν such that the approximations in (18) satisfy
• g(q1) = 0 and, therefore, H(q1, p1) = H(q0, p0);
• λ0 = λ(q0, p0) +O(h);
• q1 − q(h) = O(h
2), p1 − p(h) = O(h
2);
• ∇g(q1)
⊤M−1p1 = O(h2).
Remark 2 Clearly, Theorem 4 is the discrete counterpart of Theorem 1.
Before showing Theorem 4, we have to state the following preliminary results.
Lemma 2 Let us consider the polynomial basis (21). Then, we have∫ 1
0
Pj(c)
∫ c
0
Pi(x)dxdc = (Xs)j+1,i+1 , i, j = 0, . . . , s− 1, (26)
where (Xs)j+1,i+1 is the (j + 1, i+ 1) entry of the matrix
Xs :=


ξ0 −ξ1
ξ1 0
. . .
. . .
. . . −ξs−1
ξs−1 0

 , ξj =
1
2
√
|4j2 − 1|
, j = 0, . . . , s− 1. (27)
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Proof Since the integrand on the left-hand side in (26) is a polynomial of degree at most 2s− 1,
the integral can be computed exactly via the Gauss-Legendre formula of order 2s. Let c1, . . . , cs be
the zeros of Ps and b1, . . . , bs be the corresponding weights. Then, introducing the matrices
Ps = (Pj−1(ci)) , Is =
(∫ ci
0
Pj−1(x)dx
)
, Ω = diag(b1, . . . , bs) ∈ R
s×s, (28)
and setting ei ∈ R
s, the i-th unit vector, we have∫ 1
0
Pj(c)
∫ c
0
Pi(x)dxdc =
s∑
ℓ=1
bℓPj(cℓ)
∫ cℓ
0
Pi(x)dx ≡ e
⊤
j+1P
⊤
s ΩIsei+1.
The result follows by observing that, due to the properties of Legendre polynomials [10, Sec-
tion 1.4.3],
Is = PsXs, P
⊤
s ΩPs = Is
follows, where Xs is the matrix defined in (27), and Is ∈ R
s×s is the identity matrix. This yields
e⊤j+1P
⊤
s ΩIsei+1 = e
⊤
j+1P
⊤
s ΩPsXsei+1 = e
⊤
j+1Xsei+1. 
We also need the following expansions.
Lemma 3 From (16) and (23), we conclude
ρ0(u) = ∇g(q0) +
h
2
∇2g(q0)M
−1p0 +O(h2),
ρ0(u)
⊤M−1p0 = ∇g(q0)⊤M−1p0 +
h
2
∇2g(q0)(M
−1p0,M−1p0) +O(h2).
Proof The first equality follows from Lemma 1 and Corollary 1,
ρ0(u) =
∫ 1
0
∇g(u(ch))dc =
∫ 1
0
[
∇g(u(0)) + ch∇2g(u(0))u˙(0) +O((ch)2)
]
dc
= ∇g(u(0)) +
h
2
∇2g(u(0))u˙(0) +O(h2)
= ∇g(q0) +
h
2
∇2g(q0)
∑
j≥0
Pj(0)γj(v) +O(h
2)
= ∇g(q0) +
h
2
∇2g(q0)γ0(v) +O(h
2)
= ∇g(q0) +
h
2
∇2g(q0)M
−1 [p0 +O(h)] +O(h2)
= ∇g(q0) +
h
2
∇2g(q0)M
−1p0 +O(h2).
The second statement follows by transposition and multiplication from the right by M−1p0. 
We now show the results formulated in Theorem 4.
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Proof (of Theorem 4). Let us assume that g(q0) = 0 holds. Then, it follows from (16)–(18),
g(q1) = g(q1)− g(q0) = g(u(h))− g(u(0)) =
∫ h
0
d
dt
g(u(t))dt
=
∫ h
0
∇g(u(t))⊤u˙(t)dt = h
∫ 1
0
∇g(u(ch))⊤u˙(ch)dc = h
∫ 1
0
∇g(u(ch))⊤
∑
j≥0
Pj(c)γj(v)dc
= h
∑
j≥0
ρj(u)
⊤γj(v) = h
∑
j≥0
ρj(u)
⊤M−1
∫ 1
0
Pj(c)v(ch)dc
= h
∑
j≥0
ρj(u)
⊤M−1
∫ 1
0
Pj(c)

p0 − h∑
i≥0
∫ c
0
Pi(x)dx[ψi(u) + ρi(u)λ0]

 dc
= h
∑
j≥0
ρj(u)
⊤M−1p0
∫ 1
0
Pj(c)dc
− h2
∑
i,j≥0
ρj(u)
⊤M−1[ψi(u) + ρi(u)λ0]
∫ 1
0
Pj(c)
∫ c
0
Pi(x)dxdc.
Due to (21), ∫ 1
0
Pj(c)dc = δj0,
and according to (26)–(27), we conclude
g(u(h))− g(u(0)) = hρ0(u)
⊤M−1 {p0 − h[ξ0(ψ0(u) + ρ0(u)λ0)− ξ1(ψ1(u) + ρ1(u)λ0)]}
− h2
∑
j≥1
ρj(u)
⊤M−1 {[ξj(ψj−1(u) + ρj−1(u)λ0)− ξj+1(ψj+1(u) + ρj+1(u)λ0)]}
=: Γˆ(u, v, λ0, h). (29)
By virtue of (23) and Corollary 1,
g(u(h))− g(u(0))− hρ0(u)
⊤M−1p0
h2
=
−
1
2
{[
ρ0(u)
⊤M−1ρ0(u) +O(h)
]
λ0 + ρ0(u)
⊤M−1ψ0(u) +O(h)
}
(30)
follows. Now, from (23) and Lemma 3, we have
g(u(h))− g(u(0))− hρ0(u)
⊤M−1p0
h2
=
1
2
{
g¨(q0)−∇
2g(q0)(M
−1p0,M−1p0) +O(h)
}
,
ρ0(u)
⊤M−1ρ0(u) = ∇g(q0)⊤M−1∇g(q0) +O(h),
ρ0(u)
⊤M−1ψ0(u) = ∇g(q0)⊤M−1∇U(q0) +O(h),
and this means that (30) tends to (12), for h → 0. Consequently, λ0 exists and is unique for all
sufficiently small stepsizes h > 0.
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On the other hand, g(q1)− g(q0) = g(q1) = 0, provided that (see (29))
Γˆ(u, v, λ0, h) = 0.
This means,
ρ0(u)
⊤M−1p0 (31)
= h
∑
j≥0
ρj(u)
⊤M−1
{
ξj [ψj−1+δj0 (u) + ρj−1+δj0 (u)λ0]− ξj+1[ψj+1(u) + ρj+1(u)λ0]
}
= h



ξ0ρ0(u)⊤M−1ρ0(u) +∑
j≥1
ξj
[
ρj(u)
⊤M−1ρj−1(u)− ρj−1(u)⊤M−1ρj(u)
]λ0
+ ξ0ρ0(u)
⊤M−1ψ0(u) +
∑
j≥1
ξj
[
ρj(u)
⊤M−1ψj−1(u)− ρj−1(u)⊤M−1ψj(u)
] ,
and can be formally recast into the following linear system:
A(h)λ0 = b(h). (32)
Due to (23) and Corollary 1, the coefficient matrix reads:
A(h) = hξ0ρ0(u)
⊤M−1ρ0(u) +O(h2) ≡
h
2
∇g(q0)
⊤M−1∇g(q0) +O(h2), (33)
and the right-hand side is
b(h) = ρ0(u)
⊤M−1p0 − ξ0hρ0(u)⊤M−1ψ0(u) +O(h2)
≡ ∇g(q0)
⊤M−1p0 +
h
2
[
∇2g(q0)(M
−1p0,M−1p0)−∇g(q0)⊤M−1∇U(q0)
]
+O(h2). (34)
Consequently, (32) is consistent with (13), since ∇g(q0)
⊤M−1p0 = 0, thus giving
λ0 =
=
[
∇g(q0)
⊤M−1∇g(q0) +O(h)
]−1 [
∇2g(q0)(M
−1p0,M−1p0)−∇g(q0)⊤M−1∇U(q0) +O(h)
]
≡ λ(q0, p0) +O(h).
From Theorem 3, the conservation of energy follows.
The third statement of the theorem can be shown using the nonlinear variation of constants
formula, by noting that for t ∈ [0, h],
λ(t) − λ0 ≡ λ(q(t), p(t)) − λ(q(0), p(0))︸ ︷︷ ︸
=O(h)
+O(h) = O(h).
The last result follows from
∇g(q1)
⊤M−1p1 = ∇g(q(h) +O(h2))⊤M−1(p(h) +O(h2))
= ∇g(q(h))⊤M−1p(h)︸ ︷︷ ︸
=0
+O(h2) = O(h2). 
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Next, let us consider the mesh
tn = nh, n = 0, . . . , N, (35)
and the sequence of problems
u˙ =M−1v, v˙ = −∇U(u)−∇g(u)λn, t ∈ [tn, tn+1], (36)
subject to initial conditions
u(tn) = qn, v(tn) = pn, (37)
where λn is a suitable constant vector. Then, the following result follows.
Theorem 5 Consider the IVPs (36)–(37) and let us denote by (q(t), p(t)) the solution of the prob-
lem (4)–(5). Moreover, let us assume that (qn, pn) satisfies the following conditions:
• qn − q(tn) = O(h), pn − p(tn) = O(h);
• ∇g(qn)
⊤M−1∇g(qn) ∈ Rν×ν is nonsingular;
• g(qn) = 0;
• ∇g(qn)
⊤M−1pn = O(h2).
Then, for all sufficiently small h > 0, ∃!λn ∈ R
ν such that the approximations
qn+1 := u(tn+1), pn+1 := v(tn+1), (38)
satisfy:
• g(qn+1) = 0 and, therefore, H(qn+1, pn+1) = H(qn, pn);
• λn = λ(q(tn), p(tn)) +O(h);
• qn+1 − q(tn+1) = O(h), pn+1 − p(tn+1) = O(h);
• ∇g(qn+1)
⊤M−1pn+1 = O(h2).
Proof To show the first statement, we argue as we did to prove the first results in Theorem 4.
This yields g(qn+1) = 0 provided that, cf. (32)–(34),
A(h)λn = b(h)
where A(h) and b(h) are defined as in (33)–(34) but with q0 and p0 replaced by qn and pn, respec-
tively. Consequently, from (14), we obtain
λn =
[
∇g(qn)
⊤M−1∇g(qn) + O(h)
]−1
∇2g(qn)(M−1pn,M−1pn)−∇g(qn)⊤M−1∇U(qn)− 2h
=O(h2)︷ ︸︸ ︷
∇g(qn)
⊤M−1pn+O(h)


=
[
∇g(qn)
⊤M−1∇g(qn) +O(h)
]−1 [
∇2g(qn)(M
−1pn,M−1pn)−∇g(qn)⊤M−1∇U(qn) +O(h)
]
≡ λ(qn, pn) +O(h) = λ(q(tn) +O(h), p(tn) +O(h)) +O(h) = λ(q(tn), p(tn)) +O(h).
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Energy conservation follows, as before, from Theorem 3. Moreover, the nonlinear variation of
constants formula, yields (
qn+1 − q(tn+1)
pn+1 − p(tn+1)
)
= O(h) +O(h2) = O(h),
due to λn − λ(q(t), p(t)) = O(h), for t ∈ [tn, tn+1], and the hypothesis qn = q(tn) + O(h),
pn = p(tn) +O(h).
In order to prove ∇g(qn+1)
⊤M−1pn+1 = O(h2), we note that from the hypothesis
∇g(qn)
⊤M−1pn = O(h2),
the existence of p˜n ∈ R
m such that
pn − p˜n = O(h
2), ∇g(qn)
⊤M−1p˜n = 0
follows. Using (qn, p˜n) as local initial conditions for (36), and repeating above steps to satisfy the
constraints at tn+1, we obtain
λ˜n = λ(qn, p˜n) +O(h) ≡ λ(qn, pn +O(h
2)) +O(h) = λ(qn, pn) +O(h) ≡ λn + O(h),
and corresponding approximations q˜n+1, p˜n+1 such that
g(q˜n+1) = 0, ∇g(q˜n+1)
⊤M−1p˜n+1 = O(h2).
From pn − p˜n = O(h
2) and λn − λ˜n = O(h), the nonlinear variation of constants formula yields,
qn+1 − q˜n+1 = O(h
2), pn+1 − p˜n+1 = O(h
2).
Consequently,
∇g(qn+1)
⊤M−1pn+1 = ∇g(q˜n+1 +O(h2))⊤M−1(p˜n+1 +O(h2))
= ∇g(q˜n+1)
⊤M−1p˜n+1︸ ︷︷ ︸
=O(h2)
+ O(h2) = O(h2). 
By means of Theorem 5, a straightforward induction argument enables to show the following
relaxed version of Theorem 2.
Corollary 2 For all sufficiently small stepsizes h > 0, the above procedure defines a sequence of
approximations (qn, pn) such that, for all n = 1, 2, . . . ,
qn = q(nh) + O(h), pn = p(nh) +O(h), g(qn) = 0, ∇g(qn)
⊤M−1pn = O(h2). (39)
Moreover, (qn+1, pn+1) is obtained from (qn, pn) utilizing a constant vector λn such that
λn = λ(q(nh), p(nh)) +O(h),
where λ(q, p) is the function defined in (14) and consequently, H(qn+1, pn+1) = H(qn, pn) holds.
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The fact that (19) holds, in place of the weaker result (39), is due to the symmetry of the
proposed procedure. Note that a symmetric method is necessarily of even order [27, Theorem3.2].
The method is symmetric since we have shown that, for all sufficiently small h > 0, there exists a
unique λn such that from the solution of (36)–(37), with
(qn, pn), g(qn) = 0, (40)
we arrive at a new point, where
(qn+1, pn+1), g(qn+1) = 0, (41)
Since λn is unique, when we start from (41) and solve backward in time (36), we arrive at (40), i.e.
the procedure is symmetric. As a consequence of the symmetry of the method, the approximation
order of (qn, pn) is even and therefore, (19) holds in place of (39). This completes the proof of
Theorem 2.
In the next theorem, we summarize in a more comprehensive form the statements derived
previously in this section.
Theorem 6 Let us consider the problem (4)–(6), the mesh (35), and the sequence of problems
(36)–(37). The constant vector λn is chosen in such a way that for the new approximations defined
by (38), g(qn+1) = 0 follows. Then, for all sufficiently small stepsizes h > 0, the above procedure
defines a sequence of approximations (qn, pn, λn) satisfying
1
qn = q(nh) +O(h
2),
pn = p(nh) +O(h
2),
g(qn) = 0,
∇g(qn)
⊤M−1pn = O(h2),
λn = λ(q(nh), p(nh)) +O(h),
H(qn, pn) = H(q0, p0), n = 0, 1, . . . , N.
Moreover, in case that λ is constant, λ(q(t), p(t)) ≡ λ¯, ∀t ∈ [0, T ], the following statements hold:
qn = q(nh),
pn = p(nh),
g(qn) = 0,
∇g(qn)
⊤M−1pn = 0,
λn = λ¯,
H(qn, pn) = H(q0, p0), n = 0, 1, . . . , N.
With other words, the discrete solution is exact, when the vector of the Lagrange multipliers is
constant. Otherwise, it is second-order accurate for (qn, pn) and first order accurate for λn. In the
latter case, the constraints and the Hamiltonian are conserved, while the hidden constraints remain
O(h2) close to zero.
1For the definition of λ(q, p) see (14).
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3 Polynomial approximation
The first step towards the numerical solution of (4)–(6) is to truncate the series in the right-hand
side of (24),
u˙(ch) =
s−1∑
j=0
Pj(c)γj(v), v˙(ch) = −
s−1∑
j=0
Pj(c)[ψj(u) + ρj(u)λ0], c ∈ [0, 1]. (42)
Here, the coefficients γj , ψj , and ρj are as those defined in (23). By imposing the initial conditions,
the local approximation over the first step becomes
u(ch) = q0+ h
s−1∑
j=0
∫ c
0
Pj(x)dx γj(v), v(ch) = p0− h
s−1∑
j=0
∫ c
0
Pj(x)dx[ψj(u)+ ρj(u)λ0], c ∈ [0, 1],
(43)
with the new approximations which are formally still given by (18). Again, the constant vector
of the multipliers is uniquely determined by requiring that the constraints are satisfied at t1 = h.
Consequently, we have the following expression, in place of (31):
ρ0(u)
⊤M−1p0 (44)
= h
s−2∑
j=0
ρj(u)
⊤M−1
{
ξj [ψj−1+δj0 (u) + ρj−1+δj0 (u)λ0]− ξj+1[ψj+1(u) + ρj+1(u)λ0]
}
+ hξs−1ρs−1(u)⊤M−1[ψs−2(u) + ρs−2(u)λ0]
= h



ξ0ρ0(u)⊤M−1ρ0(u) + s−1∑
j=1
ξj
[
ρj(u)
⊤M−1ρj−1(u)− ρj−1(u)⊤M−1ρj(u)
]λ0
+ ξ0ρ0(u)
⊤M−1ψ0(u) +
s−1∑
j=1
ξj
[
ρj(u)
⊤M−1ψj−1(u)− ρj−1(u)⊤M−1ψj(u)
] ,
which, in turn, yields equations which are formally similar to (32)–(34)2. The process is then
repeated by defining the mesh (35) and considering the local problems
u˙n(ch) =
s−1∑
j=0
Pj(c)γj(vn), v˙n(ch) = −
s−1∑
j=0
Pj(c)[ψj(un) + ρj(un)λn], c ∈ [0, 1],
un(0) = qn, vn(0) = pn, n = 0, . . . , N − 1, (45)
where the coefficients γj(vn), ψj(un), ρj(un) are defined in (23), with u and v replaced by un and
vn, respectively. Consequently, we formally obtain the piecewise polynomial approximation,
un(ch) = qn + h
s−1∑
j=0
∫ c
0
Pj(x)dxγj(vn), (46)
vn(ch) = pn − h
s−1∑
j=0
∫ c
0
Pj(x)dx[ψj(un) + ρj(un)λn], c ∈ [0, 1],
2As before, this basic step defines a symmetric procedure.
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with the new approximations given by (see (21))
qn+1 := un(h) ≡ qn + hγ0(vn), pn+1 := vn(h) ≡ pn − h[ψ0(un) + ρ0(un)λn]. (47)
As before, the constant vector λn ∈ R
ν is chosen to satisfy the constraints g(qn+1) = 0 and it is
implicitly defined by the equation,
ρ0(un)
⊤M−1pn (48)
= h



ξ0ρ0(un)⊤M−1ρ0(un) + s−1∑
j=1
ξj
[
ρj(un)
⊤M−1ρj−1(un)− ρj−1(un)⊤M−1ρj(un)
]λn
+ ξ0ρ0(un)
⊤M−1ψ0(un) +
s−1∑
j=1
ξj
[
ρj(un)
⊤M−1ψj−1(un)− ρj−1(un)⊤M−1ψj(un)
] .
This equation reduces to (44) for n = 0. Using arguments similar to those from the previous section
(see also [16]), it is possible to show the following result. This result is a counterpart to Theorem 6
for the piecewise polynomial approximation (46) to the solution (q(t), p(t)) of problem (4)–(6).
Theorem 7 For all sufficiently small stepsizes h > 0, the approximation procedure (45)–(48) is
well defined and provides a sequence of approximations (qn, pn, λn) such that
qn = q(nh) +O(h
2),
pn = p(nh) +O(h
2),
g(qn) = 0,
∇g(qn)
⊤M−1pn = O(h2),
λn = λ(q(nh), p(nh)) +O(h),
H(qn, pn) = H(q0, p0), n = 0, 1, . . . , N.
Moreover, in case that λ is constant, λ(q(t), p(t)) ≡ λ¯, ∀t ∈ [0, T ], the following statements hold:
qn = q(nh) +O(h
2s),
pn = p(nh) +O(h
2s),
g(qn) = 0,
∇g(qn)
⊤M−1pn = O(h2s),
λn = λ¯+O(h
2s),
H(qn, pn) = H(q0, p0), n = 0, 1, . . . , N.
4 Full discretization
In order to cast the above algorithm into a computational method, the integrals defining the coeffi-
cients γj(v), ψj(u), ρj(u), j = 0, . . . , s−1, in (42), need to be approximated.
3 To this aim, following
the discussion in [12, 16, 10], we use the Gauss-Legendre quadrature of order 2k (the interpolatory
3Since the method is a one-step method, we shall, as usual, only consider the first step.
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quadrature formula based at the zeros of Pk(c)), with nodes and weights (cˆi, bˆi), where k ≥ s.
Consequently,
γj(v) ≈ γˆj := M
−1
k∑
ℓ=1
bˆℓPj(cˆℓ)v(cˆℓh), ψj(u) ≈ ψˆj :=
k∑
ℓ=1
bˆℓPj(cˆℓ)∇U(u(cˆℓh)),
ρj(u) ≈ ρˆj :=
k∑
ℓ=1
bˆℓPj(cˆℓ)∇g(u(cˆℓh)), j = 0, . . . , s− 1. (49)
Formally, this is a k-stage Runge-Kutta method, whose computational cost depends on s rather
than on k, since the actual unknowns are the 3s coefficients (49) and the vector λ0 (see (42)). We
refer, to [13, 10] for details.
Let us now formulate the discrete problem to be solved in each integration step. We first define
the matrices, cf. (28),
Pˆs = (Pj−1(cˆi)) , Iˆs =
(∫ cˆi
0
Pj−1(x)dx
)
∈ Rk×s, Ωˆ = diag(bˆ1, . . . , bˆk) ∈ Rk×k,
and the vectors and matrices
e =

 1...
1

 ∈ Rk, γˆ =

 γˆ0...
γˆs−1

 , ψˆ =

 ψˆ0...
ψˆs−1

 ∈ Rsm, ρˆ =

 ρˆ0...
ρˆs−1

 ∈ Rsm×ν .
Recall that m is the dimension of the continuous problem and ν is the number of constraints.
Then, the 3s equations from (49), defining the discrete problem to be solved, amount to the
system of equations, of (block) dimension s,
γˆ = Pˆ⊤s Ωˆ⊗M
−1
[
e⊗ p0 − hIˆs ⊗ Im
(
ψˆ + ρˆλ0
)]
,
ψˆ = Pˆ⊤s Ωˆ⊗ Im∇U
(
e⊗ q0 + hIˆs ⊗ Imγˆ
)
, (50)
ρˆ = Pˆ⊤s Ωˆ⊗ Im∇g
(
e⊗ q0 + hIˆs ⊗ Imγˆ
)
.
We augment (50) by the equation (48) for λ0 which, by taking (49) into account, can be rewritten
as
h

ξ0ρˆ⊤0 M−1ρˆ0 + s−1∑
j=1
ξj
(
ρˆ⊤j M
−1ρˆj−1 − ρˆ⊤j−1M
−1ρˆj
)λ0
= ρˆ⊤0 M
−1
(
p0 − hξ0ψˆ0
)
− h
s−1∑
j=1
ξj
(
ρˆ⊤j M
−1ψˆj−1 − ρˆ⊤j−1M
−1ψˆj
)
. (51)
In (50), ∇U , when evaluated in a block vector of (block) dimension k, stands for the block vector
made up of the k vectors resulting from the corresponding application of the function. The same
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straightforward notation is used for ∇g. The new approximation is then given by, see (18) and
(49),
q1 = q0 + hγˆ0, p1 = p0 − h[ψˆ0 + ρˆ0λ0]. (52)
Note that the equations in (50), together with (52), formally coincide with those provided by a
HBVM(k, s) method4 applied to solve the problem defined by the Hamiltonian (3), where the
vector of the multiplier λ0 is considered as a parameter,
q˙ =M−1p, p˙ = −∇U(q)−∇g(q)λ0, t ≥ 0, q(0) = q0, p(0) = p0,
cf. [13, 10] for details. Consequently, equation (51) defines the proper extension for handling the
constrained Hamiltonian problem (1)–(2). For this reason, we continue to refer to the numerical
method specified in (50)–(52) as to HBVM(k, s). Now, it is a ready to use numerical procedure.
The discrete problem (50)–(51) can be solved via a straightforward fixed-point iteration, which
converges under regularity assumptions, for all sufficiently small stepsizes h > 0.5 Moreover, for
separable Hamiltonians, as it is the case in (1), the last two equations in (50) can be substituted
into the first one, resulting in a single vector equation for γˆ. By setting
Θλ0(q) := ∇U(q) +∇g(q)λ0, (53)
we obtain
γˆ = Pˆ⊤s Ωˆ⊗M
−1
[
e⊗ p0 − hIˆsPˆ
⊤
s Ωˆ⊗ ImΘλ0
(
e⊗ q0 + hIˆs ⊗ Imγˆ
)]
, (54)
plus (51) for λ0.
6 We skip further details, since they are exactly the same as for the original HB-
VMs, when applied to solve separable (unconstrained) Hamiltonian problems [13, 10].
The following result follows from Theorem 7 along with standard arguments from the analysis
of HBVMs [16, 10].7
Theorem 8 For all sufficiently small stepsizes h > 0, the HBVM(k, s) method (51)–(54) is well
defined and symmetric. It provides a sequence of approximations (qn, pn, λn), n = 0, 1, . . . , N , such
that
qn = q(nh) +O(h
2),
pn = p(nh) +O(h
2),
∇g(qn)
⊤M−1pn = O(h2),
λn = λ(q(nh), p(nh)) +O(h),
4Here, s is the degree of the polynomial approximation and k defines the order (actually equal to 2k) of the
quadrature in the approximations (49).
5We refer to [13, 7, 10] for further details on procedures for solving the involved discrete problems. They are
based on suitable Newton-splitting procedures, already implemented in computational codes [18, 19, 20].
6Clearly, ψˆ and ρˆ can be computed via the last two equations in (50), once γˆ and λ0 are known.
7For brevity, we omit the proof here.
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and
g(qn) =
{
0, if g is a polynomial of degree not larger than 2k/s,
O(h2k), otherwise,
(55)
H(qn, pn)−H(q0, p0) =
{
0, if H is a polynomial of degree not larger than 2k/s,
O(h2k), otherwise.
Moreover, in case λ is constant, λ(q(t), p(t)) ≡ λ¯, ∀t ∈ [0, T ], the following statements hold:
qn = q(nh) +O(h
2s),
pn = p(nh) +O(h
2s),
∇g(qn)
⊤M−1pn = O(h2s),
λn = λ¯+O(h
2s).
Remark 3 We stress that by (55), an exact or a (at least) practical conservation of both the
constraints and the Hamiltonian can always be guaranteed. In fact, by choosing sufficiently large k,
either the quadrature becomes exact, in the polynomial case, or the quadrature error is within the
round-off error level, in the non polynomial case. This feature of the method will be always exploited
in the numerical tests discussed in Section 5.
Finally, we shall mention that for k = s, the HBVM(s, s) method reduces to the s-stage Gauss
collocation method, [12, 16, 10], which is symplectic. Moreover, in the limit k → ∞, we retrieve
the formulae studied in Section 3. This means that our approach can be also considered in the
framework of Runge-Kutta methods with continuous stages [12, 26].
5 Numerical tests
In this section, to illustrate the theoretical properties of HBVM(k, s), we apply them to numerically
simulate some Hamiltonian problems of the form (1)–(2) with holonomic constraints. In the focus
of our attention are properties described in Theorem 8.
5.1 Pendulum
We begin with the planar pendulum in Cartesian coordinates, where a massless rod of length L
connects a point of mass m to a fixed point (the origin). We assume a unit mass and length, m = 1
and L = 1, and normalize the gravity acceleration. Then, the Hamiltonian is given by
H(q, p) =
1
2
p⊤p+ e⊤2 q, e2 :=
(
0
1
)
, q :=
(
x
y
)
, p := q˙ ∈ R2, (56)
and is subject to the constraint
g(q) ≡ q⊤q − 1 = 0. (57)
We also prescribe the initial conditions of the form
q(0) = (0, −1)⊤, p(0) = (1, 0)⊤. (58)
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Consequently, the constrained Hamiltonian problem reads:
x¨ = −2xλ, y¨ = −1− 2yλ, x2 + y2 = 1, (59)
x(0) = 0, y(0) = −1, x˙(0) = 1, y˙(0) = 0.
In order to obtain a reference solution, we rewrite the problem in polar coordinates in such a way
that θ = 0 locates the pendulum at its stable rest position, so that
x = sin θ, y = − cos θ. (60)
Thus, we arrive at the unconstrained Hamiltonian problem
θ¨ + sin θ = 0, θ(0) = 0, θ˙(0) = 1. (61)
Once this problem is solved, the solution of (59) is recovered via the transformations (60). Moreover,
the Lagrange multiplier in (57) turns out to be given by
λ =
1
2
(
θ˙2 + cos θ
)
. (62)
To compute the reference solution for (59), we solve (61) by means of a HBVM(12, 6) method 8 of
order 12 which is practically energy-conserving.
According to (56) and (57), the Hamiltonian and the constraint are quadratic, so we expect
HBVM(s, s) to conserve the energy and the constraint. In Table 1, we list the following quantities,
obtained from the HBVM(s, s) methods for s = 1, 2, 3, the stepsizes h = 10−12−n and the interval
of integration [0, 10]:
• the solution error (es),
• the multiplier error (eλ),
• the Hamiltonian error (eH),
• the constraint error (eg);
• the hidden constraint error, defined by
ehc := max
n
2|xnx˙n + yny˙n|.
As predicted in Theorem 8, we can see that
• all methods are second-order accurate in the space variables, with HBVM(1,1) less accurate
than the others;
• all methods are first-order accurate in the Lagrange multiplier;
• all methods exactly conserve the Hamiltonian and the constraint;
• all methods are second-order accurate in the hidden constraint.
8For unconstrained Hamiltonian problems.
18
5.2 Conical pendulum
Next, we consider the so-called conical pendulum, a particular case of the spherical pendulum,
namely a pendulum of mass m, which is connected to a fixed point (i.e., the origin) by a massless
rod of length L. For the conical pendulum, the initial condition is chosen in such a way that the
motion is periodic with period T and occurs in the horizontal plane q3 = z0
9. Again, assuming
m = 1 and L = 1, and normalizing the acceleration of gravity, the Hamiltonian is
H(q, p) :=
1
2
p⊤p+ e⊤3 q, e3 :=

 00
1

 , q :=

 xy
z

 , p := q˙ ∈ R3, (63)
with the constraint
g(q) := q⊤q − 1 = 0. (64)
Here, we prescribe the consistent initial conditions
q(0) =

 2− 120
−2−
1
2

 , p(0) =

 02− 14
0

 , (65)
generating a periodic motion with
T = 2
3
4 pi, z0 = −2
−1
2 . (66)
Moreover, in such a case, the multiplier λ0, which has the physical meaning of the tension on the
rod, has to be constant and is given by
λ0 = 2
− 1
2 . (67)
Note that the Hamiltonian and the constraint are quadratic and according to Theorem 8, any
HBVM(s, s) method conserves both of them and has order 2s. In Table 2, we list the errors in
• the solution (es),
• the multiplier (eλ),
• the Hamiltonian (eH),
• the constraints (eg);
• the hidden constraints, defined by
ehc := max
n
‖∇g(qn)
⊤M−1pn‖. (68)
The problem is solved over 10 periods, with stepsizes h = T/n. As expected, the estimated rate
of convergence for HBVM(s, s), s = 1, 2, 3, 4, is 2s. Also, the Hamiltonian and the constraint are
conserved up to round-off errors. Remarkably, also the error in the multiplier (eλ) and in the hidden
constraints (ehc) appear to be within the round-off error level, whatever stepsize is used.
In Figure 1, we plot the solution error from the computation over 100 periods using HBVM(2,2)
with the stepsize h = T/100 ≈ 0.053, in Figure 2, the errors of the multiplier, Hamiltonian,
constraint, and hidden constraints. One can see the linear growth of the solution error. The errors
of the multiplier, constraint, Hamiltonian, and hidden constraints are negligible.
9Clearly, 0 > z0 > −L.
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Figure 1: Conical pendulum (63)–(67). Linear growth of the solution error. The solution was
computed over 100 periods using HBVM(2,2) and the stepsize h = T/100 ≈ 0.053.
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Figure 2: Conical pendulum (63)–(67). Multiplier error (dashed line), hidden constraint error
(dash-dotted line), Hamiltonian error (solid line), and constraint error (dotted line) versus time.
The simulation was was carried our using HBVM(2,2) with the stepsize h = T/100 ≈ 0.053.
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5.3 Modified pendulum
We now consider a modified version of the previous problem. With this simulation, we aim at
exploiting the conservation of energy and constraints using a suitable high-order quadrature rule
(49). More precisely, we consider the following non-quadratic polynomial Hamiltonian:
H(q, p) :=
1
2
p⊤p+ (e⊤3 q)
4, q, p ∈ R3, (69)
with the non-quadratic polynomial constraint
g(q) :=
3∑
i=1
(e⊤i q)
2(4−i) − 0.625 = 0. (70)
Here, we use the same initial condition as in (65) but the vector of the multipliers is no more
constant, so that the order of the method reduces to 2 (and 1 for the vector of the multipliers).
Moreover, since the constraints and the Hamiltonian are polynomials of degree not larger than 6,
any HBVM(3s, s) method will conserve both quantities. This is confirmed by Table 3, where the
results for HBVM(3,1), HBVM(6,2), and HBVM(9,3) are listed. The interval of integration was
again [0, 10]. Table 3 contains the errors in
• the solution (es),
• the multiplier (eλ),
• the Hamiltonian (eH),
• the constraints (eg);
• the hidden constraints (ehc), formally defined via (68).
Again, as predicted in Theorem 8, we see that
• all methods are second-order accurate in the state variables, with HBVM(3,1) less accurate
than the others;
• all methods are first-order accurate in the Lagrange multiplier;
• all methods exactly conserve the Hamiltonian and the constraints;
• all methods are second-order accurate in the hidden constraints.
5.4 Tethered satellites system
Finally, we discuss a closed-loop rotating triangular tethered satellites system,10 including three
satellites (considered as mass-points) of masses mi, i = 1, 2, 3, joined by inextensible, tight, and
massless tethers, of lengths Li, i = 1, 2, 3, respectively, which orbit around a massive body.
11
As before, for sake of simplicity, we assume unit masses and lengths, and normalize the gravity
10This example can be found in [22, 39].
11The Earth, in the original example.
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constant. Consequently, if qi := (xi, yi, zi)
⊤ ∈ R3, i = 1, 2, 3, are the positions of the three
satellites, the constraints are given by
g(q) :=

 (q1 − q2)⊤(q1 − q2)− 1(q2 − q3)⊤(q2 − q3)− 1
(q3 − q1)
⊤(q3 − q1)− 1

 = 0 ∈ R3, (71)
and the Hamiltonian is specified by
H(q, p) =
3∑
i=1
(
1
2
p⊤i pi −
1√
q⊤i qi
)
. (72)
The consistent initial conditions have the form
q1(0) =

 01
2
z0

 , q2(0) =

 0− 12
z0

 , q3(0) =

 00
z0 −
√
3
2

 , (73)
and
p1(0) = p2(0) =

 00
0

 , p3(0) =

 v00
0

 , (74)
where z0 = 20 and v0 is such that the initial Hamiltonian is zero. This provides a configuration in
which the first two satellites remain parallel to each other, moving in the planes y = 12 and y = −
1
2 ,
respectively, and the third one moves around the tether joining the first two, in the plane y = 0.
In such a case, the Hamiltonian is non-polynomial. Nevertheless, using the HBVM(6,2) method
with the stepsize h = 0.1 over 104 steps, we obtain a qualitatively correct solution which conserves
the Hamiltonian and the constraints within the round-off error level, see Figure 3. Here, we also
plot the hidden constraints errors ‖∇g(qn)
⊤M−1pn‖. At last, in Table 4, we list the following
errors arising when solving the problem with HBVM(6, s) methods for s = 1, 2, 3 and the stepsizes
h = 10−12−n, over the interval [0, 10]:
• the solution error (es),
• the multipliers error (eλ),
• the Hamiltonian error (eH),
• the constraints error (eg);
• the hidden constraints errors (ehc), formally defined by (68).
Again, as shown in Theorem 8,
• all methods are second-order accurate in the state variables, with HBVM(6,1) much less
accurate than the other two (which are almost equivalent);
• all methods are first-order accurate in the Lagrange multipliers;
• all methods exactly conserve the Hamiltonian and the constraints;
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• all methods are second-order accurate in the hidden constraints.
To draw a general conclusion: it seems that using of HBVM(k, s), with s > 1, in context of the
numerical solution of the Hamiltonian problems with holonomic constraints can be recommended,
although the method is only second-order accurate.
6 Conclusions
In this paper, we have considered the numerical solution of Hamiltonian problems with holonomic
constraints, by resorting to a line-integral formulation of the conservation of the constraints. This
approach enables to derive an expression for the Lagrange multipliers in which second derivatives
are not used. From the discretization of the resulting formulae, we have obtained a suitable variant
of the Hamiltonian Boundary Value Methods (HBVMs), formerly designed as an energy-conserving
Runge-Kutta methods for unconstrained Hamiltonian problems. Numerical experiments support-
ing the theoretical findings are enclosed.
This paper has been initiated in spring 2017, during the visit of the first author at the Institute
for Analysis and Scientific Computing, Vienna University of Technology, Vienna, Austria.
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Table 1: Planar pendulum (56)–(57). Errors from HBVM(s, s) method for s = 1, 2, 3, when solving
the problem over the interval [0, 10] with stepsizes h = 10−12−n.
s = 1
n es rate eλ rate eH eg ehc rate
0 2.5700e-02 – 3.4253e-02 – 5.5511e-17 9.9920e-16 2.3487e-03 –
1 6.4260e-03 2.00 1.7386e-02 0.98 1.1102e-16 6.6613e-16 5.8639e-04 2.00
2 1.6070e-03 2.00 8.7406e-03 0.99 1.1102e-16 5.5511e-16 1.4654e-04 2.00
3 4.0181e-04 2.00 4.3835e-03 1.00 1.1102e-16 1.9984e-15 3.6633e-05 2.00
4 1.0045e-04 2.00 2.1948e-03 1.00 1.1102e-16 1.8874e-15 9.1580e-06 2.00
5 2.5114e-05 2.00 1.0982e-03 1.00 1.1102e-16 2.4425e-15 2.2895e-06 2.00
6 6.2785e-06 2.00 5.4929e-04 1.00 1.1102e-16 3.4417e-15 5.7238e-07 2.00
7 1.5696e-06 2.00 2.7470e-04 1.00 1.1102e-16 6.1062e-15 1.4311e-07 2.00
8 3.9248e-07 2.00 1.3743e-04 1.00 1.1102e-16 8.5487e-15 3.5902e-08 2.00
s = 2
n es rate eλ rate eH eg ehc rate
0 1.6695e-03 – 3.5176e-02 – 1.1102e-16 8.8818e-16 2.3539e-03 –
1 4.1412e-04 2.01 1.7585e-02 1.00 1.1102e-16 8.8818e-16 5.8670e-04 2.00
2 1.0332e-04 2.00 8.7919e-03 1.00 1.1102e-16 1.1102e-15 1.4656e-04 2.00
3 2.5816e-05 2.00 4.3958e-03 1.00 1.1102e-16 9.9920e-16 3.6634e-05 2.00
4 6.4533e-06 2.00 2.1979e-03 1.00 1.1102e-16 1.8874e-15 9.1581e-06 2.00
5 1.6133e-06 2.00 1.0990e-03 1.00 1.1102e-16 2.7756e-15 2.2895e-06 2.00
6 4.0332e-07 2.00 5.4948e-04 1.00 1.1102e-16 3.6637e-15 5.7238e-07 2.00
7 1.0086e-07 2.00 2.7477e-04 1.00 1.1102e-16 5.5511e-15 1.4314e-07 2.00
8 2.5286e-08 2.00 1.3751e-04 1.00 1.1102e-16 1.0547e-14 3.5884e-08 2.00
s = 3
n es rate eλ rate eH eg ehc rate
0 1.6658e-03 – 3.5178e-02 – 1.1102e-16 1.1102e-15 2.3539e-03 –
1 4.1386e-04 2.01 1.7585e-02 1.00 1.1102e-16 8.8818e-16 5.8670e-04 2.00
2 1.0331e-04 2.00 8.7919e-03 1.00 1.1102e-16 7.7716e-16 1.4656e-04 2.00
3 2.5815e-05 2.00 4.3958e-03 1.00 1.1102e-16 8.8818e-16 3.6634e-05 2.00
4 6.4532e-06 2.00 2.1979e-03 1.00 1.1102e-16 1.6653e-15 9.1581e-06 2.00
5 1.6133e-06 2.00 1.0990e-03 1.00 1.1102e-16 2.9976e-15 2.2895e-06 2.00
6 4.0331e-07 2.00 5.4948e-04 1.00 1.1102e-16 3.4417e-15 5.7238e-07 2.00
7 1.0086e-07 2.00 2.7477e-04 1.00 1.1102e-16 5.2180e-15 1.4314e-07 2.00
8 2.5220e-08 2.00 1.3739e-04 1.00 1.1102e-16 8.9928e-15 3.5791e-08 2.00
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Table 2: Conical pendulum (63)–(67). Errors from HBVM(s, s) method for s = 1, 2, 3, 4, when
solving the problem over 10 periods with stepsizes h = T/n.
s = 1
n es rate eλ eH eg ehc
10 1.1543e00 – 6.5503e-15 1.1102e-16 1.5543e-15 6.9435e-15
20 4.0996e-01 1.49 1.2212e-14 1.1102e-16 6.6613e-16 7.3344e-15
30 1.9021e-01 1.89 7.2831e-14 1.1102e-16 8.8818e-16 2.6870e-14
40 1.0794e-01 1.97 2.3959e-13 1.1102e-16 6.6613e-16 6.8291e-14
50 6.9285e-02 1.99 2.6112e-13 1.1102e-16 4.4409e-16 5.5241e-14
60 4.8178e-02 1.99 1.8818e-13 1.1102e-16 1.2212e-15 4.0510e-14
70 3.5420e-02 2.00 6.1351e-13 1.1102e-16 6.6613e-16 9.4355e-14
80 2.7130e-02 2.00 8.1246e-13 1.1102e-16 5.5511e-16 1.0761e-13
90 2.1441e-02 2.00 7.5329e-13 1.1102e-16 5.5511e-16 8.8662e-14
100 1.7371e-02 2.00 1.4311e-12 1.1102e-16 5.5511e-16 1.5112e-13
s = 2
n es rate eλ eH eg ehc
10 1.1168e-02 – 6.5503e-15 1.1102e-16 6.6613e-16 7.7539e-15
20 7.1061e-04 3.97 1.8208e-14 5.5511e-17 3.3307e-16 1.1374e-14
30 1.4083e-04 3.99 6.4060e-14 1.1102e-16 3.3307e-16 2.2125e-14
40 4.4610e-05 4.00 2.2171e-13 1.1102e-16 4.4409e-16 6.2087e-14
50 1.8282e-05 4.00 9.2704e-14 1.1102e-16 4.4409e-16 2.1613e-14
60 8.8190e-06 4.00 3.6859e-13 1.1102e-16 4.4409e-16 6.4763e-14
70 4.7611e-06 4.00 8.5076e-13 1.1102e-16 4.4409e-16 1.3128e-13
80 2.7912e-06 4.00 1.2552e-12 1.1102e-16 2.2204e-16 1.6921e-13
s = 3
n es rate eλ eH eg ehc
10 3.1758e-05 – 6.1062e-15 1.1102e-16 1.5543e-15 9.8364e-15
20 5.0199e-07 5.98 1.7319e-14 1.1102e-16 6.6613e-16 1.0819e-14
30 4.4164e-08 5.99 9.8921e-14 1.1102e-16 2.2204e-16 3.4922e-14
40 7.8663e-09 6.00 2.0650e-13 1.1102e-16 4.4409e-16 5.4473e-14
50 2.0628e-09 6.00 2.3292e-13 1.1102e-16 4.4409e-16 4.9311e-14
60 6.9103e-10 6.00 4.7151e-13 1.1102e-16 4.4409e-16 8.3119e-14
s = 4
n es rate eλ eH eg ehc
10 4.9944e-08 – 1.1768e-14 1.1102e-16 1.5543e-15 1.5603e-14
20 1.9676e-10 7.99 1.7431e-14 1.1102e-16 6.6613e-16 1.1910e-14
30 7.6630e-12 8.00 5.7399e-14 1.1102e-16 3.3307e-16 2.1564e-14
40 7.3944e-13 8.13 4.1411e-14 1.1102e-16 4.4409e-16 1.0999e-14
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Table 3: Modified pendulum (69)–(70). Errors from HBVM(3s, s) method for s = 1, 2, 3, when
solving the problem over the interval [0, 10] with stepsizes h = 10−12−n.
s = 1
n es rate eλ rate eH eg ehc rate
0 2.0539e-02 – 1.0864e-01 – 1.1102e-16 1.6431e-14 1.5279e-02 –
1 4.9675e-03 2.05 6.4279e-02 0.76 2.2204e-16 7.5495e-15 3.9290e-03 1.96
2 1.2365e-03 2.01 3.5621e-02 0.85 2.2204e-16 3.6637e-15 9.7072e-04 2.02
3 3.0878e-04 2.00 1.8727e-02 0.93 2.2204e-16 2.1094e-15 2.4193e-04 2.00
4 7.7173e-05 2.00 9.5965e-03 0.96 2.2204e-16 8.8818e-16 6.0436e-05 2.00
5 1.9292e-05 2.00 4.8569e-03 0.98 2.2204e-16 5.5511e-16 1.5106e-05 2.00
6 4.8229e-06 2.00 2.4432e-03 0.99 2.2204e-16 6.6613e-16 3.7764e-06 2.00
7 1.2057e-06 2.00 1.2251e-03 1.00 2.2204e-16 6.6613e-16 9.4417e-07 2.00
8 3.0139e-07 2.00 6.1472e-04 1.00 2.2204e-16 6.6613e-16 2.3608e-07 2.00
s = 2
n es rate eλ rate eH eg ehc rate
0 6.0495e-03 – 1.5224e-01 – 1.1102e-16 5.7732e-15 1.7516e-02 –
1 1.4027e-03 2.11 7.6627e-02 0.99 2.2204e-16 3.8858e-15 4.6710e-03 1.91
2 3.4600e-04 2.02 3.8806e-02 0.98 1.1102e-16 2.3315e-15 1.1666e-03 2.00
3 8.6197e-05 2.01 1.9532e-02 0.99 2.2204e-16 1.6653e-15 2.9091e-04 2.00
4 2.1530e-05 2.00 9.7988e-03 1.00 2.2204e-16 5.5511e-16 7.2716e-05 2.00
5 5.3813e-06 2.00 4.9076e-03 1.00 2.2204e-16 5.5511e-16 1.8175e-05 2.00
6 1.3453e-06 2.00 2.4559e-03 1.00 2.2204e-16 6.6613e-16 4.5440e-06 2.00
7 3.3632e-07 2.00 1.2285e-03 1.00 2.2204e-16 6.6613e-16 1.1360e-06 2.00
8 8.4002e-08 2.00 6.1386e-04 1.00 2.2204e-16 6.6613e-16 2.8414e-07 2.00
s = 3
n es rate eλ rate eH eg ehc rate
0 6.0698e-03 – 1.5231e-01 – 2.2204e-16 4.6629e-15 1.7532e-02 –
1 1.4040e-03 2.11 7.6632e-02 0.99 1.1102e-16 3.9968e-15 4.6715e-03 1.91
2 3.4608e-04 2.02 3.8806e-02 0.98 1.1102e-16 1.7764e-15 1.1666e-03 2.00
3 8.6202e-05 2.01 1.9532e-02 0.99 2.2204e-16 1.3323e-15 2.9091e-04 2.00
4 2.1530e-05 2.00 9.7988e-03 1.00 2.2204e-16 5.5511e-16 7.2716e-05 2.00
5 5.3814e-06 2.00 4.9076e-03 1.00 2.2204e-16 6.6613e-16 1.8175e-05 2.00
6 1.3453e-06 2.00 2.4560e-03 1.00 2.2204e-16 6.6613e-16 4.5439e-06 2.00
7 3.3623e-07 2.00 1.2283e-03 1.00 2.2204e-16 6.6613e-16 1.1361e-06 2.00
8 8.4116e-08 2.00 6.1452e-04 1.00 2.2204e-16 6.6613e-16 2.8410e-07 2.00
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Table 4: Tethered satellite system (71)–(74). Errors from the HBVM(6, s) method for s = 1, 2, 3,
when solving the problem over the interval [0,10] with stepsizes h = 10−12−n.
s = 1
n es rate eλ rate eH eg ehc rate
0 9.2893e-04 – 2.1218e-06 – 5.5511e-17 1.2212e-14 9.6503e-07 –
1 2.3234e-04 2.00 1.0689e-06 0.99 5.5511e-17 1.2212e-14 2.4108e-07 2.00
2 5.8093e-05 2.00 5.3623e-07 1.00 6.9389e-17 1.5765e-14 6.0272e-08 2.00
3 1.4524e-05 2.00 2.6834e-07 1.00 6.9389e-17 1.5099e-14 1.5090e-08 2.00
s = 2
n es rate eλ rate eH eg ehc rate
0 1.8586e-07 – 2.1635e-06 – 6.2450e-17 1.1990e-14 1.3053e-06 –
1 3.9859e-08 2.22 1.0812e-06 1.00 4.8572e-17 1.4877e-14 3.2584e-07 2.00
2 9.5501e-09 2.06 5.4039e-07 1.00 6.9389e-17 1.4433e-14 8.1466e-08 2.00
3 2.3636e-09 2.01 2.7052e-07 1.00 6.9389e-17 1.4655e-14 2.0374e-08 2.00
s = 3
n es rate eλ rate eH eg ehc rate
0 1.5089e-07 – 2.1635e-06 – 5.5511e-17 1.3767e-14 1.3053e-06 –
1 3.7674e-08 2.00 1.0813e-06 1.00 6.2450e-17 1.4211e-14 3.2585e-07 2.00
2 9.4170e-09 2.00 5.4061e-07 1.00 6.9389e-17 1.3323e-14 8.1471e-08 2.00
3 2.3630e-09 2.00 2.7140e-07 1.00 6.9389e-17 1.5099e-14 2.0381e-08 2.00
30
