The problem of identifying meaningful patterns (i.e., motifs) from biological data has been studied extensively due to its paramount importance. Three versions of this problem have been identified in the literature. One of these three problems is the planted
Introduction
Motif search is an important problem in biology. This problem in general requires finding short patterns of interest from voluminous data. Three variants of this motif search problem have been identified in the literature. In this paper we focus one of these problems (defined below).
algorithms have been experimentally demonstrated to perform well. These are approximation algorithms as well.
Algorithms for PMS can be categorized into two depending on the basic approach employed, namely, profile-based algorithms and pattern-based algorithms (see e.g., Price et al. ) Profilebased algorithms predict the starting positions of the occurrences of the motif in each sequence. On the other hand, pattern-based algorithms predict the motif (as a sequence of residues) itself.
Several pattern based algorithms are known. Examples include PROJECTION, MULTIPROFILER, ¡ MITRA, ¢ and PatternBranching. PatternBranching (due to Price, Ramabhadran and Pevzner ) starts with random seed strings and performs local searches starting from these seeds.
Examples of profile-based algorithms include CONSENSUS, £ GibbsDNA, MEME, and ProfileBranching. The performance of profile-based algorithms are specified with a measure called "performance coefficient". The performance coefficient gives an indication of how many positions (for the motif occurrences) have been predicted correctly. For the (15, 4) challenge problem, these algorithms have the following performance coefficients (respectively): 0.2, 0.32, 0.14, and 0.57. The run times of these algorithms for this instance are (respectively, in seconds): 40, 40, 5, and 80.
A profile-based algorithm could either be approximate or exact. Likewise a patternbased algorithm may either be exact or approximate. Algorithms that are exact are also known as exhaustive enumeration algorithms in the literature. is also achievable.
Improved Algorithms
In this section we present techniques for improving the performance of the algorithm PMS1. ), then we can obtain an -mer from these motifs in the obvious way. This -mer is potentially a correct motif. Also, note that to obtain potential motifs (of length ), it suffices to process one of the input sequences (in a manner described above). Now we are ready to describe our improved algorithm.
There are two phases in the algorithm. In the first phase we identify all
¥ (for some appropriate value © ) that occur in each of the input sequences at a hamming distance of at most . We also collect potential -mers (as described above) in this phase. In the second phase we check, for each -mer collected in the first phase, if is a correct answer or not. Finally we output all the correct answers.
First we observe that the algorithm PMS1 can also be used for the case when we look for a motif that occurs in each input sequence at a hamming distance of at most . We output .
Further Improvements
We have devised three techniques to improve the performance of PMS2 further. 
Experimental Details
In this section we provide details on implementing our algorithms and the results of our implementation. We have implemented PMS1 and PMS2. As in prior works, we usë
The input sequences were generated randomly. The motif was generated at random. Its occurrences in the sequences as well as the starting positions were generated at random. Our algorithms have also been tested on the biological data supplied by Blanchette.
Saving Memory
The way PMS1 is described, we first form all possible -mers from out of all the input sequences, generate all relevant neighbors of these -mers, sort and merge all of them to identify the generated -mer(s) found in all the sequences. We can modify the algorithm as follows so as to reduce the memory used. introduce in this paper are of independent interest. The development of efficient parallel algorithms for the planted motif problem is an interesting open problem. We believe that the techniques introduced in this paper could yield superior results when combined with existing techniques. We plan to explore this possibility.
