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A (κ , τ)-regular set is a subset of the vertices of a graph G, induc-
ing a κ-regular subgraph such that every vertex not in the subset
has τ neighbors in it. A main eigenvalue of the adjacency matrix
A of a graph G has an eigenvector not orthogonal to the all-one
vector j. For graphs with a (κ , τ)-regular set a necessary and suf-
ﬁcient condition for an eigenvalue be non-main is deduced and
the main eigenvalues are characterized. These results are applied
to the construction of inﬁnite families of bidegreed graphs with
two main eigenvalues and the same spectral radius (index). Some
relationswith strongly regular graphs are also obtained. Finally, the
determination of (κ , τ)-regular sets is discussed.
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1. Introduction
A graph G of order n has an n-vertex set V(G) = {1, 2, . . . , n} and a set of edges E(G) consisting of
pairs of vertices. The graphs we consider are simple, without loops or multiple edges.
A (κ , τ)-regular set is a subset of the vertices of a graph, inducing a κ-regular subgraph such that
every vertex not in the subset has τ neighbors in it. The (κ , τ)-regular sets ﬁrst appear in [20] under
the designation of eigengraphs and in [12], in both cases in the context of strongly regular graphs and
designs. These types of regular structures were considered also in [9,19], related with the study of
graphs with domination constraints. Later, in the general context of arbitrary graphs, (κ , τ)-regular
sets were investigated in [1–3].
A graph is determined, up to isomorphism, by its adjacency matrix A(G) (or simply A), allowing us
to use terminology for G and A interchangeably. The (i, j)th entry aij of the symmetric matrix A is 1 if
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ij ∈ E(G) and 0 otherwise. Throughout the paper the spectrum of A, that is the family consisting of its
n eigenvalues, is also denoted by Sp(G). For each eigenvalue λ ∈ Sp(G), the associated eigenspace is
denoted by EG(λ). In particular, the graph G is said to be singular if 0 ∈ Sp(G). For a study of singular
graphs see [16] for instance.
Each of the distinct eigenvalues μ1,μ2, . . . .,μp, 1 p n, of a graph G which has an associated
eigenspace EG(μi) not orthogonal to the all-one n × 1 vector j is said to be main [5]. We shall denote
the remaining distinct eigenvalues byμp+1, . . . ,μs, s n, and refer to them as non-main. The concept
of main (non-main) eigenvalue was introduced in [4] and further investigated in many papers since
then. A recent overview was published in [14]. If μ is a main eigenvalue of G, then so is its algebraic
conjugate μ∗, for if Ax = μx, where jtx /= 0, then Ax∗ = μ∗x∗, where jtx∗ /= 0. This leads to the
following important result:
Lemma 1.1 [6,14]. If G is a graphwith p distinct main eigenvaluesμ1, . . . ,μp, then themain characteristic
polynomial of G
mG(λ) = λp − c0λp−1 − c1λp−2 − · · · − cp−2λ − cp−1 (1)
=
p∏
i=1
(λ − μi).
has integer coefﬁcients.
Remark 1.2. (i) By the Frobenius–Perron Theorem (see [18] for instance), the maximum eigenvalue is
main.
(ii) For i = 1, . . . , p, wemay extend an orthonormal basis of EG(μi) ∩ j⊥ to an orthonormal basis of
EG(μi) by adding a unit vector xi that is determined uniquely to within sign; then we deﬁneMain(G)
as the subspace with basis {x1, . . . , xp}.
According to common notation, Z+ denotes the set of positive integers. In Section 2, we start with
some previously obtained results [8,14] about main eigenvalues and the walk matrix. According to
[14, Theorem 2.4] the vector space spanned by {Ahj, h ∈ Z+ ∪ {0}} is Main(G), and each of Main(G)
and (Main(G))⊥ (that is, the vector space spanned by the vectors orthogonal to Main(G)) are A-
invariant. Furthermore, for graphswith a (κ , τ)-regular set, a necessary and sufﬁcient condition for an
eigenvalue be non-main is deduced and the main eigenvalues are characterized. Section 3 is devoted
to applications of the results obtained. Namely, particular families of graphs with exactly two main
eigenvalues are constructed, yielding inﬁnite sequences of non-regular graphs of increasing order and
constant index, and some relations with strongly regular graphs are obtained. Note that themaximum
eigenvalue ofA, also termed the index ofG, is amain eigenvalue. Finally, in Section 4, the determination
of (κ , τ)-regular sets is discussed.
2. The main characteristic polynomial and (κ , τ)-regular sets
The entry a
(k)
ij of the symmetric matrix A
k is the number of walks of length k from i to j. Therefore,
Akj is the n × 1 vector giving the number of walks of length k from each vertex. The matrices Ak , k ∈
Z+ ∪ {0}, are closely related to the main eigenvalues [14]. Moreover, the total number of walks of a
particular length k, starting from any vertex, depends only on k and the main eigenvalues [8].
2.1. The walk matrix and the main eigenspace
Given a graph G of order n, the n × k walk matrix [10,13] of G is the matrix
Wk =
(
j,Aj,A2j, . . . ,Ak−1j
)
.
The vector space spanned by the columns ofWk is denoted by ColSpWk .
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Proposition 2.1 [8]. Let G be a graph of order n with p distinct main eigenvalues. If k p thenWk has rank
p.
As an immediate consequence of Theorem 2.1, the number of distinct main eigenvalues is p =
min{k : {j, Aj, A2j, . . . , Akj} is linearly dependent}.
Deﬁnition 2.2. For a graph G of order n with p distinct main eigenvalues, the n × p walk matrix
W = (j,Aj,A2j, . . . ,Ap−1j) is referred to as the walk matrix of G.
Corollary 2.3. The pth column of AW is Apj = W
⎛
⎜⎜⎝
cp−1
.
.
.
c1
c0
⎞
⎟⎟⎠, where cj , for j = 0, . . . , p − 1, are the coefﬁ-
cients of the main characteristic polynomial of mG(λ), given in Eq. (1).
Proof. Since, by Proposition 2.1 in [14], mG(A)j = 0 ⇔ Apj = ∑p−1j=0 cjAp−1−jj, then the result
follows. 
From this corollary it follows that the main characteristic polynomial of a graph G can be recon-
structed from its walk matrixW, solving the linear systemWx = Apj.
The next lemma proved in [14], will be used (combined with the previous one) to obtain a formula
for the determination of (κ , τ)-regular sets.
Lemma2.4 [14]. The column space of thewalkmatrix of a graphwith adjacencymatrixA and its orthogonal
complement, ColSpW and (ColSpW)⊥, are both A-invariant.
Proposition 2.5 [14]. Let G be a graph with p distinct main eigenvalues. Then the column space, ColSpW,
of its walk matrix coincides with Main(G).
2.2. Existence of (κ , τ)-regular sets
If a regular graph G has a vertex subset (properly contained in V(G)) which is (κ , τ)-regular, then
κ − τ ∈ Sp(G) [20]. According to the deﬁnition of (κ , τ)-regular sets, if G is κ-regular, then V(G) is
(κ , τ)-regular for every nonnegative integer τ . In this case, by convention, we say that V(G) is (κ , 0)-
regular and thenκ − 0 is aneigenvalueofG, as iswell known.Therefore, if agraphH hasa (κ , τ)-regular
set S ⊆ V(H) and τ = 0, then H has at least one connected component which is κ-regular.
Henceforth, considering a graph G of order n and a vertex subset S ⊆ V(G), xS denotes the charac-
teristic vector of S, that is, xS is a n-tuple such that its ith entry is 1 if i ∈ S and 0 otherwise.
Proposition 2.6. Let G be a graph with a (κ , τ)-regular set S, where τ > 0, and λ ∈ Sp(G). Then λ is
non-main if and only if
λ = κ − τ or xS ∈ (EG(λ))⊥ .
Proof. The characteristic vector xS satisﬁes AxS = (κ − τ)xS + τ j.
Let λ be a non-main eigenvalue of G and u be an associated eigenvector. Then λutxS = utAxS =
(κ − τ)utxS , since ut j = 0 for all u ∈ EG(λ). Thus (λ − (κ − τ))utxS = 0, so that λ = κ − τ or
utxS = 0, as required.
If, on the other hand, λ is a main eigenvalue of G and u is the associated eigenvector belonging to
Main(G), then ut j /= 0 and it follows that λutxS = (κ − τ)utxS + τut j. Thus (λ − (κ − τ))utxS =
τut j /= 0. 
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If S is a vertex subset of a graph G, then S denotes the complement of S, that is S = V(G) \ S.
Corollary 2.7. Let G be a graph with a (κ , τ)-regular set S, where τ > 0. If λ ∈ Sp(G) is main with
associated eigenvector u ∈ Main(G), then
λ /= κ − τ and utxS /= 0; (2)
λ = τ u
txS
utxS
+ κ. (3)
Proof. Letλ be amain eigenvalue ofG. Then, by Proposition 2.6,λ /= κ − τ . Letu be theλ-eigenvector
inMain(G). Then
(λ − κ)utxS = τ(ut j − utxS) = τutxS.
Therefore,utxS /= 0, sinceotherwiseutxS = 0and thusut j = 0,which is a contradiction. Furthermore,
λ = τ utxS
utxS
+ κ . 
The following corollary also follows immediately from Proposition 2.6.
Corollary 2.8. Let κ , τ ∈ Z+ ∪ {0}, τ > 0. If λ = (κ − τ) ∈ Sp(G) is a main eigenvalue, then G does
not have a (κ , τ)-regular set.
3. Some applications
In this sectionweuse (κ , τ)-regular sets for the determination of themain eigenvalues of particular
graphs H = G1⊕τs G2. Here G1 is a κ1-regular graph and G2 is a κ2-regular graph. The graph H is
obtained from G1 and G2, by connecting each vertex of V(G1) = {x1, . . . , xn1} to τ > 0 vertices in
V(G2) = {y1, . . . , yn2}, such that Bi = NH(xi) ∩ V(G2), i = 1, . . . , n1, is a 1 − (n2, τ , s) combinatorial
design (that is,
⋃n1
i=1 Bi = V(G), |Bi| = τ , for i = 1, . . . , n1 and each vertex v ∈ V(G2) belongs to ex-
actly s blocks Bi). Note that NH(x) denotes the neighborhood of the vertex x (that is, the set of vertices
adjacent to x).
3.1. Families of graphs with exactly two main eigenvalues
If a graph G has a (κ , τ)-regular set, then the main eigenvalues of G can be determined using (3),
expressing the main eigenvalues as functions of the graph parameters κ1, κ2, τ and s of the above
graph operation G1
⊕τ
s G2, of the κ1-regular graph G1 and κ2-regular graph G2, respectively. As a
direct consequence of Corollary 2.7, we now propose the following result, which is a particular case of
Corollary 2.5 in [8].
Proposition 3.1. Considering a κ1-regular graph G1 and a κ2-regular graph G2, let H = G1⊕τs G2 be the
graph obtained as described above. If λ ∈ Sp(H) is main, then
λ = κ1 + κ2 ±
√
(κ2 − κ1)2 + 4sτ
2
. (4)
Proof. If u ∈ Main(H) is the eigenvector associated to the main eigenvalue λ(H), then
∀xi ∈ V(G1), λ(H)uxi =
∑
xj∈NH(xi)∩V(G1)
uxj +
∑
yj∈NH(xi)∩V(G2)
uyj .
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By construction S = V(G2) is a (κ2, τ)-regular set of H. It follows that
λ(H)utxS = λ(H)
∑
xi∈V(G1)
uxi
= ∑
xi∈V(G1)
⎛
⎝ ∑
xj∈NH(xi)∩V(G1)
uxj +
∑
yj∈NH(xi)∩V(G2)
uyj
⎞
⎠
= κ1
∑
xi∈V(G1)
uxi + s
∑
yj∈V(G2)
uyj .
Hence, (λ(H) − κ1)utxS = sutxS . Since S = V(G2) is a (κ2, τ)-regular set of H, applying Corollary 2.7,
λ(H) /= κ1 and
λ(H) = τ u
txS
utxS
+ κ2
= τ
s
λ(H)−κ1 u
txS
utxS
+ κ2,
implies λ(H) − κ1 = sτλ(H)−κ1 + κ2 − κ1. Therefore,
(λ(H) − κ1)2 − (κ2 − κ1)(λ(H) − κ1) − sτ = 0
⇔ λ(H) − κ1 =
κ2 − κ1 ±
√
(κ2 − κ1)2 + 4sτ
2
. 
The same conclusion canbeobtained taking into account that the graphoperationG1
⊕τ
s G2 deﬁnes
an equitable bipartition, that is, a divisor of order 2 (see [4]), and everymain eigenvalue is an eigenvalue
of every divisor. In particular, any non-regular graph with a divisor of order 2 has precisely 2 main
eigenvalues. As an immediate consequence of Proposition 3.1, if H = G1⊕τs G2 is non-regular, then H
has exactly two main eigenvalues λ = κ1+κ2±
√
(κ2−κ1)2+4sτ
2
.
Windmills have been introduced in [17]. A windmill, denoted by rS.Kr, is the graph obtained by
coalescing a complete graph Kr , r  2, with r disjoint copies of a graph S(v) rooted at v ∈ V(S). The root
vertex, v, in the labelled graph S, is identiﬁed with one vertex of Kr , so that the r distinct vertices of Kr
are cut vertices of the windmill. The windmill is said to have a central clique Kr and r repeated sails.
If the sail S is a complete graph Kq, q 2, then rS.Kr = H = Kr⊕τs (rKq−1), with s = q − 1 and τ = 1.
Eq. (4) provides the two main eigenvalues. The characteristic polynomial φ(H, λ) has (φ(Kq, λ) +
φ(Kq−1, λ))r−1 as a factor [17]. Thus the eigenvalue −1 has multiplicity at least (q − 2)(r − 1) and
the eigenvalues 1
2
(
(q − 3) ±
√
(q − 3)2 + 4(2q − 3)
)
have multiplicity at least r − 1. For instance,
the spectrum of 6K3.K6, the line graph of the tree in Fig. 1, is completely determined by this result and
Eq. (4). The non-main eigenvalues−1 and±√3 are repeated ﬁve times providing 15 eigenvalues. Eq.
(4) gives the two main eigenvalues 3 ± √6. The sum of the 18 eigenvalues is zero, a result that yields
the last eigenvalue −1.
3.2. Families of bidegreed graphs with the same index
A bidegreed graph is a graph whose vertices all have one of two possible degrees. Note that H =
G1
⊕τ
s G2 is bidegreed. Since the index is amain eigenvalue, it is the larger of the eigenvalues in Eq. (4).
It depends only on κ1, κ2, s and τ and independent of the order of the graph. In particular, a bidegreed
graph of type H with a ﬁxed index can be obtained from any κ2-regular graph G2 and n2 = |V(G2)|
copies D1,D2, . . . ,Dn2 of a κ1-regular graph D. Each vertex of Di is joined to vertex i of G2.
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Fig. 1. The tree with line graph 6K3.K6.
Fig. 2. Family of graphs nK1
⊕1
1 Cn , for n = 3, 4, 5, . . ., with constant index equal to 1 +
√
2.
Some of the simpler examples are the following:
• Considering theparticular case of an-wheel,Wn, constructedby joining a vertex to eachvertex of
a cycleCn−1 ofordern − 1, it follows thatWn = G1⊕n−11 G2,withG1 = K1 andG2 = Cn−1. Then
λmax(Wn) = 2+
√
4+4(n−1)
2
= 1 + √n, where λmax(Wn) denotes the index ofWn. Furthermore,
if n 4, then there exists another main eigenvalue λ(Wn) = 1 − √n.• Attaching s pendant vertices to each vertex of a κ-regular graphG of order n, then the graphH =
G1
⊕1
s G2 is obtained, with G1 = nsK1 and G2 = G. Its main eigenvalues are λ(H) = κ±
√
κ2+4s
2
.
It should be noted that, in this case, the index of the graphH is independent of its order, (s + 1)n.
Therefore, we are able to construct inﬁnite sequences of non-regular graphs of increasing order
and the same index (see Fig. 2).
According to [11], the graphs obtained from a cycle Cn by attaching s > 0 pendant vertices to every
vertex of Cn, nsK1
⊕1
1 Cn, are the only unicyclic connected graphs with exactly two main eigenvalues
and, according to Proposition 3.1, themain eigenvalues of these unicyclic graphs are λ(nsK1
⊕1
1 Cn) =
1 ± √1 + s. Furthermore, it should be noted that for the subfamily of bipartite unicycle graphs,
2nsK1
⊕1
1 C2n, n = 1, 2, . . . theminimum eigenvalue λmin(2nsK1
⊕1
1 C2n) = −1 −
√
1 + s is also in-
dependent of the order of the graph, but it is non-main, since the other non-main eigenvalue distinct
from the index is 1 − √1 + s.
3.3. Relations with strongly regular graphs
In what follows, considering a graph G and a vertex v ∈ V(G), G − v denotes the graph obtained
from G deleting the vertex v.
Proposition 3.2. A ρ-regular graph G of order n is strongly regular with parameters (n, ρ , e, f ) if and only
if for every vertex v ∈ V(G) the vertex subset S = NG(v) is (e, f )-regular in G − v.
Proof. Let G be a ρ-regular graph of order n.
Assuming that G is strongly regular with parameters (n, ρ , e, f ), then for an arbitrary vertex v ∈
V(G), consider the partition S1 = NG(v) and S2 = V\NG(v) of the vertex set of G − v.
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A vertexw not adjacent to v is in S2 andhas f neighbours in S1. Note that S2 isρ − f–regular and that
for a common neighbour of x ∈ S1 ofw and v, G[w, v, x] is not a triangle. Thus S1 induces an e-regular
subgraph and every vertex of S2 has f neighbors in S1. Hence S1 is a (e, f )–regular set in G − v.
Conversely, let us assume that considering an arbitrary vertex v ∈ V(G) the vertex subset S = NG(v)
is (e, f )-regular in H = G − v. Then S induces a e-regular subgraph and such means that every vertex
adjacent to v has e common neighbors with v. On the other hand, since every vertex u ∈ V(H) \ S has
f neighbors in S, then every vertex not adjacent to v has f common neighbors with v. Therefore, G is a
strongly regular graph with parameters (n, ρ , e, f ). 
Based on Proposition 3.2, the next corollary relates the strongly regular graph with the above
introduced operation.
Corollary 3.3. If G is a strongly regular graph with parameters (n, ρ , e, f ) and v ∈ V(G), then the graph
G1 induced by V(G) \ (NG(v) ∪ {v}) is (ρ − f )-regular of order n1 = n − ρ − 1, the graph G2 induced
by NG(v) is e-regular of order n2 = ρ and G − v = G1⊕τs G2, where τ = f and s = ρ − e − 1.
Proof. Consider a strongly regular graph G with parameters (n, ρ , e, f ) and v ∈ V(G). According to
Proposition 3.2, NG(v) is a (e, f )-regular set in G − v. Therefore, if G1 is the subgraph induced by
V(G) \ (NG(v) ∪ {v}) andG2 is the subgraph induced byNG(v), then it is immediate thatG1 is (ρ − f )-
regular of order n1 = n − ρ − 1 and G2 is e-regular of order n2 = ρ . Furthermore, since each vertex
of G1 is connected to f vertices of G2, considering the family of n1 blocks Bx = NG1(x) ∩ V(G2), with
x ∈ V(G1), then ∀x ∈ V(G1), |Bx| = τ = f and each vertex of G2 belongs to s = ρ − e − 1. Hence,
these blocks deﬁne a 1 − (n2, τ , s) design. 
Taking into account Corollary 3.3, the construction of a strongly regular graph with parameters
(n, ρ , e, f ) can be done from a (ρ − f )-regular graph G1 and a e-regular graph G2. However, since
Corollary 3.3 gives only a necessary condition, the 1 − (ρ , τ , s) design, with τ = f , s = ρ − e − 1 and
each block deﬁned by the intersection of the neighborhood of a vertex in G1 with the vertex set of G2
cannot be arbitrarily chosen.
• If a vertex v is deleted from a strongly regular graph G with parameters (n, ρ , e, f ), then G − v
has exactly twomain eigenvalues [14]. FromCorollary 3.3, a bidegreed graphG − v = G1⊕sτ G2
is obtained, where G1 is (ρ − f )-regular, G2 is e-regular, τ = f and s = ρ − e − 1. Therefore,
the two main eigenvalues are given by Eq. (4). For instance, in the case of the Petersen graph P,
which is a strongly regular graph with parameters (10,3,0,1), κ1 = 2, κ2 = 0, τ = 1 and s = 2.
Any connected graph Cr
⊕1
2 Kp, where Cr is a cycle and Kp is a null graph, shares the same main
eigenvalues as the graph P − v, namely 1 ± √3.
Similarly, theHoffman–SingletongraphHShasparameters (50,7,0,1)andthenHS − v = G1⊕sτ G2,
with κ1 = 6, κ2 = 0, τ = 1 and s = 6. In factG1 is the edge-disjoint union of three Hamiltonian
cycles [15]. Any connected graph F
⊕6
1 Kp, where F is 6-regular and Kp is a null graph, shares the
same main eigenvalues as the graph HS − v, namely 3 ± √15.
4. Determination of (κ , τ)-regular sets
If G is a graph, considering any vector v ∈ Rn, then v = g + q, where g ∈ Main(G) (that is, if G
has p distinct main eigenvalues, then there exist scalars β0, . . . ,βp−1, such that g = ∑p−1i=0 βiAij) and
q ∈ (Main(G))⊥.
Proposition 4.1. Let G be a graph with p distinct main eigenvalues, μ1, . . . ,μp, and Main(G) with or-
thonormal basis {x1, . . . , xp}. Consider a (κ , τ)-regular set S ⊆ V(G),with τ > 0,where its characteristic
vector xS is such that xS = g + q, with g ∈ Main(G) and q ∈ (Main(G))⊥.
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1. If (κ − τ) /∈ Sp(G), then q = 0 and xS = τ(A − (κ − τ)I)−1j.
2. If (κ − τ) ∈ Sp(G), then q ∈ EG(κ − τ) and g = ∑pi=1 τ jtxiμi−(κ−τ)xi.
Proof. Let xS be the characteristic vector of S and let g ∈ Main(G) and q ∈ (Main(G))⊥ such that
xS = g + q. Since AxS = (κ − τ)xS + τ j, then
(A − (κ − τ)I)g + (A − (κ − τ)I)q = τ j.
Since the subspacesMain(G) and (Main(G))⊥ are bothA-invariant, then (i) (A − (κ − τ)I)g = τ j and
(ii) (A − (κ − τ)I)q = 0. Therefore,
1. If (κ − τ) /∈ Sp(G), from (ii), q = 0. Furthermore, since the matrix A − (κ − τ)I is invertible
and xS = g, from (i), the result follows.
2. If (κ − τ) ∈ Sp(G), from (ii), q ∈ EG(κ − τ). Considering the linear transformation (note that
Main(G) is A-invariant),
ϕ : Main(G)→Main(G)
x →((κ − τ)I − A)x,
itsmatrixwith respect to theorthonormalbasis {x1, . . . , xp} isMϕ = diag(κ − τ − μ1, . . . , κ −
τ − μp). Since, by Proposition 2.6, k − τ is a non-main eigenvalue, then Mϕ is invertible and,
from (i),
((κ − τ)I − A)g = −τ j ⇔ Mϕ g¯ = −τ j¯ ⇔ g¯ = −τM−1ϕ j¯
⇔ g =
p∑
i=1
τ
jtxi
μi − (κ − τ)xi,
where g¯ and j¯ are the vectors g and j, respectively, expressed in the basis {x1, . . . , xp}. 
In the above proof, if we consider the basis {j,Aj, . . . ,Ap−1j, then the matrix of the linear transfor-
mation ϕ is
Eϕ =
⎛
⎜⎜⎜⎜⎜⎜⎝
κ − τ 0 · · · 0 −cp−1−1 κ − τ · · · 0 −cp−2
0 −1 · · · 0 −cp−3
...
...
...
...
...
0 0 · · · −1 κ − τ − c0
⎞
⎟⎟⎟⎟⎟⎟⎠ .
Considering g = ∑p−1i=0 αiAij and α̂ = (α0, . . . ,αp−1)t , ((κ − τ)I − A)g = −τ j is equivalent to the
systemEϕα̂ = −τ ê1,where ê1 is theﬁrstvectorof thecanonicalbaseofRp. Therefore,g = −τWpE−1ϕ ê1.
Deﬁnition 4.2. Let G be a graph with p distinct main eigenvalues, μ1, . . . ,μp, and {x1, . . . , xp} be
an orthonormal basis of Main(G). Considering the integers κ ∈ Z+ ∪ {0} and τ ∈ Z+ such that
(κ − τ) /∈ {μ1, . . . ,μp}, the vector g = ∑pi=1 τ jtxiμi−(κ−τ)xi (or g = −τWpE−1ϕ ê1) is referred to as
the (κ , τ)-parametric vector of G.
From the proof of Proposition 4.1, the next corollary follows.
Corollary 4.3. Let G be a graphwith p distinct main eigenvalues, κ ∈ Z+ ∪ {0} and τ ∈ Z+. If no (κ , τ)-
parametric vector g is the characteristic vector of a (κ , τ)-regular set S ⊂ V(G), then one of the following
statements is true:
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Fig. 3. Graph with a unique (2, 2)-regular set, where zero is a non-main eigenvalue.
1. such a vertex subset S does not exist;
2. λ = κ − τ is a non-main eigenvalue of G. Also there exists q ∈ EG(λ) and the (κ , τ)-parametric
vector g ∈ Main(G) such that xS = g + q.
Another consequence of Proposition 4.1 is the following: if a graph G, with p distinct main eigen-
values, μ1, . . . ,μp, and and orthonormal basis {x1, . . . , xp}, has a (κ , τ)-regular set S ⊂ V(G) and
(κ − τ) ∈ Sp(G), then
|S| =
p∑
i=1
τ
(jtxi)
2
μi − (κ − τ) .
In fact, according to Proposition 4.1, if xS is the characteristic vector of S, then there exists q ∈
EG(κ − τ) and the (κ , τ)-parametric vector g = ∑pi=1 τ jtxiμi−(κ−τ)xi such that xS = g + q. Therefore,
since k − τ is non-main, |S| = jTxS = jTg.
For instance, the graph depicted in Fig. 3 has the unique (2, 2)-regular set S = {2, 3, 5, 6} and zero
as non-main eigenvalue. Let us determine the (2, 2)-parametric vector g and q ∈ (Main(G))⊥ such
that xS = g + q. Since the walk matrix of G is W = (j,Aj,A2j) =
⎛
⎜⎜⎜⎝
1 3 11
1 4 12
1 4 12
1 3 11
1 2 6
1 2 6
⎞
⎟⎟⎟⎠, solving the linear
systemWx = A3j the coefﬁcients of the themain characteristic polynomial of G are determined. Then
mG(λ) = λ3 − 3λ2 − 2λ + 4and it follows thatg = α0j + α1Aj + α2A2j = j + (3/2)Aj − (1/2)A2j= (0, 1, 1, 0, 1, 1)t = xS , whence q = 0. Notice that 0 is a non-main eigenvalue ofG and the associated
eigenspace is spanned by (0, 1,−1, 0,−1, 1)t .
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