On better-quasi-ordering classes of partial orders by McKay, Gregory
ar
X
iv
:1
40
8.
03
15
v3
  [
ma
th.
LO
]  
1 O
ct 
20
14
ON BETTER-QUASI-ORDERING CLASSES OF PARTIAL ORDERS
GREGORY MCKAY
Abstract. We provide a method of constructing better-quasi-orders by generalising a tech-
nique for constructing operator algebras that was developed by Pouzet. We then generalise
the notion of σ-scattered to partial orders, and use our method to prove that the class of σ-
scattered partial orders is better-quasi-ordered under embeddability. This generalises theorems
of Laver, Corominas and Thomasse´ regarding σ-scattered linear orders and trees, countable
forests and N-free partial orders respectively. In particular, a class of countable partial orders
is better-quasi-ordered whenever the class of indecomposable subsets of its members satisfies
a natural strengthening of better-quasi-order.
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2 GREGORY MCKAY
1. Introduction
Some of the most striking theorems in better-quasi-order (bqo) theory are that certain classes
of partial orders, often with colourings, are bqo under embeddability. Indeed, the notion of bqo
was first used by Nash-Williams to prove that the class R of rooted trees of height at most ω
has no infinite descending chains or infinite antichains under the embeddability quasi-order [9].
Another contribution from Nash-Williams comes in [10]. He proved that if Q is bqo, then
the class Q˜ of transfinite sequences of members of Q is bqo (see [11]). This theorem can be
viewed as an embeddability result on a class of coloured partial orders; since it is equivalent to
saying that the ordinals preserve bqo (which is to say that if Q is bqo, then the class of ordinals
coloured by Q is also bqo under a natural embeddability ordering; see Definition 2.15). In fact
Nash-Williams proved a technical strengthening of this statement, equivalent to saying that the
ordinals are well-behaved (see Definition 2.16). This is an important generalisation of bqo that
will be crucial in this paper, because it is much more useful than bqo or even preserving bqo
when constructing large bqo classes.
Perhaps the most well known result of this kind comes from Laver, who proved that the class
M of σ-scattered linear orders preserves bqo, a positive result for a generalisation of Fra¨ısse´’s
conjecture [12]. A few years after his paper on σ-scattered linear orders, Laver also showed that
the class T of σ-scattered trees preserves bqo [13]. Initially we notice that there should be some
connection between the theorems of σ-scattered linear orders and σ-scattered trees. In each,
we first take all partial orders of some particular type (linear orders, trees) that do not embed
some particular order (namely Q and 2<ω). In both cases, the class of countable unions of these
objects turn out to preserve bqo.
We prove a general theorem of this type (Theorem 7.37) which states that given well-behaved
classes L and P of linear orders and partial orders respectively, the class of ‘generalised σ-scattered
partial orders’ M LP will be well-behaved (see Definition 7.10). We define our general ‘scattered’
partial orders to be those orders X such that:
• Every indecomposable subset of X is contained in P. (See Definition 7.3.)
• Every chain of intervals of X under ⊇ has order type in L. (See definitions 2.31 and 7.2.)
• No ‘pathological’ order 2<ω, −2<ω or 2<ω⊥ embeds into X . (See definitions 4.1 and 7.9).
Our class M LP is then the class of countable increasing unions or limits of such X .
Applying this theorem with classes known to be well-behaved yields generalisations of many
other known results in this area. For example, Corominas showed that the class of countable
C -trees1 preserves bqo [2] (see Definition 2.33) and Thomasse´ showed that the class of countable
N -free partial orders preserves bqo [1] (see Definition 2.27). We summarise known results as
applications of Theorem 7.37 in the following table.2 In each case Theorem 7.37 tells us that the
given class is well-behaved.3
Class Description P L Limits
N Finite numbers under injective maps 1, A2 1 ✗
S Scattered linear orders [12] 1, C2 On ∪On
∗ ✗
M σ-scattered linear orders [12] 1, C2 On ∪On
∗ ✓
U On Scattered trees [13] 1, C2, A2 On ✗
T On σ-scattered trees [13] 1, C2, A2 On ✓
T C Countable L -trees [2] 1, C2, A2 C ✓
C{1,A2,C2} Countable N -free partial orders [1] 1, C2, A2 C ✓
1Here C is the class of countable linear orders.
2Here A2 and C2 are the antichain and chain of size 2 respectively.
3In the cases of U On, T On and T C the constructed M L
P
is actually a larger class of partial orders.
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Applying this theorem with the largest known well-behaved classes L and P gives that some
very large classes of partial orders are well-behaved (Theorem 8.7). For example, let P be the
set of indecomposable partial orders of cardinality less than some n ∈ ω, and L = M . Then for
n > 2 the well-behaved class M LP contains the σ-scattered linear orders, σ-scattered M -trees,
countable N -free partial orders, and generalisations of such objects.
Crucial to the ideas in this paper are those of constructing objects with so called ‘structured
trees’. Put simply, these are trees with some extra structure (usually a partial order) given to
the set of successors of each element. Embeddings between structured trees are then required to
induce embeddings of this extra structure.
Theorems on structured trees also appear throughout the literature on bqo theory (cf. [1, 2,
3, 5, 6, 8]). The rationale for their usefulness is explained by Pouzet in [5]. His method is to
take a ‘simple’ class of objects (e.g. partial orders) and a bqo class of multivariate functions
sending a list of objects to a new object (so called ‘operator algebras’). Closing the class under
these functions then yields a new class, which one can prove to be bqo. The crucial step is to
show that this construction can be encoded as a structured tree, contained inside a class which
is known to preserve bqo. Pouzet’s method however was limited in that the structured trees that
he used were only ‘chain-finite’ (i.e. those trees for which every chain is finite).
Since then, larger classes of structured trees have been shown to be preserve bqo. In particular,
using a modification of the Minimal Bad Array Lemma (see [11]), Krˇ´ızˇ managed to prove that
if Q is well-behaved then RQ (the class of Q-structured trees of R, see Definition 4.7) is well-
behaved [3]. We give a generalisation of Pouzet’s method, that incorporates these larger classes
of structured trees. This allows for iterating functions over a general linear order and for taking
countable limits. Using this coding, these more complex classes can be shown to be bqo (even
well-behaved).
So we aim to show that some large classes of partial orders are well-behaved, the main theorem
being Theorem 7.37 and its main application Theorem 8.7. The general method of the proof will
be as follows. In Section 3 we define an operator algebra construction, similar to ideas explained
in [5] but with our two generalisations. We also give an example of how to construct partial
orders. In Section 4 we encode this construction in terms of structured trees. In Section 5 we
prove that such a construction, under the correct conditions, will be bqo. In Section 6, using the
structured tree theorem of Krˇ´ızˇ from [3] (Theorem 4.11), in conjunction with our construction
theorem, we construct a more general well-behaved class of ‘σ-scattered structured L-trees’.
This serves to supercharge the construction theorem. In Section 7 we prove a generalisation of
Hausdorff’s theorem on scattered order types, which characterises the class of partial orders that
we constructed as precisely M LP . This completes the proof of our main theorem, that this class
is well-behaved. Finally in Section 8 we explain how this result expands all known bqo results
on embeddability of coloured partial orders.
2. Preliminaries
2.1. Basic bqo theory.
Definition 2.1. If A is an infinite subset of ω, let [A]ω = {X ⊆ A | |X | = ℵ0} and [A]<ω =
{X ⊆ A | |X | < ℵ0}. We equate X ∈ [A]
ω with the increasing enumeration of elements of X .
Definition 2.2. • A class Q with a binary relation 6Q on Q is called a quasi-order when-
ever 6Q is transitive and reflexive.
• If Q is a quasi-order with 6Q antisymmetric, then we call Q a partial order.
• For a, b ∈ Q we write a <Q b iff a 6Q b and b 6 Q a. We write a ⊥Q b and call a and b
incomparable iff a 6 Q b and b 6 Q a.
• We write 6, < and ⊥ in place of 6Q, <Q and ⊥Q when the context is clear.
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• A function f : [ω]ω → Q is called a Q-array (or simply an array) if f is continuous
(giving [ω]ω the product topology and Q the discrete topology).
• An array f : [ω]ω → Q is called bad if ∀X ∈ [ω]ω we have
f(X) 6 f(X \ {minX}).
• An array f : [ω]ω → Q is called perfect if ∀X ∈ [ω]ω we have
f(X) 6 f(X \ {minX}).
• A quasi-order Q is called a better-quasi-order (bqo) if there is no bad Q-array.
Remark 2.3. We note that we could replace ‘continuous’ in the definition of a Q-array with ‘Borel
measurable’ and this would make no difference to the definition of bqo (see [11]). We can also
consider bad arrays with domain [A]ω for some A ∈ [ω]ω.
The following is a well-known Ramsey-theoretic result due to Galvin and Prikry.
Theorem 2.4 (Galvin, Prikry [15]). Given X ∈ [ω]ω and a Borel set B in [X ]ω, there exists
A ∈ [X ]ω such that either [A]ω ⊆ B or [A]ω ∩B = ∅.
Proof. See [15] or [11]. 
Theorem 2.5 (Nash-Williams [9]). If f is a Q-array, then there is A ∈ [ω]ω such that f ↾ [A]ω
is either bad or perfect.
Proof. Let B = {X ∈ [ω]ω | f(X) 6 f(X \ {minX})}. If B is Borel, then by Theorem 2.4 we
will be done. Let S : [ω]ω → [ω]ω be the function S(X) = X \ {minX} and let g = f × (f ◦ S).
Then g is continuous, since f and S are continuous. We also have that B = g−1(6), considering
the relation 6 as a subset of the discrete space Q×Q. Therefore B is open and we are done. 
Definition 2.6. Given two sets x and y we write x ⊔ y for the disjoint union of x and y. And
given a set X of sets, we define
⊔
x∈X x as the disjoint union of the sets in X .
Definition 2.7. Let Q0 and Q1 be quasi-orders, we define new quasi-orders:
• Q0 ∪Q1 = (Q0 ⊔Q1,6) where for p, q ∈ Q0 ∪Q1, we have p 6 q iff both p and q are in
the same Qi for i ∈ {0, 1}, and p 6Qi q;
• Q0 ×Q1 = {〈q0, q1〉 | q0 ∈ Q0, q1 ∈ Q1} where for 〈p0, p1〉, 〈q0, q1〉 ∈ Q0 ×Q1 we have
〈p0, p1〉 6 〈q0, q1〉 iff (p0 6Q0 q0) ∧ (p1 6Q1 q1).
Theorem 2.8. If there is a bad Q0 ∪ Q1-array f then there is A ∈ [ω]ω such that f ↾ [A]ω is
either a bad Q0-array, or a bad Q1-array.
Proof. Apply Theorem 2.4 with B = f−1(Q0). 
Theorem 2.9 (Nash-Williams [9]). If there is a bad Q0 × Q1-array f , then there is A ∈ [ω]ω
and either a bad Q0-array, or a bad Q1-array g with dom(g) = [A]
ω and such that g(X) is either
the first or second component of f(X) for all X ∈ [A]ω.
Proof. Define the Q0-array f0 and the Q1-array f1 so that for every X ∈ [ω]ω we have
f(X) = 〈f0(X), f1(X)〉.
Now apply Theorem 2.5 twice to restrict so that f0 and f1 are both either bad or perfect. Then
either we are done or they are both perfect, which contradicts that f was bad. 
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2.2. Concrete categories. Usually we will be interested in quasi-ordering classes of partial
orders under embeddability, however we can keep the results more general with no extra difficulty
by considering the notion of a concrete category. The idea is to add a little more meat to the
notion of a quasi-order, considering classes of structures quasi-ordered by existence of some kind
of embedding. This allows us to generate more complicated orders by colouring the elements
of these structures with a quasi-order; enforcing that embeddings must increase values of this
colouring. Then we can construct complicated objects from simple objects in a ranked way by
iterating this colouring process, and the notion of well-behaved allows us to reduce back down
through the ranks. We shall now formalise these notions, similar to the definitions of [3] and [4].
Definition 2.10. A concrete category is a pair O = 〈obj(O), hom(O)〉 such that:
(1) each γ ∈ obj(O) has an associated underlying set Uγ ;
(2) for each γ, δ ∈ obj(O) there are sets of embeddings homO(γ, δ) consisting of some func-
tions from Uγ to Uδ;
(3) homO(γ, γ) contains the identity on γ for any γ ∈ O;
(4) for any γ, δ, β ∈ O, if f ∈ homO(γ, δ) and g ∈ homO(δ, β) then f ◦ g ∈ homO(γ, β);
(5) hom(O) = {homO(γ, δ) | γ, δ ∈ obj(O)}.
Elements of obj(O) are called objects and elements of O(γ, δ) are called O-morphisms or embed-
dings. To simplify notation we write γ ∈ O for γ ∈ obj(O) and equate γ with Uγ .
Remark 2.11. Similar definitions to 2.10 appear in [3], [4] and [8]. The first two enjoy a more
category theoretic description, and the last is in terms of structures and morphisms.
With the following definition, concrete categories will turn into quasi-ordered sets under em-
beddability; (3) and (4) of Definition 2.10 guaranteeing the reflexivity and transitivity properties
respectively. This allows us to consider the bqo properties of concrete categories.
Definition 2.12. For γ, δ ∈ O, we say that
γ 6O δ iff homO(γ, δ) 6= ∅
i.e. γ 6O δ iff there is an embedding from γ to δ. If f ∈ homO(γ, δ) then we call f a witnessing
embedding of γ 6O δ.
Example 2.13. Let obj(P) be the class of partial orders. For any two partial orders x, y, let:
(1) Ux = x,
(2) homP(x, y) = {ϕ : x→ y | (∀a, b ∈ x), a 6x b←→ ϕ(a) 6y ϕ(b)},
(3) hom(P) = {homP(γ, δ) | γ, δ ∈ obj(P)},
(4) P = 〈obj(P), hom(P)〉.
The category P of partial orders with embeddings is then a pragmatic example of a concrete
category, and the order 6P is the usual embeddability ordering on the class of partial orders.
We keep this example in mind since the majority of concrete categories used in this paper are
either subclasses of P or are derived from P . We note that all P-morphisms are injective.
Definition 2.14. Given a quasi-order Q and a concrete category O, we add colours to O, by
defining the new concrete category O(Q) as follows.
• The objects of O(Q) are pairs 〈γ, c〉 for γ ∈ O and c : γ → Q.
• For 〈γ, c〉 ∈ obj(O(Q)), we let V〈γ,c〉 = Vγ , we call c a Q-colouring of γ and for each
v ∈ γ, we call c(v) the colour of v. To simplify notation we equate 〈γ, c〉 with γ, and
write cγ = c and γ ∈ O(Q).
• We define morphisms of O(Q) from γ to δ to be embeddings ϕ : γ → δ such that
cγ(x) 6Q cδ(ϕ(x))
for every x ∈ γ.
6 GREGORY MCKAY
Given γ ∈ O(Q) and v ∈ γ, we will sometimes write c(v), to be read as ‘the colour of v’, in place
of cγ(v) when this is unambiguous.
We are now able to define the bqo preservation properties mentioned in Section 1, allowing
us to pass from bad O(Q)-arrays to bad Q-arrays.
Definition 2.15. Let O be a concrete category, then O preserves bqo iff
Q is a bqo −→ O(Q) is a bqo.
Unfortunately, this simple definition fails to be particularly useful. Given a bad O(Q)-array,
preservation of bqo ensures the existence of a bad Q-array, but no link between these two arrays
is guaranteed. The following definition remedies this situation and is extremely important for
the rest of the paper.
Definition 2.16. Let O be a concrete category, then O is well-behaved iff for any quasi-order
Q and any bad array f : [ω]ω → O(Q), there is an M ∈ [ω]ω and a bad array
g : [M ]ω → Q
such that for all X ∈ [M ]ω there is some v ∈ f(X) with
g(X) = cf(X)(v).
We call g a witnessing bad array for f .
Warning: this notion of well-behaved is the same as from [3]; it is different from the definition
of well-behaved that appears in [4] which is in fact equivalent to Louveau and Saint-Raymond’s
notion of reflecting bad arrays [8].
Lemma 2.17. Let P be a finite set of finite partial orders, then P is well-behaved.
Proof. Let Q be an arbitrary quasi-order and let f be a bad P(Q)-array. Then since P is finite,
we can repeatedly apply the Galvin and Prikry Theorem 2.4 to find A ∈ [ω]ω such that for each
X,Y ∈ [A]ω, we have that f(X) and f(Y ) have the same underlying finite partial order P . Then
applying Theorem 2.5 at most |P | many times, restrict in turn so that the colours of each point
of f(X) give either a bad array or a perfect array. They cannot all be perfect otherwise f would
also be perfect on some restriction to an infinite set. Therefore one of these arrays is bad, and
this is clearly a witnessing array for f . 
Proposition 2.18. O is well-behaved −→ O preserves bqo −→ O is bqo.
Proof. If O is well-behaved then given a bad O(Q)-array f , we have a bad Q-array. If Q were
bqo this would give a contradiction and hence there is no such bad array f .
Now let 1 = {0} be the singleton quasi-order, clearly then 1 is bqo. Thus if O preserves bqo
then O(1) is bqo. Clearly O(1) is isomorphic to O, therefore O is also bqo. 
Remark 2.19. Note that the converse O is bqo −→ O preserves bqo does not hold. For a counter
example let Z be the partial order consisting of points 0n and 1n for n ∈ ω; ordered so that for
a, b ∈ Z, we have a 6 b iff there is some n ∈ ω such that a ∈ {0n, 0n+1} and b = 1n. Then {Z}
is clearly bqo but it does not preserve bqo.
It is not known whether or not the other converse holds, i.e. is it the case that
O preserves bqo −→ O is well-behaved?
This is an interesting technical question, which was asked by Thomas in [4].
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Figure 1. The partial order N .
Definition 2.20. We give some notation for the set of all of possible coloured copies of some
γ ∈ obj(O). Given a concrete category O, a quasi-order Q and γ ∈ obj(O) we define
Qγ = {〈γ, c〉 | c : γ → Q} ⊆ O(Q).
If γ0, γ1 ∈ O(Q) are such that there is some γ ∈ O with γ0, γ1 ∈ Qγ , then we say that γ0 and γ1
have the same structure.
2.3. Partial orders.
Definition 2.21. We define Card as the class of cardinals, On as the class of ordinals and
On∗ = {α∗ : α ∈ On}, where α∗ is a reversed copy of α for every α ∈ On.
Theorem 2.22 (Nash-Williams [10]). On is well-behaved.
Proof. See [11, 10]. 
Definition 2.23. If P is a partial order, a chain of P is a subset with no incomparable elements.
An antichain of P is a pairwise incomparable subset.
Definition 2.24. We let 1 = {0} be the partial order consisting of a single point. For κ ∈ Card
we let Aκ be the antichain of size κ. For n ∈ ω we let Cn be the chain of length n.
We will now define some notation for traversing partial orders.
Definition 2.25. Let P be a partial order and x ∈ P , we define:
↓x = {y ∈ P | y 6 x}, ↑x = {y ∈ P | y > x},
֌
x = {y ∈ P | y < x}, ֌x = {y ∈ P | y > x}.
For x, y ∈ P , if it exists, we define the meet x ∧ y to be the supremum of ↓x ∩ ↓y.
Definition 2.26. Let P be a partial order and P ′ ⊆ P . Then:
• we call P ′ ↓-closed if (∀x ∈ P ′), ↓x = {y ∈ P | y 6 x} ⊆ P ′,
• we call P ′ ↑-closed if (∀x ∈ P ′), ↑x = {y ∈ P | y > x} ⊆ P ′.
Definition 2.27. We define the partial order N = {0, 1, 2, 3} as follows. For a, b ∈ N we let
a < b iff a = 1 and b ∈ {0, 2} or a = 3 and b = 2, (see Figure 1). A partial order is called N -free
if it contains no subset isomorphic to N .
Definition 2.28. • A linear order is a partial order L with no incomparable elements.
• A linear order L is well-founded if it has no infinite descending sequence.
• A linear order L is scattered if Q 6 L.
• A linear order L is σ-scattered iff L can be partitioned into countably many scattered
linear orders.
• We denote the class of all linear orders as L .
• We denote the class of scattered linear orders as S .
• We denote the class of σ-scattered linear orders as M .
• We denote the class of countable linear orders as C
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Definition 2.29. Given r, r′ ∈ L and linear sequences k = 〈ki : i ∈ r〉 and k′ = 〈k′j : j ∈ r
′〉,
we denote by ⊑ the initial segment relation, and ⊏ the strict initial segment relation. That is
k ⊑ k′ iff k = k′ or k = 〈k′i : i < j〉 or k = 〈k
′
i : i 6 j〉 for some j ∈ r
′
and k ⊏ k′ iff k ⊑ k′ and k 6= k′. We denote by k⌢k′ the concatenation of k and k′. We also
define ot(k) = r, set k′ \ k = 〈k′i : i ∈ r
′ \ r〉, and call ki the ith element of k.
Definition 2.30. Let P be a partial order, and for each p ∈ P , let Pp be a partial order. We
define the P -sum of the Pp denoted by
∑
p∈P Pp as the set
⊔
p∈P Pp ordered by letting a 6 b iff
• there is some p ∈ P such that a, b ∈ Pp and a 6Pp b, or
• there are p, q ∈ P such that a ∈ Pp, b ∈ Pq and p <P q.
Definition 2.31. If L is a class of linear orders, we define L as the least class containing L ∪ ω
and closed under L-sums for all L ∈ L.
Theorem 2.32 (Hausdorff [14]). If L = On ∪On∗ then L = S .
Proof. See [14, 11]. 
Definition 2.33. A partial order T is called a tree iff (∀t ∈ T ), ↓t is a well-founded linear order.
If L is a class of linear orders, we call T a L-tree iff every chain of T has order type in L and for
every x, y ∈ T , we have ↓x is a linear order and the meet x ∧ y exists.
Note that On-trees are simply trees, and L -trees are the most general ‘tree-like’ partial orders.
Remark 2.34. Wemake explicit the definition of L-tree, in order to clarify because in the literature
on bqo theory, the term ‘tree’ has varied quite significantly. Indeed, the historical time line of
bqo results for trees in the authors’ terminology is as follows: Nash-Williams proved that the
class of all trees is bqo [9], Laver proved that the class of countable increasing unions of trees that
do not embed 2<ω is bqo [13], then Corominas proved that the class of all countable trees is bqo
[2]. This is perplexing since each successive breakthrough seems to be a subclass of the previous!
However the differences become clear when we use this notation. Nash-Williams proved that a
class of ω+1-trees4 is bqo, Laver proved that a class of On-trees are bqo, and Corominas proved
that a class of C -trees is bqo.
Definition 2.35. For a tree T we call α ∈ On the height of T iff α = supx∈T{ot(↓x)}.
Definition 2.36. Let L be a class of linear orders and T be an L -tree, then we define as follows:
• t ∈ T is called a leaf of T if there is no t′ ∈ T such that t′ > t.
• T is rooted iff T has a minimal element, denoted root(T ).
• T is chain-finite iff every chain of T is finite.
Definition 2.37. Given a rooted chain-finite tree T , and some t ∈ T we define inductively5
rank(t) = sup{rank(s) + 1 | t <T s}.
We then define the tree rank of T as rank(T ) = rank(root(T )).
4Here ω + 1 is the set of its predecessors.
5For the base case we have that sup(∅) = 0.
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3. Operator construction
In this section we give the definitions required to translate more complicated structured trees
(i.e. not necessarily chain-finite) into an operator algebra construction similar to Pouzet’s [5].
First we must give the parameters of our construction. We will always let:
• Q be concrete category;
• B be a subset of Q;
• A be a concrete category;
• F be a quasi-ordered class of functions f with range in Q;
• L be a non-empty class of linear orders that is closed under taking non-empty subsets;
• C denote the whole system 〈Q,B,A,F ,L〉.
Intuitively, Q is going to be the class of objects for which we will be constructing a bqo subclass;
B will be a class of ‘simple’ objects that we will start the construction from; A is a class of
possible arities which we will use to generalise the notion of a multivariate function; F is a class
of functions which we will be applying to elements of Q in order to construct more complex
elements of Q; and L is a class of linear orders which we will allow iteration of functions from F
over. We will keep these standard symbols when using this construction.
We restrict our attention to such Q,F ,A and L, so that for every f ∈ F there is some
a(f) ∈ A and b(f) ⊆ a(f) with
dom(f) = {a ∈ Qa(f) | (∀i ∈ b(f)), ca(i) ∈ B}.
(Here Qa(f) is as from Definition 2.20.) We call a(f) the arity of f . We think of the functions of
F as having arguments structured by a(f). For example, if a(f) is a finite linear order of length
n then the arguments of f are linearly ordered and f has the form f(x1, ..., xn); if a(f) were an
antichain, then the order on the xi would not matter; and if a(f) was the binary tree of height
2 then we think of f having form
f
(
x
y z
)
.
We do this because for some functions it will be more convenient to think of the arguments
arranged in some general partial order (particularly the sums of Definition 2.30). We include
b(f) in the definition, since in Section 6 it will be more convenient to only allow elements of
B into some arguments of our functions. All other constructions used in this paper will have
b(f) = ∅ for every f ∈ F , in which case dom(f) = Qa(f).
Example 3.1. Let Q be a quasi-order and L be some class of linear orders. Now we let
• Q = L (Q) be the class of all Q-coloured linear orders;
• B = Q1, i.e. single points coloured by elements of Q;
• A = L ∪ ω;
• F be the set of L-sums for all L ∈ A, as defined in Definition 2.30, inheriting colours;
• L = {1}.
We order F by letting
∑
A 6F
∑
B iff A 6 B. For
∑
L ∈ F we have a(
∑
L) = L and b(
∑
L) = ∅.
Now define CQL = 〈Q,B,A,F ,L〉. This relatively simple example will construct the class L(Q),
which will ultimately allow us to prove that if L is well-behaved, then L is well-behaved.
Example 3.2. Let Q be a quasi-order; Q′ be Q with an added minimal element −∞; let L be
some class of non-empty linear orders; and let P be some class of partial orders. Now we let
• Q be the class all of Q′-coloured partial orders;
• B = Q′1;
• A = P;
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• F be the set of P -sums for all P ∈ P, inheriting colours;
• L = L.
We order F by letting
∑
A 6F
∑
B iff A 6 B. Now define C
Q
L,P = 〈Q,B,A,F ,L〉. This example
will construct our class of Q′-coloured partial orders, that we will characterise in Section 7.
We wish to generalise Pouzet’s operator algebra construction in two ways. The first way will
allow us to iterate functions over a linear order from L, and the second way will allow us to take
countable limits.
3.1. Iterating over L. First we will define what is required for iteration. This will allow us to
represent complicated functions in terms of simpler ones. For a basic example, suppose we would
like to construct the ω-sum as from Definition 2.30. Given two linear orders L0 and L1, we can
define the simple function +, so that L0 + L1 is a copy of L0 followed by a copy of L1. Now
suppose we iterate this function; we can easily define L0 + L1 + L2 and L0 + L1 + L2 + L3 and
so on. This is easily done finitely many times (which is what Pouzet was doing when he used
chain-finite trees [5]). But it is possible to iterate + over a more complex linear order. Naturally,
its ω iteration would be
⋃
i∈ω Li ordered by a < b if a ∈ Li, b ∈ Lj, i < j or i = j and a <Li b
(i.e. the ω-sum). We need not stop there though, we could define this iteration over a larger
linear order, e.g. its Q iteration could be defined similarly.
Here + is really the function
∑
C2
. We think of this function as having arguments arranged
in arity C2. At each successive stage of the iteration we apply the next function into argument
corresponding to the larger of the two points in C2.
6 If we repeatedly compose
∑
C2
in this way,
we get the functions
∑
C3
,
∑
C4
, and so on. If we allowed ourselves to compose over a linear
order we could get
∑
ω or
∑
Q as in the previous paragraph. So in general we want to be able to
turn linearly ordered lists of functions, each with a distinguished argument, into a new function
that acts as their composition. This gives rise to the definition of a composition sequence, which
will be a list of functions fi indexed by a linear order r, each with a distinguished argument si.
Definition 3.3. We call η a composition sequence iff η = 〈〈fi, si〉 : i ∈ r〉 where r ∈ L, and for
all i ∈ r, we have fi ∈ F and si ∈ a(fi) such that if i 6= max(r) then si /∈ b(f).
We call r the length of the sequence η. For i ∈ r let
aηi =
{
a(fi) \ {si} if i 6= max(r)
a(fi) if i = max(r)
.
We also define Aη =
⊔
i∈r a
η
i and B
η =
⊔
i∈r b(fi) so that B
η ⊆ Aη. For any j ∈ r, let
η−j = 〈〈fi, si〉 : i 6 j〉
η+j = 〈〈fi, si〉 : i > j〉.
For each composition sequence η we will define a function fη that will act as the composition
of the functions fi (in order type r). We want fj to be applied to the composition of all of the
fi (for i > j) in the argument sj .
Remark 3.4. We require that for i ∈ r, if i 6= max(r) then si /∈ b(f), because otherwise it could
be that the composition of the fj for j > i is not allowed into the domain of fi in position si.
Example 3.5. Suppose we want to define iteration of the sums of Definition 2.30 over a general
linear order. Let η = 〈〈fi, si〉 : i ∈ r〉 be a composition sequence, and for each i ∈ r, suppose
a(fi) is a partial order, fi is the a(fi)-sum, and si ∈ a(fi). We turn this composition sequence
into a new function fη that acts as the composition of the fi as follows. First define the partial
6Note that since we are dealing with multivariate functions, we are required to distinguish an argument in
order to know in which position to compose further sums inside.
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{
aη0
{
aη1
{
aη2
{
aη3
Figure 2. The partial order Hη, for η = 〈〈
∑
N , 3〉 : i ∈ ω〉.
order Hη as the set
⊔
i∈r a
η
i ordered so that for u, v ∈ Hη we let u < v iff u ∈ a
η
i , v ∈ a
η
j one of
the following occurs:
• i = j and u <
a(fi) v;
• i < j and u <
a(fi) si;
• i > j and v >
a(fj) sj .
(See Figure 2.) We can then define our composition fη to be the Hη-sum. Notice that for finite
r, this is equivalent to the usual finite composition of sums, each composed in the argument si.
The next definition allows us, in a general setting, to turn composition sequences into functions
that will act as the linear composition of the functions in the composition sequence.
Definition 3.6. F is called L-iterable if we distinguish a class FL consisting of composition
functions fη, for every composition sequence η = 〈〈fi, si〉 : i ∈ r〉 where
fη : {〈qu : u ∈ A
η〉 ∈ QA
η
| (∀u ∈ Bη), qu ∈ B} −→ Q,
and FL satisfies the following properties.
(i) For all f0 ∈ F and s0 ∈ a(f0), we have f 〈〈f0,s0〉〉 = f0.
(ii) Given 〈qu : u ∈ Aη〉 ∈ dom(fη) and some j ∈ r, set qsj = f
η+j (〈qu : u ∈ a
η
i , i > j〉), then
fη(〈qu : u ∈ A
η〉) = fη
−
j (〈qu : u ∈ A
η−j 〉).
So we require that when we split η up into initial and final sections η−j and η
+
j , the composition
will behave as expected (i.e. fη is fη
−
j applied to fη
+
j ). The remaining arguments of fi are
then those in positions corresponding to elements of aηi (see Figure 3), so we consider f
η as a
multivariate function from Q, which has arguments for each element of aηi , (i ∈ r), and only
allows values admissible into dom(fi) (i.e. those respecting that if u ∈ b(fi) then qu ∈ B).
Remark 3.7. For a composition sequence η of length r, notice that elements of Aη can be indexed
by i ∈ r and u ∈ aηi , so we will sometimes write elements of dom(f
η) as 〈qi,u : i ∈ r, u ∈ a
η
i 〉.
Lemma 3.8. Let C = CQL,P = 〈Q,B,A,F ,L〉 for some quasi-order Q, some class of linear orders
L and some class of partial orders P. Then F is L-iterable.
Proof. Given a composition sequence η, define fη =
∑
Hη
as in Example 3.5. Consider Definition
3.6, clearly fη satisfies (i). It remains to show (ii), so let 〈qu : u ∈ Aη〉 ∈ dom(fη) and for some
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r
i
si {
aηi
Figure 3. The arrangement of the arguments of fη.
i ∈ r, let qsi = f
η+i (〈qu : u ∈ a
η
i , j > i〉). We have that Hη+i
=
⊔
j>i a
η
j and Hη−i
= {si}⊔
⊔
j6i a
η
j .
So that the Hη−i
-sum of Hη+i
in position si and single points everywhere else is precisely Hη.
Similarly, we see that
fη(〈qu : u ∈ A
η〉) =
∑
u∈Hη
qu =
∑
u∈H
η
−
i
qu = f
η−i (〈qu : u ∈ a
η
i , j 6 i〉).
So we have (ii) as required. 
Definition 3.9. Let η = 〈〈fi, si〉 : i ∈ r〉 and ν = 〈〈f ′i , s
′
i〉 : i ∈ r
′〉 be composition sequences. We
define η 6 ν iff there is an embedding ϕ : r → r′ such that for every i ∈ r we have fi 6F f
′
ϕ(i)
and an embedding ϕi witnessing a(fi) 6 a(f
′
ϕ(i)), such that whenever i 6= max(r), we have
ϕi(si) = s
′
ϕ(i) . If η 6 ν we define ϕη,ν : A
η → Aν so that when u ∈ aηi we have ϕη,ν(u) = ϕi(u).
Definition 3.10. We call f ∈ F extensive if for all q ∈ Q and x ∈ dom(f) with i ∈ x such that
c(i) = q, we have that q 6Q f(x).
The idea of the next definition is to express the notion that applying ‘short’ lists of ‘small’
functions to ‘small’ objects will give a smaller result than applying ‘long’ lists of ‘large’ functions
to ‘large’ objects.
Definition 3.11. We call C = 〈Q,B,A,F ,L〉 infinitely extensive iff:
• F is L-iterable;
• every f ∈ F is extensive;
• for any two composition sequences η 6 ν and any k = 〈qu : u ∈ Aη〉 ∈ dom(fη),
k′ = 〈q′u : u ∈ A
ν〉 ∈ dom(fν), if for all u ∈ Aη we have embeddings ϕu witnessing
qu 6 q
′
ϕη,ν(u)
, then we have a corresponding embedding ϕk,k
′
η,ν witnessing f
η(k) 6Q f
ν(k′).
Lemma 3.12. Let L be a class of linear orders and Q be an arbitrary quasi-order, then CQL is
infinitely extensive.
Proof. Let CQL = 〈Q,B,A,F ,L〉. Since L = {1} it is clear that F is L-iterable. We have that
every f ∈ F is extensive, because if we take the sum of some linear orders, then each of the linear
orders embeds into the sum. Now suppose as in Definition 3.11 we have composition sequences
η = 〈〈
∑
A
, s〉〉 and ν = 〈〈
∑
B
, s′〉〉
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with η 6 ν and k = 〈qu : u ∈ Aη〉 ∈ dom(fη), k′ = 〈q′u : u ∈ A
ν〉 ∈ dom(fν) such that
qu 6 q
′
ϕη,ν(u)
for each u ∈ Aη, with ϕu a witnessing embedding.
So we have that fη(k) =
∑
u∈A qu and f
ν(k) =
∑
u∈B q
′
u. Moreover, ϕη,ν is an embedding
from A to B. So we define ϕk,k
′
η,ν : f
η(k)→ fν(k′) so that for a ∈ fη(k), with a ∈ qu we have
ϕk,k
′
η,ν (a) = ϕu(a) ∈ q
′
ϕη,ν(u)
⊆ fν(k′).
Then ϕk,k
′
η,ν is clearly an embedding. Hence C
Q
L is infinitely extensive. 
Lemma 3.13. Suppose C is infinitely extensive. Let η be a composition sequence and k = 〈qu :
u ∈ Aη〉 ∈ dom(fη). Then for any u ∈ Aη, we have qu 6 fη(k).
Proof. Let η = 〈〈fi, si〉 : i ∈ r〉. Pick some u ∈ Aη and let i ∈ r be such that u ∈ a
η
i . Set
η′ = 〈〈fi, si〉〉 and qsi = f
η+i (〈qv : v ∈ a
η
j , j > i〉). Since fi ∈ F we have fi is extensive, therefore
qu 6 fi(〈qv : v ∈ a(fi)〉) = f
η′(〈qv : v ∈ A
η′〉).
Then by a simple application of the infinite extensivity of C, we see that
fη
′
(〈qv : v ∈ A
η′〉) 6 fη
−
i (〈qv : v ∈ A
η−i 〉).
Now by L-iterability of F , we have
fη
−
i (〈qv : v ∈ A
η−i 〉) = fη(k).
So that qu 6 f
η(k), which gives the lemma. 
Definition 3.14. When F is L-iterable we define C˜0 ⊆ Q as the smallest class containing B and
closed under applying fη for any composition sequence η.
Example 3.15. Following Definitions 2.28 and 2.30. Let Q be the class of linear orders; B =
{1} ⊆ Q; A = On ∪ On∗ and F = {
∑
α | α ∈ A} be the class of ordinal sums and reversed
ordinal sums; finally set L = {1}. Then C˜0 = S the class of scattered linear orders. This is
precisely Theorem 2.32, Hausdorff’s theorem on scattered order types [14].
Remark 3.16. We can construct C˜0 level by level. Starting with B; at successor stages applying
fη (for every composition sequence η) to every element of the previous level; and at limit stages
taking unions. This allows the definition of an ordinal rank of an element of C˜0. So for x ∈ C˜0,
we denote by rank(x) the least α ∈ On such that x appears at level α of this construction.
Definition 3.17. We define Qα = {x ∈ C˜0 | rank(x) = α} and Q<α = {x ∈ C˜0 | rank(x) < α}.
For each composition sequence η we also define,
dom(fη)<α = {〈qu : u ∈ A
η〉 ∈ dom(fη) | (∀u ∈ Aη), rank(qu) < α}.
3.2. Limits. Now we will define limits, which will allow us to extend the construction further.
For example, when we choose our parameters so that C˜0 gives us scattered linear orderings
(Example 3.15), taking limits will give us the σ-scattered linear orderings of [12]. The next
definition will allow us to chain together many embeddings eventually allowing us to produce
embeddings between limits.
Definition 3.18. We call C extendible iff C is infinitely extensive and satisfies the following
property. For any two composition sequences η 6 ν, and any k0 = 〈q0u : u ∈ A
η〉 ∈ dom(fη),
k1 = 〈q1u : u ∈ A
η〉 ∈ dom(fη), and k = 〈qu : u ∈ Aν〉 ∈ dom(fν); if for all u ∈ Aη we have:
• q0u 6 q
1
u with µu a witnessing embedding;
• q0u 6 qϕη,ν(u) with ϕu a witnessing embedding;
• q1u 6 qϕη,ν(u) with ψu a witnessing embedding;
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• ϕu = ψu ◦ µu;
then we have
ϕk0,kη,ν = ψ
k1,k
η,ν ◦ µ
k0,k1
η,η .
Theorem 3.19. Let C = CQL,P = 〈Q,B,A,F ,L〉 for some quasi-order Q, some class of linear
orders L and some class of partial orders P. Then C is extendible.
Proof. By Lemma 3.8 we know that F is L-iterable. If we take the sum of some partial orders,
then each of these partial orders embeds into the sum and therefore every f ∈ F is extensive.
Suppose now as in Definition 3.11 that we have composition sequences
η = 〈〈fi, si〉 : i ∈ r〉 and ν = 〈〈gi, s
′
i〉 : i ∈ r
′〉
with η 6 ν and k = 〈qu : u ∈ Aη〉 ∈ dom(fη) and k′ = 〈q′u : u ∈ A
ν〉 ∈ dom(fν) such that
qu 6 q
′
ϕη,ν(u)
for each u ∈ Aη, with ϕu a witnessing embedding.
We have that fη(k) =
∑
u∈Hη
qu and f
ν(k′) =
∑
u∈Hν
q′u. Moreover ϕη,ν is an embedding
from Hη to Hν . So we define ϕ
k,k′
η,ν : f
η(k)→ fν(k′) so that for a ∈ fη(k), with a ∈ qu we have
ϕk,k
′
η,ν (a) = ϕu(a) ∈ q
′
ϕη,ν(u)
.
Which is clearly an embedding, hence C is infinitely extensive.
Now suppose that kˆ = 〈qˆu : u ∈ Aη〉 is such that qu 6 qˆu for all u ∈ Aη, with some witnessing
embedding µu. Suppose also that qˆu 6 q
′
ϕ(η,ν) for each u ∈ A
η, with ψu a witnessing embedding,
and that ϕu = ψu ◦ µu. Then for a ∈ f
η(k), with a ∈ qu we have
ϕk,k
′
η,ν (a) = ϕu(a) = ψu ◦ µu(a) ∈ q
′
ϕη,ν(u)
and µk,k
′
η,ν (a) = µu(a) ∈ qˆu, so that
ψkˆ,k
′
η,ν ◦ µ
k,k′
η,ν (a) = ψu ◦ µu(a) ∈ q
′
ϕη,ν(u)
.
Thus we have verified the conditions of Definition 3.18, and C is extendible. 
Remark 3.20. Let x ∈ C˜0 with rank(x) = α. So for some composition sequence η, we have that
x = fη(〈qu : u ∈ Aη〉), with qu ∈ Q<α for all u ∈ Aη. Applying the same reasoning to each of the
qu, it is then possible to view x as a composition of some more composition functions, applied
to further lower ranked elements or fragments (see Figure 4).
We repeat this process, splitting fragments into more fragments. Because the ranks are well-
founded we will eventually obtain g, a composition of many fη, and an element d of dom(g),
which is a configuration of elements of B such that g(d) = x. Since g is just a composition of fη,
it will usually be possible to compose further still.
We now make precise the notion of composing many fη.
Definition 3.21. Let I be a tree of finite sequences of elements of
⋃
L ×
⋃
A under ⊑, and
let D be the set of leaves of I. Suppose that I has a ⊑-minimal element,7 and that we have
F = {η(~p) : ~p ∈ I \D} with each η(~p) a composition sequence. We write r(~p) for the length of
η(~p). Now suppose that for each ~p ∈ I we have
~p⌢〈i, u〉 ∈ I iff i ∈ r(~p) and u ∈ a
η(~p)
i
then we call F an composition set and I a set of position sequences of F. If additionally I is a
chain-finite tree under ⊑ then we call F admissible.
7For this definition we denote the minimal element of I by 〈〉, but in general it may not be 〈〉.
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fη
i
fν
Figure 4. The arrangement of the composition of fη and fν . Here fν is one
of the arguments of fi.
If F is admissible we define the composition of F, a new function gF : QD → Q. To do so, we
determine the value of gF(〈q~p : ~p ∈ D〉). When ~p ∈ I \D we define inductively
k~p = 〈k~pi,u : i ∈ r(~p), u ∈ a
η(~p)
i 〉 ∈ dom(f
η(~p)),
such that for each i ∈ r(~p) and each u ∈ a
η(~p)
i we have
k~pi,u =
{
fη(~p
⌢〈i,u〉)(k~p
⌢〈i,u〉) : ~p⌢〈i, u〉 /∈ D
q~p⌢〈i,u〉 : ~p
⌢〈i, u〉 ∈ D
.
Since I was a chain-finite tree, these k~p are well-defined. Now when F 6= ∅, we define
gF(〈q~p : ~p ∈ D〉) = f
η(〈〉)(k〈〉),
and when I = D = {〈〉} so that F = ∅, we define gF(〈x〉) = x for every x ∈ Q.
Definition 3.22. Let F be an admissible composition set and I be a set of position sequences
of F. For ~p ∈ I we define
F(~p) = {η(~u) ∈ F | ~p ⊑ ~u}
and I(~p) = {~u ∈ I | ~p ⊑ ~u}. We notice that F(~p) is an admissible composition set and I(~p) is a
set of position sequences of F(~p). We also define D(~p) to be the set of leaves of I(~p).
Definition 3.23. Let F be an admissible composition set. We call gF a decomposition function
for x ∈ C˜0, whenever there is some 〈q~p : ~p ∈ D〉 ∈ dom(g
F), such that (∀~p ∈ D), q~p ∈ B and
x = gF(〈q~p : ~p ∈ D〉).
Proposition 3.24. Let x ∈ Qα then for some composition sequence η and k ∈ dom(fη)<α, we
have x = fη(k).
Proof. Clear by Remark 3.16. 
Lemma 3.25. For any x ∈ C˜0, there is a decomposition function g for x.
Proof. Let x ∈ C˜0, then we will define a decomposition function g for x inductively on the rank
of x as follows. If rank(x) = 0 then x ∈ B so set F = ∅ and I = D = {〈〉}, so that gF(〈x〉) = x is
a decomposition function for x.
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Suppose for induction that for every q ∈ Q<α there is a decomposition function for x. If
rank(x) = α > 0, then x = fη(k) for some composition sequence η of length r, and
k = 〈qi,u : i ∈ r, u ∈ a
η
i 〉 ∈ dom(f
η)<α.
So by the induction hypothesis, for each i ∈ r and u ∈ aηi , we see that qi,u = g
Fi,u(di,u) for some
admissible composition set Fi,u = {ηi,u(~p) | ~p ∈ Ii,u} with Ii,u a set of position sequences for
Fi,u and some di,u = 〈d
i,u
~p : ~p ∈ Di,u〉, where Di,u is the set of leaves of Ii,u. Let
I = {〈i, u〉⌢~p : i ∈ r, u ∈ aηi , ~p ∈ Fi,u} ∪ {〈〉},
and let D be the set of leaves of I. We set η(〈〉) = η and for i ∈ r and u ∈ aηi , we set
η(〈i, u〉⌢~p) = ηi,u(~p). Now let F = {η(~p) | ~p ∈ I}, so that clearly F is an admissible composition
set. Finally we set d〈i,u〉⌢~p = d
i,u
~p and d = 〈d~p : ~p ∈ D〉 now we have by construction
gF(d) = fη(〈gFi,u(di,u) : i ∈ r, u ∈ a
η
i 〉) = f
η(k) = x.
Thus gF is a decomposition function for x, which completes the induction. 
Definition 3.26. We call a decomposition function standard if it can be constructed by the
method of Lemma 3.25.
Definition 3.27. Let (xn)n∈ω be a sequence of elements of C˜0. Suppose that Q has a minimal
element q0 and for every n ∈ ω, there is a standard decomposition function gn = gFn for xn, and
some kn = 〈k~pn : ~p ∈ Dn〉 ∈ dom(g
Fn) with gn(kn) = xn. Let In be the set of position sequences
of Fn and Dn be the set of leaves of In. Then we call (xn)n∈ω a limiting sequence if there are
such In, Fn, Dn and kn such that the following properties hold for every n ∈ ω.
(1) In is a ↓-closed subset of In+1.
(2) Fn+1 = {ηn(~p) | ~p ∈ In \Dn}.
(3) ηn(~p) ⊑ ηn+1(~p) for every ~p ∈ In \Dn.
(4) If ~u ∈ Dm for all m > n, then for all m > n we have k~un = k
~u
m.
(5) If ~u ∈ Dn and ~v ∈ Dm with n < m and ~u ⊏ ~v, then k~un = q0, and ∀~p ∈ Dn+1 such that
~u ⊑ ~p we have in fact ~u ⊏ ~p.
Limiting sequences (xn)n∈ω are those sequences with an increasing construction; that is to say
that xn+1 is produced by the same set of functions as xn applied to increasingly more functions.
We could perhaps be slightly less restrictive in the definition, particularly in conditions (4) and
(5), however these conditions simplify some of the work later on and do not reduce the set of
limits we can produce.8 This condition determines the characteristics of limits, in particular it
enforces that our bqo class of σ-scattered trees will be those covered by ↓-closed scattered trees
(as opposed to any scattered trees).
Remark 3.28. Suppose C is infinitely extensive, let (xn)n∈ω be a limiting sequence, and η = η(〈〉).
So for each n ∈ ω we have xn = fη(kn) and xn+1 = fη(kn+1), for some kn = 〈qnu : u ∈ A
η〉,
kn+1 = 〈qn+1u : u ∈ A
η〉. It can be seen by an easy induction9 that qnu 6 q
n+1
u with ψu a
witnessing embedding, for all u ∈ Aη. So to simplify notation, we let µn = ψk
n,kn+1
η,η .
Note that in all of the applications in this paper, we consider xn as a subset of xn+1, in this
case µn just acts as the identity on elements of xn, and we can define the limit to be the union.
Definition 3.29. Suppose that to every limiting sequence (xn)n∈ω we associate a unique limit
x ∈ Q. Let η be a composition sequence, and for each n ∈ ω let ηn ⊑ η be a composition
sequence so that ηn ⊑ ηn+1, and η =
⋃
n∈ω ηn. Also let kn = 〈q
n
u : u ∈ A
η〉 ∈ dom(fηn) be such
8This is the case at least in the applications used within this paper.
9Using that q0 was minimal and repeatedly applying Lemma 3.13.
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that for every u ∈ Aη we have (qnu )n∈ω is a limiting sequence with limit qu. We say that C has
limits if the limit of (fηn(kn))n∈ω is precisely f
η(〈qu : u ∈ A
η〉) for all such η, ηn and kn (n ∈ ω).
Example 3.30. Let C = CQL,P = 〈Q,B,A,F ,L〉 for some quasi-order Q, some class of linear
orders L and some class of partial orders P.
Given a limiting sequence (xn)n∈ω, we have by Remark 3.28 that µn was the embedding given
by infinite extensiveness of C using the construction of each xn. Each xn+1 is xn with some
elements coloured by −∞ replaced by a larger partial order. The embedding µn then acts as the
identity on everything that is not changed, and maps a point a coloured by −∞ that is replaced,
into some element b of the order that replaces it. Since it makes no difference to the order, we
equate a and b, and consider the underlying set of xn as a subset of the underlying set of xn+1,
possibly with some colours changing from −∞. In this way each µn (n ∈ ω) becomes the identity
map from the underlying set of xn to the underlying set of xn+1.
Now given a limiting sequence (xn)n∈ω we have that xn ⊆ xn+1 for all n ∈ ω. Hence we can
define the limit x to be the union of all of the xn. This means that C has limits, because an
Hη-sum of limits, is the limit of the Hη-sums of the elements of the limiting sequence.
Definition 3.31. Suppose that C has limits. Let C˜ ⊆ Q be the class containing all elements of
C˜0 and all limits of limiting sequences in C˜0. We also define C˜∞ = C˜ \ C˜0.
Finally the following condition allows us to produce embeddings between limits.
Definition 3.32. Suppose that C has limits. Then we say that C has nice limits iff for any
x, y ∈ C˜ with x the limit of (xn)n∈ω, and for any n ∈ ω; if there are embeddings ϕn : xn → y
such that ϕn = ϕn+1 ◦ µn, then x 6 y.
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Theorem 3.33. Let C = CQL,P = 〈Q,B,A,F ,L〉 for some quasi-order Q, some class of linear
orders L and some class of partial orders P. Then C has nice limits.
Proof. Let x, y ∈ C˜ be such that x is the limit of (xn)n∈ω and for any n ∈ ω we have embeddings
ϕn : xn → y such that ϕn = ϕn+1 ◦ µn. We want to show that x 6 y.
By Remark 3.30 we consider each xn ⊆ xn+1 and each µn (n ∈ ω) to be the identity map. So
ϕn = ϕn+1 ◦ µn is equivalent to a ∈ xn implies ϕn+1(a) = ϕn(a). Hence it is possible to define
ϕ : x→ y as the union of all of the ϕn. We claim that ϕ is an embedding.
Let a, b ∈ x =
⋃
n∈ω xn, and let n be least such that a, b ∈ xn and cxn(a) = cx(a) (such an n
exists since either the colour of a is always −∞ or changes at some n, but then stays this colour
in x). In order to show that x 6 y we need to verify the following properties of ϕ.
(1) a 6 b iff ϕn(a) 6 ϕn(b) iff ϕ(a) 6 ϕ(b) (since ϕn is an embedding).
(2) cx(a) = cxn(a) 6 cy(ϕn(a)) = cy(ϕ(a)).
So indeed ϕ is an embedding from x to y, and thus x 6 y as required. 
4. Decomposition trees
The aim of this section is to encode the elements of C˜ in terms of structured trees. This
reduces the problem of showing that C˜ is bqo to showing that a class of structured trees is bqo.
4.1. Scattered and structured L -trees.
Definition 4.1. We define the tree 2<ω, (the infinite binary tree of height ω), as the tree of
finite sequences of elements of 2 = {0, 1} ordered by ⊑.
Definition 4.2. Let L be a class of linear orders and T be an L -tree, then we define as follows:
10Here µn is as from Remark 3.28.
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Figure 5. A ζ-tree-sum of the T γi .
. . .
Figure 6. Scattered L -trees of increasing scattered rank, and a σ-scattered L -tree.
• T is scattered iff 2<ω 6 T .
• T is L-σ-scattered iff there are countably many ↓-closed subsets of T that are each
scattered L-trees, and every point of T is contained in one of these subsets.
• We let U L be the class of scattered L-trees.
• We let T L be the class of L-σ-scattered L -trees.
• We let R be the class of rooted ω + 1-trees.
Remark 4.3. When the context is clear we will call elements of T L σ-scattered. Notice that
elements of T L are not necessarily L-trees as they could contain chains with order type not
in L.11 We note also that different classes of linear orders can generate the same classes of
σ-scattered trees, for example T ω = T ω+1.
Definition 4.4. Given a chain ζ, and L -trees T γi for each i ∈ ζ, and γ < κi ∈ Card, we define
the ζ-tree-sum of the T γi (see Figure 5) as the set ζ ⊔
⊔
i∈ζ,γ<κi
T γi ordered by letting a 6 b iff
• a, b ∈ ζ with a 6ζ b;
• or for some i ∈ ζ, γ < κi we have a, b ∈ T
γ
i with a 6Tγi b;
• or a ∈ ζ and b ∈ T γi for some i ∈ ζ with a <ζ i and γ < κi.
Definition 4.5. Let L be a class of linear orders that is closed under finite sums. Let U L0 =
{∅, 1}, and for α ∈ On let U Lα+1 be the class of ζ-tree-sums of trees of U
L
α for ζ ∈ L. For limit
λ ∈ On we let U Lλ =
⋃
γ<λ U
L
γ , and finally set U
L
∞ =
⋃
γ∈On U
L
γ . For T ∈ U
L
∞ define the
scattered rank of T , denoted rankU (T ) as the least ordinal α such that T ∈ U
L
α . (See Figure 6.)
Theorem 4.6. Let L be a class of linear orders that is closed under non-empty subsets and finite
sums. Then U L = U L∞.
Proof. We leave the proof as an exercise since it is similar to Theorem 6.7. 
Definition 4.7. Let T be a class of L -trees, and let O be a concrete category. We define the
new concrete category of O-structured trees of T, denoted TO as follows. The objects of TO
consist of pairs 〈T, l〉 such that:
• T ∈ T.
11Elements of T L are are still L -trees.
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Figure 7. A tree structured by {C2,A2}.
• U〈T,l〉 = T .
• l = {lv | v ∈ T }, where for each v ∈ T there is some γv ∈ obj(O) such that
lv : ֌v −→ γv
and if x, y ∈ T with x > y > v then lv(x) = lv(y).
For O-structured trees 〈T, l〉 and 〈T ′, l′〉, we let ϕ : T → T ′ be an embedding whenever:
(1) x 6 y iff ϕ(x) 6 ϕ(y),
(2) ϕ(x ∧ y) = ϕ(x) ∧ ϕ(y),
(3) for any v ∈ T , set θ : range(lv)→ range(l′ϕ(v)) such that
θ(lv(x)) = l
′
ϕ(v)(ϕ(x));
then θ is an embedding of O.
We call lv(x) the v-label of x. To simplify notation, we write T in place of 〈T, l〉 and always
use lv(x) to denote the v-label of x, regardless of which T ∈ TQ we are considering (it will be
unambiguous since v ∈ T ).
Intuitively TO is obtained by taking T ∈ T and for each vertex v ∈ T , and ordering the
successors of v by some order in O as in Figure 7. Embedding for TO is then tree embedding
that preserves this ordering on the successors of v for every v ∈ T. However, general L -trees
may contain points with no immediate successors. To accommodate this, our labelling functions
lv have domain ֌v and we enforce that if x, y ∈ T with x > y > v then lv(x) = lv(y).
Definition 4.8. Let T be an O-structured L -tree, with x ∈ T and p ∈ range(lx) then we define
p
֌x = {y ∈ T | (y > x) ∧ (lx(y) = p)}.
It is clear that TQ is a concrete category and hence we also have defined the Q-coloured,
O-structured L -trees of T, denoted TO(Q). Finally we mention a theorem of Krˇ´ızˇ that is
fundamental to the results of this paper.
Theorem 4.9 (Krˇ´ızˇ, [3]). If O is a well-behaved concrete category with injective morphisms,
then RO is well-behaved.
Proof. See [3]. 
Remark 4.10. Louveau and Saint-Raymond proved, using a modification of Nash-Williams’ origi-
nal method, that if Q satisfies a slight weakening of well-behaved (that is stronger than preserving
bqo) then RQ, the class of Q-structured trees of R, satisfies this same property [8]. They were
unable to attain full well-behavedness and Nash-Williams’ method seems to be insufficient.
Theorem 4.11. If O is a well-behaved concrete category with injective morphisms, then T ωO is
well-behaved.
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Proof. Notice that any T ∈ T ωO is a tree of height at most ω, but not necessarily rooted. Consider
{t | ∀s ∈ T, s 6< t}, let κ be the cardinality of this set, and enumerate its elements as ti for i ∈ κ.
Given a quasi-order Q, let τ : T ωO (Q) → On(RO(Q)) be the function sending T to 〈κ, c〉 where
c(i) = ↑ti for each i ∈ κ. Thus we have that if τ(S) 6 τ(T ) then S 6 T . So given a bad
T ωO (Q)-array f , we see that τ ◦ f is a bad On(RO)-array, then by Theorem 2.22 we have a
witnessing bad RO(Q)-array, and by Theorem 4.9 we have a witnessing bad Q-array for f . 
4.2. Encoding with structured L -trees. We now want to take an element x ∈ C˜ and con-
struct from it a structured L -tree Tx that contains all of the information required to describe
how x is built up from elements of B, using functions from F . We assume for the rest of this
section that F is L-iterable and C has limits.
Definition 4.12. Let F be an composition set with I a set of position sequences for F, and
d = 〈d~p : ~p ∈ D〉 ∈ dom(gF). Suppose that for each ~p ∈ I we have η(~p) = 〈〈f ~pi , s
~p
i 〉 : i ∈ r(~p)〉.
We define the F ∪ B-coloured A-structured L-tree TFd whose underlying set is
{~p⌢〈i〉 | ~p ∈ I \D, i ∈ r(~p)} ∪D;
ordering ~p⌢〈i〉 6 ~q⌢〈j〉 or ~p⌢〈i〉 6 ~q⌢〈j, u〉 ∈ D iff either:
(1) ~p = ~q and j > i.
(2) ~p ⊏ ~q and the first element of ~q \ ~p is 〈j′, u′〉 with j′ > i.
We colour all ~p⌢〈i〉 ∈ TFd by letting
c(~p⌢〈i〉) = f ~pi ,
and for ~p ∈ D ⊆ TFd we let
c(~p) = d~p.
For all ~p ∈ I \D, i ∈ r(~p) and t > ~p⌢〈i〉 we define the labels l~p⌢〈i〉(t) ∈ a(f
~p
i ) so that
l~p⌢〈i〉(t) =
{
s~pi : ~p
⌢〈j〉 ⊑ t or ~p⌢〈j, u〉 ⊑ t for some j > i and u ∈ a
η(~p)
j
u : ~p⌢〈i, u〉 ⊑ t
.
Definition 4.13. If gF is a standard decomposition function for x ∈ C˜0 and d is such that
gF(d) = x, then we call TFd a decomposition tree for x.
Let (xn)n∈ω be a limiting sequence and x ∈ C˜∞ be the limit of this sequence. Let q0, Fn and
k~pn be as in Definition 3.27. We set F =
⋃
n∈ω Fn (so F is a composition set). Let ~p ∈ D then
there must be some least m such that k~pm ∈ D, and we let d
~p = k~pm.
12 Set d = 〈d~p : ~p ∈ D〉.
When F and d are defined in this way we call TFd a decomposition tree for x.
Lemma 4.14. If x ∈ C˜ then there is a decomposition tree T = TFd for x such that T ∈ T
L
A (F∪B).
Moreover if x ∈ C˜0 then there is a decomposition tree T ∈ U LA (F ∪ B) for x with rankU (T ) =
rank(x).
Proof. Suppose x ∈ C˜0 then let g
F be the decomposition function for x as in Lemma 3.25, and
let d = 〈q~p : ~p ∈ D〉 ∈ dom(g
F) be such that x = gF(d) and q~p ∈ B for each ~p ∈ D. In this case
we set T = TFd , so T is a decomposition tree for x. We claim that rankU (T ) = rank(x), and
prove this by induction on the rank of x.
If rank(x) = 0 then x ∈ B so that T is just a single point coloured by x, and hence rankU (T ) =
0. Suppose that rank(x) = α and for each y ∈ Q<α, and each decomposition tree T ′ for y that
was constructed from the decomposition function given by Lemma 3.25, that we have rank(y) =
12Note that by (4) of Definition 3.27, we have k~pm = k
~p
n for any n > m.
ON BETTER-QUASI-ORDERING CLASSES OF PARTIAL ORDERS 21
rankU (T
′). Then let ζ = {〈i〉 | i ∈ r(〈〉)} ⊆ T so that T is a ζ-tree-sum of decomposition trees
T ui for some qi,u ∈ Q<α (i ∈ ζ, u ∈ a
η(〈〉)
i ). Then using the induction hypothesis, we have
rankU (T ) = sup{rankU (T
u
i ) + 1 | i ∈ ζ, u ∈ a
η(〈〉)
i }
= sup{rank(qi,u) + 1 | i ∈ ζ, u ∈ a
η(〈〉)
i }
= rank(x).
This completes the induction, and the lemma holds for all x ∈ C˜0.
If x ∈ C˜∞ then a decomposition tree T for x was of the form T = T
F
d for some d and
F =
⋃
n∈ω Fn, with the Fn as from Definition 3.27. By what we just proved, we have that the
underlying set of T is covered by ↓-closed subsets consisting of the underling sets of Tn = T
Fn
dn
∈
U LA (F ∪ B) for some dn; hence T ∈ T
L
A (F ∪ B). 
Lemma 4.15. Let x ∈ C˜ and T = TFd be a decomposition tree for x. For any t = ~p
⌢〈i〉 ∈ T and
u ∈ range(lt), there exists some x(t, u) ∈ C˜ with a decomposition tree Tx(t,u) such that
u
֌t = Tx(t,u).
Moreover if x ∈ C˜0 and ~p 6= 〈〉 or u 6= s
〈〉
i ; then x(t, u) ∈ C˜0 with rank(x(t, u)) < rank(x).
Proof. Let I be a set of position sequences for F and fix t = ~p⌢〈i〉 ∈ T and u ∈ range(lt). We
will find x(t, p). First, if u 6= s~pi we define:
• It,u = {~q ∈ I | ~p
⌢〈i, u〉 ⊑ ~q},
• Ft,u = {η(~q) | ~p
⌢〈i, u〉 ⊑ ~q} ⊆ F,
and if u = s~pi we define:
• η′(~p) = η(~p)+i , and η
′(~q) = η(~q) whenever ~p 6= ~q ∈ I,
• It,u = {~q ∈ I | (∃j > i)(∃v ∈ a
η(~p)
j ), ~p
⌢〈j, v〉 ⊑ ~q} ∪ {~p},
• Ft,u = {η′(~q) | ~q ∈ It,u}.
Now let
• Dt,u be the set of leaves of It,u,
• dt,u = 〈d~q : ~q ∈ Dt,u〉, (where d = 〈d~q : ~q ∈ D〉),
• Tt,u = T
Ft,u
dt,u
.
Then in either case, by construction we have that Tt,u =
u
֌t.
If gFt,u(dt,u) ∈ C˜0 then set x(t, u) = gFt,u(dt,u), so we have that Tt,u is by definition a
decomposition tree for x(t, u). Moreover if ~p 6= 〈〉 or u 6= s
〈〉
i then there is some i0 ∈ r(〈〉) and
u0 ∈ range(l〈i0〉) such that Tt,u ⊆
u0
֌i0 and hence by Lemma 4.14 we have
rank(x(t, u)) = rankU (Tt,u) 6 rankU (
u0
֌i0) < rankU (T ) = rank(x).
It just remains to find x(t, u) when x ∈ C˜∞. First suppose that x is the limit of (xn)n∈ω, then
consider xn(t, u) for every n large enough so that t ∈ TFn . Then since (xn)n∈ω was a limiting
sequence; for some m ∈ ω we have that (xn(t, u))n>m is a limiting sequence. We let x(t, u) be
its limit, then by construction x(t, u) has a decomposition tree equal to
T
⋃
n∈ω F
n
t,u
dt,u
= T
Ft,u
dt,u
= Tt,u =
u
֌t.

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Definition 4.16. For a given x ∈ C˜ and a decomposition tree T for x, let ζ be a ↓-closed chain
of T that contains no leaf. For each i ∈ ζ, if i is not the maximum element of ζ then let ji be an
arbitrary element of ζ ∩ ↑i, otherwise let ji be an arbitrary element of ↑i. We then define
η(ζ) = 〈〈c(i), li(ji)〉 : i ∈ ζ〉
which is a composition sequence since for each i ∈ ζ we have c(i) is a function of F , and since
the labels below i are elements of a(c(i)). We note that the choice of ji made no difference to
li(ji), except possibly when i is maximal, in which case only si is ambiguous - but this makes no
difference to fη(ζ).
To simplify notation, for each i ∈ ζ, we let f ζi = c(i), s
ζ
i = li(ji) and a
ζ
i = a
η(ζ)
i . We also
define kζ = 〈x(i, u) : i ∈ ζ, u ∈ a
η(ζ)
i 〉 ∈ dom(f
η(ζ)), where x(i, u) is as from Lemma 4.15.
We now require the following lemma, which will allow us to swap composition sequences.
Lemma 4.17. Let F be L-iterable, x ∈ C˜0 have a decomposition tree T = T
F
d and let ζ be a
↓-closed chain of T , that is either maximal or has a maximum element, then
x = fη(ζ)(kζ).
Moreover if C has limits, then the conclusion holds for all x ∈ C˜.
Proof. Let ξ = {〈i〉 | i ∈ r(〈〉)} be the chain satisfying η(ξ) = η(〈〉). We assume without loss of
generality that ζ 6⊑ ξ, since otherwise the lemma follows from a simple application of L-iterability
(noticing that η(ζ) = η(ξ)−max(ζ)). We also assume that ξ 6⊑ ζ since ξ ⊑ ζ is impossible unless ξ
has a maximum element,13 in which case the lemma follows similarly by L-iterability. Clearly
the Lemma holds when rank(x) = 0 so suppose for induction that rank(x) = α and the lemma
holds for all y ∈ Q<α.
By Lemma 4.14 we have T ∈ T LA (F ∪ B) and thus ξ ∩ ζ has a maximal element m. By
Proposition 3.24, we have that x = fη(ξ)(kξ) and kξ ∈ dom(fη(ξ))<α. For each χ ∈ {ζ, ξ} and
u ∈ Aη(χ) we define wχu = x(i, u) whenever i is such that u ∈ a
η(χ)
i , and
wχ
s
χ
m
= fη(χ)
+
m(〈wχu : u ∈ A
η(χ)+m 〉).
We then set wχ = 〈wχu : u ∈ A
η(χ)−m
i 〉 ∈ dom(f
η(χ)). Thus, since F is L-iterable, we have
fη(ξ)(kξ) = fη(ξ)
−
m(wξ) and fη(ζ)(kζ) = fη(ζ)
−
m(wζ).
Clearly η(ξ)−m = η(ξ ∩ ζ) = η(ζ)
−
m since m was the maximal element of ξ ∩ ζ. It remains to verify
that wξ = wζ . By definition of m, for all i < m and u ∈ aξi = a
ζ
i , we have w
ξ
u = x(i, u) = w
ζ
u.
We also have wξu = x(i, u) = w
ζ
u for u ∈ a
ξ
m ∩ a
ζ
m. So the only possible cases in which w
ξ
u 6= w
ζ
u
are when u ∈ {sζm, s
ξ
m}, hence it only remains to verify that they agree here too.
Since ξ 6⊑ ζ and ζ 6⊑ ξ we have sξm 6= s
ζ
m, and therefore s
ξ
m ∈ a
ζ
m. Thus
wζ
s
ξ
m
= x(m, sξm).
We also know
wξ
s
ξ
m
= fη(ξ)
+
m(〈wξu : u ∈ A
η(ξ)+m〉) = fη(ξ)
+
m(〈x(i, u) : i ∈ ξ, i > m, u ∈ a
η(ξ)−m
i 〉)
and hence by the construction of x(m, sξm) from Lemma 4.15, we see that
wξ
s
ξ
m
= x(m, sξm).
Hence indeed we have wξ
s
ξ
m
= wζ
s
ξ
m
.
13This is by definition of the order on decomposition trees.
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x
T
fη(ζ)(kζ)
ζ
fη(ζ)
−
m(wζ)
m
fη(ξ)(kξ)
ξ
Figure 8. The method of the proof of Lemma 4.17.
Similarly, we have that wξ
s
ζ
m
= x(m, sζm) and w
ζ
s
ζ
m
= fη(ζ)
+
m(〈wζu : u ∈ A
η(ζ)+m〉). It remains
only to show that these are equal. Note that by Lemma 4.15, since sζm 6= s
ξ
m we have that
rank(x(m, sζm)) < α. We also have that η(ζ)
+
m = η(ζ ∩ ↑m) and ζ ∩ ↑m is a ↓-closed chain of
sζm
֌m, which is a decomposition tree for x(m, s
ζ
m). So by the induction hypothesis we have
wξ
s
ζ
m
= x(m, sζm) = f
η(ζ)+m(〈wζu : u ∈ A
η(ζ)+m〉) = wζ
s
ζ
m
.
So we have verified that fη(ξ)
−
m(wξ) = fη(ζ)
−
m(wζ ), and therefore x = fη(ξ)(kξ) = fη(ζ)(kζ).
Now suppose that C has limits and let x be the limit of (xn)n∈ω. For each n ∈ ω let Tn be the
corresponding decomposition tree for xn, such that the underlying set of T is the union of the
underlying sets of the Tn (n ∈ ω). Then ζ =
⋃
n∈ω ζn where for each n ∈ ω, ζn is a ↓-closed, chain
of Tn which is either maximal or has a maximal element. So by what we just proved, we have
that xn = f
η(ζn)(kζn). But we know by Definition 3.29, that the limit of the limiting sequence
(fη(ζn)(kζn))n∈ω is precisely f
η(ζ)(kζ). Therefore since limits were unique, we have fη(ζ)(kζ) = x
as required. 
5. The construction is bqo
Now we aim to prove that if x, y ∈ C˜ have decomposition trees Tx and Ty respectively, then
x 6 y. This will allow us to reflect bad C˜-arrays to bad arrays for the trees. Then we can use a
structured tree theorem such as Theorem 4.11 or Theorem 6.12 in order to show that C˜ is bqo.
5.1. The non-limit case.
Theorem 5.1. Suppose C is infinitely extensive. If x ∈ C˜0 and y ∈ C˜ have decomposition trees
Tx and Ty respectively such that Tx 6 Ty, then x 6 y.
Proof. Suppose x, y are as in the statement of the theorem. We prove x 6 y by induction on
rank(x). So for the base case we assume rank(x) = 0, i.e. that x ∈ B, so we have that Tx is just
a single point coloured by x. If Tx 6 Ty, then there must be some t0 ∈ Ty such that x 6 c(t0)
and thus necessarily t0 = ~p
⌢〈i, u〉 is a leaf of Ty. Let ξ = ↓t0, thus by Lemma 4.17 we have that
y = fη(ξ)(〈y(j, u) : j ∈ ξ, u ∈ aξj〉). Now since y(~p
⌢〈i〉, u) = c(t0) we have by Lemma 3.13 that
x 6 c(t0) 6 f
η(ξ)(kξ) = y
which gives the base case.
Now suppose that rank(x) = α and whenever rank(x′) < α, Tx′ 6 Ty′ and y
′ ∈ C˜ we have
x′ 6 y′. We set η = η(〈〉) as from Proposition 3.24, so for some k = 〈qu : u ∈ Aη〉 ∈ dom(fη)<α,
we have that x = fη(k). We also let χ = {〈i〉 | i ∈ r(〈〉)} ⊆ Tx, η = 〈〈fi, si〉 : i ∈ r〉 and ϕ be an
embedding witnessing Tx 6 Ty. We notice that η = η(χ).
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For 〈i〉 ∈ χ we denote by ϕi the embedding from range(l〈i〉) to range(lϕ(〈i〉)) induced by the
structured tree embedding ϕ. We have, since ϕ was an embedding, that for each p ∈ range(l〈i〉),
ϕ(p ֌〈i〉) ⊆
ϕi(p)
֌ϕ(〈i〉).
By Lemma 4.15, this implies Tx(〈i〉,p) 6 Ty(ϕ(〈i〉),ϕi(p)) where Tx(〈i〉,p) and Ty(ϕ(〈i〉),ϕi(p)) are
decomposition trees for x(〈i〉, p) and y(ϕ(〈i〉), ϕi(p)) respectively. Moreover, whenever p 6= si, or
〈i〉 is the maximum element of χ, we have p ֌i ∩ χ = ∅; hence rank(x(i, p)) < α by Lemma 4.15.
Therefore, by the induction hypothesis, whenever p ∈ aηi we have that
x(〈i〉, p) 6 y(ϕ(〈i〉), ϕi(p)) (1)
Now let
ζ =
⋃
t∈χ
↓ϕ(t)
so that by Lemma 4.17 we have that y = fη(ζ)(kζ). Let ϕ′ be the embedding from ot(χ) to ot(ζ)
induced by ϕ. It then simple to verify that ϕ′ and the ϕi witness the fact that η = η(χ) 6 η(ζ).
Then using (1) and since C is infinitely extensive, we have
x = fη(k) 6 fη(ζ)(kζ) = y
as required. 
We immediately obtain the following bqo result.
Corollary 5.2. Suppose C is infinitely extensive. Also suppose that T LA is well-behaved, F is
bqo and B is bqo. Then C˜0 is bqo.
Proof. Suppose we had a bad array f : [ω]ω → C˜0. Let g : [ω]ω → T LA (F ∪ B) be defined by
letting g(X) be a decomposition tree for f(X). Then by Theorem 5.1, g must be bad. Thus
since T LA is well-behaved there must be a bad F ∪B-array, which is a contradiction of Theorem
2.8 since F and B were bqo. 
We now present a simple application of Theorem 5.1. We will show that if a class of linear
orders L is well-behaved, then L is well-behaved. This will allow us to give nicer descriptions of
the classes that we will construct in section 7, as well as expanding on some classical results. So
for the rest of this subsection we let L be a class of linear orders and Q be a quasi-order.
Definition 5.3. We define L0 = L ∪ ω, and for α ∈ On,
Lα+1 =
{∑
i∈L
Li | L ∈ L0, Li ∈ Lα
}
and for limit λ, Lλ =
⋃
γ<λ Lγ finally set L∞ =
⋃
α∈On Lα. For x ∈ L∞ we say that rankL(x) = α
iff α is least such that x ∈ Lα.
Proposition 5.4. Let C = CQL , then L∞(Q) = C˜0.
Proof. This is by construction, considering Remark 3.16. 
Lemma 5.5. L = L∞.
Proof. Clearly L ∪ ω ⊆ L∞ ⊆ L. So if we can show that L∞ is closed under sums, we will have
the lemma. So let y ∈ L∞, and yj ∈ L∞ for each j ∈ y, and we claim that
∑
j∈y yj ∈ L∞. Let
y〈〉 = y and suppose inductively that we have defined ys ∈ L∞ \ L0 for some sequence s. Then
we can find y′s ∈ L0 and for each i ∈ y
′
s, we find ys⌢〈i〉 ∈ L∞ with rankL(ys⌢〈i〉) < rankL(ys);
such that ys =
∑
i∈y′s
ys⌢〈i〉. Thus
∑
j∈ys
yj =
∑
i∈y′s
∑
j∈y
s
⌢
〈i〉
yj. So if every ys⌢〈i〉 ∈ L0 then
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∑
i∈ys
yi ∈ L∞. Since the ranks are well-founded ys ∈ L0 for all of the longest sequences s
generated by this induction. So by induction,
∑
j∈y yj ∈ L∞, which gives the lemma. 
Theorem 5.6. If L is well-behaved, then L is well-behaved.
Proof. Let C = CQL = 〈Q,B,A,F ,L〉. By Lemma 5.5 and Proposition 5.4 we have that L(Q
′) =
C˜0. Suppose we have a bad L-array f , then define g(X) to be a decomposition tree for f(X).
First we note that by Definition 4.12, it is clear that the leaves of the tree g(X) are coloured by
some element of B used to construct f(X). Thus the colours of the linear order f(X) are colours
of colours of elements of g(X). Now using Lemma 3.12 we can apply Theorem 5.1, in order to
see that g is a bad array with range in U LA (F ∪ B).
We know that L = ω and hence is well-behaved. We also have that A = P is well-behaved
and has injective morphisms; hence by Theorem 4.11, there is a witnessing bad F ∪ B-array g′.
Since the order on F is isomorphic to the order on L, we know that F is bqo. Hence by Theorem
2.8, we can find a witnessing bad B-array f ′. Since the colours from each g(X) that were in B
were points of f(X) we now know that f ′ is a witnessing bad array for f . Then since B = Q1
this clearly gives a witnessing bad Q-array just passing to colours. Hence any bad L(Q)-array
admits a witnessing bad Q-array, i.e. L is well-behaved. 
Remark 5.7. Without much more difficulty, using we could show that the class of countable
unions of elements of L is also well-behaved, by considering limiting sequences (xn)n∈ω to be
such that xn ⊆ xn+1 for each n ∈ ω and defining limits as the countable union. Then it is
relatively simple to verify that C is infinitely extensive and has nice limits. The result then
follows similarly to Theorem 5.6 (using Theorem 5.8 in place of Theorem 5.1). We omit the
proof because this is implied by Theorem 7.37.
5.2. The limit case.
Theorem 5.8. Let C be extendible and have nice limits. If x, y ∈ C˜ have decomposition trees Tx
and Ty respectively such that Tx 6 Ty, then x 6 y.
Proof. By Theorem 5.1, it only remains to check that the theorem holds when x ∈ C˜∞. So
suppose that x is a limit of the limiting sequence (xn)n∈ω. For each n ∈ ω let Tn = T
Fn
dn
be a
decomposition tree for xn. Since Tn ⊆ Tx 6 Ty and each xn ∈ C˜0 we have by Theorem 5.1 that
xn 6 y for every n. Let ϕn : xn → y be the embedding granted by infinite extensivity that was
used in the final line of the proof of Theorem 5.1.
By the definition of a limiting sequence, we see that for each n ∈ ω there are k, k′ ∈ dom(gn)
such that xn = gn(k) and xn+1 = gn(k
′). If k = 〈qu : u ∈ Dn〉 and k′ = 〈q′u : u ∈ Dn〉
then for each u ∈ Dn we have qu 6 q′u since either qu = q
′
u or qu is the minimum element q0.
Set η = η(〈〉) ∈ F, then we can inductively find, using k and k′, elements kn, kn+1 of dom(fη)
such that xn = f
η(kn), xn+1 = f
η(kn+1). Thus we have that if kn = 〈qnu : u ∈ A
η〉 and
kn+1 = 〈qn+1u : u ∈ A
η〉 then qnu 6 q
n+1
u , by repeated applications of Lemma 3.13. So let ψu
be the embedding witnessing qnu 6 q
n+1
u for u ∈ A
η, granted by this induction. Then since C is
extendible, we see that
ϕn = ϕn+1 ◦ ψ
kn,kn+1
η,η = ϕn+1 ◦ µn
with µn as from Remark 3.28. Therefore, since Q has nice limits we have x 6 y. 
Again we immediately obtain a bqo result, we also mention some further corollaries.
Corollary 5.9. Let C be extendible and have nice limits. Suppose that T LA is well-behaved, F
is bqo and B is bqo. Then C˜ is bqo.
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Proof. Suppose we had a bad C˜-array f . Let define the bad T LA (F ∪B)-array g by letting g(X)
be a decomposition tree for f(X). Then by Theorem 5.8, g must be bad. Thus since T LA is
well-behaved there must be a bad function to F ∪ B, which is a contradiction of Theorem 2.8
since F and B were bqo. 
Corollary 5.10 (Laver [12]). M , the class of σ-scattered linear orders is bqo.
Proof. Set Q,B,F ,A and L as in Example 3.15. For a limiting sequence (xn)n∈ω , we consider
xn ⊆ xn+1 and define the limit to be the union, in this way µn acts as the identity on elements
of xn. We then have that C˜ = M . We have A = On ∪ On
∗ and L = {1} hence L = ω so since
A has injective morphisms and by theorems 2.22, 2.8 and 4.11 we know T LA is well-behaved. By
Corollary 5.9 it just remains to show that C is extendible and has nice limits. Since L = {1}
it is easily verified that C is extendible. Finally if we have embeddings ϕn for n ∈ ω as in the
definition of nice limits, then we let ϕ be the union of the ϕn, this clearly satisfies the definition
of nice limits. The result now follows from Corollary 5.9. 
Corollary 5.11 (Laver [13]). T On, the class of σ-scattered trees is bqo.
Proof. Let Q be the class of all trees, B = {∅} ⊆ Q, A = On and L = {1}. We let F = {cα : α ∈
On} ∪ {dκ : κ ∈ Card}, ordered so that cα < cβ and dα < dβ for α < β; where we define:
• cα : Qα → Q such that cα(〈Tγ : γ < α〉) is the α-tree-sum of the Tγ (γ < α).
• dκ : Qκ → Q such that dκ(〈Tγ : γ < κ〉) is the disjoint union of the Tγ .
Then C˜0 is U On, the class of scattered trees (as in [13]) by Theorem 4.6. Define the limit of a
limiting sequence to be the union so that C˜ = T On. Now proceed similarly to Corollary 5.10. 
The following theorem is our main application of Theorem 5.8, which is the crucial step in
showing that the large classes of partial orders in Section 7 are well-behaved.
Theorem 5.12. Let Q be a quasi-order, L be a class of linear orders, P be a bqo class of partial
orders and C = CQL,P. If T
L
P is well-behaved, then any bad C˜-array admits a witnessing bad
Q-array.
Proof. Let C = 〈Q,B,A,F ,L〉. Suppose we have a bad C˜-array f then for each X ∈ [ω]ω, let
g(X) be a decomposition tree for f(X). First we note that by Definition 4.12, it is clear that
the leaves of the tree g(X) are coloured by some element of B used to construct f(X). Thus the
colours of the partial order f(X) are colours of colours of leaves of g(X). Now by Theorem 5.8
we have that g is a bad U LA (F ∪ B)-array.
Since we assumed that T LP is well-behaved, there is a witnessing bad F ∪ B-array g
′. Since
the order on F is isomorphic to the order on P, we know that F is bqo. Hence we can restrict
g′ as in the proof of Theorem 2.8, to find a witnessing bad B-array f ′. Since the colours from
each g(X) that were in B were points of f(X) we now know that f ′ is a witnessing bad array for
f . Then since B = Q′1 we can restrict again to be inside the complement of f ′−1(−∞) in order
to find a witnessing bad Q1-array. This clearly gives a witnessing bad Q-array just passing to
colours. Hence any bad C˜-array admits a witnessing bad Q-array. 
6. Constructing structured L -trees
The aim of this section is to show that whenever L is a class of linear orders and P is a class
of partial orders both of which are well-behaved, then we have T LP is also well-behaved. We can
then combine this result with Theorem 5.12. The proof will consist of an application of Theorem
5.8, but now we will construct structured trees instead of partial orders.
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E
E0
E1
E2
E3
E4
E′
E′0
E′1
E′2
E′3
ε
E′4
Figure 9. The order on E′, for given E ∈ E.
Definition 6.1. We define E ⊆ L(P(A2)) such that whenever 〈Ei : i ∈ r〉 ∈ E and i ∈ r there is
a unique e ∈ Ei with c(e) = 1.
We define from E the new concrete category E′ of A2-coloured P-structured L-trees. Let E ∈ E
be such that E = 〈Ei : i ∈ r〉, for each i ∈ r we let
• E′i = Ei if i is not the maximum element of r,
• E′i = Ei ∪ {ε} if i is the maximum element of r.
Then we define
E′ =
⊔
i∈r
E′i
and let E′ = {E′ : E ∈ E}. We order E′ as in Figure 9 by letting ε > e ∈ E′ iff c(e) = 1; and for
d, e ∈ E′ we have d < e iff d 6= ε and either
• d, e ∈ Ei, c(d) = 1, c(e) = 0.
• d ∈ Ei, e ∈ Ej , i < j and c(d) = 1.
The colouring of elements of the Ei induces a colouring of E
′ (with colours in A2), we also set
c(ε) = 0 when ε ∈ E′. For each i ∈ r and d ∈ Ei with c(d) = 1 and d < e we define the label
ld(e) to be d if c(e) = 1 and e otherwise. This gives us a P-structured L-tree E
′. We call the
chain of elements of E′ coloured by 1 the central chain of E′.
We define morphisms of E′ to be maps induced by embeddings of E (we can also find a place
for the possibly new maximum ε). Thus morphisms of E′ will also be structured tree embeddings.
We will now define the parameters of our construction. Throughout this section, we let:
(1) Q be an arbitrary quasi-order;
(2) Q′ be Q with an added minimal element −∞;
(3) P be an arbitrary concrete category;
(4) L be an arbitrary class of linear orders;
(5) Q = T LP (Q
′);
(6) B = Q1 ∪ {∅} ⊆ Q;
(7) A = E′;
(8) L = {1}.
It remains to define F , now we will define its functions.
Definition 6.2. For each E = 〈Ei : i ∈ r〉 ∈ E we define the function SE : dom(SE) → Q as
follows. First let a(SE) = E
′ and b(SE) = {e ∈ E′ | c(e) = 1} be the central chain of E′. Define
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the function τ : dom(SE)→ QE
′
so that τ(〈xi : i ∈ E′〉) = 〈x′i : i ∈ E
′〉 where x′i is a single point
coloured by −∞ if xi = ∅ and i is on the central chain of E
′; and x′i = xi otherwise. Now we let
SE =
∑
E′ ◦τ . We inherit labels and colours in this sum. We define SE 6F SF iff E 6E F .
Throughout this section we will also let F = {SE : E ∈ E}.
Remark 6.3. Clearly the minimal element of Q is ∅. Therefore elements of limiting sequences
are constructed by replacing ∅ arguments with larger L -trees. So limiting sequences will be
sequences of coloured and structured L -trees, whose underlying sets are each ↓-closed subsets
of the next (as in Figure 6). Thus it is possible to define limits as unions of such sequences.
We now have two goals. Firstly we will show that C˜ = T LP (Q
′), and secondly we will verify
the conditions of Theorem 5.8. Using this theorem we will then see that T LP is well-behaved
whenever L and P are well-behaved.
6.1. The constructed trees are σ-scattered. Now we aim to show that C˜ = T LP (Q
′).
Definition 6.4. Let T ∈ T LP (Q
′), ξ be a chain of T and t ∈ ξ. We define lt(ξ) to be ∅ whenever
t is the maximal element of ξ, and if there is some t′ ∈ ξ with t′ > t then we let lt(ξ) = {lt(t′)}.
This is well-defined by the definition of lt.
Lemma 6.5. Suppose that T ∈ T LP (Q
′) \ C˜0, and ξ is an ↓-closed chain of T that contains no
leaves. Then either
⋂
j∈ξ ↑j /∈ C˜0 or there is some t ∈ ξ and p ∈ range(lt) \ lt(ξ) such that
p
֌t /∈ C˜0.
Proof. Let T and ξ ⊆ T be as described. Suppose
⋂
j∈ξ ↑j ∈ C˜0 and there are no such t and
p. Pick a maximal chain ζ of
⋂
j∈ξ ↑j, and let ξ
′ = ζ ∪ ξ. Then for each i ∈ ot(ξ′) let ξ′i be
the ith element of ξ′ and we define Ei as an A2-coloured copy of range(lξ′i) ∈ P, that we colour
as follows. When ot(ξ′) has a maximum element m, we let every colour of Em be 0. For non-
maximal i ∈ ot(ξ′) we let u ∈ Ei be coloured with 1 iff there is some j ∈ ot(ξ′) with i < j and
lξ′
i
(ξ′j) = u. We set E = 〈Ei : i ∈ ot(ξ
′)〉, then we have that E ∈ E.
Now for a ∈ E′ we define Ka ∈ T LP (Q
′) as follows. If a is the ith point on the central chain of
E′ and cT (ξ
′
i) 6= −∞ we let Ka be a single point coloured by cT (ξ
′
i), if cT (ξ
′
i) = −∞ then we let
Ka = ∅, hence Ka ∈ B. Otherwise a is not on the central chain of E′ and we can let i be largest
such that the ith point w of the central chain of E′ is < a (there was such a largest element, by
definition of the order on E′). Now let u ∈ range(lw) be such that lw(a) = u. Then we set
Ka =
u
֌ξ
′
i ⊆ T.
We then have by construction that
SE(〈Ka : a ∈ E
′〉) = T.
But we know that each Ka was in C˜0 by our original assumption. Hence since C˜0 was closed
under applying any function in F it must be that T ∈ C˜0 which is a contradiction. 
Lemma 6.6. Suppose that T ∈ T LP (Q
′) \ C˜0, then there is some u ∈ T and two disjoint ↑-closed
subtrees S1, S2 ⊆ ֌u such that S1, S2 /∈ C˜0.
Proof. Let T ∈ T LP (Q
′) \ C˜0. Pick a chain ξ0 of T that contains no leaves and is maximal. Then
by Lemma 6.5 there is some t0 ∈ ξ0 and p0 ∈ range(lt0)\ lt0(ξ0) such that
p0
֌t0 /∈ C˜0. Suppose for
induction that for some α ∈ On we have defined t0 < ... < tα ∈ T and p0, ..., pα such that for any
γ < α we have ltγ (tα) = pγ and
pγ
֌tα /∈ C˜0. We now apply Lemma 6.5 to a maximal chain ξα of
pα
֌tα that contains no leaves, whence we find tα+1 ∈
pα
֌tα and pα+1 such that
pα+1
֌tα+1 /∈ C˜0,
in other words tα+1 and pα+1 satisfy the induction hypothesis.
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Now suppose for some limit λ ∈ On we have defined such tγ and pγ for every γ < λ. Let
ζλ =
⋃
γ<λ ↓tγ , then ζλ is an ↓-closed chain of T that contains no leaves because every element
has some tγ larger than it. By Lemma 6.5 either
⋂
j∈ζλ
↑j /∈ C˜0 or there is some t ∈ ζλ and
p ∈ range(lt) \ lt(ζλ) such that p ֌t /∈ C˜0. Suppose the latter, then let δ be least such that t < tδ.
Since tδ ∈ ζλ we have that lt(tδ) ∈ lt(ζλ) 6= ∅. Now we also had that p /∈ lt(ζλ), hence the
trees S1 =
p
֌t and S2 =
pδ
֌tδ are disjoint. Moreover each is clearly ↑-closed and we also have
S1, S2 /∈ C˜0 we now set u = t and we are done.
Finally suppose that
⋂
j∈ζλ
↑j /∈ C˜0, then pick a maximal chain ξλ of
⋂
j∈ξ ↑j, so by Lemma
6.5 there is some tλ ∈ ξλ and pλ ∈ range(ltλ) \ ltλ(ξλ) such that
pλ
֌tλ /∈ C˜0, and we can continue
the induction. Now the induction must stop at some point, otherwise for all limit λ ∈ On it must
be that
⋂
j∈ζλ
↑j 6= ∅, and therefore T is a proper class! This contradiction ensures that we will
always find u, S1 and S2 as required. 
Theorem 6.7. C˜0 = U
L
P (Q
′).
Proof. First we will show that C˜0 ⊆ U LP (Q
′). It is clear that C˜0 consists of Q′-coloured, P-
structured L-trees, so we prove by induction on the rank of x ∈ C˜0 that 2<ω 6 x. Clearly if
x ∈ B then 2<ω 6 x, so we have the base case.
So let x ∈ Qα for some α ∈ On. Then for some E ∈ E we have that x = SE(〈xi : i ∈ E′〉) with
xi ∈ Q<α for each i ∈ E′. Hence by the induction hypothesis, x is a ζ-tree-sum of the scattered
trees xi, (i ∈ E′) of lower rank for some chain ζ ⊆ x.
Suppose 2<ω 6 x and let ψ be a witnessing embedding. Then either range(ψ) is contained
entirely inside the chain ζ (which is a contradiction) or there is some z ∈ 2<ω with ψ(z) inside
xi for some i ∈ E
′. But each xi is ↑-closed, hence ψ(↑z) ⊆ xi. But for any point t ∈ 2
<ω we
have that ↑t is a copy of 2<ω, and therefore 2<ω 6 xi which contradicts that xi was scattered.
Therefore 2<ω 6 x, and hence we have C˜0 ⊆ U LP (Q
′).
For the other direction we want to show C˜0 ⊇ U LP (Q
′). So suppose that T ∈ U LP (Q
′) \ C˜0,
we will show that 2<ω 6 T . First we set T 〈〉 = T . Now suppose that we have already defined
T s /∈ C˜0 for some s ∈ 2<ω. We apply Lemma 6.6 to T s to obtain corresponding us, and Ss1 , S
s
2
/∈ C˜0. Now let T s
⌢〈0〉 = Ss1 and T
s⌢〈1〉 = Ss2 .
We now define the embedding ϕ : 2<ω → T by letting ϕ(s) = us. We claim that this is a
tree embedding. For any s ∈ 2<ω we have that the ↑-closed trees T s
⌢〈0〉 and T s
⌢〈1〉 are disjoint,
hence us⌢〈0〉 and us⌢〈1〉 are incomparable elements of T . It remains to check that for i ∈ {0, 1}
we have us < us⌢〈i〉, but this is clear since we had that
us⌢〈i〉 ∈ T
s⌢〈i〉 = Ssi ⊆ ֌us.
So indeed ϕ is an embedding and 2<ω 6 T . Therefore T /∈ U LP (Q
′), and we conclude that
C˜0 ⊇ U LP (Q
′). So we have shown both directions, which completes the proof. 
6.2. The class T LP of structured trees is well-behaved.
Lemma 6.8. If L and P are well-behaved, then A is well-behaved and F is bqo.
Proof. Suppose L and P are well-behaved. We have that A = E′ and E ⊆ L(P(A2)). Consider
the function
τ : E′(Q)→ L(P(A2 ×Q))×Q
′
defined as follows. First if Eˆ′ ∈ E′(Q), (so Eˆ′ is an A2 ×Q-coloured copy of E′ ∈ E′), then let
Eˆ be a coloured copy of E = 〈Ei : i ∈ r〉 ∈ E such that cEˆi(z) = cEˆ′(z) for every i ∈ r and
z ∈ Ei. If we added ε to E′ then we let σ = c(ε), otherwise we let σ = −∞. Then we define
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τ(Eˆ′) = 〈Eˆ, σ〉. Now if τ(E′) 6 τ(F ′) then there is an embedding of E that increases the colours
that are in Q. Hence in this case E′ 6 F ′.
So suppose there were a bad E′-array f , hence τ ◦ f is a bad L(P(A2×Q))×Q′-array and we
notice that τ ◦ f(X) has all of its colours in Q from f(X), and all its colours in Q′ either from
f(X) or −∞. By Theorem 2.9 we either get either a witnessing bad Q′-array or L(P(A2 ×Q))-
array. In the first case applying the Galvin and Prikry Theorem 2.4, restricting to be inside the
complement of f−1(−∞) would give a bad Q-array which would be witnessing for f .
So we have a witnessing bad L(P(A2×Q))-array. Since L is well-behaved, we have by Theorem
5.6 that L is well-behaved, and hence since P is also well-behaved, we have a witnessing bad
A2 ×Q-array f ′. But each of the colours in Q of f ′(X) were from f(X), hence using Theorem
2.9 we find a witnessing bad Q-array for f . Therefore A = E′ is well-behaved. Clearly this means
that E is bqo, and hence also F is bqo. 
We now verify the conditions of Theorem 5.8.
Lemma 6.9. Every f ∈ F is extensive.
Proof. Let SE ∈ F and consider x = SE(〈Tu : u ∈ E′〉). Either u ∈ E′ is on the central chain of
E′ and Tu is the minimal element ∅; or a copy of Tu appears precisely in x. 
Theorem 6.10. C is extendible.
Proof. Since L = {1} it is clear that F is L-iterable. By Lemma 6.9 we know that every f ∈ F
is extensive. So suppose as in Definition 3.11 that we are given composition sequences
η = 〈〈SE , s〉〉 and ν = 〈〈SF , s
′〉〉
with η 6 ν and k = 〈qu : u ∈ Aη〉 ∈ dom(SE), k′ = 〈q′u : u ∈ A
ν〉 ∈ dom(SF ) such that
qu 6 q
′
ϕη,ν(u)
for each u ∈ Aη with ϕu a witnessing embedding. So we have that fη(k) = SE(k)
and fν(k) = SF (k
′). We also have that ϕη,ν is an embedding from E
′ = Aη to F ′ = Aν . We
define ϕk,k
′
η,ν : f
η(k)→ fν(k′) as follows.
If u is on the central chain of E′, then u ∈ b(SE), so that qu ∈ B. We see that ϕη,ν sends
elements of the central chain of E′ to the central chain of F ′ since it was induced from an
embedding of E, thus also q′ϕη,ν(u) ∈ B. Let a be the point of f
η(k) that corresponds to u, i.e.
either it is the single point of qu in the sum or qu = ∅ and a is a single point coloured by −∞.
In this case we let ϕk,k
′
η,ν (a) be the point b ∈ f
ν(k′) that corresponds to ϕη,ν(u). Notice that the
embedding ϕu gives us that c(a) 6 c(b).
Suppose u is not on the central chain of E′ and that a ∈ qu ⊆ fη(k), then we let
ϕk,k
′
η,ν (a) = ϕu(a) ∈ qϕη,ν(u) ⊆ f
ν(k′).
Then clearly ϕk,k
′
η,ν is a structured tree embedding, since ϕη,ν , and each of the ϕu (u ∈ A
η) are
embeddings. Therefore C is infinitely extensive.
Now suppose that kˆ = 〈qˆu : u ∈ Aη〉 is such that qu 6 qˆu for all u ∈ Aη, with some witnessing
embedding µu. Suppose also that qˆu 6 q
′
ϕ(η,ν) for each u ∈ A
η, with ψu a witnessing embedding,
and that ϕu = ψu ◦ µu. Then for a ∈ fη(k), with a ∈ qu, we have
ϕk,k
′
η,ν (a) = ϕu(a) = ψu ◦ µu(a) ∈ q
′
ϕη,ν(u)
and µk,k
′
η,ν (a) = µu(a) ∈ qˆu, so that
ψkˆ,k
′
η,ν ◦ µ
k,kˆ
η,η(a) = ψu ◦ µu(a) ∈ q
′
ϕη,ν(u)
.
It remains to check when qu = ∅ and a is the point corresponding to u. In this case ϕk,k
′
η,ν (a) is
the point b ∈ fν(k′) corresponding to ϕη,ν(u). Now µk,kˆη,η(a) is the point of f
η(kˆ) corresponding
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to u, so that ψkˆ,k
′
η,ν ◦ µ
k,kˆ
η,η(a) = b. Thus we have verified the conditions of Definition 3.18, and
therefore C is extendible. 
Theorem 6.11. C has nice limits.
Proof. First it is easily verified that C has limits. Let x, y ∈ C˜ be such that x is the limit of
(xn)n∈ω and for any n ∈ ω we have embeddings ϕn : xn → y such that ϕn = ϕn+1 ◦ µn. We
want to show that x 6 y.
We have by Remark 3.28 that µn was the embedding given by the infinite extensiveness of F ,
using the construction of each xn. By the same argument as Remark 6.3; the underlying set of
xn is a ↓-closed subset of the underlying set of xn+1 where we consider µn : xn → xn+1 acting as
the identity on xn. Now we have that ϕn = ϕn+1 ◦ µn is equivalent to saying that when a ∈ xn
we have ϕn+1(a) = ϕn(a). Hence it is possible to define ϕ : x→ y as the union of all of the ϕn.
We claim that ϕ is an embedding.
Let a, b ∈ x =
⋃
n∈ω xn, and let n be least such that a, b ∈ xn. Let l
x
a be the a-label of x, and
l
xn+1
a be the a-label of xn+1. If b > a we define θ : range(l
x
a)→ range(lϕ(a)) such that if l
x
a(b) = u
then θ(u) = lϕ(a)(ϕ(b)) (these are labels from x). In order to show that x 6 y we verify the
following properties of ϕ (see Definition 4.7).
(1) a 6 b iff ϕn(a) 6 ϕn(b) iff ϕ(a) 6 ϕ(b) (since ϕn is an embedding).
(2) ϕ(a ∧ b) = ϕ(a) ∧ ϕ(b). Note that each xn is ↓-closed in x. So that ϕn(a ∧ b) is defined,
and hence since ϕn is an embedding, we have
ϕ(a ∧ b) = ϕn(a ∧ b) = ϕn(a) ∧ ϕn(b) = ϕ(a) ∧ ϕ(b).
(3) If a 6 b then θ is an embedding. By property (5) of Definition 3.27, we have range(lxa) =
range(l
xn+1
a ). So θ is an A-morphism since it is a map induced by the embedding ϕn+1.
(4) c(a) 6 c(ϕ(a)). By property (4) of Definition 3.27, we have
cx(a) = cxn(a) 6 cy(ϕn(a)) = cy(ϕ(a)).
Hence ϕ is an embedding and x 6 y as required. 
Theorem 6.12. Suppose that L and P are well-behaved, then T LP is well-behaved.
14
Proof. By Theorem 6.7 we have that C˜ = T LP (Q
′). Suppose we have a bad T LP (Q
′)-array f then
define g(X) to be a decomposition tree for f(X). First we note that by Definition 4.12, it is
clear that the leaves of the tree g(X) are coloured by some element of B used to construct f(X).
Thus the colours of the tree f(X) are colours of colours of elements of g(X). Now by Theorem
5.8 we have that g is a bad array with range in T LA (F ∪ B).
We know that L = ω and A has injective morphisms. By Lemma 6.8 we know that A is
well-behaved; hence by Theorem 4.11, there is a witnessing bad F ∪ B-array g′. Using Lemma
6.8 we know that F is bqo, hence we can restrict g′ using Theorem 2.8, to find a witnessing bad
array f ′ to B. Since the colours from each g(X) that were in B were points of f(X) we now
know that f ′ is a witnessing bad array for f . Then since B = Q1 ∪ {∅} we can restrict again to
find a witnessing bad array to Q1, which clearly gives a witnessing bad array to Q just passing
to colours. Hence any bad array admits a witnessing bad array, i.e. T LP is well-behaved. 
14This result was obtained independently by Christian Delhomme in as yet unpublished work. The author
thanks him for his private communication.
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7. Constructing partial orders
In this section we aim to show that some large classes of partial orders are well-behaved.
Theorems 5.12 and 6.12 together, essentially already give us that some classes of partial orders are
well-behaved. The challenge now is to characterise the partial orders that we have constructed.
Our method is similar to Thomasse´’s in [1], but expanded to make use of the two generalisa-
tions of section 3. This allows us to generalise the bqo class of partial orders not only to allow
embeddings of the N partial order, but also into the transfinite. In order to prove his main
result of [1], Thomasse´ used a structured tree theorem: that T CC2(A3) preserves bqo. We will
use what is essentially the same method, but with the more general trees T LP for general well-
behaved classes of partial orders P and linear orders L. So that, in particular when L = M and
P = {1,A2,C2} we obtain a transfinite version of Thomasse´’s result. We will prove the general
theorem (Theorem 7.37) in this section, and explore applications of this theorem in Section 8.
7.1. Intervals and indecomposable partial orders. We will now borrow some definitions
from [1]. We want to define the indecomposable partial orders which will serve as building blocks
for larger partial orders, in order to do so we first require the notion of an interval.
Definition 7.1. Suppose that a, b, c ∈ x ∈ Q. We say that a shares the same relationship to b
and c, and write SSR(a; b, c) iff for all R ∈ {<,>,⊥} we have
aRb iff aRc.
Definition 7.2. Let P be a partial order and I ⊆ P , then we call I 6= ∅ an interval of P if
∀x, y ∈ I and ∀p ∈ P \ I we have SSR(p;x, y).
Definition 7.3. Let P be a partial order. Then P is called indecomposable if every interval of
P is either P itself, or a singleton. P is called decomposable if it is not indecomposable.
Proposition 7.4. Let η be a composition sequence of length r and b0, b1, b2 ∈ Hη, such that for
each i ∈ {0, 1, 2} we have bi ∈ a
η
ji
for ji ∈ r then
j0 < j1, j2 −→ SSR(b0; b1, b2).
Proof. This is clear by the definition of Hη. 
Lemma 7.5. Let 〈Ij : j ∈ r〉 be a chain of intervals of a partial order P under ⊇. Then
⋃
j∈r Ij
and
⋂
j∈r Ij are intervals.
Proof. Let a ∈ P \
⋃
j∈r Ij and b, c ∈
⋃
j∈r Ij . Then b, c ∈ Ii for some i ∈ r, we know that Ii is
an interval hence SSR(a; b, c) as required. The case of intersection is similar. 
Definition 7.6. Let P be a partial order and I ⊆ P be an interval. We define the new partial
order P/I to be the partial order obtained from P by removing all but one point of I. This is
well-defined since I is an interval. If I is a set of disjoint intervals of P , then let P/I be the
partial order obtained from P by removing all but one point of each element of I.
Definition 7.7. Let η = 〈〈fi, si〉 : i ∈ r〉 be a composition sequence, k ∈ dom(fη) and x ∈ Qα.
We call 〈η, k〉 maximal for x iff for each i ∈ r we have a(fi) is indecomposable and there is a
maximal chain 〈Ij : j ∈ r〉 of intervals of x under ⊇ such that for some
k = 〈qi,u : i ∈ r, u ∈ a
η
i 〉 ∈ dom(f
η)<α,
we have x = fη(k), and if ηj = 〈〈fi, si〉 : i > j〉 then we have for all j ∈ r,
Ij = f
ηj (〈qi,u : i > j, u ∈ a
η
i 〉).
ON BETTER-QUASI-ORDERING CLASSES OF PARTIAL ORDERS 33
...
Figure 10. The partial order 2<ω⊥ .
Lemma 7.8. Let η be a composition sequence of length r, and k ∈ dom(fη) be such that 〈η, k〉
is maximal for x = fη(k). Then any r′ ⊆ r has an infimum and a supremum in r.
Proof. Let η = 〈〈fi, si〉 : i ∈ r〉, ηj = 〈〈fi, si〉 : i > j〉, k = 〈qi,u : i ∈ r, u ∈ a
η
i 〉 and
Ij = f
ηj (〈qi,u : i > j, u ∈ a
η
i 〉). Consider I =
⋃
i∈r′ Ii, this is an interval by Lemma 7.5.
For any j ∈ r we have that Ij is comparable with I under ⊆, because if j > i′ for some i′ ∈ r′
then I ⊇ Ii′ ⊇ Ij , and if j < i
′ for all i′ ∈ r′ then for all such i′ we have Ij ⊇ Ii′ and this implies
Ij ⊇ I. Thus since η was maximal, we have that 〈Ii : i ∈ r〉 is a maximal chain and thus I = Ij0
for some j0 ∈ r. Clearly then j0 is a greatest lower bound of r′, i.e. r′ has an infimum in r.
For the supremum, consider
⋂
i∈r′ Ii, then the argument is similar. 
7.2. Generalised σ-scattered partial orders. We will now begin to characterise the partial
orders that we were constructing earlier. For the rest of this section we let:
(1) Q be an arbitrary quasi-order;
(2) Q′ be Q with an added minimal element −∞;
(3) P be a class of non-empty partial orders that is closed under non-empty subsets;
(4) L be a class of linear orders that is closed under subsets;
(5) C = CQL,P = 〈Q,B,A,F ,L〉 as in Example 3.2.
Definition 7.9. We let −2<ω be the partial order obtained by reversing the order on 2<ω. We
also define the partial order 2<ω⊥ as follows. Elements of 2
<ω
⊥ are finite sequences of elements of
2, for s, t ∈ 2<ω⊥ , we define s < t iff there are some sequences u, s
′, t′ such that s = u⌢〈0〉⌢s′ and
t = u⌢〈1〉⌢t′. (See Figure 10.)
The following definition of S LP will characterise the orders of C˜0 (see Theorem 7.35). We think
of these as a generalisation of scattered linear orders S . We will think of M LP as a generalisation
of σ-scattered orders M . Our aim is to show that C˜0 = S LP and C˜ = M
L
P .
Definition 7.10. We define S LP to be the class of non-empty partial orders X with the following
properties.
(i) If Y 6 X is indecomposable, then Y ∈ P.
(ii) Every chain of intervals of X with respect to ⊇ has order type in L.
(iii) 2<ω, −2<ω and 2<ω⊥ do not embed into X .
We let PLP be the class of those non-empty X satisfying (i) and (ii). We call a sequence (xn)n∈ω
increasing if for each n ∈ ω, we have that xn ∈ S
L
P and xn+1 is an xn-sum of some partial
orders from S LP (so we consider xn ⊆ xn+1 similarly to Remark 3.30). We let M
L
P be the class
containing all of S LP and unions of increasing sequences.
Remark 7.11. For any limiting sequence (xn)n∈ω, let yn be the underlying set of xn for each
n ∈ ω. Then (yn)n∈ω is an increasing sequence. Furthermore, for any union y of an increasing
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sequence, we could construct a limiting sequence (xn)n∈ω with a limit x whose underlying set is
y and has any Q′-colouring that we desire.
In order to prove that C˜ = M LP , we first require several lemmas. Firstly given an x ∈ C˜, we
now want to fine tune the construction of a decomposition tree for x by making more explicit the
choice of η used to construct a decomposition function. (See Lemma 3.25 and Definition 4.12.)
We want to only take η that are maximal in the sense of Definition 7.7.
Lemma 7.12. Let x ∈ Qα ∩PLP (Q). Then there is a composition sequence η and k ∈ dom(f
η),
such that 〈η, k〉 is maximal for x.
Proof. Let x ∈ Qα so by Proposition 3.24, there is some η and k = 〈qu : u ∈ Aη〉 ∈ dom(fη)<α
such that x = fη(k) =
∑
u∈Hη
qu. We will define a maximal chain 〈I ′i : i ∈ r
′〉 of intervals of x,
a composition sequence η′ and some k′ ∈ dom(fη
′
), so that 〈η′, k′〉 is maximal for x.
Let r be the length of η, then for j ∈ r define
Ij = {d ∈ x | d ∈ qu, u ∈ a
η
i , i > j}.
By Proposition 7.4 and since x is an Hη-sum, we have for all j ∈ r that Ij is an interval of x;
and for i < j we have Ii ⊃ Ij . So 〈Ij : j ∈ r〉 is a chain of intervals under ⊇. Consider a maximal
chain 〈I ′i : i ∈ r
′〉 of intervals under ⊇ that includes all of the Ij . For i ∈ r we define the set
Di =
∑
u∈aηi
qu = Ii \
⋃
{Ii′ | i
′ < i}
and for j ∈ r′ we define the set
D′j = I
′
j \
⋃
{I ′j′ | j
′ < j}.
Then D′j ⊆ x =
⋃
i∈rDi, and moreover since each of the Ii were equal to some I
′
j it must be
that each Di is a union of some of the D
′
j . In particular, for all j ∈ r
′ there is some i ∈ r such
that D′j ⊆ Di. Therefore, for some bj ⊆ a
η
i and some q
′
u ⊆ qu for u ∈ bj , we can write
D′j =
∑
u∈bj
q′u.
For j ∈ r′, if j = max(r′) we put b′j = bj, otherwise we can set b
′
j = bj ⊔ {s
′
j}. We define the
order on b′j by inheriting from bj, and for u ∈ b
′
j with u 6= s
′
j we put
• u < s′j iff there is some w ∈ x \
⋃
j′6j D
′
j′ and v ∈ q
′
w such that v < w and
• u > s′j iff there is some w ∈ x \
⋃
j′6j D
′
j′ and v ∈ q
′
w such that v > w.
This order is well-defined since 〈I ′i : i ∈ r
′〉 was a chain of intervals.
Let Z = {Zγ : γ ∈ κ} be the set of all non-singleton unions of maximal chains of intervals of
b′j that do not contain s
′
j ; so by Lemma 7.5 for each γ ∈ κ we have Zγ is an interval. Now let
aj = b
′
j/Z, letting eγ ∈ aj be the point remaining from Zγ . So the only non-singleton intervals
of aj contain s
′
j . For each u ∈ aj \ ({eγ | γ < κ} ∪ {s
′
j}) define yu = q
′
u and for each γ ∈ κ define
yeγ =
∑
u∈Zγ
q′u. Thus we can write
D′j =
∑
u∈aj\{s′j}
yu.
We set f ′j =
∑
aj
and η′ = 〈〈f ′j , s
′
j〉 : j ∈ r
′〉. For each i ∈ r, Di was a union of some D′j,
so since 〈I ′i : i ∈ r
′〉 was a maximal chain of intervals, we can see that x =
⋃
j∈r′ D
′
j . We chose
η′ precisely so that Hη′ consisted of copies of the aj arranged in the same order as the D
′
j were
arranged; we also know that D′j was a sum of the yu and therefore x is an Hη′ sum of the yu.
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In other words x = fη
′
(〈yu : u ∈ Aη
′
〉). Since for each u ∈ Aη we have q′u ⊆ qu ∈ Q<α, we
know that q′u ∈ Q<α (by applying the same construction to q
′
u as to qu, taking smaller sums
where necessary we see that q′u must have rank < α). Let ηj = 〈〈f
′
i , s
′
i〉 : i > j〉 then we have
I ′j = f
ηj (〈q′u : u ∈ a
η
i , i > j〉), since the I
′
j were just the corresponding portion of the Hη′ sum.
Now we set k′ = 〈yu : u ∈ Aη
′
〉 ∈ dom(fη
′
) and thus in order to show that 〈η′, k′〉 is maximal, it
remains only to show that ai is indecomposable for each i ∈ r′. So suppose for contradiction that
there is an i ∈ r′ with ai decomposable, so we can let Z be an interval of ai with 1 < |Z| < |ai|.
Thus we have from before that s′i ∈ Z. Now set
J =

 ∑
u∈Z\{s′i}
yu

 ∪⋃
j>i
I ′j .
Since Z is an interval of ai and we are taking the sum, it is simple to verify that J is an interval
of x. Moreover, J is a strict subset of I ′i = (
∑
u∈ai\{s′i}
yu) ∪
⋃
j>i I
′
j which strictly contains⋃
j>i I
′
j . But then existence of such a J contradicts that 〈I
′
j : j ∈ r〉 was a maximal chain of
intervals. Thus no such Z exists and each ai is indecomposable. This completes the proof. 
Remark 7.13. When we constructed decomposition functions (Lemma 3.25), the only condition
on the composition sequence η that we used at each stage is that when rank(x) = α we have
x = fη(k) for some k ∈ dom(fη)<α. Hence by Lemma 7.12, we can always assume without loss
of generality that at every stage of the construction of a decomposition tree for x (Definition
4.12) we chose η with a corresponding maximal chain of intervals so that η was maximal. Doing
so makes no difference to the results of Section 5, since the choice of η was arbitrary so long
as η satisfies the condition above. For the rest of this section, we always assume that any
decomposition tree was constructed by choosing such maximal composition sequences.
Lemma 7.14. If x ∈ C˜ ∩ PLP (Q) has a decomposition tree T , then for every non-leaf t ∈ T ,
range(lt) is indecomposable.
Proof. Let t ∈ Tx then either t is a leaf or t = ~p
⌢〈i〉 for some ~p and i. If η(~p) = 〈〈f ~pi , s
~p
i 〉 : i ∈ r(~p)〉
then range(lt) = a(f
~p
i ). Following Remark 7.13, we have assumed that η(~p) is maximal, and
therefore a(f ~pi ) is indecomposable, which gives the lemma. 
7.3. Pathological decomposition trees. We now continue with lemmas that mainly address
which types of embeddings of 2<ω can appear within decomposition trees, and what affect such
embeddings will have on the partial order. First we have a lemma that tells us that we can
always find a copy of 2<ω in decomposition trees for elements of C˜∞.
Lemma 7.15. Let x ∈ PLP (Q) with x /∈ C˜0, then any decomposition tree for x is not scattered.
Proof. We will prove this by induction on the scattered rank of possible decomposition trees for
x. Since the only non-empty scattered tree of rank 0 is a single point, clearly x has no scattered
decomposition tree of rank 0. Suppose for any y ∈ PLP (Q)\C˜0 that y has no decomposition tree T
′
with rankU (T
′) < α and that x /∈ C˜0 has a scattered decomposition tree T with rankU (T ) = α.
Thus there is a chain ζ of T such that T is a ζ-tree-sum of the lower ranked trees p ֌t (t ∈ ζ, p ∈ a
ζ
t ).
Then x = fη(ζ)(kζ) by Lemma 4.17. For each t ∈ ζ and p ∈ aζt we have a decomposition tree
Tx(t,p) =
p
֌t for x(t, p), with rankU (Tx(t,p)) < α. Thus by the induction hypothesis it must be
that x(t, p) ∈ C˜0. But then since x = fη(ζ)(kζ) we see that x is fη(ζ) applied to elements of C˜0
hence it must be that x ∈ C˜0. This is a contradiction, therefore x has no scattered decomposition
tree of rank α. This completes the induction and gives the lemma. 
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Figure 11. The structured trees B+, B−, C, Q and A.
Lemma 7.16. Let x ∈ C˜, and T be a decomposition tree for x. If y ⊆ x is indecomposable and
|y| > 1, then there exists t ∈ T such that the underlying partial order of y embeds into range(lt).
Proof. First we suppose x ∈ C˜0. If rank(x) = 0 then x is a single point, hence |y| 6 |x| = 1 which
gives the base case. Suppose now that for some α ∈ On we have the lemma for all x0 ∈ Q<α
and that some x ∈ Qα has an indecomposable subset y ⊂ x with |y| > 1. Then we know that
x = fη(k) =
∑
u∈Hη
qu for some k = 〈qu : u ∈ Aη〉 ∈ dom(fη)<α. If any of these qu contains
a subset isomorphic to a copy of y; then since a decomposition tree for x is a ζ-tree-sum of
decomposition trees for the qu (for some chain ζ), by the induction hypothesis we are done.
So suppose for every u ∈ Aη, qu does not have a subset isomorphic to y. We claim that if
η = 〈〈fi, si〉 : i ∈ r〉 then for some i ∈ r, and some partial order P with y 6 P , we have fi =
∑
P .
If for some i ∈ r at least two points of y were in
∑
u∈aηi
qu and another point of y was in
∑
u∈aηj
qu
for j < i, then the interval
y ∩
⋃
j′>j
∑
u∈aηi
qu ⊂ y
shows that y is decomposable. So we can let i be least such that y ∩ aηi 6= ∅, and we know that
there is at most one point v ∈ y contained inside some qu for u ∈ a
η
j with j > i; in this case we
let ϕ(v) = si. If two points of y were in some qu ⊂ x then there is another point of y not in here,
so that the interval qu ∩ y ⊂ y shows that y is decomposable. Thus all w ∈ y \ {v} are inside∑
u∈aηi
qu, with at most one point in each qu. So we let ϕ(w) = u whenever w ∈ qu. Thus we
have defined ϕ : y → a(fi) and it is simple to verify that ϕ is an embedding. Now without loss
of generality we have η = η(〈〉) so that a(fi) = range(l〈i〉). This completes the proof for x ∈ C˜0.
Suppose that x ∈ C˜∞ is the limit of (xn)n∈ω. Then we claim that for some n ∈ ω there is
some y′ ⊆ xn such that the underlying orders of y′ and y are isomorphic. Let n be least such
that |y∩xn| > 1. If y is not a subset of xn then for some m > n, some points of xn were replaced
by larger partial orders; equating the original point to a point of this partial order as in Remark
3.30. If at least two points of y were in a partial order that replaced a single point, then these
points form a proper interval of y which contradicts that y is indecomposable. So let y′ consist
of those points of xn that are either in y or are replaced by a partial order containing a point of
y in some xm (m > n). Thus the underlying orders of y
′ and y are isomorphic. Hence for some
Tn a decomposition tree for xn we have t ∈ Tn and the underlying partial order of y′ = y embeds
into range(lt). Hence also t ∈ T . This completes the proof. 
We next define the {C2,A2}-structured, {
∑
C2
,
∑
A2
}-coloured trees B+, B−, C, Q and A as
in Figure 11. These will be pathological decomposition trees for the partial orders 2<ω, −2<ω,
2<ω⊥ , Q and Aℵ0 respectively (we deal with these in 7.4). It will turn out that Q and A can never
be decomposition trees under the assumption granted by Remark 7.13.
Definition 7.17. B+ has underlying set consisting of all finite sequences s = 〈si : i 6 n〉 of
elements of {0, 1, 2, 3} such that:
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• if s 6= 〈〉 then s0 ∈ {2, 3},
• if si ∈ {0, 1} and i < n then si+1 ∈ {2, 3},
• if si = 2 and i < n then si+1 ∈ {0, 1},
• if si = 3 then i = n.
Thus B+ is a tree under ⊑. If n is even, then we set c(s) =
∑
C2
and label so that
ls(s
⌢〈3〉) = min(C2) and ls(s
⌢〈2〉⌢t) = max(C2)
for every possible sequence t. If n is odd, the we set c(s) =
∑
A2
and range(ls) = A2. We define
the tree B− in the same way as B+, with the only difference that
ls(s
⌢〈3〉) = max(C2) and ls(s
⌢〈2〉⌢t) = min(C2)
for every possible sequence t. We also define the tree C in the same way as B+, but change
the labels and colours as follows. If n is even, then we set c(s) =
∑
A2
and label so that
range(ls) = A2. If n is odd then we set c(s) =
∑
C2
and for every possible sequence t
ls(s
⌢〈0〉⌢t) = min(C2) and ls(s
⌢〈1〉⌢t) = max(C2).
We now define Q as a copy of 2<ω, coloured and labelled so that for each t ∈ Q we have
c(t) =
∑
C2
and range(lt) = C2. Finally we define A as a copy of 2
<ω, coloured and labelled so
that for each t ∈ A we have c(t) =
∑
A2
and range(lt) = A2.
Lemma 7.18. Let x ∈ C˜ have a decomposition tree T . Then if B+,B− 6 T and A 6 T , then
there is a ↑-closed subset A ⊆ T such that A 6 A and for each t ∈ A, we have range(lt) = A2.
Proof. Suppose B+,B− 6 T and A 6 T , so let ϕ : A → T be a witnessing embedding. For
each t = ϕ(s) ∈ im(ϕ), we have that Pt = range(lt) is some partial order that embeds A2. Let
at = lt(ϕ(s
⌢〈0〉)) and bt = lt(ϕ(s
⌢〈1〉)). Hence at, bt ∈ Pt with at ⊥ bt. Now for each t, either
Pt = {at, bt} or there is some ct ∈ Pt such that without loss of generality (swapping the names
of at and bt if necessary) one of the following cases occurs:
(1) at, bt ⊥ ct,
(2) at < ct,
(3) at > ct.
Suppose that there is some u0 ∈ im(ϕ) such that for every u ∈ im(ϕ)∩↑u0 there is t(u) > u and
some ct(u) satisfying case 2, (i.e. at(u) < ct(u)). Set τ(〈〉) = t(u0). Suppose we have defined τ(s)
for some s ∈ B− of length n. To simplify notation, we let s′ be s with its last element removed
and π = τ(s). Now suppose further that whenever s 6= s′⌢〈3〉, we have we have τ(s) ∈ im(ϕ);
and whenever s = 〈〉, or s = s′⌢〈i〉 for i ∈ {0, 1} we have that τ(s) satisfies case 2.
If s = s′⌢〈2〉 we let δ0 and δ1 be elements of
im(ϕ) ∩ aπ ֌π and im(ϕ) ∩
bπ
֌π
respectively, and set τ(s⌢〈0〉) = t(δ0) and τ(s
⌢〈1〉) = t(δ1). These exist and are incomparable
since A was a copy of 2<ω. If s = 〈〉 or s = s′⌢〈i〉 for i ∈ {0, 1}, then pick the values of τ(s⌢〈2〉)
and τ(s⌢〈3〉) to be elements of
im(ϕ) ∩ aπ ֌π and
cπ
֌π
respectively. So by construction, the map τ : B− → T is an embedding, which is a contradiction.
Thus no such u0 exists and there is u1 ∈ im(ϕ) such that no t > u1 satisfies case 2.
Now using that B+ 6 T , we can apply a similar argument to the tree ↑u1 (in place of T ) and
case 3 (in place of case 2). So we find a u2 ∈ im(ϕ) such that for every t > u2 we have that t does
not satisfy cases 2 or 3 for any choice of ct. Let A = ↑u2, so that for each t ∈ A we have either
Pt = {at, bt} or t satisfies case 1, for any choice of ct. Hence Pt is an antichain, and therefore by
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Lemma 7.14 we always have Pt = {at, bt} = A2, since any indecomposable antichain is either 1
or A2. It remains to check that A 6 A, but this is clear since A = ↑u2, with u2 ∈ im(ϕ). 
Lemma 7.19. Let T be a decomposition tree for x ∈ C˜ ∩PLP (Q). If B
+,B− 6 T , then A 6 T .
Proof. Suppose for contradiction that B+,B− 6 T and A 6 T . By Lemma 7.18 there is some
↑-closed subset A ⊆ T such that for each t ∈ A we have range(lt) = A2. Consider y = x(t, p) for
arbitrary t ∈ A and p ∈ range(lt). We claim that y is an antichain. Suppose not, then there is
some chain y′ ⊆ y of size 2. Hence by Lemma 7.16, since y′ is an indecomposable subset of y
with |y′| > 1, there must be some t ∈ Ty ⊆ A such that y
′ embeds into Pt = range(lt). But this
is a contradiction since each Pt was an antichain, therefore indeed we have that y is an antichain.
Let ~q be shortest such that there is t′ = ~q⌢〈i0〉 ∈ p ֌t for some i0, let w ∈ a
η(~q)
i0
, then
set z = x(t′, w). Then z has decomposition tree w ֌t
′ which is a ↑-closed subset of A and
hence |Tz| > 1 and therefore |z| > 1. Let η(~q) = η = 〈〈fi, si〉 : i ∈ r〉 and for j ∈ r let
ηj = 〈〈fi, si〉 : i > j〉. By Remark 7.13 can assume that there is a maximal chain of intervals
〈Ij : j ∈ r〉 of y, and some k = 〈qu : u ∈ Aη〉 ∈ dom(fη)<α such that x = fη(k) and
Ij = f
ηj (〈qu : u ∈ a
η
i , i > j〉) for each j ∈ r.
Thus we have that z = qw so that z ⊆ Ii0 =
∑
u∈Hηi0
qu, since w ∈ Hηi0 . For each i ∈ r we
have fi =
∑
A2
, therefore Hη is an antichain of size |r|. Let I = Ij \ {ρ} for some ρ ∈ z then
since |z| > 1 we have ⋃
i>i0
Ii ⊂ I ⊂ Ii0 .
But I ⊆ y is also an interval, since y is an antichain. Therefore 〈Ij : j ∈ r〉 was not a maximal
chain of intervals of y. This contradiction gives the lemma. 
Lemma 7.20. Let x ∈ C˜ have a decomposition tree T . Then if C 6 T and Q 6 T , then there is
a ↑-closed subset A ⊆ T such that Q 6 A and for each t ∈ A, we have range(lt) = C2.
Proof. Similar to Lemma 7.18, replacing ⊥ with 6⊥ and < with ⊥. 
Lemma 7.21. Let x ∈ C˜ ∩PLP (Q) have a decomposition tree T . Then if C 6 T then Q 6 T .
Proof. Suppose for contradiction that C 6 T and Q 6 T . By the reasoning of Remark 7.13 we can
assume without loss of generality that each chain used to construct T was maximal. By Lemma
7.20 there is some ↑-closed subset A ⊆ T such that for each t ∈ A we have range(lt) = C2. We
can now proceed as in Lemma 7.19, replacing the word chain with antichain, and vice versa. 
Lemma 7.22. If x ∈ C˜ ∩PLP (Q) has a decomposition tree T such that B
+ 6 T (resp. B−, C),
then 2<ω 6 x (resp. −2<ω, 2<ω⊥ ).
Proof. Let ϕ : B+ → T be an embedding. Let W be the subset of B+ consisting of 〈〉, u⌢〈0〉 and
u⌢〈1〉 for all possible sequences u. For each s ∈ W , let ts = ϕ(s), and us = lts(ϕ(s
⌢〈3〉)). Then
let ys be an element of
x(ts, lts(us)) ⊆ x.
We now define an embedding ψ : 2<ω → x. Given a = 〈a0, a1, ..., an−1〉 ∈ 2
<ω, if a = 〈〉 then let
a′ = a, and if a 6= 〈〉 let a′ = 〈2, a0, 2, a1, ..., 2, an−1〉. Now set ψ(a) = ya′ , so if a, b ∈ 2<ω are
such that a 6 b then a ⊑ b so that a′ ⊑ b′ and thus ta′ 6 tb′ and lta′ (ua′) 6 ltb′ (ub′) which means
that ψ(a) 6 ψ(b). If a ⊥ b then similarly ta′ 6 tb′ and lta′ (ua′) ⊥ ltb′ (ub′) so that ψ(a) ⊥ ψ(b).
Thus ψ is an embedding and witnesses 2<ω 6 x. The cases for −2<ω and 2<ω⊥ are similar. 
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7.4. Pathological partial orders.
Definition 7.23. Set M = {2<ω,−2<ω, 2<ω⊥ }. We call elements of M pathological partial orders.
Lemma 7.24. Suppose we have x ∈ Q and for each i ∈ x, we have xi ∈ Q. Suppose that for
y ∈M and all z ∈ {x} ∪ {xi | i ∈ x} we have y 6 z. Then y 6
∑
i∈x xi.
Proof. Fix y ∈ M and suppose that y 6
∑
i∈x xi, with ϕ a witnessing embedding. For all t ∈ y,
let it be such that ϕ(s) ∈ xit . Let F be a finite subset of x, i ∈ F , and s ∈ y.
We claim that there is some s′ ∈ y with s ⊑ s′ such that for all z ∈ y with s′ ⊑ z we have
iz 6= i. So suppose for contradiction that for all s′ ∈ y with s ⊑ s′ there is some Z(s′) ∈ y with
s′ ⊑ Z(s′) and iZ(s′) = i. We define ψ : y → xi inductively as follows. Let ψ(〈〉) = Z(s) and
if for t ∈ y we have defined ψ(t) = ϕ(t′) then for m ∈ {0, 1} let ψ(t⌢〈m〉) = ϕ(Z(t′⌢〈m〉)). It
is easily verified then that ψ is an embedding, which is a contradiction and we have the claim.
Applying the claim repeatedly for each i ∈ F , we then see that for all s ∈ y there is sF ∈ y with
s ⊑ sF such that for all i ∈ F and all z ∈ y with sF ⊑ z we have iz 6= i.
Now let µ(〈〉) = ϕ(〈〉). Suppose inductively we have defined µ on some sequences t ∈ y so
that µ(t) = ϕ(t′) for some t′, and let G be the set of these t such that µ(t) is already defined.
Let u ∈ y be the lexicographically least element of y \ G and let v ∈ y and m ∈ {0, 1} be such
that u = v⌢〈m〉; so µ(v) is already defined. Now let u′ = v′⌢〈m〉 and let µ(u) = ϕ(sG). Now µ
is an embedding and iµ(t) is distinct for distinct t. So let µ
′ : y → x be given by µ′(t) = iµ(t),
then µ′ is an embedding, which is a contradiction. 
Proposition 7.25. Let y ∈M, and s, s′, t ∈ y be such that s ⊑ s′ and s and t are incomparable
under ⊑. Then ¬SSR(s; s′, t) and ¬SSR(s′; s, t).
Proof. Let y ∈ M and s, s′, t be as described. Suppose that y = 2<ω, then since 2<ω is just
ordered by ⊑ we have s 6 s′ and s ⊥ t hence ¬SSR(s; s′, t). We also have that s′ ⊥ t, and
therefore ¬SSR(s′; s, t). If y = −2<ω then we have s > s′, s ⊥ t and s′ ⊥ t, and again we can
conclude that ¬SSR(s; s′, t) and ¬SSR(s′; s, t). If y = 2<ω⊥ then we have s ⊥ s
′, and either t > s
and t > s′ or t < s and t < s′. Hence again we can conclude ¬SSR(s; s′, t) and ¬SSR(s′; s, t). 
Lemma 7.26. Suppose that no element of M embeds into any element of P. Then for all y ∈ M,
and for every composition sequence η we have y 6 Hη.
Proof. Let η = 〈〈fi, si〉 : i ∈ r〉 be a composition sequence, then for each i ∈ r, we have that
a(fi) ∈ A. Since A = P we know that
(∀i ∈ r)(∀y ∈M), y 6 a(fi).
Suppose that for some y ∈ M, we have y 6 Hη with ϕ a witnessing embedding. We claim that
for any a = ϕ(s) ∈ aηi , there are a0 = ϕ(s0) ∈ a
η
i0
and a1 = ϕ(s1) ∈ a
η
i1
with s ⊑ s0, s1, and
s0, s1 incomparable under ⊑, with i 6= i0 6= i1 6= i. Suppose not, then for some s ∈ y and i ∈ r,
we have ϕ(s⌢t) ⊆ aηi for every sequence t. This is a contradiction, since then y embeds into
{t′ ∈ y | s ⊑ t′} 6 aηi 6 a(fi). This gives the claim.
Let a = ϕ(〈〉) and choose a0 = ϕ(s0) ∈ a
η
i0
and a1 = ϕ(s1) ∈ a
η
i1
as in the claim. Now choose
a00 = ϕ(s00) ∈ a
η
i00
and a11 = ϕ(s11) ∈ a
η
i11
by applying the claim to a0 and a1. Notice that
by a similar argument to before, we can assume that every element of I = {i, i0, i1, i00, i11} is
distinct, otherwise we would be able to embed y into a(fj) for some j ∈ I.
We now use Proposition 7.4 in the following cases:
• i0 < i1, i00 which implies SSR(a0; a1, a00),
• i00 < i0, i1 which implies SSR(a00; a0, a1),
• i1 < i0, i00 and i1 < i0, i11 which implies SSR(a1; a0, a11),
• i1 < i0, i00 and i11 < i0, i1 which implies SSR(a11; a0, a1),
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• i1 < i0, i00 and i0 < i1, i11 which implies i0 < i1 < i0 which is a contradiction.
Now note that any of the first four cases contradict Proposition 7.25. So we have a contradiction
in every case, and our assumption that y 6 Hη must have been false. This gives the lemma. 
Lemma 7.27. If x ∈ C˜0 and for all y ∈ M, z ∈ P, we have y 6 z, then for all y′ ∈M, y′ 6 x.
Proof. Clearly this holds when rank(x) = 0, since then x is a single point and so does not embed
any element of M. Suppose the statement holds for all x′ ∈ Q<α for some α ∈ On, and that
x ∈ Qα. Then x = fη(k) =
∑
u∈Hη
qu for some composition sequence η and k = 〈qu : u ∈ Aη〉 ∈
dom(fη)<α. By the induction hypothesis, for each u ∈ Hη and y ∈ M we know that y 6 qu, and
by Lemma 7.26 we know that y 6 Hη. So by Lemma 7.24, we have that y 6 x as required. 
7.5. Characterising the construction.
Lemma 7.28. Suppose that:
• U is an indecomposable partial order with |U | > 2;
• P =
∑
u∈U Pu for some non-empty partial orders Pu(u ∈ U);
• I ⊆ P is an interval of P with I ∩ Pv0 6= ∅ and I ∩ Pv1 6= ∅ for some v0 6= v1 ∈ U .
Then I = P .
Proof. First we claim that
J = {u | I ∩ Pu 6= ∅}
is an interval of U . To see this, we let v ∈ U \J , u0, u1 ∈ J , a ∈ Pv and b0 ∈ I∩Pu0 , b1 ∈ I∩Pu1 .
Then a /∈ I (otherwise v ∈ J), so we have SSR(a; b0, b1) because I was an interval. But this
implies SSR(v;u0, u1) since P =
∑
u∈U Pu, hence we have the claim that J is an interval of U .
Since U was indecomposable, we either have |J | = 1 or J = U . If |J | = 1 then this contradicts
our assumption that I ∩ Pv0 6= ∅ and I ∩ Pv1 6= ∅ for some v0 6= v1 ∈ U . Hence J = U .
Suppose for contradiction that there is some a ∈ P \ I, then a ∈ Pv for some v ∈ U . For
arbitrary u0, u1 ∈ U = I ′ with v /∈ {u0, u1} we have b0 ∈ I∩Pu0 and b1 ∈ I∩Pu1 . Since a ∈ P \I,
b0, b1 ∈ I and I is an interval, we then know that SSR(a; b0, b1). So since P =
∑
u∈U Pu and
v /∈ {u0, u1} we see that SSR(v;u0, u1). But then since u0 and u1 were arbitrary, it must be that
U \ {v} is an interval. Hence since U was indecomposable we have |U \ {v}| = 1 which means
|U | = 2 which is a contradiction. 
Lemma 7.29. Suppose that:
• U = {0, 1} with 0R1 for some R ∈ {<,>,⊥}, so U ∈ {A2,C2};
• P =
∑
u∈U Pu for some non-empty partial orders Pu, (u ∈ U);
• I ⊆ P is an interval of P with I ∩ P0 6= ∅ and I ∩ P1 6= ∅;
• there are no non-empty subsets K0,K1 of P0 with K0 ∩K1 = ∅ and P0 = K0 ∪K1, such
that for all a0 ∈ K0 and a1 ∈ K1 we have a0Ra1.
Then P0 ⊆ I.
Proof. Suppose that P0 6⊆ I so we can let K0 = I ∩ P0, K1 = P0 \ I. So there are a ∈ I ∩ P0
and b ∈ P0 \ I, such that a ⊥ b if R 6=⊥ and a 6⊥ b if R =⊥, so in either case we have ¬(bRa).
Let c ∈ P1 ∩ I, then bRc since P =
∑
u∈U Pu and b ∈ P0. So we have shown ¬SSR(b; a, c). But
a, c ∈ I and b /∈ I with I an interval, hence we have SSR(b; a, c), which is a contradiction. 
In the next definition and following few lemmas (7.30, 7.31, 7.32, 7.33 and 7.34) we fix a
composition sequence η = 〈〈fi, si〉 : i ∈ r〉 and k ∈ dom(fη) so that 〈η, k〉 is maximal for P ∈ C˜0.
Definition 7.30. Let k = 〈Pi,u : i ∈ r, u ∈ a
η
i 〉 and define:
• Pi =
∑
u∈aηi
Pi,u;
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• P>i =
⋃
j>u Pj ⊆ f
η(k);
• P>i = P>i \ Pi.
Lemma 7.31. Suppose that I is an interval of P and i ∈ r be such that I∩Pi 6= ∅ and I∩P>i 6= ∅.
If |a(fi)| > 2 then P>i ⊆ I, and if |a(fi)| = 2 then Pi ⊆ I.
Proof. We have that P = fη(k) is an Hη-sum of the non-empty partial orders Pi,a. By definition
of Hη we have that P>i is an a(fi)-sum of the Pi,u in position u ∈ a
η
i , and P>i in position si.
We know that a(fi) is indecomposable since 〈η, k〉 was maximal. So since I ∩ Pi 6= ∅, we can
apply Lemma 7.28 to see that either |a(fi)| 6 2 or P>i ⊆ I.
If |a(fi)| = 2 then set R ∈ {<,>,⊥} such that for a ∈ a
η
i we have aRsi. Then using Lemma
7.29, we either have either that Pi ⊆ I or there are non-empty K0,K1 ⊆ Pi with K0 ∩K1 = ∅
and Pi = K0∪K1 such that for all a0 ∈ K0 and a1 ∈ K1 we have a0Ra1. Consider J = K1∪P>i,
let a ∈ P \ J and z0, z1 ∈ J then either a ∈ P \ P>j in which case we have SSR(a; z0, z1) or
a ∈ K0 in which case aRz0 and aRz1, so that SSR(a; z0, z1). Thus J is an interval. But we have
that P>i ⊂ J ⊂ P>i, which contradicts that η was maximal. So it must be that Pi ⊆ I. 
Lemma 7.32. Let I be an interval of P , then there are j0, j1 ∈ r and an X ⊆ Pj1 either empty
or an interval of Pj1 such that I = P>j0 or I = (P>j0 \ P>j1) ∪X.
Proof. If for any i ∈ r we have |a(fi)| = 1 then fi =
∑
1 which makes no difference to the sum
over Hη, so without loss of generality we assume this does not occur.
Let j0 = inf{i ∈ r | I ∩ Pi 6= ∅}, and j1 = sup{i ∈ r | I ∩ Pi 6= ∅}, then j0, j1 ∈ r by Lemma
7.8. Suppose that for some n ∈ r with j0 6 n < j1 we have |a(fn)| > 2. We claim that in this
case I = P>i0 . For each such n we have by Lemma 7.31 that P>n ⊆ I. Therefore for all m ∈ r
with j0 6 m < n we have again by Lemma 7.31 that Pm ⊆ I, hence I = P>j0 by definition of j0.
Suppose now that the only n ∈ r such that j0 6 n 6 j1 with |a(fn)| > 2 is n = j1, or that no
such n exists. Let X = I ∩ Pj1 , then X is either empty or an interval of Pj1 . If j0 = j1 we are
done, otherwise for each j0 6 m < j1 we have |a(fn)| = 2. We either have Pj1 6= ∅ or Pj1 = ∅ in
which case by definition of j1 there must be some m
′ ∈ r with m < m′ < j1 and Pm′ 6= ∅. So
in either case we can apply Lemma 7.31 to see that Pm ⊆ I. Using the definition of j0 we also
have that I ⊆ P>j0 . Therefore we have shown that I = (P>j0 \ P>j1) ∪X as required. 
Lemma 7.33. Suppose that ∀i ∈ r and ∀a ∈ aηi , every chain of intervals of Pi,a under ⊇ has
order type in L. Then every chain of intervals of fη(k) under ⊇ has order type in L.
Proof. Let 〈Jα : α ∈ σ〉 be a chain of intervals of P under ⊇. If for some α ∈ σ we have some
jα ∈ r with P>jα = Jα then for every β 6 α, by Lemma 7.32 and since Jβ ⊇ Jα, there must be
some jβ with Jβ = P>jβ . Hence the order type of the chain 〈Jβ : β 6 α〉 must be a subset of
the order type of {i ∈ r | j 6 jα}, and hence this order type is in L. Therefore since L is closed
under finite sums, it only remains to show that the final segment
F = {Jγ | (∀i ∈ r), Jγ 6= P>i}
has order type in L under ⊇.
Let Jγ ∈ F , then by Lemma 7.32, there are some jγ , j′γ ∈ r and X an interval of Pj′γ such that
Jγ = (P>jγ \ P>j′γ ) ∪Xγ
Now if γ < υ then jγ 6 jυ, j
′
γ > j
′
υ and Xγ ⊇ Xυ, and if j
′
γ > j
′
υ then Xυ ⊆ Jγ . Let
Fδ = {Jγ ∈ F | jγ = jδ}. Then ot(F ) is an ot({jδ | δ ∈ σ})-sum of the ot(Fδ). But {jδ | δ ∈
σ} ⊆ r hence this subset has order type in L. So it remains only to show that each ot(Fδ) is
in L. We also have that each ot(Fδ) is an ot({j′τ | τ ∈ σ, jτ = jδ})-sum of the order types of
Fδ,τ = {Xλ | λ ∈ σ, jλ = jδ, j′λ = j
′
τ}. But {j
′
τ | τ ∈ σ, jτ = jδ} ⊆ r and Fδ,τ is a chain of
intervals of Pτ under ⊇, whence both are in L and thus ot(Fδ) ∈ L which gives the lemma. 
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Lemma 7.34. Suppose that for any indecomposable partial order y and any i ∈ r and a ∈ aηi we
have that y 6 Pi,a −→ y ∈ P. Then for any indecomposable y
′ we have y′ 6 fη(k) −→ y′ ∈ P.
Proof. Since 〈η, k〉 was maximal for P we know that for each i ∈ r we have a(fi) is indecompos-
able. Now any subset A of Hη =
⊔
i∈r a
η
i that contains points of a
η
i and at least two points of⋃
j>i a
η
j is such that A∩
⋃
j>i a
η
j is an interval with at least two points inside. So here A cannot
be indecomposable. Thus any indecomposable subset I of Hη is a subset of a
η
i ⊔ a
η
j for some
i, j ∈ r with i < j, moreover, |I ∩ aηj | 6 1. So I has the same order type as a subset of a(fi),
which shows that I has order type in P.
Thus if we take a subset A ⊆ P with at least two points inside a single Pi,a and at least one
point not in Pi,a then A ∩ Pi,a is an interval which contradicts that A is indecomposable. We
know that P is an Hη-sum of the partial orders Pi,a. So let J be an indecomposable subset J of
the sum P . Then either J is entirely contained within some Pi,a and hence J has order type in
P; or J contains at most one point of each of the Pi,a that it intersects, and hence has the same
order type as an indecomposable order of Hη. Hence by the previous paragraph J has order type
in P, which completes the proof. 
We are now ready to prove the following generalisation of Hausdorff’s famous theorem on
scattered linear orders (Theorem 2.32).
Theorem 7.35. S LP (Q
′) = C˜0.
Proof. First we claim that C˜0 ⊆ S LP (Q
′). By Lemma 7.27, we have that C˜0 satisfies (iii) of
Definition 7.10. We will show (i) and (ii) by induction on the rank of x ∈ C˜0. If x has rank 0
then x is just a single point and so satisfies (i) and (ii) since both P and L contained 1. Now
suppose that any y ∈ Q<α satisfies (i) and (ii). Then if x ∈ Qα, we have that x = fη(k) where
k ∈ dom(fη)<α. Hence by Lemma 7.34 we have that x satisfies (i), and by Lemma 7.33 we have
that x satisfies (ii). So indeed we have C˜0 ⊆ S
L
P (Q).
We will now show S LP (Q
′) ⊆ C˜0. Suppose we have some non-empty Q′-coloured partial order
x /∈ C˜0. We claim that either (i), (ii) or (iii) fails for x. Suppose that (i) and (ii) hold, we will
show that (iii) fails. By Lemma 7.15 we have that any decomposition tree T for x embeds 2<ω.
So let T be a decomposition tree for x and B ⊆ T be a copy of 2<ω. Then we can either find a
copy of A inside B, or below some point of B there is no point coloured by
∑
A2
, and hence below
this point there is a copy of Q. Thus by Lemmas 7.19 and 7.21 we have that either B+ 6 T ,
B− 6 T or C 6 T . Hence by Lemma 7.22 either 2<ω, −2<ω or 2<ω⊥ embeds into x. Thus x fails
(iii), and x /∈ S LP (Q
′), which gives the theorem. 
Corollary 7.36. M LP (Q
′) = C˜.
Proof. We have that M LP (Q
′) is the class containing S LP (Q
′) and countable unions of increasing
sequences and C˜ is the class containing C˜0 and countable unions of limiting sequences. The result
then follows from Theorem 7.35, considering Remark 7.11. 
Theorem 7.37. If L and P are well-behaved, then M LP is well-behaved.
Proof. By Corollary 7.36 we have that M LP (Q
′) = C˜. Suppose there is a bad M LP (Q)-array; so
by theorems 6.12 and 5.12, we have a witnessing bad Q-array. Hence M LP is well-behaved. 
8. Corollaries and conclusions
We now present some applications of Theorem 7.37.
Theorem 8.1 (Krˇ´ızˇ [3]). M , the class of σ-scattered linear orders is well-behaved.
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Proof. Set L = On∪On∗, set P = {1,C2}. Then L = S by Theorem 2.32. L is well-behaved, by
theorems 2.8 and 2.22. We also have that P is well-behaved by Lemma 2.17. Hence by Theorem
7.37 we have that M LP is well-behaved.
We claim that M LP = M . Recall the definition of S
L
P , 7.10. Let X ∈ S , then clearly X
satisfies (i) and (iii) since if either failed then X would contain two incomparable elements. A
chain of intervals of X does not embed Q, otherwise X would embed Q. Hence every chain of
intervals of X under ⊇ has scattered order type. If we take the chain of intervals of X under ⊇
consisting of final segments, this chain has order type precisely the same as X . So we have that
S LP = S which implies that M
L
P = M , and therefore M is well-behaved. 
Definition 8.2. Let P be a set of countable indecomposable partial orders. Then CP is the class
of countable partial orders such that every indecomposable subset is in P.
Theorem 8.3. If C ⊆ L then CP ⊆ M LP .
Proof. Suppose that C ⊆ L. Let X ∈ CP, we claim that X ∈ M LP . Fix an enumeration of X in
order type ω, so that X = {xn : n ∈ ω}. (If |X | < ℵ0 then the argument is essentially the same.)
We will write X as the countable union of some limiting sequence (Xn)n∈ω that we will define.
Let X〈〉 = X , I0 = {〈〉} and suppose for some sequence ~t of elements of
⋃
L ×
⋃
P we have
defined some X~t ⊆ X . When |X~t| > 1, pick a maximal chain 〈I
~t
i : i ∈ r~t〉 of intervals of X~t that
contains {xn}, where n is least such that xn ∈ X~t. Since X~t ⊆ X we have that r~t ∈ L. For each
i ∈ r~t, let D
~t
i be the set of unions of maximal chains of intervals of I
~t
i that do not contain I
~t
i .
We claim that ai = I
~t
i /D
~t
i is indecomposable. If Z 6= ai is a non-singleton interval of ai, then
let Z ′ ⊆ I~ti be the union of the sets of D
~t
i that contain points of Z. Then Z
′ is an interval of I~ti
not equal to I~ti , and not in any of the maximal chains used to form D
~t
i ; this is a contradiction
which gives the claim. Now, we see that ai is an indecomposable subset of X and thus ai ∈ P.
Now let f~ti =
∑
ai
and s~ti be the point of ai that was also contained in
⋃
j>i I
~t
j ∈ D
~t
i . We
set η(~t) = 〈〈f~ti , s
~t
i〉 : i ∈ r~t〉. For i ∈ r~t and u ∈ a
η
i ⊆ ai, let X~t⌢〈i,u〉 be the element of D
~t
i that
contains the point u. Then if k~t = 〈X~t⌢〈i,u〉 : i ∈ r~t, u ∈ a
η
i 〉 we have by construction that 〈η, k~t〉
is maximal for X~t.
For m ∈ ω we let Im+1 = Im ∪ {~t
⌢〈i, u〉 | ~t ∈ Im, i ∈ r~t, u ∈ a
η
i , |X~t| > 1}, Dm be the set
of leaves of Im and Fm = {η(~t) | ~t ∈ Im \Dm}. Then Fm is an admissible composition set and
Im is a set of position sequences for Fm. Now let dm = 〈d~pm : ~p ∈ Dm〉 ∈ dom(f
Fm) be such
that each d~pm is a single point, coloured either by −∞ if |X~p| > 1, and coloured by cX~p(x) when
X~p = {x}. Now define Xm = g
Fm(dm), so that by construction (Xm)m∈ω is a limiting sequence.
Moreover, for each m ∈ ω we can consider the underlying set of each Xm as a subset of the
underlying set of X . Note also that the underling set of Xm contains the point xm, and since
the relevant chain of intervals contained {xm} the colour of this point in Xm will be the same
as from X . Thus the limit of (Xm)m∈ω is precisely X , so that X ∈ M LP as required. 
Corollary 8.4. If P is a well-behaved set of countable indecomposable partial orders, then CP is
well-behaved.15
Proof. By Theorems 8.1, 8.3 and 7.37. 
Remark 8.5. If P is a set of finite partial orders then let P˜ be the class of countable partial orders
whose every finite restriction is in P. In [5], Pouzet asked: if P preserves bqo, then is P˜ bqo?
As we have seen, well-behaved is a more useful concept than preserving bqo, so we modify the
15This result was obtained independently by Christian Delhomme in as yet unpublished work. The author
thanks him for his private communication.
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Figure 12. An antichain of
⋃
n∈ω In(A2).
question to if P well-behaved. Corollary 8.4 brings us closer to a result of this kind, however
fails to account for possible infinite indecomposable subsets of orders in P˜. If we could prove
that for any infinite indecomposable order X the set of finite indecomposable subsets of X is not
well-behaved, then we would answer this version of Pouzet’s question positively.
Definition 8.6. For n ∈ ω let In denote the set of indecomposable partial orders whose cardi-
nality is at most n.
Theorem 8.7. For any n ∈ ω, the class M M
In
is well-behaved.
Proof. In is a finite set of finite partial orders so by Lemma 2.17, is well-behaved. Furthermore,
M is well-behaved by Theorem 8.1, so using Theorem 7.37 completes the proof. 
Corollary 8.8. For any n ∈ ω, the class CIn is well-behaved.
Proof. By Theorems 8.3 and 8.7. 
Note that
⋃
n∈ω In(A2) contains an antichain as in Figure 12, and as described by Pouzet in
[5]. Hence
⋃
n∈ω In does not preserve bqo and is certainly not well-behaved. Thus Theorem 8.7
is maximal in some sense. In order to improve this result we would like to know the answers to
questions such as:
(1) Is there consistently a well-behaved class of linear orders larger than M ? E.g. is the
class of Aronszajn lines from [16] well-behaved under PFA?
(2) Is there an infinite well-behaved class of indecomposable partial orders?
(3) Is there an infinite indecomposable partial order P such that {P} is well-behaved?
A positive answer to any of these questions would immediately improve Theorem 8.7.
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