ABSTRACT To settle the problem of distributed nonlinear state estimation in sensor networks with naive nodes, a novel distributed high-degree cubature information filter with embedded hybrid consensus (DHCIF) is proposed. The multi-dimensional Gaussian weighted integrals involved in the filtering process are approximated by the fifth-degree cubature rule. A novel scheme, with consideration for the predicted measurement errors, is applied to compute the information contribution. With parallel consensus performed on both prior and measurement information, the proposed DHCIF is derived. The stability analysis with regard to consistency and boundedness of estimation errors for the proposed DHCIF is also developed. Finally, the effectiveness and advantage of the proposed DHCIF is validated by a typical maneuvering target tracing scenario. The experimental results indicate that the proposed DHCIF outperforms the existing algorithms in the aspects of estimation accuracy, consistency and consensus at the cost of a little more extra computation burden.
I. INTRODUCTION
Recently, the consensusbased filtering algorithms have attracted immense popularity in the field of distributed state estimation [1] - [12] . Unlike the centralized schemes [13] - [15] , which handle measurements from all sensors simultaneously in a fusion center the consensus-based method accomplishes estimation tasks in a distributed manner. Each node in the network only communicates information with its immediate neighbors. With sufficient consensus iterations, all nodes produce the identical estimates with comparable performance to its centralized counterparts [1] , [3] - [5] , which makes it possible for each node to make decision independently. Due to its good scalability, low communication burden and robustness to sensor failures [6] , [8] , [16] , the consensusbased techniques are widely applied in the fields such as
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In the linear Gaussian setting, Kalman consensus filter (KCF) works well for state filtering [4] . In the nonlinear Gaussian case, the extended information weighted consensus filter (EICF) was proposed in [9] , where the extended information filter (EIF) acts as the underlying filter to deal with system nonlinearity. However, due to the linearization errors caused by neglecting high-order terms in Taylor expansion, EICF suffers from low accuracy and poor stability in highly nonlinear systems [13] , [15] . Compared with EIF, the unscented Kaman filter (UKF) is a better choice to tackle nonlinear filtering problems [7] , [17] , [18] . The weighted average consensus-based UKF (WACUKF) performs consensus on the local estimates obtained by UKF [7] . In [17] , by using the unscented transformation (UT), consensus on both likelihoods and prior probability distributions was carried out in parallel to address the distributed state estimation (DSE) problem. However, an appropriate scaling parameter is required for the above UKF-based algorithms to achieve satisfactory performance. If the scaling parameter is not well selected, a negative weight may occur, which is likely to cause loss of positive definiteness of the error covariance, especially in high dimensional systems. This may eventually halt the operation of the aforementioned algorithms [13] .
To overcome the drawbacks, a distributed cubature information filtering (DCIF) was developed in [8] to handle the high-dimensional DSE problem Stability analysis of DCIF was also discussed there. Based on KullbackLeibler divergence, a distributed cubature Kalman filter (DCKF) was proposed to tackle the cooperative space object tracking problem in which the experimental results suggest that DCKF is more accurate than DCIF, but the reason is not given [19] . In [6] , the cubature rule-embedded information-weighted consensus filter (Cub-ICF) was designed for cooperative space object tracking with space-based optical sensors' measurements. By combining the consensus on measurements (CM) and consensus on information (CI) methods, a hybrid consensusbased cubature Kalman filter (HCCKF) was developed in [10] , which shares the complementary positive features of CM and CI. To relieve the communication burden an event-trigger particle filter was proposed for smart grids with limited communication bandwidth [20] . To address this problem, a master-slave nonlinear filtering structure was designed in [21] , where the local slave filter was established at generator node to perform the event-trigger strategy based on UT.
To apply the CIF structure in the measurement update, the above CKF-based algorithms utilize the statistical linear error propagation methodology [15] to calculate the pseudomeasurement matrix. However, the predicted measurement errors caused by the statistical linearization are not taken into account, and thus the accuracy and stability may be adversely affected [22] . In addition, those algorithms are based on the third-degree CKF, whose estimation accuracy is limited for nonlinear dynamic systems with large uncertainties such as long-term orbit uncertainty propagation and spacecraft attitude estimation [14] . Therefore, it is necessary to design higher-degree cubature rule for more accurate estimates As a fundamental but significant property of a filter, consistency requires the estimated errors to be consistent with the true errors [5] . This is especially important for DSE since the unaware reuse of the same information through consensus iterations and possible correlations between measurements from different sensors may lead the estimated covariance to overconfidence. The consistency analysis has been reported in [5] , [23] for the linear case. For the nonlinear DSE problem the consistency of DCIF was discussed in [8] . However, in most existing literature, consistency analysis is ignored. Another important property for a filter is the boundedness of estimation errors. Under network connectivity and collective observability, it has been proven in [24] that the estimation error obtained by DEKF from each node is bounded by constructing a collective Lyapunov function. With some linearization operations and conservative assumptions, an analogous stability analysis was developed in [25] . From the viewpoint of stochastic stability, the estimation errors of WACUKF and DCIF have been verified, respectively in [7] and [8] , to be exponentially bounded in mean square.
Motivated by the above work, a novel distributed highdegree cubature information filter with embedded hybrid consensus (DHCIF) is proposed. Furthermore, the consistency and boundedness of estimation errors for the proposed DHCIF are discussed as well. The main contributions are summarized as follows: 1) With the combination of fifth-degree cubature rule and hybrid consensus strategy, a more accurate and stable distributed CIF is developed. Since consensus is performed on both prior and measurement information, it inherits the positive features of both CM and CI.
2) The predicted measurement error is considered in the measurement update, which makes the proposed fifthdegree CIF exactly equivalent to its Kalman counterpart 3) Stability analysis with regard to consistency and boundedness of estimation errors in mean square is investigated for the proposed DHCIF 4) A comparative performance assessment on a maneuvering target tracking case-study is carried out.
The remainder of this paper is organized as follows. The problem of nonlinear networked filtering is formulated in Section II. The fifth-degree cubature information filter with consideration for the predicted measurement errors is presented in Section III. The proposed DHCIF is derived in Section IV. Stability analysis is developed in Section V. The simulation results are given in Section VI. Finally, Section VII concludes the paper.
Throughout this paper, R n denotes the n-dimensional Euclidean space. For arbitrary matrix A, A −1 and A T are respectively its inverse and transpose. A > 0 indicates that A is positive definite tr(A) is the shorthand for trace of A. blkdiag (B 1 , B 2 , . . . , B n ) denotes the block diagonal matrix with its main diagonal block being B 1 , B 2 , . . . , B n . I n represents the n × n identity matrix. For a set C, |C| means the cardinality of C. E {·} is the expectation operator.
II. PROBLEM FORMULATION
Consider a discrete-time nonlinear dynamic system
where x k ∈ R n x and z i,k ∈ R n z , i = 1, 2, . . . , N s are respectively the state and measurement vectors at time instant k, N s is the number of sensors. f ( · ) and h i ( · ) are the nonlinear transition and measurement functions.
is the process noise with covariance
is the collective measurements of all sensors at time instant k. Assumption 1 [5] : The process noise sequence {w k } ∞ k=0 and the measurement noise sequence v i, k
are uncorrelated with each other.
Assumption 2 [2] , [3] , [23] : If node i has no measurement for the target of interest at time instant k, R −1 i, k = 0 and z i,k is arbitrary.
Remark 1: Virtually, Assumption 2 implies that a node sensing no target assumes infinite uncertainties about its local measurement, which is essential to guarantee the consistency of local estimates.
The communication topology of the sensor network is denoted by an undirected graph G = (S, E), where S = {1, 2, . . . , N s } is the set of nodes and E ⊆ S × S is the set of edges. An edge (i, j) ∈ E indicates that node i and j can communicate information with each other. For each node i, N i = {j |(i, j) ∈ E, ∀j = i } represents the set of its neighbors. J i = N i ∪ { i } denotes the inclusive neighbors of node i. The degree of node i is defined as d i = |N i |, which is the number of neighbors of node i. The maximum degree of the network is given by
If the target of interest is observed neither by node i nor by its neighbors, in other words, the set of inclusive neighbors of node i is naive about the target state, such a node i is called naive node [3] , [26] - [28] .
For instance, as shown in Fig.1 , the sensor network consists of 4 sensor nodes and 6 communication nodes, where sensor nodes are able to observe the interested target while communication nodes can only process and exchange local information without observability. It can be seen that for node 5, its neighbors are nodes {2, 3, 4, 6, 7, 8, 10}. Consequently, the corresponding degree for node 5 is 7, which is also the maximum node degree in the network. Node 5 can obtain measurements by itself or from nodes 6 and 7 via local communication. However, neither node 9 nor its neighbors, i.e., nodes 8 and 10, are capable of observing the target of interest, and hence node 9 is a naive node.
III. HIGHDEGREE CUBATURE INFORMATION FITLER
In the Bayesian filtering framework, the posterior density provides a complete statistical description of the state [13] .
Consider the dynamic model represented by (1) and (2), the posterior estimate can be written as
where Z k = {z 1 , z 2 , . . . , z k } is the set of all measurements up to time instant k. The prior density can be computed via ChapmanKolmogorov equation [14] .
The result in (3) and (4) offers a unified and conceptual recursive approach for nonlinear filtering problems. However, the multi-dimensional integral involved in (4) is generally intractable [22] . Under the Gaussian domain, the prior density p (x k |Z k−1 ) and the likelihood p (z k |x k ) are both Gaussian, the resultant posterior density p (x k |Z k ) based on (3) will be also Gaussian. Therefore, the functional recursion in (3) reduces to recursion of the estimated means and covariances, which can be calculated by Gaussian weighted integrals of the form
where f ( · ) is an arbitrary function, w(x) = N x;x, P is the Gaussian weighting function with meanx and covariance P. if f ( · ) is a linear function, it is possible to analytically compute the weighted integral (5). However, in realistic applications, f ( · ) is often nonlinear, and thus it is difficult to find an analytical solution to (5) . Fortunately, the numerical integration approaches, such as the UT and the cubature quadrature rule, are available to provide satisfactory approximations to (5) . It is essential to adjust the scaling parameter for UT to achieve an acceptable performance. However, it is still not clear how to determine a suitable scaling parameter. To take a balance between estimation accuracy and computational complexity, here the fifth-degree cubature quadrature rule [29] which is free of parameter adjustment, is adopted for the sake of filtering efficiency. By exploiting Mysovskikh's method [30] for the spherical integral and moment matching method for the radial integral, (5) can be approximated by
where √ P is the square-root of P such that P = √ P √ P T ,
is the total number of cubature points, ξ i is the set of deterministically selected cubature points, and {w i } is the set of weights associated with ξ i . The cubature points and associated weights in (6) are determined by
wheres j is determined bȳ
ands j is determined by
To incorporate the fifth-degree CKF into the distributed framework, the information form filter is preferable. The traditional CIF is derived by constructing a pseudo measurement matrix with resort to the statistical linear regression methodology [15] , [31] , where the predicted measurement errors are ignored. Consequently, it is not equivalent to the CKF counterpart, and may be divergent in some cases [7] , [22] . Here, we take the predicted measurement error covariance P zz,k|k−1 into account and update the posterior estimate bŷ
where u k and U k are, respectively, the information contribution vector and the information contribution matrix,
Here,
The predicted estimate can be obtained bŷ
where
The corresponding information form can be written aŝ
Remark 2: It can be seen that the time update in (16) and (17) is the same as that in the traditional CIF. However, the measurement update is quite different. The proposed information filter takes P zz,k|k−1 into account for the computation of the total linearization error covarianceR k , while the traditional CIF directly exploits R k to update the posterior estimate for granted.
IV. DISTRIBUTED HIGH-DEGREE CUBATURE INFORMATION FILTER WITH EMBEDDED HYBRID CONSENSUS
As is known, the average consensus strategy is an effective approach to compute the mean of given values in a distributed manner [2] - [4] , [9] . Each node, say node i, sends its previous state α l −1 i to its neighbors j ∈ N i , and similarly receives the previous state α l−1 j from its neighbors j ∈ N i . Then, the current state is updated by the following protocol.
where π i,j ≥ 0, i, j = 1, 2, . . . , N s is the consensus weight for sensor i and j. l is the index of consensus iteration. Let be the consensus matrix, whose elements are π i,j for any i, j ∈ S. Assume the initial value of node i ∈ S is α 0 i . If is row stochastic and primitive [1] - [5] , [10] , [23] , [26] , [32] - [34] , the value α l i will converge to the mean of the initial value as l → +∞, i.e., lim
In the original KCF [4] , π i,j is set to a constant ε ∈ 0, 1 d max , where d max is the maximum node degree. Prior estimates from different nodes are treated with the same weights, which may slow down the convergence rate. Although a larger ε helps accelerate the convergence rate, a ε equal to or more than 1 d max will render the protocol unstable [4] , [26] . In addition, d max is required at every time instant, which is not always available if the network topology varies over time. With suitable weights assigned to different nodes based on the network topology, (19) may result in better estimation accuracy and faster convergence [10] , [35] , [36] . The Metropolis weight determines π i,j based on the local node degree [2] , [7] , [8] , [10] , [36] , which is free of global parameters such as d max and can be used in sensor networks with time-varying topologies. In this paper, the Metropolis weight is chosen for the proposed DHCIF, and it is defined as
Remark 3: For a given sensor network and determined weighting rule, the consensus protocol (19) requires infinite iterations to achieve complete consensus over the entire sensor network. With more consensus iterations, the obtained estimate is more accurate, but the communication burden is also increased. In addition, between two consecutive sampling instants, it is not possible for each node to communicate with its neighbors for infinite times. A tradeoff between the estimation performance and the limited communication resources should be considered. In this paper, a distributed high-degree cubature information filter with embedded hybrid consensus (DHCIF) is proposed to address this problem. The detailed steps are summarized in Algorithm 1.
Remark 4: It is worth pointing out that Algorithm 1 offers a family of distributed filters with different choices of λ i,k . As is discussed above, the consensus weights
s , the resultant DHCIF will converge to the centralized fifth-degree CKF when L → +∞.
In addition, such a choice is equivalent to the ICF discussed in [3] , [9] under the linear setting. However, in the case where only a finite, possibly small, number of consensus iterations is allowed, a multiplication by N s may cause some nodes to overestimate U i, k , and thus the approximate covariance
i, k|k will be even smaller than the true error covariance, which should be avoided to preserve consistency of local estimates [5] , [23] . In addition, the global parameter N s is not always available in advance. If λ i,k = 1, the resulting DHCIF is equivalent to the CI approach in the linear case [5] . and the associated information contribution matrix U i, k for a sensor node by (9)- (12) . If node i is a communication node, u i, k = 0, U i, k = 0. 5. Initialize the consensus state as follows. y
CI guarantees stability for any number of consensus iterations (even single iteration), but it suffers from inaccuracy due to the fact that correlations between the estimates from different nodes are assumed to be completely unknown. An alternative way to determine λ i,k is presented in step 6, which is fully distributed with no need for N s . Such a choice preserves the consistency of local estimates and is beneficial for improving estimation accuracy.
V. STABILITY ANALYSIS
In this section, the consistency of local estimates and stochastic boundedness of estimation errors for the proposed DHCIF are considered. According to the statistical linear error propagation methodology [15] , [31] , the cross-covariance matrix between the previous estimate and the current prediction can be written as
Hence, one has
Here, F i, k−1 is the pseudo system matrix. P i, x k−1|k−1 , x k|k−1 can be approximated by
The pseudo measurement matrix H i,k can be computed by (11) . Therefore, the system model (1) and (2) can be rewritten as
where the unknown instrumental matrices
i,k are introduced here to neutralize the possible approximation errors during the linearization process.
Bearing the linear approximation model (22) in mind, the predicted information matrix Y i, k|k−1 , the information contribution vector u i, k and the information contribution matrix U i, k can be computed by
For simplicity, the predicted information matrix Y i, k|k−1 can be written as
A. CONSISTENCY OF LOCAL ESTIMATES
Consistency is one of the most fundamental but significant properties for state estimation [5] , [8] , [23] , [38] . In [5] , [23] , consistency of local estimates in the linear system is proved. However, in the nonlinear case for distributed filtering, the consistency property is not considered in most of the existing literature. In this subsection, consistency of local estimates obtained by the proposed DHCIF is discussed. Definition 1 [5] , [8] , [38] : Consider a random vector x. Let x and P be, respectively, the estimate of x and the estimate of the corresponding error covariance. Then the pair x, P is said to be consistent if E x − x x − x T ≤ P. Definition 1 indicates that the true error covariance is always upper bounded (in the positive definite sense) by the estimated error covariance P. From the perspective of information filter, the information pair ŷ,
Assumption 3 [8]:
The initial local estimate is consistent.
That is, Y
i,0|0ŷi,0|0 for each node i ∈ S. Lemma 1 [5] : The function k (·) is monotone nondecreasing for any k ≥ 0. In other words, any two positive semidefinite matrices Y 1 and
Theorem 1: Let Assumptions 1, 2, and 3 hold. Then, for each time instant k and each node i ∈ S, the information pair
In the proof of Theorem 1, Assumption 3 plays a crucial role. In general, it is easy for Assumption 3 to be satisfied. The initial estimate can be obtained offline ahead of the estimation process. In the worst case where no prior information is available, the initial values can be set toŷ i,0|0 = 0, Y = i,0|0 0 for any i ∈ S.
B. STOCHASTIC BOUNDEDNESS OF ESTIMATION ERRORS
Boundedness of estimation errors is of great significance to show the effectiveness of a filter [7] , [10] In this subsection, boundedness of estimation errors obtained by the proposed DHCIF is verified. To accomplish the analysis, the following preliminary lemmas and assumptions are required VOLUME 7, 2019 Assumption 4 [7] : There exist real numbers α, f , β, h = 0 andᾱ,f ,β,h = 0 such that
Assumption 5 [7] , [8] : There exist positive real numbers (27) Assumption 6 [2] , [7] : The consensus matrix is stochastic and primitive.
Lemma 2 [2] , [5] , [10] : Given an integer N ≥ 2, N positive definite matrices M 1 , . . . , M N and N vectors v 1 , . . . , v N , the following inequality holds
Lemma 3 [38] : Assume that ξ k is a stochastic process If there exist a stochastic process V ξ k and real numbers v min , v max > 0, µ > 0, and 0 < λ ≤ 1 such that
is fulfilled. Then ξ k is exponentially bounded in mean square, i.e.,
Theorem 2: Let Assumptions 4-6 hold. Consider the nonlinear system denoted by (1) and (2), and the proposed DHCIF The local estimation errorx i,k|k =x i,k|k − x k is exponentially bounded in mean square for each node ∀i ∈ S.
Proof: See the Appendix. Remark 6: From the proof of Theorem 2, one can observe that (1) Regarding the proof of stochastic boundedness of the estimation error for nonlinear systems, the technique developed in [24] requires that the nonlinear functions f ( · ) and h i ( · ) are continuously differentiable so as to obtain the corresponding Jacobian matrix. Here, the statistical linear regression method is used to approximate the nonlinear functions, which avoids the continuously differentiable assumption and computation of Jacobian matrix. (2) Although the instrumental matrix α i, k and β i, k are unknown compensation matrices, both boundedness of estimation error and consistency of local estimate are independent of the magnitude of α i, k and β i, k . (3) The choice of Metropolis weights ensure that is stochastic. In addition, is primitive if the undirected network is connected [34] . As for a directed graph, a necessary condition for to be primitive is that the graph is strongly connected [5] , [34] .
VI. SIMULATION EXAMPLES AND PERFORMANCE ANALYSIS
In this section, a typical nonlinear air traffic control scenario is considered to evaluate the effectiveness and superiority of the proposed DHCIF. The nonlinear dynamic is modeled by (30) where
T is the target state vector at time instant k, (x k , y k ) is the target position and (ẋ k ,ẏ k ) is the velocity T = 1s is the sampling interval,
The total number of steps is K = 100. The initial state is x 0 = [1000m, 300m/s, 1000m, 0m/s, −3 • /s] with associated covariance P 0 = diag(100m 2 , 25m 2 /s 2 , 100m 2 , 25m 2 /s 2 , 100mrad 2 /s 2 ), which is the same as in [13] . 
where (x i , y i ) is the sensor position. v i, k is the zeromean Gaussian measurement noise with covariance matrix R i, k = diag σ 2 r , σ 2 θ , where σ r = 10 m and σ θ = √ 10 mrad. The initial estimate of each node is randomly generated from N (x 0 , P 0 ) in each simulation run. For a fair comparison, a total number of M = 100 independent Monte Carlo runs are carried out. The maximum number of consensus iterations is set to L = 10. In the experiment, the proposed DHCIF is compared with the extended information weighted consensus filter (EICF) [9] , the distributed information filter (DCIF) [8] , the cubature rule embedded information weighted consensus filter (Cub-ICF) [6] , the hybrid consensus-based cubature Kalman filtering (HCCKF) [10] , the weighted average consensus-based unscented Kalman filtering (WACUKF) [7] . The suggested scaling parameter κ = 3 − n x for WACUKF is negative in the considered scenario, which often makes the algorithm halt its operation. κ = 1 is chosen here, as suggested in [14] to avoid divergence. The centralized cubature information filter (CCIF) [15] is chosen as the baseline for comparison. Here, the Cramér-Rao lower bound (CRLB) [40] is also introduced to indicate the best possible performance that can be achieved by a filter. The standard metrics, including the root mean square error (RMSE) [8] , the averaged RMSE [2] , the averaged consensus estimate error (ACEE) [41] and the normalized estimation error squared (NEES) [42] , are utilized to evaluate the estimation performance of the compared algorithms.
It is shown in Fig.3 that WACUKF can hardly track the maneuvering target, and EICF diverges during the last few time instants, while other algorithms have satisfactory results. To further compare the estimation accuracy of the considered algorithms, the position RMSEs with L = 1 and L = 3 are presented in Fig.4 , which also suggests that WACUKF diverges after a short period of time in both cases. With single consensus iteration, EICF is unable to estimate the true state. Although EICF achieves much better performance when consensus iteration increases to L = 3, it is still worse than the cubature-based algorithms. The proposed DHCIF has lower Position RMSE than other filters when L = 1 and is closer to the CRLB when L = 3, which indicates that DHCIF is more accurate than other algorithms. In the later comparison, the estimation results of EICF and WACUKF will not be considered due to the poor performance.
The averaged position RMSE (APRMSE) of different algorithms with varying number of consensus iterations is plotted in Fig.5 . It can be seen that as the number of consensus iterations increases, the performances of all filters are improved. Specifically, APRMSE of DCIF is much larger than that of other filters due to the CI fusion strategy, which is consistent with the analysis in [2] . With increasing number of consensus iterations, CubICF and DHCIF asymptotically converge to CCIF, while HCCKF gets a relatively larger APRMSE. In addition, it takes about 5 consensus iterations for CubICF to achieve convergence, but only about 2 consensus iterations are required for HCCKF and DHCIF to converge. The results suggest that the proposed DHCIF converges faster than CubICF, and is more accurate than HCCKF. In later discussions, L = 2 is used for comparison unless stated otherwise. It can be observed from Fig.6 that the NEES curve of CubICF lies much higher than the 95% confidence interval, which indicates that CubICF has poor consistency. In other words, the posterior information matrices of CubICF are overestimated, which agrees with the analysis in [10] . At most time instants, the NEES curves of DCIF, HCCKF and CCIF fall within the confidence interval, which shows an improved performance on consistency. The NEES curve of the proposed DHCIF lies well within the confidence interval at almost every time instant, which suggests excellent consistency due to the consideration for the predicted measurement errors.
To check the consensus on estimates obtained by different algorithms, Fig. 7 gives the ACEE curves of the cubaturebased algorithms with L = 1 and L = 3. It is shown that the proposed DHCIF and HCCKF obtain lower ACEE than other algorithms regardless of L = 1 or L = 3, which exhibits better consensus on estimates over the entire sensor network. In addition, the ACEE obtained by DHCIF is always lower than that of HCCKF, which ensures better agreement on estimates from different nodes. The computational cost of different filters is presented in Table 1 . Although it introduces a little more computational time than other filters, the proposed DHCIF achieves higher estimation accuracy, improved consistency on estimates and better consensus over the entire sensor network.
To validate the consistency of the proposed DHCIF, the estimated RMSE is compared with the true RMSE, where the estimated RMSE is denoted by the square-root of the averaged (over Monte Carlo runs) diagonal entries of the estimated covariance matrices [13] . Fig. 8-Fig.10 show the true and estimated RMSEs of the proposed DHCIF in position, velocity and turn rate, respectively. The result is obtained by carrying out 200 independent Monte Carlo runs. As is observed, the true RMSEs closely follow the trends of the filter-estimated RMSEs, and hence the proposed DHCIF is consistent [13] , which conforms to the above analysis in Theorem 1.
To evaluate the boundedness of the estimation errors obtained by the proposed DHCIF, the position, velocity and turn rate estimation errors of the proposed DHCIF, averaged over 200 independent Monte Carlo runs, are shown in Fig.11-Fig.13 . It can be seen that the estimation errors, in all five-state components, from all nodes are bounded, which is in line with the analysis in Theorem 2.
VII. CONCLUSION
This paper considers the problem of distributed nonlinear filtering in sensor networks with naive nodes. Firstly, the fifth-degree cubature rule is introduced to approximate the Gaussian weighted integrals involved in the Bayesian filtering framework, which is more accurate and robust compared with its third-degree counterpart. Then, the fifth-degree CIF with consideration for the predicted measurement errors is presented, which is more reasonable and accurate than the conventional CIF. Finally, with the hybrid consensus scheme incorporated into fifth-degree CIF framework, a novel distributed high-degree cubature information filter with embedded hybrid consensus (DHCIF) is proposed. Stability analysis with respect to consistency and boundedness of estimation errors is also developed. Simulation results indicate that although the proposed DHCIF introduces a little more extra computational cost, it achieves higher estimation accuracy, improved consistency and better consensus than the existing filters. Future work will investigate the distributed nonlinear filtering problem with unknown noise statistics 
for any i ∈ S. By virtue of Lemma 1, it is immediate to see
It should be noted that the cross covariance fusion preserves consistency [5] , [38] . That is,
indicates
for any l = 0, 1, . . . , L. In other words, if the predicted estimate obtained with l consensus iterations is consistent, the predicted estimate obtained with l+1 consensus iterations is also consistent. Then, it can be concluded that
Therefore, it holds that
Therefore, the proof is concluded withx i,k|k = Y 
Then, it turns out that
The predicted estimation error can be written as
Substituting (42) into (39) yields
where x,k+1 , v,k+1 , and w,k+1 , as shown at the top of next page. Firstly, the noise free term x,k+1 is considered. Exploiting the fact that
for some positive scalar 0 < β < 1 (see fact (iii) of Lemma 1 in [5] ), it turns out that
where the last inequality follows from the fact that
In view of Lemma 2, one has
Next, consider the noise related term in (44), it is possible to see that Since 0 < β < 1, by setting λ = 1 − β, one has 0 < λ < 1. As a consequence, according to (41) , (49) and Lemma 3,x k+1|k is exponentially bounded in mean square, which indicates thatx i, k+1|k is exponentially bounded in mean square as well.
Subsequently, we attempt to prove that the stochastic processx i, k+1|k+1 is also exponentially bounded in mean square. Recalling in (42) that
and taking expectation from both sides, one gets
By resorting to the same technique as before, w k is also exponentially bounded in mean square. Therefore, it can be concluded that the estimation errorx i, k+1|k+1 is exponentially bounded in mean square. VOLUME 7, 2019 
