for IEEE 802.11 Wireless Local Area Network (WLAN) system integrated with UMTS cellular network. Due to heterogeneous QoS metrics in WLAN and cellular network, our scheme jointly considers the characteristics of the link and network layers. We adopt a scheduling algorithm called IIT (Inserting Idle Time) in the link layer to reduce the packet loss ratio for Variable-BitRate services (VBR). Specifically, the IIT scheduling algorithm allocates the idle system time to VBR services to accommodate the bursts, while satisfying required transmission delay and bandwidth of all RT services. Considering future WLAN coupled with UMTS cellular network, we propose a policy-based call admission control (CAC) scheme at the network layer. Based on different interworking policies, the proposed CAC provides the long-term QoS by limiting the number of admitted connections, while differentiating the services according to their priorities. Detailed analysis is given by taking into account several key statistical factors, such as traffic model, the ratio between the contention free period (CFP) and the contention period (CP), handoff rate. Performance is evaluated through simulation. Simulation results demonstrate that our proposed joint scheme is effective in terms of both system resource utilization and QoS provisioning.
I. Introduction
Wireless Local Area Network (WLAN) [1] [2] [3] is a cable replacement technology in which a mobile user can connect to a local area network (LAN) through a wireless connection. In next-generation wireless system, WLANs are expected to interwork with other wireless networks, such as UMTS cellular networks, to provide higher data rate in WLAN without losing ubiquitous roaming in cellular networks.
Since the achievable QoS level in current WLAN does not match the one in UMTS cellular network, it is a challenging task to achieve QoS provisioning for integrated WLAN and UMTS networks. UMTS cellular networks are very well designed to support both real-time (RT) and non-real-time (NRT) services with careful admission control, while WLANs are designed for best-effort NRT data services without achieving hard QoS for RT services. Therefore, the weak QoS level in WLAN should be improved before seamless integrating UMTS cellular network. Furthermore, due to difference in service area of each WLAN and overlaid UMTS cellular network, resource allocation scheme for handoff calls and new calls should be reconsidered. In interworking environment, the handoff between WLAN and cellular network is referred to as vertical handoff, in contrast to horizontal handoffs that take place in a homogeneous network. The priority assignment between vertical handoff and new call in WLAN should be discussed, since it has a significant impact on the resource utilization efficiency, congestion control and system grade of service.
Currently, there are two major existing proposals for interworking solutions between WLAN and UMTS cellular network, namely tight coupling and loose coupling. Although promising, both tight and loose coupling schemes have done little in the QoS issue of the integrated system. In this paper, we aim to enhance the QoS provisioning for future WLAN coupled with UMTS cellular network by jointly considering the link and network layer characteristics. At the link layer, we adopt a scheduling algorithm named IIT (Inserting Idle Time), which is based on HCF and TGe scheme [8, 9] to provide QoS provisioning for real-time services in WLAN. For each RT service, the scheduling algorithm satisfies required bandwidth allocation and transmission delay bound, while reducing average packet loss ratio (PLR) by making use of idle time in the remaining service interval (SI) and Constant-Bit-Rate (CBR) polling period. In network layer, total three interworking policies are discussed to provide different priority assignments between vertical handoff calls from UMTS and new calls from WLAN. An admission control policy is proposed to provide long-term QoS guarantee. Specifically, a RT service will be admitted if both the bandwidth and delay requirement and packet loss ratio requirement can be met. An NRT service will be admitted if the minimum throughput requirement can be met for each service class. All the requests are sorted according to the descending order of priority. The request with the highest priority will be first considered for admission according to the admission control policy, followed by the requests with low priority. In this way, the blocking/dropping probability for users with higher priority will be lower compared with those users with lower priority. Simulation results show that our proposed joint scheme is effective to enhance QoS levels and increase system resource utilization in WLAN integrated with UMTS cellular networks.
The rest of the paper is organized as follows: in section II, we give a general system model. In following section III, the IIT scheduling algorithm for QoS enhancements at link layer is briefly discussed. Combining both QoS constraints in MAC layer and interworking policies at network layer, we present CAC scheme for WLAN considered in section IV. Simulation results are given in section V. Finally the paper is concluded in section VI.
II. System Model
Since the service area of a cellular base station is generally larger than that of a WLAN network, each cell in UMTS networks may contain one or more WLAN "hotspots". Users in those WLANs can also be considered as "potential" users in the service area of UMTS RAN, and vice versa. So we can regard each cellular cell as a "macro cell" while regarding each WLAN region as "micro cell". In this paper, we consider a system with only one WLAN hotspot within one UMTS cell, as shown in Figure 1 . The overlaid service area between "macro cell" and "micro cell" provides mobile stations (MS) with opportunities to select different types of communications.
The handoff from one system to another different system is called vertical handoff. When a WLAN MS requests a handoff to UMTS, it is mainly because the MS is moving out the coverage of WLAN. If the handoff request cannot be accepted by UMTS, the connection for the MS is terminated. On the other hand, a UMTS MS may request a handoff to WLAN mainly to reduce the cost or balance the traffic. Since a UMTS MS is always within the coverage of UMTS cell, its connection will be maintained with UMTS even if the handoff request is denied by WLAN.
We assume that there are three basic types of traffic supported in a WLAN: CBR RT services (e.g., voice), VBR RT services (e.g., video streaming), and NRT services (e.g., FTP services). We assume that there are H classes of CBR RT services, indexed by i = 1, 2, …, H, and M classes of VBR RT services, indexed by j = H+1, H+2, …, H+M, and L classes of NRT services k = H+M+1, H+M+2,…, H+M+L. Each of RT service has a specific QoS constraint that is characterized by a 2-tuple:
, where i ρ is the efficient average packet generation rate of class i during activity period, and i D is the maximum tolerable transmission delay. The QoS parameter of NRT services is represented as throughput i φ , since NRT is not sensitive to transmission delay. IEEE 802.11e HCF is adopted in MAC layer and AP adopts polling based mechanism (EPCF) to support RT services, while EDCF is used for NRT services. Considering the fairness between RT service and NRT services, the maximum proportion R MAX (R MAX < 1) of polling period in whole medium access period is specified as a positive value in advance to avoid possible starvation of NRT services. In this paper, we only consider the WLAN system. Similar to [8] , we assume that the access point (AP) in WLAN will be in charge of call admission control and scheduling in WLAN. Since the considered system has only one WLAN, there is no the horizontal handoff between different WLANs. We assume that the WLAN has only one access point (AP), so that there is also no handoff between different APs. Therefore, the service requests received by the AP in WLAN are composed of new call requests in WLAN and vertical handoff request from UMTS users.
III. Scheduling Algorithm at Link Layer
Inserting Idle Time (IIT) algorithm is adopted for RT services in the link layer to satisfy the average bandwidth and delay constraints and also reduce the packet loss ratio [4] . To guarantee the delay requirement, AP will set the Service Interval (SI) for two successive polling CAPs for each RT service as the minimum delay D min among all admitted RT services. To meet the average bandwidth requirement, AP will decide the average time length TD i of each transmission opportunity i (TXOP i ) using TGe scheduler [6] ,
where MSDUSize i is defined as the corresponding nominal size of packets in octets of MAC service data unit of class i service, r is the average PHY bit rate for transmission in units of bit per second, and EO i is the average overhead, and the symbol   ⋅ is a ceiling function to guarantee that the number of transmitted packets with nominal size is an integer.
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To reduce the packet loss ratio for bursty VBR services, additional time will be assigned to VBR services besides the scheduled average time length TD i . At the end of CAP in the current SI, AP can allocate additional time to VBR services if the total time length scheduled does not reach the maximum portion R MAX . The amount of additional time is proportional to the packet loss ratio. The service with large packet loss will be granted more additional time. The maximum time left in a CAP η that can be allocated for VBR services
be expressed as,
where k i is the number of class i connections.
If the burst still cannot be completely accommodated, the idle periods within the CBR connections in the next CAP will be further allocated to VBR services to further reduce the packet loss. The CBR traffic can be modeled as ON/OFF ergodic Markov chain with transition probability j α and j β for OFF-to-ON state and the opposite, respectively. Then the expected mean value of idle time within the scheduled TD j can be expressed as
Using IIT algorithm, the mean system packet loss ratio (PLR) over all VBR services during one CAP can be expressed as,
where TD i,j is the actual time length needed for MS j of class i VBR services.
Since the CBR connections consist of active period with constant data rate and idle period and the scheduled time length is based on the constant data generation rates during their active periods. Therefore, the packet loss ratio is zero for CBR services.
For the NRT services, we adopt EDCF contention scheme to support service differentiation in the link layer by assigning different initial contention windows to the NRT services according to priorities.
An example is shown in Figure 2 . Class i and j are CBR services, while class k and o are VBR services. The SI is set as D min , and the averaged time length of TXOP for each class is scheduled using TGe scheduler, shown in solid line in CAP 0. Class k and o, which have bursts left within CAP 0, get re-poll opportunities after first round polling, as shown in dash line areas in the current SI. Class o has some burst left in CAP 0 and Class j has an idle period in the following CAP 1, so AP polls Class o during Class j idle period to transmit bursts left in CAP 0. In order to provide consistent QoS control over the whole integrated system, we should take into consideration the QoS policy between WLAN and UMTS cellular network.
Generally, there are three different administrative domains/policies of WLAN/UMTS integration, i.e., public, corporate, and residential mode, respectively [9] . Depending on different policies, new call requests in WLAN and vertical handoff from UMTS cellular network are assigned with different priorities. Here,
denote the priority of new calls and vertical handoff calls, respectively, for all RT services in WLAN at time t. For different policies, the priorities are determined as follows,
• For public mode, we assign same priority to handoff and new call requests. From the viewpoint of UMTS network, WLAN is regarded as a "micro-cell", while the rest area of UMTS cell is regarded as a "macro-cell". The overlaid area provides each user inside with an option for network selection. Because a vertical handoff call can keep original connection with UMTS cellular network even if the handoff request is blocked by WLAN, it is fair for WLAN AP to regard both new call and handoff requests with same priority, i.e., ( )
, at any time t.
• If the integration is the corporate mode, handoff calls from a certain UMTS network operator during a certain period T, for example, from network operator A at noon, can be regarded with a higher priority than other call requests from any other operators and new call requests from the WLAN. Furthermore, if the handoff calls are from other network during the specified T, then handoff calls and new calls are regarded with same priority, similar to public mode. So for corporate policy, we define that • For residential mode interworking, the higher priority is given to the services of WLAN. 
Admission Control Policy
The call admission control provides long-term transmission quality for both RT and NRT services by limiting the number of call connections into the system to avoid congestion. To admit a new RT service request, there has to have sufficient time length left in CAP to satisfy bandwidth and delay requirement specified by TSPEC, as well as the system packet loss ratio requirement. On the other hand, for NRT service, a minimum throughput for each class should be maintained after admitting an NRT service request.
In regular cellular networks, a portion of resource (e.g., channel) is usually reserved for services with high priority. When there is a request with low priority, the network will check if the available resource is greater than the reserved amount. If so, the request will be admitted. Otherwise the call will be dropped. When there is a request with high priority, the request will be admitted as long as there is resource available. In this way, the blocking/dropping probability of the services with high priority is lowered. The Guard Channel scheme is suitable for a system in which the admission decision will be made whenever there is a request. Since you never know when there is a request with high priority due to the dynamic arrivals, some resource needs to be reserved to accommodate the request in the future. However, the major drawback of this socalled "Guard Channel" scheme is the inefficiency due to the reservation. If there are not much requests with high priority, some resource reserved will never be used, resulting in a waste.
This "Guard Channel" concept is not suitable for WLAN, since the admission decision is not made upon the receipt of a request. During a certain time of period, the AP will accumulate all the requests including the new calls and handoff calls. At the beginning of each SI, the AP will make the admission decisions and schedule the resource allocation for those requests at one time. Therefore, it is unnecessary to reserve resource for requests with higher priority. Specifically, AP will sort all the requests according to the descending order of priority. In general, CBR services have highest priority due to the delay-sensitive nature, followed by VBR services, and NRT services last. According to the priority assignment policy for the integrated networks, the RT requests from the system with high priority will be put the first, followed by the RT requests from the system with low priority. The NRT requests will be put at the end beginning with those NRT requests from the high priority system. Among the RT services with the same priority, the CBR services will be put before the VBR services. For example, consider the residential mode, in which the new call requests from WLAN have higher priority than the vertical handoff requests from UMTS. Then the requests should be sorted as: WLAN CBR, WLAN VBR, UMTS CBR, UMTS VBR, WLAN NRT, and UMTS NRT.
The RT request with the highest priority will be first considered for admission and resource allocation according to the admission control policy. If there is resource left after admitting that RT request, the RT request with the second highest priority will then be considered for admission. And the process keeps going until all the resource is exhausted or all the RT requests are considered. In this way, the blocking/dropping probability for users with higher priority will be lower compared with those users with lower priority. At the end of the CAP, AP will give up polling and system converts to EDCF mode for NRT services.
To admit a new RT service request with class i traffic, there has to have sufficient time length left in CAP to satisfy bandwidth and delay requirement specified by TSPEC, that is, ) (η In summary, the admission control policy for RT service is as follows:
where o P is the maximum acceptable system packet loss.
On the other hand, although NRT services are insensitive to delay, they are expected to have throughput constraints to avoid system congestion and inefficiency of resource utilization. We assume that the number of a NRT class-k, ∈ k {H+M+1, , , H+M+L} is NRT k n . From research in [8] , the expected bandwidth or throughput for class-k station after admitting a class-k NRT service is derived as,
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where A k is the expected proportional bit number of a class-k will be transmitted in a successful period, S ξ is the average time length of a successful period in a transmission cycle, C ξ represents the average time of all collision periods during a transmission cycle, I
ξ is the average idle period length during a transmission cycle [8] .
is the ratio of CP in one SI at time t, which satisfies NRT service request will be admitted if a minimum throughput for each NRT service should be maintained after admitting that NRT service request.
In summary, the admission control policy for NRT service is as follows: 
V. Simulation and Numerical Results
Without losing the generality, we assume that there are three traffic classes: voice (CBR RT), video (VBR RT), and FTP (NRT). The minimum throughput requirements for FTP service is 20K bits/s and average service time is 100s. Referenced from [1, [6] [7] [8] [9] , the parameter values of voice and video are shown in Table 1 . We use OPNET simulator that is a powerful discrete event-driven networking simulator.
(a) MAC parameters (b) traffic parameters Table 1 . system parameters Simulation results on packet loss with the time are shown in Figure 3 . The average calling rates of voice and video are both 0.1 call per second. Comparing TGe, ImTGe, and IIT algorithms, we can see that TGe causes the largest packet loss, followed by IIT causes the smallest, as shown in Figure 3 (a) and(b), This is due to the fixed TXOP duration of the TGe scheduler that cannot accommodate the variable-size bursts of video traffic. Since the ImTGe scheduler can allocate additional more time length than the scheduled one to bursty video traffic, the packet loss for ImTGe is reduced compared with TGe. In addition to allocate more time length to video traffic in the current SI as in ImTGe, the IIT algorithm further makes use of idle time period within the scheduled time length for voice services in the next SI to accommodate the bursts left during the current SI, thus, the IIT algorithm achieves the minimum packet loss.
(a) PL of TGe (b) PL of IIT Figure 3 . Packet loss probability Figure 4 depicts the blocking probability for video and voice new calls, if we consider public mode, in which handoff calls have same priority with new calls in WLAN. So a call, no matter new call or handoff, will be blocked when QoS constraint(s) in system cannot be satisfied after admitting the new call. We consider a system with large traffic load, in which the calling rates for voice and video are 0.4 call per second and 0.2 call per second on average, respectively. We can see that the blocking rates of TGe for both voice and video connections are higher than those of IIT algorithm, when we apply the same QoS requirements, including target PLR and bandwidth requirements for both schedulers. This is because that the IIT scheduler makes use of possible idle time in each SI to accommodate the bursts, in addition to scheduled time slots, and thus is able to provide lower PLR. However, the TGe scheduler only schedules the time length one time based on the efficient average packet generation rate specified in TSPEC without ever considering the bursts of video traffic. So TGe's blocking probability is larger than IIT's. Figure 5 shows how the admission control policy affects the total throughput over NRT data services as we vary the NRT traffic load. We set R MAX as 90% and the average PHY rate as 200kbps. We consider two situations: low RT traffic (LR) with calling rates of voice and video as 0.1 call per second and 0.01 call per second on average, and high RT traffic (HR) with calling rates of voice and video as 0.4 call per second and 0.1 call per second on average. As shown in Figure 5 , the NRT data with LR traffic services in general can achieve higher throughput than with HR traffic, because RT services have higher priority than NRT data services and consequently more resources are allocated to RT services in HR case within each SI, which is shared by both RT and NRT services. As the number of data call requests increases, the average throughput with and without CAC decreases drastically due to more collisions among admitted stations. However, since a minimum throughput for NRT data services can be guaranteed by implementing the admission control in our algorithm, some new data service call requests are blocked and the real system throughput is maintained about 20Kbps/station. In contrast, the throughput without CAC support mode will decrease continuously due to more and more severe collision Figure 4 . Blocking probability Figure 5 . Throughput vs. calling rate Figure 6 shows the vertical handoff dropping and new call blocking probability versus overall RT new call arrival rate that include voice and video new calls. We can see both new call blocking and handoff dropping probability will increase with the increasing of the overall new call arrival rate. In residential mode (R-Mode), higher priority is provided for new calls in WLAN than for handoff calls from UMTS, and reservation factor i ν for voice and video are both given as 0.1.
At any given arrival rate, the handoff call dropping probability is higher than new call blocking probability. Due to more stringent constraint of packet loss outage and more bandwidth requirement, inherently, voice handoff have higher priority over video handoff and handoff dropping / new call blocking probability are lower than video calls shown in the figure. For public mode (P-Mode) in which no reservation is made due to same priority of new calls and handoff calls, the call blocking and handoff dropping probability should be same, and the curve lies between dropping and blocking probability of RMode. Figure 6 . BP/ DP vs. n λ
VI. Conclusion
A joint scheme is developed to support heterogeneous services and enhance the QoS provisioning for IEEE 802.11 WLAN coupled with UMTS cellular network. Specifically, we adopt a scheduling algorithm in the link layer to support QoS for RT services in WLAN. The scheduling algorithm makes use of the idle system time to reduce average packet loss of real-time services, while satisfying required transmission delay and bandwidth of all RT services. Considering future WLAN coupled with UMTS cellular network, we propose a policybased call admission control scheme at the network layer to provide QoS for the system in long term. The proposed CAC takes into account not only the service type but also the priority between two different systems. The proposed CAC protects QoS of the link layer and reduces the blocking/dropping probability for services with high priority.
