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ABSTRACT
The objective of the work presented in this thesis is to apply advanced high-resolution
solid-state NMR methods for the structural characterisation of organic crystalline sys-
tems, specifically active pharmaceutical ingredients (APIs). The determination of the
crystal packing is an important stage in the development of new APIs, and solid-state
magic angle spinning (MAS) NMR is well suited to complement existing techniques.
Improvements in spectral resolution in recent years have led to the development of
homonuclear correlation experiments capable of identifying intermolecular proximities
between 1H nuclei. These experiments provide a powerful probe of the local environ-
ment of each 1H nucleus in the three-dimensional structure, and the majority of the
research presented in this thesis is focussed on the development of detailed analysis
methods that may be used to extract more detailed structural information from 2D
solid-state NMR correlation spectra.
Throughout this thesis, experimental solid-state NMR results are analysed along-
side computational data, including density matrix simulations of experiments and first-
principles calculations of shielding tensors. The results of simulations of a 1H DQ
(double-quantum) correlation experiment are compared to experiment, in order to in-
vestigate the dependence of the DQ build-up (change in peak intensity as a function
of the recoupling pulse duration) on the precise nature of the dipolar coupled proton
network. It is found (for a simple dipeptide) that quantitative information on the rel-
ative H–H distance may be obtained by comparison of the maximum intensity reached
in the corresponding 1H DQ build-up curves. This method is then applied to pharma-
ceutically relevant systems. It is shown that differences between two polymorphs of an
API may be identified in the 1H DQ build-up of particular peaks, and, following the
analysis for the dipeptide, this difference may be ascribed to differences in specific in-
termolecular distances. In the study of a second API, γ-indomethacin, it is shown that
the standard 1H DQ experiment provides insufficient resolution to identify specific DQ
peaks. A recently developed 1H(DQ)–13C correlation experiment is used to exploit the
higher resolution in the 13C dimension, hence allowing the extraction of DQ build-up
curves which may be used, in conjunction with simulations, to obtain structural data.
Finally, a recently discovered polymorph of the API ibuprofen is studied using
13C CPMAS (cross polarisation) solid-state NMR. Through the use of first-principles
calculations, the 13C spectra of both the well known and new polymorphs are assigned,
and the conversion of an amorphous solid to the new polymorph is monitored through
the use of temperature-controlled solid-state NMR experiments.
x
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CHAPTER
ONE
INTRODUCTION
1.1 Solid-State NMR Background
The field of nuclear magnetic resonance (NMR) has experienced an extraordinary pace
of development since the first observations of NMR signals from bulk materials, in
experiments performed independently by Purcell [2] and Bloch [3] and co-workers in
1946. It is notable that although some of the initial experiments by both Purcell and
Bloch were performed on solid samples, the majority of the development in NMR for
many years was focussed on liquids. A simple NMR experiment performed on a static
solid sample will usually result in a broad featureless peak, due to the many anisotropic
interactions present in a solid sample. Solution-state NMR is unencumbered of such
considerations due to the rapid and essentially random molecular motion inherent to
liquids, which results in an averaging of anisotropic interactions over an extremely
short time-scale. Consequently, high resolution NMR spectra are readily obtainable
from solutions and so the technique has become a routine analytical tool in many
branches of chemistry.
Despite the inherent difficulty of performing NMR experiments on solid-state sam-
ples, a wealth of information unobtainable by other spectroscopic techniques is poten-
tially available if these problems can be overcome. For many practical applications, it
is useful to study the solid, rather than a solution. For example, the work presented
in later chapters of this thesis is principally concerned with the use of NMR to inves-
tigate the way in which organic molecules pack together in the solid state. In order
1
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to obtain useful information from an NMR spectrum of a solid sample, the resolu-
tion of the spectrum must be improved. The most widely applied method to reduce
the width of spectral lines in solid-state NMR is magic-angle spinning (MAS). This
technique involves rapid rotation of the sample about an axis inclined at an angle of
arctan
√
2 ≈ 54.7◦ relative to the externally applied magnetic field, which results in a
partial averaging of the anisotropic interactions.
The use of MAS to improve the resolution of a solid-state NMR spectrum was first
reported independently by Andrew et. al. [4, 5] and Lowe [6] in the late 1950s. The
advancement in MAS technology has resulted in ever increasing spinning frequencies
being achieved, with a corresponding decrease in the diameter of the rotor used to
hold the sample [7]. While MAS at relatively low frequencies (of the order of several
kilohertz) is sufficient to produce high resolution spectra for nuclei such as 13C or 15N,
it is not effective in the removal of the very strong 1H–1H or 19F–19F homonuclear
dipolar coupling interactions. Consequently homonuclear decoupling techniques, which
involve the application of high powered rf pulses to the sample, have been developed
to provide an alternative method of line narrowing in solid-state NMR experiments on
1H or 19F nuclei [8, 9].
Early examples of homonuclear decoupling techniques were designed to be applied
to static samples. In the mid-1960s Lee and Goldburg demonstrated the use of radio-
frequency (rf ) irradiation to narrow the 19F lines in a sample of calcium fluoride. Their
method involved the application of continuous, off-resonance rf to create an effective
field aligned at the magic angle to the external field [10]. The precession of the nuclear
magnetisation about this effective field resulted in an averaging of the first order dipolar
Hamiltonian, and a corresponding decrease in the line width. An alternative approach
was proposed three years later by Waugh and co-workers [11,12]. Their method, again
applied in the static case, involved the use of a series of on-resonance rf pulses of
varying phase. The use of this sequence, designated WaHuHa or WHH, resulted in an
averaging of the first and second order dipolar Hamiltonian terms. The introduction of
WHH also marked the first use of windowed decoupling sequences. Since the sequence
consisted of a series of rf pulses and delays rather than continuous irradiation, the
NMR signal could be acquired during the delays.
While homonuclear decoupling on static samples results in a narrowing of the
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spectral lines as the homonuclear dipolar coupling is reduced, broadening due to the
chemical shift anisotropy (CSA) remains. The emergence of combined rotation and
multiple pulse spectroscopy (CRAMPS) [13–15], in which multiple pulse homonuclear
decoupling schemes combined with physical rotation of the sample by MAS has there-
fore led to further improvements in spectral resolution for 1H solid-state NMR. Ex-
amples of commonly used CRAMPS sequences include frequency-switched [16] and
phase-modulated [17] Lee-Goldberg sequences (FSLG and PMLG respectively) and the
DUMBO (decoupling using mind boggling optimisation) [18] sequence. The DUMBO
sequence and in particular the eDUMBO [19] variant, which is directly optimised
through experiment, are used extensively in experiments presented in later chapters
of this thesis, in both windowed and windowless forms.
While the discussion so far has focussed on the efforts to improve the spectral resolu-
tion by removing the anisotropic interactions that cause line broadening in a solid-state
NMR experiment, a total removal of these interactions at all times during the course
of an experiment is not always desirable. Indeed, rather than representing a lack of
information, the broad featureless peak seen in a static experiment without decoupling
on a solid sample can be thought of as far too much information being presented in the
spectrum. The anisotropic chemical shift and dipolar coupling interactions that cause
the broadening are dependent on the precise arrangement of nuclei in the solid-state.
If this information can be selectively re-introduced into a high-resolution spectrum, it
provides a powerful probe of the local chemical environment of each nuclear site in the
sample.
One application of the dipolar coupling is the cross polarisation (CP) technique
in which magnetisation is transferred from one nuclear species to another, via the
heteronuclear dipolar interaction [20]. CP allows the study of less sensitive nuclei
[21, 22], such as 13C and 15N, usually with magnetisation transferred from 1H nuclei.
With the addition of magic-angle spinning and 1H decoupling during acquisition, the
CPMAS experiment [23] has become a standard technique in the study of less sensitive
nuclei and allows the acquisition of spectra in a short time-scale at natural abundance.
In addition to the use of the dipolar interaction to overcome the low sensitivity
of certain nuclei, experiments have been developed to exploit the dependence of the
interaction on the relative positions of nuclei within a solid structure. Specifically the
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magnitude of the dipolar coupling interaction depends on the internuclear distance to
the inverse third power. It therefore provides an extremely sensitive measurement of
the separation between the two nuclei. Experiments to measure the dipolar coupling
between a pair of spins use rotor synchronised pulse sequences to recouple the interac-
tion, re-introducing the dipolar coupling removed by magic angle spinning. In the case
of heteronuclear couplings, pulse sequences such as REDOR (Rotational-echo double
resonance) [24] may be used.
Much of the work presented in this thesis involves the use of the homonuclear
dipolar interaction between coupled 1H nuclei to obtain structural information. A
homonuclear approach to the measurement of the dipolar coupling is therefore required.
This relies on the use of double-quantum (DQ) filtered experiments, which excite the
DQ coherence between dipolar coupled nuclei [25]. Following the initial development
of rotor synchronised sequences for the recoupling of the dipolar interaction [26, 27],
a wide variety of different recoupling sequences have been introduced [28–31]. A two-
dimensional experiment is required, since the DQ coherence is not directly observable.
It must be allowed to evolve during an indirectly observed time dimension, before
conversion to a single-quantum coherence which results in an observable NMR signal.
DQ filtered experiments have been successfully used to measure the dipolar coupling,
and hence distance, between pairs of 13C nuclei in selectively labelled compounds [32].
A simple two-dimensional DQ experiment will result in a spectrum showing correlation
peaks for dipolar coupled nuclei at the isotropic chemical shift in one dimension, and
at sums of chemical shifts in the other. Such a spectrum acts rather like a map of the
nuclei within the sample, identifying which nuclei are in close spatial proximity.
The use of these experiments for 1H nuclei was first reported in the mid-1980s [33],
in studies of spin-clusters in deuterated materials. The increase in the available MAS
rate led to the use of 1H DQ experiments combined with fast MAS to achieve spectra
of natural abundance organic compounds, with sufficient resolution to identify DQ
peaks due to specific dipolar-coupling interactions [34–36]. The addition of CRAMPS
decoupling schemes during both t1 and t2 gave further increases in the resolution of
1H DQ spectra [37–39]. A striking example of the superior resolution provided by
CRAMPS compared to fast MAS alone is shown in reference [38], in which 1H line
widths as narrow as 0.3 ppm are shown in the direct dimension of a DQ CRAMPS
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(12.5 kHz MAS) spectrum of the dipeptide β-AspAla, in contrast to widths of 1.5 ppm
in a spectrum recorded at 30 kHz. Although recent advances in MAS technology have
resulted in modern commercially available equipment capable of spinning frequencies
in excess of 60 kHz, the resolution in 1H DQ spectra of organic solids achieved through
the use of such fast MAS still does not in general reach that for spectra acquired at
lower spinning frequencies with the addition of homonuclear decoupling.
Recent years have seen an increasing use of computational techniques in conjunction
with solid-state NMR experiments. Simulations are now regarded as an essential coun-
terpart to experiment in the field of developing new solid-state NMR techniques [40].
Several numerical simulation software packages capable of accurately reproducing ex-
perimental results are now freely available [41–43] and these have been used to study a
wide variety of areas, including double-quantum build-up [1], spin-echo dephasing [44]
and homonuclear [45] and heteronuclear [46,47] decoupling techniques.
First principles calculations based on density functional theory (DFT) also play
an important role in the investigation of crystal structures by solid-state NMR. The
CASTEP [48] program uses plane-wave pseudopotentials [49] to describe the electron
density throughout a material. The dependence of this method on periodic structure
makes it ideally suited to the study of crystalline systems. CASTEP may be used to
calculate a variety of properties of a crystalline system, including the optimum atomic
positions and, through the use of the GIPAW (gauge including projector augmented
waves) method [50, 51], the shielding effect due to electrons at each nuclear position,
and hence the chemical shift. The GIPAW approach has been successfully implemented
in the investigation of a wide range of systems in conjunction with solid-state NMR
experiments [52–61]. Both density matrix simulations and DFT calculations have been
used extensively in the work presented in this thesis to aid in the interpretation of
solid-state NMR spectra.
1.2 Polymorphism and Pharmaceuticals
In the context of crystallography, the term polymorphism describes the existence of
multiple forms of a crystalline solid, characterised by a different arrangement of the
constituent molecules [62]. These differences in intermolecular interactions can result
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in profound variations in the physical properties of the bulk material. For example,
it is easy to picture a situation whereby differences in the strength of intermolecular
bonds between two polymorphs could result in significant differences in the melting
point or solubility of the solid. The existence of multiple polymorphs of an organic
molecular crystal, under normal pressure conditions is extremely common, with research
suggesting that over one third of organic solids exhibit polymorphic behaviour [63].
The identification of polymorphs is possible by a variety of means including mi-
croscopy, thermal analysis, density measurements and diffraction experiments. Single
crystal x-ray diffraction in particular is an ideal technique to identify the differences in
crystal structure which are, by definition, present between different polymorphs of the
same molecule [62]. In contrast to diffraction techniques, solid-state NMR allows the
study of the local environment of each nucleus, rather than long range order. Conse-
quently, solid-state NMR has the potential to provide complementary information to
other structural determination techniques. Solid-state NMR remains useful in situa-
tions where a single crystal cannot be obtained, indeed a powdered sample is almost
always preferable and the technique even remains applicable to amorphous solids [64].
There are numerous examples of studies of amorphous organic samples [65–67], al-
though the spectra of such samples are likely to exhibit broader lines.
Solid-state NMR studies can reveal a wide variety of information useful in un-
derstanding the crystallographic structure of an organic material. For example, the
shielding interaction is sensitive to differences in intermolecular arrangements, hence
differences between polymorphs can be identified based on changes in isotropic chem-
ical shifts [68]. Different polymorphs of the same substance would not necessarily be
expected to have the same number of distinct molecules in the asymmetric unit cell.
This information is readily available in a relatively high resolution solid-state NMR
spectrum, such as 13C CPMAS, of an organic solid. Peaks in such a spectrum will
be split according to the number of distinct molecules, due to the slight differences
in the local electronic environment. Solid-state NMR also offers the possibility of di-
rectly investigating intermolecular interactions, such as hydrogen bonding, which would
typically be expected to differ between polymorphs [62].
Since the first reported use of solid-state NMR (13C CPMAS) to investigate poly-
morphism in 1980 [69], the majority of studies of polymorphism in organic solids by
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solid-state NMR have involved the use of the CPMAS experiment, usually applied to
13C, although 15N studies are also reasonably commonplace [70,71]. The reason for the
predominant focus on these nuclei is the ease with which high resolution spectra can be
obtained. Using only moderately fast MAS and heteronuclear decoupling, spectra of
resolution approaching that obtained from solution-state experiments can be acquired;
in many cases, the resolution is sufficient to clearly separate all peaks due to different
nuclear sites. Due to the greater difficulty in obtaining spectra of sufficient resolu-
tion, there has been considerably less use of 1H solid-state NMR in the investigation
of polymorphism. However as a result of recent improvements in resolution due to fast
MAS and homonuclear decoupling, 1H solid-state NMR experiments have been used to
differentiate between different solid forms of pharmaceutical products [72].
There are clear benefits to using 1H solid-state NMR in structural investigations
of organic solids. Due to the high natural abundance, double-quantum correlation
experiments can be performed in a relatively short time without the need for isotopic
enrichment. These experiments have been used extensively to investigate intermolecular
interactions in a variety of different systems [25, 35, 73–76]. It is therefore clear that
the 1H DQ solid-state NMR experiment has the potential to provide new insight into
the investigation of polymorphic systems.
In the context of the pharmaceutical industry, where a large number of drugs are
prepared in the form of solid tablets, polymorphism is a central concern at all stages
in the design and manufacture of a drug product. Different polymorphs of an active
pharmaceutical ingredient (API) may exhibit considerable differences in a wide variety
of physical and chemical properties, many of which have the potential to significantly
influence the performance of the drug product. There are numerous examples in the
literature of cases where the bioavailability of an API, predominantly determined by
the solubility and dissolution properties [62], differs between solid forms [77–80].
Polymorphism is also a concern for the pharmaceutical industry in regard to intel-
lectual property rights. Although variations exist between the legal systems of different
countries, in principle a patent applies only to the particular polymorphic form that
results from the process described in the patent. There are numerous examples of court
cases resulting from disputes regarding the identity and uniqueness of polymorphs and
other crystal modifications (hydrates, solvates, etc.) [62]. One particularly interesting
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case is that of the API ranitidine hydrochloride. A dispute arose between the original
manufacturer, Glaxo Group (now Glaxo SmithKline), and a manufacturer of generic
drugs over the question of which of two known polymorphs were produced by the pro-
cess described in the original patent [81]. The case was settled in Glaxo’s favour only
after analysis of the product produced by the process indicated that only the correct
polymorph could be produced, in the absence of seed crystals of the other polymorph.
For reasons such as those outlined above, the identification and characterisation of
polymorphs, and the control of the polymorph produced during drug manufacture, is of
critical importance to the pharmaceutical industry. A number of analytical techniques
can be used for this purpose, and it is clear that solid state NMR has the potential
to play a key role. Although there is already reasonably widespread use of relatively
simple experiments such as 13C CPMAS, the combination of these with more advanced
homo- and hetero-nuclear correlation experiments, and first principles calculations, will
lead to a greater understanding of the structure and properties of a wider variety of
polymorphic systems. The purpose of this thesis is to present such novel solid-state
NMR techniques for the investigation of the structural properties of organic solids, with
particular emphasis on the identification and characterisation of polymorphic forms,
and to demonstrate their application to real pharmaceutical systems.
1.3 Thesis Overview
The purpose of this thesis is to present the results of investigations into the use of
solid-state NMR techniques in the study of pharmaceutical systems, with particular
emphasis on the identification and characterisation of polymorphic forms. Chapter two
provides an overview of the relevant underlying theory in terms of nuclear magnetic
moments, and the various interactions with internal and external magnetic fields. Chap-
ter three discusses the more practical aspects of performing one and two-dimensional
NMR experiments, including the origin of the observed line shapes and the process of
phase cycling. Particular considerations relevant to solid-state NMR are then discussed.
These generally involve manipulation of the anisotropic interactions which are present
in a solid system. The techniques used to increase the spectral resolution, including
magic-angle spinning and decoupling sequences are introduced as well as recoupling
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techniques used to probe these interactions and hence extract useful information. Sev-
eral pulse sequences using these techniques are then presented. Finally there is a short
discussion of computational methods used in the analysis and interpretation of the
experimental results.
Chapter four presents the results of density matrix simulations of a 1H DQ exper-
iment, applied to small clusters of nuclei, with positions extracted from the crystal
structure of the dipeptide β-AspAla. The dependence of the DQ peak intensity on the
duration of the recoupling sequence was investigated, and the corresponding DQ build-
up curves compared to those obtained from DQ CRAMPS experiments. It was found
that the DQ build-up behaviour for a particular interaction is strongly influenced by the
associated internuclear distance, even within a dense network of strongly coupled spins.
Chapter five shows the application of the DQ build-up experiments investigated in the
previous chapter to the study of two polymorphs of an active pharmaceutical ingredient.
Density functional theory (DFT) calculations are used to optimise a crystal structure
and calculate chemical shift values, which are used in assigning the high ppm 1H peaks
due to hydrogen-bonded protons. The similarity in the 1H DQ CRAMPS spectra
of two polymorphs indicates the same intermolecular hydrogen bonding arrangement,
however subtle differences in the 1H DQ build-up behaviour of peaks corresponding to
intermolecular interactions indicate small differences in the intermolecular packing.
Chapter six presents an NMR crystallography study of the gamma polymorph of
the API indomethacin. DFT calculations are performed, both to aid in the assignment
of the 1H and 13C solid-state NMR spectra, and to investigate the effects of intermolec-
ular interactions on the 1H chemical shifts by performing calculations for an isolated
molecule. The 1H DQ CRAMPS spectrum is shown to be of limited value in terms
of 1H DQ build-up analysis, due to the inability to resolve peaks due to individual
H–H interactions, except those involving the single hydrogen bonded proton. Conse-
quently a 1H(DQ)–13C(SQ) refocussed INEPT correlation spectrum is used to transfer
magnetisation from protons involved in homonuclear DQ coherences to directly bonded
13C nuclei. The resulting spectrum enables individual peaks in the aromatic region to
be resolved, and consequently 1H DQ build-up curves for individual 1H nuclei may be
extracted.
The final experimental chapter presents the results of 13C CPMAS experiments and
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DFT calculations on two polymorphs of ibuprofen. Using calculated chemical shift val-
ues for geometry optimised structures of both the well-known, pharmaceutically used
form, and a recently discovered polymorph formed by annealing amorphous ibuprofen,
13C solid-state NMR spectra of both polymorphs are fully assigned. Variable tem-
perature solid-state NMR experiments are used to monitor the emergence of the new
polymorph from the amorphous solid, and the reconversion to the original polymorph
upon heating of the sample. Further DFT calculations are used to investigate a poten-
tial modification to the published crystal structure of the new polymorph.
CHAPTER
TWO
SOLID-STATE NMR THEORY
A solid-state NMR experiment is able to provide detailed atomic-level structural in-
formation on a sample by probing the interactions experienced by a system of nuclear
spins. In order to understand and properly interpret the results of such experiments, it
is necessary to introduce the underlying quantum mechanics describing the behaviour
of systems of nuclear spins. This chapter discusses the theory of nuclear magnetism in
relation to NMR, and applies this to describing the internal interactions, such as the
chemical shift and dipolar coupling, which are probed during an NMR experiment, and
the external interactions which allow this information to be obtained. The material pre-
sented in this chapter follows the theory and derivations presented in references [82–84].
2.1 Nuclear Magnetism
Nuclear magnetic resonance spectroscopy is concerned with the measurement of the
precession frequencies of nuclear spins in a magnetic field. Through the use of com-
plex sequences of radio-frequency (rf ) pulses to manipulate interacting nuclear spins,
detailed localised information can be obtained. Although simple NMR experiments on
systems consisting of a number of non-interacting spin-½ nuclei can be visualised using
an intuitive model of rotations of the bulk nuclear magnetism within a sample, this
approach is not sufficient to understand complex experiments involving many coupled
nuclei. An approach based on a quantum mechanical model of nuclear magnetism is
therefore required.
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2.1.1 Spin Angular Momentum
Spin angular momentum is an intrinsic property of each nuclear isotope, and takes
on discrete values of integer, or half-integer multiples of h¯. The magnetic moment of
the nucleus is directly proportional to the nuclear spin. Considering a single, isolated
atomic nucleus, with non-zero spin, in an externally applied, static magnetic field, the
energy of the spin is described by the Zeeman Hamiltonian, Hˆ which is given by
Hˆ = −µˆ ·B0 (2.1)
where B0 is the applied magnetic field and µˆ is the nuclear magnetic moment operator,
which can be defined in terms of the spin angular momentum operator, Iˆ
µˆ = γIˆ (2.2)
where γ is the gyromagnetic ratio, a constant for each nuclear isotope. By convention,
the direction of the external field is aligned along the z direction. Due to this convention,
z is commonly referred to as the longitudinal direction, with x and y referred to as
transverse. Applying this convention, equation 2.1 therefore becomes
Hˆ = −γIˆzB0
= ω0Iˆz (2.3)
where Iˆz is the z- component of Iˆ and the angular frequency, ω0, is the Larmor fre-
quency, which is related to the strength of the applied magnetic field by the gyromag-
netic ratio.
ω0 = −γB0 (2.4)
It is possible to construct a wavefunction, |ψ〉, which completely describes all prop-
erties of an atomic nucleus. For an NMR experiment, the property of interest is the
nuclear spin. To determine the spin properties of a nucleus, the wavefunction is acted
upon by the spin angular momentum operator, Iˆ. For a single nuclear spin, the opera-
tor, Iˆ2, which describes the magnitude of the nuclear spin angular momentum, and Iˆx,
Iˆy, Iˆz, which describe the Cartesian components of the spin angular momentum, are
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related by the equation
Iˆ2 = Iˆ2x + Iˆ
2
y + Iˆ
2
z (2.5)
The Iˆ2 operator commutes with the operator for only one component of the spin angular
momentum, by convention, the Iˆz operator. More specifically, the following commuta-
tion relations apply:
[Iˆ2, Iˆz] = 0 (2.6)
[Iˆx, Iˆy] = ih¯Iˆz (2.7)
where h¯ is the reduced Planck constant (h/2pi). The commutation relations for other
combinations of the Cartesian spin angular momentum operators are provided by sub-
sequent cyclical permutations. These single spin angular momentum operators may
also be expressed as 2× 2 matrices:
Iˆx =
0 12
1
2 0
 , Iˆy = i
0 −12
1
2 0
 , Iˆz =
12 0
0 −12
 (2.8)
The Iˆ2 and Iˆz operators have eigenvalues, I and m, respectively:
Iˆ2 |ψ〉 = h¯I(I + 1) |ψ〉 (2.9)
Iˆz |ψ〉 = h¯m |ψ〉 (2.10)
The value I(I+1) is the square of the magnitude of the nuclear spin angular momentum,
and m is its z component. The factor of h¯ is commonly omitted such that angular
momenta are expressed in units of h¯; this convention will be followed from here on.
I may take any integer or half integer value, with m then taking any value in the
range −I, −I + 1, to +I. All nuclei studied in this thesis have spin I = 1/2, referred
to as spin-½ nuclei. Such nuclei include isotopes of many elements commonly found
in organic molecules, such as 1H and 13C. For a spin-½ nucleus, m can have values of
+1/2 or −1/2. The Zeeman eigenstates of a spin-½ nucleus are commonly referred to
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as “spin up” for m = +1/2, denoted |α〉, and “spin down” for m = −1/2, denoted |β〉.
Iˆz |α〉 = +1
2
|α〉 (2.11)
Iˆz |β〉 = −1
2
|β〉 (2.12)
By combining the above expressions with equation 2.3, the energies of spins in each of
the Zeeman eigenstates can be found to be
Hˆ |α〉 = +1
2
ω0 |α〉 (2.13)
Hˆ |β〉 = −1
2
ω0 |β〉 (2.14)
showing that the separation in energy between the |α〉 and |β〉 eigenstates is equal to
the Larmor frequency, ω0.
An isolated spin-½ nucleus need not necessarily exist purely in either eigenstate.
In order to fully describe the spin state of the nucleus, a superposition of the Zee-
man eigenstates must be used. The contributions of each of the basis states to the
wavefunction is governed by the complex coefficients cα and cβ.
|ψ〉 = cα |α〉+ cβ |β〉 (2.15)
where the normalisation condition |cα|2 + |cβ|2 = 1 applies.
A generalised operator, Aˆ, can be represented as a matrix, where 〈r | Aˆ | s〉 forms
the element Ars:
A =
Aφ1φ1 Aφ1φ2
Aφ2φ1 Aφ2φ2
 =
〈φ1 |Aˆ |φ1〉 〈φ1 |Aˆ |φ2〉
〈φ2 |Aˆ |φ1〉 〈φ2 |Aˆ |φ2〉
 (2.16)
For the case of an operator, Aˆ acting on a spin-½ nucleus, the expectation value of Aˆ
may therefore be expressed as a matrix multiplication
〈Aˆ〉 =
(
c∗α c∗β
)Aαα Aαβ
Aβα Aββ

cα
cβ

= c∗αcαAαα + c
∗
αcβAαβ + c
∗
βcαAβα + c
∗
βcβAββ (2.17)
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where the wavefunctions |ψ〉 and 〈ψ | have been expressed as column and row vectors
respectively, the elements of which are the coefficients of the wavefunction’s eigenstates.
The expectation value of the operator Iˆz operating on |ψ〉 may therefore be expressed
as
〈Iˆz〉 = 〈ψ | Iˆz |ψ〉
=
1
2
(cαc
∗
α − cβc∗β)
=
1
2
|cα|2 − 1
2
|cβ|2 (2.18)
The values of |cα|2 and |cβ|2 therefore correspond to the probability of a measurement
of the nuclear spin in the z-direction returning a value of +1/2 or −1/2 respectively.
As implied by the commutation relations expressed in equations 2.6 and 2.7, the
operators Iˆx and Iˆy do not share the | α〉 and | β〉 eigenstates. The effect of these
operators is to convert between |α〉 and |β〉
Iˆx |α〉 = 1
2
|β〉 (2.19)
Iˆx |β〉 = 1
2
|α〉 (2.20)
Iˆy |α〉 = 1
2
i |β〉 (2.21)
Iˆy |β〉 = −1
2
i |α〉 (2.22)
The expectation values of the transverse spin angular momentum operators are also
expressed in terms of the coefficients cα and cβ.
〈Iˆx〉 = 1
2
(cαc
∗
β + cβc
∗
α) (2.23)
〈Iˆy〉 = 1
2
i(cαc
∗
β − cβc∗α) (2.24)
2.1.2 Density Operator Theory
The expression for the expectation value in equation 2.17 shows that the expectation
values of Aˆ are comprised of the products of the coefficients cα and cβ. This can also be
seen in the more specific case of the expectation values of the spin angular momentum
operators in equations 2.18, 2.23 and 2.24. It is therefore useful to define the density
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matrix, ρ as
ρ =
cα
cβ
(c∗α c∗β
)
=
cαc∗α cαc∗β
cβc
∗
α cβc
∗
β
 (2.25)
Taking the product of the density matrix and A produces a matrix with terms of the
form cαc
∗
αAαα such as those that appear in the expectation value of Aˆ
ρA =
cαc∗α cαc∗β
cβc
∗
α cβc
∗
β

Aαα Aαβ
Aβα Aββ

=
cαc∗αAαα + cαc∗βAβα cαc∗αAαβ + cαc∗βAββ
cβc
∗
αAαα + cβc
∗
βAβα cβc
∗
αAαβ + cβc
∗
βAββ
 (2.26)
Inspection of the above matrix reveals that the terms in the expectation value of Aˆ lie
on the principal diagonal. The expectation value may therefore be found by taking the
trace of the matrix
〈Aˆ〉 = Tr(ρA) (2.27)
The above description of the density matrix is limited to the case of a single spin-
½ nucleus, however the power of the density matrix formalism lies in the ability to
describe large systems comprised of many nuclear spins. In a more general case, the
density operator, ρˆ, may be defined as
ρˆ = |ψ〉〈ψ | (2.28)
where the overbar signifies an ensemble average over the entire system under consid-
eration. The corresponding density matrix consists of elements ρrs defined in terms of
the density operator, as in equation 2.16:
ρrs = 〈r | ρˆ |s〉 (2.29)
For the case of an ensemble of non-interacting systems of isolated spin-½ nuclei, each
nucleus may be described by a superposition of the states | α〉 and | β〉, as previously
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described in equation 2.15. The coefficients cα and cβ may be expanded in terms of an
amplitude, a and a phase, φ:
|ψ〉 = aαeiφα |α〉+ aβeiφβ |β〉 (2.30)
The density matrix describing the system is therefore
ρ =
 aαa∗α aαa∗βei(φα−φβ)
aβa∗αei(φβ−φα) aβa∗β
 (2.31)
For simplicity of notation, the overbars will be omitted in subsequent expressions,
where the density operator and its matrix representation, the density matrix, will
always be used to describe ensemble averages. Examining the density matrix in the
above expression, and comparing to the expectation values of Iˆz, Iˆx and Iˆy in equations
2.18, 2.23 and 2.24 it is clear that the elements on the principal diagonal of the density
matrix correspond to the expectation values of the Iˆz operator. These are known as the
populations of the |α〉 and | β〉 states. Similarly, the off-diagonal elements are related
to the expectation values of the Iˆx and Iˆy operators. The phase dependence of these
terms is such that if the phases of the individual spin systems comprising the ensemble
are the same, then eiφα−φβ will in general have some non-zero value, and a coherence
will exist between the systems. Conversely, if the values of the phases are random, over
the ensemble average the value of eiφα−φβ will be zero and therefore no coherence will
exist. These off diagonal elements are therefore referred to as coherences.
The density matrix representation of a spin system is easily expanded to accommo-
date systems comprised of coupled spins. A dipolar coupled spin pair may be described
by a wavefuntion with eigenstates such as | ββ〉 (both spin-down) analogous to the
eigenstates of an isolated spin-½ nucleus in equations 2.11 and 2.12. The wavefunction
may be expressed in terms of the corresponding eigenvalues cαα, cαβ, cβα and cββ :
|ψ〉 =

cαα
cαβ
cβα
cββ

(2.32)
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Figure 2.1: (a) energy level diagram for a system comprised of two coupled spin-½
nuclei. (b) graphical representation of zero-quantum (black), single-quantum (red) and
double-quantum (blue) coherences in a coupled spin-½ pair.
These states may be represented as an energy level diagram, with the αβ and βα states
degenerate, as shown in figure 2.1(a).
The density matrix describing an ensemble of coupled spin-½ pairs is therefore
ρ =|ψ〉〈ψ |
=

cααc
∗
αα cααc
∗
αβ cααc
∗
βα cααc
∗
ββ
cαβc
∗
αα cαβc
∗
αβ cαβc
∗
βα cαβc
∗
ββ
cβαc
∗
αα cβαc
∗
αβ cβαc
∗
βα cβαc
∗
ββ
cββc
∗
αα cββc
∗
αβ cββc
∗
βα cββc
∗
ββ

(2.33)
The principal diagonal terms (cααc
∗
αα, cαβc
∗
αβ etc.) again correspond to the popula-
tions of the individual eigenstates of the coupled system. The remaining terms are
coherences linking these states. The coherences are classified according to the differ-
ence in the quantum number, m, of the states they link. Consequently cαβc
∗
βα and
its complex conjugate cβαc
∗
αβ are described as zero-quantum coherences, cααc
∗
ββ and
cββc
∗
ββ as double-quantum coherences and the remaining terms as single-quantum co-
herences. A graphical representation of these terms on an energy level diagram for a
two-spin system is shown in figure 2.1(b). In comparison with the density matrix for
an ensemble of isolated spin-½ nuclei in equation 2.31, it is notable that a system of two
(or more) coupled spin-½ nuclei is required for a double-quantum coherence to exist.
The double-quantum coherence may therefore be probed to investigate the spin–spin
interactions in a system.
In the context of a practical NMR experiment, only in-phase single-quantum co-
herences are detectable. Thus for other coherences to be probed they must first be
converted to a single-quantum coherence.
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2.1.3 Evolution of the Density Operator
Since the density matrix represents a complete description of the nuclear spin system,
it provides a convenient way of following the evolution of such a system under a Hamil-
tonian. This permits the calculation of the state of a nuclear spin system at any stage
of an NMR experiment, providing Hamiltonians for all relevant interactions are known.
Differentiating the density operator with respect to time gives
dρˆ(t)
dt
=
d
dt
(|ψ〉〈ψ |)
=
(
d
dt
|ψ〉
)
〈ψ | + |ψ〉
(
d
dt
〈ψ |
)
(2.34)
The time dependent Schro¨dinger equations for |ψ〉 and 〈ψ | are
d
dt
|ψ〉 = −iHˆ |ψ〉 (2.35)
d
dt
〈ψ | = i〈ψ | Hˆ (2.36)
Substitution of these expressions into equation 2.34 gives:
dρˆ(t)
dt
= −iHˆ |ψ〉〈ψ | +i |ψ〉〈ψ | Hˆ
= −i
[
Hˆ, ρˆ(t)
]
(2.37)
This is known as the Liouville-von Neumann equation and may be solved subject to
the approximation that the Hamiltonian is constant with respect to time. In practice,
this is a valid assumption provided that the Hamiltonian is considered over a small
time interval, dt. Under conditions of a time-constant Hamiltonian, the solution to the
Liouville-von Neumann equation is:
ρˆ(t) = e−iHˆtρˆ(0)eiHˆt
= Uˆ(t) ρˆ(0) Uˆ(t)−1 (2.38)
The term Uˆ(t) is known as a propagator. Propagators may be formulated to describe
different interactions experienced by a system of nuclear spins, for example, chemical
shielding or dipolar coupling. In the case of time-dependent Hamiltonians, the solution
2.1. NUCLEAR MAGNETISM 20
in the above expression becomes
ρˆ(t) = Tˆ e−i
∫ t
0 Hˆt
′dt′ ρˆ(0) ei
∫ t
0 Hˆt
′dt′ (2.39)
where the Dyson time ordering operator, Tˆ , is required in situations where Hˆ does not
commute with itself at different times.
2.1.4 Product Operators
Product operators provide an alternative method of describing NMR experiments [85].
While the use of product operators is limited to situations of weak coupling, this remains
useful for describing experiments which exploit the J -coupling interaction.
In the case of a single spin system, the operators Iˆx, Iˆy and Iˆz, corresponding to
the x, y, and z magnetisation of a single spin respectively (expressed in matrix form
in equation 2.8), suffice to describe the experiment in a manner equivalent to a simple
vector model. In a system of two coupled spins, I and S (which may describe either like
or unlike nuclei), the matrix representations of the Iˆx, Iˆy and Iˆz operators are found
by taking the direct product of the matrices for a single-spin system (equation 2.8) and
the identity matrix. For Iˆx:
Iˆx =
0 12
1
2 0
⊗
1 0
0 1
 =

0 0 12 0
0 0 0 12
1
2 0 0 0
0 12 0 0

(2.40)
Similarly for Iˆy and Iˆz:
Iˆy =

0 0 −12 i 0
0 0 0 −12 i
1
2 i 0 0 0
0 12 i 0 0

, Iˆz =

1
2 0 0 0
0 12 0 0
0 0 −12 0
0 0 0 −12

(2.41)
The corresponding S spin operators may be similarly found by reversing the order of
the direct product. It is notable that the Iˆz operator contains elements only on the
principal diagonal, corresponding to populations of eigenstates, whereas the Iˆx and Iˆy
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operators contain only off-diagonal elements, corresponding to the coherences linking
those states.
The power of the product operator approach lies in the creation of two-spin opera-
tors describing coupled systems. These operators are formed from the products of the
single-spin operators. Under the influence of a J coupling between two spin-½ nuclei
(JIS), the Iˆx operator evolves with time as:
Iˆx→Iˆx cos(piJISt) + 2IˆySˆz sin(piJISt) (2.42)
i.e., evolution under the J -coupling interaction results in magnetisation being created
on the S spin, from an initial state in which magnetisation exists only on the I spin.
This transfer of magnetisation is exploited in experiments such as INEPT, which will
be discussed in chapter 3.
2.2 Solid-State NMR Interactions
In a solid-state NMR experiment, it is necessary to consider interactions both between
the nuclear spin system and the external environment, and between multiple nuclear
spins. The external interactions due to the applied magnetic fields are the methods
used to probe or manipulate the internal interactions, which provide useful information
on the sample.
2.2.1 Interaction Hamiltonians
The total nuclear spin Hamiltonian, Hˆtotal is comprised of components due to the
interactions with external fields, and internal spin–spin interactions. These components
can then be broken down further into contributions from the specific interactions
Hˆtotal = Hˆext. + Hˆint.
= HˆZ + Hˆrf + Hˆσ + HˆD + HˆJ + HˆQ (2.43)
where HˆZ and Hˆrf are the external interactions (Zeeman and rf pulses, respectively)
and the Hˆσ, HˆD, HˆJ and HˆQ terms represent the internal interactions (respectively:
chemical shielding, dipolar coupling, J coupling and quadrupolar interaction).
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It is clear from the above that if appropriate Hamiltonians can be formulated for all
interactions present in the system, the evolution of the density operator can be followed
using the method presented in the previous section.
The general form for the Hamiltonian of a particular interaction, A˜, is
HˆA = IˆA˜Sˆ
=
(
Iˆx Iˆy Iˆz
)
Axx Axy Axz
Ayx Ayy Ayz
Azx Azy Azz


Sˆx
Sˆy
Sˆz
 (2.44)
where A˜ is a second rank tensor describing the interaction, Iˆ is a spin operator and Sˆ
may be either a second spin operator, or an operator representing an external field.
For each interaction, a principal axis system (PAS) can be defined, such that the
interaction tensor is diagonal. Hence the interaction Hamiltonian in the PAS, HˆPA , is
HˆPA = IˆA˜
P Sˆ
=
(
Iˆx Iˆy Iˆz
)
Axx 0 0
0 Ayy 0
0 0 Azz


Sˆx
Sˆy
Sˆz
 (2.45)
This principal axis system is useful when describing individual interactions; however,
tensors of different interactions do not, in general, share the same PAS. For example, in
the case of the dipolar coupling the PAS is defined by the internuclear vector, whereas
the PAS of the shielding tensor depends on the electronic environment.
In NMR experiments, it is often necessary to consider multiple frames of reference,
and to be able to transform between these frames, for example, transforming from the
PAS of a dipolar coupling interaction to the lab frame.
2.2.2 Rotations: Euler Angles and Spherical Tensors
Transformations between different reference frames are expressed in terms of Euler
angles. These are a set of three angles, denoted α, β and γ, which fully describe the
transformation of one set of three orthogonal axes to another by successively performing
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X Y
Xa
Ya= Yb
Xb Xc
Yc
α
β
γ
α
β
γ
Zb= Zc
Z = Za
Figure 2.2: Rotation of a set of orthogonal axes (X,Y,Z) through Euler angles α, β and
γ. The figure shows each stage of the rotation (colour coded). Initial axes are shown in
red followed by blue (one rotation), green (two rotations) and yellow (three rotations -
final axes). Grey grid lines are aligned to the initial axes.
rotations about different axes. The rotation, R is expressed as
R(α, β, γ) = Rz(α)Ry(β)Rz(γ) (2.46)
This expression describes the three rotations necessary to move between any two frames.
Considering an “intial” set of three axes X, Y , and Z, the first rotation is about the
Z axis by an angle α. This creates a new set of axes, Xa, Ya and Za. A rotation about
the Ya axis by an angle of β is then performed, resulting in axes Xb, Yb and Zb. The
final rotation is by an angle of γ about the Zb axis, giving the final Xc, Yc and Zc axes.
A graphical representation of the rotation of a set of axes through a set of Euler angles
is shown in figure 2.2.
Transformations between reference frames are more easily achieved by expressing
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interaction Hamiltonians in terms of spherical tensors.
Hˆ =
2∑
j=0
+j∑
m=−j
(−1)mAjmTˆj−m (2.47)
where the tensors Ajm and Tˆj−m are the spatial and spin components of the Hamil-
tonian, respectively. Changes to the reference frame due to rotations affect only the
spatial components. The subscripts j and m refer to the rank of the tensor and the
order of the tensor component, respectively. From the limits imposed on the values
of j and m, it is clear that there are nine possible spatial spherical tensors. These
tensors can be expressed in terms of the components of the Cartesian tensors, and will
be defined as such when necessary.
It is, however, notable that the spherical tensors A00, A20 and A2±2 are the only
spatial spherical tensors to have a dependence on the diagonal elements of A, therefore
only these four components can appear in the equation for the Hamiltonian in the PAS:
HˆPASA = A
PAS
00 Tˆ00 +A
PAS
20 Tˆ20 +A
PAS
22 Tˆ2−2 +A
PAS
2−2 Tˆ22 (2.48)
The primary advantage of working with spherical tensors comes when moving be-
tween reference frames using a rotational transformation. The rank of a spherical tensor
is invariant under rotation - this feature greatly reduces the complexity of performing
such an operation. In general, a tensor Ajm is converted into a sum of tensors of the
same rank, but of different orders
R(Ajm) =
+j∑
m′=−j
Djm′m(α, β, γ)Ajm′ (2.49)
where the terms Djm′m(α, β, γ) are the Wigner rotation matrices. This shows that
a rotation operation may be simplified to a matrix multiplication involving only the
spatial spherical tensors. The Djkl(α, β, γ) terms may be defined in terms of the reduced
Wigner rotation matrix elements, djkl(β), which are trigonometric functions:
Djkl(α, β, γ) = exp(−ikα) djkl(β) exp(−ilγ) (2.50)
The interaction tensor in the lab frame can therefore be found by rotation by the set
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of Euler angles linking the PAS to the lab frame:
AˆLABjm′ =
+j∑
m=−j
Djmm′(αPL, βPL, γPL)A
PAS
jm (2.51)
2.2.3 High Field Approximation
The expression for an interaction Hamiltonian in terms of spherical tensors in equation
2.47 may also be simplified by applying the high field, or secular, approximation. This
approximation relies on the large magnitude of the externally applied magnetic field,
resulting in the Zeeman Hamiltonian being the dominant term in equation 2.43. First
order perturbation theory may then be applied:
HˆTotal = Hˆ0 + Hˆ1 (2.52)
where
Hˆ0 = HˆZ
Hˆ1 = Hˆrf + Hˆσ + HˆD + HˆJ + HˆQ (2.53)
i.e., the non-Zeeman interactions are treated as perturbations to the Zeeman Hamilto-
nian. From this approximation, it follows that the eigenfunctions of the perturbation
must be eigenfunctions of the Zeeman Hamiltonian. This allows the simplification of
the Hamiltonian, as the only terms that will contribute to the spin energy levels are
those that commute with the Zeeman Hamiltonian. More specifically, the following
commutation relation applies:
[
Iˆz, Tˆjm
]
= mTˆjm (2.54)
This relation shows that only when m = 0 will the commutator equal zero.
2.3 Interactions With External Fields
External interactions can be broken down into interactions between the nuclear spin
system and the static, B0 field, and interactions with the magnetic field due to the
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application of rf pulses. Considering first the interaction with the B0 field, the initial
state of the system, before the application of any rf pulses, can be described by finding
the density operator at thermal equilibrium.
2.3.1 Zeeman Interaction
The Zeeman interaction is the interaction between a nuclear spin and the external static
magnetic field. When expressed in the manner presented in equation 2.44, the Zeeman
interaction Hamiltonian (for a magnetic field aligned along the z -axis) is:
HˆZ = IˆZ˜Bˆ
= −
(
Iˆx Iˆy Iˆz
)
γ

1 0 0
0 1 0
0 0 1


0
0
B0

= ω0Iˆz (2.55)
This gives the same result previously stated in equation 2.3 (except the now omitted
factor of h¯). From this equation it follows that the equilibrium density operator is:
ρeq =
e−βω0Iˆz
Tr
(
e−βω0Iˆz
) (2.56)
where kB, the Boltzmann constant and T , the temperature, are contained in the term
β = 1/kBT . In the case of high temperatures (in this case “high temperature” means
any value of T above a very small fraction of a Kelvin, thus this is in practice always
the case for NMR experiments), the approximations β  1, and en ≈ 1 + n may be
applied. The above expression is now simplified to:
ρeq =
1
Tr(1− βω0Iˆz)
− βω0
Tr(1− βω0Iˆz)
Iˆz (2.57)
=
1
Tr(1)
− βω0
Tr(1)
Iˆz (2.58)
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which, given that Tr(1) = 2N for a system of N spins, and assuming N is very large,
gives the density operator at thermal equilibrium as
ρeq ∝ Iˆz (2.59)
Hence the density matrix only contains terms on the principal diagonal, i.e. only terms
corresponding to the populations of the Zeeman eigenstates. This is an important result
as this state of thermal equilibrium is assumed at the start of an experiment. This is
a valid assumption provided sufficient time is allowed between successive experiments
to allow the system to relax back to this state.
2.3.2 Radio-Frequency Pulses
In order to create coherences, a pulse (or series of pulses) of current oscillating at a
frequency close to ω0, referred to as an rf pulse, is passed through a coil wrapped
around the sample. This generates a magnetic field in the transverse plane, B1(t).
Although this field is typically much weaker than the B0 field, it can still have a strong
effect on the nuclear magnetisation if it is a resonant pulse, i.e., ωrf is close to ω0.
The form of the B1(t) magnetic field during the duration of the pulse is (assuming
a pulse oscillating along the x -direction):
B1(t) = i 2B1 cos(ωrf t+ φ) (2.60)
where i is the unit vector aligned along the x -axis. This oscillation may be broken
down into two components, at frequencies ±ωrf
B1(t) = iB1
(
ei(ωrf t+φ) + e−i(ωrf t+φ)
)
(2.61)
Only one of these components (by convention +ωrf) is considered, as the −ωrf term will
be so far off resonance as to have no significant effect on the nuclear spin.
NMR experiments are considered in the rotating frame, in which the x and y axes
precess about the z axis at a frequency equal to ωrf. In practice, this corresponds to
the experimental process of “downmixing” in which the observed signal is mixed with
the rf frequency. The magnitude of the resonance offset is typically very much less
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than ωrf (kHz rather than hundreds of MHz). This process therefore has a practical
purpose, as these lower frequencies are easier for the spectrometer hardware to digitise.
Considering a pulse inducing a magnetic field along the x -axis (a pulse of phase x )
the Hamiltonian, in the rotating frame, Hˆrf for this pulse is
Hˆrf = ω1Iˆx (2.62)
where ω1 is the nutation frequency, ω1 = −γB1, i.e. the frequency at which the pulse
rotates the magnetisation about the x -axis (in this case). The evolution of the density
operator under the effect of this pulse may be followed using the Liouville von-Neumann
equation. The propagators formed from the above Hamiltonian may be expressed as
matrices using the relation
e±iω1tIˆx =
 cos (12ω1t) ±i sin (12ω1t)
±i sin (12ω1t) cos (12ω1t)
 (2.63)
Assuming the system starts at thermal equilibrium, ρˆ = Iˆz, and evolves only under the
influence of the rf pulse, the density matrix has the following form:
ρˆ(t) = e−iHˆtρˆ(0)eiHˆt
=
 cos (12ω1t) −i sin (12ω1t)
−i sin (12ω1t) cos (12ω1t)

12 0
0 12

 cos (12ω1t) i sin (12ω1t)
i sin
(
1
2ω1t
)
cos
(
1
2ω1t
)

=
1
2
 cos (ω1t) i sin (ω1t)
−i sin (ω1t) − cos (ω1t)
 (2.64)
Inspection of the above expression shows that in the specific case where ω1t = pi/2
(a “90◦” pulse), the population terms go to zero, while the coherence terms become
non-zero. Similarly for a 180◦ pulse (ω1t = pi), the populations are inverted.
2.3.3 Resonance Offset and Detection
Finally, it is necessary to discuss the evolution of the density operator under the influ-
ence of a resonance offset, Ω = ω0 − ωrf .
The system will be considered to initially be in a state of pure transverse magneti-
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sation, immediately following a 90◦ pulse, i.e. ρˆ = Iˆx. The Hamiltonian describing the
evolution is
HˆΩ = ΩIˆz (2.65)
In a similar manner to that previously used to calculate ρˆ(t) for evolution under an rf
pulse, the solution to the Liouville von-Neumann equation can be found:
ρˆ(t) =
1
2
 0 e−iΩt
eiΩt 0
 (2.66)
This result shows that under a resonance offset, the coherence terms of the density
matrix oscillate at a frequency Ω.
In an NMR experiment, the technique of quadrature detection is employed, in which
signals are acquired in two orthogonal directions (x and y) within the transverse plane.
This method of detection is equivalent to acting on the density matrix with the raising
operator, defined as:
Iˆ+ = Iˆx + iIˆy
=
0 1
0 0
 (2.67)
Using equation 2.27, the expression for the expectation value of an operator, the form
of the NMR signal, s(t) can be found by evaluating the trace of the product of the
raising operator and the density operator for the system as it evolves under an offset:
s(t) = Tr(Iˆ+ρˆ)
= Tr

0 1
0 0

 0 e−iΩt
eiΩt 0


=
1
2
(cos(Ωt) + i sin(Ωt)) (2.68)
Hence a cosine modulated signal is acquired in the real part, and a sine modulated signal
in the imaginary part. For the case of magnetisation precessing within the transverse
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plane it is clear that these signals correspond to the signals in orthogonal directions.
This expression for the NMR signal neglects the loss of transverse magnetisation due
to relaxation mechanisms.
2.4 Internal Interactions
In addition to the interactions described in the previous section between the nuclear
spin system and externally applied magnetic fields, there are also interactions with mag-
netic fields inside the sample, either between nuclei and electrons, or between multiple
nuclei. Without the presence of these interactions, an NMR spectrum would simply
comprise a single peak at the Larmor frequency of the nuclear species being studied,
however, by exploiting these interactions, it is possible to gain access to a large amount
of chemical and structural information. The interactions relevant to experiments de-
scribed in later chapters are the chemical shielding, the dipolar coupling and the J
coupling. These interactions will be described in individual sub-sections below. The
quadrupolar coupling is also relevant in many NMR experiments, although not so in
the context of the work presented in this thesis, as all experiments were performed
on spin-½ nuclei, which do not have an electric quadrupole moment and hence do not
couple to the electric field gradient. Therefore there will be no further discussion of the
quadrupolar interaction.
2.4.1 Chemical Shift
The shielding interaction describes the effect of the local electronic environment on the
magnetic field experienced by individual nuclear spins. The presence of the strong B0
field causes the electrons to orbit about the field, hence inducing a secondary magnetic
field, opposing the external field. This secondary field has the effect of shielding the
atomic nuclei from the external field. The magnitude of this shielding effect, and
hence the local magnetic field strength, will vary between different nuclear sites due
to differences in the distribution of electrons across a molecule. Consequently nuclei
experiencing different shieldings will precess at different frequencies, producing an NMR
signal with components corresponding to a range of resonance offsets and hence leading
to an NMR spectrum comprised of peaks at a range of frequencies.
2.4. INTERNAL INTERACTIONS 31
In practice, the frequency at which a peak appears in an NMR spectrum is expressed
as a chemical shift which is defined relative to a reference frequency. The isotropic
chemical shift, δiso, is defined in terms of the measured frequency, ω, and the reference
frequency, ωref, as:
δiso =
ω − ωref
ωref
× 106 (2.69)
The factor of 106 is required to express the chemical shift in term of parts per million
(ppm) of ωref. Expressing the frequency in this way removes the dependence on the
strength of the B0 field, allowing results obtained from experiments using different
magnet field strengths to be compared.
The shielding interaction is described by the shielding tensor, σ˜, a second rank,
Cartesian tensor. The Hamiltonian describing the shielding interaction is:
Hˆσ = γIˆ · σ˜ · Bˆ0 (2.70)
Expressed in terms of spherical tensors, the shielding interaction Hamiltonian becomes:
HˆPASσ = A
PAS
00 Tˆ00 +A
PAS
20 Tˆ20 +A
PAS
22 Tˆ2−2 +A
PAS
2−2 Tˆ22 (2.71)
where the spatial terms are expressed in terms of components of the Cartesian shielding
tensor as:
APAS00 = −γ
√
1
3
(
σPASxx + σ
PAS
yy + σ
PAS
zz
)
(2.72)
APAS20 = γ
√
1
6
(
2σPASzz − σPASxx − σPASyy
)
(2.73)
APAS2±2 = γ
1
2
(
σPASxx − σPASyy
)
(2.74)
The A00 spherical tensor is unaffected by the rotation and corresponds to the
isotropic component of the shielding interaction. The APAS20 tensor may be rotated
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from the PAS frame to the LAB frame using equations 2.51 and 2.50:
ALAB20 =
2∑
m=−2
APAS2m d
2
m0(βPL) exp(−imαPL)
= APAS20 d
2
00(βPL) +A
PAS
22 d
2
20(βPL) exp(−2iαPL) +APAS2−2 d2−20(βPL) exp(2iαPL)
= APAS20
1
2
(3 cos2 θ − 1) +APAS2±2
√
3
8
sin2 βPL (exp(−2iαPL) + exp(2iαPL))
(2.75)
In the NMR spectrum of a powder, consisting of many crystallites with random orien-
tations, the angular dependence in the shielding causes an anisotropic broadening of
the spectral lines.
In practice it is the chemical shift, rather than the shielding, which is directly mea-
sured in an NMR experiment. A corresponding chemical shift tensor, δ˜ may therefore
be defined such that the the components of δ˜ are related to the the shielding tensor
components as:
δαβ =
σαβ(ref)− σαβ
1− σαβ(ref) (2.76)
The isotropic chemical shift, δiso, chemical shift anisotropy, δaniso (CSA) and asymme-
try η are defined in terms of the elements of this Cartesian chemical shift tensor:
δiso =
1
3
(
δPASxx + δ
PAS
yy + δ
PAS
zz
)
(2.77)
δaniso = δ
PAS
zz − δiso (2.78)
η =
δPASxx − δPASyy
δaniso
(2.79)
These three parameters contain information on all of the principal components of the
chemical shift tensor, and may be used to completely describe the form of the shape of
the CSA pattern that appears in a static solid-state NMR experiment. By convention
[86], the components of the chemical shift tensor are ordered such that
|δPASzz − δiso| ≥ |δPASxx − δiso| ≥ |δPASyy − δiso| (2.80)
The concept of the chemical shift anisotropy may be understood by considering an
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Figure 2.3: (a) overlapping peaks due to different orientations of crystallites (blue)
contributing to an anisotropic chemical shift powder pattern. (b) schematic spectrum
showing positions of the principal components of the chemical shift tensor, the location
of the isotropic chemical shift, and the measurement corresponding to the chemical
shift anisotropy (for η = 0.5).
NMR experiment performed on a single crystal. In this case, all chemically identical
nuclei within the sample will be aligned with the same orientation with respect to the
magnetic field. The local electronic distribution at each of these sites will therefore be
the same, and hence a single peak at a specific chemical shift will appear in the NMR
spectrum. Considering the case for a powder comprising many crystallites at random
orientations with respect to the field, a large number of peaks at a range of different
chemical shifts will now be present in the spectrum, due to the differences in the total
magnetic field strength at each nuclear site. The result is a broad line formed from
these many overlapping peaks, as shown in figure 2.3a.
Different conventions exist for the reporting of the line shape due to the anisotropic
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chemical shift. Figure 2.3b shows the conventions used when discussing CSA in later
chapters. The isotropic chemical shift is located at the average of the three principal
component values. The chemical shift anisotropy is used to define the maximum sepa-
ration of the principal tensor components from the isotropic value. The asymmetry, η
is related to the measurement η ·δaniso in the figure. In the case of an axially symmetric
tensor, (δxx = δyy) the asymmetry has a value of zero.
2.4.2 Dipolar Coupling
The dipolar coupling arises due to the through-space interaction between nuclear spins.
As a through-space interaction, each nuclear spin interacts with every other spin via
this mechanism, however a strong dependence on the spin-spin separation (proportional
to 1/r3) limits the practical effect of this interaction in NMR experiments to relatively
short distances, on the order of several angstrom.
A system comprised of a pair of spin-½ nuclei may be represented by products of
the Zeeman eigenstates, |α〉 and | β〉. An energy level diagram for such a system was
previously shown in figure 2.1(a). The |αβ〉 and |βα〉 states are degenerate.
Following the generalised expression in equation 2.44 for the Hamiltonian due to an
interaction, the dipolar Hamiltonian is given by:
HˆD = IˆD˜Sˆ (2.81)
where D˜ is the second-rank Cartesian dipolar coupling tensor describing the interaction
between spins I and S. The discussion of the dipolar coupling in this section will focus
mainly on the homonuclear dipolar coupling case, in which the spins I and S are of the
same nuclear species. In the principal axis system of the dipolar interaction, the tensor
component DPASzz is equal to the dipolar coupling constant, bIS , which describes the
magnitude of the dipolar interaction between spins I and S, and is in units of rad s−1.
bIS = − h¯µ0
4pi
γIγS
r3
(2.82)
where µ0 is the permeability of free space, r is the internuclear separation, and the
γ terms are the gyromagnetic ratios of the two nuclear species involved in the inter-
action. Of particular importance is the 1/r3 dependence, as this term indicates the
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strong sensitivity of the dipolar interaction to the internuclear separation. This de-
pendence is exploited in experiments and simulations presented in later chapters to
investigate molecular arrangements in crystalline solids. Note that in later chapters,
dipolar couplings are expressed as:
dIS = bIS/2pi (2.83)
The D˜ tensor is traceless and axially symmetric, consequently, when expressed in
terms of spherical tensors, the dipolar Hamiltonian in the PAS is greatly simplified:
HˆPASD = A
PAS
20 Tˆ20 (2.84)
where
APAS20 =
√
6 bIS (2.85)
When rotated to the laboratory frame, using equations 2.51 and 2.50, the spatial com-
ponent of the dipolar Hamiltonian is expressed in terms of a single reduced Wigner
rotation matrix. Due to the high field approximation, presented in section 2.2.3, only
the ALAB20 term remains:
ALAB20 = A
PAS
20 D
2
00
=
√
6 bIS d
2
00
=
√
6 bIS
1
2
(3 cos2 θ − 1) (2.86)
where, in the case of a powdered sample, the angle θ for a particular crystallite lies in
the range 0 to pi, with a sin θ weighting. The Tˆ20 term is given by:
Tˆ20 =
1√
6
(
Iˆz Sˆz − 1
2
(
IˆxSˆx + IˆySˆy
))
(2.87)
Combining this spin term with the spatial term, the full expression for the dipolar
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Hamiltonian can be found:
HˆD = −bIS
(
3 cos2 θ − 1) (2IˆzSˆz − (IˆxSˆx + IˆySˆy)) (2.88)
The broadening effects of the dipolar coupling on the solid-state NMR spectrum
may be understood by examining the spin angular momentum terms in equation 2.88.
These terms may be represented as the following matrices:
2IˆzSˆz =

1
2 0 0 0
0 −12 0 0
0 0 −12 0
0 0 0 12

, IˆxSˆx + IˆySˆy =

0 0 0 0
0 0 12 0
0 12 0 0
0 0 0 0

(2.89)
From inspection of the above matrices it can be seen that the eigenfunctions of the
IˆzSˆz operator are the product Zeeman states | αα〉, | αβ〉, | βα〉 and | ββ〉. This term
therefore corresponds to a energy shift to each of the coupled states. The effect of the
IˆxSˆx + IˆySˆy is to introduce a mixing of the of the degenerate | αβ〉 and | βα〉 states.
In the more general case of many coupled spin-½ nuclei, these terms appear in the
dipolar coupling Hamiltonian for each coupled spin pair and result in a splitting of the
previously degenerate energy levels. It is this splitting that results in a wide range
of transition frequencies between the energy levels, causing the strong line broadening
effects seen in spectra of a dense dipolar coupled network of nuclear spins.
In addition to this line broadening effect, further line broadening is caused by the
orientation dependence of the
(
3 cos2 θ − 1) term, in a similar way to the chemical
shift anisotropy. The heteronuclear dipolar coupling Hamiltonian has a similar form,
although the IˆxSˆx + IˆySˆy term does not appear, resulting in broadening only due to
the orientation dependence.
In practical terms, the line broadening due to the dipolar coupling, and the chem-
ical shift anisotropy described in the previous section, severely limit the achievable
resolution in a solid state NMR experiment. Due to the anisotropic nature of these
interactions, they are effectively removed in solution-state experiments by the rapid
molecular tumbling motion experienced by the molecules. This motion cancels out the
dipolar coupling, and the anisotropic component of the chemical shift, leaving only
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isotropic interactions (the isotropic chemical shift and the J coupling). In solid-state
NMR experiments these interactions are partially removed by magic angle spinning
(MAS). The effect of this process on the anisotropic interactions will be discussed in
the next chapter.
2.4.3 J Coupling
In addition to the through-space dipolar interaction, nuclear spins may also couple in
a through-bond interaction, denoted the “J coupling”. This interaction is mediated
via the shared pair of electrons that comprise a covalent bond. As a result of the
Pauli exclusion principle, the electrons must have opposite spins eigenstates, i.e., a
spin-up electron paired with a spin-down electron. When these spins are coupled to
the nuclear spins, there exists a difference in energy levels between systems in which
the nuclear spins are aligned parallel (higher energy) and anti-parallel (lower energy).
This difference is manifested as a splitting in the spectral peaks.
Like the chemical shift, the J coupling comprises both isotropic and anisotropic
components, however the anisotropic J coupling is sufficiently small to be ignored,
particularly when compared to the magnitude of the dipolar coupling. The strength
of the isotropic J coupling is relatively small (of the order of 10-100 Hz), consequently
the splitting of peaks that may be observed in solution-state NMR experiments, is
usually lost due to the broadness of the peaks that appear in solid-state NMR spectra.
Nevertheless the J coupling remains a powerful tool in the study of solids by NMR, as
several experiments exist that exploit this interaction to transfer magnetisation across
covalent bonds, allowing the identification of directly bonded pairs of nuclei. Such
techniques are employed in experiments presented in later chapters.
CHAPTER
THREE
EXPERIMENTAL PRINCIPLES
3.1 Pulsed Fourier Transform NMR
3.1.1 One-Dimensional NMR
The simplest NMR experiment consists of applying an rf pulse to flip the bulk mag-
netisation from the longitudinal direction to the transverse plane, then observing the
precession of the magnetisation about the longitudinal direction as a free induction
decay (FID). Pulses are applied by passing a current, oscillating at a frequency of ωrf
through a coil arranged around the sample. As discussed in the previous chapter, ωrf
is close to the precession frequency of the nuclear species being studied, i.e. a resonant
pulse. The coil is then used to detect the precession of the bulk magnetisation in the
transverse plane. In order to digitise the signal, the observed signal is mixed with the
spectrometer reference frequency, ωrf (approximately ω0) such that only the resonance
offset remains, as discussed in chapter 2. It is to be noted that this is equivalent to
observing the nuclei in a frame of reference rotating at the frequency ωrf .
The mixing down of the signal is performed in such a way that it is equivalent to
detection of the signal in two orthogonal directions (x and y), a technique known as
quadrature detection. Due to the pi/2 phase difference between the signals that will
be observed in orthogonal directions, these signals, are cosine and sine functions of
the effective precession frequency, Ω. These signals may be regarded as the real and
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imaginary components of the NMR signal, s(t).
s(t) = (cos pΩt− i sin pΩt) exp (−t/T2)
= exp (−ipΩt) exp (−t/T2) t ≥ 0
s(t) = 0 t ≤ 0 (3.1)
where p is the coherence order. This expression for the NMR signal was (with the
exception of the relaxation term) derived in chapter 2 (equation 2.68). Only single-spin
single quantum coherences (p = ±1) are directly detectable in an NMR experiment,
i.e. other coherences may exist, but do not induce a current in the coil. This can be
seen by calculating the product of the raising operator (for a two spin system) with the
density matrix for a system of coupled spin-½ pairs (equation 2.33). The trace of the
resulting matrix (calculating the NMR signal as in equation 2.68) then contains only
single-quantum coherence terms. Throughout this discussion, signals will be observed
with p = −1.
In general NMR terminology, the exp (−t/T2) term in equation 3.1 describes the
loss of signal characterised by the time T2: after T2, the intensity of the FID will
have reduced to 1 − e−1 ≈ 63% of the original intensity [87]. In solids, this loss of
transverse magnetisation is better described as a dephasing of the initial coherence,
and is typically of the order of milliseconds for the crystalline organic solids studied
in later chapters of this thesis. This is very much less than the time taken for the the
system to return to an equilibrium state (ρeq ∝ Iˆz, as stated in equation 2.59), which
is similarly characterised by the time T1.
A more informative representation of the data is obtained by Fourier transformation
of the time domain signal into the frequency domain. The spectrum, S(ω) resulting
from a Fourier transform of the signal expressed in equation 3.1 is
S(ω) = A(ω)− iD(ω) (3.2)
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Figure 3.1: Absorptive (a) and dispersive (b) Lorentzian one-dimensional lineshapes,
illustrating the difference in the width of the shapes.
where the functions A(ω) and D(ω) are expressed as
A(ω) =
1/T2
(1/T2)
2 + (ω − Ω)2 (3.3)
D(ω) =
ω − Ω
(1/T2)
2 + (ω − Ω)2 (3.4)
These expressions for A and D correspond to absorptive and dispersive Lorentzian line
shapes, respectively. Each shape is centred on the resonance offset frequency, Ω. Only
the absorptive line shape is desired as it has a narrower width than the dispersive
shape (full width at half maximum height of 1/piT2 in Hz). Examples of absorptive and
dispersive line shapes are shown in figure 3.1. Furthermore, at the frequency of the
resonant offset the absorptive line shape is at its maximum value, whereas the value of
the dispersive line shape is zero, making it easier to identify the central frequency of the
shape. As such, in this idealised situation, the imaginary component of the spectrum
would simply be discarded. However, the above analysis relies on the alignment of
the magnetisation in the transverse plane lying in the x -direction, such that the real
component of the signal is a cosine function, and the imaginary component a sine
function. In practice the real and imaginary components of the spectrum both contain
some absorptive and dispersive components, and in order to achieve a pure absorptive
line shape in the final spectrum, it is necessary to take linear combinations of the real
and imaginary components. This process is described as “phasing” the spectrum.
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The importance of using quadrature detection can be seen by considering the case
in which the transverse magnetisation is measured in only one direction, in this case
the x -direction. The observed signal is now simply the cosine modulated component.
s(t) = cos Ωt exp(−t/T2)
=
exp(−iΩt) + exp(iΩt)
2
exp(−t/T2) (3.5)
When Fourier transformed, the form of the resulting spectrum will be the same as in
equation 3.2, however, the functions A(ω) and D(ω) become
A(ω) =
1
2
(
1/T2
(1/T2)
2 + (ω − Ω)2 +
1/T2
(1/T2)
2 + (ω + Ω)2
)
(3.6)
D(ω) =
1
2
(
ω − Ω
(1/T2)
2 + (ω − Ω)2 +
ω + Ω
(1/T2)
2 + (ω + Ω)2
)
(3.7)
The above expressions describe a pair of peaks mirrored at ±Ω. This shows that
only observing transverse magnetisation in one direction has resulted in an inability to
determine the sign of the offset, i.e. there is no sign discrimination.
Finally, it is to be noted that when processing the data from a real NMR experi-
ment, the spectrometer uses a discrete Fourier transform algorithm, in contrast to the
analytical Fourier transform described above. This method results in a spectral width,
SW , equal to the inverse of the dwell time (time between acquisition of data points).
The central point of the spectrum is set at Ω = 0.
3.1.2 Two-Dimensional NMR
In order to perform more sophisticated NMR experiments, for example to identify
correlations between nuclei or probe coherences that may not be directly observed, it
is possible to use experiments with more than one time dimension [88]. While the
experiments performed in this work used no more than two dimensions, it is in princi-
ple possible to extend this approach further to higher numbers of dimensions [89, 90].
Fourier transformation of a 2D time-domain data set results in a spectrum with peaks
in two frequency dimensions. 2D experiments are a commonly used technique to probe
specific interactions within a sample. For example, a heteronuclear correlation exper-
iment will excite one nuclear species, allow that coherence to evolve during the first
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Figure 3.2: (a) Pulse sequence diagram for a simple two dimensional NMR experiment.
Coherence transfer pathway diagrams for (b) a phase modulated experiment and (c)
an amplitude modulated experiment.
time delay, then transfer the magnetisation to a second nuclear species before acquiring
a FID. The resulting 2D spectrum will consist of peaks at the resonances of the pairs
of nuclei linked by the interaction used to transfer the magnetisation.
A pulse sequence for a simple generalised 2D experiment is shown in figure 3.2. The
first pulse (or sequence of pulses) creates transverse magnetisation, which is allowed
to evolve during t1. This time period is incremented in successive experiments, for
example it may have a duration of 0 µs during the first experiment, 10 µs during the
second experiment, etc. The second pulse (or sequence) converts the magnetisation
to an observable coherence, which is then acquired (using quadrature detection as in
the 1D case) in t2. In this discussion, it will be assumed that during t1and t2, the
system evolves only under the resonance offset Ω. Whereas in the one dimensional
case, a pure absorptive line shape is simply achieved by combining real and imaginary
components of the FID, in the two dimensional case, achieving absorptive line shapes
in both dimensions, with sign discrimination, is more challenging and requires more
complex methods.
Experiments may be designed using either a phase modulated or amplitude modu-
lated scheme. This depends upon the coherence transfer pathway, which is manipulated
by phase cycling as will be described in section 3.1.3. In the case of the phase mod-
ulated scheme, the form of the two dimensional signal as a function of t1 and t2 will
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be
s(t1, t2) = exp(−iΩt1) exp(−t1/T (1)2 ) exp(iΩt2) exp(−t2/T (2)2 ) (3.8)
which is simply analogous to the one dimensional NMR signal described in equation
3.1. This expression for the signal may be Fourier transformed in both dimensions
s(t1, ω2) = exp(−iΩt1) exp(−t1/T (1)2 )(A+2 − iD+2 ) (3.9)
s(ω1, ω2) = (A
−
1 − iD−1 )(A+2 − iD+2 )
= (A−1 A
+
2 −D−1 D+2 )− i(A−1 D+2 +D−1 A+2 ) (3.10)
In the above expression, the plus and minus superscripts refer to the sign of the offset
frequency. It is clear that the phase modulated sequence has achieved sign discrimina-
tion as all terms in the ω1 dimension are negative, and all terms in the ω2 dimension are
positive. However the spectrum contains a mixture of absorptive and dispersive com-
ponents. This results in peaks taking on a phase twist line shape. The contribution of
dispersive elements in these shapes leads to similar problems to the purely dispersive
one dimensional line shape, notably the large width of the lines. An example of the
real and imaginary components of a phase twist line shape are shown in figure 3.3(a)
and (b).
It is possible to achieve pure absorptive two dimensional peaks using an amplitude
modulated scheme. The evolution under both p = 1 and p = −1 coherences during t1
results in a signal of the form
s(t1, t2) = (exp(−iΩt1) + exp(iΩt1)) exp(−t1/T (1)2 ) exp(iΩt2) exp(−t2/T (2)2 )
= 2 cos(Ωt1) exp(−t1/T (1)2 ) exp(iΩt2) exp(−t2/T (2)2 ) (3.11)
Performing sequential Fourier transforms on the signal will not achieve the desired ab-
sorptive spectrum. Instead, a hypercomplex Fourier transform is required in which the
real and imaginary components are separated before performing the Fourier transform
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Figure 3.3: Two-dimensional NMR line shapes. (a) real and (b) imaginary components
of a phase twist line shape, containing both absorptive and dispersive contributions
(plotted using the real and imaginary components of equation 3.10, respectively). (c)
pure absorptive line shape, as would result from the States procedure (plotted using
the real component of the expression in equation 3.19).
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in t1.
s(t1, ω2) = 2 cos(Ωt1) exp(−t1/T (1)2 )(A+2 − iD+2 )
= (exp(−iΩt1) + exp(iΩt1)) exp(−t1/T (1)2 )(A+2 − iD+2 ) (3.12)
The Fourier transforms in t1 of the real and imaginary components of equation 3.12
are then performed separately
s(t1, ω2)
Re = (exp(−iΩt1) + exp(iΩt1)) exp(−t1/T (1)2 )A+2
s(ω1, ω2)
Re = (A−1 +A
+
1 )A
+
2 − i(D−1 +D+1 )A+2 (3.13)
s(t1, ω2)
Im = (exp(−iΩt1) + exp(iΩt1)) exp(−t1/T (1)2 )D+2
s(ω1, ω2)
Im = (A+1 +A
−
1 )D
+
2 − i(D+1 +D−1 )D+2 (3.14)
The real component of the Fourier transform of the real component is now purely
absorptive. However, sign discrimination has been lost in the ω1 dimension. Sign
discrimination may be restored by the use of the States method [91]. In addition to
recording the amplitude modulated experiment, which results in a signal of a cosine
form in t1, a second experiment is performed with the phase of the first pulse shifted by
pi/2|p| where p is the order of the coherence that evolves during t1. In the case of the
simple 2D experiment under consideration, |p| = 1, and this second signal is therefore
shifted in phase by pi/2 so as to give sine modulation in t1.
ssin(t1, t2) =
[
exp
(
−i
(
Ωt1 +
pi
2
))
− exp
(
i
(
Ωt1 +
pi
2
))]
exp(−t1/T (1)2 )
× exp(−iΩt2) exp(−t2/T (2)2 )
= 2 cos
(
Ωt1 +
pi
2
)
exp(−t1/T (1)2 ) exp(iΩt2) exp(−t2/T (2)2 )
= 2 sin(Ωt1) exp(−t1/T (1)2 ) exp(iΩt2) exp(−t2/T (2)2 ) (3.15)
Note that this sine modulated signal is denoted ssin. The cosine modulated signal in
equation 3.11 will henceforth be referred to as scos. Both scos and ssin are then Fourier
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transformed in t2.
scos(t1, ω2) = 2 cos(Ωt1) exp(−t1/T (1)2 )(A+2 − iD+2 ) (3.16)
ssin(t1, ω2) = 2 sin(Ωt1) exp(−t1/T (1)2 )(A+2 − iD+2 ) (3.17)
The real components of both scos and ssin are then combined (the dispersive imaginary
components are discarded) to form the real and imaginary components respectively, of
a new “States signal”, sStates:
sStates(t1, ω2) = Re(scos(t1, ω2)) + iRe(ssin(t1, ω2))
= 2 exp(Ωt1) exp(t1/T
(1)
2 )A
+
2 (3.18)
A final Fourier transform in t1 is then applied:
sStates(ω1, ω2) = 2(A
+
1 − iD+1 )A+2
= 2A+1 A
+
2 − 2iA+2 D+1 (3.19)
The real component of the above expression represents a spectrum with purely absorp-
tive line shapes and sign discrimination in both ω1 and ω2 dimensions. An example of
a purely absorptive 2D line shape is shown in figure 3.3(c).
3.1.3 Phase Cycling
The importance of allowing particular coherences to exist at certain times within an
NMR experiment was shown in the previous section, where the existence of both p = ±1
coherences during t1 was necessary to achieve absorptive line shapes in the 2D spectrum.
In more complex experiments, coherences are often selected to allow the system to
evolve under certain interactions, which provide useful information. For example, the
1H double-quantum experiment, which will be described in section 3.3.2, uses a series
of pulses to excite double-quantum coherence between dipolar coupled nuclei. The
coherence transfer pathway is chosen such that only p = ±2 coherences exist during
t1 and that this double-quantum coherence is reconverted to a state of p = 0 after t1.
This experiment will be used as an example in this section, as it is extensively used
throughout the experimental work presented in later chapters and involves a number of
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Figure 3.4: Pulse sequence and coherence transfer pathway diagram for the 1H DQ
correlation experiment. Further experimental details, including the construction of the
recoupling pulses will be discussed in later sections.
coherence order transitions. The pulse sequence for a generic version of this experiment
is shown in figure 3.4.
Application of rf pulses to a system of coupled spins can result in the creation of
a variety of coherence orders. The pulse, or series of pulses, may be designed to excite
particular changes in coherence with higher efficiencies than others, however allowing
only these desired coherences to evolve while removing the undesired coherences requires
the use of phase cycling.
This technique involves performing several experiments, incrementing the phases
of several of the pulses through 2pi radians over the duration of the phase cycle. For
example, a pulse undergoing a four step phase cycle will have phases in successive
experiments incremented by 2pi/4 = pi/2 radians, such that the pulse phase in the fifth
experiment has returned to the same value as in the first experiment. The phases of
the pulses are chosen such that when the transients recorded over the phase cycle are
summed, the signals due to any undesired coherence pathways interfere destructively
and cancel out, while the signal due to the desired coherence pathway remains.
The phase cycle necessary to follow a given coherence transfer pathway may be
found by the application of the following two rules:
 If the phase of a pulse, or of a group of pulses, is shifted by ∆φ, then a coherence
undergoing an change in coherence order of ∆p will experience a phase shift of
−∆φ ·∆p, as detected by the receiver.
 If a phase cycle uses steps of 360◦/N then, along with the desired coherence order
change of ∆p, pathways corresponding to a change of ∆p±nN where n = 1, 2, 3 . . .
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Table 3.1: Selection of double-quantum coherence by phase cycling.
∆p = +2 ∆p = −1
Step φA φR −∆φA∆p = −2φA Difference −∆φA∆p = φA Difference
1 0 0 0 0 0 0
2 90 180 180 0 90 90
3 180 0 0 0 180 -180
4 270 180 180 0 270 -90
will also be selected. All other pathways are suppressed.
The first rule makes reference to the phase of the receiver. While phases of pulses
produced by the spectrometer can take any value, the receiver phase is often limited to
multiples, of pi/2. A particular pathway can be selected by making the receiver phase,
φR, synchronise with the phase of the desired coherence, φR = −φ∆p. In practice, this
is achieved by multiplying the signal by −i for φR = pi/2 (i.e. switching the real and
imaginary components) and by −1 for φR = pi (i.e. inverting the FID).
It is clear from the second of the above rules that is is never possible to completely
eliminate all pathways except the desired one, however it is important to consider
which coherences can be created for a given nuclear spin system. When considering
systems of dipolar coupled nuclei, as is relevant for the 1H DQ correlation experiment,
double-quantum coherences of order |p | = 2 are created between pairs of coupled nuclei,
however significantly higher order coherences may safely be ignored.
One other relevant consideration is the predetermined states at the beginning and
end of the experiment. The density matrix at thermal equilibrium, as derived in chapter
2, has no terms corresponding to a coherence, hence p = 0. Similarly, at the end of
the experiment, the coherence p = −1 does not need to be selected as this is the only
observable coherence, therefore there is no value in cancelling out other coherences.
The result of these limitations is that the phase(s) of one pulse (or set of pulses) in the
sequence need not be cycled. In the example of the 1H DQ experiment, the first pulse
will be phase cycled to select double-quantum coherence, and the third pulse will be
phase cycled to create a coherence of p = −1 only from p = 0.
The 1H DQ sequence is a simplified version of that used to record data presented
later in the thesis. Notably, homonuclear decoupling sequences have been omitted and
the details of the recoupling sequences used are not important for understanding of the
3.1. PULSED FOURIER TRANSFORM NMR 49
Table 3.2: Full phase cycle for the DQ experiment shown in figure 3.4. Pulses A and
C are each cycled through four steps to produce the desired coherences.
Step φA −∆φA∆p = −2φA φC −∆φC∆p = φC φR = −2φA + φC
1 0 0 0 0 0
2 90 180 0 0 180
3 180 0 0 0 0
4 270 180 0 0 180
5 0 0 90 90 90
6 90 180 90 90 270
7 180 0 90 90 90
8 270 180 90 90 270
9 0 0 180 180 180
10 90 180 180 180 0
11 180 0 180 180 180
12 270 180 180 180 0
13 0 0 270 270 270
14 90 180 270 270 90
15 180 0 270 270 270
16 270 180 270 270 90
phase cycle. In practice, these blocks are formed of a combination of pulses and delays,
which have been replaced in this example by a single block. Where phase shifts between
successive experiments are derived in this example, the phases of all components of the
blocks would be incremented in a real experiment.
Considering firstly the pulse sequence element used to excite double-quantum co-
herence (labelled “A” in figure 3.4), a change in coherence order of ∆p = ±2 is required.
Using a four step phase cycle to select p = +2 (from p = 0) will also result in coherences
∆p = −2, 6,−6 . . . being selected. This successfully selects the two desired coherences,
as well as other coherences of sufficiently high orders that they may be safely neglected.
Table 3.1 shows the effect of a four step phase cycle on the first pulse, for a desired
coherence (∆p = +2) and an undesired coherence (∆p = −1). The data presented in
the table shows that the required ∆p = 2 coherence is selected as the receiver phase
follows the phase of the coherence throughout the pulse sequence. Conversely the
∆p = −1 coherence is out of phase with the receiver and hence will be cancelled out
when all four transients recorded over the phase cycle are added.
It is similarly possible to design a phase cycle for the final pulse, such that a coher-
ence change of ∆p = −1 is selected. Since only p = −1 coherence is observable, only
signal from the desired coherence pathway will then be detected. This is again achieved
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with a four step phase cycle, selecting coherences ∆p = −1, 3,−5, 7 etc. In practice,
these two phase cycles for the first and third pulses are performed in a nested fashion,
i.e., for each pulse phase value in the cycle for pulse C, the entire cycle for pulse A is
performed. The pulse phases used in the experiment are shown in table 3.2.
3.2 Solid-State NMR Techniques
Performing an NMR experiment on a solid sample requires additional considerations as
compared to a solution-state experiment. The primary difference lies in the presence of
anisotropic interactions, such as the dipolar coupling or chemical shift anisotropy, which
are rapidly averaged by the fast molecular tumbling inherent to a liquid sample. The
presence of these interactions causes broadening of the spectral lines, often sufficient
to completely obscure the locations of peaks. It is therefore necessary to remove, or
limit the effect of these interactions, either by introducing physical motion, or by the
application of specifically designed rf pulse sequences.
The presence of these interactions is also one of the primary strengths of solid-
state NMR. For example, the strong dependence of the dipolar coupling on the inter-
nuclear separation provides a powerful method to identify internuclear proximities. The
required manipulation of the spin system to access this information requires further rf
pulse schemes to re-introduce various interactions.
3.2.1 Magic Angle Spinning
Recalling the discussion of the chemical shift and dipolar coupling in the previous chap-
ter, both of these interactions contain anisotropic terms with an angular dependence
of the form
(
3 cos2 θ − 1). In solid-state NMR, spectral resolution may be improved by
removing or limiting these interactions, primarily using the technique of magic angle
spinning (MAS). MAS experiments involve placing the sample into a rotor, which is
aligned along an axis at the magic angle (= 54.7◦) relative to the B0 field, and rotated
rapidly about that axis.
To follow the effect of MAS on the interactions, it is necessary to introduce the rotor
frame as a new frame of reference. Moving from the interaction PAS to the laboratory
frame now requires two transformations, going via the rotor frame. These rotations are
3.2. SOLID-STATE NMR TECHNIQUES 51
B0
βRL
ωR
Tensor PAS
Principal 
z-component
βPR
αRL = -ωR t
Figure 3.5: Rotation of a sample relative to the B0 field in a magic angle spinning
experiment. The angle βPR relates the principal z-axis of an interaction to the axis of
rotation, which is aligned at an angle βRL to the B0 field. The time dependent angle
αRL describes the physical rotation of the sample.
each described in terms of sets of Euler angles, RPR(αPR, βPR, γPR) to move from the
PAS to the rotor frame, and RRL(αRL, βRL, γRL) to move from the rotor frame to the
laboratory frame.
These transformations, applied to the second rank spatial spherical tensor, APAS20 ,
which appears in the expressions for the dipolar coupling and chemical shift, may be
expressed in terms of Wigner rotation matrices as:
ALAB20 = A
PAS
20
2∑
m′=−2
D20m′(αPR, βPR, γPR)D
2
m′0(αRL, βRL, γRL) (3.20)
In terms of the physical set-up of the NMR experiment, the angle βRL is the angle
between the axis of the rotor and the B0 field. The angle αRL is time dependent due
to the rotation of the sample, and is given by:
αRL = −ωRt (3.21)
where ωR is the angular frequency of the rotation. Figure 3.5 shows the relative align-
ment of the interaction PAS, the rotor and the B0 field, including the β angles linking
these frames and the αRL angle describing the rotation. The angle γPR defines the
relative phase of the rotor.
Equation 3.20 may therefore be re-written with the rotor to laboratory transforma-
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tion expressed in terms of reduced Wigner rotation matrix elements, as was shown in
equation 2.50:
ALAB20 = A
PAS
20
2∑
m′=−2
D20m′(αPR, βPR, γPR) d
2
m′0(βRL)e
im′ωRt (3.22)
The effect of the rotation of the sample may be followed by considering the effect of an
integral over the course of a rotor period, τR, on the time dependent exponential term
in the above expression.
∫ τR
0
eim
′ωRtdt = 0 if m′ 6= 0 (3.23)
This condition therefore leaves only the one m′ = 0 term from equation 3.22.
〈 ˆALAB20 〉τR = APAS20 d200(βPR) d2m′0(βRL)
= APAS20
(
3 cos2 βPR − 1
) (
3 cos2 βRL − 1
)
(3.24)
Setting the angle βRL = arctan
√
2 ≈ 54.7◦ results in this term going to zero, in which
case the interaction is completely removed, when averaged over one rotor period.
Considering the integral over one rotor period is equivalent to acquiring the NMR
signal under conditions of rotor synchronisation, that is detecting the magnetisation at
intervals of τR. To consider the more general case of detection with an arbitrary time
interval, it is necessary to go back to equation 3.20, and fully expanding the expression
in terms of reduced Wigner rotation matrix elements:
ALAB20 = A
PAS
20

d200(βPR)d
2
00(βRL)
+d201(βPR)d
2
10(βRL) exp(−iγPR) exp(−iαRL)
+d20−1(βPR)d2−10(βRL) exp(iγPR) exp(iαRL)
+d202(βPR)d
2
20(βRL) exp(−2iγPR) exp(−2iαRL)
+d20−2(βPR)d2−20(βRL) exp(2iγPR) exp(2iαRL)

(3.25)
Substituting in the reduced Wigner rotation matrix components and combining the
terms in the angles αRL (= ωrt) and γPR, the expression for the spatial component in
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the laboratory frame is simplified to:
ALAB20 = A
PAS
20

1
4
(
3 cos2 βPR − 1
) (
3 cos2 βRL − 1
)
−34 sin 2βPR sin 2βRL cos(−ωrt+ γPR)
+34 sin
2 βPR sin
2 βRL cos(−2ωrt+ 2γPR)
 (3.26)
Setting the angle βRL = arctan
√
2 further simplifies the expression, leaving the follow-
ing rotation-frequency dependent terms:
ALAB20 = A
PAS
20
[
−1
2
sin2 βPR cos(2γPR − 2ωrt)− 1√
2
sin 2βPR cos(γPR − ωrt)
]
(3.27)
These terms are manifested in the solid-state NMR spectrum as spinning sidebands,
small peaks separated from the larger peak at the isotropic chemical shift by the spin-
ning frequency, νR = ωR/2pi (converted to units of Hertz).
3.2.2 Heteronuclear Decoupling Techniques
In addition to the use of the magic angle spinning technique described in the previous
section, it is possible to assist in the removal of the heteronuclear dipolar coupling
interaction through the use of decoupling sequences [92]. Such sequences are typically
applied to the 1H channel while a signal is acquired on a channel tuned to the Larmor
frequency of, for example, 13C or 15N. Experiments performed in this work use decou-
pling schemes based on continuous, high power rf irradiation, such as TPPM [93] (two
pulse phase modulation) or SPINAL-64 [94] (small phase incremental alternation with
64 steps).
The application of high power decoupling sequences influences the heteronuclear
dipolar Hamiltonian. Recalling the form of this Hamiltonian from section 2.4.2, the
decoupling has the effect of causing transition of the I nuclear spins (1H) between
the | α〉 and | β〉 states at the frequency, ω1 of the decoupling pulses. This causes
an averaging of the heteronuclear dipolar coupling through the IˆzSˆz term. If the ω1
frequency, and hence the transition frequency is significantly higher than the magnitude
of the heteronuclear dipolar coupling, the interaction will be effectively removed.
The use of high power decoupling requires careful calibration of the experimental
set-up. The power of the applied rf is typically set to give a 1H nutation frequency
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of 100 kHz. For many probes, this is close to the maximum power that may safely
be applied. Additionally the duration for which the decoupling is applied, effectively
the acquisition time, is limited, again based on the limits for safe operation of the
probe. A typical limit of 40 ms is sufficient to record the signal in many experiments.
However it is important to also consider the full time during the pulse sequence in which
high powered decoupling is applied, which in many experiments includes homonuclear
decoupling used during periods of free evolution. This will reduce the duration of the
acquisition period that may be used.
3.2.3 Homonuclear Decoupling Techniques
The discussion in section 3.2.1 of the effect of magic angle spinning is valid for the
chemical shift anisotropy and heteronuclear dipolar coupling interactions. In the case
of a system in which the homonuclear dipolar coupling between several nuclear spins
has a significant effect, such as the dense networks of 1H nuclei studied in later chapters,
magic angle spinning serves only to reduce the dipolar coupling, and hence reduce the
line width. The spinning frequency required to achieve this effect is very high, requiring
the use of very small rotors capable of achieving such high MAS frequencies. An
alternative is to combine MAS with homonuclear decoupling sequences, which reduce
the dipolar interaction by rotation of the nuclear spins.
This technique is known as CRAMPS (combined rotation and multiple pulse spec-
troscopy). For the crystalline organic solids studied in later chapters, the use of
CRAMPS techniques typically provides 1H line widths comparable to, or better than,
those obtained at high MAS frequencies. Homonuclear dipolar decoupling can be
achieved using a wide variety of sequences. Several such schemes are based on the
Lee-Goldburg condition [10], in which the effective field experienced by the nuclear
spins is aligned at the magic angle with respect to the B0 field. In the case of the
frequency switched Lee-Goldburg (FSLG) sequence [16], this is achieved by applying a
train of rf pulses of flip angle 2pi. The pulses are applied off-resonance, with the offset
alternating by ±∆ω. If the relationship between ∆ω and the nutation frequency ω1 is
chosen such that ∆ω = ω1/
√
2, then it can be shown that the Lee-Goldburg condition
is met.
Experiments in this work used homonuclear decoupling sequences based on the
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Figure 3.6: Continuous phase profile of a DUMBO pulse. The rf amplitude remains
constant while the phase is varied.
DUMBO [18, 95] (decoupling using mind boggling optimisation) scheme. In contrast
to Lee-Goldburg based sequences, DUMBO uses on-resonance rf pulses to achieve
homonuclear decoupling. The sequence is applied as a series of discrete pulses of con-
stant ω1, but with varying phase, following the shape of a continuously varying phase
pattern. The sequence was derived from the BLEW-12 scheme [96], which consists
of twelve 90◦ pulses, with phase shifts of 90◦ between each pulse. This sequence was
expressed as a Fourier series, the coefficients for which were computationally optimised
to produce the DUMBO sequence. Further optimisation, performed experimentally,
led to the development of the eDUMBO-122 [19] sequence, which is optimised for mod-
erately fast MAS conditions (specifically 22 kHz - although a lower spinning frequency
of 12.5 kHz is generally used in experiments presented in later chapters, for reasons
which will be discussed in detail in the next section). The continuous phase shape of a
DUMBO sequence is shown in figure 3.6.
Homonuclear decoupling sequences may be used in either a windowed or windowless
fashion. Windowless sequences are applied continuously, and are therefore useful during
delays in a pulse sequence, in which magnetisation is allowed to freely evolve, for
example during t1 in a two dimensional experiment. Windowed decoupling is used
during the acquisition period. Since the same coil is used to apply rf pulses and
measure the magnetisation of the sample, it is necessary to alternate between periods
of decoupling and data acquisition. A schematic pulse sequence for a simple one-pulse
experiment with windowed DUMBO decoupling during acquisition is shown in figure
3.7. Also shown in this figure are the pre-pulses of flip angles θ and −θ. These pulses are
necessary to rotate the magnetisation into a tilted transverse plane while the decoupling
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Figure 3.7: Pulse sequence diagram illustrating windowed decoupling. Acquisition is
represented by the single dot in t2. The bracketed section is repeated n times until the
required number of data points has been acquired.
sequence is applied, then back into the transverse plane.
The use of windowed decoupling sequences often results in the presence of an arte-
fact in the NMR spectrum at the frequency of the rf pulses. As a result, it is necessary
to choose a frequency slightly off resonance, such that the artefact does not interfere
with spectral peaks. Typically offsets are chosen such that there is a small separation
between the artefact and lowest frequency peak of the order of between one and two
ppm. The magnitude of the artefact peak can be minimised by optimising the duration
and phase of the pre-pulses.
An additional complication when performing experiments that use homonuclear
decoupling is the scaling effect on the spectrum. This is caused by the evolution of
the magnetisation outside of the usual transverse plane (about a tilted axis relative to
the B0 magnetic field). The result is a spectrum in which the chemical shift axes are
compressed by a factor related to the effective field experienced by the nuclear spins
during decoupling. If the decoupling sequence has been applied under ideal conditions,
such that the effective field is aligned at the magic angle to the B0 field, this scaling
factor will be equal to 1/
√
3 ≈ 0.58. In practice, this factor will vary slightly between
experiments and as such it is necessary to record a spectrum without decoupling in order
to ensure that the scaling factor used is correct and the spectrum is properly calibrated.
This is typically done at a high MAS frequency, and while the resulting spectrum usually
has inferior resolution to the CRAMPS spectrum, it is normally sufficient to obtain an
accurate scaling factor, provided that at least two known resonances are resolved.
3.2.4 Recoupling Sequences
Despite the use of magic angle spinning and rf decoupling to reduce the influence of the
homonuclear dipolar coupling on the solid-state NMR spectrum, the 1/r3 dependence
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Figure 3.8: Full POST-C7 cycle consisting of seven elements with incremental changes
in phase, over a period of 2τR. The composition of a single element is also shown.
provides a powerful way to measure inter-nuclear distances. Consequently experimental
pulse sequences are often designed, as will be discussed in section 3.3.2, to re-introduce
the dipolar coupling at particular times. This allows the nuclear spin system to evolve
under the influence of the dipolar coupling in a controlled fashion and hence provide a
way in which internuclear distances can be experimentally measured.
A number of different recoupling schemes may be used, however, the POST-C7 [31]
(permutationally offset stabilised C7) sequence is used extensively in experiments pre-
sented in later chapters to achieve this dipolar recoupling. This is a rotor synchronised
pulse sequence which excites the double-quantum (DQ) coherence between pairs of
dipolar coupled spins. Note that this coherence must still be selected by the use of an
appropriate phase cycle for the block of pulses.
The sequence is comprised of a cycle through seven elements, each consisting of a
series of rf pulses of different phases, as shown in figure 3.8. The phase pattern within
each element remains constant, while the base phase for the elements are incremented
over the cycle.
The POST-C7 sequence is a modified version of the C7 sequence [30], which is itself
a member of a more general family of symmetry based recoupling sequences [97], with
designations of the form CNνn , where the sequence is divided into N elements over the
time taken for n physical rotations of the sample. During each element, rf pulses are
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applied which form a complete cycle, i.e., a rotation of the nuclear spins through an
angle of an integer multiple of 2pi. Successive elements have a phase incremented by
2piν/N . The difference between a “standard” C7 sequence, and the POST-C7 sequence
is in the construction of the elements, with each POST-C7 element consisting of a series
of pulses with flip angles of pi/2 − 2pi − 3pi/2, in place of the 4pi element used in the
C7 sequence. The effect of this difference is to compensate for rf field inhomogeneity
and resonance offsets, which results in a more broadband excitation of double-quantum
coherence. The discussion of the symmetry selection rules below does not depend on
the internal construction of the elements, and is therefore equally valid for a C7 or
POST-C7 sequence.
The symmetry patterns of the CNνn family of sequences provide selection rules
which block specific interaction Hamiltonians depending on combinations of the rank
and component of the relevant spatial and spin tensors. Spatial tensors have rank j
and component m, with −j ≤ m ≤ j. Spin tensors are analogously indexed by rank λ
and component µ.
The effect of the recoupling sequence will be considered for the cases of the chemical
shift interaction (separated into isotropic and anisotropic components) and the dipolar
coupling. The selection rule for a CNνn sequence is [97]:
H¯(1) = 0 if nm− νµ 6= NZ (3.28)
where Z is any integer, including zero. Specifically, for the C712 (and hence POST-C7)
sequence:
H¯(1) = 0 if 2m− µ 6= 0,±7,±14 . . . (3.29)
Considering first the simplest case of the isotropic chemical shift, for which m = 0,
µ = −1, 0, 1. Hence 2m − µ = 0 for µ = 0 and so H¯(1) 6= 0, so the interaction is
not blocked by the sequence. For the anisotropic chemical shift, m = −2,−1, 1, 2 and
µ = −1, 0, 1. Here the absence of an m = 0 spatial component is due to rotational
averaging, and prevents the satisfaction of the selection rule using the same values as
in the isotropic case. No combination of m and µ exist such that the selection criterion
is met, and consequently the anisotropic chemical shift is blocked. Finally considering
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Figure 3.9: Selection rules for a C712 based recoupling sequence. (a) The chemical
shift anisotropy is blocked by the sequence. (b) The dipolar interaction is allowed
by the sequence, following the path highlighted in red. This figure is adapted from
reference [97].
the dipolar interaction, for which m = −2,−1, 1, 2 and µ = −2,−1, 0, 1, 2, the specific
values of m = 1 and µ = −2 allow through the dipolar interaction. A graphical
representation of the selection rules applied to the CSA and dipolar coupling is shown
in figure 3.9
Due to the requirement of the POST-C7 sequence to have a series of pulses of specific
flip angles filling a time interval specified as a fraction of the rotor period, the nutation
frequency of the applied rf pulses is dependent on the MAS frequency. Specifically,
ν1 = 7νR. The limitations of the NMR probes used in this work are such that the
maximum rf nutation frequency that may be applied without risking damage to the
equipment is typically ν1 ≈ 100 kHz. Consequently, the MAS frequency is limited to
approximately 14 kHz. In practice, experiments were generally performed with an MAS
frequency of 12.5 kHz, which requires an rf frequency of 87.5 kHz.
3.3 Solid-State NMR Pulse Sequences
Beyond the simple one pulse experiment, several more advanced pulse sequences have
been used throughout the work presented in this thesis. These experiments typically
involve the exploitation of nuclear interactions to enhance signal strength from insensi-
tive nuclei, or to provide correlation data, for example, identifying nuclear proximities
or bonding arrangements. Several such experiments are introduced in this section in
general terms. Specific details of the experimental parameters (frequencies, pulse du-
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rations etc.) are stated in the relevant experimental chapters.
3.3.1 Cross Polarisation
Differences in the properties of nuclear isotopes result in different challenges in solid
state NMR. Since organic molecules are predominantly composed of carbon and hy-
drogen atoms, NMR spectra of these nuclei often contain a large quantity of useful
information. The 1H isotope of hydrogen is approximately 99.99% naturally abundant,
which, combined with its high gyromagnetic ratio, results in a strong NMR signal.
However, these two factors also contribute to a strong dipolar coupling (proportional
to γ2/r3), which must be reduced using magic angle spinning and possibly homonu-
clear decoupling in order to produce useful spectra. The case for lower-γ, less naturally
abundant nuclei such as 13C or 15N, is very different. With a lower gyromagnetic ratio
(approximately one quarter that of 1H) 13C NMR is an inherently less sensitive tech-
nique. The signal to noise ratio in an NMR experiment is proportional to the cube of
the gyromagnetic ratio, due to the fact that the nuclear magnetic moment, the Boltz-
mann distribution at thermal equilibrium and the induced current in the coil are all
proportional to the gyromagnetic ratio. The signal obtained from a 13C experiment
is also reduced by the low natural abundance of 13C. The spin-0 12C isotope is over
98.9% naturally abundant, leaving only 1.1% of the NMR active, spin-½ 13C isotope.
The lower gyromagnetic ratio and natural abundance result in spectra of consider-
ably higher resolution than for 1H, due to the reduction in the homonuclear dipolar
couplings, however this is at the cost of a greatly reduced signal to noise ratio.
The cross polarisation (CP) technique provides a method of improving the signal to
noise ratio in solid-state NMR experiments on nuclei such as 13C. CP transfers magneti-
sation from a high-γ nucleus, I (typically 1H) to a nucleus with a lower gyromagnetic
ratio, S (such as 13C or 15N), resulting in an enhancement of up to a factor of the
ratio of the gyromagnetic ratio (γI/γS), corresponding to enhancement factors of up
to approximately 4 for 13C and 10 for 15N. A pulse sequence and coherence transfer
pathway diagram for this sequence is shown in figure 3.10.
The use of CP experiments is beneficial in the study of nuclei such as 13C for two
reasons. The γI/γS increase in the signal is typically complemented by a decrease in
the effective T1 relaxation time. In simple terms, relaxation arises due to motion of all
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Figure 3.10: Pulse sequence and coherence transfer pathway diagram for the cross
polarisation (CP) experiment, in which magnetisation is transferred from the I nuclei,
to a lower γ nuclear species, S
or part of a molecule changing an anisotropic interaction, such as the dipolar coupling
or CSA. 1H T1 relaxation times are usually shorter than
13C T1 relaxation times due
to the extensive dipolar coupled network of 1H nuclei within an organic solid. Since
the magnetisation on the 13C nuclei is transferred from the faster relaxing 1H it is not
necessary to wait for the 13C magnetisation to relax between experiments. This allows
the use of a shorter interval between individual experiments, reducing the time needed
to record a spectrum.
Magnetisation transfer occurs during the pulses labelled “CP” in figure 3.10. In
order to achieve transfer of magnetisation, the amplitude of the pulses must be set such
that the B1 fields for the two nuclear species satisfy the Hartmann-Hahn condition [20],
which in the case of a magic angle spinning experiment is modified to include the
spinning frequency, νR:
γIB1(I) = γSB1(S)± nνR (3.30)
In practice, efficient CP transfer is achieved through the use of a ramped pulse on
the 1H channel, i.e., the rf nutation frequency gradually increases over the duration
of the pulse [98]. The transfer is achieved through the dipolar coupling, and hence
relies on relatively close proximity between the I and S nuclei. In an organic solid,
this is rarely a problem for transfer from 1H to 13C, however the degree and rate of
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magnetisation transfer will vary depending on the strength of the dipolar interaction.
For example, the carbon nucleus in a CH or CH2 group would typically experience a
strong heteronuclear dipolar coupling, due to the relatively high local density of 1H
nuclei. Conversely a quarternary carbon, which is not directly bonded to any hydrogen
atoms will experience a much weaker dipolar coupling. A higher heteronuclear dipolar
coupling will lead to a faster build-up and decay of the peak intensity as the contact
time is increased. Consequently there is a loss of quantitative information in the CP
NMR spectrum, since the integrated intensity of a peak cannot be regarded purely as
a measurement of the number of nuclei at that chemical shift, and will also include a
contribution due to the heteronuclear dipolar coupling, with this contribution varying
according to the duration of the contact pulses.
3.3.2 1H Double-Quantum Correlation
1H double-quantum correlation experiments [25] are used extensively in later chapters to
identify internuclear proximities and obtain quantitative data on internuclear distances.
Due to the large proportion of 1H nuclei in a typical organic solid, a large number of
intra- and inter-molecular 1H-1H proximities are present. Probing these inter-molecular
proximities is of particular interest, as they often reflect differences in the molecular
packing arrangement between different polymorphs.
The pulse sequence for these experiments consists of a period of POST-C7 dipolar
recoupling, so as to excite the double-quantum coherence (p = ±2) between a dipolar
coupled pair, followed by t1 in which the system is able to evolve under the influence
of the DQ coherence. A further period of POST-C7, of equal duration to the first
reconverts the p = ±2 coherence to p = 0. A 90◦ pulse is then used to create an
observable signal (p = −1). 1H homonuclear decoupling is employed during both t1 and
t2 (windowed) to obtain a high resolution spectrum. A pulse sequence and coherence
transfer pathway diagram for this sequence is shown in figure 3.11.
The result of a 1H DQ experiment is a two dimensional spectrum, in which peaks
only appear for pairs of 1H in close proximity to one another. In practice, peaks are
typically present for internuclear distances ≤ 3.5A˚ [25]. The appearance of the double-
quantum spectrum may be understood by considering a model system comprised of a
pair of dipolar coupled nuclei, with chemical shifts δA and δB. This arrangement will
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Figure 3.11: Pulse sequence and coherence transfer pathway diagrams for a 1H double-
quantum correlation experiment [38]. The POST-C7 sequence is used to achieve dipolar
recoupling, and eDUMBO-122 homonuclear decoupling is applied in t1 (windowless) and
t2 (windowed).
result in a pair of peaks at δSQ = δA and δSQ = δB in the single-quantum dimension
(F 2) and at δDQ = δA + δB in the double-quantum dimension (F 1). If a third nucleus
is introduced into the system, with a chemical shift of δB, an additional peak will
appear at δSQ = δB in F 2 and δDQ = δB + δB in F 1. A schematic diagram of this
spectrum is shown in figure 3.12. It is notable that in contrast to other methods used to
identify internuclear proximity, such as two-dimensional 1H spin-diffusion experiments
[99], information is available on pairs of nuclei with the same chemical shift, since the
experiment does not lead to peaks at (δSQ, δDQ) = (δA, δA + δA) unless there are two
or more nuclei at δSQ = δA in close proximity.
An additional consideration in the interpretation of these 1H DQ CRAMPS spectra
(and indeed all other spectra recorded using homonuclear decoupling) is the scaling
effect on the chemical shift axis caused by the decoupling. In the absence of homonu-
clear decoupling, magnetisation will precess in the transverse plane during acquisition.
Homonuclear decoupling creates an effective field aligned at an angle to the B0 field,
about which the magnetisation precesses, resulting a scaling factor of approximately
1/
√
3 in any frequency dimension corresponding to an acquisition period in which
homonuclear decoupling is applied.
In order to properly calibrate both axes of the spectrum, it is therefore necessary
to acquire an additional spectrum, without the use of homonuclear decoupling. These
experiments are typically performed at high MAS rates (30 kHz is typical), which
provides sufficient narrowing of the spectral lines to allow unambiguous identification
of some distinct peaks. Since POST-C7 at this frequency would require an excessively
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Figure 3.12: Schematic DQ correlation spectrum for a system of three dipolar coupled
nuclei separated by < 3.5 A˚. Peaks appear at the isotropic chemical shift in the single-
quantum dimension, and at the sum of the chemical shifts in the double-quantum
dimension.
high rf power (ν1 = 210 kHz for 30 kHz MAS), other recoupling sequences such as
BABA (back-to-back) [29], in which the rf nutation frequency is independent of the
MAS frequency, may be used.
3.3.3 C–H Correlation
The INEPT (insensitive nuclei enhanced by polarisation transfer) experiment [100,101],
is used to transfer magnetisation between directly bonded nuclei. This is a widely
used technique in solution-state NMR spectroscopy, exploiting the difference in the
gyromagnetic ratios to enhance the signal obtained from nuclei such as 13C or 15N,
using the 1H magnetisation. This is conceptually similar to the cross polarisation
technique often used in solid-state NMR, except using the J coupling, rather than the
dipolar interaction.
The applicability of the INEPT sequence to 1H–13C solid-state NMR has been lim-
ited by the rapid dephasing of the 1H signal, due to the strong heteronuclear decoupling.
The 2D refocussed INEPT experiment has been adapted for application to solid-state
NMR by the addition of efficient homonuclear decoupling schemes, which reduce the
dipolar interaction and hence increase the 1H transverse dephasing time [19]. Conse-
quently the efficiency of the INEPT transfer is increased [102]. This experiment is used
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Figure 3.13: Pulse sequence and coherence transfer pathway diagrams for a two dimen-
sional 1H–13C refocussed INEPT experiment. Windowless eDUMBO-122 homonuclear
decoupling is applied in t1. Heteronuclear decoupling is applied to the
1H channel
during t2.
to identify directly bonded 1H–13C pairs. Transverse magnetisation is created on the
1H nuclei, and is allowed to evolve during t1. Under the influence of the J coupling,
the magnetisation is transferred to the 13C nuclei. This experiment results in a two
dimensional spectrum, correlating 1H and 13C isotropic chemical shifts. The INEPT
sequence is highly selective: when used with short τ periods it identifies nuclei linked
by a single bond. This selectivity makes the experiment useful in the assignment of
both 1H and 13C chemical shifts. In comparison to a CP experiment, which will result
in a spectrum containing peaks from all carbon nuclei present in a system (unless a
very short contact time (typically < 100 µs) is used, which also results in a greatly
reduced intensity), the INEPT spectrum will only contain signals from those directly
bonded to hydrogen atoms. A pulse sequence and coherence transfer pathway diagram
for this sequence is shown in figure 3.13.
It can be seen from the coherence transfer pathway diagram that magnetisation
transfer occurs by means of the second pi/2 pulse on the 1H channel that is applied
simultaneously with a pi/2 pulse on 13C after which a single quantum coherence exists
on the 13C channel. The spectrum that would result from acquiring data at this point
would consist of a pair of peaks, separated in frequency by the J coupling, and out-of
phase with each other (i.e., a positive absorptive peak and a negative absorptive peak).
The separation between these peaks would generally not be resolvable in a solid-state
NMR experiment, hence they would overlap and cancel each other out. The second
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heteronuclear spin echo block (τ ′−pi− τ ′) that follows has the effect of refocussing the
signal. The splitting due to the J coupling now results in an in-phase pair of peaks.
An analysis of the INEPT experiment in terms of product operators may be found
in ref. [84]. This analysis may easily be continued to describe the refocussed INEPT
sequence.
In a solution-state experiment, the duration of the τ and τ ′ delays would be set to
1
4J where J is the J coupling (in units of Hz) between the
1H and 13C nuclei. In solid-
state NMR the use of such long delays usually results in a loss of the signal due to the
dephasing of the transverse 1H and 13C magnetisation, consequently these parameters
are optimised experimentally for each sample.
3.4 Computational Methods
In addition to the experimental techniques described in the previous section, valuable
insight may also be gained by using computational methods. Numerical simulations can
be used to investigate the effect of a pulse sequence on a limited, controllable system,
which can assist in the interpretation of experimental results for more complex samples.
First principles calculations can also be used to determine NMR parameters for three
dimensional crystal structures.
3.4.1 Density Matrix Simulations
In chapter 2, it was shown that a system of coupled nuclear spins may be described using
a density matrix. Furthermore, the evolution of the density matrix in an NMR experi-
ment can be followed by solving the Liouville-von Neumann equation, using propagators
formed from Hamiltonians of the relevant interactions. Consequently, by performing
a series of matrix multiplications, it is possible to simulate an NMR experiment on a
limited system of coupled nuclear spins.
The computational time required to perform density matrix simulations rises ex-
ponentially with the size of the simulated nuclear spin system. The use of efficient
computational techniques which exploit the sparsity of the Hamiltonian allow the sim-
ulation of systems containing a relatively large number of spins [40]. Despite the use
of such optimisation techniques, the size of system that can be simulated remains rela-
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tively limited: density matrix simulations have been performed on systems as large as
eleven nuclei [103]. Larger spin systems may be simulated through the use of approx-
imations limiting the number of coherences that are included in the simulation [104],
although the use of this method has been limited to the simulation of spin diffusion,
involving the transfer of z magnetisation. In this work, simulations of up to eight spin
systems have been performed, using the SPINEVOLUTION [42] software package. As
will be shown in chapter 4, this is sufficient to obtain data which provides a close,
though not perfect, agreement with experimental data, for the 1H double-quantum
correlation experiment.
The efficiency of the simulation calculations may be further improved by making
changes in the implementation of the pulse sequence, exploiting the greater flexibility of
a simulation compared to an experiment. For example, explicit simulation of decoupling
sequences, which would be simulated as a series of short pulses of different phases,
would significantly increase the required computation time. While this is necessary
when examining the performance of a particular decoupling sequence, in most cases
it is possible to simply switch off the relevant dipolar couplings during periods of the
simulation when decoupling would be applied experimentally, i.e., corresponding to
perfect decoupling. Similarly, the selection of particular coherences through phase
cycling requires repetition of the pulse sequence, hence increasing the simulation time
linearly with the length of the phase cycle. Recalling the density matrix for a system
of coupled spin-½ pairs in equation 2.33, coherences of a particular order correspond to
certain elements of the density matrix. It is therefore possible to achieve an equivalent
result to phase cycling in a single simulation by applying filters which set to zero the
density matrix elements corresponding to coherences which would have been removed
by phase cycling, at the relevant points in the pulse sequence [40].
The simulation of two-dimensional experiments may also be achieved more effi-
ciently than in experiments. The necessity to record a large number of signals, at
different t1 intervals, would make the simulation of complex pulse sequences on large
nuclear spin systems prohibitively time consuming. In simulations it is possible to spec-
ify a particular detection operator, such that the magnetisation of an individual spin
may be observed. Hence if a single data point is acquired in t2 for a range of t1 values,
the Fourier transform of the resulting time-domain data provides a slice through the
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2D spectrum. This corresponds to the spectrum in F 1 at the isotropic chemical shift
of the observed nucleus in F 2, as the first point in a time domain signal is equal to the
integrated signal in the frequency domain.
3.4.2 Density Functional Theory Calculations
Density functional theory (DFT) calculations, performed using the CASTEP [48, 105]
software, are used to obtain the shielding tensor for each nuclear site in a crystalline
unit cell. DFT calculations use plane-wave pseudo-potentials to describe the electronic
wavefunction [106]. This approach relies on a periodic system, which makes it highly
applicable to the organic crystalline systems studied in this work.
In practice, to obtain NMR shielding data, calculations are performed in two dis-
tinct stages [107]. Starting from a crystal structure which has been obtained from
diffraction data, a geometry optimisation calculation is performed to find the minimum
energy position of each atom in the system. This is particularly necessary to find the
location of hydrogen atoms in a crystal structure obtained by x-ray diffraction. Since
x-rays interact with the electrons in a sample, the locations of hydrogen atoms, where
there is a low electronic density, are frequently inaccurate. The result of a geometry
optimisation calculation is a revised crystal structure with refined atomic positions.
This is required for the second stage of the calculation in which NMR parameters are
calculated. However it is also useful as an input to the density matrix simulations de-
scribed in the previous section, in which the dipolar coupling constants are calculated
from a list of atomic positions.
NMR calculations are performed using the GIPAW (gauge including projector aug-
mented waves) approach [50, 51]. This overcomes the approximations inherent to the
use of pseudo-potentials, which in order to reduce the complexity of the calculation and
hence the resources required, deliberately neglect the electronic wavefunction near to
the atomic nucleus, on the grounds that the core electrons have a negligible effect on
the physical and chemical properties of a material compared to the valence electrons.
However, accurate calculation of the shielding tensor requires the use of an all-electron
approach, i.e. including the core electrons. The GIPAW method reconstructs an ac-
curate representation of the electronic wavefuntion in the core region. The result of
the NMR calculation is the shielding tensor for each nuclear site. From this the full
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isotropic and anisotropic chemical shift data for each nucleus can be obtained.
The result of a GIPAW calculation is a shielding tensor for each atom within the
unit cell. From this tensor, the isotropic chemical shift can be found, although this
requires shifting relative to a reference value to achieve agreement with experimental
chemical shifts [107]. The calculated isotropic shielding (in ppm), σcalc is related to the
experimental isotropic chemical shift, δiso, by the reference σref (in ppm):
δiso = σref − σcalc (3.31)
This expression is equivalent to equation 2.76, however the denominator term in
2.76 has been neglected as σref  1. The value of σref used was, unless otherwise
stated, the sum of the mean value of σcalc and the mean value of the experimentally
determined chemical shifts. Consequently, the averages (over the full spectrum) of
the referenced calculated values (δiso in equation 3.31) and experimental values of the
isotropic chemical shifts coincided, consistent with the approach used in references
[107, 108]. For the calculation results presented in this thesis, the values of σref used
were consistent with those used in the published literature [56,108–111].
All calculations used in the work presented in this thesis were performed using
the academic release version 4.3 of CASTEP, and used the PBE exchange-correlation
functional [112] and “ultrasoft” pseudopotentials [49]. The majority of calculations
(specifically those used in the work presented in chapters 4, 6 and 7) were performed
on an IBM high performance computing system, operated by the Centre for Scientific
Computing at the University of Warwick. The cluster is comprised of 240 2-way dual-
core 3 GHz Intel Xeon 5160 processors (960 cores total). The calculations used in
chapter 5 were performed by Prof. Chris Pickard, University College London. Specific
computational details (cut-off energy, sampling density of the Monkhorst-Pack grid
[113], etc.) are stated in the relevant experimental results chapters.
CHAPTER
FOUR
DETERMINING RELATIVE PROTON-PROTON
PROXIMITIES THROUGH THE BUILD-UP OF 1H
DOUBLE-QUANTUM CORRELATION PEAKS
4.1 Introduction
This chapter, based on recently published results [1], investigates the use of 1H double-
quantum correlation experiments in the determination of internuclear distances. The
dipolar coupling between a pair of nuclei is dependent on the internuclear distance to
the inverse cubed power and hence provides an extremely sensitive way to measure
short range distances - on the order of a few angstroms - within a solid structure.
The 1H double-quantum correlation experiment, described in chapter 3 can be used
to identify nuclear proximities through the dipolar coupling. Varying the duration of
the recoupling pulses, used in this experiment during the excitation and reconversion
periods before and after t1, causes the intensity of the
1H DQ correlation peaks to
change. It is this change in the peak intensity, plotted against the recoupling time as
double-quantum build-up curves that is investigated in this chapter.
In addition to studying experimental results, the experiment was simulated on small
clusters of 1H nuclei, using density matrix based software. These simulations provide
additional insight into the factors affecting the double-quantum build-up, and allow
manipulation of both the experimental parameters and the nuclear spin system in ways
that would not be possible using a purely experimental approach.
The dipeptide β-AspAla has been chosen as a suitable model compound for this
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work. As a crystalline solid comprised of small organic molecules, it is a similar system
to many pharmaceutical compounds, and hence provides a good test of the wider
applicability of this technique. Many organic crystalline systems contain a large number
of hydrogen atoms, which are often involved in inter-molecular interactions, for example
hydrogen bonding, and as such the NMR of 1H nuclei may be used probe these regions
of the molecule. β-AspAla contains eight different 1H environments, each of which may
be readily resolved in a two dimensional DQ CRAMPS spectrum. In this way it is an
ideal model to use in this work, as the build-up behaviour of each individual peak can
be monitored in isolation.
4.2 Computational Details
First-principles calculations were performed using the academic release version 4.3 of
the CASTEP [48] software package, which implements density-functional theory us-
ing a planewave basis set. An initial geometry optimisation, starting with the X-ray
single-crystal structure [114] of the dipeptide β-AspAla (Cambridge Crystal Database
reference FUMTEM), and only allowing the hydrogen atoms to move, employed a cut-
off energy of 1.2 keV, and was performed using a Monkhurst-Pack grid with a k-point
spacing (upper bound) of 0.1 A˚−1. The calculations of the shielding tensors utilised
the gauge-including projector augmented-wave (GIPAW) [50, 51] method, with a cut-
off energy of 1.1 keV, and was performed using a Monkhurst-Pack grid with a k-point
spacing (upper bound) of 0.3 A˚−1. The reference shielding was obtained as described
in chapter 3.
1H DQ build-up curves were simulated using SPINEVOLUTION [42] Simulations
of the DQ (t1) evolution (sandwiched between POST-C7 [31] recoupling periods for
the excitation and reconversion of DQ coherence) were performed in a one-dimensional
fashion by incrementing t1 and determining (at t2 = 0) the transverse magnetisation
for a single detect spin. During t1, perfect homonuclear decoupling was achieved by
switching off all dipolar interactions. Powder averaging was performed, using 16 gamma
angles, and a set of 34 alpha and beta angles, provided by SPINEVOLUTION. It was
verified that increasing the number of powder averaging angles did not change the
shape of the simulated 1H DQ build-up curves. The default SPINEVOLUTION time
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step of 2 µs was used - it was verified that decreasing this did not change the shape
of the simulated 1H DQ build-up curves. 1024 complex time points were simulated
for a rotor-synchronised dwell time of 80 µs, resulting in a total t1 (DQ) acquisition
time of 82 ms. 10 Hz line broadening was applied. Representative SPINEVOLUTION
input files are provided in appendix A. The simulations were performed on a desktop
computer, running in parallel on four CPU cores, and taking approximately 70 minutes
to perform the seven simulations required for a single build-up curve.
The simulation process was repeated six times, using a different 1H in the β-AspAla
molecule as the detect nucleus. In this way, a series of one dimensional spectra were
acquired, each corresponding to a slice through the two dimensional spectrum at a
particular F 1 value. For each different detect nucleus, the eight nuclei included in the
simulation comprised it, and the seven 1H nuclei closest to it in the crystal structure.
A full list of the eight spin systems used for each set of simulations is listed in table 4.1.
Chemical shift anisotropy data, obtained from the density functional theory calculations
and listed in table 4.2 was included in the simulations. Using the output of the DFT
calculations, Euler angles were calculated to find the transformation required to move
between the PAS of the CSA, and the Cartesian axes in which the nuclear positions
are expressed.
It is to be noted that no simulations were performed with observation on either the
CH3 or NH3 protons, to avoid complications in the analysis due to the rotation of these
groups about the C—C or N—C bond that occurs at room temperature [115, 116]. In
cases where a simulation set included a full CH3 or NH3 group, the rotation of the
group was included in the simulation, by specifying a fast cyclic exchange between the
three nuclei. This rotation causes a scaling of the H–H dipolar coupling by a factor of
|(1/2)(3 cos2 β − 1)|, where β is the angle between the internuclear vector and the axis
of rotation, i.e. in this case 90◦. Consequently the H–H couplings within the CH3 and
NH3 groups are scaled by a factor of 1/2. In cases where CH3 or NH3 groups were only
partially included in the simulated spin system, no rotation was specified.
The SPINEVOLUTION time-domain output files were processed using GSim, [117]
applying an additional 10 Hz line broadening and zero filling to 16384 complex points
before Fourier transformation. Build-up curves were produced by phasing each spec-
trum so as to achieve an in-phase absorptive line shape for each resonance (correspond-
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Figure 4.1: A Two-dimensional 1H (500 MHz) DQ CRAMPS spectrum of β-AspAla,
recorded using the DQ CRAMPS pulse sequence described in chapter 3, at 12.5 kHz
MAS. Three elements of the POST-C7 recoupling sequence were used in both the
excitation and reconversion periods (corresponding to a total recoupling time of 138 µs).
The rf nutation frequency was set to ν1 = 87.5 kHz during the recoupling periods, and
to ν1 = 100 kHz for decoupling during the t1 and t2 periods. A structural diagram of
the β-AspAla molecule is inset.
ing to a distinct DQ coherence), and then determining the peak intensity.
4.3 Results and Discussion
4.3.1 Comparison of Simulated and Experimental Double-Quantum
Build-up
The 1H DQ CRAMPS spectrum shown in figure 4.1 features peaks in the single-
quantum (F 2) dimension corresponding to each of the eight
1H sites in the β-AspAla
molecule. The high resolution, achieved through the use of homonuclear decoupling,
allows each peak to be clearly individually resolved, with the exception (in the F 2
dimension) of the NH3 and NH resonances at 7.5 and 8.0 ppm respectively. However
double-quantum peaks corresponding to interactions involving one or other of these
sites may be clearly distinguished in the full two dimensional spectrum.
Table 4.3 lists the fifteen double-quantum peaks visible in the F 1 projection of
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Table 4.1: Nuclear spin systems used in the SPINEVOLUTION simulations.
1H Numbera δSQ/ppm DQ pair δDQ/ppm Distance(s)/A˚
(a) CH2(a) simulation
2 2.7 CH2(a)–CH2(b) 4.9 1.55
3 4.1 CH2(a)–CH(Asp) 6.3 2.39
4, 5 7.5 CH2(a)–NH3 9.7 2.41, 2.67
6b, 7b, 8b 0.9 CH2(a)–CH3 3.1 2.69, 2.76, 3.03
(b) CH2(b) simulation
2 2.2 CH2(b)–CH2(a) 4.9 1.55
3 8.0 CH2(b)–NH 10.7 2.15
4, 7 7.5 CH2(b)–NH3 10.2 2.48, 3.03
5, 8 4.1 CH2(b)–CH(Asp) 6.8 2.82, 3.92
6 0.9 CH2(b)–CH3 3.6 2.88
(c) CH(Asp) simulation
2b, 3b, 6b, 7 7.5 CH(Asp)–NH3 11.6 2.27, 2.31, 2.76, 2.77
4 2.2 CH(Asp)–CH2(a) 6.8 2.39
5 12.9 CH(Asp)–OH 17.0 2.45
8 2.7 CH(Asp)–CH2(b) 6.3 2.82
(d) CH(Ala) simulation
2b, 3, 5b, 6b 0.9 CH(Ala)–CH3 5.9 2.40, 2.40, 2.81, 2.87
4 8.0 CH(Ala)–NH 13.0 2.78
7 7.5 CH(Ala)–NH3 12.5 3.06
8 12.9 CH(Ala)–OH 17.9 3.25
(e) NH simulation
2 2.7 NH–CH2(b) 10.7 2.15
3, 5, 6 0.9 NH–CH3 8.9 2.57, 3.00, 3.00
4, 8 5.0 NH–CH(Ala) 13.0 2.78, 3.26
7 2.2 NH–CH2(a) 10.2 3.13
(f) OH simulation
2 4.1 OH–CH(Asp) 17.0 2.49
3, 4, 5, 6 7.5 OH–NH3 20.4 2.56, 2.66, 2.74, 3.08
7, 8 0.9 OH–CH3 13.8 3.13, 3.17
a The eight 1H nuclei included in the simulations are numbered in order of increas-
ing distance from the central proton. Intermolecular proximities are in italics.
b Rotation of the CH3 or NH3 group is considered in the SPINEVOLUTION sim-
ulations (by calculating the average dipolar coupling Hamiltonians obtained by
exchanging the CH3 or NH3 protons).
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Table 4.2: CASTEP (GIPAW) calculation of 1H chemical shifts.
δiso/ppm Shielding Tensor
1H Exp. Calc.a σxx σyy σzz σiso/ppm δaniso/ppm
b ηc
CH3(a) 0.9 1.3 24.6 26.9 36.0 29.2 6.9 0.33
CH3(b) 0.9 0.5 26.9 29.7 33.4 30.0 3.4 0.83
CH3(c) 0.9 0.2 26.4 27.6 36.9 30.3 6.6 0.18
CH2(a) 2.2 2.1 25.0 28.1 32.1 28.4 3.7 0.82
CH2(b) 2.7 2.7 31.2 28.3 23.8 27.8 -3.9 0.71
CH(Asp) 4.1 4.1 31.4 26.8 21.0 26.4 -5.4 0.84
CH(Ala) 5.0 5.0 22.2 24.5 29.7 25.5 4.2 0.53
NH3(a) 7.5 6.2 18.0 20.3 34.7 24.3 10.4 0.22
NH3(b) 7.5 8.1 13.6 17.4 36.1 22.4 13.8 0.28
NH3(c) 7.5 9.6 11.8 13.4 37.6 20.9 16.7 0.09
NH 8.0 8.4 14.8 21.2 30.3 22.1 8.2 0.78
OH 12.9 14.0 7.0 9.7 32.7 16.5 16.3 0.16
a δiso = σref − σiso where σref = 30.5 ppm.
b δaniso = σzz − σiso
c η = (σyy − σxx)/(σzz − σiso)
the DQ CRAMPS spectrum (the two on-diagonal peaks for the CH3–CH3 and NH3–
NH3 interactions, and the thirteen off-diagonal pairs of peaks marked in red in figure
4.1), and assigns each peak to a particular dipolar-coupled pair of nuclei. Figure 4.2
shows rows extracted from β-AspAla DQ CRAMPS spectra at the frequency (in F 2)
of each of the fifteen double-quantum peaks. The spectra were recorded with a range
of recoupling times, varied by changing the number of POST-C7 elements used during
the excitation and reconversion periods. Note that because of strong dipolar couplings
between 1H nuclei in close proximity, due to the dependence of the coupling on the
square of the gyromagnetic ratio, the maximum peak intensity is achieved at relatively
short total recoupling times (typically in the range 100 - 250 µs). Consequently it is
the number of basic POST-C7 elements (duration 2τR/7) rather than full POST-C7
cycles (duration 2τR) that is incremented.
The data in figure 4.2 (reproduced from reference [25]) shows that as the recoupling
time varies, the intensity of the double-quantum peaks builds up to a maximum point
before decreasing. The value of the maximum, and the time taken to reach it varies
significantly for different internuclear interactions. In order to gain a greater under-
standing of this double-quantum build-up behaviour, this experimental data, published
in reference [25], was analysed alongside the results of simulations of the DQ correlation
experiment on clusters of 1H nuclei taken from the crystal structure of β-AspAla.
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Figure 4.2: Rows extracted from two-dimensional 1H DQ CRAMPS spectra of β-
AspAla. The value nRCPL corresponds to the number of POST-C7 recoupling elements
used for excitation and reconversion of the DQ coherence. A single element is of du-
ration 22.8 µs. The DQ frequencies of the rows correspond to the interaction listed in
table 4.3. Figure reproduced from reference [25].
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Table 4.3: Observed DQ peaksa in the 1H DQ CRAMPS
spectrum of β-AspAla.
DQ Pair δSQ1 + δSQ2/ ppm δDQ/ppm
1 CH3–CH3 0.9+0.9 1.8
2 CH3–CH2(a) 0.9+2.2 3.1
3 CH22(a)–CH2(b) 2.2+2.7 4.9
4 CH3–CH(Ala) 0.9+5.0 5.9
5 CH2(a)–CH(Asp) 2.2+4.1 6.3
6 CH3–NH 0.9+8.0 8.9
7 CH2(a)–NH3 2.2+7.5 9.7
8 CH2(b)–NH 2.7+8.0 10.7
9 CH(Asp)–NH3 4.1+7.5 11.6
10 CH(Ala)–NH 5.0+8.0 13.0
11 CH3–OH 0.9+12.9 13.8
12 NH3–NH3 7.5+7.5 15.0
13 CH(Asp)–OH 4.1+12.9 17
14 CH(Ala)–OH 5.0+12.9 17.9
15 NH3–OH 7.5+12.9 20.4
a Intermolecular proximities are in italics.
Figure 4.3 shows the experimental and simulated DQ build-up curves for each of
the 1H nuclei in the β-AspAla molecule (with the exception of the CH3 and NH3
protons). Each of the curves (both simulated and experimental) are normalised to the
intensity of the CH(Ala)–CH3 curve at nRCPL = 5, which is the maximum intensity
simulated point. Inspection of the build-up curves in figure 4.3 in conjuntion with
the data in table 4.1 reveals that the maximum DQ peak intensity for a given single-
quantum frequency corresponds to the shortest H–H distance (with the exception of the
simulation data for the NH proton). This result is unsurprising given the dependence
of the dipolar coupling on the internuclear distance. The following analysis considers
the extent to which quantitative information on internuclear distances may be obtained
from examining the lower intensity DQ build-up curves.
Figure 4.4 shows simulated and experimental double-quantum build-up curves for
several of the internuclear interactions. Specifically the CH(Asp)–OH (δDQ = 4.1 +
12.9 = 17.0 ppm), CH(Ala)–NH (δDQ = 5.0 + 8.0 = 13.0 ppm) and CH(Ala)–OH
(δDQ = 5.0 + 12.9 = 17.9 ppm) curves. The closest H–H distances are 2.49 A˚ (|djk| =
7.8 kHz), 2.78 A˚ (|djk| = 5.6 kHz) and 3.30 A˚ (|djk| = 3.5 kHz) respectively. Note that
there is no simulated data for the CH(Ala)–OH interaction observed on the OH, as the
CH(Ala) is not within the seven closest protons. These build-up curves provide a good
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Figure 4.3: Simulated (diamonds, solid lines) and experimental (circles, dashed lines) β-
AspAla 1H DQ build-up curves for (a) CH2(a), (b) CH2(b), (c) CH(Asp), (d) CH(Ala),
(e) NH and (f) OH protons. In each case the simulations (SPINEVOLUTION, 500 MHz,
12.5 kHz) were performed on the eight spin cluster shown in the inset structural dia-
grams. The observed proton is marked with a box and the seven other included protons
are highlighted with asterisks (colour coded to the build-up curve for the interaction
between that proton and the observe proton). DQ peak intensities are normalised to
the corresponding DQ peak intensity for the CH(Ala)–CH3 interaction at nRCPL = 5.
Lines linking the peak intensities are included as guides for the eye.
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Figure 4.4: Comparison of (a) simulated and (b) experimental (500 MHz, 12.5 kHz) 1H
DQ build-up curves for the CH(Asp)–OH (δDQ = 4.1 + 12.9 = 17.0 ppm), CH(Ala)–
NH (δDQ = 5.0 + 8.0 = 13.0 ppm) and CH(Ala)–OH (δDQ = 5.0 + 12.9 = 17.9 ppm)
dipolar-coupled proton pairs in β-AspAla. The closest H–H distances are 2.49 A˚ (|djk| =
7.8 kHz), 2.78 A˚ (|djk| = 5.6 kHz) and 3.30 A˚ (|djk| = 3.5 kHz) respectively. DQ peak
intensities are normalised to the corresponding DQ peak intensity for the CH(Ala)–CH3
interaction at nRCPL = 5. Lines linking the peak intensities are included as guides for
the eye.
basis for the discussion of the recoupling time corresponding to the maximum peak
intensity, and the relative maximum intensity reached, in terms of the H–H distance.
Of particular interest are the two sets of peaks in this set at the CH(Ala) and OH
single-quantum frequencies. Considering first the simulated CH(Ala) peaks, the highest
intensity is reached for the CH(Ala)–NH peak (dark blue build-up curves in figure 4.4),
at five recoupling elements. The CH(Ala)–OH peak (purple) reaches a considerably
lower maximum intensity, again at five recoupling elements. The experimental peaks
observed on the OH SQ frequency exhibit a similar pattern. The higher intensity OH–
CH(Asp) peak (orange) reaches its maximum value at three recoupling elements, as
does the lower intensity OH–CH(Ala) peak (pale blue). In both cases, and in both
experiment and simulation, it is the shorter range distance that leads to the highest
maximum intensity double-quantum build up. The ratio of the heights reached by the
curves observed at a particular SQ frequency is found to correspond approximately to
the ratio of the squares of the dipolar couplings. For example the ratio of the dipolar
couplings of the CH(Ala)–NH and CH(Ala)–OH interactions is d21/d
2
2 = 5.6
2/3.52 =
2.56. This value is close to the ratios of the maxima in the experimental and simulated
build-up curves, which are 2.20 and 2.35 respectively. This behaviour is in agreement
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with the analysis for isolated spin pairs in references [118] and [119].
The data acquired for peaks corresponding to interactions including the CH2 pro-
tons, in figure 4.3(a) and (b) also reveals interesting double-quantum build-up be-
haviour. As expected from the above analysis, the peaks due to the very short range
CH2(a)–CH2(b) interaction (δDQ = 2.2 + 4.7 = 4.9 ppm), with an internuclear dis-
tance of 1.55 A˚(|djk| = 32.2 kHz), reach the highest maximum intensity at their re-
spective single-quantum frequencies, and do so in an extremely short recoupling time
(at nRCPL = 2). The build-up curve for the CH2(b)–NH peak (δDQ = 2.7 + 8.0 =
10.7 ppm), with an internuclear distance of 2.15 A˚(|djk| = 12.1 kHz), shown in figure
4.3(b) is of a much lower intensity, and also reaches maximum intensity in a short
recoupling time (nRCPL = 2 for simulation, 3 for experiment).
In order to investigate the effect the shorter range interaction has on the build-
up of other DQ peaks at the same SQ frequency, the eight spin simulations centred
on the CH2(b) and NH protons were repeated with the CH2(a) proton removed from
the simulation set, leaving a total of seven spins. The results of these simulations are
presented in figure 4.5, where they are compared to the full eight spin simulation, and
to the experimental data.
The results show that in the absence of the CH2(a) proton, the maximum in the
simulated double-quantum build-up curve shifts from nRCPL = 2 to nRCPL = 4 in both
cases. Additionally the intensity of the CH2(b)–NH peak is greatly increased. These
results indicate that the presence of the strong CH2(a)–CH2(b) interaction reduces
the reliability of proton - proton distance measurements made via the double-quantum
build-up, as a consequence of the phenomenon of dipolar truncation in homonuclear
solid-state NMR experiments, as described in reference [120]. Note that a similar
truncation effect will exist for CH3 and NH3 groups, though reduced by the scaling
factor of 1/2 as described in section 4.2.
4.3.2 Differences Between Simulated and Experimental Data
It is clear from the results presented in the previous section that the eight spin density
matrix simulations accurately reproduce many of the features seen in the experimental
DQ build-up curves, including the approximate ratio of the build-up curve intensities,
which may be used to gain information on the relative H–H proximities. However
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Figure 4.5: A comparison of simulated (diamonds, solid lines) and experimental (circles,
dashed lines) β-AspAla 1H double-quantum build-up curves for the CH2(b)–NH peak
(δDQ = 2.7+8.0 = 10.7 ppm), with an internuclear distance of 2.15 A˚(|djk| = 12.1 kHz).
Observation is performed on the (a) CH2(b) and (b) NH protons. Simulations are per-
formed on eight or seven spin clusters, either including (red) or not including (blue)
the CH2(a) proton. DQ peak intensities are normalised to the corresponding DQ peak
intensity for the CH(Ala)–CH3 interaction at nRCPL = 5. Lines linking the peak inten-
sities are included as guides for the eye. Experimental spectra highlight the relevant
peak and are rows extracted from the DQ CRAMPS spectra.
inspection of figure 4.3 shows that the simulated build-up curves often reach their
maximum value at a longer recoupling time than the experimental curves. For example
in the build-up curves observed at the OH single-quantum frequency shown in figure
4.3(f) this behaviour is apparent in all three sets of curves.
These differences between simulation and experiment may be attributed to the
limited size of the set of nuclei used in the simulations. In practice this is limited
by the availability of computational resources, specifically the time taken to perform
simulations increases exponentially with the number of simulated spins [42].
In order to investigate the effect that the simulation size has on the resultant DQ
build-up curve, a set of experiments were performed using the CH(Ala) and CH(Asp)
centred simulation sets. Specifically the build-up of the CH(Ala)–NH and CH(Asp)–
OH peaks was considered. In both cases the maximum DQ peak intensity is observed
at nRCPL = 5 in simulation and nRCPL = 3 in experiment. For each observe nucleus, a
series of simulations were performed, starting with a two spin system comprised of the
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Figure 4.6: A comparison of simulated (diamonds, solid lines) and experimental (cir-
cles, dashed lines) β-AspAla 1H double-quantum build-up curves for the (a) CH(Ala)–
NH (δDQ = 5.0 + 8.0 = 13.0 ppm; internuclear distance of 2.78 A˚(|djk| = 5.6 kHz))
and (b) CH(Asp)–OH (δDQ = 4.1 + 12.9 = 17.0 ppm; internuclear distance of 2.49
A˚(|djk| = 7.8 kHz)) interactions. Simulations are performed on sets of between two and
eight nuclei, starting with the observed nucleus and the relevant coupled nucleus (e.g.
CH(Ala) and NH) and adding more nuclei with increasing distance from the observe
nucleus. DQ peak intensities are normalised to the corresponding DQ peak intensity
for the CH(Ala)–CH3 interaction at nRCPL = 5. Lines linking the peak intensities are
included as guides for the eye. Experimental spectra highlight the relevant peak and
are rows extracted from the DQ CRAMPS spectra.
observed nucleus and the other nucleus involved in the interaction of interest (either
NH or OH). In each successive set of simulations, the next closest nucleus to the observe
nucleus was added to the system, until the full eight spin system was used. The results
of these simulations, and the relevant experimental DQ build-up curves, are shown in
figure 4.6
The results of these simulations show that in both cases, the build-up curves for the
two-spin system does not reach a maximum in at least the first six recoupling elements.
In the larger spin systems, a peak in the build-up curve appears at nRCPL = 5, and the
maximum intensity of the curve decreases as more spins are included in the simulations.
This result supports the suggestion that limiting the size of the simulated cluster causes
a deviation from the experimental result, and indicates that the simulation of faster DQ
build-up seen in experiment could be reproduced in simulations of larger spin systems.
It is however notable that each successive spin added to the simulation would in general
be expected to have a lesser effect on the simulated build-up curve, due to the larger
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distance to the observe nucleus, and would significantly increase the computation time.
The eight spin simulations used in this work are approaching the largest density matrix
simulation spin system currently reported in published literature, of eleven spins [103].
4.3.3 Investigation into the Effect of Magnetic Field Strength and
MAS Frequency on 1H DQ Build-up Behaviour
The use of density matrix simulations in this work allows the investigation of the
effects of changing a variety of experimental parameters on the double-quantum build-
up curves. The advantage of investigating these effects through simulation is that the
parameters can be varied over a wider range than would be possible experimentally,
while ensuring consistency in all other factors. In all of the simulations presented to
this point, parameters of a 1H Larmor frequency of 500 MHz and MAS frequency of
12.5 kHz have been used, matching the parameters for the DQ CRAMPS experimental
data. In order to investigate these effects, the eight spin system centred on the CH(Asp)
proton will be used (as listed in table 4.1(c)). Specifically, the CH(Asp)–CH2(a) (δDQ =
4.1 + 2.2 = 6.3 ppm) and CH(Asp)–OH (δDQ = 4.1 + 12.9 = 17.0 ppm) interactions
present interesting cases to study. In the 500 MHz, 12.5 kHz MAS simulations, the
CH(Asp)–OH build-up curve reaches maximum intensity at nRCPL = 5, whereas the
maximum point in the CH(Asp)–CH2(a) build-up curve is shifted to nRCPL = 2, and
reaches a significantly reduced intensity due to the perturbing effect of the strong
dipolar coupling within the CH2 group, as described in section 4.3.1.
The experimental DQ build-up curves for these interactions exhibit consistent be-
haviour with the simulated data. The CH(Asp)–CH2(a) curve reaches its maximum
intensity at nRCPL = 2, and at a significantly lower intensity than the CH(Asp)–OH
curve, for which the maximum value is reached at nRCPL = 3, consistent with the faster
build-up usually seen in the experimental data as described in the previous section.
Figure 4.7 compares the simulated double-quantum build-up curves for the two
interactions at 1H Larmor frequencies of 500 MHz and 1 GHz. These results show
that there is no significant effect on the build-up behaviour as a result of changing the
magnetic field strength. Specifically, there is no change in either the maximum build-up
curve intensity, or the recoupling time at which it is reached for either interaction, the
only visible difference being a small alteration in the shape of the build-up curves.
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Figure 4.7: A comparison of simulated (eight spin, SPINEVOLUTION) 1H DQ build-
up curves for the (a) CH(Asp)–CH2(a) (δDQ = 4.1 + 2.2 = 6.3 ppm; internuclear
distance of 2.39 A˚(|djk| = 8.8 kHz)) and (b) CH(Asp)–OH (δDQ = 4.1 + 12.9 = 17.0
ppm; internuclear distance of 2.49 A˚(|djk| = 7.8 kHz)) interactions in β-AspAla, as the
1H Larmor frequency is changed between values of 500 MHz (blue) and 1 GHz (red),
observing the transverse magnetisation on the CH(Asp) proton. DQ peak intensities are
normalised to the corresponding DQ peak intensity for the CH(Ala)–CH3 interaction
at nRCPL = 5. Lines linking the peak intensities are included as guides for the eye.
Considering the same pair of interactions, figure 4.8 shows the effect of changing
the MAS frequency on the double-quantum build-up behaviour. In contrast to the
other figures presented in this chapter, here DQ peak intensity is shown as a function
of the total recoupling time, rather than the number of recoupling elements (i.e., the
combined time of the recoupling periods before and after t1). This accounts for the
rotor synchronisation requirements of the POST-C7 pulse sequence, as described in
chapter 3. As the MAS frequency is increased, the required rf nutation frequency
increases, and hence the pulse duration for a given flip-angle decreases. For example,
the data point in figure 4.8 at approximately 92 µs used two POST-C7 elements for
both excitation and reconversion at 12.5 kHz MAS, and twenty elements for both at
125 kHz MAS.
In this case it is clear that changing the MAS frequency, and concomitantly the
rf nutation frequency, has a noticable effect on the double-quantum build-up curves.
For both the CH(Asp)–CH2(a) and CH(Asp)–OH interactions, the maximum double-
quantum peak intensity increases at higher MAS frequencies. Additionally changes are
apparent in the shape of the build-up curves, most notably the maximum point in the
CH(Asp)–OH build-up curve shifts from 230 to 184 µs at 25 kHz and higher MAS
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Figure 4.8: A comparison of simulated (eight spin, SPINEVOLUTION) 1H DQ build-up
curves for the (a) CH(Asp)–CH2(a) (δDQ = 4.1 + 2.2 = 6.3 ppm; internuclear distance
of 2.39 A˚(|djk| = 8.8 kHz)) and (b) CH(Asp)–OH (δDQ = 4.1 + 12.9 = 17.0 ppm;
internuclear distance of 2.49 A˚(|djk| = 7.8 kHz)) interactions in β-AspAla, observing
the transverse magnetisation on the CH(Asp) proton. The DQ build-up curves show
the effect of changing the MAS frequency (and consequently the rf nutation frequency
used for the recoupling pulses). DQ peak intensities are normalised to the corresponding
DQ peak intensity for the CH(Ala)–CH3 interaction at nRCPL = 5. Lines linking the
peak intensities are included as guides for the eye.
frequencies. However, for the purpose of comparing DQ build-up curves recorded at
the same SQ frequency, the basic features of the curves generally remain unaltered by
the change in the MAS frequency. Notably the CH(Asp)–CH2(a) curve still reaches its
maximum value at a significantly shorter recoupling time than the CH(Asp)–OH curve.
Furthermore the peak intensity in the CH(Asp)–CH2(a) curve remains at approximately
one third of the CH(Asp)–OH curve. This result indicates that the perturbing effect
of the CH2–CH2 interaction is unaffected by the increase in MAS frequency. This
is unsurprising as while the higher MAS would be expected to significantly reduce
the CH2–CH2 dipolar interaction, the POST-C7 scheme used to achieve recoupling is
specifically designed to counteract the effects of MAS, hence the dipolar truncation
effect remains.
4.4 Summary and Conclusions
The work presented in this chapter has shown that eight spin density matrix simulations
performed using SPINEVOLUTION [42] are able to reproduce most of the features of
the build-up behaviour of 1H double-quantum correlation peaks in the DQ CRAMPS
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spectrum of the dipeptide β-AspAla. The comparison of experimental and simulated
data has enabled relationships between the form of the DQ build-up curves and the
internuclear distance to be determined. Specifically, the following guidelines may be
established to aid in the analysis of build-up data from two-dimensional DQ CRAMPS
spectra :
 At a given single-quantum frequency, the build-up curve that reaches the max-
imum intensity will usually correspond to the shortest range H–H interaction
involving the proton at that single-quantum frequency.
 The highest intensity DQ build-up curves at a range of different single-quantum
frequencies may be compared in terms of the recoupling time at which they reach
their maximum intensity. A shorter recoupling time corresponds to a shorter
range H–H interaction. For example, the experimental CH2(a)–CH2(b) curve
(H–H distance of 1.55 A˚) reaches its maximum value at nRCPL = 2, whereas
the CH(Asp)–OH curve (H–H distance of 2.49 A˚) reaches its maximum value at
nRCPL = 3.
 Within a set of build-up curves for DQ peaks at the same single-quantum fre-
quency, the recoupling time at which the maximum peak intensity is reached is
often the same as for the highest intensity curve. However, the maximum inten-
sity reached by each curve is indicative of the relative H–H interaction distance.
Specifically the ratio of the maximum values of the DQ build-up curves is found
to scale approximately with the ratio of the squares of the dipolar couplings. This
behaviour shows that the analysis for isolated two spin systems remains approxi-
mately valid in the more complex case of a large network of dipolar coupled spin-½
nuclei.
 The perturbing effect of a strong dipolar coupling (for example the interaction
between the two protons in a CH2 group) reduces the reliability of relative H–
H distance measurements made through the DQ build-up. Specifically for DQ
peaks corresponding to interactions including a CH2 proton, observed at a non-
CH2 single-quantum frequency, the intensity of the DQ peak is greatly reduced
at all recoupling times, and the maximum point in the build-up curves is shifted
to a shorter recoupling time.
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Increasing either the 1H Larmor frequency (effectively the B0 magnetic field) or the
MAS frequency was found to have no significant effect on the DQ build-up behaviour,
in terms of the applicability of the guidelines listed above. It has also been shown
that while the eight-spin simulations are able to produce many of the features that are
observed experimentally, differences often occur in the recoupling times taken to reach
the maximum peak intensity. This feature was attributed to the limited number of
atoms that can be included in the simulations.
In conclusion, this work shows that even within a dense network of dipolar cou-
pled nuclei, quantitative information on relative internuclear distances can be obtained
from measuring the build-up of the double-quantum correlation peaks in a set of two-
dimensional DQ CRAMPS spectra. This method is likely to be of use in the study
of a wide variety of different systems. In later chapters of this thesis, DQ build-up
analysis will be applied to several pharmaceutically relevant molecules, including those
for which single-crystal x-ray data is unavailable. Given the dependence of solid-state
NMR on local structure rather than long range order, it is in such systems that tech-
niques such as that presented in this chapter have the potential to provide structural
data unobtainable by other methods.
CHAPTER
FIVE
HYDROGEN BONDING IN POLYMORPHS OF THE API
SIBENADET HYDROCHLORIDE
5.1 Introduction
The identification and characterisation of polymorphs of an active pharmaceutical in-
gredient (API) is an important stage in the development of new drugs. Between 80
and 90% of commercially marketed drugs are solids [121] and there is a clear need to
understand the properties of all possible polymorphs, as well as the stability of the phar-
maceutically relevant forms. The identity of the API polymorph used in the final drug
product may significantly influence the efficacy of the drug. For example, in the case
of the antibiotic chloramphenicol, the bioavailability varies between two polymorphs to
such a large degree that the concentration of the API in the blood differs by an order of
magnitude depending on which polymorph is used in the formulation [77]. Due to such
considerations, a thorough investigation of all new pharmaceutical products is required
to identify all polymorphs (in addition to solvates and any amorphous forms) [122].
An example of an API exhibiting polymorphism is Sibenadet Hydrochloride [123,
124], which is also known by the trade name Viozan. This is an API designed to
treat chronic obstructive pulmonary disease (COPD), a disease of the small airways,
closely associated with smoking, which causes symptoms including a chronic cough and
difficulty in breathing. The sibenadet HCl API was developed by the pharmaceutical
company AstraZeneca to be delivered via inhalation to act in the lung and relieve
breathlessness [125]. Development of sibenadet HCl was halted by AstraZeneca in
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Figure 5.1: (a) Molecular structure of sibenadet HCl. (b) Crystal structural diagram
showing the arrangement of sibenadet HCl molecules in form I. This diagram shows
the CASTEP geometry optimised crystal structure.
2001, at the phase III stage [126].
A diagram of a sibenadet HCl molecule is shown in figure 5.1(a). The molecule
consists of a long alkyl-based backbone, linking phenyl and benzothiazole groups. The
combination of the flexibility of the alkyl chain, and the presence of numerous hydro-
gen bonding opportunities increases the possibility of sibenadet HCl to exhibit poly-
morphism. Three polymorphs are known, two of which, designated form I (the form
developed for pharmaceutical use) and form II, are studied in this work.
Both form I and form II have previously been studied using a wide variety of
characterisation techniques [125]. Differences between the polymorphs are evident in
powder x-ray diffraction, vibrational spectroscopy, thermal analysis and 13C CPMAS
solid-state NMR. Powder x-ray diffraction also indicated that both polymorphic forms
are crystalline, with a unit cell significantly longer in one direction than the other two. A
single crystal x-ray diffraction experiment was also performed for form I, which resulted
in the crystal structure being obtained. However a sufficiently large single crystal of
form II could not be grown, and as such no crystal structure could be obtained.
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1H solid-state NMR provides an alternative approach for the investigation of the
solid-state packing. As a technique dependent on short-range interactions rather than
long range order, the inability to obtain a single crystal does not prevent a solid-state
NMR experiment being performed. The molecular packing in form I is strongly influ-
enced by hydrogen bonding interactions. Consequently the 1H DQ experiment provides
a method to investigate intermolecular distances in both polymorphic forms. 1H NMR
has been shown to be a powerful technique in the investigation of hydrogen bonded
systems [34,118,127]. This chapter presents the results of 1H DQ experiments used to
identify and quantify H–H proximities, together with DFT and density matrix simu-
lations, and shows that by comparing the results obtained from the two polymorphs,
information on the packing arrangement in the unknown structure of form II can be
obtained.
5.2 Experimental Details
5.2.1 Solid-State NMR Experiments
Samples of sibenadet HCl form I and form II were obtained from AstraZeneca PAR&D,
Charnwood, UK, and used without further processing. All 1H experiments were per-
formed using a Bruker Avance III 500 spectrometer, operating at a 1H Larmor fre-
quency of 500.1 MHz. A Bruker 4 mm triple channel probe was used (operating in
double resonance mode) at an MAS frequency of 12.5 kHz.
A one dimensional 1H experiment was performed with eDUMBO-122 [19] decoupling
applied at a 1H nutation frequency of 100 kHz in a windowed manner during acquisition.
Each 24 µs eDUMBO-122 cycle was divided into 320 steps of 75 ns. 800 data points
were acquired in 12.1 ms, giving an effective dwell time of 15 µs. The duration of the
eDUMBO-122 pre-pulses was optimised to 0.8 µs. The phase of these pulses was also
optimised, in order to minimise the intensity of artefacts.
For the two-dimensional 1H DQ correlation experiment, eDUMBO-122 decoupling
was employed in t1 and t2 at a
1H nutation frequency of 100 kHz (using windowless
and windowed schemes respectively). Each 24 µs eDUMBO-122 cycle was divided into
320 steps of 75 ns. The duration of the eDUMBO-122 pre-pulses were optimised to
0.85 µs for both t1 and t2. Recoupling of the dipolar interaction was achieved using
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POST-C7 [31] elements to excite and re-convert double-quantum coherence before and
after t1. POST-C7 pulses were applied at a
1H rf frequency of 87.5 kHz. A single
POST-C7 element (pi/2φ – 2pi(φ+180) – 3pi/2φ) had a duration of 22.9 µs. The number of
elements used in each recoupling period was incremented from one to eight in successive
experiments, in order to observe the build-up of double-quantum peaks. A 16 step phase
cycle [38] was used to select the desired coherence transfer pathway. For each of the
160 t1 FIDs, 16 transients were co-added, with a recycle delay of three seconds. The
total duration of a single experiment was 2.1 hours.
The 1H CRAMPS spectra were scaled to obtain correct chemical shift values, ref-
erenced to experiments performed on the same sample at 30 kHz MAS without the use
of homonuclear decoupling (figure 5.4). The scaling factors used for the Form I spectra
were 1.50 for 1H 1D CRAMPS, and 1.46(F 2) and 1.56 (F 1) for
1H DQ CRAMPS. For
form II, the scaling factors were 1.60 for 1H 1D CRAMPS, and 1.63(F 2) and 1.66 (F 1)
for 1H DQ CRAMPS.
13C CPMAS spectra were recorded using a Bruker Avance III 500 spectrometer at
AstraZeneca, operating at Larmor frequencies of 499.7 MHz for 1H and 125.6 MHz for
13C. Transverse magnetisation was transferred from 1H to 13C using a 2 ms contact
pulse, ramped from 50% to 100% power on the 1H channel. During the 27 ms acquisition
period, TPPM decoupling, with a pulse duration of 4.3 µs and a phase shift of 15◦, was
applied to the 1H channel at a nutation frequency of 100 kHz. 1024 transients were
co-added, with a recycle delay of 10 s, resulting in a total acquisition time of 2.8 hours
per spectrum.
5.2.2 Computational Details
Density functional theory calculations for sibenadet HCl form I were performed by Prof.
Chris Pickard at University College London, using the CASTEP Academic Release,
version 4.3 [48]. An initial geometry optimisation calculation was performed to relax
the positions of all (252) atoms within the crystal structure. The maximum forces
acting upon the atoms within the optimised structure, in units of eV/A˚, were 0.010(H),
0.011(C), 0.006(N), 0.013(O), 0.008(S) and 0.009(Cl). Calculations using the GIPAW
method [50, 51] were performed to find the shielding tensor for each atomic nucleus in
the crystal structure.
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Figure 5.2: 13C (125 MHz) CP MAS (12.5 kHz) spectra of sibenadet HCl forms I (upper
spectrum) and II (lower spectrum). Both spectra were recorded with a 2 ms contact
time and decoupling at a 1H nutation frequency of 100 kHz during acquisition.
Density matrix simulations were performed using SPINEVOLUTION [42], version
3.4.2. Atomic positions from the geometry optimised crystal structure were used in the
input file from which the dipolar couplings are calculated. The simulation method was
identical to that described in chapter 4, for the simulation of the double-quantum build
up behaviour of the dipeptide βAsp-Ala. Simulations were performed on an eight spin
system comprised of the observed NH proton, and the seven closest 1H nuclei.
5.3 Results and Discussion
The previous investigation into the polymorphs of sibenadet HCl by Cosgrove et. al.
[125], showed that differences between forms I and II were evident from a number of
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different experimental techniques, including 13C solid-state NMR. The samples used
in this work had been stored for a number of years since this original investigation
and consequently the results of new 13C CP MAS experiments were compared to the
previously published data, in order to confirm that the samples had not degraded in
the intervening time.
13C CPMAS spectra of sibenadet HCl forms I and II are shown in figure 5.2. Nei-
ther spectrum shows evidence of the peaks splitting into multiplets, thus indicating
the presence of one distinct molecule in the asymmetric unit cell of each polymorph.
Although the spectra show similar 13C chemical shift values, there are significant dif-
ferences in certain regions, particularly in the relative peak intensities between the two
forms. This data is consistent with the previously published 13C solid-state NMR spec-
tra for sibenadet HCl forms I and II, indicating that the samples used in this work are
the same as those previously studied, showing no evidence of any chemical or structural
changes.
5.3.1 Density Functional Theory Calculation Results
Due to the availability of a structure obtained by x-ray single crystal diffraction [125],
it was possible to perform geometry optimisation and NMR shielding calculations for
sibenadet HCl form I. The CASTEP geometry optimised structure, obtained by re-
laxing the positions of all atoms within the unit cell, indicates that the molecules
form a hydrogen bonded network, with the benzothiazolone groups aligning in a planar
arrangement, as shown in figure 5.1(b). Figure 5.3(a) shows the hydrogen bonding
arrangement within the planar benzothiazolone groups in more detail. There are a
number of intermolecular interactions present in this planar region, with the optimised
crystal structure suggesting that each molecule interacts via hydrogen bonds to two
others, via an O–H· · ·N interaction (O–N distance of 2.86 A˚, O–H–N angle of 171◦) in
one direction, and via an O–H· · ·O interaction (2.75 A˚, 172◦) and a possible weaker
C–H· · · S interaction (3.40 A˚, 178◦) in the approximately orthogonal direction within
the plane. In the O–H· · ·N and O–H· · ·O interactions, the same C=O acceptor in one
molecule is bonded to NH and OH donors in two different molecules. While these in-
teractions are suggestive of a relatively rigid intermolecular structure within this plane,
there is no evidence of any hydrogen bonding interactions outside of the plane. Fur-
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Figure 5.3: Structural diagram illustrating the intermolecular interactions in the
sibenadet HCl form I structure. The diagram shows the CASTEP optimised struc-
ture. (a) Hydrogen bonding interactions in the planar benzothiazolone region of the
molecule, with the XHY bond angle and XY distance labelled. (b) The structure in
the region of the NH2 group, with the N–Cl distances stated.
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Table 5.1: GIPAW calculated (form I) and experimental (forms I and II)
chemical shift values.
δiso / ppm
1H GIPAW (Form I)a Experiment (Form I) Experiment (Form II)
CH2 -0.9 to 3.7 2.1 to 3.5 1.1 to 2.9
CH 4.6 to 5.0 6.6 6.4
OH 7.0 7.6 7.3
NH2 7.8 8.7 8.0
NH2 8.8 9.7 8.8
NH 10.9 10.9 10.9
a δiso = σref − σiso where σref = 28.5 ppm.
ther investigation of the intermolecular interactions would be possible by calculating
the NMR shielding parameters for a molecule extracted from the crystal structure and
effectively isolated through the use of a very large unit cell. This approach has been
successfully used in investigations into several organic crystalline systems [56,108,111]
and will be demonstrated in chapter 6 for the pharmaceutical molecule indomethacin.
The optimised structure also indicates that the Cl− ion interacts with the NH+2
group located within the aliphatic chain. N–Cl distances of 3.13 and 3.17 A˚, and N–
H–Cl angles of 175◦ and 167◦, are indicative of an electrostatic interaction between the
NH+2 group and the Cl
− ion. These interactions take place in a different plane to the
hydrogen bonding interactions in the benzothiazolone region. This region of the crystal
structure is shown in figure 5.3(b).
The GIPAW calculated 1H chemical shift values were calibrated relative to a one-
dimensional 1H CRAMPS spectrum of sibenadet HCl form I, which is shown in figure
5.4(a). The large number of overlapping peaks in the range 2.1 ppm to 6.6 ppm makes
the identification of individual resonances impossible. However since this investigation
is primarily focussed on the hydrogen bonded region of the molecule, it is the peaks at
higher chemical shifts (7.6 and 10.9 ppm), which are of more interest. The calculation
results indicate that the NH proton has the highest chemical shift value. This may
therefore be assigned to the 10.9 ppm peak. The calculated chemical shift difference to
the OH peak is 4.0 ppm, which approximately corresponds to the peak at 7.6 ppm.
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Figure 5.4: One dimensional 1H spectra of sibenadet HCl form I (a) and form II (b). For
each polymorph, upper spectrum: recorded at an MAS frequency of 12.5 kHz, windowed
eDUMBO-122 decoupling at a
1H nutation frequency of 100 MHz was applied during
acquisition. Lower spectrum: recorded at an MAS frequency of 30 kHz (no homonuclear
decoupling).
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Table 5.2: List of 1H atoms within 3.5 A˚ of the NH and OH protons in the optimised
crystal structure of sibenadet HCl form I. Table entries corresponding to inter-planar
distances are italicised. Asterisks indicate inter-molecular distances.
1H δSQ/ppm δDQ/ppm Distance A˚
Distances from NH (10.9 ppm)
NH 10.9 21.8 2.62*
OH 7.6 18.5 2.87*
OH 7.6 18.5 3.40*
NH 10.9 21.8 3.53*
Distances from OH (7.6 ppm)
CH 6.6 14.0 2.38
NH 10.9 18.5 2.87*
OH 7.6 15.2 3.18*
NH 10.9 18.5 3.40*
5.3.2 1H DQ CRAMPS Results: Form I
A 1H DQ CRAMPS spectrum of sibenadet HCl form I is shown in figure 5.5(a). The
peaks between approximately δDQ = 5 ppm and δDQ = 13 ppm are due to predom-
inantly intra-molecular interactions between aliphatic and aromatic protons. This is
consistent with the data obtained from the geometry optimised crystal structure, which
indicates many such interactions within 3.5 A˚.
Table 5.2 lists the hydrogen atoms within 3.5 A˚ of the NH and OH protons, which
would be expected to contribute to the peaks in the DQ spectrum. The pair of peaks
at δDQ = 7.6 + 10.9 = 18.5 ppm and the on diagonal peak at δDQ = 10.9 + 10.9 =
21.8 ppm are clearly resolved and may be readily assigned from the calculation data.
The δDQ = 18.5 ppm peaks are due to the proximity of the NH and OH protons in
a pair of sibenadet HCl molecules positioned adjacently in the crystal structure. An
OH–NH distance of 2.87 A˚ between in-plane molecules, as shown in figure 5.6(a), is
consistent with the presence of this peak. The NH proton is also separated by distances
of 3.40 A˚ and 3.53 A˚ from OH protons in molecules outside of the plane, as shown in
figure 5.6(b). Although within the 3.5 A˚ usually considered as a practical maximum for
the presence of a DQ correlation peak, the NH–OH correlation peak will be dominated
by the stronger dipolar coupling due to the shorter, in-plane distance. The on-diagonal
peak at δDQ = 10.9 + 10.9 = 21.8 ppm is due to the inter-molecular NH–NH dipolar
coupling, with an inter-nuclear distance of 2.62 A˚ obtained from the optimised crystal
structure again consistent with the presence of this peak. The intermolecular OH–OH
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Figure 5.5: 1H (500 MHz) DQ CRAMPS spectra of (a) sibenadet HCl form I and (b)
form II, recorded at an MAS frequency of 12.5 kHz. eDUMBO-122 decoupling at a
1H nutation frequency of 100 MHz was applied during t1 and t2. Three elements of
POST-C7 recoupling were used for the excitation and reconversion of DQ coherence,
corresponding to a total recoupling time of 138 µs. The base contour level is at (a) 6%
and (b) 5% of the maximum peak intensity.
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3.18 Å
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Figure 5.6: (a) Intermolecular H–H proximities involving hydrogen-bonded protons. All
atoms shown in this projection lie approximately on the same plane. (b) Out-of-plane
3.40 A˚ and 3.53 A˚ NH–OH proximities. Both diagrams show the CASTEP optimised
structure.
distance of 3.18 A˚, while longer than the NH–NH and NH–OH distances, would still be
expected to result in a DQ peak at δDQ = 7.6+7.6 = 15.2 ppm. However this is within
the range covered by the large aromatic - aromatic peak. Consequently, while this peak
is clearly present, it is not possible to isolate it and observe the double-quantum build
up without the influence of the aromatic - aromatic peak.
The calculated chemical shift data indicate that the NH2 protons should appear
in the spectrum between the NH and OH peaks, at chemical shifts of 7.8 ppm and
8.8 ppm. These peaks are not apparent in either the one dimensional, or DQ CRAMPS
(figure 5.5(a)) spectra. Due to the small separation of the NH2 protons (1.71 A˚ in the
optimised crystal structure), the 1H DQ build-up behaviour of the NH2 peaks would
be expected to be similar to that of the CH2 protons in β-AspAla, as presented in
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Figure 5.7: A row extracted from a 1H DQ CRAMPS spectrum of sibenadet HCl
form I, showing NH2–NH2 peaks at 8.7 and 9.7 ppm. The spectrum was recorded
using two elements of POST-C7 recoupling in the excitation and reconversion periods
(corresponding to a total recoupling time of 92 µs). The extracted row is at δDQ =
8.7 + 9.7 = 18.4 ppm and is parallel to the single-quantum axis.
chapter 4. Consequently the maximum DQ peak intensity would be expected in the
spectrum recorded using two elements of POST-C7 recoupling in the excitation and
reconversion periods (total recoupling time of 92 µs). A slice from this spectrum (form
I) at δDQ = 18.4 ppm is shown in figure 5.7, indicating what appear to be the NH2
resonances at 8.7 and 9.7 ppm. A list of the calculated and experimental 1H chemical
shifts value is presented in table 5.1.
In order to perform a more quantitative investigation of the intermolecular distances
within the hydrogen bonded region of the molecule, it is possible to analyse the build-
up behaviour of the NH–NH and NH–OH double-quantum correlation peaks, as the
recoupling time is changed. In chapter 4 and reference [1] it was shown that even
within a dense network of dipolar coupled nuclear spins, the maximum peak intensity
is indicative of the proton - proton separation.
A comparison of simulated and experimental 1H double-quantum build-up curves
for the NH proton in form I are shown in figure 5.8. Considering first the experimental
results, the build-up data show that the curve for the NH–NH peak reaches a greater
maximum intensity than the NH–OH curve. While this is consistent with the shorter
NH–NH distance (2.62 A˚ compared to 2.87 A˚) in the optimised structure, the peak
intensity of the NH–OH curve is higher than would be expected if only these shortest
range NH–NH and NH–OH interactions are considered. The ratio of the NH–OH to
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NH–NH build-up curve maximum intensities is 0.85± 0.06, compared to a ratio in the
squares of the dipolar couplings (equal to the ratio of the distances to the inverse sixth
power) of
d2NH−OH
d2NH−NH
=
r6NH−NH
r6NH−OH
=
2.626
2.876
= 0.58
In order to reach a closer agreement with the experimentally observed value, it is
necessary to consider the contributions to the double-quantum build-up peaks from
longer range interactions. The commonly used convention in the interpretation of
1H DQ CRAMPS experiments, that peaks are visible for interactions of up to 3.5 A˚
suggests that this may be an appropriate limit. However, examination of the geometry
optimised crystal structure shows that there are two NH–OH interactions at slightly
greater separations of 3.62 A˚ and 3.68 A˚, then there are no further NH–NH or NH–OH
interactions until 4.13 A˚. When all NH–NH and NH–OH interactions ≤ 3.68 A˚ are
considered, combined as the root-sum-square of the individual H–H dipolar coupling
interactions [128], the ratio of the dipolar couplings is
r6NH−NH(rss)
r6NH−OH(rss)
=
√
2.622 + 3.532
6
√
2.872 + 3.402 + 3.622 + 3.682
6 = 0.91
which agrees, within error, with the experimentally observed value.
The simulated build-up curves both reach maximum intensity at a total recoupling
time of 320 µs, later than the experimentally observed maximum at 230 µs. As discussed
in chapter 4, this shift in the maximum is expected due to the limited size of the
simulated set of nuclei. As in the experimental data, the NH–NH curve reaches a
higher maximum intensity than the NH–OH curve, with a ratio in the maximum peak
intensities of 0.84 , which agrees within error with the experimentally observed value.
These simulations were performed on a cluster of nuclei comprised of the observed NH
and the seven closest nuclei, listed in table 5.3.
5.3.3 1H DQ CRAMPS Results: Form II
A 1H DQ CRAMPS spectrum of sibenadet HCl form II is presented in figure 5.5(b).
This spectrum shows the same DQ peaks as that for form I. For the DQ peaks corre-
sponding to interactions between aliphatic and aromatic protons this is unsurprising,
given the significant contributions to these peaks from intra-molecular interactions.
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Figure 5.8: Comparison of simulated (solid red lines) and experimental (dashed blue
lines) 1H double-quantum build-up curves for the (a) NH–NH and (b) NH–OH interac-
tions (magnetisation observed on the NH proton in both cases) in sibenadet HCl form
I. The data points are normalised to the maximum point in the NH–NH curve in both
simulation and experiment. Lines linking the points are included as a guide to the eye.
The inset figure shows the eight spin system of nuclei used in this simulation. The
observed NH proton is highlighted with a box, and the seven other protons included in
the simulation are marked with asterisk symbols. The positions used were taken from
the geometry optimised crystal structure.
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Table 5.3: List of nuclei included in addition to the observed NH proton in the
SPINEVOLUTION double-quantum build-up simulations. Table entries correspond-
ing to inter-planar distances are italicised. Asterisks indicate inter-molecular distances.
1H δSQ / ppm δDQ / ppm Distance / A˚
NH 10.9 21.8 2.62*
OH 7.6 18.5 2.87*
OH 7.6 18.5 3.40*
NH 10.9 21.8 3.53*
OH 7.6 18.5 3.62
OH 7.6 18.5 3.68*
Aromatic 6.6 17.3 3.82*
Conversely, the NH and OH region of the spectrum is predominantly due to inter-
molecular interactions. Changes in the length of the hydrogen bonds would be expected
to result in a significant change in the value of the 1H isotropic chemical shift [15].
However the observed values of 7.3 (OH) and 10.9 (NH) ppm in form II are in close
agreement with the values of 7.6 (OH) and 10.9 (NH) ppm in form I. Consequently the
similarity in the chemical shifts of the NH and OH protons, together with the presence
of the same NH–NH and NH–OH peaks suggests the presence of a similar hydrogen
bonded arrangement in form II to form I.
Figure 5.9 presents 1H double-quantum build-up curves obtained from the DQ
CRAMPS spectra of form I and form II sibenadet HCl. The curves due to the NH–NH
and NH–OH peaks at the single-quantum frequency of the NH proton (δSQ = 10.6 ppm)
are shown. In both form I and form II, the NH–NH peak reaches a higher maximum in-
tensity than the NH–OH peak. Consequently, as discussed in chapter 4, the recoupling
time taken to reach the maximum may be taken as an indicator of the internuclear dis-
tance. Both curves reach a maximum after a total recoupling time of 274 µs, indicating
a similar NH–NH distance in the two forms.
The NH–OH curves for both polymorphs reach their maximum intensity at the
same total recoupling time of 229 µs. As expected for these lower intensity peaks, this
is close to the peak in the NH–NH build-up curves. The relative intensities of these
peaks may then be related to the relative NH–OH distance. The build-up curve for
form II reaches a higher maximum intensity than the form I curve, indicating a larger
root-sum-squared NH–OH dipolar coupling in form II than form I, relative to the NH–
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Figure 5.9: Experimental double-quantum build-up curves for the NH–NH peak in
sibenadet HCl forms I and II (a) and the NH–OH peak at the OH single-quantum
frequency (b). The curves show the variation in the peak intensity with total recoupling
time. The data for each polymorph is normalised to the maximum point on the NH–
NH curve for the respective polymorph. Dashed lines linking the peak intensities are
included as guides for the eye.
NH coupling. This result implies that one or more of the NH–OH distances is shorter in
form II than form I. Given the evidence for the presence of the same in-plane hydrogen
bonding arrangement in both forms, it is likely that this difference is due to shorter
inter-planar NH–OH distances.
5.4 Summary and Conclusions
This investigation has shown that the combination of density functional theory compu-
tations for a known crystal structure with 1H solid-state NMR can be used to provide
information on the intermolecular structure of a compound for which the crystal struc-
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ture is not known. While single-crystal x-ray diffraction (combined with geometry
optimisation calculations) provides accurate and comprehensive information on atomic
positions, as is the case for sibenadet HCl form I, the reliance of solid-state NMR on
localised, short-range interactions makes it a more applicable technique when study-
ing systems such as form II, for which single crystals cannot be obtained. The use of
the 1H double-quantum experiment is particularly appropriate in this case. Whereas
the original study of the sibenadet HCl polymorphs by Cosgrove et. al [125] included
13C CP MAS solid-state NMR experiments, the results indicated possible differences
between the polymorphs in terms of disorder, particularly in the phenyl ring section
of the molecule, but provided no information on the hydrogen bonding arrangement
in the benzothiazolone region. In contrast, the 1H DQ CRAMPS experiment provided
reliable information on the hydrogen bonding arrangement, through the analysis of
double-quantum build-up curves. For form I, this was found to be in agreement with
simulations on nuclear spin systems based on the geometry optimised structure. The
small differences in the build-up behaviour of form II may therefore be taken as a
reliable indication of subtle differences in the internuclear distances in forms I and II.
In summary, the results presented in this chapter show that 1H DQ solid-state NMR
experiments can play a significant role in investigations into the structure of crystalline
organic materials, when used in combination with other techniques. Although in this
case information on the intermolecular bonding was available for only a relatively small,
yet key, region of the molecule, this data could potentially assist in the solving of the
structure by techniques such as powder x-ray diffraction. As such this investigation
shows the value of including 1H DQ solid-state NMR experiments in the analysis of the
solid-state structures exhibited by pharmaceutical compounds.
CHAPTER
SIX
PROBING INTERMOLECULAR CRYSTAL PACKING IN
γ-INDOMETHACIN BY HIGH RESOLUTION 1H
SOLID-STATE NMR SPECTROSCOPY
6.1 Introduction
In chapter 5, it was shown that the analysis of 1H double-quantum build-up curves,
presented in chapter 4, could be extended to the study of organic crystalline materials
for which the crystal structure is unknown. While the study of sibenadet HCl poly-
morphs was successful in characterising the hydrogen bonding arrangement in a limited
region of the molecule, the study of intermolecular H–H interactions throughout the
molecule was not possible, due to the large number of overlapping 1H DQ resonances
in the aliphatic and aromatic regions of the spectrum, meaning that build-up analysis
was only possible for the DQ peaks corresponding to hydrogen bonded protons, which
are at higher chemical shifts and therefore more isolated in the spectrum.
The work presented in this chapter applies similar 1H DQ correlation solid-state
NMR experiments, density functional theory calculations and density matrix simula-
tions to the gamma polymorph of the active pharmaceutical ingredient indomethacin.
γ-indomethacin is shown to have a similar 1H DQ CRAMPS spectrum to sibenadet
HCl, notably a crowded aromatic region, and more clearly defined peaks corresponding
to a hydrogen bonded (OH) proton. Consequently while 1H DQ build-up data may
be obtained for interactions involving the OH, this is not possible for the aromatic–
aromatic and aromatic–aliphatic H–H interactions. A new 1H(DQ)–13C correlation
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Figure 6.1: Molecular structure of indomethacin, showing the atomic labelling system
used throughout this chapter.
experiment [59] is employed to improve the spectral resolution in this region, and
consequently DQ build-up curves may be extracted for the interactions involving the
aromatic protons in γ-indomethacin.
Indomethacin (also known as indometacin) is a widely used non-steroidal anti-
inflammatory and anti-pyretic drug, developed in 1963 [129]. Indomethacin exists in
a number of different polymorphs, including γ-indomethacin, which is studied in this
work, as well as a metastable polymorph, α-indomethacin. The structures of both
polymorphs have been determined by x-ray single crystal diffraction [130–132]. There
is considerable interest in the study of new solid forms of indomethacin, including co-
crystals and amorphous forms due to the poor solubility of indomethacin, which limits
its bioavailability [133–137].
The molecular structure of indomethacin is shown in figure 6.1, which is annotated
with the atomic labelling system used throughout this chapter for both carbon and
hydrogen. Note that the atomic labelling system used in this chapter is the same as that
used by Basavoju et. al. [134], however a number of other labelling systems have been
employed throughout the published literature [66,67,138,139]. Indomethacin has been
widely studied using a variety of analyical techniques, including solid-state NMR studies
of the alpha and gamma polymorphs, and amorphous forms by 13C CPMAS [66, 138],
and 1H–13C and 1H–1H DQ studies of an indomethacin-polymer dispersion [67].
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6.2 Experimental and Computational Details
6.2.1 Solid-State NMR
1H one-pulse, 1H one-dimensional CRAMPS, 1H DQ CRAMPS and 1H–13C refocussed
INEPT correlation experiments were performed on a Bruker Avance II+ 600 spec-
trometer, operating at Larmor frequencies of 599.4 MHz for 1H and 150.7 MHz for
13C. A 1H one-pulse experiment was performed using a Bruker 2.5 mm probe, at an
MAS frequency of 30 kHz. For all other experiments, a Bruker 4 mm triple-resonance
probe, operating in double-resonance mode, was used at an MAS frequency of 12.5 kHz.
Throughout all experiments, 1H pi/2 pulse lengths of 2.5 µs and 13C pi/2 pulse lengths
of 5 µs were used.
The 1H one-dimensional CRAMPS experiment used windowed eDUMBO-122 de-
coupling during acquisition. Each 24 µs eDUMBO-122 cycle was divided into 320 steps
of 75 ns. The duration and phase of the eDUMBO-122 pre-pulses were optimised to
0.74 µs and 180◦ in order to minimise artefact intensity.
1H DQ CRAMPS experiments were performed as described in chapter 5 (MAS at
12.5 kHz, dipolar recoupling using the POST-C7 sequence (ν1 = 87.5 kHz), high-
resolution achieved using the eDUMBO-122 homonuclear decoupling scheme (ν1 =
100 kHz)). The duration of the eDUMBO-122 pre-pulses were optimised to 0.7 µs
and 0.9 µs for t1 and t2 respectively, with the phases of the pulses also optimised.
Scaling factors of 1.51 in F 1 and 1.63 in F 2 were determined by comparison with a
spectrum recorded using an MAS frequency of 30 kHz and without the use of homonu-
clear decoupling.
1H–13C INEPT correlation experiments, described in section 3.3.2, were performed
using eDUMBO-122 decoupling in t1 and during periods of free evolution. Each 32 µs
eDUMBO-122 cycle was divided into 320 steps of 100 ns. The durations of the pre-
pulses for eDUMBO-122 decoupling were 0.6 µs. TPPM heteronuclear decoupling with
a phase shift of 15◦ was applied during t2 acquisition at a 1H nutation frequency of
100 kHz, using a pulse length of 4.8 µs. A 16 step phase cycle [102] was used to select
the desired coherence transfer pathway. The duration of a pi/2 pulse was 2.5 µs for 1H
and 5 µs for 13C. Spin-echo durations of τ = τ ′ = 1.12 ms were used. A scaling factor of
1.89 was applied to the 1H dimension (F 1). For each of the 80 t1 FIDs, 320 transients
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Figure 6.2: (a) Pulse sequence and coherence transfer pathway diagrams for the
1H(DQ)–13C(SQ) correlation experiment. The sequence comprises a standard 1H DQ
filtered correlation experiment, without a t2 acquisition period, followed by a refo-
cussed INEPT sequence to transfer the magnetisation to directly bonded 13C nuclei.
This sequence is a combination of the 1H DQ CRAMPS and refocussed 1H-13C INEPT
experiments discussed in chapter 3. (b) Schematic spectrum for a system of two 13C
nuclei, each directly bonded to 1H nucleus, with the two 1H nuclei in close proximity.
were added, using the States-TPPI method, with a recycle delay of 2.5 seconds. The
total duration of a single experiment was 17.8 hours.
1H(DQ)–13C(SQ) correlation experiments [59] were performed on a Bruker Avance
III 850 spectrometer, operating at a 1H Larmor frequency of 850.2 MHz and a 13C
Larmor frequency of 213.7 MHz. A Bruker 3.2 mm triple-resonance probe, operating
in double-resonance mode, was used at an MAS frequency of 12.5 kHz. POST-C7 pulses
were applied at a 1H nutation frequency of 87.5 kHz. A single POST-C7 element had
a duration of 22.9 µs. As in the 1H DQ CRAMPS experiments, the number of POST-
C7 elements was varied in successive experiments from one to eight. eDUMBO-122
decoupling was employed in t1 and during periods of free evolution at a
1H nutation
frequency of 100 kHz, SPINAL-64 decoupling was applied during t2 acquisition at a
1H
nutation frequency of 100 kHz and a pulse length of 4.86 µs. Each 32 µs eDUMBO-122
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Figure 6.3: The supercell (15 × 15 × 15 A˚) used to calculate the chemical shifts in
an effectively isolated molecule. Although this unit is periodically repeated, the inter-
molecular distances are sufficiently large to negate intermolecular interactions.
cycle was divided into 320 steps of 100 ns. Spin-echo durations of τ = τ ′ = 1.16 ms
were used. A 16 step phase cycle [59] was used to select the desired coherence transfer
pathway. A scaling factor of 1.89 was applied to the 1H DQ dimension (F 1). For each
of the 130 t1 slices, 320 transients were added, with a recycle delay of 2.5 seconds. The
total duration of a single experiment was 28.9 hours. A pulse sequence and coherence
transfer pathway diagram for this sequence are shown in figure 6.2(a). A schematic
diagram of the spectrum resulting from such an experiment is shown in figure 6.2(b).
A 13C CPMAS experiment was performed on a Bruker Avance III 500 spectrom-
eter, operating at Larmor frequencies of 500.1 MHz for 1H and 125.8 MHz for 13C.
13C magnetization was created by ramped cross polarization (100% - 50%) on the 1H
channel, while heteronuclear 1H SPINAL-64 decoupling with pulses of duration 4.6 µs
was applied during a t2 acquisition time of 40 ms. 4096 transients were co-added for a
recycle delay of 3 s.
6.2.2 Computational Details
Density functional theory calculations were performed as described previously in chap-
ter 4, using the CASTEP software package (academic release version 4.3). All calcula-
tions used a cut-off energy of 1100 eV and a k-point spacing of 0.1 A˚−1. A geometry
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optimisation calculation was performed on the x-ray diffraction crystal structure of
γ-indomethacin (obtained from the CSD database, refcode INDMET03 [132]). The
geometry optimisation was performed with the unit cell dimensions and the positions
of all heavy (non-hydrogen) atoms constrained. Following geometry optimisation, the
mean forces acting on each atomic species (in units of ev/A˚) were: 0.009(H), 0.008(C),
0.008(N), 0.014(O) and 0.004(Cl).
Calculations of the shielding tensor for each nuclear site in the unit cell were per-
formed using the GIPAW method, both for the geometry optimised crystal structure,
and for an isolated molecule. This second calculation used a structure formed by ex-
tracting one indomethacin molecule from the optimised structure and placing it into a
supercell of dimensions 15× 15× 15 A˚, with simple cubic periodicity re-introduced. A
supercell of this size is sufficient to ensure that the calculated isolated molecule chemi-
cal shifts have converged for the case here of a moderately sized organic molecule [111].
The supercell containing the indomethacin molecule is shown in figure 6.3.
Density matrix simulations using the SPINEVOLUTION software package were
performed using the method previously described in chapter 4, on eight-spin clusters of
1H nuclei, using atomic positions taken from the geometry optimised crystal structure
of γ-indomethacin.
6.3 Results
6.3.1 Assignment of 1H and 13C Chemical Shifts
One pulse 1H spectra of γ-indomethacin recorded using fast MAS (30 kHz) and win-
dowed eDUMBO-122 homonuclear decoupling to achieve high resolution are shown in
figure 6.4(a) and (b) respectively. A schematic representation of the spectrum using 1H
isotropic chemical shift values calculated for the geometry optimised structure using
the GIPAW method is shown in figure 6.4(c). The calculated shifts are clustered into
one group in the aliphatic region of the spectrum, two in the aromatic region, and a
single peak at considerably higher ppm, corresponding to the OH proton. These results
are consistent with the experimental spectra. While the use of homonuclear decoupling
results in a slight improvement in resolution over fast MAS alone, it does not increase
the number of resolved peaks in the one dimensional spectrum. The OH resonance is
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Figure 6.4: 1H (600 MHz) spectra of γ-indomethacin. (a) 30 kHz MAS. (b) 12.5 kHz
MAS with windowed eDUMBO-122 homonuclear decoupling. In both cases, four tran-
sients were co-added with a recycle delay of 3 s. (c) A graphical representation of the
GIPAW calculated chemical shifts.
observed at a lower chemical shift (by approx. 2 ppm) in experiment compared to the
calculated value. This is consistent with previous observations [59, 140, 141] and may
be attributed to the temperature dependence of the chemical shift of hydrogen bonded
protons, specifically the chemical shift of hydrogen bonded protons is found to increase
with decreasing temperature [59, 75, 140–142]. A higher chemical shift in calculation
is therefore consistent as the calculations are performed on a system at an effective
temperature of 0 K.
13C chemical shifts of γ-indomethacin may be assigned using a 13C CPMAS spec-
trum (figure 6.5), a 1H(SQ-DUMBO)–13C(SQ) refocussed INEPT spectrum (figure
6.6(a)), and the calculated (GIPAW) chemical shifts. A full list of calculated and ex-
perimental chemical shift values is presented in table 6.1. The CP spectrum contains
peaks due to all carbon atoms in the molecule. There is no visible splitting of the peaks,
consistent with the presence of one distinct molecule in the asymmetric unit cell. The
spectrum is consistent with previously reported data [138].
Each peak in the refocussed INEPT spectrum corresponds to a one-bond C–H
correlation (due to the use of short τ and τ ′ spin-echo periods of 1.12 ms), and the
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Figure 6.5: 13C (125 MHz) CPMAS (12.5 kHz) spectrum of γ-indomethacin.
spectrum therefore only contains peaks corresponding to protonated 13C nuclei. One
peak is resolvable for each of the protonated aromatic carbon nuclei, with the exception
of the C15 and C19 carbons, which overlap at 131.8 ppm in the 13C dimension and
7.3 ppm in the 1H dimension. The aliphatic region of the spectrum contains three peaks
corresponding to the two methyl groups and the CH2 group. The CH2 is significantly
reduced in intensity due to the strong dipolar interactions relative to the CH3 and CH
groups resulting in a faster dephasing of 1H and 13C transverse magnetisation.
The refocussed INEPT spectrum may also be used, again in conjunction with the
GIPAW calculation results, to assign the aromatic proton resonances. Calculated and
experimental values for the 1H chemical are also listed in table 6.1. The two peaks
resolvable in the aromatic region of the one dimensional 1H spectra in figure 6.4 and
the 1H projection in figure 6.6(a) are found to correspond to protons in separate aro-
matic rings within the indomethacin molecule (with the exception of H16 which will be
discussed later).
In order to investigate the effect of intermolecular interactions on the 1H and 13C
chemical shifts, a GIPAW calculation was performed on an isolated molecule. The
geometry optimised structure for the full crystal shows a hydrogen bonded dimer ar-
rangement between two carboxyl groups. It is therefore unsurprising that the calculated
chemical shifts of the carboxyl carbon and OH proton are significantly different in the
full crystal and single molecule calculations, with differences of |δcryst.−δmol. | = 8.4 and
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Figure 6.6: (a) A 1H(SQ-DUMBO)–13C(SQ) refocussed INEPT spectrum of γ-
indomethacin, with skyline projections. Spin echo durations of τ = τ ′ = 1.12 ms
were used. The base contour level is at 18% of the maximum peak intensity. A struc-
tural diagram of γ-indomethacin is shown as an inset. (b), (c) and (d) Selected portions
of the geometry-optimised structure of γ-indomethacin, highlighting intermolecular in-
teractions due to aromatic ring currents for the C9 (CH2), C11 (CH3) and the C16
(aromatic) protons respectively. These interactions lead to changes in the GIPAW
calculated 1H chemical shifts for the γ-indomethacin structure and for an isolated in-
domethacin molecule.
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Table 6.1: Experimentala and calculatedb (GIPAW) 13C and 1H isotropic chemical
shifts for γ-indomethacin.
δ(13C) δ(1H)
Site Expt. Calc.CRY ST.
c Calc.ISOL.
d Expt. Calc.CRY ST.
c Calc.ISOL.
d
1 134.5 140 140.2 - - -
2 112.7 115.2 114.9 - - -
3 132 132.4 131.5 - - -
4 97.7 95.6 92.6 5.8 5.8 6.3
5 156.7 158.4 158.9 - - -
6 112.4 111.1 111.3 6.1 6.1 5.8
7 115.5 115.4 113.6 5.8 5.9 5.8
8 131.1 131 130.4 - - -
9a
28.1 25.6 22.2 1.7e
1.4 3.3
9b 1.7 3.6
10 179 180.2 171.8 - - -
11 55.1 54.4 51.7 2.2 2.3f 3.5f
12 13.5 11.2 6.9 1.8 1.8f 2.1f
13 167.7 169.4 167.9 - - -
14 136.7 134 135 - - -
15 131.8 134.1 132.2 7.3 7.1 6.8
16 126.9 128 128.6 5.7 5.6 6.6
17 140.1 145.4 145.6 - - -
18 129.8 130.3 129.1 7.2 7 6.9
19 131.8 132.4 130.6 7.3 7.2 7.3
OH - - - 12.7 14.4 7.2
a Determined from 13C CPMAS (figure 6.5) and 13C–1H correlation (figure
6.6(a)) spectra.
b σREF = 169.5 ppm for
13C and 30.6 ppm for 1H.
c Calculation for the full periodic crystal structure.
d Calculation for an isolated molecule.
e Only a single low intensity peak is observed for the CH2 resonance.
f Average of the three calculated 1H chemical shifts for the CH3 group.
7.2 ppm for the carbon and proton, respectively. Differences between isolated molecule
and full crystal chemical shifts of this magnitude are consistent with those found in
studies of other hydrogen bonded systems [56,143].
The chemical shifts of several other protons are also found to change significantly
(| δcryst. − δmol. | ≥ 1.0 ppm). Specifically both H9 (CH2) protons experience a change
of −1.9 ppm, the H11 (CH3) protons change by −1.2 ppm, and the H16 aromatic
proton changes by −1.0 ppm. These changes may be attributed to the absence of
intermolecular interactions due to aromatic ring currents that are not present in the
isolated molecule. Figures 6.6(b), (c) and (d) show sections of the geometry optimised
crystal structure around the H9, H11 and H16 protons respectively, and highlight the
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Figure 6.7: A Two-dimensional 1H (600 MHz) DQ CRAMPS spectrum of γ-
indomethacin, with skyline projections in both dimensions, recorded using the DQ
CRAMPS pulse sequence described in chapter 3, at 12.5 kHz MAS. Three elements of
the POST-C7 recoupling sequence were used in both the excitation and reconversion
periods (corresponding to a total recoupling time of 138 µs). The rf nutation frequency
was set to ν1 = 87.5 kHz during the recoupling periods, and to ν1 = 100 kHz for de-
coupling during the t1 and t2 periods. The base contour level is at 6% of the maximum
peak intensity. The small negative peak at the Harom. SQ resonance is an artefact.
proximity of the protons in question to aromatic rings in adjacent molecules. It is
evident that the change in chemical shift caused by the aromatic ring current interaction
is responsible for the deviation of the H16 chemical shift from those of the other 1H
chemical shifts for the same aromatic ring. These changes in chemical shift of around
1–2 ppm between calculations on systems with and without intermolecular interactions
are consistent with the differences found for aliphatic and aromatic protons in solid-
state structures of small and moderately sized organic molecules [36,73,143–146].
6.3.2 1H DQ–SQ CRAMPS Results
A 1H DQ CRAMPS spectrum, recorded at a 1H Larmor frequency of 600 MHz, is shown
in figure 6.7. As with the one dimensional 1H spectra in figure 6.4, the projection in
the single-quantum dimension only contains four resolved peaks. The double-quantum
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peaks between δDQ = 2.2 + 2.2 = 4.4 ppm and δDQ = 7.3 + 7.2 = 14.5 ppm are due
to Haliph.–Haliph., Haliph.–Harom. and Harom.–Harom. proximities, including both intra-
and inter-molecular 1H proximities. As was the case for the sibenadet HCl polymorphs
studied in chapter 5, these regions of the 1H DQ CRAMPS spectrum are too crowded
with overlapping peaks to resolve peaks due to individual interactions, and consequently
the 1H DQ build-up behaviour cannot be analysed using this experiment. A different
approach is required, which will be discussed in section 6.3.3.
At higher DQ frequencies, peaks corresponding to interactions involving the OH
proton are more clearly resolved. The on-diagonal peak at δDQ = 12.7+12.7 = 25.4 ppm
indicates an inter-molecular proximity between two OH protons. This is consistent with
the optimised crystal structure which indicates a OH–OH distance of 2.38 A˚. The pair
of cross peaks at δDQ = 12.7 + 7.2 =19.9 ppm indicates a proximity between the
OH proton and aromatic protons (predominantly H6 and H18). Both are also inter-
molecular interactions, with OH–Harom. distances of 2.48 and 2.89 A˚ for H6 and H18,
respectively, in the geometry optimised structure.
1H double quantum build-up curves are plotted in figure 6.8 for the OH–OH and
OH–Harom. peaks at the OH single-quantum frequency. These curves are shown in
figures 6.8(a) and (b) (using blue dashed lines) as the normalised peak integral against
the total recoupling time (the combined duration of the recoupling periods before and
after t1). The experimental DQ build-up curves are compared to the results of density
matrix simulations (SPINEVOLUTION) of the 1H DQ experiment. This simulation
procedure was shown to produce results that agree closely with experiment for the
dipeptide β-AspAla in chapter 4 and reference [1] and for the API sibenadet HCl in
chapter 5. An system of eight 1H nuclei was used, comprising the OH proton (on which
the magnetisation was observed) and the seven closest protons from the geometry
optimised crystal structure. This system is illustrated in figure 6.8(c) and listed in
table 6.2. Note that since the simulated data is being compared to the experimental
peaks observed at the OH single-quantum frequency, the same cluster of 1H nuclei is
used to obtain both the OH–OH and OH–Harom. build-up curves.
This cluster contains only one other OH proton (H–H proximity of 2.38 A˚), hence
this is the sole contribution to the OH–OH simulated DQ build-up curve. In contrast,
the system contains five aromatic protons (H18, H6, H6, H15, H19) although the DQ
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Figure 6.8: (a) and (b) 1H DQ build-up curves (normalised peak integral against total
recoupling time, τRCPL) for the (a) OH–OH peak at δDQ = 12.7 + 12.7 = 25.4 ppm
and (b) OH–Harom. peak at δDQ = 12.7 + 7.2 = 19.9 ppm. Integrated experimental
intensities are marked in blue and are normalised to the maximum intensity at τRCPL =
229 µs for the OH–OH DQ peak. The experimental build-up is compared to simulations
(SPINEVOLUTION) of the same experiment, which are shown as red points. (c) The
cluster of eight atoms used for the simulations, centred on the OH proton (boxed).
The OH–OH interaction is highlighted in yellow. The largest contributions to the OH-
Harom. peak are the OH–H6 and OH–H18 peaks which are highlighted in pink and
green respectively. The individual build-up curves for these interactions are shown in
(b) in the corresponding colour. The remaining protons included in the simulation are
marked with asterisks. Lines linking the points in (a) and (b) are included as guides
for the eye.
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build-up behaviour is likely to be dominated by the relatively short ranged (<3.0 A˚)
H18 and H6 interactions due to the 1/r3 dependence of the dipolar interaction. Conse-
quently the separate build-up curves due to each of the aromatic peaks were summed to
produce the DQ build-up curve shown in red in figure 6.8(b). As anticipated, the simu-
lation results indicate that the OH–H6 and OH–H18 peaks dominate the DQ build-up,
the individual curves for these interactions are shown in figure 6.8(b) in pink and green
respectively.
As with the previous cases of β-AspAla and sibenadet HCl, there is close agreement
between experiment and simulation in the 1H DQ build-up curves for γ-indomethacin.
In both the OH–OH and OH–Harom. curves, the maximum intensity is observed at τRCPL
= 229 µs (corresponding to five elements of POST-C7 recoupling at 12.5 kHz MAS).
In chapter 4, it was shown that at a particular SQ frequency, the maximum intensity
is observed for the DQ coherence corresponding to the shortest H–H distance. This
behaviour is also exhibited in the results for γ-indomethacin. While the experimental
data initially appear to contradict this result, with the OH–Harom. peak reaching a
higher maximum intensity that the OH–OH curve, for a shortest H–H distance of 2.48 A˚
compared to 2.38 A˚, this may be explained by examining the simulated data. The OH–
Harom. peak is comprised of a number of different overlapping peaks, the maximum
intensity of these individual peaks is found (in simulation) to be significantly lower
than that of the OH–OH curve.
Furthermore, it was also shown in chapter 4 that in networks of strongly dipolar
coupled spin-½ nuclei, the relative maximum intensity of different DQ peaks at the
same SQ frequency is still given, to a good approximation, by the ratio of the squares
of the dipolar coupling constants (and hence to the inverse ratio of the H–H distances
to the sixth power). The DQ build-up data for γ-indomethacin is consistent with this
relationship, specifically the ratio of r6 for the two peaks (taking into account the
multiple contributions to the OH–Harom.peak) is:
2.386
2.486
+
2.386
2.896
+
2.386
3.186
+
2.386
3.366
+
2.386
3.386
= 1.52
which is in excellent agreement with the simulated and experimental DQ build-up
curves in figure 6.8.
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Table 6.2: 1H DQ frequencies and H–H distancesa for the nearest seven 1H nuclei
to the OH and aromatic CH 1H nuclei in the geometry optimised (CASTEP) crystal
structure of γ-indomethacin. These clusters of atomic positions were used as input to
SPINEVOLUTION density matrix simulations.
1H δSQ/ppm δDQ /ppm r/A˚
1H δSQ/ppm δDQ/ppm r/A˚
Centre: OH (δSQ = 12.7 ppm) Centre: 15 (δSQ = 7.3 ppm)
OH 12.7 25.4 2.38* 9b 1.7 9.0 2.29*
18 7.2 19.9 2.48* 16 5.7 13.0 2.46
6 6.1 18.8 2.89* 7 5.8 13.1 3.03
6 6.1 18.8 3.18* 9a 1.7 9.0 3.13*
11c 2.2 14.9 3.26* OH 12.7 20 3.33*
15 7.3 20.0 3.33* 18 7.2 14.5 3.93*
19 7.3 20.0 3.38* 4 5.8 14.1 4.02*
Centre: 4 (δSQ = 5.8 ppm) Centre: 16 (δSQ = 5.7 ppm)
11a,b,c 2.2 8.0
2.30
11b,c 2.2 7.9
2.44*
2.35 2.65*
3.63 15 7.3 13.0 2.46
9b 1.7 7.5 2.55
12a,b,c 1.8 7.5
3.07*
12b,a 1.8 7.6
3.06* 3.69*
3.27* 3.31*
11a 2.2 8.0 3.48* OH 12.7 18.4 3.40*
Centre: 6 (δSQ = 6.1 ppm) Centre: 18 (δSQ = 7.2 ppm)
18 7.2 13.3 2.22* 6 6.1 13.3 2.22*
7 5.8 11.9 2.47 19 7.3 14.5 2.48
OH 12.7 18.8 2.89* OH 12.7 19.9 2.48*
OH 12.7 18.8 3.18* 7 5.8 13.0 2.91*
9a 1.7 7.8 3.34* 12b 1.8 9.0 3.85*
11a 2.2 8.3 3.46* 15 7.3 14.5 3.93*
19 7.3 13.4 3.81* 11a 2.2 9.4 3.95*
Centre: 7 (δSQ = 5.8 ppm) Centre: 19 (δSQ = 7.3 ppm)
6 6.1 11.9 2.47 18 7.2 14.5 2.48
18 7.2 13.0 2.91* 11c 2.2 9.5 2.48*
15 7.3 13.1 3.03
12b,a 1.8 9.1
2.44*
12 1.8 7.6 3.62* 3.53*
11a 2.2 8.0 3.67* OH 12.7 20.0 3.38*
19 7.3 13.1 3.69 7 5.8 13.1 3.69
12b 1.8 7.6 3.81* 6 6.1 13.4 3.81*
a Intermolecular proximities indicated by *.
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Figure 6.9: The aromatic region of a 1H(850 MHz)(DQ)–13C(213 MHz)(SQ) refocussed
INEPT correlation spectrum of γ-indomethacin, with skyline projections. The spec-
trum was recorded at an MAS frequency of 12.5 kHz. eDUMBO-122 homonuclear
decoupling was applied on the 1H channel during t1 and spin-echo delays (τ and τ
′ in
figure 6.2. SPINAL-64 decoupling was applied on the 1H channel during t2 acquisition.
Three elements of the POST-C7 recoupling sequence were used in both the excitation
and reconversion periods (corresponding to a total recoupling time of 138 µs. The
rf nutation frequency was set to ν1 = 87.5 kHz during the recoupling periods, and
to ν1 = 100 kHz for all decoupling periods. The base contour level is at 45% of the
maximum peak intensity.
6.3.3 1H(DQ)–13C(SQ) CRAMPS Results
The previous section showed that the use of eDUMBO-122 homonuclear decoupling
was not sufficient to resolve individual 1H DQ peaks in the aromatic region 1H DQ
CRAMPS spectrum of γ-indomethacin, as many overlapping peaks due to different
interactions are present in a relatively small area of the spectrum. Consequently it was
impossible to extract DQ build-up curves from the spectrum. Sufficient resolution can
be obtained through the use of a two-dimensional 1H(DQ)–13C(SQ) refocussed INEPT
correlation experiment (pulse sequence shown in figure 6.2), which exploits the higher
resolution attained by acquiring a 13C spectrum.
A 1H(DQ)–13C(SQ) spectrum of γ-indomethacin is shown in figure 6.9. As in the
case of the 1H(SQ)–13C(SQ) spectrum shown in figure 6.6, separate 13C resonances are
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Table 6.3: Assignment of resolved DQ peaks in the 1H(DQ)–13C(SQ) refocussed INEPT
spectrum of γ-indomethacin in figure 6.9 to specific H–H proximitiesa.
δExp./ppm
Peak 13C 1H(DQ) C Site H–H proximity δDQ(
1H)/ppm Distance(s)/A˚
a 97.7 8.1 C4 H4–H12(a,c) 5.8 + 1.8 = 7.6 3.06*, 3.27*
C4 H4–H9b 5.8 + 1.7 = 7.5 2.55*
C4 H4–H11(a,b,c) 5.8 + 2.2 = 8.0 2.30, 2.35, 3.63
C4 H4–H11(a) 5.8 + 2.2 = 8.0 3.48*
b 112.4 13.4 C6 H6–H7 6.1 + 5.8 = 11.9 2.47
C6 H6–H18 6.1 + 7.2 = 13.3 2.22*
c 115.5 12.6 C7 H7–H6 5.8 + 6.1 = 11.9 2.47
C7 H7–H18 5.8 + 7.2 = 13.0 2.91*
C7 H7–H15 5.8 + 7.3 = 13.1 3.03
d 126.9 13.1 C16 H16–H15 5.7 + 7.3 = 13.0 2.46
e 129.8 13.7 C18 H18–H7 7.2 + 5.8 = 13.0 2.91
C18 H18–H6 7.2 + 6.1 = 13.3 2.22*
C18 H18–H19 7.2 + 7.3 = 14.5 2.48
f 131.8 8.9 C15 H15–H9b 7.3 + 1.7 = 9.0 2.29*
C15 H15–H9a 7.3 + 1.7 = 9.0 3.13*
C19 H19–H12(a,b) 7.3 + 1.8 = 9.1 2.44*, 3.53*
C19 H19–H11c 7.3 + 2.2 = 9.5 2.48
g 131.8 13.5 C15 H15–H16 7.3 + 5.7 = 13.0 2.46
C15 H15–H7 7.3 + 5.8 = 13.1 3.03
C15 H15–H4 7.3 + 5.8 = 13.1 4.02*
C19 H19–H18 7.3 + 7.2 = 14.5 2.48
a Intermolecular proximities are indicated by *.
resolved for six of the seven aromatic CH moieties (C15 and C19 again overlap). A
short spin-echo duration (τ = τ ′ = 1.16 ms) ensures that 13C resonances are correlated
with 1H DQ resonances involving a 1H linked by one bond to the 13C nucleus. Table
6.3 assigns each of the peaks labelled a–g in figure 6.9 to specific H–H interactions.
Although the higher resolution of the 1H(DQ)–13C(SQ) refocussed INEPT spectrum
allows multiple 1H DQ peaks to be resolved in the aromatic region, the peaks remain
sufficiently broad in the 1H DQ dimension that in general, the resolvable peaks are
due to multiple H–H proximities. For example, the shortest Harom.–Harom. distance of
2.22 A˚ between H6 and H18 (an intermolecular proximity) results in peaks at δDQ =
6.1 + 7.2 = 13.3 ppm in the 1H DQ dimension, at the 13C chemical shifts of the C6 and
C18 carbons in the 13C dimension (112.4 and 129.8 ppm respectively). These peaks
overlap with the H6–H7 (2.47 A˚, δDQ = 6.1 + 5.8 = 11.9 ppm) peak at the C6 chemical
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shift, and with both the H18–H7 (2.47 A˚, δDQ = 7.2 + 5.8 = 13.0 ppm) and H18–H19
(2.47 A˚, δDQ = 7.2 + 7.3 = 14.5 ppm) peaks at the C18 chemical shift.
H4 is the only aromatic proton not to have a close proximity to another aromatic
proton, although it is in close proximity to several aliphatic protons (both intra- and
intermolecular interactions). Consequently the peak at the C4 chemical shift (97.7 ppm)
is at 8.1 ppm in the 1H DQ dimension, and there is no 1H DQ peak at approximately
13 ppm.
The peak labelled “d” in the 1H(DQ)–13C(SQ) refocussed INEPT spectrum is
unique in that it corresponds to a single H–H interaction, specifically the peak at
the C16 chemical shift (126.9 ppm) is due to the intramolecular H16–H15 proximity
(2.46 A˚) between adjacent aromatic protons. The experimental double-quantum build-
up curve for this peak is shown in figure 6.10(a) in blue. This is compared to a simulated
1H DQ build-up curve in red. The simulation was performed using SPINEVOLUTION,
on a cluster of eight nuclei comprised of H16 and the seven closest 1H nuclei in the opti-
mised crystal structure, with magnetisation observed on H16, this system is illustrated
in figure 6.10(c) and listed in table 6.2. The experimental curve reaches a maximum at
a total recoupling time of 183 µs, corresponding to the use of four elements of POST-C7
recoupling (at an MAS frequency of 12.5 kHz) for both excitation and reconversion of
the DQ coherence. The maximum point in the simulated DQ build-up curve occurs
at a slightly longer recoupling time (τRCPL = 229 µs), corresponding to the use of five
elements of POST-C7 for both excitation and reconversion. This difference between
experiment and simulation in terms of the time taken for the DQ build-up curves to
reach maximum intensity is consistent with observations of 1H DQ build-up in the
dipeptide β-AspAla discussed in chapter 4; this is was attributed to the limited size of
the simulated cluster.
A further interesting case to discuss is the build-up of the peak labelled “b” in figure
6.9. This peak corresponds to the H6–H18 (2.22 A˚, δDQ = 6.1 + 7.2 =13.3 ppm) and
H6–H7 (2.47 A˚, δDQ = 6.1+5.8 =11.9 ppm) interactions. The experimentally observed
build-up of this peak is shown in figure 6.10(c) in blue. This is compared to the sum
of the simulated 1H DQ build-up curves for the H6–H18 and H6–H7 curves, shown in
red. These build-up curves were both obtained from simulations of 1H DQ build-up
observed on the H6 nucleus in a cluster comprising H6 and the seven closest protons
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Figure 6.10: (a) and (c) 1H DQ build-up curves (normalised peak integral against
total recoupling time, τRCPL) for (a) peak d and (c) peak b in the
1H(DQ)–13C(SQ)
refocussed INEPT spectrum shown in figure 6.9, corresponding to the 1H DQ coherences
for the (a) H16 and (c) H6 aromatic protons directly bound to the C16 and C6 carbons
(13C resonances of 127.2 and 112.8 ppm, respectively). Experimental data is shown in
blue (normalised to the maximum intensity at τRCPL= 183 µs for peak d). Simulated
(SPINEVOLUTION) peak intensities are shown in red (normalised to the maximum
intensity at τRCPL = 183 µs for peak d). (b) and (d) The clusters of eight
1H nuclei for
simulations observing on H16 and H6, respectively, in each case the observed nucleus
is boxed. Peak d is due to a single H16–H15 interaction, highlighted in yellow in
(b). Peak b is due to two interactions, H6–H18 and H6–H7, highlighted in green and
pink, respectively. The individual build-up curves for these interactions are shown in
(c) in the corresponding colour. The remaining protons included in the simulations
are marked in (b) and (d) with asterisks. Lines linking the points in (a) and (c) are
included as guides for the eye.
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in the optimised crystal structure, listed in table 6.2. The simulated system is also
shown in figure 6.10(d), in which the H6–H18 and H6–H7 interactions are highlighted
in green and pink, respectively. The individual 1H DQ build-up curves for these two
interactions are shown (in the corresponding colour) in figure 6.10(c). In terms of both
the maximum peak intensity, and the recoupling time at which it is reached, there is
excellent agreement between the experimental and (summed) simulated build-up data
for peak b.
A comparison of the simulated 1H DQ build-up of the H16–H15 peak (solid red line
in figure 6.10(a)) and the H6–H18 (solid green line in 6.10(c)) shows that the H6–H18
peak reaches maximum intensity at a shorter recoupling time (183 µs compared to
229 µs), consistent with the shorter internuclear distance of 2.22 A˚ compared to 2.46 A˚
for H16–H15, following the guidelines for interpretation of 1H DQ build-up curves
summarised in chapter 4. Similarly the two build-up curves for H6–H18 and H6–H7
(green and pink curves, respectively, in figure 6.10(c)) may be analysed in terms of the
ratio of the maximum intensity reached by the 1H DQ build-up curves, as with the DQ
build-up curves for peaks at the OH single-quantum frequency in the standard 1H DQ
CRAMPS spectrum in section 6.3.2. A greater maximum intensity is observed for the
shorter H–H distance, again consistent with the guidelines established in chapter 4.
While the analysis of the two peaks discussed above shows good agreement between
simulation and experiment, it is important to note that while the 1H(DQ)–13C(SQ)
refocussed INEPT experiment results in enhanced resolution in comparison to the 1H
DQ CRAMPS experiment, this is achieved at the cost of an important disadvantage in
terms of quantitative comparisons between the build-up of different peaks. Specifically,
the refocussed INEPT transfer from 13C to 1H will depend on the 1H and 13C T ′2
spin-echo dephasing times, which would typically be expected to differ for different CH
moieties.
6.4 Summary and Conclusions
The results presented in this chapter demonstrate that in organic crystalline systems in
which sufficient resolution cannot be obtained using a 1H–1H DQ CRAMPS experiment
to resolve peaks corresponding to individual H–H proximities, the 1H(DQ)–13C(SQ)
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refocussed INEPT experiment allows peaks corresponding to interactions involving in-
dividual 1H nuclei to be resolved, via detection on the directly bonded 13C. In the case
of γ-indomethacin, this experiment was used to extract 1H DQ build-up curves from the
aromatic region of the spectrum. These experimental results were compared to eight-
spin density matrix simulations, based on the geometry optimised crystal structure of
γ-indomethacin.
In addition, the comparison of calculated (GIPAW) chemical shifts for the full op-
timised crystal structure of γ-indomethacin, and an indomethacin molecule effectively
isolated by being placed in a very large unit cell, allowed the effect of intermolecu-
lar interactions to be investigated. Specifically it was found that, in addition to the
expected differences due to the hydrogen bonding interactions at the carboxylic acid
moiety, the chemical shift of several protons are influenced by aromatic ring currents
in neighbouring molecules within the full unit cell. This investigation explained the
relatively large deviation of the H16 chemical shift from that of the other protons in
the same aromatic ring.
While the transfer of magnetisation from 1H to 13C allowed the extraction of the DQ
build-up curves for individual peaks, this is at the cost of both limiting the quantitative
analysis, due to the dependence of the INEPT transfer on the spin-echo dephasing times,
and, at natural abundance, a significant increase in the time taken to record a spectrum
(approximately 28 hours, in contrast to approximately two hours for a standard 1H DQ
CRAMPS spectrum).
Despite the limitations discussed above, the 1H(DQ)–13C(SQ) refocussed INEPT
experiment overcomes the problem seen in the standard 1H DQ CRAMPS spectra of
γ-indomethacin and (in the previous chapter sibenadet HCl), of a lack of resolution in
the aromatic region. This is likely to be a problem in the study by 1H solid-state NMR
of many similar organic molecules, and consequently the 1H(DQ)–13C(SQ) refocussed
INEPT experiment has the potential to significantly expand the range of systems to
which 1H DQ build-up analysis may be applied.
CHAPTER
SEVEN
A STUDY OF POLYMORPHISM IN IBUPROFEN THROUGH
13C SOLID-STATE NMR AND FIRST-PRINCIPLES
CALCULATIONS
7.1 Introduction
Ibuprofen is a non-steroidal anti-inflammatory drug. Originally developed as a treat-
ment for rheumatoid arthritis, it is now among the most commonly used analgesics [147]
and is considered by the World Health Organisation to be one of the core medicines
required for the operation of a basic health care system [148]. Ibuprofen exhibits stere-
ochemistry, existing in two forms designated R(−)-ibuprofen and S(+)-ibuprofen (the
pharmaceutically active isomer [149]), and is commonly marketed as a racemic mix-
ture [150].
Racemic ibuprofen, the molecular structure of which is shown in figure 7.1 is known
to exist in at least two polymorphic crystalline forms. Form I, until relatively recently
the only known crystalline form, is the polymorph used in the pharmaceutical product.
Form II is a polymorph produced by melting form I, before quenching to form an amor-
phous solid, which is then annealed at 258 K until form II emerges. This polymorph
has been shown to exhibit physical differences to form I, notably a significantly lower
melting point (290 K compared to 349 K), indicating a lower stability [151]. The crystal
structure of form II has recently been solved by powder x-ray diffraction [152].
In this chapter, ibuprofen forms I and II are investigated using 13C CP MAS solid-
state NMR and density functional theory calculations. Form I was converted to an
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Figure 7.1: Molecular structure of ibuprofen, showing the numbering system used for
carbon atoms used throughout this chapter.
amorphous solid by melting and rapidly quenching, and the emergence of form II from
the amorphous form during annealing at 258 K was monitored using repeated 13C CP-
MAS experiments. The experimentally obtained carbon chemical shifts are compared
to the values obtained from GIPAW calculations for the published crystal structures of
form I and form II and an alternative structure for form II.
7.2 Experimental and Computational Details
This work has been performed in collaboration with Prof. Alastair Florence, at the
University of Strathclyde, who provided the sample of form I ibuprofen, advice on the
process for production of form II, and two structural models for form II.
7.2.1 Variable Temperature 13C CP MAS Solid-State NMR
Experiments
Experiments on ibuprofen were performed using a Bruker Avance III 500 spectrometer,
operating at Larmor frequencies of 500.1 MHz for 1H and 125.8 MHz for 13C. All
experiments were 13C CP MAS (8 kHz), with transverse magnetisation transferred
from 1H using a 1 ms contact pulse, ramped from 50% to 100% power on the 1H
channel. During the 39.9 ms acquisition time, SPINAL-64 decoupling was applied on
the 1H channel at an rf frequency of 100 kHz and with a pulse duration of 4.6 µs.
Unless otherwise stated, 256 transients were recorded and co-added. A 3 s recycle
delay was used, resulting in a total acquisition time of approximately thirteen minutes.
Preparation of the sample in such a way that it would be possible to follow the
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emergence of the crystalline form II from the amorphous form by solid-state NMR
required the following pre-experiment set-up procedure. Powdered form I ibuprofen
was packed into a standard Bruker 4mm MAS zirconia rotor, which was fitted with a
boron nitride cap to ensure that the variations in temperature required to produce form
II did not result in the rotor and cap becoming separated. The rotor was then placed
in an oven and heated to (355 ± 1) K (above the melting point of 349 K) and held at
that temperature for several minutes, to ensure a complete melt of the sample within
the rotor. The rotor was then removed from the oven and quenched in liquid nitrogen
(77 K) to rapidly solidify the sample. Meanwhile, a Bruker 4mm triple resonance
probe, operating in double-resonance mode and tuned to 1H and 13C, was cooled using
a Bruker BVT3000 variable temperature unit and a Bruker BCU-Xtreme refrigeration
unit, using a cooling gas temperature of 258 K. The rotor was removed from the liquid
nitrogen and inserted directly into the probe using the insert-eject mechanism.
In order to start magic angle spinning, it was necessary to interrupt the flow of cool-
ing gas to the probe. The rotor was spun up to 4 kHz before resuming cooling, during
which time the temperature measured inside the probe rose due to the application of
room temperature bearing and drive gas flows and absence of cooling gas. During this
interval the probe temperature did not rise above 272 K. Once the MAS frequency had
reached 4 kHz, the cooling gas flow was resumed and the temperature measured inside
the probe returned to 258 K. The MAS rate was then increased gradually, in steps
of 500 Hz, up to the final frequency of 8 kHz. During this second phase of spin rate
increase, the probe temperature remained in the range 258± 1 K.
Fifty 13C CP MAS experiments were performed, using the parameters described
previously in this chapter, while the cooling gas temperature was maintained at 258 K
(above the reported glass transition temperature of 228± 1 K [151]). In order to follow
the conversion of form I to form II as the temperature increased, a further two 13C CP
MAS experiments were then performed. Firstly after the cooling gas temperature had
increased first to 273 K, then the cooling gas flow was switched off and the final 13C
experiment was performed after the sample had reached room temperature.
The discussion of the temperature throughout refers to the temperature of the
cooling gas measured inside the probe. The temperature of the sample will differ from
this value due to frictional heating caused by magic angle spinning. However, in this
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Figure 7.2: Ibuprofen form II structures. (a) Before (blue) and after (red) geometry
optimisation. (b) The geometry optimised structures of form II(a) (green) and form
II(b) (orange).
case due to the relatively low spinning frequency of 8 kHz, this heating effect is likely
to be relatively small (< 10 K).
7.2.2 Computational Details
First-principles density functional theory (DFT) calculations were performed using
CASTEP [48] version 4.3. Structural files for ibuprofen forms I and II were obtained
from the Chemical Database Service CrystalWeb database (refcodes COTYOA for form
I and IBPRAC04 for form II).
For each structure, a geometry optimisation calculation was performed, and the
resulting structure was then used as input for a calculation using the GIPAW [50, 51]
(Gauge-Including Projector Augmented-Wave) method to obtain the NMR chemical
shielding parameters. Both stages of the calculation used a cut-off energy of 1100 eV.
A Monkhurst-Pack grid with a k-point spacing of 0.1 A˚−1 was used for the geometry
optimisation stage, and with a spacing of 0.05 A˚−1 for the NMR calculation. The
PBE exchange-function correlational and ultrasoft pseudopotentials were used in all
calculations. During the geometry optimisation stage of the calculation, the positions of
all atoms were optimised. The importance of fully optimising the structure, rather than
just the proton positions is shown in figure 7.2(a), which shows significant differences
in the positions of carbon and oxygen atoms in the overlayed unit cells of form II before
and after geometry optimisation. The geometry optimisation and NMR calculations
for form II were performed on two different structures. The first, referred to as form II
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Figure 7.3: 13C (125 MHz) CP MAS (8 kHz) spectrum of ibuprofen form I as received,
as recorded at room temperature. Spinning sidebands are marked with an asterisk.
(a), is the (geometry optimised) published [152] structure. The second, referred to as
form II (b), is the published structure with the carboxyl group rotated through 180◦
about the axis defined by the C7–C9 bond, as illustrated in the overlayed (geometry
optimised) unit cells of form II(a) and form II(b) in figure 7.2(b). For form II(b), the
carboxyl group was rotated before the geometry optimisation.
Following geometry optimisation, the average forces acting on each atomic species
(in units of eV/A˚) for each structure were: 0.015(H), 0.019(C) and 0.020(O) for form I;
0.013(H), 0.021(C) and 0.026(O) for form II(a); and 0.014(H), 0.023(C) and 0.024(O)
for form II(b).
7.3 Results and Discussion
7.3.1 Form I Ibuprofen
A 13C CP MAS spectrum of ibuprofen form I, recorded using the sample as received
and at room temperature, is presented in figure 7.3. With the exception of spinning
sidebands, one peak appears in the spectrum for each of the thirteen carbon atoms
in a single ibuprofen molecule, indicating the presence of one distinct molecule in the
asymmetric unit cell. The spectrum recorded for the ibuprofen sample is consistent
with a 13C CP MAS spectrum previously reported by Geppi et. al. [153].
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Table 7.1: Experimental and calculated (GIPAW)
13C chemical shifts for ibuprofen form I.
13C Label (Fig. 7.1) δEXP/ppm δCALC/ppm
1 183.0 187.2a
2 45.8 46.4b
3 15.2 14.0b
4 137.1 137.0a
5 130.6 130.4a
6 128.8 128.6a
7 142.0 143.2a
8 132.2 132.1a
9 126.7 126.4a
10 44.0 46.0b
11 32.4 34.5b
12 24.9 22.9b
13 21.8 20.2b
a σREF = 167.0 ppm
b σREF = 171.8 ppm
Table 7.1 lists the experimentally obtained chemical shifts, compared to the GIPAW
calculated values, and assigns all thirteen 13C peaks to the molecular diagram in figure
7.1. Due to the significant separation of the aliphatic and aromatic regions of the spec-
trum, it was appropriate to choose separate reference values for each region. Reference
values were chosen such that for each region, the mean values of the calculated and
experimental chemical shifts coincided. This method reduced the effect of the over- and
under-estimation of the high and low ppm ends of the spectrum respectively and has
been previously used in the analysis of calculated solid-state NMR chemical shifts [111].
The calculated chemical shift value for the carboxyl carbon was referenced using the
value for the aromatic region, although this peak was not included in the calculation
of that reference value.
7.3.2 Form II Ibuprofen
Figure 7.6(a) shows 13C CP MAS spectra recorded at time intervals of approximately
2.1 hours, showing the conversion between amorphous and form II ibuprofen. The initial
(t = 0) spectrum has a very low signal to noise ratio, consistent with the presence of an
amorphous solid. A sharp peak at 22.7 ppm is the dominant feature in the spectrum.
This peak persists at longer times, although it is eventually obscured as the larger
peak at 23.4 ppm emerges. After 2.1 hours, all peaks in the form II spectrum have
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Figure 7.4: 13C (125 MHz) CP MAS (8 kHz) spectra of ibuprofen recorded at a tem-
perature of 258 K. The initial (t = 0) spectrum shows the amorphous solid. Spectra
recorded at later times show the emergence of ibuprofen form II as the sample is an-
nealed.
appeared. These peaks continue to increase in intensity throughout the remainder of
the experimental period. This behaviour is consistent with the powder x-ray diffraction
data reported in reference [152], which showed diffraction peaks consistent with the
presence of form II emerging over a similar time scale (approximately five hours).
Comparison of the spectrum of form I with that of form II shows that several
very weak peaks due to form I are present in the form II spectrum. These are most
clearly visible in the aliphatic region of the form II spectrum, at 15.2 ppm, as a clearly
resolvable, distinct peak, and at 21.8, 24.9, 32.4 and 44.0 ppm although these are
partially obscured due to their close proximity to much more intense form II peaks.
The presence of these form I peaks in the form II spectrum is shown in figure 7.5. These
peaks grow in intensity as time progresses, suggesting that rather than indicating a
remnant of form I that remained unmelted, a small amount of form I is produced during
the annealing process, either directly from the amorphous solid, or via a conversion
from form II. The form II spectrum also contains a relatively low intensity peak in the
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Figure 7.5: Comparison of the aliphatic and aromatic regions of the 13C (125 MHz)
CP MAS (8 kHz) spectra of ibuprofen form I (as received) and form II (annealed at
258 K for 10.5 hours). Dashed lines at the form I chemical shifts highlight the presence
of form I peaks in the form II spectrum.
aromatic region, at 135.8 ppm. The cause of this peak is unclear, as it is considerably
weaker than the surrounding form II aromatic peaks, does not correspond to a form I
chemical shift (as shown in figure 7.5) and is not a spinning sideband.
Excluding the form I peaks, the anomalous peak at 135.8 ppm, and spinning side-
bands; the form II spectrum contains nine peaks. As with form I, there is no evidence
of any splitting of the peaks, indicating the presence of one distinct molecule in the
ibuprofen form II asymmetric unit cell. However several of the peaks must now cor-
respond to more than one carbon site in the ibuprofen molecule. Peaks were fitted
to Gaussian functions and the integrals under each of the fitted peaks were measured.
Regarding the aromatic region of the spectrum, the integral under the two peaks at
138.0 and 141.5 ppm in form II spectrum is 44% of the integral under the two peaks
at 127.4 and 130.0 ppm. In comparison, in the form I spectrum, the integral under the
two peaks at 137.1 and 142.0 ppm is 41% of the intergral under the four peaks between
126.7 and 132.2 ppm. The close agreement in these ratios indicates that the 127.4
and 130.0 ppm peaks in the form II spectrum are due to the four protonated aromatic
carbons. A similar analysis shows that the peaks at 23.4 and 45.3 ppm in the form II
spectrum are also each due to two distinct carbon atoms. The quantitative analysis of
a CP spectrum is not normally possible in this way, due to the dependence of the peak
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intensity on the heteronuclear dipolar coupling. However, in this case, the comparison
between the peak integrals in the form I and form II spectra would be expected to
largely negate this effect.
Following acquisition of the 13C CP MAS spectra of ibuprofen form II at 258 K, two
further spectra were recorded at 273 K and, with the cooling gas flow switched off, when
the sample had returned to room temperature. The 273 K spectrum contains a mixture
of form I and form II peaks, as shown in figure 7.6(b). The room temperature spectrum
is shown in figure 7.6(c) and contains peaks consistent with the presence of ibuprofen
form I. No discernible peaks due to form II are present in the spectrum, indicating
a complete reconversion from form II to form I ibuprofen. This result differs slightly
from the previously published investigation into form II ibuprofen using differential
scanning calorimetry and x-ray diffraction experiments [151], which reported a melting
of form II at 290 K, followed by recrystallisation of form I at 310 K. There is no
evidence in the 13C solid-state NMR results of the conversion from form II to form I
involving an intermediate transition to a molten state, as reported by Dudognon et.
al. [151]. Instead the form I appears to emerge directly from the form II upon heating.
However, it is notable that if melting of the sample did occur, no peaks due to the
liquid ibuprofen would be expected in the spectrum, as the dipolar interaction through
which magnetisation is transferred in a CP experiment would be averaged to zero by
the molecular motion. The only way in which the molten state may be apparent is
through a reduction in the observed signal, however no such reduction was observed.
It is notable that throughout the reconverted form I spectrum, the peaks are signif-
icantly broader than in the initial form I spectrum. Line widths were measured using
fitting to Gaussian functions as described previously. Full width at half maximum
height (FWHMH) values were obtained for the fitted peaks. The values are listed in
table 7.2. The increase in line width following the melt-quench process is consistent
with observations by Barich et. al. [154], who attributed the change to an increase
in anisotropic bulk magnetic susceptibility (ABMS) due to a decrease in particle size,
or increase in the density of defects within ibuprofen crystals. ABMS, which may be
calculated using DFT [55], can have a significant effect on the line widths in solid-state
NMR spectra [155] and would be likely to be a factor in the line width in ibuprofen
solid-state NMR spectra due to the presence of an aromatic ring in the molecule, which
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Figure 7.6: 13C (125 MHz) CP MAS (8 kHz) spectra. (a) Ibuprofen form II - produced
by quenching a melted sample and annealing for 10.5 hours. (b) Spectrum recorded af-
ter allowing the temperature of the form II sample to increase to 273 K. The spectrum
contains peaks at chemical shifts characteristic of both forms I and II (c) Spectrum
recorded after allowing the temperature of the form II sample to increase to room tem-
perature. The spectrum contains only form I peaks, indicating a complete conversion
from form II to form I. Spinning sidebands are marked with an asterisk in all spectra.
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Table 7.2: Line widths for ibuprofen form I, recorded before and after conversion to
form II
Line Width (FWHMH)/Hz (±1 Hz)
13C Label δ/ppm As received Reconverted (from form II)
1 183.0 51 81
2 45.8 60 89
3 15.2 55 100
4 137.1 47 75
5 130.6 117 222
6 128.9 103 212
7 142.0 48 79
8 132.2 102 142
9 126.7 100 156
10 44.0 59 85
11 32.4 54 88
12 24.9 50 80
13 21.8 50 87
acts as a source of ABMS [156].
Calculations of the isotropic chemical shift values were performed for both of the
possible structure models for form II ibuprofen. As with the calculations for form
I, separate reference values were used for the aromatic and aliphatic regions of the
spectrum. The results of the GIPAW calculations, together with the experimental
values, are presented in table 7.3. However there are only slight differences in the
calculated chemical shifts for the two structures, and it is therefore difficult to determine
which structure provides closer agreement with the experimental data. The mean values
of the magnitude of the difference between the experimental and calculated chemical
shifts for form I and each of the form II structures is presented in table 7.4. For each
structure these data show a better agreement in the aromatic region of the molecule
than the aliphatic, although all of the mean deviations from experiment are relatively
small, and are within the typical errors seen in GIPAW chemical shift calculations [107].
In order to compare the calculated data for the two form II structures more robustly,
the results for each are analysed in terms of the differences between the form I and form
II results in both experiment and calculation. A quantity, ∆, defined as
∆ =
∣∣∣(δ(Form I)Exp. − δ(Form II)Exp. )− (δ(Form I)Calc. − δ(Form II)Calc. )∣∣∣
was calculated for each of the form II structures. This value is independent of the
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Table 7.3: Experimental and computational values for ibuprofen form II 13C chemical
shifts.
Form II (a) Form II (b)
13C Label δExp./ppm δCalc./ppm ∆(a)/ppm
a δCalc./ppm ∆(b)/ppm
a
1 183.6 186.9b 0.6 187.3d 0.0
2 45.3 48.3c 2.9 47.2e 1.4
3 18.7 15.3c 1.8 15.3e 2.0
4 138.0 136.8b 0.7 137.2d 0.3
5 130.0 129.9b 0.6 129.8d 0.6
6 127.4 128.8b 2.0 129.4d 2.7
7 141.5 143.3b 1.0 142.9d 0.7
8 130.0 130.5b 1.0 130.4d 1.1
9 127.5 125.3b 1.6 124.9d 1.8
10 45.3 45.0c 1.9 45.4e 1.8
11 30.5 33.3c 1.1 33.5e 1.0
12 23.4 23.1c 2.1 23.5e 2.2
13 23.4 21.5c 0.2 21.6e 0.1
a ∆ =
∣∣∣(δ(Form I)Exp. − δ(Form II)Exp. )− (δ(Form I)Calc. − δ(Form II)Calc. )∣∣∣
b σREF = 166.6 ppm
c σREF = 171.4 ppm
d σREF = 166.5 ppm
e σREF = 171.7 ppm
reference value used and as such it allows a direct comparison between the calculated
and experimental chemical shift values. A smaller value of ∆ is indicative of a smaller
difference in the changes between form I and form II in experiment and calculation.
The results of the GIPAW calculations for form II(a) and (b) structures, together with
experimental chemical shift values, are presented in table 7.3.
The mean values of ∆ for the form II (a) and (b), of 1.3 and 1.2 ppm, respectively,
are extremely close, suggesting little difference between the two structures. As with the
differences between experiment and calculation for the individual structures discussed
previously, these values are relatively small and within the typical errors in GIPAW
calculations. However, considering the values of ∆ for the carboxyl carbon (C1) and
the carbon atom to which it is directly bonded (C2) (the two atoms defining the axis
about which the carboxyl group is rotated), significantly lower values of ∆ are seen for
these two nuclei in the calculation for the form II(b) structure. As the nuclei likely to
be most strongly affected by the rotation of the carboxyl group, this may be taken as
an indication of a better agreement with the form II(b) structure.
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Table 7.4: Mean differences between experimental and calculated chemical shifts in
form I and form II ibuprofen.
Mean |δExp. − δCalc.|
Aliphatic Aromatic
Form I 1.6 0.4
Form II(a) 2.0 1.2
Form II(b) 1.7 1.2
7.4 Summary and Conclusions
The results presented in this chapter show that 13C CP MAS solid-state NMR exper-
iments can be used to differentiate between the well known, pharmaceutically used,
form of ibuprofen, and the recently identified polymorph produced by annealing of the
amorphous solid. Variable temperature solid-state NMR experiments can also be used
to track the emergence of the crystalline form II from the amorphous solid, while the
sample is annealed inside an NMR probe maintained at a stable temperature; and the
reconversion from form II to form I as the sample is subsequently heated. Through 13C
solid state NMR it is also possible to observe the formation of small amounts of form
I ibuprofen, in addition to the significantly larger amount of form II produced during
the annealing process.
Assignment of all thirteen peaks in the form I spectrum, and all nine peaks in the
form II spectrum was possible by comparison of the experimental data with calculated
(GIPAW) isotropic chemical shifts. The comparison between two structural models for
form II, as originally published and with a rotated carboxyl group, did not unambigu-
ously determine a better agreement between the experimental 13C CP MAS results
and the GIPAW calculated chemical shift for one of the potential form II structures
compared to the other. Geometry optimisation of the two structures indicated that
the change in the orientation of the carboxyl group had little effect on the positions
of the majority of the atomic positions within the crystal structure, and it is therefore
unsurprising that the calculated chemical shifts for the two structures were very simi-
lar. However the GIPAW calculations did indicate a better agreement with experiment
for regions of the molecule close to the carboxyl group, when it was rotated. Despite
small differences, the calculated chemical shifts for both structures are in relatively
close agreement with the experimental values, indicating that the same polymorph was
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produced in this work as in the previously published studies [151,152].
Consequently, this work demonstrates the applicability of variable-temperature
solid-state NMR experiments in the study of solid-state transitions between polymorphs
in organic crystalline materials. Additionally, the significant differences in atomic po-
sitions between the unoptimised and optimised structures of ibuprofen form II(a), and
the close agreement between experimental and calculated 13C chemical shifts for the
geometry optimised structure shows the value of combining density functional theory
calculations with routine 13C CP MAS experiments in the investigation of pharmaceu-
tical samples.
CHAPTER
EIGHT
SUMMARY AND OUTLOOK
The work presented in this thesis has focussed on the development of solid-state NMR
techniques for studying the structure of crystalline organic molecules, specifically in
application to the study of active pharmaceutical ingredients. The 1H DQ correlation
NMR experiment is an established method of probing internuclear distances in organic
solids. The density-matrix simulation results presented in chapter 4 facilitate a greater
understanding of the relationship between the build-up in intensity of 1H DQ correla-
tion peaks as the duration of the recoupling periods in the pulse sequence is changed,
and the three-dimensional arrangement of 1H nuclei in the solid-state. Specifically, it
was demonstrated that while the recoupling time at which a maximum in the build-up
curve is reached is related to H–H distance only for the most intense peak at a particular
single-quantum frequency, the relative maximum intensities of 1H DQ build-up curves
for peaks observed at that SQ frequency yields information on relative H–H distances.
The use of density-matrix simulations, which were shown to agree well with experimen-
tal data, allowed parameters to be changed in a way that would not be possible in a
real experiment. This additional flexibility permitted the investigation of the effect of
dipolar truncation due to the presence of a strongly dipolar coupled pair of 1H nuclei
(in this case a CH2 group). Using simulations to selectively exclude a single nucleus
from the system, it was shown that the presence of such a strong interaction reduces
the reliability of relative H–H distance information gained from DQ build-up analysis.
The initial investigation into the build-up of 1H DQ peaks in a simple dipeptide was
then expanded to pharmaceutically relevant systems, specifically the APIs sibenadet
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HCl and γ-indomethacin. In the former case, two polymorphs were studied, with a
known crystal structure for one. The 1H DQ spectra of the two polymorphs were shown
to exhibit an extremely similar pattern of peaks, indicative of a similar intermolecular
hydrogen-bonding arrangement. However, analysis of the 1H DQ build-up behaviour of
peaks corresponding to hydrogen bonded protons revealed subtle differences between
the two polymorphic forms. As with sibenadet HCl, the analysis of 1H DQ build-up
curves in γ-indomethacin was effectively limited to the hydrogen bonded region of the
molecule, due to the poor resolution in the remainder of the spectrum. Consequently,
the recently developed 1H(DQ)–13C refocussed INEPT experiment was used to exploit
the higher resolution of a 13C spectrum, allowing 1H DQ peaks for individual aromatic
resonances to be resolved. While interpretation of the build-up behaviour of these
peaks is not as straightforward as in the simple 1H DQ CRAMPS experiment, due to
the additional dependence of the intensity on the INEPT magnetisation transfer, it
remains possible to investigate the intermolecular packing by comparing the data to
simulation results.
The final experimental results chapter used the more established 13C CPMAS ex-
periment to investigate polymorphism in ibuprofen. 13C spectra were obtained for
both the well known polymorph, corresponding to the pharmaceutical product, and a
recently discovered second polymorph. With the aid of GIPAW chemical shift calcu-
lations, it was possible to fully assign the spectra of both polymorphs. A potential
modification to the crystal structure of the new polymorph was investigated using GI-
PAW calculations, although it was not possible to unambiguously determine a better
agreement with the experimental data.
Density-functional theory calculations (both geometry optimisation and shielding
tensor calculations using the GIPAW method) were used extensively throughout the
investigations reported in this thesis. DFT calculations were used both to provide re-
liable proton-proton distances as input for simulations of the 1H DQ build-up, and to
calculate isotropic chemical shift values which aided in the assignment of 1H and 13C
NMR spectra. In the study of γ-indomethacin, GIPAW calculations were also used
to investigate the effect of intermolecular interactions on the experimentally observed
1H chemical shifts, by comparison of calculations for the full unit cell and an effec-
tively isolated molecule. While the chemical shift is clearly strongly influenced by the
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supramolecular structure, there is no simple method for going directly from spectrum
to structure in solid-state NMR. The ability to combine experiment and calculation in
this way therefore plays an essential role in structural investigations using solid-state
NMR.
In conclusion, these results represent an advancement in the use of solid-state NMR
in structural studies of crystalline organic systems. In particular, the build-up anal-
ysis of the 1H DQ CRAMPS and 1H(DQ)–13C refocussed INEPT experiments allows
structural information in the form of relative internuclear distances to be obtained for
a wide range of pharmaceutically relevant compounds. It has also been shown that
solid-state NMR data provides complementary information to other techniques, such
as DFT calculations and diffraction experiments, and therefore is a valuable technique
to be used in conjunction with such methods.
APPENDIX
A
REPRESENTATIVE SPINEVOLUTION INPUT FILES
The example SPINEVOLUTION input files presented below were used for one of the
simulations performed for the work presented in chapter 4 (specifically the nRCPL = 7
CH(Asp) simulation).
For an up to date explanation of the structure of these files, see the consolidated
reference document available on the SPINEVOLUTION website [157]. The commands
specified in this document replace some of those stated in the original paper [42].
A.1 Main Input File
****** The System *********************
spectrometer(MHz) 500
spinning freq(kHz)12.5
channels H1
nuclei H1 H1 H1 H1 H1 H1 H1 H1
atomic coords dipeptide 8spin h6.cor
cs isotropic 12.9 7.5 7.5 7.5 7.5 4.1 2.7 2.2 ppm
csa parameters chasp.csa
j coupling *
quadrupole *
dip switchboard on 8.dsw on 8.dsw off 8.dsw on 8.dsw on 8.dsw
csa switchboard *
exchange nuclei (2 3 5)
bond len nuclei *
bond ang nuclei *
tors ang nuclei *
groups nuclei *
******* Pulse Sequence ******************************
CHN 1
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timing(usec) (PC7 12.5 7.seq) 0 (80)1024 (PC7 12.5 e.seq) 0.25
power(kHz) * 0 0 * 1000
phase(deg) * 0 0 * 270
freq offs(kHz) * 0 0 * 0
***************************VARIABLES**********************
select 2 = rowmatrix("-2")
******* Options etc **************************************
rho0 F1z
observables I6p
EulerAngles zcw34
n gamma 16
line broaden(Hz) 10
zerofill *
FFT dimensions *
A.2 Supplementary Input Files
dipeptide 8spin h6.cor
6.26943 2.54043 16.62039 H1 (molecule B)
3.74518 1.59953 16.10280 H2 (molecule A)
4.31689 0.72449 15.08679 H3 (molecule A)
5.37310 5.42899 13.66821 H3 (molecule C)
2.91184 1.00676 15.02928 H4 (molecule A)
4.92252 2.84152 14.55003 H6 (Observe)
2.86824 2.06057 12.78639 H7 (molecule A)
4.26844 1.39253 12.76722 H8 (molecule A)
chasp.csa
1 16.3 0.16 28 171 252
2 24.3 0.22 351 59 48
3 22.9 0.28 99 140 178
4 22.9 0.28 303 10 282
5 20.9 0.09 241 23 325
6 25.5 0.53 243 83 277
7 27.8 0.71 201 119 177
8 28.4 0.82 13 20 23
on 8.dsw off 8.dsw
* *
1 * 0 *
1 1 * 0 0 *
1 1 1 * 0 0 0 *
1 1 1 1 * 0 0 0 0 *
1 1 1 1 1 * 0 0 0 0 0 *
1 1 1 1 1 1 * 0 0 0 0 0 0 *
1 1 1 1 1 1 1 * 0 0 0 0 0 0 0 *
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PC7 12.5 7.seq
2.857 87.5 51.43 0
11.429 87.5 231.43 0
8.571 87.5 51.43 0
2.857 87.5 102.86 0
11.429 87.5 282.86 0
8.571 87.5 102.86 0
2.857 87.5 154.29 0
11.429 87.5 334.29 0
8.571 87.5 154.29 0
2.857 87.5 205.72 0
11.429 87.5 25.72 0
8.571 87.5 205.72 0
2.857 87.5 257.15 0
11.429 87.5 77.15 0
8.571 87.5 257.15 0
2.857 87.5 308.58 0
11.429 87.5 128.58 0
8.571 87.5 308.58 0
2.857 87.5 360.00 0
11.429 87.5 180.00 0
8.571 87.5 360.00 0
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