Abstract-Wireless communication is particularly susceptible to eavesdropping due to its broadcast nature. Security and privacy systems have become critical for wireless providers and enterprise networks. This paper considers the problem of secret communication over the Gaussian broadcast channel, where a multiple-antenna transmitter wishes to send independent confidential messages to two users with information-theoretic secrecy. That is, each user would like to obtain its own confidential message in a reliable and safe manner. This communication model is referred to as the multiple-antenna Gaussian broadcast channel with confidential messages (MGBC-CM). Under this communication scenario, a secret dirty-paper coding scheme and the corresponding achievable secrecy rate region are first developed based on Gaussian codebooks. Next, a computable Sato-type outer bound on the secrecy capacity region is provided for the MGBC-CM. Furthermore, the Sato-type outer bound proves to be consistent with the boundary of the secret dirty-paper coding achievable rate region, and hence, the secrecy capacity region of the MGBC-CM is established. Finally, two numerical examples demonstrate that both users can achieve positive rates simultaneously under the information-theoretic secrecy requirement.
paper [1] , in which Wyner introduced the so-called wiretap channel and proposed an information-theoretic approach to secret communication schemes. Under the assumption that the channel to the eavesdropper is a degraded version of that to the desired receiver, Wyner characterized the capacity-secrecy tradeoff for the discrete memoryless wiretap channel and showed that secret communication is possible without sharing a secret key. This result was extended by Csiszár and Körner, who determined the secrecy capacity for the nondegraded broadcast channel (BC) with a single confidential message intended for one of the users [2] .
In more general wireless network scenarios, secret communication may involve multiple users and multiple antennas. Motivated by the fact that wireless signals are broadcast and can be received by all users within communication range, a significant research effort has been invested in the study of information-theoretic limits of secret communication in different wireless network environments including multiuser communication with confidential messages [3] [4] [5] [6] [7] [8] [9] [10] [11] , secret wireless communication on fading channels [12] [13] [14] [15] , and the Gaussian multipleinput single-output (MISO) and multiple-input multiple-output (MIMO) wiretap channels [16] [17] [18] [19] [20] [21] .
These issues and results motivate us to study the multiple-antenna Gaussian BC with confidential messages (MGBC-CM), in which independent confidential messages from a multiple-antenna transmitter are to be communicated to two users. The corresponding broadcast communication model is shown in Fig. 1 . Each user would like to obtain its own message reliably and confidentially.
To give insight into this problem, we first consider a singleantenna Gaussian BC. Note that this channel is degraded [22] , which means that if a message can be successfully decoded by the inferior user, then the superior user is also ensured of decoding it. Hence, the secrecy rate of the inferior user is zero and this problem is reduced to the scalar Gaussian wiretap channel problem [23] whose secrecy capacity is now the maximum rate achievable by the superior user. This analysis gives rise to the question: can the transmitter, in fact, communicate with both users confidentially at nonzero rate under some other conditions? Roughly speaking, the answer is in the affirmative. In particular, the transmitter can communicate when equipped with sufficiently separated multiple antennas.
In this paper, we have two goals motivated directly by questions arising in practice. The first is to determine conditions under which both users can obtain their own confidential messages in a reliable and safe manner. This is equivalent to evaluating the secrecy capacity region for the MGBC-CM. The second is to show how the transmitter should broadcast confidentially, which is equivalent to designing an achievable secret coding scheme. To this end, we first describe a secret dirty-paper coding (DPC) scheme and derive the corresponding achievable secrecy rate region based on Gaussian codebooks. The secret DPC is based on double-binning [24] which enables both joint encoding and preserving confidentiality. Next, a computable Sato-type [25] outer bound on the secrecy capacity region is developed for the MGBC-CM. Furthermore, the Sato-type outer bound proves to be consistent with the boundary of the secret dirty-paper coding achievable rate region, and hence, the secrecy capacity region of the MGBC-CM is established. Finally, two numerical examples demonstrate that both users can achieve positive rates simultaneously under the information-theoretic secrecy requirement.
The remainder of this paper is organized as follows. The system model and definitions are introduced in Section II. The main results on the secrecy capacity region of the MGBC-CM is stated in Section III. The achievability proof associated with the secret DPC scheme is established in Section IV. The converse proof is given in Section V based on the Sato-type outer bound. Finally, Section VI presents numerical examples and Section VII contains our conclusions.
II. SYSTEM MODEL AND DEFINITIONS

A. Channel Model
We consider the communication of confidential messages to two users over a Gaussian BC via transmit antennas. Each user is equipped with a single receive antenna. As shown in Fig. 1 , the transmitter sends independent confidential messages and in -channel uses with and bits, respectively. The message is destined for user 1 and eavesdropped upon by user 2, whereas the message is destined for user 2 and eavesdropped upon by user 1. This communication scenario is referred to as the multiple-antenna Gaussian BC with confidential messages. The Gaussian BC is an additive noise channel and the received symbols at user 1 and user 2 are represented using the following expressions: (1) where is a complex input vector at time and correspond to two independent, zero-mean, unit-variance, circularly symmetric, complex Gaussian noise sequences, and are fixed, complex channel attenuation vectors imposed on user 1 and user 2, respectively. Let denote the input random variable and denote the covariance matrix of . The channel input is constrained by where is the average total power limitation at the transmitter. We also assume that both the transmitter and users are aware of the attenuation vectors.
B. Definitions
We now define the secret codebook, the probability of error, the secrecy level, and the secrecy capacity region for the MGBC-CM as follows.
A secret codebook for the MGBC-CM consists of the following: 1) two message sets and ; 2) a stochastic encoding function specified by a matrix of conditional probability densities , where , and 3) decoding functions and . The decoding function at user is a deterministic mapping Remark 1: To increase the randomness of transmitted messages, we consider a stochastic encoder at the transmitter. In other words, is the conditional probability density that the messages are jointly encoded as the channel input sequence .
At the receiver ends, the error performance and the secrecy level are evaluated by the following performance measures.
1) The reliability is measured by the maximum error probability where is the error probability for user given by sent
2) The secrecy levels with respect to confidential messages and are measured, respectively, at user 2 and user 1 with respect to the equivocation rates and A rate pair is said to be achievable for the MGBC-CM if, for any , there exists a sequence of codes that satisfies , and the information-theoretic secrecy requirement and
The secrecy capacity region of the MGBC-CM is the closure of the set of all achievable rate pairs .
C. Important Channel Parameters for the MGBC-CM
For the MGBC-CM, we are interested in the following important parameters, which are related to the generalized eigenvalue problem [26] (see Appendix A for details).
Let and denote the largest generalized eigenvalue and the corresponding normalized eigenvector of the pencil so that and
Similarly, we define and as the largest generalized eigenvalue and the corresponding normalized eigenvector of the pencil so that and A useful property of and is described in the following lemma.
Lemma 1: For any channel attenuation vector pair and , the largest generalized eigenvalues of the pencil and the pencil satisfy and Moreover, if and are linearly independent, then both and are strictly greater than . Proof: We provide the proof in Appendix A.
III. MAIN RESULT: SECRECY CAPACITY REGION FOR THE MGBC-CM
The two-user Gaussian BC with multiple transmit antennas is nondegraded. For this channel, we have the following closedfrom result on the secrecy capacity region under the information-theoretic secrecy requirement.
Theorem 1:
We consider an MGBC-CM as modeled in (1). For , let (4) be the largest generalized eigenvalue of the pencil (5) and denote the union of all satisfying
The secrecy capacity region of the MGBC-CM is where denotes the convex hull of the set . Proof: The achievability proof is provided in Section IV based on a secret DPC scheme, and the converse proof is in Section V based on a Sato-type outer bound.
Based on Theorem 1, we can calculate the boundary of the secrecy capacity region by choosing to trade off the rate for the rate . In particular, when
, we obtain and (
where (6) follows from the definitions of and in (3). Theorem 1 implies that the rate pair is achievable. In fact, this rate pair is the corner point corresponding to the maximum achievable rate of user 1 in the capacity region .
Corollary 1:
For the MGBC-CM, the maximum secrecy rate of user 1 is given by where is the largest generalized eigenvalue of the pencil . Proof: The proof is provided in Appendix B.
Example 1: (MISO Wiretap Channels) A special case of the MGBC-CM model is the Gaussian MISO wiretap channel studied in [16] , [18] , [20] , where the transmitter sends confidential information to only one user and treats another user as an eavesdropper. Let us consider a Gaussian MISO wiretap channel as modeled in (1), where user 1 is the legitimate receiver and user 2 is the eavesdropper. Corollary 1 implies that the secrecy capacity of the Gaussian MISO wiretap channel corresponds to the corner point of . Hence, the secrecy capacity of the Gaussian MISO wiretap channel is given by which coincides with the result of [18] .
For the MGBC-CM, the actions of user 1 and user 2 are symmetric to each other, i.e., each user decodes its own message and eavesdrops upon the confidential information belonging to another user. Based on symmetry of this two-user BC model, we can express the secrecy capacity region in an alternative way.
Corollary 2:
For an MGBC-CM as modeled in (1) For example, it is easy to check . Now, by applying Corollary 2 and setting , we can show that the rate pair is the corner point corresponding to the maximum achievable rate of user 2 in the capacity region .
Corollary 3:
For the MGBC-CM, the maximum secrecy rate of user 2 is given by where is the largest generalized eigenvalue of the pencil . Proof: The derivation follows from the same approach used in the proof for Corollary 1.
In fact, Corollaries 1 and 3 imply that for the MGBC-CM, both users can achieve positive rates with information-theoretic secrecy if and only if and . Lemma 1 illustrates that this condition can be ensured when the attenuation vectors and are linearly independent.
IV. SECRET DPC CODING SCHEME AND AN ACHIEVABILITY PROOF
We first briefly review the prior information-theoretic result on the achievable rate region for the BC with confidential messages (BC-CM) of [24] . Based on this result, we develop the achievable secret coding scheme for the MGBC-CM and find the capacity-achieving input covariance matrix.
A. Double-Binning Inner Bound for the BC-CM
An achievable rate region for the BC-CM has been established in [24] based on a double-binning scheme that enables both joint encoding at the transmitter by using the Gel'fand-Pinsker binning [27] , [28] and preserving confidentiality by using random binning.
Lemma 2: ([24, Theorem 4]) Let
and be auxiliary random variables, denote the class of joint probability densities that factor as and denote the union of all satisfying (7) and (8) for a given joint probability density . For the BC-CM, any rate pair (9) is achievable.
Proof: The Proof of Lemma 2 can be found in [24] . We summarize the double-binning codebook and encoding strategy in Appendix C for completeness.
To provide greater insight into why the secrecy rate region (9) is achievable, we give an alternative view on this result. Let us consider the confidential message that is destined for user 1 (corresponding to ) and eavesdropped upon by user 2 (corresponding to ). To interpret the bound (7), we artificially create a stronger eavesdropper by giving user 2 the signal for free, i.e., we replace user 2 by the new eavesdropper corresponding to . Now, we apply the result of [2] for the new destination-eavesdropper pair, corresponding to and , and obtain the achievable secrecy rate for user 1 as follows: (10) where the last step follows from the chain rule of mutual information [22] . Note that this result is based on the assumption of the stronger eavesdropper. Hence, for the original broadcast channel, the secrecy rate in (10) can also be achieved.
B. Secret DPC Scheme for the MGBC-CM
The achievable strategy in Lemma 2 introduces a doublebinning coding scheme. However, when the rate region (9) is used as a constructive technique, it not clear how to choose the auxiliary random variables and to implement the double-binning codebook, and hence, one has to "guess" the density of . Here, we employ the DPC technique with the double-binning code structure to develop the secret DPC (S-DPC) achievable rate region for the MGBC-CM.
For the MGBC-CM, we consider a secret dirty-paper encoder with Gaussian codebooks as follows. First, we separate the channel input into two random vectors and so that
We choose and as well as auxiliary random variables and as follows:
independent of and (12) where and are the covariance matrices of and , respectively, and Based on the conditions (12) and Lemma 2, we obtain an S-DPC rate region for the MGBC-CM as follows. 
Then, any rate pair (15) is achievable for the MGBC-CM. Proof: The proof is provided in Appendix C.
Remark 3:
We choose the joint probability density function of random variables and as the same as the classical DPC strategy (e.g., see [29] , [30] ). However, the S-DPC scheme is different from the classical one. The codebook and the coding structure of the S-DPC scheme is based on double-binning (see Appendix C).
C. Achievability Proof of Theorem 1
The S-DPC achievable rate region (15) requires optimization of the covariance matrices and . In order to achieve the boundary of , we choose and as follows: (16) where is defined in (3) and is a normalized eigenvector of the pencil (5) corresponding to so that and (17) Since and are independent, (11) implies that the input covariance matrix can be written as follows: (18) Hence, we have i.e., the channel input power constraint is satisfied with equality. Next, inserting (16) into (13) and (14), we obtain (19) and (20) where the intermediate steps for deriving (20) are given in Appendix C. Now, by substituting (19) and (20) into Lemma 3, we obtain the desired achievability result.
Remark 4:
The secrecy capacity region can be achieved by using the S-DPC scheme, in which the capacity-achieving input covariance matrix is the weighted sum of rank-one matrices and . Furthermore, by reversing the roles of user 1 and user 2, we have proved the achievability part of Corollary 2.
V. SATO-TYPE OUTER BOUND AND A CONVERSE PROOF
In this section, we first describe a new Sato-type [25] outer bound that can be applied to both discrete memoryless and Gaussian broadcast channels with confidential messages. Next, a computable Gaussian version of this bound is derived for the MGBC-CM. Finally, we prove that the Sato-type outer bound coincides with the secrecy capacity region .
A. Sato-Type Outer Bound
An important property of the broadcast channel is that the capacity region depends only on the marginal distributions of the channel. This type of result first appeared in [31] for the general broadcast channel. In the following lemma, we consider the case for the BC-CM under the information-theoretic secrecy requirement.
Lemma 4:
Let denote the set of channels whose marginal distributions satisfy and for all and . The secrecy capacity region is the same for all channels . Proof: We provide the proof in Appendix D.
We note that is the set of channels that have the same marginal distributions as the original channel transition density . As we expected, Lemma 4 asserts that the secrecy capacity region of the BC-CM depends only on marginal distributions and .
Theorem 2:
Let denote the union of all rate pairs satisfying (21) and (22) for given distributions and . The secrecy capacity region of the BC-CM satisfies (23) Proof: The proof is provided in Appendix D.
Remark 5:
The outer bound (23) follows by evaluating the secrecy level at each user end individually, while letting the users decode their messages cooperatively. In this sense, we can refer to this bound as a "Sato-type" outer bound.
For example, we consider the confidential message that is destined for user 1 (corresponding to ) and eavesdropped upon by user 2 (corresponding to ). We assume that a genie gives user 1 the signal as side information for decoding . Note that the eavesdropped signal at user 2 is always a degraded version of the entire received signal . This permits the use of the wiretap channel result of [1] . Although Theorem 2 is based on a degradedness argument, the outer bound (23) can be applied to general broadcast channels with confidential messages.
Remark 6:
The above Sato-type argument is in fact identical to the so-called degraded, same-marginals (DSM) outer bound given in the context of vector broadcast channels in [32] . This DSM idea is, in turn, based on Sato's "same-marginals" [25] and the "degraded" technique first used by Ozarow and LeungYan-Cheong given in the context of broadcast channels with feedback in [33] .
B. Sato-Type Outer Bound for the MGBC-CM
For the Gaussian BC, the family of Lemma 4 is the set of channels (24) where and correspond to arbitrarily correlated, zero-mean, unit-variance, circularly symmetric, complex Gaussian random variables. Let denote the covariance between and , i.e., and Now, the rate region is a function of the noise covariance and the input covariance matrix . We consider a computable Sato-type outer bound for the MGBC-CM in the following lemma.
Lemma 5:
Let denote the union of all rate pairs satisfying (25) and (26) where (27) (28) (29) and (30) For the MGBC-CM, the secrecy capacity region satisfies (31) Proof: We provide the proof in Appendix D.
C. Converse Proof of Theorem 1
In this subsection, we prove that the Sato-type outer bound of Lemma 5 coincides with the secrecy capacity region by properly choosing the parameter .
1) Choosing the Parameter :
Note that Lemma 5 implies that the outer bound (31) can be optimized over for . In particular, we consider
The definitions of and in (3) where the last step of (40) follows from the definition of in (4). Substituting (40) into (38), we obtain
where (41) follows from the definition of in (29).
4) Bound on : Here, we prove that if , then
, where is the largest generalized eigenvalue of the pencil (5). In fact, the smallest generalized eigenvalue of the pencil (5) is . This result is described in the following lemma.
Lemma 7:
and are the smallest generalized eigenvalue and the corresponding normalized eigenvector of the pencil where and are defined in (3), and is defined in (4 By combining the definitions of in (32) and in (4), we obtain (45) We now establish the relationship between and in the following two lemmas. (46) and (47) where is defined in (4), and and are the largest generalized eigenvalue and the corresponding normalized eigenvector of the pencil (5) .
Lemma 8: For any
Proof: We provide the proof in Appendix D. where the last step of (51) follows from Lemma 9. Inserting (46) into (51), we obtain (52) where (53) (54)
In Appendix D, we prove the following equality:
(55)
Next, we consider the bound on . Let
For a given , the definition (28) implies that (56) Now, substituting (55) into (56), we obtain (57) where (57) follows from the definition of in (30) . Finally, Combining (37), (42), and (57), we have the desired result (58) 
VI. NUMERICAL EXAMPLES
In this section, we study two numerical examples to illustrate the secrecy capacity region of the MGBC-CM. For simplicity, we assume that the Gaussian BC has real input and output alphabets and the channel attenuation vectors and are also real. Under these conditions, all calculated rate values are divided by .
Example 2:
In the first example, we consider the following MGBC-CM: (59) where , and the total power constraint is set to . Fig. 2 illustrates the secrecy capacity region for the channel (59). We observe that even though each component of the attenuation vector (imposed on user 1) is strictly less than the corresponding component of (imposed on user 2), both users can achieve positive rates simultaneously under the information-theoretic secrecy requirement.
Example 3:
In the second example, we consider the MGBC-CM as follows: (60) where , and the total power . The secrecy capacity region of the channel (60) is calculated and depicted in Fig. 3 .
Moreover, we compare these secrecy capacity regions with the secrecy rate regions achieved by time sharing (indicated by the dash-dot lines). Time sharing refers to the scheme in which the transmitter sends the confidential message with total power during a fraction of time, and sends the confidential message with total power during a fraction of time, where and Note that in each time fraction, the MGBC-CM reduces to a Gaussian MISO wiretap channel. Using such time sharing, the rate pair is achievable, where and are the largest generalized eigenvalues of the pencil and the pencil , respectively. Both Figs. 2 and 3 demonstrate that the time-sharing scheme is strictly suboptimal for providing the secrecy capacity region.
VII. CONCLUSION
In this paper, we have investigated the secrecy capacity region of a generally nondegraded Gaussian BC with confidential messages for two users, where the transmitter has antennas and each user has a single antenna. For this model, we have proposed a secret DPC scheme and introduced a computable Sato-type outer bound. Furthermore, we have proved that the boundary of the secret DPC rate region is consistent with the Sato-type outer bound for the multiple-antenna Gaussian BC, and hence, we have obtained the secrecy capacity region for the MGBC-CM.
Unlike the single-antenna Gaussian BC-CM case, in which only the superior user can obtain confidential information at a positive secrecy rate, our result has illustrated that both users can achieve strictly positive rates with information-theoretic secrecy through a multiple-antenna Gaussian BC if attenuation vectors imposed on user 1 and user 2 are linearly independent. Therefore, it becomes more practical and more attractive to achieve information-theoretic secrecy in wireless networks by employing multiple transmit antennas at the physical layer.
APPENDIX A THE GENERALIZED EIGENVALUE AND RAYLEIGH QUOTIENT PROBLEM [26]
A. Generalized Eigenvalue
A generalized eigenvalue problem is to determine the nontrivial solutions of the equation (61) where and are matrices and is a scalar. The values of that satisfy (61) are the generalized eigenvalues and the corresponding vectors are the generalized eigenvectors.
In particular, if is Hermitian and is Hermitian and positive definite, then we have the following properties of . 1) The generalized eigenvalues are real.
2) The eigenvectors are " -orthogonal," i.e., for
3) Similarly for (63)
B. Rayleigh's Quotient
Next, we describe the well-known Rayleigh's quotient [26] as follows.
Theorem 3: (see [26] ) Let be Rayleigh's quotient defined as (64) where is Hermitian and is Hermitian and positive definite. The quotient is maximized by the eigenvector corresponding to the largest generalized eigenvalue of the pencil (65) and is minimized by the eigenvector corresponding to the smallest generalized eigenvalue of the pencil We consider a unit vector that is orthogonal with the vector , i.e., and Now, we have (68) This implies that . Furthermore, when and are linearly independent, there exists a unit vector so that and
Substituting (69) into (68), we obtain . By using the same approach, we can show that , and, in particular, when and are linearly independent. , the transmitter employs a joint stochastic encoder. We first randomly select a sub-bin from the bin and randomly choose a codeword from the sub-bin . Next, we randomly select a sub-bin from the bin and find a codeword in the sub-bin so that the sequences and are jointly typical with respect to . Since each sub-bin contains codewords, the encoding is successful with probability close to as long as is large. Finally, we generate the channel input sequence according to the encoder .
B. Proof of Lemma 3
Proof: We first check the power constraint. Since and are independent and the covariance matrices and satisfy
Following from [30, Theorem 1] and using the setting in (12), we can immediately obtain the well-known successive dirtypaper encoding result (73) Since is independent of and , we obtain Substituting (76) and (77) into (8), we obtain that (78) Applying Lemma 2 with bounds (75) and (78), we have the desired result.
C. Proof of (20) Proof: For convenience, we define 
APPENDIX D SECTION V DERIVATIONS
A. Proof of Lemma 4
Proof: It is sufficient to show that the error probability and the equivocations and are the same for the channels when we use the same codebook and encoding schemes. We note that Hence, is small if and only if both and are small. However, for a given codebook and encoding scheme , the decoding error probability and the equivocation rate at user , depend only on the marginal channel probability density . Therefore, the same code and encoding scheme for any gives the same and equivocation rates. This concludes the proof.
B. Proof of Theorem 2
Proof: Here we prove Theorem 2 and derive the outer bound for . The outer bound for follows by symmetry. The secrecy requirement (2) 
C. Proof of Lemma 5
Proof: Here, we prove Lemma 5 based on the Sato-type outer bound in Theorem 2. For the Gaussian BC defined in (24) , the upper bound (21) on can be rewritten as follows:
The first term of (84) can be further bounded as follows:
for any
where the inequality follows from removing conditioning. Moreover, the maximum-entropy theorem [22] Combining (94) with (99), we have the desired result. (9) Proof: Since and are orthonormal and , it is sufficient to prove that is in the plane, i.e., can be represented as a linear combination of and . Furthermore, we note that and i.e., both and are in the -plane. Hence, it is sufficient to show that is also in the -plane. By using (90), we have (100) Therefore, we have the desired result.
G. Proof of Lemma
H. Proof of (55)
Proof: First, we consider defined in (53). Based on (92) and (93), can be rewritten as
Now, we consider (102) where the last step of (102) follows from Next, we consider defined in (54). Note that (44) implies that (103) Combining (91), (101), and (103), we obtain (104) where the last step of (104) follows from the definition of in (17) . Combining (102) and (104), we obtain the desired result. 
