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Abstract. The Partition algebras Pk(x) have been defined
in [M1] and [Jo]. We introduce a new class of algebras for every
group G called “Extended G-Vertex Colored Partition Algebras,"
denoted by P̂k(x,G), which contain partition algebras Pk(x), as
subalgebras. We generalized Jones result by showing that for a
finite group G, the algebra P̂k(n,G) is the centralizer algebra of
an action of the symmetric group Sn on tensor space W
⊗k, where
W = Cn|G|. Further we show that these algebras P̂k(x,G) contain
as subalgebras the “G-Vertex Colored Partition Algebras Pk(x,G),"
introduced in [PK1].
1. Introduction
In 1937, Brauer [Br] analyzed Schur-Weyl duality for the orthogonal
groups On and gave a combinatorial description of their centralizer alge-
bras
EndOn(V
⊗k) = {α ∈ End(V ⊗k) | αβ = βα for β ∈ On}, (1.1)
on tensor space, in relation to the decomposition of V ⊗k into irreducible
representations of On, where V = C
n. He defined the Brauer algebra
Bk(n) and showed that EndOn(V
⊗k) is always a quotient of Bk(n) (see
[Br]). The signed Brauer algebra, which is a coloring of the Brauer al-
gebra, was introduced in [PK] and has been realized as the centralizer
1991 Mathematics Subject Classification: 16S99.
Key words and phrases: Partition algebra, centralizer algebra, direct product,
wreath product, symmetric group.
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algebra of direct product of two orthogonal groups (see [PS]). The study
of such algebras is interesting, for the span of signed Brauer diagrams
having only vertical edges is isomorphic to the group algebra of the hy-
peroctahedral group whereas in the case of Brauer algebra, the span of
Brauer diagrams having only vertical edges is isomorphic to the group
algebra of the symmetric group.
The partition algebras Pk(x) have been studied independently by
Martin and Jones as a generalization of the Temperley-Lieb algebras and
the Potts model in statistical mechanics. The algebras appear implicitly
in [M1; M2, Chap.3] and explicitly in [M3]. In 1993, Jones considered
Pk(n), as the centralizer algebra of the symmetric group Sn on V
⊗k (see
[Jo]).
The G-edge colored partition algebra Pk(x,G), introduced in [Bl] by
Bloss, has a basis consisting of partition diagrams with oriented edges,
where edges are labelled by the group elements of G, whereas in the case
of G-vertex colored partition algebra Pk(x,G), introduced in [PK1], has
a basis consisting of partition diagrams where vertices are labelled by
the group elements of G. This basis in Pk(x,G), gives a natural embed-
ding of the algebra Pk(n,G) into the centralizer algebra EndG×Sn(W
⊗k),
where W = Cn|G|. Moreover, it is easier to work in the G-vertex colored
partition algebra Pk(x,G) than in the G-edge colored partition algebra
Pk(x,G). We are interested in a generalization of Jones’s result. That
is, we are interested in finding a suitable colored partition algebra which
can be realized as the centralizer of suitable symmetric group acting on a
vector space. In this paper we introduce a new class of algebras P̂k(x,G)
which are called “Extended G-Vertex Colored Partition Algebras," and
which contain as subalgebras the “G-Vertex Colored Partition Algebras
Pk(x,G)" and “G-Edge Colored Partition Algebras Pk(x,G)." We show
that the algebra P̂k(n,G) is the centralizer algebra of the symmetric group
Sn on W
⊗k.
2. Preliminaries
2.1. The structure of Pk(x)
A k-partition diagram is a simple graph on two rows of k-vertices, one
above the other. The connected components of such a graph partition
the 2k vertices into l disjoint subsets with 1 ≤ l ≤ 2k. We say that two
k-partition diagrams are equivalent if they give rise to the same partition
of the 2k vertices. For example, the following are equivalent 5-diagrams.
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When we speak of diagrams, we are really talking about the equiva-
lence classes of k-partition diagrams. Number the vertices of a k-diagram
1, 2, . . . , k from left to right in the top row, and k+ 1, k+ 2, . . . , 2k from
left to right in the bottom row.
Let x be an indeterminate. The multiplication of two k-partition
diagrams d and d′ is defined as follows:
• Place d on the top and d′ at the bottom.
• Identify the (k + j)th vertex of d with the jth vertex of d′. The
partition diagram now has a top row, a bottom row, and a middle
row of vertices.
• Let d′′ be the resulting diagram obtained by using only the top and
bottom row, replacing each “component" which is contained in the
middle row by the variable x. That is, d′d = xλd′′, where λ is the
number of components in the middle row.
For example,
r
r
r r
r r
r r
r r
r
r
d=
r
r
r
r r r r r
d′=
r
r
r r
r r
r r
r r
r
r
= x2
r r r r
r
r
r r
r r
r r
r r
r
r
r r r r r r
d′d=
This product is associative and is independent of the graph that we choose
to represent the k-partition diagram.
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Let C(x) be the field of rational functions in the variable x with
complex coefficients. The partition algebra Pk(x) is defined to be the
C(x)-span of the k-partition diagrams, which is an associative algebra
with identity. The identity is given by the partition diagram having each
vertex in the top row connected to the vertex below it in the bottom row.
The dimension of Pk(x) is the Bell number B(2k), where
B(2k) =
2k∑
l=1
S(2k, l), (2.1)
and where S(2k, l) is a Stirling number (see [St]). For a set with 2k
elements S(2k, l) is the number of equivalence elations with exactly l
parts. By convention, P0(x) = C(x). The span of the partition diagrams
in which each component has exactly two vertices is the Brauer algebra
Bk(x) (see [Br]). The span of the partition diagrams in which each com-
ponent has exactly two vertices, one in each row, is the group algebra
C(x)[Sk] of the symmetric group Sk. For the remainder of this section,
and for section 2.2, we will be closely following the exposition in [Ha].
For 1 ≤ i ≤ k − 1 and 1 ≤ j ≤ k, define
r
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Ai=
Ej=
· · ·
· · ·· · ·
· · ·
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i
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r
r
r· · ·· · ·
βi=
j
Clearly (a) A2i = xAi, (b) E
2
j = xEj , (c) Ai = βiEiEi+1βi. Define ai =
1
x
Ai and ej =
1
x
Ej . Then ai and ei are idempotent. The elements {σi}
generate the group algebra C(x)[Sk], the elements {σi, Ai} generate the
Brauer algebra Bk(x) and the elements {σi, βi, Ej} generate the partition
algebra Pk(x) (see [Jo] and [Ha]). Replacing the variable x above with a
complex number ξ, we obtain a C-algebra Pk(ξ).
Theorem 2.1.1 ([MS]). For each integer k ≥ 0, the partition algebra
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Pk(x) is semisimple over C(x). The algebra Pk(ξ) is semisimple over C
whenever ξ is not an integer in the range [0, 2k − 1].
2.2. Schur-Weyl duality
We follow the notations given in [Ha]. Let V = Cn be the permutation
module for the symmetric group Sn with standard basis v1, v2, . . . , vn.
Then pi(vi) = vpi(i), for pi ∈ Sn and 1 ≤ i ≤ n. For each positive integer
k, the tensor product space V ⊗k is a module for the group Sn with a
standard basis given by vi1⊗vi2⊗· · ·⊗vik , where 1 ≤ ij ≤ n. The action
of pi ∈ Sn on a basis vector is given by
pi(vi1 ⊗ vi2 ⊗ · · · ⊗ vik) = vpi(i1) ⊗ vpi(i2) ⊗ · · · ⊗ vpi(ik). (2.2)
For each k-partition diagram d and each integer sequence i1, i2, . . . , i2k
with 1 ≤ is ≤ n, define
ψ(d)i1,i2,...,ikik+1,...,i2k =
=
{
1 if ir = is whenever vertex r is connected to vertex s in d,
0 otherwise.
(2.3)
Define the action of a partition diagram d ∈ Pk(n) on V
⊗k by defining it
on the standard basis by
d(vi1 ⊗ vi2 ⊗ · · · ⊗ vik) =
=
∑
1≤ik+1,...,i2k≤n
ψ(d)i1,i2,...,ikik+1,...,i2kvik+1 ⊗ vik+2 ⊗ · · · ⊗ vi2k . (2.4)
Theorem 2.2.1 (Jones [Jo]). The algebras C[Sn] and Pk(n) generate full
centralizers of each other in End(V ⊗k). In particular, for n ≥ 2k,
(a) Pk(n) ∼= EndSn(V
⊗k).
(b) Sn generates EndPk(n)(V
⊗k).
2.3. The G-vertex colored partition algebras Pk(x,G)
Let G be a group. We denote [m] for the set {1, 2, . . . ,m}. Let G2k =
{f | f : [2k] −→ G}. We say that each f ∈ G2k is a coloring of [2k] by G.
We define a multiplication on G2k by ff ′(p) = f(p)f ′(p), for f, f ′ ∈ G2k
and p ∈ [2k]. Note that under this multiplication on G2k is a group,
called the coloring group of [2k] by G. Let d be a partition diagram in the
partition algebra Pk(x). Let Gd = {fd ∈ G
2k | fd(p) = fd(q), whenever
p ∼ q in d}. We say that each fd ∈ Gd is a class coloring of [2k] with
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respect to d by G. Clearly, Gd is a subgroup of G
2k, for every partition d
of the set [2k]. For each g ∈ G, define g : [2k] −→ G by g(p) = g, for all
p ∈ [2k]. Under this identification G ∼= G := {g | g ∈ G} is a subgroup of
Gd, for every partition d of [2k]. Let f ∈ G
2k. We can write f = (f1, f2),
where f1, f2 ∈ G
k are defined on [k] by f1(p) = f(p), f2(p) = f(k+p), for
all p ∈ [k]. We say that f1 and f2 are the first and the second component
of f respectively.
A (G, k)-partition diagram (or simply G-diagram) is a k-partition di-
agram, where each vertex is labelled by an element of the group G. We
can identify each (G, k)-diagram as a pair (d, f), where d is the underlying
k-partition diagram and f ∈ G2k such that f(i) is the label of the ith ver-
tex. We say that (f(1), f(2), . . . , f(k)) and (f(k+1), f(k+2), . . . , f(2k))
are the top label sequence and the bottom label sequence of (d, f) respec-
tively.
Let (d, f) and (d′, f ′) be two (G, k)-diagrams, where d, d′ are any
two k-partition diagrams and f = (f1, f2), f
′ = (f ′1, f
′
2) ∈ G
2k. In
[PK1], we defined an equivalence relation ∼ on (G, k)-diagrams and a
multiplication on (G, k)-diagrams, which is associative and well-defined
up to equivalence of such diagrams, as follows:
• (d, f) ∼ (d′, f ′)⇔ d ∼ d′ and f = gf ′ for some (unique) g ∈ G
⇔ d ∼ d′ and f ∈ Gf ′.
• (d′, f ′)(d, f) =
{
xλ(d′′, f ′′) if f2 = (gf
′)1 for some (unique) g ∈ G
0 otherwise,
where d′d = xλd′′ and f ′′ = (f1, (gf
′)2).
When we speak of a G-diagram, we are really speaking of its equiv-
alence class. The C(x)-span of all ∼-classes of (G, k)-diagrams is de-
noted as Pk(x,G), called G-vertex colored partition algebra, which is
an associative algebra with identity. For each ∼-class, we can choose a
(G, k)-diagram (d, f) such that f(1) = e. Now we may consider the set
{(d, f) | f(1) = e} as a basis for the algebra Pk(x,G). The identity in
Pk(x,G) is ∑
f∈G2k
f(1)=e, f1=f2
(d, f),
where d is the identity partition diagram. The dimension of the algebra
Pk(x,G) is |G|
2k−1B(2k), if G is finite. Note that the algebra Pk(x,H)
is a subalgebra of Pk(x,G) if H is a subgroup of G. In particular, if
H = {e} then Pk(x,H) ' Pk(x). If G is an infinite group, the algebra
Pk(x,G) is an infinite dimensional associative algebra. When x = ξ ∈ C,
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we obtain the C-algebra Pk(ξ,G). Let G be a finite group. The wreath
product of G with Sn, denoted G o Sn, is the group of order |G|
nn! with
elements of the form pi(g1,g2...,gn) where pi ∈ Sn and g1, g2, . . . , gn ∈ G.
The multiplication in G o Sn is given by
pi(g1, g2,..., gn)pi
′
(g′1, g
′
2,..., g
′
n)
= (pipi′)(gpi′(1)g′1, gpi′(2)g′2,..., gpi′(n)g′n). (2.5)
Let W = SpanC{v(i,g) | 1 ≤ i ≤ n and g ∈ G}. In [Bl], Bloss defined an
action of G o Sn on W
⊗k as follows:
pi(g1, g2,..., gn)(v(i1,h1) ⊗ · · · ⊗ v(ik,hk)) =
= v(pi(i1),gi1h1) ⊗ · · · ⊗ v(pi(ik),gikhk)
(2.6)
for all pi(g1, g2,··· , gn) ∈ G oSn where pi ∈ Sn and gj , hr ∈ G (1 ≤ j, ir ≤ n).
Note that {pi(g,g,...,g) ∈ G o Sn | pi ∈ Sn and g ∈ G} is a subgroup of
G oSn, which is isomorphic to Sn×G. Using the action of G oSn defined
in (2.6), we identified G o Sn as a subgroup of the set of all permutation
matrices Sn|G| in GLn|G| (see [PK1]). Hence we have Sn ×G ⊆ G o Sn ⊆
Sn|G| ⊆ GLn|G|. In [PK1], we defined a map φ : Pk(n,G) −→ End(W
⊗k)
by defining it on a basis element (d, f) such that f(1) = e, as follows:
φ(d, f) =
(
φ(d, f)
(i1,h1),(i2,h2),...,(ik,hk)
(ik+1,hk+1),(ik+2,hk+2),...,(i2k,h2k)
)
(2.7)
=
(
ψ(d)i1,i2,...,ikik+1,ik+2,...,i2kδ
h1(f(1),f(2),...,f(2k))
h1,h2,...,h2k
)
=
∑
g∈G
p∼q in d⇒jp=jq
E
(j1,gf(1)),(j2,gf(2)),...,(jk,gf(k))
(jk+1,gf(k+1)),(jk+2,gf(k+2)),...,(j2k,gf(2k))
(2.8)
where ψ(d)i1,i2,··· ,ikik+1,ik+2,··· ,i2k is defined as in equation (2.3). Then φ is a
algebra homomorphism and we have an action of the algebra Pk(n,G) on
W⊗k with respect to φ, defined by
(d, f).(v(i1,h1) ⊗ v(i2,h2) ⊗ · · · ⊗ v(ik,hk)) = δ
h1(e,f(2),f(3),...,f(2k))
(h1,h2,...h2k)
·
·
∑
1≤ik+1,ik+2,...,i2k≤n
ψ(d)i1,i2,...,ikik+1,ik+2,...,i2kv(ik+1,hk+1) ⊗ · · · ⊗ v(i2k,h2k).
Note that when G is the group with one element, W specializes to
V , the permutation representation of Sn. The following theorem is the
Schur-Weyl duality for the restricted action of Sn ×G with Pk(n,G).
Theorem 2.3.1 ([PK1]). The algebras C[Sn×G] and Pk(n,G) generate
full centralizers of each other in End(W⊗k). In particular, for n ≥ 2k
(a) Pk(n,G) ∼= EndSn×G(W
⊗k)
(b) Sn ×G generates EndPk(n,G)
(W⊗k).
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Proof. This is a condensed sketch of the proof that appears in [PK1]. For
each 2k-sequence ((i1, g1), (i2, g2), . . . , (i2k, g2k)), where 1 ≤ ir ≤ n and
gr ∈ G (1 ≤ r ≤ 2k), define the matrix
L((i1,g1),(i2,g2),...,(i2k,g2k)) =
∑
(1≤j1,j2...,j2k≤n)
[ip=iq⇒jp=jq ], g∈G
E
(j1,gg1),(j2,gg2),...,(jk,ggk)
(jk+1,ggk+1),...,(j2k,gg2k)
,
(2.9)
where E
(j1,gg1),(j2,gg2),...,(jk,ggk)
(jk+1,ggk+1),...,(j2k,gg2k)
is the matrix unit. The set of all such ma-
trices is a basis for EndSn×G(W
⊗k) with dimension |G|2k−1
∑l=n
l=1 S(2k, l).
When n ≥ 2k, dim EndSn×G(W
⊗k) = |G|2k−1 B(2k). Clearly
φ(d, f) is an element in the above basis of EndSn×G(W
⊗k). Since n ≥
2k, dim Pk(n,G) = dim EndPk(n,G)(W
⊗k) so φ is an isomorphism from
Pk(n,G) onto EndSn×G(W
⊗k). Hence Pk(n,G) ∼= EndSn×G(W
⊗k). Proof
of (b) follows from (a) and the double centralizer Theorem.
Also, we defined another equivalence relation ρ and a corresponding
class multiplication (?) as follows:
• (d, f)ρ(d′, f ′)⇔ d ∼ d′ and f = fd′f
′ for some (unique) fd′ ∈ Gd
⇔ d ∼ d′ and f ∈ Gd′f
′.
• (d′, f ′) ? (d, f) ={
(x|G|)λ(d′′, f ′′) if (fdf)2 = (fd′f
′)1 for some fd ∈ Gd and fd′ ∈ Gd′
0 otherwise,
where d′d = xλd′′ and f ′′ = ((fdf)1, (fd′f
′)2).
This multiplication (?) is well defined up to the equivalence relation ρ
of G-diagrams. The C(x)-algebra with basis consisting of (G, k)-diagrams
with respect to the equivalence relation ρ and the multiplication operation
(?) is an associative lgebra with identity and it is denoted by P k(x,G).
In [Bl], Bloss introduced an edge coloring of partition algebra, denoted
by Pk(x,G). We have proved in [PK1] that the G-edge colored partition
algebras Pk(x,G) are isomorphic to the algebras P k(x,G).
Definition 2.3.2. Let d be a partition diagram with vertex set [2k]. For
each class of d, we can choose the vertex with the smallest label called a
minimal vertex of d. A k-partition diagram, with each vertex is labelled by
an element of the group G such that all its minimal vertices are labelled
by the identity (e) of G is called a minimal G-diagram.
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For example,
r
r
r r
r r
e e e
g5 e g8
r
r
g2
g6
is a minimal G-diagram, where gs ∈ G (s = 2, 5, 6, 8). For each ρ-class,
we can choose a minimal G-diagram. Now, we may consider the set of
all minimal G-diagrams as a basis for the algebra P k(x,G), hence the
dim P k(x,G) =
∑l=2k
l=1 |G|
2k−lS(2k, l). If G = {e} then the algebra
P k(x,G) is isomorphic to the partition algebra Pk(x). The identity in the
algebra P k(x,G) is the G-diagram, whose underlying partition diagram
is 1 ∈ Pk(x) and with all vertex labels e. Note that if H is a subgroup
of G then the span of the diagrams in the algebra P k(x,G) which are
labelled by the elements of H is a subalgebra of the algebra P k(x,G),
denoted by P k(x,GH), which is isomorphic to the algebra P k(
|G|
|H|x,H).
In particular, if H = {e} then the algebra P k(x,GH) is isomorphic to the
partition algebra Pk(|G|x). When x = ξ ∈ C, we obtain the C-algebra
P k(ξ,G). In Pk(x,G), for each minimal G-diagram (d, f), we define the
sum
(d, f) =
∑
fd∈[Gd]
(d, fdf)
where [Gd] = {fd ∈ Gd | fd(1) = e}.
Theorem 2.3.3 ([PK1]). The algebra P k(x,G) is a subalgebra of the G-
vertex colored partition algebra Pk(x,G). Moreover, the mapping (d, f) −→
(d, f) is an isomorphism from P k(x,G) into Pk(x,G).
The following theorem is the Schur-Weyl duality for G o Sn with
P k(n,G) in [Bl] (see also [PK1]).
Theorem 2.3.4 ([Bl]). The algebras C[G oSn] and P k(n,G) generate full
centralizers of each other in End(W⊗k). In particular, for n ≥ 2k
(a) P k(n,G) ∼= EndGoSn(W
⊗k)
(b) G o Sn generates EndPk(n,G)(W
⊗k).
3. The extended G-vertex colored partition algebras P̂k(x,G)
In this section, we introduce extended G-vertex colored partition algebras
and study their structure.
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3.1. The structure of P̂k(x,G)
In this section, we define another multiplication (∗) on (G, k)-diagrams
without defining any equivalence relation, as follows:
Let (d, f) and (d′, f ′) be two (G, k)-diagrams, where d, d′ are any two
partitions and f = (f1, f2), f
′ = (f ′1, f
′
2) ∈ G
2k.
(d′, f ′) ∗ (d, f) =
{
xλ(d′′, (f1, f
′
2)) if f2 = f
′
1
0 otherwise,
where d′d = xλd′′. The multiplication ∗ of two G-diagrams (d, f) and
(d′, f ′) defined above can be equivalently stated in other words as follows:
• Multiply the underlying partition diagrams d and d′. This will give
the underlying partition diagram of the G-diagram (d′, f ′) ∗ (d, f).
• If the bottom label sequence of (d, f) is equal to the top label se-
quence of (d′, f ′) then the top label sequence and the bottom label
sequence of (d′, f ′) ∗ (d, f) are the top label sequence of (d, f) and
the bottom label sequence of (d′, f ′) respectively.
• If the bottom label sequence of (d, f) is not equal to the top label
sequence of (d′, f ′), then (d′, f ′) ∗ (d, f) = 0.
• For each connected component entirely in the middle row, a factor
of x appears in the product.
For example, let gr, hs ∈ G (1 ≤ r, s ≤ 12).
r
r
r r
r r
r r
r r
r
r
(d,f)=
r
r
r
r r r r r
(d′,f ′)=
r
r
r r
r r
r r
r r
r
r
(d′,f ′)∗(d,f)= x2 δ
(g7,g8,...,g12)
(h1,h2,...,h6)
r r r r
g1 g2 g3 g4 g6g5
g7 g8 g9 g10 g12g11
h1 h2 h3 h4 h6h5
g1 g2 g3 g4 g6g5
h7 h8 h9 h10 h12h11
h7 h8 h9 h10 h12h11
Note that δ
(g7,g8,...,g12)
(h1,h2,...,h6)
is the Kronecker delta, that is
δ
(g7,g8,...,g12)
(h1,h2,...,h6)
=
{
1 if (g7, g8, ..., g12) = (h1, h2, ..., h6)
0 if (g7, g8, ..., g12) 6= (h1, h2, ..., h6).
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The multiplication ∗ is associative on (G, k)-diagrams. The C(x)-
span of all (G, k)-diagrams under the above multiplication is denoted as
P̂k(x,G), called extended G-vertex colored partition algebra, which is an
associative algebra with identity. The identity in P̂k(x,G) is
∑
f∈G2k
f1=f2
(d, f)
where d is the identity partition diagram, that is
r r
r r
g2 g3
g2 g3
r
r
g1
g1
r
r
gk−1
gk−1
r
r
gk
gk
∑
g1,g2,...,gk∈G
· · ·
· · ·
The dimension of the algebra P̂k(x,G) is the number of (G, k)-diag-
rams, so that if G is finite, dim P̂k(x,G)=|G|
2kB(2k), where B(2k) is
the Bell number of 2k, the number of equivalence relations of 2k vertices.
Note that the algebra P̂k(x,H) is a subalgebra of P̂k(x,G) if H is a
subgroup of G. In particular, if H = {e} then P̂k(x,H) ' Pk(x). If
G is an infinite group, the algebra P̂k(x,G) is an infinite dimensional
associative algebra. When x = ξ ∈ C, we obtain the C-algebra P̂k(ξ,G).
Define elements in P̂k(x,G) by
r
r
r r
r r
r
r
r
r
r
r
r
r
r
r· · ·· · ·
r
r
r
r
r
r
r
r
σi=
Ej=
· · ·· · ·
r
r
r
r
r
r
r
r
r
r
r
r· · ·· · ·
βi=
e
ith
r
r
r
r
r
r
r
r
r
r· · ·
I
(g1,g2,...,gk)=
g2g1 g3 gk−1 gk
ee e e e
r
r
r
r
r
r
r
r
r
r· · ·
I
(gk+1,gk+2,...,g2k)
=
ee e e e
gk+2gk+1 gk+3 g2k−1 g2k
ee e e e
eee e e e
eee e
ith
e e
eee e e e
eee e e e
eee e
ith
e e
where gl ∈ G (1 ≤ l ≤ 2k), e is the identity of G, (1 ≤ i ≤ k − 1) and
(1 ≤ j ≤ k).
Lemma 3.1.1. The algebra P̂k(x,G) is generated by the above elements
I
(g1,g2,...,gk) , I
(gk+1,gk+2,...,g2k)
, Ej, σi and βi.
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Proof. We have from § 2.1, the elements Ej , σi and βi generate all par-
tition diagrams with labels e in all its vertices. Let (d, f) be a (G, k)-
partition diagram, where f = (g1, g2, ..., g2k). Let (d, e) be the (G, k)-
partition diagram with underlying partition diagram d and labels e in all
its vertices. Then, (d, f) = I
(gk+1,gk+2,...,g2k)
(d, e) I
(g1,g2,...,gk) .
Lemma 3.1.2. The algebra P̂k−1(x,G) is a subalgebra of P̂k(x,G), for
an indeterminate x and for all x = ξ ∈ C.
Proof. Define pi : P̂k−1(x,G) −→ P̂k(x,G) by defining on a basis element
(d, f),
pi(d, f) =
∑
g∈G
(d, f)g (3.1)
where (d, f)g is the (G, k)-partition diagram obtained by adding an iso-
lated vertical edge with d in the rightmost place with vertex labels g. For
example,
r r
r r
r r
r r
r
r
(d,f)=
g1 g2 g3 g4 g5
g6 g7 g8 g9 g10
r r
r r
r r
r r
r
r
(d,f)g=
g1 g2 g3 g4 g5
g6 g7 g8 g9 g10
r
r
g
g
Then pi is an isomorphism.
Lemma 3.1.3. For an indeterminate x and for all x = ξ ∈ C, the
algebra P̂k−1(x,G) is a subalgebra of the G-vertex colored partition algebra
Pk(x,G).
Proof. Define the mapping
Υ : P̂k−1(x,G) −→ Pk(x,G)
by defining it on the basis element
(d, f) −→ (d, f)e,
where (d, f)e is defined in Lemma 3.1.2. Then Υ is an isomorphism.
Note that if G = {e}, then Lemma 3.1.2 and 3.1.3 are identical with
the usual partition algebra inclusion Pk−1(x) ⊆ Pk(x). (i.e., The partition
algebra Pk−1(n) is a subalgebra of Pk(n), since we can identify each k−1-
partition diagram as a k-partition diagram by adding an isolated vertical
edge in the rightmost place.)
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3.2. Two bases for EndSn(W
⊗k)
We have {pi(e,e,...,e) ∈ G o Sn | pi ∈ Sn and e is the identity of G} is a
subgroup of G o Sn, which is isomorphic to Sn. The restricted action of
Sn on W is given by pi(v(i,g)) = v(pi(i),g). In this section, we give two
bases for EndSn(W
⊗k), where W = Cm and the action of Sn on W
⊗k is
diagonal action defined as follows :
Let S = [n] × G and let I = ((i1, g1), (i2, g2), . . . , (ik, gk)), J =
((ik+1, gk+1), (ik+2, gk+2), . . . , (i2k, g2k)) are in S
k. The action of Sn on S
is defined by
pi(i, g) = (pi(i), g) (3.2)
can be extended to an action on S2k by pi(I, J) = (pi(I), pi(J)), as com-
ponent wise. Diagonally extend the action of Sn on W to an action of
Sn on W
⊗k :
pi(v(i1,g1) ⊗ · · · ⊗ v(ik,gk)) = v(pi(i1),g1) ⊗ · · · ⊗ v(pi(ik),gk) (3.3)
where pi ∈ Sn. We will write the action above as pi(vI) = vpi(I). Let
A ∈ End(W⊗k). Define A(vJ) =
∑
I A
J
I (vI), where A
J
I ∈ C is the
(I, J)th entry of A (I, J ∈ Sk) and vI is a basis element of W
⊗k. We have
EndSn|G|(W
⊗k) ⊆ EndGoSn(W
⊗k) ⊆ EndSn×G(W
⊗k) ⊆ EndSn(W
⊗k).
The following is our analogue of Jones result (see, for example, [Bl]).
Lemma 3.2.1. A ∈ EndSn(W
⊗k) ⇔ AJI = A
pi(J)
pi(I) , for all pi ∈ Sn.
Proof. We have A ∈ EndSn(W
⊗k)⇔ piA = Api , for all pi ∈ Sn.
⇔ piA(vJ) = Api(vJ) , for all vJ . ⇔ pi
∑
I A
J
I (vI) = A(vpi(J))
⇔
∑
I A
J
I pi(vI) =
∑
I A
pi(J)
I (vI)
⇔
∑
I A
J
I (vpi(I)) =
∑
I A
pi(J)
pi(I) (vpi(I)), since the action of Sn is permu-
tation representation. The result follows from linearly independence and
equating the scalars.
Lemma 3.2.2.
dim EndSn(W
⊗k) = |G|2k
l=n∑
l=1
S(2k, l).
When n ≥ 2k,
dim EndSn(W
⊗k) = |G|2k B(2k).
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Proof. Lemma 3.2.1 tells as that A commutes with the Sn-action on
W⊗k if and only if the matrix entries of A are equal on Sn-orbits. Thus
dim EndSn(W
⊗k) is the number of Sn-orbits on S
2k. Fix a tuple of in-
dices (I, J) = ((i1, g1), (i2, g2) . . . , (i2k, g2k)) ∈ S
2k. This tuple determines
a partition d[(I,J)] := d(i1, i2, . . . , i2k) of [2k] (into at most n subsets) ac-
cording to those that have an equal value. Let [(I, J)] be the orbit of
(I, J) ∈ S2k. Then (I ′, J ′) ∈ [(I, J)]⇔ (I ′, J ′) = pi(I, J) for some pi ∈ Sn
⇔ (jr, hr) = pi(ir, gr) for every r such that 1 ≤ r ≤ 2k, where (jr, hr)
and
(ir, gr) are the r
th component of (I ′, J ′) and (I, J) respectively
⇔ (jr, hr) = (pi(ir), gr)
⇔ jr = pi(ir) and hr = gr
⇔ [jp = jq iff ip = iq] (1 ≤ p, q ≤ 2k) and hr = gr (1 ≤ r ≤ 2k) (3.4)
⇔ d(j1, j2, · · · , j2k) = d(i1, i2, · · · , i2k) and hr = gr, for all r, (1 ≤
r ≤ 2k). Thus, for every Sn-orbit determines a partition of [2k] and a
2k-tuple (g1, g2, . . . , g2k) and vice versa. Hence the result is proved.
We define for each Sn-orbit [(I, J)], a matrix T
I
J ∈ End(W
⊗k) by
T IJ =
∑
(I′,J ′)∈[(I,J)]
EI
′
J ′ ,
where EI
′
J ′ is the matrix unit, which has non-zero entry 1 in (I
′, J ′)th
position. In fact, T IJ ∈ End(W
⊗k), since such a matrix satisfies the
condition in Lemma 3.2.1: the matrix entries are equal on Sn-orbits.
Using equation (3.4), we have
T
(i1,g1),(i2,g2),··· ,(ik,gk)
(ik+1,gk+1),(ik+2,gk+2),··· ,(i2k,g2k)
=
∑
E
(j1,g1),(j2,g2),...,(jk,gk)
(jk+1,gk+1),(jk+2,gk+2),...,(j2k,g2k)
,
(3.5)
where the sum is over ip = iq ⇔ jp = jq (i.e., the sum is over p ∼ q
in d(i1, i2, . . . , i2k) ⇔ jp = jq, 1 ≤ p, q ≤ 2k). Since each matrix T
I
J is
the sum of different matrix units, the set {T IJ | [(I, J)] is a Sn-orbit} is a
linearly independent set. For A ∈ EndSn(W
⊗k), we use the Lemma 3.2.1
to obtain: A =
∑
[(I,J)]A
I
JT
I
J . Thus the matrix T
I
J span EndSn(W
⊗k),
and so is a basis for EndSn(W
⊗k).
Definition 3.2.3. Let d and d′ be partitions of the [2k] into subsets. We
say that d′ is coarser than d if any subset in d is contained in some subset
in d′. In this case we write d′ ≤ d.
We now define another basis of EndSn(W
⊗k) as follows: Define LIJ =∑
T I
′
J ′ , the sum is over [(I
′, J ′)] such that d[(I′,J ′)] ≤ d[(I,J)]. By Mo¨bius
inversion (see [St]) the T IJ can be expressed in terms of the L
I
J , so they
also span EndSn(W
⊗k). Using equation (3.5), we get
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L
(i1,g1),(i2,g2),...,(ik,gk)
(ik+1,gk+1),(ik+2,gk+2),...,(i2k,g2k)
=
∑
E
(j1,g1),(j2,g2),··· ,(jk,gk)
(jk+1,gk+1),(jk+2,gk+2),...,(j2k,g2k)
,
(3.6)
where the sum is over ip = iq ⇒ jp = jq (i.e., the sum over p ∼ q in
d(i1, i2, · · · , i2k) ⇒ jp = jq, 1 ≤ p, q ≤ 2k). Now the multiplication of
the matrices LIJ in the basis of EndSn(W
⊗k) has a nice form as follows:
Lemma 3.2.4.(
L
(i1,g1),(i2,g2),...,(ik,gk)
(ik+1,gk+1),(ik+2,gk+2),...,(i2k,g2k)
)(
L
(j1,h1),(j2,h2),...,(jk,hk)
(jk+1,hk+1),(jk+2,hk+2),...,(j2k,h2k)
)
= 0
⇔ (g1, g2, . . . , gk) 6= (hk+1, hk+2, . . . , h2k).
Proof.(
L
(i1,g1),(i2,g2),...,(ik,gk)
(ik+1,gk+1),(ik+2,gk+2),...,(i2k,g2k)
)(
L
(j1,h1),(j2,h2),...,(jk,hk)
(jk+1,hk+1),(jk+2,hk+2),...,(j2k,h2k)
)
=

 ∑
ip=iq⇒i′p=i
′
q
E
(i′1,g1),(i
′
2,g2),...,(i
′
k
,gk)
(i′
k+1,gk+1),...,(i
′
2k,g2k)



 ∑
jp=jq⇒j′p=j
′
q
E
(j′1,h1),(j
′
2,h2),...,(j
′
k
,hk)
(j′
k+1,hk+1),...,(j2k,h2k)


=
∑
ip=iq⇒i
′
p=i
′
q
jp=jq⇒j
′
p=j
′
q
E
(i′1,g1),(i
′
2,g2),...,(i
′
k
,gk)
(i′
k+1,gk+1),(i
′
k+2,gk+2),...,(i
′
2k,g2k)
E
(j′1,h1),(j
′
2,h2),...,(j
′
k
,hk)
(j′
k+1,hk+1),(j
′
k+2,hk+2),...,(j
′
2k,h2k)
=
∑
ip=iq⇒i
′
p=i
′
q
jp=jq⇒j
′
p=j
′
q
δ
(i′1,g1),(i
′
2,g2),...,(i
′
k
,gk)
(j′
k+1,hk+1),(j
′
k+2,hk+2),...,(j
′
2k,h2k)
E
(j′1,h1),(j
′
2,h2),...,(j
′
k
,hk)
(i′
k+1,gk+1),(i
′
k+2,gk+2),...,(i
′
2k,g2k)
,
since EqpEsr = δqrE
s
p, where δqr is the Kronecker delta.
= 0 iff (g1, g2, . . . , gk) 6= (hk+1, hk+2, . . . , h2k).
We denote the product [d(i1, i2, . . . , i2k)] [d(j1, j2, . . . , j2k)] for the
multiplication of the corresponding partition diagrams.
Lemma 3.2.5.(
L
(i1,g1),(i2,g2),...,(ik,gk)
(ik+1,gk+1),(ik+2,gk+2),...,(i2k,g2k)
)(
L
(j1,h1),(j2,h2),...,(jk,hk)
(jk+1,g1),(jk+2,g2),...,(j2k,gk)
)
= (n)λ L
(s1,h1),(s2,h2),...,(sk,hk)
(sk+1,gk+1),(sk+2,gk+2),...,(s2k,g2k)
, (3.7)
where 1 ≤ s1, s2, . . . , s2k ≤ n such that [d(i1, i2, . . . , i2k)] [d(j1, j2, . . . , j2k)] =
(n)λ [d(s1, s2, . . . , s2k)] in Pk(n).
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Proof.(
L
(i1,g1),(i2,g2),...,(ik,gk)
(ik+1,gk+1),(ik+2,gk+2),...,(i2k,g2k)
)(
L
(j1,h1),(j2,h2),...,(jk,hk)
(jk+1,g1),(jk+2,g2),...,(j2k,gk)
)
=

 ∑
ip=iq⇒i′p=i
′
q
E
(i′1,g1),(i
′
2,g2),...,(i
′
k
,gk)
(i′
k+1,gk+1),...,(i
′
2k,g2k)



 ∑
jp=jq⇒j′p=j
′
q
E
(j′1,h1),(j
′
2,h2),...,(j
′
k
,hk)
(j′
k+1,g1),...,(j
′
2k,gk)


=
∑
ip=iq⇒i
′
p=i
′
q
jp=jq⇒j
′
p=j
′
q
E
(i′1,g1),(i
′
2,g2),...,(i
′
k
,gk)
(i′
k+1,gk+1),(i
′
k+2,gk+2),...,(i
′
2k,g2k)
E
(j′1,h1),(j
′
2,h2),...,(j
′
k
,hk)
(j′
k+1,g1),(j
′
k+2,g2),...,(j
′
2k,gk)
=
∑
ip=iq⇒i
′
p=i
′
q
jp=jq⇒j
′
p=j
′
q
δ
(j′
k+1,j
′
k+2,...,j
′
2k)
(i′1,i
′
2,...,i
′
k
)
E
(j′1,h1),(j
′
2,h2),...,(j
′
k
,hk)
(i′
k+1,gk+1),(i
′
k+2,gk+2),...,(i
′
2k,g2k)
. (3.8)
where δqr is the Kronecker delta.
= (n)λ L
(s1,h1),(s2,h2),...,(sk,hk)
(sk+1,gk+1),(sk+2,gk+2),...,(s2k,g2k)
, (3.9)
where 1 ≤ s1, s2, . . . , s2k ≤ n such that [d(i1, i2, . . . , i2k)] [d(j1, j2, . . . , j2k)] =
(n)λ [d(s1, s2, . . . , s2k)] in Pk(n).
3.3. Schur-Weyl duality
We have an action of P̂k(n,G) on W
⊗k, defined as follows: Number the
vertices of a (G, k)-diagram 1, 2, . . . k from left to right in the top row,
and k + 1, k + 2, . . . , 2k from left to right in the bottom row. Define a
map φ̂ : P̂k(n,G) −→ End(W
⊗k) by defining it on a G-diagram (d, f), as
follows:
φ̂(d, f) =
(
φ̂(d, f)
(i1,h1),(i2,h2),...,(ik,hk)
(ik+1,hk+1),(ik+2,hk+2),...,(i2k,h2k)
)
=
(
ψ(d)i1,i2,...,ikik+1,ik+2,...,i2k δ
(g1,g2,...,g2k)
(h1,h2,...,h2k)
)
,
where f = (g1, g2, . . . , g2k) is the label sequence of d, and where
ψ(d)i1,i2,...,ikik+1,ik+2,...,i2k is defined as in equation 2.3, and δ
(g1,g2,...,g2k)
(h1,h2,...,h2k)
is the
Kronecker delta. Alternatively, in terms of matrix units we have
φ̂(d, f) =
∑
p∼q in d⇒ip=iq
1≤i1,i2,...,i2k≤n
E
(i1,g1),(i2,g2),...,(ik,gk)
(ik+1,gk+1),(ik+2,gk+2),...,(i2k,g2k)
.
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Then we have an action of P̂k(n,G) on W
⊗k defined by
(d, f)(vJ) = φ̂(d, f)(vJ), for all J ∈ S
k.
When G is a group with one element, this action restricts to the action
of the partition algebra defined by Jones in [Jo] on tensors.
Hence the action of a G-partition diagram (d, f) ∈ P̂k(n,G) on W
⊗k
is given by defining it on the standard basis by
(d, f).(v(i1,h1) ⊗ v(i2,h2) ⊗ · · · ⊗ v(ik,hk)) =
= δ
(g1,g2,...,g2k)
(h1,h2,...h2k)∑
ik+1,ik+2,...,i2k
ψ(d)i1,i2,...,ikik+1,ik+2,...,i2kv(ik+1,hk+1) ⊗ v(ik+2,hk+2) ⊗ · · · ⊗ v(i2k,h2k)
Lemma 3.3.1. The map φ̂ : P̂k(n,G) −→ End(W
⊗k) is an algebra ho-
momorphism.
Proof. It is enough to prove φ̂(d′f ′ ∗ df ) = φ(d
′
f ′)φ(df ), where d
′
f ′ , df are
(G, k)-diagrams. Let (d, f) be a (G, k)-diagram, where f = (g1, g2, . . . , g2k)
is the label sequence. The connected components of d partition the
2k vertices into subsets. Having numbered the vertices from 1 to 2k
as described above, we obtain a partition 4d to the set [2k]. This
partition, together with the labels in d, naturally determine a matrix
L(d,f) = L
(i1,g1),(i2,g2),...,(ik,gk)
(ik+1,gk+1),(ik+2,gk+2),...,(i2k,g2k)
∈ EndSn(W
⊗k). Here the indices
i1, i2, . . . i2k have equal values according to the partition 4d, and if a
vertex p is labelled by gp, that is, the matrix
(φ̂(d, f)
(i1,g1),(i2,g2),...,(ik,gk)
(ik+1,gk+1),(ik+2,gk+2),...,(i2k,g2k)
),
is precisely L(d,f). So the result is an immediate consequence of Lemma
3.2.4 and Lemma 3.2.5.
The following is our analogue of Theorem 2.2.1.
Theorem 3.3.2. The algebras C[Sn] and P̂k(n,G) generate full central-
izers of each other in End(W⊗k). That is, for n ≥ 2k, we have
(a) P̂k(n,G) ∼= EndSn(W
⊗k),
(b) Sn generates End
 
Pk(n,G)
(W⊗k).
Proof. Proof of (a). Since n ≥ 2k, dim P̂k(n,G) = dim EndSn(W ⊗
k). In the proof of Lemma 3.3.1, we have φ̂(P̂k(n,G)) ⊆ EndSn(W
⊗k).
As (d, f) ranges over all G-diagrams, all L(d,f) are obtained. Thus the
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representation φ takes a basis of P̂k(n,G) to a basis of EndSn(W
⊗k), so
P̂k(n,G) ∼= EndSn(W
⊗k). Proof of (b). This follows from (a) and the
double centralizer Theorem.
As the centralizer of the semisimple group algebra C(Sn), the C-
algebra P̂k(n,G) is semisimple for n ≥ 2k.
3.4. Some interesting subalgebras of P̂k(x,G)
In this section we study the subalgebras of P̂k(x,G).
Theorem 3.4.1. For an indeterminate x and for all x = ξ ∈ C, the G-
vertex colored partition algebra Pk(x,G) is a subalgebra of the extended
G-vertex colored partition algebra P̂k(x,G).
Proof. In the extended G-vertex colored partition algebra P̂k(x,G), for
each G-diagram (d, f) such that f(1) = e, we define the sum
(̂d, f) =
∑
g∈G
(d, gf).
In other words, this sum is over all distinct G-diagrams in the extended
G-vertex colored partition algebra P̂k(x,G), which are related to the G-
diagram (d, f) with respect to the equivalence relation ∼ on G-diagrams.
(i.e., (d, f) ∼ (d′, f ′) if d = d′ and f = gf ′ for some g ∈ G). So, we say
that this sum is the class sum of (d, f) under ∼ in the extended G-vertex
colored partition algebra P̂k(x,G). Since any two class sums are the
disjoint sums of G-diagrams in the extended G-vertex colored partition
algebra P̂k(x,G), the set of all class sums is a linearly independent set
in the extended G-vertex colored partition algebra P̂k(x,G). We are
going to prove that (d, f) −→ (̂d, f) is an algebra isomorphism from the
G-vertex colored partition algebraPk(x,G) in to the extended G-vertex
colored partition algebra P̂k(x,G). Clearly this map is well-defined and
injective.
Claim: (d, f) −→ (̂d, f) is a ring homomorphism.
Step 1. (d′, f ′)(d, f) = 0 in Pk(x,G) ⇔ (̂d′, f ′) ∗ (̂d, f) = 0 in P̂k(x,G).
Proof. We have, (d′, f ′)(d, f) = 0 in Pk(x,G)
⇔ f2 6= g′f
′
1, for all g
′ ∈ G. ⇔ (d′, g′f ′) ∗ (d, gf) = 0 in P̂k(x,G),
for all g, g′ ∈ G. ⇔
(∑
g′∈G(d
′, g′f ′)
)
∗
(∑
g∈G(d, gf)
)
= 0 in P̂k(x,G).
⇔ (̂d′, f ′) ∗ (̂d, f) = 0 in P̂k(x,G).
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Suppose (d′, f ′)(d, f) 6= 0. Let (d′, f ′)(d, f) = xλ(d′′, f ′′).
Claim. (̂d′, f ′) ∗ (̂d, f) = ̂(d′, f ′)(d, f).
i.e., (
∑
g′∈G
(d′, g′f ′) ) ∗ (
∑
g∈G
(d, gf) ) = xλ ̂(d′′, f ′′)
i.e.,
∑
g, g′∈G
(d′, g′f ′) ∗ (d, gf) = xλ
∑
g′′∈G
(d′′, g′′f ′′)
Step 2. If (d′, g′f ′) ∗ (d, gf) 6= 0 for some g, g′ ∈ G then (d′, g′f ′) ∗
(d, gf) = xλ(d′′, g′′f ′′) for some g′′ ∈ G.
Proof. If (d′, g′f ′) ∗ (d, gf) 6= 0 then (gf)2 = (g′f
′)1 and
(d′, g′f ′) ∗ (d, gf) = xλ(d′′, ((gf)1, (g′f
′)2). Since (gf)2 =
(g′f ′)1, (d
′, f ′)(d, f) = xλ(d′′, ((gf)1, (g′f
′)2)). Since (d
′, f ′)(d, f) =
xλ(d′′, f ′′), (d′′, ((gf)1, (g′f
′)2)) and (d
′′, f ′′) are equivalent G-diagram in
Pk(x,G). This implies (d
′′, ((gf)1, (g′f
′)2)) = (d
′′, g′′f ′′) for some g′′ ∈ G.
Hence (d′, g′f ′) ∗ (d, gf) = xλ(d′′, g′′f ′′) for some g′′ ∈ G.
Step 3. For every g′′ ∈ G there exist a unique pair g, g′ ∈ G such that
(d′, g′f ′) ∗ (d, gf) = xλ(d′′, g′′f ′′).
Proof. Since g′′ ∈ G, (d′, f ′)(d, f) = xλ(d′′, g′′f ′′). This implies that
there exist unique h′ ∈ G such that (h′f ′)1 = f2 and (d
′′, g′′f ′′) is ∼-
equivalent to (d′′, (f1, (h′f
′)2)) in Pk(x,G). This implies that there exist
unique g ∈ G such that g′′f ′′ = g(f1, (h′f
′)2). Put g′ = gh′. Since
(gf)2 = (g′f
′)1, (d
′, g′f ′) ∗ (d, gf) = xλ(d′′, ((gf)1, (g′f
′)2)). Hence
(d′, g′f ′) ∗ (d, gf) = xλ(d′′, g′′f ′′). //
Thus (̂d′, f ′)∗(̂d, f) = ̂(d′, f ′)(d, f). Hence SpanC(x){(̂d, f) | (d, f) be a G-
diagram such that f(1) = e } is a subalgebra and the map (d, f) −→ (̂d, f)
is an algebra isomorphism from Pk(x,G) into P̂k(x,G).
Theorem 3.4.2. Let φ̂ be the algebra isomorphism from P̂k(n,G) −→
EndSn(W
⊗k) defined in §3.3. If n ≥ 2k, then the restriction map of φ̂ on
Pk(n,G) under the identification in Theorem 3.4.1 is equal to the algebra
isomorphism φ from Pk(n,G) −→ EndSn×G(W
⊗k), which is defined in
§2.3.
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Proof. We have
φ̂(d, f) = φ̂

∑
g∈G
(d, gf)


=
∑
g∈G
φ̂(d, gf)
=
∑
g∈G
∑
p∼q in d⇒jp=jq
E
(j1,gf(1)),(j2,gf(2)),...,(jk,gf(k))
(jk+1,gf(k+1)),(jk+2,gf(k+2)),...,(j2k,gf(2k))
=
∑
g∈G
p∼q in d ⇒jp=jq
E
(j1,gf(1)),(j2,gf(2)),...,(jk,gf(k))
(jk+1,gf(k+1)),(jk+2,gf(k+2)),...,(j2k,gf(2k))
. (3.12)
Thus the matrices φ̂(d, f) ∈ EndG×Sn(W
⊗k) (see (2.9)). By Theorem
3.3.2, the restriction of φ̂ on Pk(n,G), under the identification in Theorem
3.4.1 is the isomorphism φ from the algebra Pk(n,G) into EndG×Sn(W
⊗k),
if n ≥ 2k.
In the algebra P̂k(x,G), for each minimal G-diagram (d, f), we define
the sum
−−−→
(d, f) =
∑
fd∈Gd
(d, fdf).
In other words,
−−−→
(d, f) = (̂d, f) =
∑
fd∈[Gd]
̂(d, fdf).
Corollary 3.4.3. In the algebra P̂k(x,G), SpanC(x){
−−−→
(d, f) | (d, f) ranges
over all minimal (G, k)-diagrams} is isomorphic to the algebra P k(x,G).
Moreover the linear extension of the mapping defined on the basis minimal
(G, k)-diagram by (d, f) −→
−−−→
(d, f) is an algebra isomorphism from the
algebra P k(x,G) into P̂k(x,G).
Proof. The Corollary follows from Theorems 2.3.3 and 3.4.1.
Also, we conclude by exhibiting known algebras as subalgebras of
extended G-vertex colored partition algebras P̂k(x,G).
1) SpanC(x){
−−−→
(d, f) | (d, f) ranges over all minimal diagrams with label
e in all its vertices} is isomorphic to the partition algebra Pk(x|G|),
which is the centralizer algebra of Sn|G| on W
⊗k if x = n (n|G| ≥
2k).
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2) SpanC(x){
−−−→
(d, f) | (d, f) ranges over all minimal diagrams with label
e in all its vertices, whose underlying partition diagrams are Brauer
diagrams} is isomorphic to the Brauer algebra Bk(x|G|), which is
the centralizer algebra of On|G| on W
⊗k if x = n.
3) SpanC(x){
−−−→
(d, f) | (d, f) ranges over all minimal diagrams with label
e in all its vertices, whose underlying partition diagrams are per-
mutation diagrams} is isomorphic to the group algebra C(x)(Sk),
which is the centralizer algebra of GLn|G| on W
⊗k if x = n.
4) SpanC(x){
−−−→
(d, f) | (d, f) ranges over all minimal diagrams with label
e in all its top row vertices, whose underlying partition diagrams are
permutation diagrams} is isomorphic to the group algebra C(x)(G o
Sk).
5) SpanC(x){
−−−→
(d, f) | (d, f) ranges over all minimal diagrams with la-
bel e in all its top row vertices and g in all its bottom vertices,
whose underlying partition diagrams are permutation diagrams} is
isomorphic to the group algebra C(x)(G× Sk).
6) SpanC(x){
−−−→
(d, f) | (d, f) ranges over all minimal diagrams with label
e in all its top row vertices and g in all its bottom vertices, whose
underlying diagrams are identity partition diagram} is isomorphic
to the group algebra C(x)(G).
Thus we have an algebra sequence
P̂k(x,G) ⊇ Pk(x,G) ⊇ P k(x,G) ⊇ Pk(x|G|) ⊇ Bk(x|G|) ⊇ C(x)(Sk).
If x = n then the above algebra sequence is the centralizer of the following
group sequence
Sn ⊆ Sn ×G ⊆ G o Sn ⊆ Sn|G| ⊆ On|G| ⊆ GLn|G|
acting on W⊗k. Also we have an algebra sequence
P̂k(x,G) ⊇ Pk(x,G) ⊇ P k(x,G) ⊇ C(x)(GoSk) ⊇ C(x)(G×Sk) ⊇ C(x)(G).
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