Shear wave studies of multicomponent seismic data were done along the Austin Chalk trend in Texas. Six surface seismic lines of four-component shear wave data from Pearsall and Giddings fields and three zero-offset vertical seismic profiles (VSPs) from three sites with different production rates were studied to demonstrate the applications of shear wave splitting for fracture reservoir delineation. The three seismic lines (l-3) from Pearsall field formed a classic experiment for studying shear wave splitting. They have different (line) azimuth with respect to the regional fracture strike (parallel, perpendicular, and at -4O", respectively), are in areas with different hydrocarbon production, and have different split shear wave behavior. The anisotropy along line 1 is small, which correlates with the absence of nearby commercial production. There is an increasing trend in anisotropy from line 2 to 3, which correlates with line 2 being close to and line 3 being within the producing Austin Chalk acreage. The trend of anisotropy variation along line 3 also correlates with the distribution of producing oil wells along that line. In particular, production from the three horizontal wells (Wl-W3) drilled nearby correlates with the variation in shear wave polarization, time delay, and amplitude. Line 4 from Giddings field had a horizontal well drilled on it, and mud logs were obtained for identifying fracture zones. The fracture swarms identified by the mud logs are coincident with the dim spots identified from the section of the slow split shear wave. Lines 5 and 6, also from Giddings field, demonstrate classic S, dim spot and S, versus S2 mistie behavior, respectively.
Introduction
The study of seismic waves propagating through the earth has greatly improved our understanding of the earth's interior and has developed into one of the most important tools for petroleum exploration. However, until the 1970s most theories were developed mainly around the propagation of P-waves in isotropic solids (Aki and Richards, 1980; Crampin, 1981) . Most applications were limited to P-wave energy recorded on single-component vertical geophones or pressure-sensitive hydrophones (Tatham and McCormack, 1991) . Compared to shear wave recording, P-wave recording is cheaper and more robust and often yields better structural imaging of the subsurface. Moreover, the effects of anisotropy on P-wave are often small and difficult to detect in one-component P-wave data (Winterstein, 1990) . Thus, the relevance of shear wave and seismic anisotropy to hydrocarbon exploration and development was not widely recognized. Gardner and Harris (1968) and Tatham and Stoffa (1976) predicted significant anomalies associated with gas saturation in the velocity ratio of P-wave to shear wave (VJV,) and identified V,lV, ratios as a possible indicator of lithology and even porosity variations. Keith and Crampin (1977) and Crampin (198 1) showed the potential importance of shear wave anisotropy and identified shear wave splitting (birefringence) as a diagnostic feature of shear wave anisotropy, in which the polarization, time delay, and amplitude of shear waves are related to the in-situ stress orientation and the alignment and intensity of fractures and cracks. These new insights into shear wave behavior, together with the emergence of digital processing, opened new aspects in shear wave exploration. In the 1970s this led to the development of SH-wave survey (one-component horizontal SH source and receiver) for studying Vdv, ratio and, in the 1980s to the acquisition of multicomponent seismic data using both vertically and horizontally polarized sources and multicomponent receivers for studying shear wave anisotropy.
Over the past decade, the use of joint P-and S-wave surveys and the analysis of VJV,, ratios have been widely reported (e.g., Tatham, 1982 Tatham, , 1985 Ensley, 1984; Winterstein and Hanten, 1985) . Tatham and McCormack (1991) have documented these applications. Observations of shear wave anisotropy have also become well-documented in multicomponent seismic surveys (e.g., Crampin, 1985; Crampin et al., 1986; Alford, 1986; Willis et al., 1986) and in earthquake recordings . Crampin and Love11 (1991) have reviewed these developments. In the present study, we focus on the use of multicomponent seismic data and the analysis of shear wave anisotropy for applications to petroleum exploration.
It has long been speculated that the study of shear wave anisotropy can be used to characterize fractured reservoirs (e.g., Crampin, 1987; Lewis et al., 1991) . Higher oil production in fractured reservoirs is often associated with higher fracture intensity and hence greater shear wave anisotropy. Thus, shear wave anisotropy may be directly correlated with oil production (Lewis et al., 1991; Mueller, 1991) . Cliet et al. (1991) reported the correlation of shear wave anisotropy with oil production rates in a multi-offset three-component vertical seismic profiling (VSP) survey in the Romashkino field, Russia. Davis and Lewis (1990) and Lewis et al. (1991) also correlated the degree of shear wave anisotropy with oil production in a three-dimensional, three-component reflection survey in Silo field, Wyoming.
The Austin Chalk trend in Texas is a natural laboratory for testing practical applications of shear waves in anisotropic rocks. This is because the chalk has little porosity, and vertical aligned fractures provide the major pathway for oil. To analyze shear wave anisotropy in the Austin Chalk trend, Amoco Production Company acquired several lines of shear wave data, and several studies of shear wave anisotropy along the trend have been published. Alford (1986) established the presence of shear wave splitting and an algorithm for accommodating it using data from the chalk trend. Thomsen (1988) suggested that reflection amplitude anomalies (between the split shear waves) constituted a sensitive measure of local difference in anisotropy, useful for detecting fractured reservoirs. Confirming this suggestion, Mueller (199 1) identified lateral fracture concentrations from the differential amplitudes of split shear waves from the Austin Chalk in the Giddings field of central Texas. investigated variations in shear wave attributes with varying line azimuth and compared different processing methods for preserving and enhancing shear wave splitting. Yardley and Crampin (1993) studied three VSPs from different sites along the trend and examined the different response of shear wave splitting for varying production rates.
Here we review these shear wave studies along the Austin Chalk trend. We outline the processing and interpretation methods for fracture reservoir delineation and discuss the underlying principles of shear wave splitting associated with the chalk, including its physical properties and seismic characteristics. We then present interpretations and illustrate how the fracture parameters can be deduced from variations in shear wave attributes such as polarization, time delay, and amplitude. We show that the variations in anisotropy can be correlated with oil production in the study area and that the variation in shear wave amplitude can be correlated with fracture swarms encountered from horizontal drilling, as inferred from production records and mud logs.
Overview of the Shear Wave Technique
When a shear wave propagates into an effectively anisotropic medium (e.g., resulting from aligned fractures), it necessarily splits into two modes that have different polarizations and travel with different speeds. For near-vertical propagation, the faster split shear wave is polarized along the fracture strike and the slower one is polarized nearly orthogonal to it (Crampin, 1985) . Furthermore, the time delay and differential amplitude between the two shear waves are both proportional to the intensity of fracturing. This forms the basis for fracture delineation using multicomponent shear wave data. This section first reviews the shear wave information content in terms of shear wave polarization, time delay, and normal reflectivity. We then discuss the development of multicomponent acquisition and processing techniques necessary for studying shear wave splitting.
Shear Wave Attributes
The characteristics of split shear waves diagnostic of fracture distributions are referred to as shear wave attributes. These include the polarization of the leading shear wave, the time delay between the two shear waves, the differential reflectivity at interfaces, and the differential attenuation and scattering along the raypath. In general, polarization and time delay are quantitative attributes, but are difficult to measure in thin-layered or weakly anisotropic reservoirs. Differential reflectivity at normal incidence is a qualitative attribute, but measurable for thin-layered or weakly anisotropic reservoirs. An integration of all three attributes with other geologic information is needed for a reliable interpretation of fractured zones. Here we briefly review the three most widely used attributes: the polarization, the time delay, and the reflectivity at normal incidence. We discuss their relative merits and compare their potential for detecting fractures. have provided a detailed discussion on the viability of using shear wave amplitude versus offset (AVO) for fracture detection. Although the two shear waves have different AVO signatures (the reflectivity of the SV-type wave may have a zero crossing at relatively small offset due to conversion), it is difficult to attribute this difference to fracturing because such difference in AVO signatures also exists for SV-and SHwaves propagating in isotropic media. The pattern of the AVO curves remains the same with increasing fracturing except the reflectivity at normal incidence. concluded that for fracture detection, the differential rejectivity at normal incidence is a first-order effect and can be measured and interpreted reliably, while the ofSset-dependent rejiectivity is a second-order effect and more subtle and difficult to interpret.
Polarization
In theory, for near-vertical propagation, the leading shear wave is polarized parallel to the fracture strike of an effectively anisotropic medium when that medium possesses a single (or dominant) vertical, aligned fracture set. Thus, the polarization of the fast split shear wave can be used to infer the fracture strike of the medium through which it has propagated from seismic data recorded on the surface or in boreholes. However, the main factor affecting the use of polarization information at the target is the anisotropic effects in the overburden. A shear wave generally splits whenever it passes through an anisotropic medium. Thus, if the overburden is anisotropic, the polarization recorded at the surface is determined only by the anisotropic symmetry in the overburden; the anisotropic symmetry information in the target is then concealed by that of the overburden. Considering that anisotropy is ubiquitous (Willis et al., 1986) and often seen in the overburden (Crampin and Lovell, 1991) , inferring the fracture orientation of the reservoir from surface recordings requires layer-stripping techniques (MacBeth et al., 1992; Li, 1995; Thomsen et al., 1995a) . Because of these complications, Yardley and suggested that VSPs may be better used to study shear wave polarizations at target.
Note that the layer-stripping technique was first developed by Winterstein and Meadows (1991) for accommodating shallow anisotropy in shear wave VSP data; Winterstein (199 1) and Meadows et al. (1994) suggested that the same techniques for VSPs could be equally applied to surface seismic data. However, to best accommodate the anisotropy effects in the overburden, a revised technique for surface data may be necessary with different time shifts for the diagonal and off-diagonal elements, as demonstrated by MacBeth et al. (1992) , Li (1995) , and Thomsen et al. (1995a) .
Time Delay
The time delay between the fast and slow split shear waves depends on the propagation path length and direction, the symmetry of the medium, and the degree of anisotropy. Because the degree of anisotropy is mainly determined by the fracture density in the media, time delay is a valuable attribute for the inference of fracture density from a seismic section, and the fracture density can be quantitatively determined if the number of fracture sets and their orientation are known. Time delays are usually measured from the stacked sections of the fast and slow shear waves. The advantage of using the time-delay attribute lies in its simplicity. It is relatively easy to measure, and overburden anisotropy can be corrected for simply by taking the interval time delay between the top and bottom reflections of the target if the fracture orientation does not change with depth. Layer thickness can be simply handled by normalization. However, for a thin or weakly anisotropic reservoir, interval time delays may be too small to resolve reliably in the presence of noise, particularly if a significant part of the anisotropy is in the overburden and near the surface, as demonstrated by . Also, time delays contain no information about fracture orientations, which must be deduced from other attributes. Squires et al. (1989) and Lewis et al. (1991) presented examples of interpreting interval time delays from field data. Thomsen (1988) suggested that the differential amplitudes between fast and slow split shear waves can be used to identify fracture zones in stacked seismic sections if these fracture zones are terminated at reflecting boundaries such as lithologic boundaries, as commonly seen in outcrops. In such cases, the anisotropy caused by the fractures tends to affect the slow wave (with polarization perpendicular to the fracture strike) more than the fast wave (with polarization parallel to the fracture strike). The presence of the fractures lowers the velocity of the slow wave and causes a change in slow wave impedance contrast with respect to that of the fast wave, hence a difference in reflection strength in the stacked fast and slow sections occurs. This phenomenon is often referred to as differential rejlectivity at normal incidence because stacked sections are often considered as seismic reflections at normal incidence. Note that anisotropy caused by macrofractures, whose scale length is comparable to wavelength, can affect both the fast and slow split shear waves (Liu et al., 1993) . Mueller (1991) first presented an example using normal reflectivity to identify fracture swarms in the Austin Chalk in south Texas (the results of which are included in this paper), where the fractures are confined in the brittle chalk (Corbett et al., 1987) . The reflectivity attribute is of greater value in identifying the intensely fractured zones in the seismic section rather than in quantifying the exact values of the fracture intensity, although methods have been published to quantify the fracture intensity from reflectivity (Spencer and Chi, 199 1; Li and Crampin, 1993~) . Because this qualitative information is usually sufficient in most cases, the differential reflectivity at normal incidence is thus a useful indicator of fracture swarms. The interpretation is straightforward and similar to traditional amplitude analysis, and thin-layered or weakly anisotropic reservoirs can be resolved. The main difficulty lies in maintaining and recovering the true amplitude information during processing.
Normal Reflectivity

Four-Component Geometry
The use and study of shear waves requires polarized sources and receivers. In the middle 1970s when horizontal receivers and large horizontal motion vibroseis sources became available, shear wave exploration and multicomponent surveying began to develop. Up to nine-component data can be recorded using different configurations of three-component sources and receivers. These components consist of various combinations of three mutually orthogonal source motions and receiver directions (combinations of vertical, Hl and H2, or z, X, and y sources and receivers) (Figure la) . In practice, several configurations of sources and receivers have been used depending on the purpose of the survey. These include (1) three-component acquisition (vertical source recorded by vertical, Hl, and H2 receivers, or zz, zx, and zy components) in VSPs for correlating seismic horizons (Hardage, 1991) ; (2) vertical and H2 (or SHwave) surveying (zz and yy components) (Conoco Group Shoot, Ensley, 1984; Winterstein and Hanten, 1985; Tatham and McCormack, 1991) ; and (3) vertical and Hl (or SV-wave) surveying (zz and zx components) for mapping geologic structure and lithology (Dohr, 1985) .
In the 1980s following the completion of the Conoco Group Shoot in 1978, Amoco Production Company acquired four-component (xx, xy, yx, and yy) and fivecomponent (XX, xy, yx, yy, and zz) surveys (Alford, 1986; Willis et al., 1986) . The purpose of these surveys was to investigate whether shear wave splitting could be used for reservoir characterization. This configuration has several distinct features. First, under the assumption of weak anisotropy, the vertical or P component (ZZ component) is decoupled from the four horizontal or shear wave components (XX, xy, yx, and yy). Thus, processing of five-component data can be separated into two parts: processing of the zz component and processing of the horizontal or shear components. Second, the four horizontal components allow unique determination of the fast and slow split shear waves (Alford, 1986; Thomsen, 1988; Crampin, 1991 a, 1993a) , which is discussed later in this section.
In the examples shown in this paper, all surface data were acquired using four-component geometry. The four-component shear wave survey with two horizontal sources and two horizontal receivers, as shown in Figure 1 a (shaded), form a data matrix of traces d(t):
where the left column, xx(t) and yx(t), represents the inline (x-axis) traces from the in-line and cross-line sources, respectively, and the right column, xy(r) and yy(t), represents the cross-line (y-axis) traces from the in-line and cross-line sources, respectively. This data matrix concept is important for processing and interpreting shear wave splitting. From here onward, the phrase shear wave data will refer to the data matrix unless otherwise specified.
Processing Techniques
The purpose of processing multicomponent shear wave data is to preserve and recover the three major attributes (polarization, time delay, and principal reflectivity). The shear wave data matrix represents a tensor wavefield, and conventional P-wave data processing methods are not directly applicable. The basic approach, as reported in the literature, is to separate the tensor wavefield into the principal vector wave fields. By restricting oneself to the shear wave plane of polarization (assuming no change along raypaths), the vector fields can then be processed separately by the conventional scalar method, including statics correction, velocity analysis, normal moveout correction, stacking, and other signal enhancing routines such as f-k filter. These conventional methods are well established for P-wave data processing (Yilmaz, 1987) . The approach here is based on the assumption that polarizations do not change with depth or offset, and that once the polarizations are separated, anisotropy effects such as varying velocity with offset on the principal split shear waves are negligible over small spreads (Li, 1992; . With this approach, the separation of the split shear waves in the recorded data matrix is the crucial step in the processing sequence that allows many of the conventional scalar processing steps to be applied to each component separately. Ultimately, only a few steps, such as those associated with the accommodation of anisotropy (rotations) and near-surface distortions, are handled with a tensor or vector wavefield (multicomponent) approach.
For azimuthally anisotropic media with a uniform symmetry axis, Alford (1986) and Thomsen (1988) proposed a rotation algorithm that rotates the source and receiver axes numerically to minimize the energy in the off-diagonal elements (xy and yx components) of the data matrix. Similar results can be obtained by rotating analytically (Murtha, 1988; Lewis et al., 1991) . Li and Crampin (I 991 a, 1993a ) suggest a linear transform technique (LTT) as an alternative to the rotation technique. The LTT contains four linear transforms, which effectively recast the complicated shear wave motions in the recording coordinate system into linear motions in the transformed coordinate system. Then, the polarization estimation and split shear wave separation can be easily made from these linearized components. This is equivalent to a singular value decomposition of the data matrix. In principle, all these methods assume that the amplitudes of the two split shear waves are eigenvalues of the data matrix.
Another major challenge in processing the split shear waves involves near-surface and overburden amplitude corrections to recover the shear wave information associated with the target zone. The shear wave is inevitably affected by acquisition errors, near-surface irregularities, and overburden anomalies. Winterstein and Meadows (199 1) developed a layer-stripping algorithm for the VSP context and applied it to reflection data (Winterstein, 1991) . MacBeth et al. (1992) , Li (1995) , and Thomsen et al. (1995a) modified this stripping procedure for reflection data. Li (1994) presented another procedure for amplitude correction in multicomponent shear wave data which includes a prestack surface-consistent correction and poststack overburden scaling.
The data examples presented here have been processed using different separation algorithms. For completeness, we cover some basic equations for processing split shear waves.
Multicomponent Amplitude Corrections
According to Li (1994) , factors affecting the target amplitudes in the multicomponent data can be divided into two groups: one related to the surface (or near surface) and the other to the subsurface. The surface-related group includes source and receiver distortions due to interactions with the near-surface. These effects can be corrected for by using a modified surface-consistent procedure for multicomponent seismic data before separation of split shear waves and stacking. The subsurfacerelated group includes attenuation, scattering, geometric spreading, anisotropy, and other undesirable wavefield properties in the overburden. These complications can be corrected by an overburden-correction scheme after separation of the split shear waves and stacking. Note that the effects of an anisotropic overburden may introduce different moveout velocities and AVO responses for the fast and slow split shear wave. Thus, different stacking velocities may be needed for stacking the fast and slow split shear waves; different amplitude scaling factors can be applied to correct the anisotropic AVO responses.
Assuming the earth is a linear system for seismic waves satisfying the convolution model (MacBeth et al., 1994) , we have, in the time domain, d(t) = 0(t)*g(t)*m(t)*s(t), (2) where o(t) is a two-by-two matrix representing the offset responses for the four components. For a data matrix containing mixed modes of split shear waves, o(t) can be assumed as a scalar o(t) that is the same for all four components, and for data matrix containing separated split shear waves, o(t) is a diagonal matrix representing different offset responses for the fast and slow split shear waves. Also, g(t) is a diagonal matrix representing the receiver geophone responses, m(t) is a two-by-two matrix representing the subsurface response for shear wave splitting, and s(t) is a diagonal matrix representing the source responses. The symbol * denotes convolution.
Equation (2) is a direct extension of Taner and Koehler's equations for one-component P-wave seismic data (Taner and Koehler, 1981) . In a similar way and with similar assumptions, one does not need to compute the complete frequency-dependent surface (or near-surface) response. Moreover, amplitude corrections can be implemented by multiplying the seismic trace by a scalar, which is equivalent to adding a constant value to the log of amplitude spectrum. This procedure is similar to conventional P-wave processing (Taner and Koehler, 1981) although there are two source scalars, two geophone scalars, and two (for separated split shear waves) or one (for mixed modes) offset scalars. Statistical solutions of o(t), g(t), and s(t) can then be obtained using the least-squares method (see Li, 1994 , for details). Thus, the subsurface medium response m(t) can be obtained. We then proceed to separate the split shear waves from the medium response m(t), or the data matrix after surface-consistent deconvolution. In the following sections, we use D(t) (note capital letter) to represent the data matrix, after surface-consistent correction, that is, D(t) is the same as m(t) after surface-consistent correction.
Separation of Split Shear Waves
Assuming orthogonally polarized split shear waves, we can simulate the medium response of shear wave splitting by a two-component eigensystem, with the eigenvectors representing the polarizations of the two split shear waves and the eigenvalues representing their amplitudes. For the four-component geometry (XX, xy, yx, and yy) shown in Figures la and lb, in the time domain, the medium response for shear wave splitting (or the data matrix after surface-consistent correction) can be written as
where superscript T is the transpose operator, a is the polarization azimuth of the fast split shear wave (Figure lb) , D(t) is the medium response for shear wave splitting or the data matrix after surface-consistent deconvolution using equation (2), C is the orthogonal rotation matrix, and A(t) is the diagonal transfer function for the two split shear waves S, and S, (also see Alford, 1986) . We then have C(a) = cosa sina .
[ I 3
-sina cosa
Note that the orthogonality of split shear waves is strictly true only for phase propagation and is a good approximation only for near-vertical group propagation (Crampin, 1981 ; for nonorthogonal split shear waves, see . We stress again that equation (3) holds only if the source and geophone responses have been carefully compensated by surface-consistent deconvolution and only for near-vertical propagation over small spreads. If we take the inverse of the rotation matrix, equation (3) becomes
A(t) = C~(cc)D(t)C(a). (5)
Equation (5) forms the basis of Alford (1986) rotation. The data matrix can be rotated numerically using a series of angles. The angle that minimizes the energy of the off-diagonal elements of the rotated data matrix is the polarization azimuth a. Another way to determine the rotation angle and the amplitudes of the split shear waves is to use the LTT . The four linear transforms are defined as Substituting equation (3) into equation (6) and making some manipulations, we have
Thus, the time series S,(t) and S,(t) are separated from the static geometry factors a after transformation; the transformed vectors [g(t) q(t)]' and [x(t) L(t)lT are eigenvectors representing linearly polarized motions in the time domain in the displacement plane; the rotation angle a can be determined from vector [c(t) q(t)lT as the Jacobi rotation angle:
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The summation is over a chosen time window, or the entire recorded time, and z represents the starting point of the chosen window. If we apply equation (8) for each time sample instantaneously (e.g., the length of the time window is one sample), then we obtain one angle for each sample. This is referred to as a polarization log, or instantaneous polarization trace, which is discussed in more detail later. The fast and slow waves can also be easily determined from the transformed vectors from equation (7):
The simple arithmetic of equation (6) and the resulting separation of time series from geometry factors in equation (7) are the main advantages of the LTT. After separation of the split shear waves, the conventional P-wave stacking procedures can be performed separately for the principal wave components. Overburden correction is carried out on poststack sections.
Overburden Correction
Overburden amplitude corrections compensate for near-surface and overburden anisotropy effects, attenuation, scattering, and transmission loss. This is similar to the surface-consistent approach for prestack amplitude correction. Here a statistical approach for the overburden, assuming subsurface consistency, is taken to implement the overburden correction for surface seismic data (Li, 1994) . Note that the subsurface consistency implies that the reflectivity of the overburden horizon is consistent for adjacent common depth points (CDPs). The procedure can be summarized as follows:
1. Select a quality horizon in the overburden as a reference level. An average pattern of the amplitude variation along this horizon in the overburden is calculated for each CDP location on the S, and S2 stack sections. 2. Similarly, define for the target horizon an average pattern of the amplitude variation calculated for each CDP. 3. Derive a common overburden scaling factor from these two curves, assuming the scaling factor is consistent for adjacent CDPs.
This method is based on the model that the target is sandwiched between the overburden and a half space and that the overburden response can be simplified with a frequency-independent scaling factor (Li, 1994) .
Shear Wave Splitting in Austin Chalk
The multicomponent seismic data we selected in this study consist of six lines of four-component surveys from two different fields and three VSPs from three different sites over the Austin Chalk. Following a review of the geologic setting in the study area, we discuss the acquisition parameters for these data sets and their unique features. We then review the characteristics of shear wave splitting along the Austin Chalk and compare different ways to display shear wave splitting. We intend to demonstrate that clear shear wave splitting in the Austin Chalk can be observed both in multicomponent surface data and in VSPs, which makes it possible to characterize fracture swarms in the chalk.
Geologic Setting
The study area lies in an intraplate basin, and the general tectonic setting and stress regime have been described by Zoback and Zoback (199 I) . The outcrop pattern of the Austin Chalk is shown in Figure 2 ;sou it dips about 2" toward the Gulf of Mexico. Extension is occurring toward the Gulf of Mexico, and the maximum horizontal stress parallels the coast. The nature of the fracturing in the chalk has been described by Corbett et al. (1987) , who analyzed data from cores and surface out- crops. Fracture orientations trend parallel to the regional stress directions. Studies of shear wave anisotropy in the region find that the polarization direction of the leading split shear wave parallels the stress pattern (Raikes, 1991; Mueller, 1991; .
The area covers parts of Dimmit, Zavala, Frio, and La Salle counties in the southwest ( Figure 3a) and Devine, Giddings, and Burleson counties in the northeast (Figure 2 ). The subsurface structures are almost horizontal layers because of the small dip. Primary oil and gas plays in the area are in Cretaceous rocks, including the Olmos Sandstone, San Miguel Sandstone, and Austin Chalk (Ames, 1990) . In the southwestern part of the area, oil and gas are produced from the Olmos Sandstone; in the northeast, oil and gas are produced from the San Miguel Sandstone and the Austin Chalk.
Of these major formations, the Austin Chalk has attracted continuous interest since the initial oil discovery in the 1920s (Stapp, 1977) . Interest in the Austin Chalk has been renewed with the advent of horizontal drilling technology (Kuich, 1989; Ames, 1990) . In Dimmit, Zavala, Frio, and La Salle counties, the chalk is at 2000 m depth and has a thickness of -300 m (Scott, 1977; Stapp, 1977) . In Devine, Texas, which is closer to the outcrop, the chalk is at 1000 m depth and is 100 m thick. In Giddings field (in Fayette and Burleson counties), the chalk is at -2500 m depth and is thin, with a thickness of only 30-100 m. The strike of the Austin Chalk is northeast- southwest, and the regional structural setting is parallel to that of the Gulf Coast Basin. Weeks (1945) and Dravis (1979) have reviewed the regional geology and sedimentology of the Austin Chalk. The Austin Chalk was formed from a fine-grained carbonate mud containing skeletal remains of algae (Corbett et al., 1987) . The porosity of the chalk in the subsurface is as low as 6% (Corbett et al., 1987) . With such low porosity, reservoir development is almost wholly dependent on accessing fractures, and successful drilling depends on identifying and penetrating highly fractured chalk (Kuich, 1989; Mueller, 1991) .
The two major fracture systems in the Austin Chalk are regional and fault-related. Both fracture systems are believed to be uniformly oriented and parallel to the strike of the structures (Stapp, 1977) . There are three major reasons for this. First, according to Scott (1977) , the Austin Chalk was deposited on a relatively flat surface in deep-water environments and is expected to have uniform facies. Second, the regional fractures were created by the downwarping of a flat depositional surface in response to subsequent deposition of great thicknesses of Tertiary sands and shales. This downwarping stretched the Austin Chalk uniformly along the dip direction of the structure. Third, all large subsurface faults in the Cretaceous strata are parallel to the strike of structure and have similar displacements. There is no evidence of age difference in the various fault zones (Corbett et al., 1987) , and all movements are assumed to be contemporaneous and the regional stress field uniform.
Although the strike of fractures in the chalk is expected to be uniform, the fracture intensity in dipmeter logs and field mapping is not. This is probably due to minor differences in local stress and variations in the content of skeletal algae remains; thus, fracturing is more likely to occur in some areas (Scott, 1977; Stapp, 1977; Corbett et al., 1987) . Thus, fractures form clusters and swarms which are the major exploration targets for horizontal drilling (Kuich, 1989; Mueller, 199 1, 1994) . The same uniform stress fields as in the Austin Chalk also reoriented the pore space in the Tertiary overburden along the strike of the fractures. Thus, an overall uniform anisotropy symmetry direction is expected in the basin, with possible minor local variations. This situation, together with the "layer-cake" structure, provides a favorable environment for studying shear wave splitting in seismic reflection surveys. Figure 2 shows the Austin Chalk trend and the distribution of shear wave data sets. Geographically, the data are from three fields: three surface lines (lines l-3) and one VSP (VSP 1) are from the Pearsall field in Dimmit and Frio counties in the southwestern part of the trend; one VSP (VSP 2) is from a site in Devine, Texas, in the central part of the trend; and three surface lines (lines 4-6) and one VSP (VSP 3) are from the Giddings field in Fayette and Burleson counties in the northeastern part of the trend.
Data Volume and Field Acquisition
The six surface seismic lines were recorded in a four-component shear wave survey design with 121 inline and 12 1 cross-line receiver channels both for in-line and cross-line (horizontal) source orientations and with a station interval of 34 or 50 m (-110 or 160 ft). (Details of acquisition parameters for lines l-3 from Pearsall field are documented by ; those of lines 4-6 from Giddings field are documented by Mueller, 199 1 .) The three VSPs were acquired with three orthogonal sources and three-component geophones, forming a nine-component geometry. However, only the four-component horizontal subset is analyzed here. Details of their parameters are documented by Yardley and Crampin (1993) .
. The three seismic lines from Pearsall field form a classic shear wave experiment for studying shear wave splitting. Three lines with different azimuths to the regional fracture strike, and located in areas with different hydrocarbon production rates, demonstrate different behavior of the split shear waves. Figure 3a shows the locations of the three survey lines and well distributions in the Pearsall field. Line 1, striking about N 40" E, is parallel to the strike of the subsurface faults and subsurface fractures. There were few exploration wells drilled in this area of southwestern Dimmit County. Line 2, trending N 50" W, is nearly perpendicular to the fracture strike, and line 3, trending about north-south, is at -40" to the fault and fracture strike. These two lines are located near the juncture of Dimmit, Zavala, Frio, and La Salle counties, where the area has been heavily drilled (Figure 3a ). Significant oil fields operated in this area are the Pearsall field in Frio County (Champion, 1936) and the Big Wells field in Dimmit and Zavala counties (Layden, 1976) . Recent horizontal drilling in the Austin Chalk has also occurred here (Kuich, 1989; Ames, 1990; Mueller, 1991) . Three horizontal wells (Wl, W2, and W3) have been drilled along line 3.
Line 4 (Figure 4a ), from the southern part of Giddings field, had a horizontal well drilled on it with supporting mud logs for identifying fracture zones. Thus, any fracture zone, as identified by shear wave attributes such as differential time delays and amplitudes between the two splits shear waves, could be carefully calibrated with the horizontal well. Figure 4a shows the local line (Figure 2 ), and VSP 3 was obtained from a well near line 5. These two lines in Burleson County strike N 40" E, and the fracture strike at this location has rotated to a east-west orientation (Figure 2) . The three VSPs also form a classic experiment. VSP 1 is from a dry hole on line 1 in Dimmit County in an area that has had little oil production ( Figure 3a) ; VSP 2 is from a water-producing well and VSP 3 is from an oil-producing well. Of these wells, only the chalk layer at VSP 3 is producing oil. This allows comparison of the anisotropy attributes for different production rates. The three VSPs are all near-offset nine-component VSPs, thus allowing accurate determination of the anisotropy parameters. We not only use the VSPs to demonstrate different features of shear wave anisotropy as the production varies but also VSP 1 and 3 to correlate horizons with the shear wave surface data.
The six surface lines illustrate some basic features of shear wave splitting, such as coupling and decoupling of wave modes as line azimuth changes, misties of fast and slow events as the two shear waves propagate through the subsurface with different speeds, and differential amplitudes between the fast and slow shear waves as the slow wave attenuates more than the fast wave.
Shear Wave Splitting
Recording shear waves with horizontal sources and receivers is generally less robust than recording Pwaves with vertical sources and receivers. The coupling of a horizontal source with the surface may be weak, and the horizontal phones may be more open to various noise that often propagates horizontally, such as wind and surface waves. Furthermore, because of the difficulties associated with the near surface, such as strong attenuation and scattering, low-velocity weathered layers, and irregular topographic variations, there have been serious concerns in the industry as to whether quality shear wave data can be acquired and whether shear wave splitting can be observed. Here, we use held data to examine these concerns.
Pearsall Field
Figures 5a, 5b, and 5c show one shot-gather data matrix each from lines 1, 2, and 3 in the Pearsall field. These figures show how field data change for different line azimuths. Coherent primary reflection events can be clearly identified in all three data matrices. Comparison of the diagonal elements (XX and yy) with the off-diagonal elements (xy and JX) of the data matrix shows that both line 1 and line 2 (Figures 5a and 5b) have strong, coherent shear wave events in the diagonal elements but almost no coherent signals in the off-diagonal elements. In contrast, line 3 (Figure 5c ) has strong, coherent shear wave events with approximately equal energy in both diagonal and off-diagonal elements. These figures illustrate the effects of shear wave splitting in a basin having azimuthal anisotropy with uniform symmetry directions. Lines I and 2 are parallel to the vertical planes of symmetry, so that the in-line source excites the in-line receiver, and the cross-line source excites the cross-line receiver, and there is little cross-coupling. Line 3, in an intermediate direction, results in the in-line and crossline source orientations each exciting both split shear waves, and there is strong cross-coupling. Comparison of the in-line source components (XX and xy) with the cross-line source components (YX and yy) shows that all three lines have larger coherent noise (the S-to-P converted arrivals) in the in-line source components than the cross-line source components above 3.0 s. This coherent noise is mainly S-to-P converted waves because the cross-line source does not favor S-to-P conversions. The XX components show the largest coherent noise, while the yy components show almost no coherent noise.
Thus, although there is noise in the recorded data matrix, quality primary shear waves can be recorded, and shear wave splitting is observed, as shown in Figure 5c . Note that here we display data in a matrix format and compare the distributions of energy among the different components for interpreting shear wave splitting. Color displays of instantaneous polarization (Li and Crampin, 1991b) , which can be calculated using equation (8), are another way of displaying this information.
Figures 6a and 6b show polarization logs after LTT has been applied to the data matrices of line 1 (Figure 5a ) and line 3 (Figure 5c ), respectively. The polarization log of line 2 shows similar features to that of line 1 and is not shown here. Note that polarization filtering flags the noise and incoherent polarizations as un- specified polarizations represented by the white background. In Figure 6a , the incoherent polarizations between the in-line (XX and xy) and cross-line source components (yx and yy) are muted (Li and Crampin, 199 1 b) , while in Figure 6b , polarizations of O"-15" are muted.
The polarization log of line 1 (Figure 6a ) shows two events: green (in-line polarization of 0') and red (transverse horizontal cross-line polarization of 90"), indicating that the in-line and cross-line polarizations from the source are preserved. This can imply either a plane-layered isotropic structure or, as here, an anisotropic structure in which the reflection lines are along directions of vertical symmetry planes. In contrast, the polarization log of line 3 (Figure 6b ) shows blue and orange events with polarizations of -50" and 40" from the in-line direction, counterclockwise for negative angles and clockwise for positive angles. This is a typical occurrence when source polarization lies between the symmetry planes of an azimuthally anisotropic medium. Comparison of Figure 5 with Figure 6 shows that color displays of instantaneous polarization are highly efficient for analyzing shear wave polarizations.
Giddings Field
Thus far, we have discussed one feature of recording shear waves in anisotropic rocks using the three lines in the Pearsall field: the variation in event coherence on the four components as the line azimuth varies in an azimuthally anisotropic medium. Using lines 5 and 6 from the Burleson County part of Giddings field, we now show two other features of recording shear waves in anisotropic rocks: mistie of events and differential amplitudes between fast and slow shear waves as they travel at different speeds. Figure 7 shows two stack sections from line 5 representing the two split shear waves. The fast shear wave is polarized east-west, and the slow shear wave northsouth. From top to bottom, there is an increasing mistie, indicating that anisotropy is present not only in the nearsurface layer but also in deeper layers. At the level of the Austin Chalk (just below 4 s two-way traveltime) a cumulative mistie of 70 ms is observed, representing 2% average shear wave anisotropy from the surface to the top of the chalk (just below 4 s). Note that there is no increasing mistie from 3 to 4 s, which confirms that the thick Tertiary sandstone above the Austin Chalk is isotropic. Figure 8 shows two stack sections from line 6 for the two split shear waves. Similar to line 5, the fast shear wave is polarized east-west and the slow shear wave north-south. At the Austin Chalk level, a mistie of 70 ms and a differential amplitude between the fast and slow shear waves can be observed. The reflections from the chalk formation in the S, section are consistent in strength and continuity, while those in the S, section vary strongly. There is a prominent weak amplitude anomaly in the center of the event that corresponds to a large fracture swarm.
Data Processing
Because the data sets showed different responses to anisotropic rocks, slightly different processing sequences were applied to different survey lines. We discuss the processing sequences separately.
Lines 1 and 2
Lines 1 and 2 are parallel and perpendicular to the presumed crack strike, respectively. Figures 5a and 5b show that the two split shear waves along lines 1 and 2 are separated so that one-component P-wave processing techniques can be applied to each component separately (Lynn and Thomsen, 1990; . Because the off-diagonal elements contain little signal energy (Figures 5a and 5b) , they can be omitted in an early stage of processing. Table 1 summarizes the processing sequence used for lines 1 and 2. The main points to note are as follows:
1. Even when the polarizations are separated, the velocities of the two shear waves are different and vary with offset. suggested velocity and moveout equations for CDP gathers in anisotropic media. For small spreads, the effects of varying velocities with offset are thought to be negligible, and the wide offset traces must be carefully muted, as done here. However, the difference between the stacking velocities of the two shear waves is not necessarily negligible even though it may be small, and different stacking velocities may be needed to stack the two shear waves. 2. Careful amplitude balancing is usually necessary in processing vibrator data. Traces at small offsets typically have large amplitudes that decrease sharply with increasing offset; sources at different orientations and locations may vary in strength and coupling. Thus, prestack multicomponent surface-consistent corrections are usually necessary to condition the data matrix, as indicated by equation (2). Tables 1  and 2 . The S, section shows an amplitude dim spot along the Austin Chalk.
3. In practice, it is often assumed that the fast and slow split shear waves have the same field statics and the same residual statics. However, because shear wave splitting is due to the polarizations reacting differently to the anisotropic structure, this assumption can only be a first-order approximation. Assuming equal statics, the problem is to ensure that the same statics are applied to all components. The fast and slow split shear waves may have different stacking velocities (Thomsen, 1988; Li, 1992) and it may be necessary to carry out two separate passes of velocity analysis for S, and &.
Line 3
Line 3 shows strong energy on cross components. Separating split shear waves provides an extra challenge in addition to the problems encountered in processing lines 1 and 2. Before one can proceed to separate the split shear waves, one has to compensate for source, receiver, offset, and other near-surface factors. The data matrix after compensation may then be considered as a proper representation of the medium response for shear wave splitting. However, amplitude corrections are sensitive and can be tricky; thus, careful procedures have to be taken to ensure minimum distortion and artifacts to the data. Always check the quality control (QC) plots of the scaling factors before applying the corrections. The source and receiver factors should only show shortwavelength and minimum corrections as implied by the surface consistent criteria; the offset factor should show a smooth and almost exponential variation with offset. One can also check the observation logs to confirm any significant abnormality in the source and receiver scaling factors. In practice, we find that these scaling factors, particularly the offset scaling factor, provide an optimum amplitude balance between the near-and faroffset traces but preserve the relative amplitude between the components and CDP locations. Without such corrections, the trace amplitudes are not balanced, and the S/N ratio of the stacking section may be very low (see Li, 1994) . A conventional amplitude scaling may balance the trace amplitude, but it may also distort the relative amplitudes between the components.
Here the multicomponent surface consistent correction, as shown in equation (2) and the LTT, as described in equations (6)- (9), are used for processing line 3. The multicomponent surface-consistent correction involves Gause-Seidal iteration to decompose the logarithm amplitude spectrum based on equation (2) (Li, 1994) . The LTT processing is also straightforward. First, LTT is applied to the shot data matrix to transform the four components (XX, xy, yx, and yy) into the three LTT components: S,, S,, and the polarization log. Second, the conventional processing sequence in Table 1 is applied separately to the S,, &, and polarization components to give the final stacked S,, S2, and polarization sections. Note that the processing of polarization logs is slightly different and usually involves a polarization filter to remove unwanted polarizations (Li and Crampin, 199 1 b) .
To show the effect of LTT, we have included Figure 9a which is the output after applying LTT to the shot data matrix in Figure 5c . Comparing Figure 9a with Figure 5c shows that the energy in the off-diagonal panels is significantly reduced. The polarization log after applying LTT to Figure 5c was shown and discussed previously in Figure 6b . Note that Figure 9a is not as good as Figures 5a and 5b in terms of residual energy in the cross components, which highlights the limits of the data processing technique for separating split shear waves, as compared with physical separation of the two shear waves.
To compare the LTT results with the rotation technique, Figure 9b shows the output after rotating the shot data matrix in Figure 5c by 40" (angle derived from Figure 6b ; see earlier discussion). Comparing Figure 9a with 9b shows that the energy in the cross components obtained by LTT is less than that obtained by conventional rotation. This indicates that the split shear waves are optimized better by LTT than by rotation. This is because in the implementation of the rotation used here, the rotation angle is constant, whereas LTT allows a sample-by-sample and trace-by-trace variation in the polarization angle . explain in more depth why LTT performs better than simple rotation.
Lines 4,5, and 6
Line 4 is perpendicular to the fracture strike and is processed as outlined for line 2.
Lines 5 and 6 also show significant shear wave splitting, as demonstrated in Figure 7 (for line 5) and Figure 8 (for line 6). The separation of shear waves in lines 5 and 6 is performed using the rotation method, as a comparison with LTT in line 3. The process of rotation analysis can be summarized as follows. First, the data editing sequence in Table 1 is applied to all four components. Again note that the editing sequence in Table 1 contains the procedure of amplitude corrections which are essential for balancing the trace amplitudes while preserving the characteristics of shear wave splitting, such as the differential amplitudes of the two shear waves. This requires careful quality control to ensure that only the short-wavelength and minimum source and receiver corrections are applied (see section on line 3 for more discussion). Second, the velocity and statics sequence in Table 1 is applied to the yx or xy component to determine the stacking velocities and residual statics. Note that the yx and xy components are expected to be about equal in noise-free azimuthal anisotropic media containing uniform symmetry (same crack orientation) throughout the depth range. In such cases, a single pass of the velocity and statics sequence is sufficient to choose off-diagonal records for preparing stacked data matrices for rotation. Third, the preprocessing sequence for rotation in Table 2 is applied to all four components separately and a stacked data matrix is obtained. This is immediately followed by the rotation sequence in Table 2 . At this stage, the stacked data matrix can be used to determine the rotation angle, and this angle used to rotate the shot data matrix to separate the four-component data into two-component (S, and S,) data sets. The last stage is to apply the velocity and statics sequence and the final stacking sequence in Table 1 to the S, and S> components separately to obtain the final stacked S, and Sz sections.
Vertical Seismic Profiles
The LTT (from equations 6 to 9) is used to determine the fast direction in the VSPs at the three sites, and the data are then rotated to give the fast and slow sections. The time delays are calculated using crosscorrelation of the fast and slow section. To compare the differential amplitude of reflected fast and slow shear waves, quadrilateral f-k filters are used to separate the upgoing and downgoing wavefields. Before the f-k lilters, a depth-dependent amplitude scaling factor is applied to the data to balance the amplitudes between different depth levels; after the f-k filters, this scaling factor is removed to recover the amplitude variations. Before the amplitude ratio of the upgoing arrivals on the slow and fast sections can be calculated, the amplitude of the downgoing arrival for the fast and slow waves at each geophone level is used as a scaling factor to normalize the amplitude of the upgoing arrival for the corresponding fast and slow waves at the same geophone level. This means that changes in source strength between the in-line and cross-line sources and spherical divergence effects can be neglected. The amplitude ratio is then calculated at each level for the reflections from the Austin Chalk for all three VSPs.
Interpretation
The interpretation of fracture zones is based on the analysis of shear wave attributes, including polarizations, time delays, and amplitudes (dim spots) at normal incidence. Wherever possible, other well information such as production figures and mud logs are used to calibrate the results. We first discuss the results of the three lines in Pearsall field, then the results of line 4 in Giddings field, and compare the three VSPs from the three sites with different production rates. Finally, we give a regional overview of all the results. Note that we emphasize the use of shear wave attributes at normal incidence as interpreted from stacked sections. This is because the variations in shear wave attributes at normal incidence are first-order effects, as compared to their offset-dependent variations which are more subtle and difficult to interpret for fracture characterization.
Pearsall Field: Lines 1,2, and 3
This section presents the final stacks of the three lines for S, and S2 waves and the stack polarization log of line 3. We demonstrate a positive correlation of the overall anisotropy with production and a correlation of amplitude dim spots in the stacked section with fracture swarms encountered by horizontal drilling as inferred from production records.
Variations in Anisotropy
Figures 10, 11, and 12 show parts of the final stack sections of lines 1, 2, and 3 for the fast and slow waves. Figure 13 shows the stack polarizations of line 3. One can see that the stacks are "ringy" (particularly line 3 of Figures 12a, 12b) , which is caused by the narrow bandwidths of the field data. As shown in Figure 5 , the dominant frequency is 10 Hz with a bandwidth of less than 15 Hz. For such narrow band data, predictive deconvolution does not function properly for reducing reverberations. Note that to improve the reliability of event correlation in ringy (narrow bandwidth) data, such as in line 3, it is essential to integrate all available information including local VSP corridor stack and sonic synthetics, local P-wave survey lines, and other regional survey lines. Figure 14a shows the cumulative time delays of the Georgetown Formation below the Austin Chalk, which is calculated from the cross-correlation of S, and S, sections for a 400 ms window from one cycle above the top of the chalk. Figure 14b shows the interval time delays between the Olmos Sandstone and the Austin Chalk for all three lines. These results show clear variations in anisotropy among the three lines. The average anisotropy in line 1 is small, less than 0.5%. This is calculated from the interval time delay in Figure 14b and normalized by the traveltime. Note that the interval time delays for line 1 are O-l 0 ms (Figure 14b) , and the Georgetown Formation appears at 2.5 s (Figure 10 ). This is consistent with variations in other attributes such as small differential amplitude variations and the small mistie of events in Figure 10 . Similarly, the average anisotropy for lines 2 and 3 can be calculated from Figure 14 . Line 2 possesses about 1% interval anisotropy and line 3 about 1.5%. This is also consistent with the greater variations in amplitude and mistie in Figures 11 and 12. Also, anisotropy increases from south to north on lines 2 and 3.
Correlation of Anisotropy with Production
Variation in anisotropy on the three lines can be roughly correlated with oil production. Figure 3a shows well locations in the study area. Few wells have been drilled near line 1, and it is more than 10 mi (16 km) from neighboring production. Line 2 is at the edge of the Pearsall and Big Wells fields in Frio, northern Dimmit, and Zavala counties, and there are about 10 wells within 1 mi (0.6 km) of the line. Line 3 is through the center of the Pearsall field, and many producing wells have been drilled along or near it. The percentages at the bottom of Figure 3a summarize the overall anisotropy in all three lines, as calculated from Figure 14 : line 1, 0.5%; line 2, 1%; and line 3, 1.5%. This shows that the overall oil production along or near the three reflection lines approximately correlates with the anisotropy (time delays) observed along the three lines, where line 1 with the smallest time delays has little production nearby, line 2 with intermediate time delays shows intermediate production, and line 3 with the largest time delays has the greatest production nearby.
Variation of anisotropy along line 3 can also be correlated to oil production along or near the line. Figure 14c shows the distribution of horizontal wells within 1 mi (0.6 km) on either side of the line. Most wells are distributed in the northern part of the line (station numbers ~700). There are only two wells at the northern end (station numbers <loo), and only one well at the southern end of the line (station numbers ~800). The time delays along line 3 in Figure 14a and 14b show wide variation. In Figure 14a at the northern end, the delay rapidly builds up to 55 ms, remains at about the same level until station 400, and then uniformly decreases to about 35 ms at station 1000 toward the south. Thus, the trend of variation of time delays broadly correlates with the overall trend of well distribution along the northern part of the line. The interval time delay in Figure 14b shows a similar trend.
The overall trend of the variation in the stacked polarization logs of line 3 in Figure 13 can also be correlated with the oil production along the line. Note that we displayed 400 traces here to show the coherency of the polarizations, while in Figure 12 , we displayed only 200 traces to highlight the variations in amplitudes. Corresponding to a high production area from stations 399 to 449, the polarizations are more scattered (more white background in the lateral variations), and the polariza- tion events from the Austin Chalk are less continuous and often broken into vertical variations. Note that the white background is associated with noise and noncoherent polarization events of 0" to 15". Dim and broken S, events can cause broken and noncoherent polarization events which, after stacking, are attenuated toward 0". Clearly, identification of broken and scattered polarization events in color-coded sections is easier than identification of dim and broken S, events in the amplitude sections. Note that such variations are subtle and complicated, and only when the nature of such variations of polarization are better understood, from more case studies, can such interpretation be confidently made. In summary, shear waves in the three reflection lines show typical features of shear wave splitting, although the anisotropy along line 1 is weak and marginal. The variation in overall anisotropy between the three lines can be correlated roughly with commercial oil production in the study area. Variations in anisotropy along line 3 can also be correlated with oil production along that line. High production areas are found to be associated with scattered polarizations and broken polarization events in the stacked polarization logs.
Correlation of Amplitude Dim Spots with Fracture Swarms
We selected line 3 and the three horizontal wells drilled nearby for a detailed analysis of amplitude variations and their correlation with fracture swarms, as encountered by horizontal drilling near line 3. Figure 3b is an enlarged map from Figure 3a showing the location of the survey line and the distribution of the horizontal wells. Figure 3b shows a number of horizontal wells in the area (indicated by rows of circles), all drilled in the Austin Chalk. The three wells close to the line and with similar horizontal distances-W 1, W2, and W3-were selected for study. Well W 1 trends northwest-southeast, at about 60" from the regional fracture strike; W2 trends southwest-northeast, parallel to the fracture strike; and W3 is southeast-northwest and perpendicular to strike. The production rates of the three wells are shown in Table 3 , with Wl the most productive, W2 the least productive, and W3 moderately productive.
For similar completion programs in similarly drilled horizontal wells, the production rate (flow rate) of a horizontal well is mainly determined by the amount of fractures encountered. This is in turn determined by the length and azimuth of the horizontal well and the fracture intensity of the zone penetrated by the well. With this in mind, and by comparing Figure 3b and Table 3 , one can infer that ( 1) local fracture swarms are present at all three sites, (2) wells parallel to fracture strike intercept fewer fractures than wells 60" or more from the fracture strike, and (3) the zone penetrated by Wl may be more intensively fractured than the zone penetrated by W3, or W 1 penetrates more fracture swarms than W3 (Li, 1996) . Now we examine how the variation in amplitudes can be correlated with these fracture swarms. Figure 12 shows two groups of dim spots (white boxes) that are caused by shear wave differential reflectivity at normal incidence (and not by AVO effects). Figure 12c compares the windowed amplitude variations in the Austin Chalk with those in the overburden. (Windows are marked by two pairs of arrows on the left side of Figures 12a and 12b .) The right-hand boxes con- Figure 3b ); the projected wells were then superimposed on the seismic sections (Figures 12a and 12b ). Comparison of Figures 3b and 12 shows that Wl extends from 225 to 265 and intercepts two dim spots, W2 is at the edge of the third dim spot (CDP 370), and W3 extends from CDP 355 to 395 and intercepts part of the third dim spot (355-365). Thus, WI is likely to intercept many more fractures per unit of drilling distance than the other two wells since it intercepts more dim amplitudes than the others. This may be one of the reasons that Wl yields more than W2 and W3, demonstrating the correlation between the dim spots in the seismic sections and the local fracture swarms encountered by the horizontal wells. Dim spots appear in both the S, and S, sections here, implying the presence of macrofractures that attenuate both the fast and slow split shear waves, as demonstrated by Liu et al. (1993) at the Conoco Borehole Test Facility. We believe that the dim spots in the S, section in Figure 12a are more likely to be genuine rather than artifacts of data processing, such as the overburden correction. There are two reasons for this. First, after examining the original data, we find that dim spots are also present in the stacked S, section before the overburden correction, but less obvious when compared to the section after the correction. Thus, the correction applied has preserved and enhanced the original features in the data. Second, both micro-and macrofractures are likely present in the Austin Chalk, and in certain areas, one set of fractures may be more developed than the others (Scott, 1977; Stapp, 1977; Corbett et al., 1987) . Note that a fracture is classified as a microfracture if its length is less than 0.1 of the shear wavelength; otherwise it is considered to be a macrofracture. A medium containing aligned microfractures is equivalent to a homogeneous anisotropic medium, according to the equivalent medium theory (e.g., Hudson, 198 1) . However, for macrofractures, the equivalent medium theory break downs (Ebrom et al., 1990) . For the seismic data studied here, the shear wavelength is 200-250 m.
Giddings Field: Lines 4,5, and 6
In the previous example, amplitude dim spots were correlated with fracture swarms inferred from production records in horizontal wells. In the present example, a more precise correlation of amplitude dim spots with fracture swarms is made by examining the mud logs from a test horizontal well drilled on line 4.
The structure in the Giddings field can be roughly separated into four anisotropic layers. As shown in line 5 of Figure 7 , the first layer (from the surface to 2.4 s two-way traveltime) has a mistie of 50 ms representing 2% shear wave anisotropy. The second layer (2.4-3.0 s) has an increasing mistie of 20 ms (interval delay) representing 3% anisotropy. The third layer (3.0-3.8 s) has no increasing mistie and is isotropic, while the fourth layer (Austin Chalk interval, 3.8-4.3 s) has an increasing mistie of 20 ms (interval delay) representing 4% anisotropy. A strong anisotropic target with an isotropic cap layer creates an ideal situation for studying the fractures in the Austin Chalk.
From line 6 of Figure 8 , a cumulative mistie of 70 ms at the Austin Chalk level can also be observed. Furthermore, there is a prominent dim spot in the S2 section. The S, section at the chalk level shows strong and consistent amplitudes, while the S, section shows a weak amplitude anomaly in the center of the event.
Similar dim spots can be seen in the S, section of line 4 (Figure 4b ) which correspond to fracture swarms confirmed by horizontal drilling. A test horizontal well was drilled toward the anomaly, and mud logs were taken to verify the fractures by the presence of calcite crystals in the mud system which often grow on the fracture faces of the Austin Chalk trend. The trajectory of the horizontal well is shown in Figure 15 ; the vertical lines intersecting the borehole represent fractures identified from the mud log. Figure 4b shows a part of the S, section, which highlights the amplitude anomaly and its interception with the horizontal well. The fractures and the amplitude anomalies are all projected onto the surface and shown in Figure 4a , where the solid line is the surface projection of the horizontal well and the parallel light dashed line is line 4. The black boxes along the survey line are amplitude dim spots interpreted from the S, section in Figure 4b . The boxes along the well projection are fractures identified from the mud logs ( Figure 15) . A good correlation clearly exists between the dim spots in the S, section and the fracture swarms identified by the mud logs. Note that dim spots appear only in the S, section here, which implies the dominance of microfractures (with length less than 20 m) in this area.
Comparison of the Three Vertical Seismic Profiles
We now examine the shear wave response in the three multicomponent VSPs, which are from three different sites: Dimmit (VSP l), Devine (VSP 2) and Burleson (VSP 3) (see Figure 2) . The three wells are dry, water producing, and oil producing, respectively.
Figures 16a, 16b, and 16c show the four-component data matrices of the three VSPs. Note that they are all near-offset VSPs and that the orientation of the downhole geophone can change direction during acquisition. Reorientation is often needed in subsequent processing, although in Figure 16 , the tools have not been reoriented. VSP 1 was acquired without supporting offset VSPs for tool orientation purposes. Because of tool rotation, the energy of the direct arrival switches from one component to another as depth varies. Some bad traces were caused by loose coupling of the geophone in VSP 3 ( Figure 16~ ).
For the three VSPs, anisotropy parameters were calculated using the linear transform technique (LTT), which allows for unknown geophone orientation. Figure 17 shows polarization and time delay estimates from these sites. The top row shows the polarization measurements, and the bottom row shows the corresponding time delay estimates. Polarization angle estimates of the leading split shear wave were about N 30" E for the Dimmit VSP (which is close to the surface measurement of N 40" E), N 55" E for the Devine VSP, and N 100" E for the Burleson VSP (which is also close to the surface measurement of an east-west orientation for line 5). Note that there is a 10" difference in measurements of the polarization between the surface and VSP results and that the measurements were constant with depth. However, no observable increases in time delay were associated with the Austin Chalk layer, and any increase in time delay must be less than one sample interval (2 ms) (bottom row of Figure 17 ). The chalk is about 300 m thick at the Dimmit VSP and 100 m at Devine. No buildup of time delay occurs in the chalk, suggesting that there is little birefringence in the Austin Chalk in the Dimmit and Devine VSPs and that the anisotropy observed must be attributed to the overburden. This is in agreement with the fact that the Dimmit well is a dry hole and that the Devine well has only produced minor rates of water. It is not possible, however, to determine if the chalk at Burleson is anisotropic using transmitted shear waves because the chalk here is thin (only about 30 m), even though VSP 3 was acquired in a producing well. Field studies show that thin layers are more likely to be heavily fractured (Barthelemy et al., 1992) . The study of refleeted arrivals may provide the best way of studying anisotropy in thin layers (Thomsen, 1988; . Reflected amplitudes in the zero-offset VSP data were analyzed to see if they could give a more accurate determination of the anisotropy in the Austin Chalk. Figure 18 shows a comparison of the reflected amplitude ratios from the three VSPs, calculated using the processing sequence previously described. Figure 18 shows that the average amplitude ratios for the chalk reflectors for the Dimmit and Devine VSPs are close to unity, indicating that the chalk layer is isotropic as expected from the analysis of transmitted waves. The amplitude ratios at Burleson are less than unity, implying an anisotropic chalk layer. The Burleson VSP is the only one of the three data sets to be collected in a producing well. Because the hydrocarbon reservoirs in the Austin Chalk are fractured, they are expected to be anisotropic to shear wave propagation, which is confirmed by Figure 1% . Analysis of the reflected amplitudes at the three VSP sites indicates that only the Burleson well penetrates an anisotropic chalk layer, which again correlates with the fact that the Burleson well is oil producing. Without detailed knowledge of the velocity structure and pulse shape it is not possible to quantify the amount of anisotropy in the reflecting layer. However, for these sites, a positive correlation is seen between anisotropy and productivity in the chalk layer.
Discussion
Through shear wave studies along the Austin Chalk trend, we have demonstrated that the overall degree of anisotropy, as quantified by differential shear wave traveltime reflection surveys, can be broadly correlated with regional oil production. Dim spots identified from variations in differential shear wave amplitude can be exactly correlated with the fracture swarms encountered by horizontal drilling, as inferred from production records and mud logs.
The thickness of Austin Chalk varies along the trend. If the interval of a target is too small, it is impossible to measure interval polarization and time delays reliably from surface seismic data. Thus, polarization and time delay measurements often give only an estimate of the anisotropy with low spatial resolution. In contrast, variations in amplitude can give a better resolution, as shown for lines 3 and 4.
Both the surface data and VSPs show that anisotropy occurs both above and within the Austin Chalk (Figures 7 and 17) . We have assumed here that these two kinds of anisotropy have the same symmetry axis and the same strike, as suggested by the geologic evidence and as indicated by the polarization measurements from the three VSPs (Figure 17 ). With the uniform, nearly layer-cake structure seen here, we can reliably identify the orientations of the fractures in the chalk by the polarizations of split shear waves observed at the surface.
In the presence of near-surface complications, shear wave splitting in reflection surveys may be subjected to distortions where raypaths pass twice through the surface layers (Yardley and Crampin, 199 1) . These distor-tions are much less in VSPs, where the raypaths pass only once through surface layers, and the recorded polarizations of split shear waves are in the undisturbed rock mass within a few wavelengths of the geophone. Despite this, our examples have shown that surface recordings of split shear waves possess sufficient subsurface information for the purpose of delineating fracture reservoirs. However, as the use of shear wave technology expands, it is becoming important to extend this methodology to cases where fracture orientation may change with depth. For VSP surveys, Winterstein and Meadows ( 1991) demonstrated vertical variations in fracture azimuth. Meadows et al. (1994) , Thomsen et al. (1995a), and Chaimov et al. (1995) demonstrated a method and case history of vertical fracture azimuth variation for the surface seismic reflection case. Studies of surface geometry sensitivity and processing methods include MacBeth et al. (1992) and Li (1994 Li ( , 1995 ; we believe that more studies should be done in this direction. Another approach may be based on data matrix asymmetry studies (Li and MacBeth, 1995) .
Line 3 shows variations in both the fast and slow sections, while the data of line 6 (Figure 8) shows variations only in the slow section. It is possible that this difference is caused by the length of the fractures involved. For microfractures, the resulting anisotropy modifies only the reflectivity of the slow wave, and only the slow wave can then show anomalies in amplitude variations. In the case of large (formation scale) fracturing and sufficiently developed orthogonal fracture sets, the resulting anisotropy may affect both the fast and slow waves. In both cases, the ability to observe the differential amplitude contrasts or the amplitude dim spots requires an appropriate impedance contrast at the interface Li and Crampin, 1993~) . With large impedance contrasts, the difference in the amplitudes of shear wave reflections from fractured and unfractured rock could be much less, and other methods may prove more diagnostic of anisotropy (e.g., Thomsen et al., 1995b) . Processing procedures can also introduce side effects that degrade the phenomenon. By the use of multicomponent amplitude correction and the LTT, the information contained in stacked amplitude sections is preserved and enhanced. In some cases, broken and scattered polarization events on the stacked polarization section are diagnostic (line 3, Figure 13 ).
Conclusions
The shear waves in the three reflection lines from Pearsall field show typical characteristics of shear wave splitting in both shot data matrix and color displays of polarization logs. The average fracture orientation of N 40" E in this area agrees with other geologic and geophysical results. In areas where commercial oil production is absent, the average cumulative time delay of the split shear waves is less than 10 ms, corresponding to about 0.5% differential shear wave anisotropy or less. In areas close to major production fields, the average delay is about 30-40 ms, corresponding to about 1.5% shear wave anisotropy. In major production areas, the delay is 50-60 ms, corresponding to about 2.5% anisotropy. Three horizontal wells drilled near line 3 were selected for a more detailed correlation of production with anisotropy. Well W 1, drilled about 60" to the fracture strike in an area with relatively high anisotropy, was most productive. Well W2, parallel to the fracture strike and drilled in an area with less anisotropy, was least productive. Well W3, drilled in the same area as WI but perpendicular to the fracture strike, was moderately productive.
The shear waves in the surface lines from Giddings field show classic amplitude dim spots between the fast and slow waves. The fast wave, polarized parallel to fracture strike, show strong continuous events, while the slow waves, polarized perpendicular to fracture strike, possess weak and dim spots associated with fracture swarms. For line 4, the existence of fracture swarms is indicated by mud logs taken from a line-parallel horizontal well. The regional fracture strike in this area changes from southwest-northeast at the southern edge of the held to east-west in the north.
The VSPs show that Austin Chalk anisotropy may not be detected by polarization and time delay variation in the transmitted downgoing wavefield from the VSPs, but may be detected by variations in amplitude on the reflected upcoming wavefield. The polarization measurements from the VSPs agree with those from the surface data within -10" error.
The use of multicomponent surface consistent correction and overburden correction helps in preserving and recovering the shear wave anisotropy information associated with the Austin Chalk. The use of the LTT allows the generation of both stacked amplitude sections and stacked polarization logs of the split shear waves. Lateral variations in polarization (often associated with lateral variations in crack geometry) can be identified from the polarization logs, and subsurface structures can also be better imaged than with conventional stack sections. Areas of high production are found to be associated with scattered polarizations and broken polarization events in the stacked polarization logs, which correspond to dim amplitude spots in the stacked fast and slow shear wave sections.
