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Abstract
The solution set of a convex problem is enough interested. In this paper we have a discussion to determine it. The conditions and
proofs in this note essentially differs from the previous well-known works. We also have a new result determining the solution of
minimum norm for quadratic problems.
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1. Introduction
Let S ⊆ Rn be an open convex subset, f : S → R be a convex differentiable function; and X ⊆ S be any
convex subset. In 1988, Mangasarian [3] has characterized the solution sets of convex programs for twice continuously
differentiable convex functions. In this paper we give the same characterization, but our proof is essentially different
from what is done in [3].
In this note, at ﬁrst in Section 2 we have a theorem characterizing the solution sets of convex programs.
In Section 3, we have proved a theorem to apply the main theorem for quadratic convex programs. We continue the
section by determining the solution of minimum norm for such problems. Finally in Section 4 we give two examples
to test numerically the results.
2. The solution set of a convex problem
In this section the solution set of a convex differentiable function is characterized. Here byA wemean the transpose
of matrix A and ∇f (x0)d is called directional derivative of f at x0 in direction d where ∇f (x0) is the gradient of f
at x0.
Theorem 2.1. Let S ⊆ Rn be an open convex subset and f : S → R be a convex differentiable function. Consider the
solution of the convex problem: minx∈Xf (x) where X is a subset of S. Suppose X∗ = {x ∈ X : f (x) = mint∈Xf (t)} is
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non-empty and x∗ ∈ X, then
X∗ = {x ∈ X : ∇f (x∗)x∗ = ∇f (x∗)x,∇f (x∗) = ∇f (x)}. (1)
Proof. Suppose X¯ ={x ∈ X : ∇f (x∗)x∗ =∇f (x∗)x,∇f (x∗)=∇f (x)} and x ∈ X¯. Let us suppose x ∈ X −X∗,
then f (x∗)< f (x). For 0< < 1 and d = x∗ − x we have x + d = x∗ + (1 − )x ∈ S and f (x + d)f (x∗) +
(1 − )f (x)<f (x). Now
f (x + d)f (x∗) + (1 − )f (x)< f (x
∗) + (1 − )f (x) + f (x)
2
and so
f (x + d) − f (x)

<
f (x∗) − f (x)
2
.
Therefore,
∇f (x)d = lim
→0
f (x + d) − f (x)

 f (x
∗) − f (x)
2
< 0.
Since ∇f (x) = ∇f (x∗), ∇f (x)(x∗ − x)< 0 is a contradiction; and so X¯ ⊆ X∗.
For the other side, let x ∈ X∗, d=x−x∗, 0< < 1, then x∗+d=x+(1−)x∗ ∈ X∗; and hencef (x∗+d)=f (x∗).
Thus, ∇f (x∗)d = 0, that is ∇f (x∗)x∗ = ∇f (x∗)x; and similarly:
∇f (x)x∗ = ∇f (x)x (∀x ∈ X∗). (2)
Since f is a convex function on S,
f (y)f (x) + ∇f (x)(y − x) = f (x) + ∇f (x)(y − x∗) (∀y ∈ S) (3)
and since f is differentiable at x∗,
f (y) = f (x∗) + ∇f (x∗)(y − x∗) + (y, x∗)(y − x∗), (4)
where  is a function and limy→x∗ (y, x∗) = 0.
Now by (3) and (4) we have
(∇f (x) − ∇f (x∗))(y − x∗) − (y, x∗)(y − x∗)0 (∀y ∈ S)
and by taking the limit
(∇f (x) − ∇f (x∗))(y − x∗)0 (∀y ∈ S).
Since S is open, we can choose the direction y−x∗=∇f (x)−∇f (x∗) and from here we obtain ‖∇f (x)−∇f (x∗)‖=0
and so (1) is proved. 
3. The solution of minimum norm for a quadratic problem
In this section we use Theorem 2.1 to solve an interesting quadratic problem. At ﬁrst, we introduce a well-known
notation:
Let a = [ai] ∈ Rn. By a+ we mean a vector in Rn whose ith entry is 0 if ai < 0 and equals ai otherwise.
Let H be a symmetric n× n matrix, xHx0 for all x ∈ Rn; and c ∈ Rn be a ﬁxed vector. Suppose also b ∈ Rn is
any vector and A is an m×n matrix. Consider the function f : Rn → R with f (x)= 12xHx + cx. Then f satisﬁes
the conditions of Theorem 2.1. Suppose X = {x ∈ Rn+ : Ax = b} and X∗ = {x ∈ X : f (x) = mint∈Xf (t)}.
Theorem 3.1. Let X∗ be the non-empty and x∗ ∈ X∗, then
X∗ = (kerA ∩ kerH ∩ ker c ∩ Rn+) + x∗. (5)
290 S. Ketabchi, E. Ansari-Piri / Journal of Computational and Applied Mathematics 206 (2007) 288–292
Proof. By Theorem 2.1, we have
X∗ = {x ∈ X : ∇f (x∗)x∗ = ∇f (x∗)x, ∇f (x∗) = ∇f (x)}. (6)
Therefore, x ∈ X∗ if and only if Ax = b, (Hx∗ + c)x∗ = (Hx∗ + c)x; and Hx∗ + c = Hx + c.
Since x∗ ∈ X∗, so x ∈ X∗ if and only if Ax = b = Ax∗, (Hx∗ + c)x = (Hx + c)x; and Hx∗ = Hx.
Now let x ∈ X∗ then x − x∗ ∈ kerA∩ kerH. Since H =H so x∗H = xH and therefore x − x∗ ∈ ker c, and
hence
x ∈ (kerA ∩ kerH ∩ ker c ∩ Rn+) + x∗.
The other side is obvious and so the theorem is proved. 
Corollary 3.2. X∗ is bounded if and only if X∗ = {x∗}.
Now if X∗ is not bounded how one can ﬁnd xˆ ∈ X∗, where xˆ has the minimum norm.
Suppose X∗ is the same as Theorem 3.1.
Since X∗ = {x ∈ Rn+ : Ax = Ax∗, Hx = Hx∗, cx = cx∗}, if we put
S =
[
A
H
c
]
and
s =
[
Ax∗
Hx∗
cx∗
]
then obviously
X∗ = {x ∈ Rn+ : Sx = s, x0n}. (7)
Now for a ﬁxed positive  let us consider the system
U∗ = {u ∈ Rm+n+1 : Su0, su = } (8)
which is the alternative system of (7). Since x∗ ∈ X∗, we have U∗ = ∅ [1].
Let us consider g : Rm+n+1 → R with
g(u) = 12 {‖(Su)+‖2 + |su − |2}.
U∗ =
{
u ∈ Rm+n+1 : g(u) = min
t∈Rm+n+1
g(t)
}
= ∅,
because g is a convex quadratic function.
Since F(u) = 12‖(Su)+‖2 is convex, piecewise quadratic, and differentiable; it does not have the conventional
Hessian matrix. Indeed, the gradient
Fu(u) = S(Su)+
of F(u) is not differentiable. However for this function, we can deﬁne the generalized Hessian matrix,which is an n×n
symmetric positive semideﬁnite matrix of the form
2F(u) = SD∗(z)S.
Here, D∗(z) denotes the (m + n + 1) × (m + n + 1) diagonal matrix whose ith diagonal entry zi is equal to 1 if
(Su)i > 0; zi is equal to 0 if (Su)i0 (i = 1, 2, . . . , m + n + 1). Since the generalized Hessian matrix can be
singular, the following modiﬁed Newton direction is used
−(2F(u) + In)−1Fu(u),
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where  is the small positive number (in our calculations, we typically set  = 10−4) and In is the identity matrix of
order n. In this case, the modiﬁed Newton method has the form
un+1 = un − (2F(un) + In)−1Fu(un).
We used the following stopping criterion for this method:
‖un+1 − un‖ tol.
Mangasarian has studied the convergence of the generalized Newton method as applied to the unconstrained minimiza-
tion of a convex piecewise quadratic function of this type with the step size chosen by the Armijo rule. The proof of
the ﬁnite global convergence of the generalized Newton method can be found in [4,3].
Suppose lim un =u∗ ∈ U∗. Since (8) has no solution g(u∗)> 0 and so su∗ − = 0 and by [2]. xˆ = (Su∗)+/(−
su∗) ∈ X∗, where ‖xˆ‖ is minimum. Therefore we have proved:
Theorem 3.3. With the above notations, xˆ = (Su∗)+/( − su∗) ∈ X∗, and ‖xˆ‖ = min{‖x‖ : x ∈ X∗}.
We close the paper by giving two examples to test numerically the results.
4. Examples
Example 4.1. Suppose
A =
[
1 −1
−2 1
]
, b =
[
1
0
]
, x =
[
x1
x2
]
∈ R2,
and
f (x) = 12‖(Ax + b)+‖2.
Consider the convex problem:
min f (x) := min 12‖(Ax + b)+‖2
s.t. x1x2 − 1, x02.
Then ∇f (x)=A(Ax+b)+ and if x∗=
[
1
2
]
, then f (x∗)=min f =0. Now let xˆ=
[
xˆ1
xˆ2
]
∈ X∗. Then f (xˆ)=min f =0,
xˆ2=2xˆ1, xˆ2 xˆ1+1; and soweget (Axˆ+b)+=
[
0
0
]
.Therefore∇f (x∗)=∇f (xˆ)=
[
0
0
]
, and∇f (x∗)x∗=∇f (x∗)xˆ=0.
By this example we haverechecked numerically the relation (1) in Theorem 2.1.
Example 4.2. Suppose
H =
⎡
⎢⎣
1 0 0 0
0 3 1 −3
0 1 1 −1
0 −3 −1 3
⎤
⎥⎦ , c =
⎡
⎢⎣
1
1
0
−1
⎤
⎥⎦ , x =
⎡
⎢⎣
x1
x2
x3
x4
⎤
⎥⎦ ∈ R4,
and
f (x) = 12xHx + cx.
Consider the convex problem:
min f (x) := min 12xHx + cx
s.t. x1 = x3, x1 = x2 − x4, x04.
Thus
A =
[
1 0 −1 0
1 −1 0 1
]
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and b = 02. If
x∗ =
⎡
⎢⎣
0
1
0
1
⎤
⎥⎦
then f (x∗) = min f = 0, Ax∗ = 02, Hx∗ = 04; and cx∗ = 0. Observing the results we see that zero is the root of
minimum norm. Now if we follow Theorem 3.3 to get the numerical result, we obtain
u∗ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0.2727200
0.0908980
−0.090907
0.8181800
0.6363700
1.1818000
−0.2727100
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
and therefore
xˆ = (Su∗)+/( − su∗) = 10−15
⎡
⎢⎣
0.0555
0
0.2220
0
⎤
⎥⎦
which is the solution of minimum norm.
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