A class of multidimensional absolutely continuous distributions is considered. Each distribution has a moment generating function, which is finite in a bounded convex set S and generates a family of the so-called conjugate distributions. We focus our attention on the limit distributions for this family when the conjugate parameter tends to the boundary of S. As in the one-dimensional case, each limit distribution is obtained as a corollary of the Abel-type theorem. The results obtained are utilized for establishing a local limit theorem for large deviations of arbitrarily high order.
Introduction. Let ξ, ξ
(1) , . . . , ξ (n) , . . . be independent identically distributed random vectors taking values in R d , d 1. Assume that their common distribution P 0 is essentially d-dimensional and set S n = ξ (1) + · · · + ξ (n) , n = 1, 2, . . . . If E|ξ| 2 < ∞, then by the central limit theorem for any set A being a set of continuity of the d-dimensional Lebesgue measure, as n → ∞,
where a = Eξ and ϕ B (u) is the density of a random vector having the d-dimensional normal distribution with zero mean and the covariance matrix B = E(ξ − a)(ξ − a) T . If the set A varies together with n so that inf x∈A |x| → ∞, then the so-called large deviations problem arises. The essence of this problem is to establish the asymptotic of the probability P{n −1/2 (S n − na) ∈ A} that converges to zero. It is convenient to call P{S n − na ∈ A}, as r n (A) = n −1/2 inf x∈A |x| → ∞, the large deviation probability. If r n (A) = O(n 1/2 ), then it is said that the large deviations are of order O(n 1/2 ). But if it is assumed that n −1/2 r n (A) → ∞, then the large deviations are of arbitrarily high order. In contrast to [6] , [7] , and [8] , wherein the focus of attention is on the rough or logarithmic asymptotic of large deviation probability, here we are interested in the precise asymptotic.
In the precise asymptotic context, the case d = 1 has been studied rather completely to the present. To those who would like to get an impression of this case the survey [21] as well as the papers [14] , [20] , [24] , [26] , [29] , [30] are recommended.
As to the multivariate case, the first general results in the area were obtained in [4] under the assumption that the so-called Cramér condition was fulfilled, i.e., playing a crucial role in the study of large deviation probabilities, were also established. It is worth noting that sometimes the function − log ρ(x) is called the deviation function (see, e.g., [5] , [6] , [7] , and [8] ). Under condition (1.1) the classical method of treating large deviation probabilities is based on the conjugate distributions techniques. For the underlying distribution P 0 the conjugate distribution P s , s ∈ S, is defined by the relation
s,x P 0 (dx).
Let γ(s) and B(s) be the gradient and the Hessian of the function log f (s), respectively. It is easily seen that γ(s) is the mean vector while B(s) is the covariance matrix of the conjugate distribution P s . Since the underlying distribution is essentially d-dimensional, we have det B(s) > 0 and, therefore, the function γ(s) establishes a one-to-one correspondence between S, the set of existence of f (s), and a region X ⊂ R d . Denote by s(x) the inverse function with respect to γ(s). In the discussed paper [4] the local and integral limit theorems concerning large deviations were established. It is of interest to note that later on the main results of [4] were presented in [22] without mentioning the origin.
We need the following corollary from the local theorem proven in [4] . Let F be any closed bounded subset of int S and let γ(F ) be its image under the mapping γ. Proposition 1.1. Suppose that for n n 0 1 there exists the bounded density p n (x) corresponding to the sum S n . If Cramér's condition (1.1) holds, then, as n → ∞,
The further investigation of the deviation function was implemented in the later work [5] , where the strong forms of local and integral theorems for large deviations were proven. "Strong" means that the assertions similar to those given by Proposition 1.1 hold uniformly in a certain class of distributions.
It is worth noting that in all the above-mentioned works, as well as in [1] , [2] , [13] , [15] , [23] , [28] , [31] , [32] , the order of deviations is bounded by O(n 1/2 
The basic goal of this paper is to give at least a partial answer to this question. In what follows we consider the case where the set S is bounded and lim s→∂S f (s) = ∞. In this context it is worth mentioning the papers [17] , [18] , which are devoted to large deviations on the half-line R 1 + . If d = 1, then the boundedness of S = (s − , s + ) means, in particular, that 0 s + < ∞. From those papers it follows that under the condition 0 < s + < ∞ the cases f (s + ) = ∞ (see [17] ) and f (s + ) < ∞ (see [18] ) correspond to completely different behavior of large deviation probabilities of arbitrarily high order. So, in this paper we are interested in the multivariate extension of the case treated in [17] .
Usually, transferring to higher dimensions yields a number of questions. Among them are questions concerning the relation between the shape of S and the properties of the underlying distribution, the behavior of f (s) as s → ∂S, the shape of the region X that is the image of S under the mapping γ, etc. These questions are of independent interest at least within the framework of asymptotic analysis. The answers concerning the considered class of the underlying distributions were given in [19] . They play an important role in the considerations presented below.
The paper is organized as follows. In section 2 we introduce a class of absolutely continuous distributions satisfying relation (1.2). Section 3 is devoted to limit theorems for conjugate distributions. The proof of the main result (1.2) and its statistical interpretation are given in section 4. 
where r β (t) regularly varies as t → ∞ with the index β while 
where a(x) ∈ A and b(x) is β-regularly varying as |x| → ∞.
In particular, if
where
then we obtain the density
which can be regarded as the d-dimensional gamma density.
In contrast to the univariate case, where gamma distributions with the densities
where λ > 0, α > 0, form a parametric family, in the multivariate case densities of the form (2.2) determine a semiparametric family.
The gamma distribution in R 1 , like a normal one, is, in a sense, reproduced under conjugating. More precisely, let p s (x) be the density corresponding to the conjugate distribution P s . It is easy to see that the conjugate density corresponding to (2.3) is of the form
Similarly, if d > 1 and p(x) = g α (x; a, q), then the moment generating function has the form
and, therefore,
Thus, the class of distributions having the densities (2. In what follows we consider only such densities. Obviously, the class of gamma-like densities is rich enough. Except for d-dimensional gamma densities, it also contains, for instance, elliptically contoured densities of the form
where A is a positive definite matrix. If a(x) ∈ A and S is the bounded convex set corresponding to the support function a(x) then, by definition,
Consider the function
As is known (see, e.g., [27, Chap. 3, section 15]),
e a(e) .
Put h(e) = 1/k(e). Then the set of all interior points of S admits the representation
Note that sometimes the functions a(e) and k(y) are called the Minkowski functions.
The shape of the set of existence for the moment generating function f (s) = R d e s,x p(x) dx was established in [19] . It turns out that if p(x) has the representation (2.1), where a(x) ∈ A and b(x) is β-regularly varying as |x| → ∞, then the moment generating function f (s) is bounded in int S, where S is a bounded convex set containing the origin and such that a(x) is its support function. On the contrary, for any bounded convex set S such that 0 ∈ int S there exists a density of the form (2.1) with S as the set of existence of f (s).
Note
is finite in the closed set S = {s : s = te, 0 t h(e)}. As we have mentioned in the introduction, here we are interested in the case of an open set of existence of f (s).
Let us formulate the main result of the paper. Denote ∆ e (ε) = a(ε) − h(e) e, ε , where h(e) is the same as in (2.4). Further, we need the following assumptions.
(A) For any direction e ∈ S d−1 the set arg min
consists of a single point ε = ε (e).
(B) For any direction e ∈ S d−1 the function ∆ e (ε) in a neighborhood of ε (e) admits the representation
where Λ e is a nonnegative definite matrix of rank d − 1 and |w e (ε)| = o(|ε − ε (e)| 2 ). Moreover, the matrix Λ e is continuous on e ∈ S d−1 , Λ e ε (e) = 0 and
j=1 are the nonzero eigenvalues of Λ e , while
(C) For all sufficiently small δ > 0 From condition (A) it follows, in particular, that at any point ε (e) there exists a unique hyperplane of support to S, i.e., the boundary of the convex region S does not contain cusps. Furthermore, the curvature of the boundary is uniformly positive and bounded. This occurs if S is, say, an ellipsoid, but does not occur if S is a square. Example 1. Suppose
where the function b(x) is β-regularly varying as |x| → ∞ with β −d while B is a symmetric positive definite matrix.
Clearly, under those conditions we have
i.e., the set S is an ellipsoid of the form
In the following example the boundary of the set S contains cusps.
Obviously, under those conditions we have
i.e., the set S is a square of the form
It turns out that the behavior of the moment generating function f (s), as s → s ∈ ∂S, essentially depends on whether s is a cusp or not. The variety of the behavior of the moment generating function in a neighborhood of the boundary of its set of existence leads to the variety of possible limit laws for conjugate distributions. Those cases require special consideration.
Limit theorems for conjugate distributions.
3.1. Abel-type theorem. Conditions (A), (B), and (C) are the uniform analogues of the corresponding conditions in [19] . Therefore, the statement of Theorem 1.3 from that paper holds uniformly in e ∈ S d−1 . It is reasonable to give a precise formulation of the uniform analogue of that theorem.
Consider the family of functions
, and σ(e) = ε (e), e −1 . 
,
Suppose e τ → e as τ → 0. From Theorem 3.1 it follows that
Here, it does not matter how fast e τ approaches the limit. This implies that we have established a strong form of the Abel-type theorem with no restrictions on how the parameter s approaches ∂S. Set for q > 1
a(e).
Repeating arguments leading to the assertion of Theorem 1.3 in [19] and Theorem 3.1, one can show that if q(α − 1) + (d + 1)/2 > 0 and τ ↓ 0, then
This limit relation will be used later on. Following the proof of Theorem 1.3 in [19] and Theorem 3.1, it is not difficult to show that as s = (h(e) − σ(e) τ ) e, τ ↓ 0, for all i = 1, . . . , d,
T . Together with Theorem 3.1 it gives the relation
where, recall, γ(s) = grad log f (s) is the mean vector of the conjugate distribution.
Large deviation probabilities of arbitrarily high order for sums of scalar random variables were studied in [12] , [16] , [17] . It turned out that such deviations assume more information related to the asymptotic behavior of the conjugate distribution as s approaches the boundary of S. More precisely, it was established that under the relevant normalizing the conjugate distribution converged either to the normal distribution or to the gamma distribution, provided the tails of the underlying distribution are sufficiently regular.
Here we show that in the multivariate case the situation is, in a sense, similar. In particular, the gamma-like distributions lead to the limit laws for conjugate distributions of very specific form.
Let p (s) (x) be the density of the conjugate distribution P s , i.e.,
Consider the orthogonal transformation C e that transfers the vector ε
e (x). If the random vector ξ has the density p (s) (x), then it is easily seen that the density p 
The following assertion is valid.
Theorem 3.2. Under the conditions of Theorem 3.1, as s = (h(e) − σ(e) τ ) e, τ ↓ 0, for any δ > 0 the relation
holds, where
and ϕ Be,z is the density of the (d − 1)-dimensional normal distribution with the zero mean vector and the covariance matrix B e,z = z(Λ
e ) −1 . Before proving the theorem, we make several remarks. It is not difficult to see that the last component of the random vector, having the density π e (y, z), has a gamma distribution with the shape parameter α + (d − 1)/2. On the other hand, the conditional distribution of the first d − 1 components given that the last one equals z is the (d − 1)-dimensional normal distribution with the zero mean vector and the covariance matrix B e,z . This implies that the marginal distribution of the first d − 1 components is a mixture of normal distributions, where the scale parameter plays the role of a mixing parameter while the weight function is the density of the mentioned gamma distribution.
The assertion of the theorem admits a simple interpretation. Let us represent the random vector ξ having the density p (s) (x) as
From Theorem 3.2 it follows that, as s = (h(e) − σ(e) τ ) e, τ ↓ 0, the limit distribution of the random variable ξ, ε (e) is a gamma distribution while the limit distribution of the random vector ξ is a mixture of (d − 1)-dimensional normal distributions.
Note that in Theorem 3.2 the restriction z δ > 0 is essential. In order to verify it, we assume that 0 < p(0) < ∞. Then in view of Theorem 1.3 of [19] we have (cf. Lemma 5 of [17] )
So, in order to extend the assertion to the whole half-line we have to assume that α > 1.
Proof of Theorem 3.2.
Throughout the rest of the paper we denote by c any positive constant whose concrete value is of no importance for us. This means that, e.g., c + c = c, c 2 = c, etc. Further, we denote by ω(t) any nonnegative function such that lim t→∞ ω(t) = 0 and by θ any variable varying within [−1, 1].
Let us fix δ > 0 and write down
where 
e y + o(1), from which, in view of Theorem 3.1 and (2.1) with β = α − 1, we obtain
uniformly in x ∈ Y 12 and, of course, in e ∈ S d−1 . Thus,
uniformly in e ∈ S d−1 . Let us proceed to the estimation of S 2 in (3.3). It is easily seen that
Further, from the definition of π e (y, z) it follows that
Since δ is fixed, we have
Let us use the notation X 2 , X 3 , X 12 , and X 13 from the proof of Theorem 1.3 of [19] , changing δ to δ and vice versa. Observe that the set Y 12 , having an evident relation with Y 12 , corresponds to the set X 12 in the proof of Theorem 1.3 of [19] . Without loss of generality we can assume that
where S , S , S denote the suprema of τ
e (y, z) over the sets X 2 , X 3 , and X 13 , respectively, and
which by virtue of (2.1) and Theorem 3.1 yields
Recall that δ is fixed and τ |x| δ. Hence, S ω(M ) uniformly in e ∈ S d−1 . If x ∈ X 3 , then in accordance with condition (C) we have for all sufficiently small τ
With the help of (2.1) and Theorem 3.1 we get
In other words,
Thus, for all sufficiently small τ we obtain Gathering together (3.3)-(3.8) , we obtain the assertion of the theorem. Routine calculations show that the covariance matrix corresponding to π e (y, z) has the form
From Theorem 3.2 it follows that the random vector Σ
T e ξ converges in P s -distribution to that having the identity covariance matrix and the density of the form
where I is the identity matrix while σ = (α + Proof. In view of Theorem 3.2 it is sufficient to establish the uniform integrability
or, recalling the definition of p 
Arguing as under the estimation of f 2 (s) in the proof of Theorem 1.3 of [19] , we get
and, by virtue of Theorem 3.1,f 2 (s)/f (s) ω(M ). All other ratios are estimated similarly. The lemma is proven.
Suppose C 0 contains all the orthogonal (d×d)-matrices whose last row and, therefore, last column have the form (0, . . . , 0, a) with |a| = 1. Clearly, the density π(y, z) is invariant with respect to the transformations C ∈ C 0 .
Proof. Let τ = τ (s) = (h(e s ) − |s|)/σ(e s ). From Lemma 3.1 it follows that
and σ j = σ j (e), j = 1, . . . , d, are the diagonal entries of Σ e . It is not difficult to check that the eigenvalues of the matrix B(s) behave as follows: 
Suppose that for s
C(s k ) converge to C and C , respectively. In view of (3.12) we have 
The lemma is proven. 
where p n,s (x) is the density of the sum S n with respect to P s . Proof. Consider the characteristic function
corresponding to the density p (s) (x). From Lemma 3.2 we obtain immediately (cf. (17)- (19) Now, the assertion of the theorem follows from (3.13)-(3.17) (cf., e.g., [9, Chap. 4, section 3]). The theorem is proven. where, recall, p n (x) and p n,s (x) are the densities of the sum S n with respect to P 0 and P s , respectively.
where the function ∆ n (s, t), in contrast to the remainder term in Theorem 2. 
