Localization is an essential element of ensemble-based
Introduction
Ensemble-based Kalman filter algorithms have evolved significantly since the introduction of the original socalled Ensemble Kalman Filter (EnKF, Evensen 1994) .
Among the recent developments are ensemble square-root Kalman filters like the Ensemble Transform Kalman Filter (ETKF, Bishop et al. 2001 ) the Ensemble Adjustment Kalman Filter (EAKF, Anderson 2001) , and the Ensemble Square-root Kalman filter with sequential processing of observations (EnSRF, Whitaker and Hamill 2002) . These algorithms avoid the need to generate an ensemble of perturbed observations required in the EnKF (Burgers et al. 1998; Houtekamer and Mitchell 1998) . Instead, the analysis equation of the Kalman filter is expressed in a squareroot form and combined with an explicit transformation of the state ensemble (see Tippett et al. 2003) . Similar computations are performed by the Singular "Evolutive" Interpolated Kalman (SEIK) filter (Pham et al. 1998; Pham 2001 ).
The computation time of a data assimilation application using an ensemble-based Kalman filter is dominated by the time integration of the ensemble of model states. To keep the computation time low, the ensemble is typically chosen to be small, even for large scale models. Small ensembles, however, will lead to significant sampling errors of the estimated error covariance matrix in particular for long-range covariances. This sampling error can lead to a divergence of the filter in which the state estimate diverges from the true state without accurately estimating the error (Houtekamer and Mitchell 1998) . This finding has motivated the localization of covariance matrices, such that longdistance covariances are damped or neglected. In addition, the localization increases the rank of the forecast covariance matrix and increases the local number of degrees of freedom for the analysis. Mitchell (1998, 2001 ) applied localization to the forecast covariance matrix. The method is denoted covariance localization (CL) and uses an elementwise (i.e. Schur/Hadamard) product of the ensemble covariance matrix with a chosen correlation matrix of compact support. Frequently, a 5-th order polynomial function, which mimics a Gaussian function but has compact support (Gaspari and Cohn 1999) , below referred to as 'GC function', is used for the localization. CL is only possible if the forecast covariance matrix, or its projection onto observation space, is explicitly computed.
Although this is the case for the EnSRF, this matrix is never computed in the ETKF and the SEIK filter (for a discussion of this issue see Janjić et al. 2011) . To enable localization in these filters, so-called domain localization (DL) is applied (e.g. Ott04a, Nerger06a, Hunt07a). Here a sequence of local analyses is performed in which disjoint domains in the physical space are updated independently by the filter analysis. For each local analysis, observations within some defined cut-off radius are considered. The observational domains can be larger than the local analysis domains, which ensures some smoothness of the state analysis estimate. This localization method was standard in Optimal Interpolation (see, e.g. Cohn et al. 1998 ) and was also used for the EnKF (Haugen and Evensen 2002; Brusdal et al. 2003) .
The method of observation localization (OL) was introduced (Hunt et al. 2007; Nerger and Gregg 2007) to obtain with DL a similar localization effect to CL for a general localization function. In OL the inverse of the observation error covariance matrix corresponding to a local analysis domain is Schur-multiplied with a chosen localization matrix that is constructed using correlation functions of compact support. Thus, the weight of observations is reduced as a function of their distance from the local analysis domain by increasing their assumed error variance. discussed that the effect of OL is similar to CL but generally results in a weaker localization. The relation of OL and CL has been studied in detail by Sakov and Bertino (2011) localization methods showed analogous performance. A similar behavior was described by Sakov and Bertino (2011) . Greybush et al. (2011) describe that the optimal localization length is wider for CL than for OL.
In this study, the relation of the localization effects of CL and OL is utilized to formulate a scheme for OL The regulated localization scheme will be examined here in the context of the domain-localized SEIK filter (Nerger et al. 2006) . However, it can be applied analogously in domain-localized ensemble square-root filters like the LETKF (Hunt et al. 2007 ). The SEIK filter and an EnKF square-root formulation will be reviewed in section 2. Section 3 discusses the common localization methods.
Subsequently, the regulated localization will be formulated in section 4. The influence of regulated localization will be studied in twin assimilation experiments with the Lorenz-96 model in section 5. Finally, conclusions are drawn in section 6.
Filter algorithms
As a prototype of a filter algorithm that applies DL combined with OL, the SEIK filter is considered. CL is commonly applied with the EnSRF and the EAKF.
However, as the EnSRF and EAKF operate sequentially on the observations, their result will depend on the order of the observations (Whitaker et al. 2008 , discuss a scheme to sort the observations for optimal performance). Here, a very simple square-root formulation of an ensemble Kalman filter (following Sakov and Bertino 2011), denoted EnKF-sqrt, is considered that allows to apply CL when assimilating all observations at once.
As localization is an additional feature that can be imposed onto a filter algorithm, the global formulations of the SEIK filter and the EnKF-sqrt are discussed here before the localization methods are discussed in section 3.1.
In filter methods based on the Kalman filter, the state vector x a k of dimension n at some time t k estimates the true state of a physical system, such as the ocean or the atmosphere. The corresponding covariance matrix 
The state estimate is given by the ensemble mean
and P a k is approximated by the ensemble covariance matrix
Here, X ′ = X − X denotes the matrix of ensemble perturbations.
The SEIK filter
The SEIK filter is presented here shortly, following the formulation used by Nerger and Gregg (2008) . As all operations of the analysis step are performed at the time t k , we omit the time index k.P f can be computed from the forecast ensemble X f according tô
The matrix G has size (N − 1) × (N − 1) and T is a matrix of size N × (N − 1) with all entries being equal to −N −1 except for those in the diagonal, which are equal to 1 − N −1 . Matrix T has zero column sums and implicitly subtracts the ensemble mean when computingP f .
The analysis update of the state estimate is given by
where the vector a of size N − 1 is
Here, H is the observation operator. y o denotes the vector of observations of size m with observation error covariance matrix R. ρ with 0 < ρ ≤ 1, is denoted forgetting factor.
It is the inverse of the covariance inflation factor used, for example, in the ETKF. The analysis covariance matrix is given byP a = LUL T , but does not need to be explicitly computed.
The analysis ensemble X a is obtained by transforming the forecast ensemble such that it represents x a andP a .
The transformation is performed by a N × (N − 1) random matrix Ω that is generated from uniformly distributed random numbers. The columns of Ω are constrained to be orthonormal and orthogonal to the vector (1, . . . , 1) T , which implies that each column has zero mean and is a vector of unit norm. The analysis ensemble is
where a Cholesky decomposition is applied to the matrix
An EnKF square-root formulation
The EnKF-sqrt is a simple formulation of a square-root filter that allows to apply CL (see Sakov and Bertino 2011) . The update of the state estimate is performed according to
with the Kalman gain K given by
The ensemble transformation is performed by multiplying the forecast ensemble perturbations X ′f from the left according to
The square-root in Eq. (13) is computed as the symmetric square-root. Under these conditions, the ensemble transformation preserves the ensemble mean. A forgetting factor ρ can be applied in this algorithm by dividing X ′f bỹ ρ before computing the analysis update. The matrix of analysis ensemble perturbations can be multiplied by a random rotation matrixΩ similar to matrix Ω used in the SEIK filter.
The ensemble transformation according to Eqns. (12) and (13) 
Localization methods

Domain localization
Domain localization is discussed here shortly for the SEIK filter. More details can be found in Nerger et al. (2006) .
The localization method is similar to that applied in the LETKF (Hunt et al. 2007 ) and analogous to the practical implementation discussed by . For each local analysis domain, the analysis is performed using only observations within a prescribed influence distance from the local analysis domain. Let the subscript σ denote a local analysis domain. The domain of the corresponding observations is denoted by the subscript δ. Then, the equations for the local SEIK analysis and ensemble transformation can be written analogously to the global analysis equations (6 -9) as
where C −1
δ . H δ is the observation operator that projects a global state vector onto the local observation domain. Thus, it combines the operation of a global observation operator with the restriction of the observation vector to the local observation domain. R δ is the observation error covariance matrix on the local observation domain. ρ δ denotes the local forgetting factor, which can vary for different local analysis domains. For the ensemble transformation, the same matrix Ω has to be used for each local analysis domain to ensure consistent transformations throughout all local domains.
Observation localization
OL is commonly described as an addition to DL. Thus, OL always implies DL. With OL, each local observation error covariance matrix is weighted such that the influence of observations is reduced with increasing distance from the local analysis domain (Hunt et al. 2007; Nerger and Gregg 2007) . The localization is performed by a Schur product of the inverse observation error covariance matrix R −1 δ with a localization matrixD. Hence, equations (15) and (16) are rewritten as
Here • 
Covariance localization
In the EnKF-sqrt method as well as the EnSRF and the original EnKF CL can be directly applied to the forecast error covariance matrix. In practice, the matrices P f H T and 
and Analogously to OL, the application of CL to the matrices P f H T and HP f H T relates to the observation space. The difficulties to define distance for vertically integrated measurements have been pointed out by Campbell et al. (2010) . These difficulties exist analogously for the OL and CL. In this study, the observations are assumed to be defined on grid points. A distance measure is thus well defined. 
Regulated localization
Effective localization of the Kalman gain
The localized gain for OL is obtained by dividing the observation error variance in the gain by w OL . Then it is
To exemplify the different effects of both localization methods, the following example is considered: w CL and w OL are identical and given by a Gauss function with variance 1000, while HP H T and (P f H T ) (i) are set to one. (22) and (23) are distinct functions of the distance. For comparable length scale, the gain with OL will be larger for short distances and smaller for long distances than with CL.
The effective localization length scale discussed above provides an explanation for the findings of Greybush et al. (2011) . They found on the basis of assimilation experiments that for an optimal assimilation performance a smaller localization radius is required for OL than for CL ( 
Regulating the localization width
To avoid a long effective localization length, one can adjust the width of the effective localization that depends on the ratio of the observation variance to the forecast state error variance. This adjustment is achieved by the regulated localization function that is derived in this section.
For the regulated localization method, the singleobservation example of the previous section is considered again. The same effective localization length for OL and CL can be obtained by requiring that right hand sides of Eqns. (22) and (23) 
Using Eq. (24) for OL will result in identical effective localizations of the gain for OL and CL. Further, w OLR is a correlation function as long as w CL is a correlation function.
The regulated localization function w OLR is exemplified in Fig. 2 for three values of σ 2 R (10, 1, and 0.1). As in Fig. 1 observations. This could lead to numerical instability of the data assimilation scheme. The second possibility is to use the mean variance of the covariance matrix H δ P f H T δ . In both cases the diagonal of H δ P f H T δ can be computed directly from H δ L without computing the full matrix.
The regulated OL method was exemplified here for the LSEIK filter. In general, it can be applied in all filter methods that apply OL, like the LETKF. The additional computational cost to compute the regulated localization from a fixed OL is generally negligible compared to the cost of the full analysis steps of the LSEIK filter and the LETKF.
Numerical experiments
To examine the performance of the regulated OL method, identical twin experiments are conducted using the Lorenz-96 model (Lorenz 1996; Lorenz and Emanuel 1998) 
Experimental setup
The Lorenz-96 model is prescribed by the non-dimensional Also, no stability problem, as discussed in section 4.2, was observed. Due to this, only results from LSEIK-reg using the mean variance estimate are discussed in the sequel. Nonetheless, this difference appears to have only a small effect over the 50000 analysis step of each experiment.
Assimilation performance
The area of smallest errors extends from parameterpairs with large forgetting factor but small support radius to pairs with small forgetting factor and large support radius.
For very small support radii (below 8 grid points), the filter process is stable for all examined forgetting factors.
However, the mean RMS errors are about twice as large as the minimum errors that can be obtained with larger support radii. It is striking that the smallest estimation errors occur close to the edge at which filter divergence happens.
Directly at the edge, there are configurations at which a rather large mean RMS error is obtained. The reason for this behavior will be discussed below.
When the σ R is reduced to 0.5, LSEIK-fix performs visibly worse than EnKF-sqrt and LSEIK-reg. This difference is statistically significant. smaller RMS errors and an increased stability region is also preserved when the assimilation interval is increased to 5 time steps (not shown).
Next to the minimum RMS error that can be obtained, it is important how likely it is to obtain it in a single experiment. As noted above, the assimilation result depends on the set of random numbers that is used to generate the initial ensemble. The mean RMS errors discussed above were obtained by performing ten experiments with different random numbers for each pair of forgetting factor and support radius. LSEIK-reg and EnKF-sqrt, the stable behavior is combined with the strongly enlarged parameter region of convergence.
Conclusion
This study introduced a method to perform observation Ensemble-based filters do not base on a particular scheme to initialize the ensemble (Nerger et al. 2005a ).
In the numerical experiments discussed in section 5 the second-order exact sampling method (Pham 2001) was applied. This sampling method ensures an exact representation of a covariance matrix of given rank with an ensemble of minimum size.
Consider P a 0 to be a rank-r matrix. It can be written as P T .
Using Ω 0 , the ensemble of state realizations is given by
B. Regulated localization with multiple observations Greybush et al. (2011) showed that the effect of OL in the case of two observations is different from the situation when only a single observation is considered. In this Appendix, it is examined how the regulated OL is influenced by the presence of multiple observations.
Following Greybush et al. (2011) we consider two grid points, indexed 1 and 2. We assume that the model variables at both locations are observed. Thus H is the identity. In this case, the Kalman gain defined by Eq. (11) can be written for a diagonal matrix R as
where we dropped the index f of the forecast error covariance matrix.
For the localization, we consider the first grid point, i.e. the first row of the gain. Let α denote the localization function for CL. To obtain the CL, the off-diagonal elements of P f are multiplied by α. Thus it is
For OL, the observation variances are multiplied by the localization function. For R 1 the weight is one, because the distance is zero. For R 2 , let β denote the localization function for OL. In this case, it is:
The regulated localization function is derived from requiring that the elements K CL 12 and K OL 12 are equal. These entries specify the effect of the observation at the second grid point on the analysis update at the first grid point. After same algebra one obtains:
The regulated localization function is controlled by the variance estimates of both observations as well as all elements of the state error covariance matrix.
The effective localization function, can be visualized by plotting the elements K 
