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Resumo 
 
Neste trabalho foi desenvolvida uma metodologia para inspeção visual e 
automática de carga de grãos em vagões ferroviários que utiliza técnicas de 
processamento de imagens. A metodologia inclui três etapas principais: a 
localização do vagão na imagem utilizando a transformada de Hough, a descrição 
da carga usando cor e textura, e a identificação de regiões com possíveis objetos 
sobrepostos. A avaliação dos resultados foi feita a partir de imagens reais e 
simuladas. A abordagem proposta mostrou-se adequada para os objetivos 
especificados. 
 
Palavras-chave: Segmentação de imagens, análise de imagens, transformada de 
Hough, matriz de co-ocorrência. 
 
Abstract 
 
 This work proposes the development of a methodology to scan visually and 
automatically the grain cargo in railway cars using image processing techniques. 
The methodology is composed by three main steps: the localization of the railway 
car in the image using the Hough Transform, the description of the cargo using its 
color and texture, and the identification of regions with possibly overlaid objects. 
The assessment of the results was done through real and simulated images. The 
proposed methodology proved to be adequate for the specified objectives. 
 
Key words: Image Segmentation, Image Analysis, Hough Transform, Co-
occurrence Matrix. 
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Capítulo 1  
 
Introdução 
 
O monitoramento e a vigilância de processos são de fundamental 
importância para a gestão integrada das empresas e das organizações. O controle 
do processo de descarregamento de carga de vagões é um exemplo que pode ser 
considerado indispensável em empresas ferroviárias. 
Devido à extensão que as malhas ferroviárias ocupam geograficamente, é 
necessário que, em determinados locais, os vagões sejam monitorados a fim de 
que sejam detectados problemas relacionados à sua carga. Dessa forma, o 
problema que está sendo considerado neste trabalho se relaciona com a 
verificação, por meio do processamento de imagens, da carga de minério contida 
nos vagões de trens pertencentes a uma determinada malha ferroviária. 
Trabalhos relacionados com a detecção da presença de objetos sobre 
superfícies foram encontrados na literatura especializada. Uma das pesquisas, 
desenvolvida por Patel [1], tem como meta detectar através de imagens de raios-X 
objetos que possam contaminar alimentos contidos em embalagens, tais como 
pedras, metais ou fragmentos de vidro. A fim de alcançar esse objetivo, foram 
utilizadas técnicas de filtragem e redes neurais artificiais. Outro trabalho correlato 
foi desenvolvido por Mulassano [2], nesse trabalho, é feita a detecção de objetos 
sobre a superfície do mar através de imagens aéreas capturadas por uma 
plataforma HALE (High Altitude and Long Endurance). Para a detecção de objetos 
nessas imagens foram utilizadas técnicas de análise local da textura e 
limiarização. A detecção de objetos em alimentos também foi examinada por 
Ginesu [3] através de imagens térmicas de alimentos dispostos sobre uma esteira. 
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Nesse trabalho foram apresentados métodos para realizar a detecção dos objetos 
por meio da análise estatística da textura, binarização e morfologia matemática. 
 As técnicas utilizadas em sistemas que promovem a detecção e o 
reconhecimento de objetos por meio de imagens digitais pertencem a diversas 
áreas, como por exemplo, processamento de sinais, morfologia matemática e 
processamento de imagens. As etapas que constituem, em geral, as tarefas de um 
sistema de processamento de imagens são: aquisição, pré-processamento, 
segmentação, representação e descrição, reconhecimento e interpretação. De 
forma complementar, a base de conhecimento realiza a inserção de informações 
prévias sobre o domínio do problema. Os passos fundamentais são exibidos na 
Figura 1.1. 
 
Fig. 1.1 - Passos fundamentais em um sistema de processamento de imagens digitais [4] 
 
Ao considerar a composição modular que constitui, de forma geral, um 
sistema de processamento de imagens, entende-se que cada componente possui 
uma ampla possibilidade de técnicas de desenvolvimento. Portanto, a combinação 
das técnicas utilizadas é de fundamental importância para a obtenção de 
resultados satisfatórios. 
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1.1 Objetivos e Técnicas Aplicadas 
 
O objetivo deste trabalho é efetuar o estudo de técnicas de processamento 
de imagens a fim de produzir uma metodologia para a detecção da presença de 
objetos sobre a carga de minério em um vagão ferroviário. As técnicas aplicadas 
para o alcance deste objetivo serão apresentadas a seguir. Inicialmente deve ser 
adquirida uma imagem em cores (RGB). A etapa de pré-processamento consiste 
em convertê-la para níveis de cinza ao utilizar o modelo de cor YIQ. Após a 
conversão, a etapa de segmentação tem o papel fundamental de separar a área 
ocupada pelo vagão ferroviário do restante da imagem. A área de interesse, 
representada pelo vagão, deve ser segmentada com exatidão a fim de que não 
prejudique, de maneira determinante, as etapas posteriores da metodologia. 
Para a segmentação da área do vagão a imagem em níveis de cinza é 
binarizada utilizando o algoritmo de Otsu [5]. A partir da imagem binária, a 
transformada de Hough foi a técnica escolhida para a localização das bordas do 
vagão. A região de interesse resultante do processo de segmentação é composta 
pelo maior retângulo inscrito à área corrigida do vagão ferroviário. A área corrigida 
é determinada através de uma transformação geométrica na área delimitada pelas 
bordas de forma a tornar as bordas verticais do vagão paralelas. 
A descrição da imagem resultante do processo de segmentação é realizada 
através de um conjunto de medidas estatísticas calculadas a partir de histogramas 
e matrizes de co-ocorrência de níveis de cinza. A área resultante do processo de 
segmentação é subdividida em n regiões quadradas de mesmo tamanho. O 
modelo de cor utilizado na representação da área resultante do processo de 
segmentação é o HSV. Esse modelo de cor foi obtido a partir do RGB.  No modelo 
de cor HSV as informações acromáticas das cores são representadas através do 
componente de valor (V). A imagem que representa esse componente sofre uma 
redução da quantidade de níveis de cinza de forma a possibilitar a geração de 
matrizes de co-ocorrência de níveis de cinza em tempo considerado aceitável. A 
partir dessas matrizes, um descritor é calculado para cada uma das regiões em 
que a imagem foi subdividida. O cálculo dos descritores das informações 
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cromáticas (Matiz e Saturação) é realizado ao encontrar-se a intensidade média 
dos pixels para cada uma das regiões das imagens que representam esses 
componentes. Após o estabelecimento dos descritores, o reconhecimento das 
imagens é obtido através da distância euclidiana entre o valor médio do descritor 
de cada região das imagens de treinamento e os valores dos descritores 
encontrados na imagem de teste. 
 
1.2 Organização do Trabalho 
 
Este trabalho é composto de cinco capítulos, sendo que o Capítulo 1 refere-
se à sua introdução. 
No Capítulo 2, são apresentados os conceitos que são considerados 
relevantes para o entendimento deste trabalho. Inicialmente, é feita uma análise 
do processo de segmentação de imagens, com foco em detecção de retas. Logo 
após, são explanadas técnicas que envolvem a descrição de imagens. Ademais, 
esse capítulo dedica-se ao reconhecimento de imagens, apresentando métodos 
de classificação e de análise de agrupamento. 
No Capítulo 3, a metodologia proposta para a resolução do problema 
apresentado é exposta de forma a explanar as tarefas necessárias para a 
obtenção dos resultados desejados. 
Já no Capítulo 4, os experimentos realizados e os resultados obtidos são 
apresentados de forma a verificar-se a qualidade da metodologia proposta. 
Por fim, o Capítulo 5 apresenta as conclusões e perspectivas deste trabalho 
a respeito da implementação das técnicas envolvidas. 
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Capítulo 2  
 
Conceitos Iniciais 
 
2.1 Segmentação de Imagens 
 
Segmentação é a tarefa que realiza a subdivisão de uma imagem em partes 
ou objetos dela constituintes, segundo critérios pré-estabelecidos. Em geral, a 
precisão da segmentação determina, em parte, a eficiência dos procedimentos de 
análise das imagens. Porém, a quantidade de subdivisões empregadas nas 
imagens varia conforme a aplicação. 
Entre as técnicas de segmentação mais conhecidas destacam-se a 
detecção de descontinuidades no domínio espacial e da freqüência, a limiarização 
de níveis de cinza e a segmentação baseada em regiões [4]. Essas técnicas, em 
geral, buscam distinguir os objetos de interesse entre si ou distingui-los do fundo 
da imagem como se pode ver na Figura 2.1. 
 
 
a)    b) 
Fig. 2.1 - a) Imagem em níveis de cinza; b) Imagem binarizada [6] 
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2.1.1 Limiarização 
 
Uma forma de segmentar imagens é por meio da similaridade entre pixels. 
A limiarização lida com a similaridade dos níveis de cinza de uma imagem. Essa é 
uma operação que envolve testes na função da imagem. A limiarização de uma 
imagem pode ser definida conforme a equação 2.1. 



≤
>
=
Tyxfse
Tyxfse
yxg ),(0
),(1),(  (2.1) 
onde 
• f(x,y) é a função que representa a imagem; 
• T é o valor que determina o limiar para a segmentação; 
• g(x,y) é a função que representa a imagem binária resultante. 
 
Uma das dificuldades do processo de limiarização se encontra na 
determinação do valor mais adequado para T. As técnicas de limiarização podem 
ser divididas em operações locais e globais. As técnicas locais calculam limiares 
locais de acordo com a vizinhança de cada pixel da imagem, enquanto as técnicas 
globais determinam um único limiar para toda a imagem. 
Em geral, as técnicas globais exigem menos processamento para o cálculo 
do limiar. Já as técnicas locais são mais adequadas para imagens com grandes 
variações de intensidade. A binarização automática local examina cada pixel da 
imagem com um valor de limiar calculado a partir de sua vizinhança. Para essa 
técnica, geralmente, é necessário especificar o tamanho da vizinhança a ser 
considerada em cada janela. Um dos métodos que promovem a binarização de 
imagens de forma automática e local é o método de Niblack [7]. Esse método tem 
por base o cálculo da média e do desvio-padrão em cada janela, permitindo que o 
valor do limiar seja único para cada pixel da imagem. O valor do limiar é calculado 
da seguinte forma: 
),(),(),( jijijit ωσµ +=  (2.2) 
onde 
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• t é o valor do limiar para o pixel (i,j); 
• µ é o valor médio dos níveis de cinza pertencentes à janela; 
• ω é um fator de ponderação aplicado ao desvio-padrão; 
• σ é o valor do desvio-padrão dos níveis de cinza pertencentes à janela. 
 
A binarização manual global consiste na divisão do histograma de uma 
imagem por um único limiar T. Esse valor é atribuído manualmente com base na 
análise empírica dos níveis de cinza presentes na imagem. Diferentemente, a 
binarização automática global estima um limiar de acordo com o histograma da 
imagem, ou seja, considera a freqüência de ocorrência dos níveis de cinza para a 
determinação do valor do limiar. 
Uma técnica muito utilizada para a binarização de imagens é o método de 
Otsu [5]. Esse método realiza o cálculo para a determinação do limiar de forma 
automática e global. Primeiramente, deve-se calcular o histograma normalizado de 
uma imagem representada por L níveis de cinza. O número de pixels de 
intensidade i é dado por ni e o número total de pixels da imagem é N. Dessa 
forma, o histograma de níveis de cinza normalizado é dado por: 
∑
=
=≥=
L
i
iiii ppNnp
1
1,0|/
 (2.3) 
onde pi representa a probabilidade de ocorrência da intensidade i. 
 O método de Otsu pressupõe que haja uma divisão dos pixels da imagem 
em duas classes C0 e C1 por um limiar de nível de cinza k. As probabilidades de 
ocorrência de cada classe e as suas médias são denotadas por: 
∑
=
=
k
i
ip
1
0ω  (2.4) 
∑
+=
=
L
ki
ip
1
1ω  (2.5) 
e 
∑
=
=
k
i
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1
00 /ωµ  (2.6) 
∑
+=
=
L
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1
11 /ωµ  (2.7) 
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Dessa forma, a soma das probabilidades de ocorrência das classes deve 
ser unitária. 
110 =+ωω  (2.8) 
Portanto, Tµµωµω =+ 1100 , onde µT é o nível de cinza médio do histograma. 
A variância de cada classe é dada por: 
∑
=
−=
k
i
ipi
1
0
2
0
2
0 /)( ωµσ  (2.9) 
∑
+=
−=
L
ki
ipi
1
1
2
1
2
1 /)( ωµσ  (2.10) 
O melhor valor para um limiar k pode ser determinado por uma busca 
seqüencial, através de todos os valores possíveis de k, a fim de localizar aquele 
que minimize a variância intra-classes. Essa variância corresponde à soma 
ponderada das variâncias das classes em relação a suas probabilidades de 
ocorrência conforme a equação 2.11. 
2
11
2
00
2 σωσωσ +=W  (2.11) 
 Outra forma de encontrar o valor do limiar ideal se dá por meio da 
maximização da variância inter-classes em relação a todos os valores possíveis 
de k. Essa variância representa a dispersão existente entre as classes, e é dada 
por: 
2
0110
2
11
2
00
2
)(
)()(
µµωω
µµωµµωσ
−=
−+−= TTB
 (2.12) 
 Um exemplo de aplicação para o método de Otsu é dado em Bezerra [8]. 
 
2.1.2 Transformada de Hough 
 
Transformadas em imagens, geralmente, se referem a operações que 
envolvem uma imagem como parâmetro de entrada e utilizam suas informações 
para extrair e evidenciar dados anteriormente camuflados ou imperceptíveis. A 
Transformada de Hough foi elaborada, em sua forma original, por Paul Hough em 
1962 [9]. Essa transformada consiste em localizar formas geométricas que 
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possam ser parametrizadas, tais como retas, círculos e elipses. Sua primeira 
concepção estava baseada na localização de retas. Algumas aplicações são 
encontradas em [10], [11], [12], [13]. Em uma imagem binária em que os pontos 
são localizados por meio de coordenadas cartesianas, a equação da reta é dada 
por   y = ax + b, onde a é o coeficiente angular da reta e b é o coeficiente linear da 
reta. O espaço (a,b), gerado pela transformada de Hough, torna possível a 
localização das retas presentes na imagem. Esse espaço é determinado pelos 
parâmetros (a,b) através do cálculo da equação b = y – ax para cada ponto 
presente na imagem. 
Em termos computacionais o espaço de Hough é implementado por uma 
matriz de acumulação, onde as linhas contêm os valores discretos de b e as 
colunas contêm os valores discretos de a. Todas as células são inicializadas com 
o número zero. Ao final do preenchimento da matriz de acumulação, cada célula 
tem como valor a quantidade de pontos colineares que constituem uma reta com 
inclinação (a) e intersecção com o eixo y (b). 
Para exemplificar, supõe-se uma imagem que contenha quatro pontos com 
coordenadas P1 (1,0), P2 (1,1), P3 (2,1) e P4 (4,1), conforme a Figura 2.2. A 
transformada de Hough realizada a partir dessa imagem gera o espaço de 
acumulação representado na Figura 2.3. Através desse espaço é estabelecida a 
localização das retas presentes na imagem. A Figura 2.4 exibe a maior reta 
localizada pela transformada de Hough. Os pontos que constituem essa reta são 
determinados por meio do conjunto de retas do espaço de Hough que se cruzam 
no ponto indicado pelo círculo vermelho na Figura 2.3. 
 
 
Fig. 2.2 - Imagem a ser aplicada a transformada de Hough 
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Fig. 2.3 - Espaço dos parâmetros (a,b) 
 
 
 
Fig. 2.4 - Maior reta encontrada na imagem 
 
Um problema inerente a essa parametrização é a impossibilidade de 
localização de retas verticais devido à necessidade de um espaço de parâmetros 
com tamanho infinito [4]. A fim de solucionar esse problema, é utilizada a 
parametrização em coordenadas polares [14]. A equação da reta na forma polar é 
dada por θθρ ysenx += cos . Os parâmetros utilizados para representar retas na 
forma polar são ρ e θ conforme pode-se ver na Figura 2.5. Nesse tipo de 
parametrização, as retas verticais são todas as que possuem o valor de θ igual a 
zero. 
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Fig. 2.5 - Exemplo de coordenada polar (ρ, θ) 
 
Em vez de retas como no espaço de Hough (a,b), nesse caso, tem-se a 
formação de curvas senoidais. Dessa forma, os pontos no espaço de Hough em 
que houver mais cruzamentos de senóides indicam as maiores retas da imagem. 
Isso ocorre porque o cruzamento de senóides representa a quantidade de pontos 
colineares existentes em uma direção (θ) e há uma determinada distância da 
origem (ρ). Em termos computacionais, o espaço de Hough é implementado 
através de uma matriz de acumulação, onde as linhas contêm os valores discretos 
de ρ e as colunas contêm os valores discretos de θ. Todas as células da matriz 
são inicializadas com o número zero. Ao final do preenchimento da matriz de 
acumulação, cada célula tem como valor a quantidade de pontos colineares que 
constituem uma reta com a direção (θ) e distância da origem (ρ). Para 
exemplificar, supõe-se que a imagem contenha sete pontos com coordenadas 
euclidianas P1 (1,1), P2 (2,1), P3 (1,3), P4 (2,3), P5 (4,3), P6 (2,4) e P7 (3,4), 
conforme é mostrado na Figura 2.6. A partir dessa imagem, foi gerado o espaço 
de Hough (ρ, θ) representado pela Figura 2.7. Nesta figura os cruzamentos de 
senóides que representam as maiores retas presentes na imagem são 
evidenciados por círculos vermelhos. 
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Fig. 2.6 - Imagem a ser aplicada a transformada de Hough 
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Fig. 2.7 - Espaço de Hough (ρ, θ) 
 
  Na Figura 2.8, são exibidas as maiores retas localizadas pela transformada 
de Hough a partir da imagem da Figura 2.6. 
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Fig. 2.8 - Maiores retas encontradas na imagem 
 
2.2 Descrição de Imagens 
 
2.2.1 Modelos de Cor 
 
Cor é um atributo que pode ser de grande importância para auxiliar a 
identificação e o reconhecimento de objetos através da sua descrição [15]. Alguns 
modelos de cor utilizados para representar imagens coloridas são o RGB, YIQ e 
HSV. 
 
2.2.1.1 Modelo de cor RGB 
 
O modelo de cor RGB tem como cores primárias o azul, verde e vermelho. 
Esse modelo baseia-se na sensibilidade do sistema visual humano a essas três 
cores, e utiliza o sistema de coordenadas cartesianas para a especificação das 
cores de acordo com a Figura 2.9. O modelo de cor RGB é largamente empregado 
em equipamentos emissores de luz, tais como monitores [4]. 
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Fig. 2.9 - Espaço de cores RGB 
 
 
2.2.1.2 Modelo de cor YIQ 
 
O modelo de cor YIQ é utilizado na transmissão de sinais de televisão 
(NTSC) nos Estados Unidos, e foi criado para permitir que a transmissão das 
imagens em cores fosse compatível com os receptores monocromáticos. A 
principal característica desse modelo é que ele separa as informações cromáticas 
(I,Q) das informações acromáticas (Y) das cores. A correspondência entre as 
coordenadas YIQ e RGB é dada por [6]: 
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(2.14) 
 
 
2.2.1.3 Modelo de cor HSV 
 
O modelo de cor HSV é caracterizado pela separação das informações 
cromáticas (H,S) das informações acromáticas das cores (V), e também por ter a 
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codificação das informações cromáticas em componentes de fácil compreensão. 
Esse modelo, desenvolvido em 1978 [16], é composto por um hexacone, como 
mostrado na Figura 2.10. Através do hexacone, a cor é decomposta em três 
componentes: matiz (Hue), saturação (Saturation) e valor (Value). O matiz se 
refere ao comprimento de onda dominante de uma cor, a saturação especifica o 
grau de pureza de uma cor, e o valor se refere às informações acromáticas de 
uma cor. No modelo de cor RGB os componentes das cores geralmente estão 
altamente correlacionados entre si [15], de forma que, caso haja variação nas 
condições de iluminação de uma imagem, todos os componentes (R,G,B) são 
afetados. Entretanto, no modelo de cor HSV, o componente mais afetado nesse 
caso é o de valor (V) porque é nesse componente que as informações 
acromáticas estão codificadas. O algoritmo de conversão do modelo de cor RGB 
para HSV é dado em Smith [16]. 
 
 
Fig. 2.10 - Espaço de cores HSV 
 
2.2.2 Descrição de Imagens Baseada em Histograma 
 
Histogramas consistem em uma representação global da freqüência de 
ocorrência dos níveis de cinza de uma imagem. A partir da elaboração de um 
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histograma, diversas medidas podem ser extraídas para a descrição de imagens. 
Elas podem ser divididas em medidas de tendência central e medidas de 
dispersão. As medidas de tendência central representam valores em torno dos 
quais as amostras tendem a se agrupar. Um exemplo é a intensidade média que é 
dada por: 
∑
∑
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1
1
, (2.15) 
onde 
• L é o número de níveis de cinza da imagem; 
• w é a freqüência de ocorrência de cada nível de cinza; 
• x é o valor de cada nível de cinza. 
 
A mediana também é uma medida que pode ser obtida a partir de um 
histograma, e corresponde ao valor que divide as amostras ordenadas pela 
metade. Outra medida é a moda, que consiste no valor da amostra que ocorre 
com mais freqüência no histograma. As medidas de dispersão representam a 
variação das amostras em torno de um valor de tendência central. Alguns 
exemplos são o desvio-padrão e a variância que podem ser vistos, 
respectivamente, pelas equações 2.16 e 2.17. 
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onde 
• n é a quantidade de pixels da imagem; 
• x é a intensidade do nível de cinza de cada pixel; 
• x é o valor da intensidade média do histograma. 
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É importante salientar que as medidas baseadas em histograma não 
consideram a disposição espacial dos níveis de cinza na imagem. Caso seja 
necessário considerar a disposição espacial, devem ser utilizadas técnicas 
específicas para a descrição de texturas. 
 
2.2.3 Descrição de Texturas 
 
Texturas podem ser utilizadas para identificar e reconhecer objetos. Dessa 
forma, uma textura é assimilada como um atributo que descreve um conjunto de 
intensidades. A intensidade é mensurada por meio de um único pixel, porém a 
textura pode ser determinada somente a partir de uma região. 
Segundo o dicionário Houaiss [17] uma textura é definida como sendo a 
aparência física geral ou caracteres megascópicos ou microscópicos de uma 
rocha ou de um agregado mineral, incluindo aspectos geométricos e as relações 
mútuas entre eles, suas partículas componentes ou cristais. Entretanto, na 
literatura especializada tem sido descrita de diversas maneiras. Tuceryan e Jain 
[18] reuniram algumas definições de textura encontradas na literatura de visão 
computacional e processamento de imagens digitais, tais como: 
 
"A textura é uma propriedade inerente a praticamente todas as superfícies: 
o veio da madeira, a trama de um tecido, o desenho de uma lavoura no 
campo, etc. Ela contém informações importantes sobre a organização 
estrutural das superfícies e sua relação com o meio que as cerca.” 
 
"A região em uma imagem tem uma textura constante se um conjunto de 
estatísticas localizadas ou outras propriedades exclusivas da função da 
imagem forem constantes." 
 
"Podemos considerar textura aquilo que constitui uma região macroscópica. 
Sua estrutura é atribuída simplesmente a padrões repetitivos em que os 
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elementos ou rudimentos são organizados de acordo com um padrão de 
posicionamento." 
 
"A noção de textura mostra-se dependente de três componentes: (1) 
alguma 'ordem' de localização se repete sobre uma região considerada 
grande, se comparada ao tamanho da ordem; (2) a ordem consiste no 
arranjo não aleatório de partes elementares; e (3) as partes são entidades 
irregularmente uniformes que possuem aproximadamente as mesmas 
dimensões em toda a área da região texturizada." 
 
Essas definições demonstram que não há uma única definição universal 
para textura. Logo a seguir, na Figura 2.11, são apresentadas algumas imagens 
de texturas. 
 
 
Fig. 2.11 - Exemplos de texturas extraídas do Álbum VisTex [19] 
 
Do ponto de vista da descrição e do reconhecimento, uma textura pode ser 
caracterizada pela repetição de padrões em termos de direcionalidade, 
rugosidade, granularidade ou regularidade. As características extraídas de uma 
textura geralmente representam propriedades relevantes para a área de aplicação 
empregada. Elas são representadas por meio de atributos numéricos que podem 
ser utilizados isoladamente ou em conjunto, ao formar um vetor de características. 
Esses atributos são importantes para que haja a comparação e a discriminação 
entre texturas distintas. A escolha correta de um descritor é de fundamental 
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importância para a etapa de reconhecimento. As três abordagens principais 
utilizadas para descrever texturas são a estatística, a estrutural e a espectral [20], 
que podem ser caracterizadas da seguinte forma: 
 
Abordagem Estatística: a textura é descrita por medidas baseadas na distribuição 
espacial dos níveis de cinza. Essas medidas podem ser o contraste, a entropia, a 
homogeneidade, etc. 
 
Abordagem Estrutural: é baseada no conceito de primitiva, que pode ser utilizada 
na formação de padrões complexos por meio de regras para compor a textura. 
 
Abordagem Espectral: baseia-se nas propriedades do espectro de Fourier, como 
picos que fornecem a direção da textura e a sua periodicidade. 
 
 Trabalhos com diversas aplicações em que foram utilizadas abordagens 
distintas para a análise de texturas são relatados em [21], [22], [23], [24], [25], [26], 
[27]. Nesse trabalho somente a abordagem estatística será apresentada dado que 
essa abordagem funciona bem para texturas naturais mesmo no caso de texturas 
pouco discerníveis. 
 
2.2.3.1 Abordagem Estatística  
 
Nos métodos estatísticos a textura considera a distribuição espacial dos 
níveis de cinza da imagem, da qual deriva um conjunto de medidas características 
(descritores). A análise de uma textura pode ser compreendida de diversas 
maneiras. Em Julesz [28], ao abordar a percepção visual de texturas, foram 
realizados estudos psicofísicos a fim de determinar os modos de discriminação 
entre texturas distintas. 
Os principais métodos estatísticos utilizados para a descrição de texturas 
empregam matrizes de co-ocorrência. Os métodos baseados em matrizes de co-
ocorrência que serão apresentados são o SGLDM (Método de Dependência 
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Espacial dos Níveis de Cinza), o GLRLM (Método do Comprimento de Seqüências 
de Níveis de Cinza) e o GLDM (Método da Diferença de Níveis de Cinza). Esses 
métodos consideram o valor da intensidade de um pixel e seu relacionamento com 
outros pixels de acordo com restrições espaciais que permitem variações na 
direção e/ou detalhamento da análise [29], [30], [31]. O modo com que se 
adequam esses parâmetros às características do problema é de fundamental 
importância para o sucesso da descrição da textura [32]. Segundo estudos 
realizados por Weszka [33], os métodos baseados em matrizes de co-ocorrência 
se mostraram eficientes para a descrição de texturas ao serem comparados com 
outros métodos. 
 
2.2.3.1.1 Método de Dependência Espacial dos Níveis de Cinza (SGLDM) 
 
Esse método é baseado no cálculo da matriz de co-ocorrência de níveis de 
cinza da imagem, e foi primeiramente descrito por Haralick em [34], [35]. De 
acordo com Aksoy [36], a co-ocorrência de níveis de cinza pode ser especificada 
em uma matriz de freqüências relativas P(i, j; d, θ), na qual, dois pixels separados 
por uma distância d na direção θ estão presentes na imagem, um com nível de 
cinza i e o outro com nível de cinza j. A matriz de co-ocorrência consiste em 
considerar o relacionamento espacial dos pixels de uma imagem conforme os 
seus níveis de cinza, de acordo com um vetor de deslocamento ),( θδ d= . A matriz 
de co-ocorrência de níveis de cinza é naturalmente invariante à rotação de 180º 
da imagem em relação a qualquer direção. Cada direção é representada por um 
subconjunto de pixels pertencentes à vizinhança do pixel de referência. As 
direções normalmente consideradas são: horizontal, diagonal e vertical (Figura 
2.12). 
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Fig. 2.12 - Representação das direções em relação a um pixel de referência 
 
A fim de exemplificar o processo do cálculo de uma matriz de co-
ocorrência, os passos necessários serão apresentados a seguir. Tomando-se 
como exemplo a imagem exibida pela Figura 2.13, onde os níveis de cinza estão 
distribuídos em valores de 0 a 3, a quantidade N de níveis de cinza determina o 
tamanho da matriz de co-ocorrência (NxN) representada pela Figura 2.14. 
Também se pode dizer que esse tipo de matriz é simétrico em torno da diagonal 
principal. Nesta figura, #(i,j) é o número de vezes em que o nível de cinza i e o 
nível de cinza j satisfazem a distância e direção definidas por um vetor de 
deslocamento ),( θδ d= . 
 
 
 
 
 
 
 
Fig. 2.13 - Níveis de cinza da imagem  Fig. 2.14 - Modelo de matriz de co-ocorrência 
 
Considera-se ainda que aos vetores de deslocamento, que determinam a 
distância entre um pixel de referência e um pixel vizinho, seja atribuído o valor um 
e sejam estabelecidas as direções (0º, 45º, 90º, 135º) para a análise da co-
ocorrência dos níveis de cinza da imagem. Essas informações são representadas 
através dos seguintes vetores, onde H, DD, V e DE correspondem, 
 0 1 2 3 
0 #(0,0) #(0,1) #(0,2) #(0,3) 
1 #(1,0) #(1,1) #(1,2) #(1,3) 
2 #(2,0) #(2,1) #(2,2) #(2,3) 
3 #(3,0) #(3,1) #(3,2) #(3,3) 
0 0 1 1 
0 3 2 1 
2 1 0 3 
2 2 3 3 
0º 
45º 
90º 
135º 
Níveis de 
cinza dos 
pixels de 
referência 
Níveis de cinza dos 
pixels vizinhos 
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respectivamente, as direções horizontal, diagonal direita, vertical e diagonal 
esquerda. 
δ H   = (1, 0º) (2.18) 
δ DD = (1, 45º) (2.19) 
δ V   = (1, 90º) (2.20) 
δ DE = (1, 135º) (2.21) 
A partir dessas informações, são determinadas as matrizes de co-
ocorrência, que são calculadas por meio da verificação de todas as combinações 
possíveis de transição entre os níveis de cinza presentes na imagem. Na Figura 
2.15, são exibidas as matrizes de co-ocorrência geradas a partir da imagem da 
Figura 2.13 e especificadas pelos vetores apresentados nas equações 2.18, 2.19, 
2.20 e 2.21. 
 
 
 
 
 
 
 
 
Fig. 2.15 - Matrizes de co-ocorrência de níveis de cinza 
 
Os valores presentes na diagonal principal das matrizes de co-ocorrência 
de níveis de cinza serão sempre pares ou nulos, pois ela contém as transições de 
níveis de cinza de mesma intensidade. Essas transições são sempre verificadas 
nos dois sentidos, independentemente da direção. Por fim, para se obter os 
valores dessas matrizes de maneira probabilística, deve-se normalizá-las segundo 
a equação a seguir: 
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onde 
• i é o número da linha e j é o número da coluna da matriz de co-ocorrência; 
• V é o valor da célula (i, j) da matriz de co-ocorrência; 
• P é a probabilidade de ocorrência de (i, j); 
• N é o número de linhas e colunas. 
 
A normalização das matrizes da Figura 2.15 é apresentada na Figura 2.16.  
 
 
 
 
 
 
 
 
Fig. 2.16 - Matrizes de co-ocorrência de níveis de cinza normalizadas 
 
Estudos comparativos entre métodos distintos de análise de textura foram 
realizados em Conners [37]. Nesse trabalho, o SGLDM foi o que obteve resultados 
mais satisfatórios. Trabalhos em que esse método é aplicado podem ser 
encontrados em [38], [39], [40], [41], [42], [43], [44], [45]. 
 
2.2.3.1.2 Método do Comprimento de Seqüências de Níveis de Cinza 
(GLRLM) 
 
O Método do Comprimento de Seqüências de Níveis de Cinza [37] é 
baseado no cálculo da quantidade de seqüências de níveis de cinza em uma 
imagem. Uma seqüência de níveis de cinza é o conjunto maximal de pixels 
colineares que possuem o mesmo nível de cinza em uma determinada direção. O 
comprimento de uma seqüência de níveis de cinza é determinado pelo tamanho 
do conjunto maximal de pixels colineares que possuem o mesmo nível de cinza 
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em uma determinada direção. Os cálculos necessários para ilustrar esse método 
são apresentados a seguir. Primeiramente, devem-se estabelecer as direções que 
serão consideradas para a análise dos níveis de cinza da imagem (Figura 2.17). 
Nesse caso, serão empregados os ângulos 0º, 45º, 90º e 135º. As linhas da matriz 
exibida na Figura 2.18 se referem a quantidade de níveis de cinza da imagem. Já 
as colunas se referem aos comprimentos das seqüências de níveis de cinza que 
se desejam analisar. Nessa matriz, #(i,j) é a quantidade de vezes em que o nível 
de cinza i e o comprimento j de uma seqüência de níveis de cinza satisfazem uma 
direção definida. 
 
 
 
 
 
 
 
 
 
Fig. 2.17 - Níveis de cinza da imagem       Fig. 2.18 - Modelo de matriz de co-ocorrência do GLRLM 
 
A partir dessas informações é possível calcular as matrizes da Figura 2.19. 
 












=
0012
0012
0012
0012
)º0;,( jiVH  












=
0012
0012
0012
0012
)º90;,( jiVV  












=
0004
0012
0012
0004
)º135;,( jiVDE  












=
0012
0004
0004
0012
)º45;,( jiVDD  
Fig. 2.19 - Matrizes de co-ocorrência do GLRLM constituídas 
 
 
0 0 1 1 
0 3 2 1 
2 1 0 3 
2 2 3 3 
 1 2 3 4 
0 #(0,1) #(0,2) #(0,3) #(0,4) 
1 #(1,1) #(1,2) #(1,3) #(1,4) 
2 #(2,1) #(2,2) #(2,3) #(2,4) 
3 #(3,1) #(3,2) #(3,3) #(3,4) 
Comprimentos de 
seqüências de 
níveis de cinza 
Níveis de 
cinza dos 
pixels de 
referência 
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2.2.3.1.3 Método da Diferença de Níveis de Cinza (GLDM) 
 
O Método da Diferença de Níveis de Cinza [37], como o seu próprio nome 
indica, extrai as características de uma textura ao determinar a diferença entre 
dois níveis de cinza adjacentes de uma imagem, essa diferença pode ser 
expressa através da equação 2.23: 
),(),(),( nnmmGnmGnmG ∆+∆+−=δ  (2.23) 
onde 
• G(m,n) é a função que representa a imagem; 
• ∆m e ∆n representam o deslocamento em linhas e colunas que deve ser 
realizado de acordo com a direção definida em δ  = (∆m, ∆n). 
 
Nesse exemplo, consideram-se quatro formas possíveis para o vetor δ : 
),0(1 d=δ  (2.24) 
),(2 dd−=δ  (2.25) 
)0,(3 d=δ  (2.26) 
),(4 dd −−=δ  (2.27) 
onde d é o valor do deslocamento entre os pixels em linhas e/ou colunas. 
A fim de exemplificar o processo, utilizou-se a imagem mostrada na Figura 
2.20. O valor de d será igual a um. 
 
0 0 1 1 
0 3 2 1 
2 1 0 3 
2 2 3 3 
 
Fig. 2.20 - Níveis de cinza da imagem 
 
Para cada direção, obtêm-se os vetores de diferença entre os níveis de 
cinza (GLDV) a partir da imagem da Figura 2.20, o que resulta:  
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( )2,0,6,4);( 1 =δiVH  (2.28) 
( )0,2,5,2);( 2 =δiVDD  (2.29) 
( )2,4,2,4);( 3 =δiVV  (2.30) 
( )3,2,2,2);( 4 =δiVDE  (2.31) 
Cada posição desses vetores representa, respectivamente, na direção iδ , a 
quantidade de vezes que ocorreu a diferença de níveis de cinza (0, 1, 2, 3). Para a 
representação desses vetores de maneira probabilística, deve-se normalizá-los 
segundo a equação 2.32. 
∑
−
=
= 1
0
N
i
i
i
i
V
VP
 (2.32) 
onde 
• i é o número da coluna do vetor; 
• V é o valor da célula i do vetor; 
• P é a probabilidade de ocorrência de i; 
• N é o número de colunas do vetor. 
 
O que resulta: 
( )1666.0,0,5.0,3333.0);( 1 =δiPH  (2.33) 
( )0,2222.0,5555.0,2222.0);( 2 =δiPDD  (2.34) 
( )1666.0,3333.0,1666.0,3333.0);( 3 =δiPV  (2.35) 
( )3333.0,2222.0,2222.0,2222.0);( 4 =δiPDE  (2.36) 
 Os métodos SGLDM e GLDM podem ser relacionados pela seguinte 
equação: 
∑
−
=
∑
−
= =−
=
1
0
1
0
),;,(
||
)(
N
i
N
j
djiP
kji
kdP θ  (2.37) 
onde 
• P(i, j; d, θ) é a matriz de co-ocorrência normalizada obtida pelo SGLDM; 
• k é a diferença entre os níveis de cinza; 
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• Pd é a probabilidade de ocorrência da diferença k entre os níveis de cinza (i,j) 
da imagem. 
 
O objetivo de apresentar esse relacionamento é mostrar que os resultados 
obtidos com o GLDM também podem ser alcançados com a utilização do SGLDM. 
Os resultados dos métodos SGLDM e GLDM podem ser visualizados na Figura 
2.21. 
Fig. 2.21 - Comparação das matrizes de co-ocorrência geradas pelo SGLDM com os vetores 
calculados pelo GLDM 
 
2.2.3.2 Descritores Escalares 
 
A importância dos descritores escalares para a discriminação de texturas se 
deve ao cálculo de valores numéricos que tem o objetivo de quantificar uma 
determinada característica das texturas. Os descritores escalares, que serão 
apresentados, são elaborados para a aplicação nos métodos de análise de textura 
descritos na seção 2.2.3.1. Cada um desses métodos possui descritores que 
foram desenvolvidos especificamente de acordo com as informações provenientes 
das matrizes ou vetores gerados a partir da imagem original. 
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2.2.3.2.1 Método de Dependência Espacial dos Níveis de Cinza (SGLDM) 
 
Para o SGLDM, Haralick [34] sugeriu 14 descritores estatísticos que são 
aplicados a partir de matrizes de co-ocorrência previamente calculadas. A notação 
utilizada para representar os descritores é a seguinte: 
 
),( jiP   Célula da matriz de co-ocorrência normalizada 
gN   Quantidade de níveis de cinza 
∑∑
−
=
=
1
0
Ng
ii
 
∑∑
−
=
=
1
0
Ng
jj
 
 
Serão apresentados a seguir os descritores estatísticos mais comumente 
utilizados. 
 
• Descritores relacionados à periodicidade (ASM e Entropia) 
 
Esses descritores medem a regularidade ou uniformidade de uma textura. 
 
1) Segundo Momento Angular (ASM) 
 
 [ ]∑∑=
i j
jiPt 21 ),(  (2.38) 
 
O Segundo Momento Angular identifica a periodicidade em texturas. 
Valores altos para o ASM ocorrem se a distribuição de níveis de cinza da imagem 
tiver uma forma aproximadamente constante ou periódica. A matriz de co-
ocorrência de uma imagem pouco periódica terá uma grande quantidade de 
elementos com baixos valores. 
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2) Entropia 
 
 ∑∑−=
i j
jiPjiPt )),(log(),(2  (2.39) 
 
Essa medida estatística mensura a não uniformidade de uma textura. O 
valor de entropia é grande se a textura não é uniforme e, portanto, muitos 
elementos da matriz de co-ocorrência têm valor baixo. Deve-se lembrar que uma 
função logarítmica não é definida para valores menores ou iguais a zero, então, 
neste caso, deve-se assumir que 0)0log(0 =× . 
 
• Descritores relacionados ao contraste (Contraste e Homogeneidade) 
 
3) Contraste 
 
 ∑∑ −=
i j
jiPjit ),()( 23  (2.40) 
 
O contraste mede o grau de variação local dos níveis de cinza entre pares 
de pixels. A equação 2.40 considera a diferença entre os níveis de cinza i e j para 
o cálculo do contraste. 
 
4) Homogeneidade 
 
 ∑∑
−+
=
i j
jiPjit ),()(1
1
24  (2.41) 
 
A homogeneidade mede o grau de variação local dos níveis de cinza entre 
pares de pixels. Essa medida estatística assume grandes valores para pequenas 
diferenças entre os níveis de cinza da imagem. 
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Os outros descritores propostos por Haralick podem ser encontrados em 
[34]. 
 
 
2.2.3.2.2 Método do Comprimento de Seqüências de Níveis de Cinza 
(GLRLM) 
 
Para esse método, são descritas medidas estatísticas que utilizam a 
seguinte notação: 
 
 
),( jiV
  Célula da matriz de co-ocorrência 
gN    Quantidade de níveis de cinza 
rN    Tamanho máximo das seqüências 
∑∑
−
=
=
1
0
Ng
ii
 
∑∑
=
=
Nr
jj 1
 
∑∑=
i j
jiVTr ),(  Tr é a quantidade total de seqüências 
 
Tp
   É o número total de pixels da imagem  
 
1) Ênfase em seqüências curtas 
 
 ∑∑=
i j j
jiV
Tr
r 21
),(1
 
(2.42) 
 
Enfatiza as seqüências curtas de níveis de cinza da imagem. Altos valores 
significam grandes quantidades de seqüências curtas. 
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2) Ênfase em seqüências longas 
 
 ∑∑=
i j
jiVj
Tr
r ),(1 22  (2.43) 
 
 Enfatiza as seqüências longas de níveis de cinza da imagem. Altos valores 
significam grandes quantidades de seqüências longas. 
 
3) Distribuição de Níveis de Cinza 
 
 ∑ ∑ 





=
i j
jiV
Tr
r
2
3 ),(
1
 
(2.44) 
 
 Analisa a distribuição da quantidade de cada nível de cinza na imagem. 
 
4) Distribuição do Comprimento de Seqüências 
 
 ∑ ∑ 





=
j i
jiV
Tr
r
2
4 ),(
1
 (2.45) 
 
Analisa a distribuição da quantidade de cada comprimento de seqüências 
na imagem. 
 
5) Porcentagem de Seqüências 
 
 ∑∑=
i j
jiV
Tp
r ),(15  (2.46) 
 
Representa a porcentagem de seqüências em relação à totalidade de pixels 
da imagem. 
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2.2.3.2.3 Método da Diferença de Níveis de Cinza (GLDM) 
 
Para esse método, são apresentados os seguintes descritores: 
 
• Descritores relacionados à periodicidade (ASM e Entropia) 
 
1) Segundo Momento Angular (ASM) 
 
 [ ]∑
−
=
=
1
0
2
1 )(
Ng
i
iPs  (2.47) 
 
O Segundo Momento Angular identifica a periodicidade em texturas. 
Valores altos para o ASM ocorrem se a distribuição de níveis de cinza da imagem 
tiver uma forma aproximadamente constante ou periódica. O vetor de diferença 
entre níveis de cinza de uma imagem pouco homogênea terá uma grande 
quantidade de baixos valores. 
 
2) Entropia 
 
 ∑
−
=
=
1
0
2 ))(log()(
Ng
i
iPiPs  (2.48) 
 
Essa medida estatística mensura a não uniformidade de uma textura. O 
valor de entropia é grande se a textura não é uniforme e, portanto, muitos 
elementos do vetor de diferença entre níveis de cinza tiverem valor baixo. Deve-se 
lembrar que uma função logarítmica não é definida para valores menores ou iguais 
a zero, então, neste caso, deve-se assumir que 0)0log(0 =× . 
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• Descritores relacionados ao contraste (Contraste e Homogeneidade) 
 
3) Contraste 
 
 )(
1
0
2
3 iPis
Ng
i
∑
−
=
=  (2.49) 
 
O contraste mede o grau de variação local dos níveis de cinza entre pares 
de pixels. A equação 2.49 considera a diferença entre níveis de cinza para o 
cálculo do contraste. 
 
4) Homogeneidade 
 
 ∑
−
=
+
=
1
0
24 1
)(Ng
i i
iP
s  (2.50) 
 
A homogeneidade mede o grau de variação local dos níveis de cinza entre 
pares de pixels. Essa medida estatística assume grandes valores para pequenas 
diferenças entre níveis de cinza, presentes no vetor de diferença entre níveis de 
cinza P(i). 
 
5) Média 
 
 ∑
−
=
=
1
0
5 )(
Ng
i
iiPs  (2.51) 
 
Média aritmética dos valores presentes no vetor de diferença entre níveis 
de cinza. 
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2.3 Reconhecimento de Imagens 
 
As técnicas de classificação de imagens têm como objetivo atribuir a uma 
imagem observada uma determinada classe de padrões com o intuito de auxiliar 
na tarefa de reconhecimento. A fim de realizar essa decisão, é necessário que os 
descritores previamente estabelecidos extraiam características suficientemente 
discriminantes entre amostras que pertençam a classes distintas. A primeira fase 
em um processo de classificação é o treinamento. Essa fase pode ser dividida em 
duas categorias: o treinamento supervisionado e o não-supervisionado. 
No treinamento supervisionado são analisadas amostras de identidades 
conhecidas. Esse método de treinamento necessita, primeiramente, de amostras 
representativas das classes analisadas. O número de amostras nessa fase deve 
ser suficientemente numeroso para fornecer uma representação adequada das 
classes, e para levar em conta as variações que podem ocorrer em imagens da 
mesma classe. Algumas técnicas de classificação que utilizam treinamento 
supervisionado são o classificador de distância mínima e o classificador dos K-
vizinhos mais próximos. 
No treinamento não-supervisionado, as classes das amostras de 
treinamento não são conhecidas. As técnicas utilizadas neste caso são as de 
análise de agrupamento como a das K-médias. Após a fase de treinamento, em 
geral, calcula-se a similaridade entre os descritores de uma imagem de teste e o 
protótipo resultante do processo de treinamento para que haja de fato a 
classificação dessa imagem em relação às classes existentes. Algumas 
aplicações de processos de classificação podem ser encontradas em [46], [47], 
[48]. 
 
2.3.1 Classificador de Distância Mínima 
 
 O classificador de distância mínima é um método que utiliza o treinamento 
supervisionado para a classificação das amostras. Esse método classifica as 
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amostras desconhecidas por meio do cálculo da menor distância entre elas e o 
protótipo de cada classe [49]. Os protótipos são definidos pelo valor médio das 
amostras de treinamento de cada classe, conforme a equação 2.52. 
∑
∈
=
jvj
j vN
m
ω
1
 
(2.52) 
onde 
• j = 1, 2,..., M; 
• M é a quantidade de classes; 
• N é o número de amostras v de uma determinada classe ωj. 
 
 Ao se tomar uma amostra de classe ainda não definida, deve-se realizar o 
cálculo para determiná-la como sendo pertencente à classe que possua o 
protótipo mais próximo. Diversas medidas de similaridade podem ser utilizadas 
para a determinação da distância entre amostras de classes desconhecidas e 
classes pré-estabelecidas. As mais comuns são a distância Euclidiana (equação 
2.53) e a distância de Mahalanobis (equação 2.54): 
∑
=
−=
N
i
jiij mxmxd
1
2),(  (2.53) 
onde 
• x é o vetor de características de um padrão a ser reconhecido; 
• mj é o vetor de características do protótipo da classe ωj; 
• N é a quantidade de características extraídas da imagem. 
e 
T
jjjj mxmxmxd ))()((),( 1 −Σ−= −  (2.54) 
No qual, 
∑
=
−−
−
=Σ
jN
i
Tjjijji
j
j YYYYN 1
))((
1
1
 (2.55) 
onde 
• N é a quantidade de amostras da classe ωj; 
• Y é o vetor de características da amostra i; 
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• Y é o vetor com os valores médios das amostras da classe ωj. 
 
A principal distinção entre os dois modos de cálculo de distância, vistos 
pelas equações 2.53 e 2.54, é que a distância Euclidiana considera somente a 
centróide das classes, ao passo que a distância de Mahalanobis considera 
também a dispersão das amostras de cada classe por meio da matriz de 
covariância (equação 2.55). Posteriormente ao cálculo das distâncias entre a 
amostra a ser classificada e as classes, essa amostra é atribuída como 
pertencente à classe que possuir a menor distância até ela. A seguir é 
apresentado graficamente o procedimento de classificação (Figura 2.22). 
Na Figura 2.22(a), estão presentes as amostras de três classes 
representadas pelas cores (amarela, verde e azul) e as amostras que devem ser 
atribuídas a uma dessas classes podem ser vistas na cor branca. A Figura 2.22(b) 
exibe em preto os protótipos das classes, além da distância entre cada uma das 
amostras a serem classificadas e o protótipo mais próximo. Por fim, na Figura 
2.22(c), todas as amostras foram classificadas em uma das três classes 
previamente estabelecidas. 
 
 
 
 
 
Fig. 2.22 - Representação do processo de classificação das amostras através do Classificador de 
Distância Mínima 
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2.3.2 Classificador dos K-vizinhos mais próximos 
 
O classificador dos K-vizinhos mais próximos considera todas as amostras 
de treinamento como protótipos. Inicialmente, um valor inteiro para K deve ser 
escolhido. Esse valor determina a quantidade de vizinhos mais próximos que deve 
ser considerada para a atribuição das amostras a uma determinada classe. Para 
cada amostra a ser classificada, deve-se calcular a distância euclidiana em 
relação às amostras de treinamento. A partir desse cálculo, são selecionadas as K 
amostras mais próximas, e a classificação deve ser realizada através do rótulo das 
amostras de treinamento que for mais freqüente nas K amostras selecionadas. O 
processo descrito pode ser acompanhado através da Figura 2.23. 
 
 
 
 
 
 
 
Fig. 2.23 - Representação do processo de classificação das amostras para K = 3 através do 
classificador dos K-vizinhos mais próximos 
 
 Esse classificador costuma se tornar computacionalmente lento se a 
quantidade de amostras de treinamento for muito alta, já que é necessário o 
cálculo de um grande número de distâncias entre as amostras para a realização 
da tarefa de classificação. 
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2.3.3 Análise de Agrupamento por K-médias 
 
Um dos métodos que permite a realização de treinamento não-
supervisionado é a análise de agrupamento por K-médias. Nesse tipo de análise, 
não há informações prévias a respeito do rótulo de cada classe. Esse método tem 
como principais características ser iterativo e agrupar as amostras em um número 
pré-definido de K grupos [50], [51]. 
O processo de agrupamento é iniciado pela escolha dos centróides para os 
K grupos, geralmente, de forma aleatória. Então, é calculado o centróide de cada 
conjunto formado através das amostras de treinamento que se encontram mais 
perto dos K centróides iniciais. A partir das novas localizações dos centróides, os 
grupos são rearranjados de forma que os centróides sejam calculados novamente. 
Esse processo deve se repetir até que haja uma convergência, ou seja, que os 
valores recalculados para os centróides permaneçam inalterados. Na Figura 2.24, 
são apresentadas graficamente as etapas descritas para a análise de 
agrupamento por K-médias. Ao final do agrupamento, foram obtidos K grupos com 
seus respectivos centróides. 
 
 
 
 
 
 
 
 
 
Fig. 2.24 - Representação do processo de agrupamento das amostras para K = 3 através da 
análise de agrupamento por K-médias 
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Capítulo 3  
 
Metodologia Proposta para a Solução do Problema 
 
3.1 Requisitos para Aquisição das Imagens 
 
Os conceitos iniciais para o entendimento deste trabalho, relativos à 
segmentação, descrição e reconhecimento de imagens, foram explanados no 
capítulo 2. Com base nessas informações, selecionou-se um conjunto de métodos 
que, de acordo com as referências bibliográficas e a realização de testes de 
avaliação, se mostraram mais adequados para a detecção da presença de objetos 
sobre a carga de minério em um vagão ferroviário. Para simplificação da 
abordagem proposta quanto a segmentação, um conjunto de requisitos foi definido 
para a aquisição das imagens. Os requisitos que devem ser atendidos para 
aquisição das imagens são: 
 
1. Captura de imagens coloridas; 
2. O vagão ferroviário deve estar enquadrado na imagem, de forma que ao dividi-
la em duas partes de mesmo tamanho (região superior e inferior), tenham-se 
as bordas horizontais localizadas em partes distintas conforme mostrado na 
Figura 3.1; 
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Fig. 3.1 - Enquadramento do vagão na imagem 
 
3. A câmera deve estar disposta de forma a gerar um ponto de fuga no 
prolongamento superior entre as bordas verticais do vagão contido na imagem 
conforme mostrado na Figura 3.2; 
 
 
 
Fig. 3.2 - Disposição da câmera em relação ao vagão 
 
4. As bordas horizontais e verticais do vagão devem estar posicionadas de 
acordo com as inclinações ilustradas na Figura 3.3. Essas inclinações foram 
definidas para redução do custo computacional no cálculo da transformada de 
Hough e podem ser alteradas para adequação a outras condições de aquisição 
da imagem. 
 
 
 
 
 
 
Fig. 3.3 - Posicionamento das bordas do vagão 
Região Superior 
 
 
 
Região Inferior 
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O cumprimento dos requisitos provê para a metodologia proposta o 
conhecimento prévio da orientação do vagão na imagem. A partir do cumprimento 
dos requisitos, a metodologia proposta é iniciada com o pré-processamento das 
imagens, seguido das etapas de segmentação, descrição e reconhecimento. 
 
3.2 Pré-processamento de Imagens 
 
A etapa de pré-processamento tem como finalidade adequar as imagens 
para a etapa de segmentação, ou seja, modificar os valores dos pixels para 
proporcionar que as etapas subseqüentes obtenham resultados satisfatórios. Após 
a aquisição de uma imagem colorida, adquirida no modelo de cor RGB, deve-se 
torná-la monocromática (níveis de cinza). A conversão é realizada com o auxílio 
do modelo de cor YIQ, descrito na seção 2.2.1.2. Preferiu-se utilizar esse modelo 
de cor para o cálculo do componente acromático (Y) porque esse modelo foi 
projetado para tirar vantagem da maior sensibilidade da visão humana a 
mudanças na iluminância do que nas mudanças de matiz ou saturação. Assim, a 
banda utilizada por esse modelo é maior na representação de Y, e a banda é mais 
estreita para a representação de I e Q [4]. Primeiramente, os níveis de cinza são 
encontrados de acordo com a expressão BGRY 114,0587,0299,0 ++= . A partir 
desse cálculo, o valor resultante (Y) é atribuído aos componentes do modelo de 
cor RGB da seguinte forma: R=Y, G=Y, B=Y. 
 
3.3 Segmentação de Imagens 
 
O objetivo da etapa de segmentação é determinar a área pertencente ao 
vagão em relação ao restante da imagem. Inicialmente, binariza-se a imagem de 
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acordo com o algoritmo de Otsu, descrito na seção 2.1.1. Esse algoritmo foi 
escolhido devido ao baixo tempo de processamento e à eficiência demonstrada na 
limiarização das amostras utilizadas para avaliação. Aproximações para a 
magnitude do gradiente, tais como os operadores de Prewitt e Sobel [4], não 
foram utilizadas antes da binarização porque, de forma geral, esses operadores 
evidenciaram os trilhos ferroviários presentes na imagem durante os testes 
realizados, prejudicando a detecção das retas determinadas pelas bordas do 
vagão. Outro problema encontrado na utilização desses detectores é que foram 
geradas bordas duplas ao redor do vagão ferroviário, prejudicando a formação de 
retas contínuas e de comprimento significativo sobre as bordas do vagão. 
 Após a binarização, devem ser encontradas as bordas que delimitam a 
área do vagão ferroviário. O processo será exemplificado a começar pela Figura 
3.4. 
 
 
Fig. 3.4 - Imagem binária 
 
A transformada de Hough, descrita na seção 2.1.2, é o método empregado 
para a detecção das retas determinadas pelas bordas do vagão. A Figura 3.5 
apresenta o espaço de Hough resultante para a imagem da Figura 3.4. 
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Fig. 3.5 - Espaço de Hough 
 
Com o intuito de reduzir o tempo de processamento, em vez de realizar a 
transformada de Hough para todos os valores de θ, somente alguns valores são 
considerados. Isso ocorre devido ao pré-estabelecimento da disposição do vagão 
na imagem (vide requisito 3). Os intervalos que foram considerados para o ângulo 
θ de acordo com as informações contidas no requisito 3 englobam retas 
aproximadamente verticais e horizontais. Nas retas verticais, o intervalo 
empregado para θ foi de [-20º, 20º], já nas retas horizontais, os intervalos foram de 
[-90º, -84º] e [84º, 89º], conforme é mostrado na Figura 3.6. 
 
Fig. 3.6 - Espaço de Hough e as janelas de interesse 
Janela 2 
Janela 1 
Janela 3 
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A seleção prévia dessas regiões diminui o tempo de processamento da 
transformada devido à minimização do número de operações. Dessa forma, para 
as retas horizontais, a transformada de Hough é realizada duas vezes, uma 
correspondendo à janela 1 e outra correspondendo à janela 3, conforme visto na 
Figura 3.6. Essas janelas são utilizadas para a localização das maiores retas 
aproximadamente horizontais presentes na imagem, conforme é ilustrado na 
Figura 3.7. 
  
 
Fig. 3.7 - Espaços de Hough correspondentes a detecção das retas horizontais 
  
A partir dos espaços de Hough que compõem as janelas 1 e 3, devem-se 
encontrar as duas maiores retas pertencentes a eles, de forma que estejam 
dispostas em regiões distintas na imagem original (vide requisito 2). A partir das 
coordenadas (ρ, θ) das duas retas encontradas, tornam-se possíveis suas 
representações na imagem. 
As duas retas restantes (aproximadamente verticais) são encontradas 
através de um processo semelhante. Primeiramente, deve-se gerar o espaço de 
Hough correspondente à Janela 2, conforme a Figura 3.8. Dessa forma, a maior 
reta encontrada através desse espaço é tida como sendo uma das que se deseja 
localizar. O cumprimento da restrição imposta pelo requisito 3, que obriga a 
existência de um ponto de fuga no prolongamento superior entre as bordas 
verticais do vagão, resulta na existência de retas aproximadamente verticais com 
valores de θ positivos e negativos. Sendo a origem do sistema de coordenadas no 
(a) (b) 
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canto superior esquerdo da imagem, a inclinação da primeira reta encontrada é 
analisada de forma que, caso ela tenha o valor de θ positivo, a segunda reta deve 
ter o valor de θ negativo e estar à direita da primeira. Entretanto, caso a primeira 
reta encontrada tenha o valor de θ negativo, a segunda reta deve ter o valor de θ 
positivo e estar à esquerda da primeira. 
 
 
Fig. 3.8 - Espaço de Hough responsável pela detecção das retas verticais 
   
A partir das retas encontradas, devem ser definidos os segmentos de reta 
que representam as bordas do vagão. Esses segmentos são delimitados pelos 
vértices das bordas do vagão. As coordenadas polares foram relacionadas com as 
coordenadas cartesianas através da equação θθρ ysenx += cos . Os vértices do 
vagão P(X,Y), que são determinados pela intersecção das retas conforme é 
exibido na Figura 3.9, podem ser encontrados através das equações 3.1 e 3.2. 
Essas equações foram obtidas a partir das expressões )/()( 11 aaa XXYYm −−= e 
)/()( 11 bbb XXYYm −−= . 
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Fig. 3.9 - Determinação de um vértice do vagão 
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(3.1) 
aaaa YXmXmY 11 +−=  (3.2) 
onde 
• a e b são as retas que determinam o vértice procurado; 
• ma e mb são os coeficientes angulares das retas a e b; 
• X e Y são as coordenadas do vértice P a ser encontrado; 
• X1a e Y1a são as coordenadas de um ponto qualquer pertencente a reta a; 
• X1b e Y1b são as coordenadas de um ponto qualquer pertencente a reta b. 
 
A próxima etapa se refere à aplicação de uma transformação geométrica 
que torna as bordas verticais do vagão paralelas. Essa transformação é 
necessária para auxiliar no processo de retangularização da área do vagão. A 
retangularização da área do vagão é realizada devido a uma análise local por 
regiões que será feita na etapa de descrição das imagens. A transformação 
geométrica é determinada pela matriz de transformação de cada imagem 
conforme a expressão a seguir: 
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Passando das coordenadas homogêneas para as cartesianas, obtêm-se as 
coordenadas dos pontos 
w
y
v
w
x
u
'
,
'
==  da imagem corrigida. A fim de que sejam 
determinados os oito coeficientes dessa matriz de transformação, é necessário 
que sejam obtidas ao menos oito equações para a formação de um sistema linear, 
conforme é apresentado na equação 3.4. 
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 (3.4) 
onde 
• xi é a coordenada da coluna do i-ésimo ponto da imagem original; 
• yi é a coordenada da linha do i-ésimo ponto da imagem original; 
• ui é a coordenada da coluna do i-ésimo ponto da imagem corrigida; 
• vi é a coordenada da linha do i-ésimo ponto da imagem corrigida; 
• A...H são os coeficientes da matriz a serem determinados. 
 
Com o intuito de determinar as coordenadas dos pontos finais (ui, vi), 
necessárias para o cálculo dos coeficientes da matriz de transformação, deve-se 
ter como base a forma trapezoidal do vagão causada pela perspectiva (Figura 
3.10(a)). Para isso, as coordenadas são calculadas conforme as equações 3.5, 3.6 
e 3.7. 
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 A seguir, na Figura 3.10(b), pode-se verificar o paralelismo das bordas 
verticais após a transformação geométrica em relação a sua forma inicial. Por fim, 
a Figura 3.10(c) representa a imagem corrigida com os seus vértices nas 
coordenadas estabelecidas por meio das equações apresentadas anteriormente.  
 
 
 
 
 
 
 
 
 
             a)      b)             c) 
Fig. 3.10 - Processo de transformação geométrica do vagão 
 
A interpolação da intensidade das cores na imagem foi realizada através do 
método de interpolação bilinear, esse método considera a intensidade dos pixels 
vizinhos para a determinação da intensidade do pixel de referência. Após a 
realização dessa transformação geométrica, o maior retângulo inscrito à área 
corrigida é selecionado para compor a área final conforme é mostrado na Figura 
3.11. Isso é necessário caso a área do vagão não tenha se tornado 
completamente retangular através da transformação exibida na Figura 3.10. 
 
 
 
 
 
 
 
 
 
),( 11 yx  ),( 44 yx  
),( 22 yx  ),( 33 yx  
),( 11 yx  ),( 44 yx  
),( 22 yx  ),( 33 yx  
),( 11 vu  ),( 44 vu  
),( 22 vu  ),( 33 vu  
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      a)             b)                      c) 
 
Fig. 3.11 - Processo de determinação do maior retângulo inscrito à área corrigida 
 
A análise da imagem na etapa de descrição é realizada de forma local 
devido aos problemas de perspectiva presentes nas imagens utilizadas. Um dos 
problemas causados pela perspectiva é que regiões mais distantes do centro de 
projeção são representadas com tamanho menor do que outras regiões de mesmo 
tamanho que estão mais próximas do centro de projeção (Figura 3.12). A 
transformação geométrica apresentada na Figura 3.10 corrige somente problemas 
de perspectiva ao longo do eixo horizontal da imagem. As correções ao longo do 
eixo vertical não foram realizadas dado que, para a configuração de câmera 
utilizada,  a redução de tamanho é mais significativa ao longo do eixo vertical. Isto  
resulta em menor detalhamento para as regiões mais distantes do centro de 
projeção e não possibilitam uma reamostragem de forma adequada. Apesar desse 
problema, a utilização de imagens em perspectiva se deve ao fato de que nesse 
tipo de imagem é possível enquadrar o vagão ferroviário por completo sem que a 
câmera esteja a uma grande distância em relação a ele. No caso de imagens 
planas, onde não existem problemas de perspectiva, a câmera deve estar 
localizada a uma grande distância do vagão para que seja possível enquadrá-lo 
completamente na imagem. Nesse caso, pequenos objetos sobre a carga de 
minério podem não ser representados adequadamente na imagem devido a 
grande distância entre a câmera e o vagão. 
 
),( 11 vu  ),( 44 vu  
),( 22 vu  ),( 33 vu  
),( 11 vu  ),( 44 vu  
),( 22 vu  ),( 33 vu  
),( 11 vu  ),( 14 vu  
),( 32 vu  ),( 33 vu  
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Fig. 3.12 - Visão perspectiva de um tabuleiro de xadrez 
 
Dado um modelo de câmera, conforme mostrado na Figura 3.13, pode-se 
compreender que a redução do tamanho das regiões ocorre em função do 
aumento da profundidade (z) segundo as equações 3.8 e 3.9. 
A fim de descrever os processos que levaram aos resultados da 
segmentação, apresenta-se a Figura 3.14. 
 
Fig. 3.13 - Modelo de projeção perspectiva 
 
z
xd
xp =  (3.8) 
z
ydyp =  (3.9) 
dz p =  (3.10) 
onde 
• Pp  é a projeção do ponto P no plano imagem; 
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• xp é a coordenada x do ponto Pp ; 
• yp é a coordenada y do ponto Pp ; 
• zp é a coordenada z do ponto Pp ; 
• d é a distância entre o centro de projeção e o plano imagem. 
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Fig. 3.14 - Fluxograma com ênfase na etapa de segmentação de imagens 
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3.4 Descrição de Imagens 
 
A etapa de descrição é realizada levando-se em consideração as 
informações das cores e das texturas das imagens monocromáticas. O modelo de 
cor HSV foi escolhido devido à separação entre o componente acromático e os 
componentes cromáticos da cor e também porque as informações cromáticas são 
codificadas em componentes de fácil compreensão. A vantagem da utilização 
desse modelo de cor em relação ao modelo YIQ para a representação de cores, é 
que o HSV não prioriza o componente acromático (V) com mais banda do que os 
outros componentes. Isso permite que a análise do matiz e da saturação seja 
realizada com mais qualidade. A análise das cores foi realizada porque cada 
vagão ferroviário carrega um tipo de minério que possui uma cor que o 
caracteriza. Com base nessa informação, em alguns casos, pode-se distinguir um 
objeto de um minério comparando-se suas cores. Entretanto, também existem 
imagens onde as cores do minério e do objeto sobre ele são similares, neste caso, 
a análise do padrão de textura das imagens pode ser mais eficaz. 
Na análise da cromaticidade são utilizados os componentes de matiz e 
saturação [52]. Cada um desses componentes fornece informações que 
contribuem para a distinção entre um minério e um objeto sobre ele (seção 
2.2.1.3). O processo que se segue foi desenvolvido de forma a identificar 
distorções nos valores de matiz e saturação de uma imagem de teste. 
Inicialmente, uma imagem é subdividida em n regiões quadradas (Figura 
3.15) de forma a considerar as suas características locais para a etapa de 
descrição. O tamanho de cada região deve ser escolhido de forma a permitir que o 
menor objeto que se queira localizar ocupe uma parcela significativa de alguma 
das regiões nas qual a imagem foi subdividida. Ao aumentar o tamanho das 
regiões, a relação entre a área do objeto e a área da região a qual ele pertence se 
torna cada vez menor. Dessa forma, com o aumento do tamanho das regiões, o 
tamanho dos objetos que se desejam localizar também deve ser maior. 
Ao se reduzir o tamanho das regiões deve-se observar sua relação com o 
tamanho dos grãos que compõem o minério e com o tamanho dos objetos a 
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serem localizados. Conforme é feita a diminuição do tamanho das regiões, maior 
será o detalhamento da análise da imagem. Entretanto, caso a textura seja 
composta de grãos de minério grandes, o tamanho das regiões não pode ser 
demasiadamente pequeno, pois nesse caso, as intensidades dos pixels que 
compõem as regiões não serão capazes de representar os padrões de textura 
adequadamente. O tamanho das regiões que foi escolhido para ser utilizado nas 
imagens de minério foi 16x16 pixels. O descritor escolhido para a quantificação foi 
a intensidade média dos pixels de cada região tanto no componente de matiz ( mf ) 
quanto no componente de saturação ( sf ). Esses componentes contêm, 
respectivamente, 256 níveis de matiz e saturação. 
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onde 
• w é a freqüência de ocorrência de cada nível de matiz em uma determinada 
região; 
• y é a freqüência de ocorrência de cada nível de saturação em uma 
determinada região; 
• m é o valor de cada nível de matiz; 
• s é o valor de cada nível de saturação. 
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Fig. 3.15 - Componentes de matiz e saturação subdivididos em regiões 
 
A escolha do descritor foi realizada com o objetivo de contribuir para a 
distinção entre imagens de vagões que contenham somente minério e imagens de 
vagões que também contenham objetos sobre o minério. Dessa forma, cada 
imagem possui 2n descritores associados a cromaticidade. A descrição das cores 
de uma imagem através dos componentes de matiz e saturação é apresentada 
esquematicamente no fluxograma da Figura 3.16. 
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Fig. 3.16 - Fluxograma do processo de descrição da cromaticidade da imagem 
 
 Na etapa de descrição, além da análise das cores da imagem, também é 
efetuada a análise da textura. Essa análise é realizada através do componente de 
valor (HSV), onde as informações acromáticas estão contidas. Inicialmente, é 
necessário que a quantidade de níveis de cinza seja reduzida, a fim de que o 
tempo de processamento da análise da textura se torne viável. Para a redução foi 
utilizado um algoritmo de quantização baseado na equalização dos níveis de 
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cinza. Nesse trabalho, a redução de níveis de cinza foi de 256 para 32 níveis. Para 
melhor eficácia do processo de quantização é feita a equalização do histograma 
de níveis de cinza da imagem.  A quantização se inicia a partir da determinação do 
histograma acumulado normalizado da imagem. Um exemplo do processo de 
quantização é apresentado nas Figuras 3.17, 3.18 e 3.19 que mostram a imagem, 
o histograma acumulado normalizado e o histograma quantizado, 
respectivamente. 
 
 
Fig. 3.17 - Imagem inicial 
 
 
Fig. 3.18 - Histograma acumulado normalizado de uma imagem inicial 
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A partir do histograma, deve-se encontrar as probabilidades cumulativas 
dos níveis de cinza que serão os limites dos intervalos da nova distribuição 
utilizando a equação 3.13 [34]. 
)1
)(1)()( 11
+−
−
+= −
− kK
qFqFqF kkk  (3.13) 
onde 
• q0 = 0; 
• K é a quantidade de níveis de cinza que se deseja alcançar; 
• k = 1...K; 
• F é a probabilidade cumulativa dos níveis de cinza. 
 
A descoberta dos limites dos intervalos (qk) deve ser feita por meio das 
probabilidades cumulativas calculadas, F(qk). A função de transformação é 
definida por Q(x) = k, se e somente se, kk qxq <≤−1 . Essa função resulta em um 
nível de cinza k para todos os pixels com valor x na imagem original. A partir desta 
função de transformação, a distribuição cumulativa de uma imagem deve ter forma 
semelhante à exibida na Figura 3.19. 
 
Fig. 3.19 - Histograma acumulado normalizado após a quantização 
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Após o processo de quantização, deve-se dividir a imagem em n regiões. O 
descritor escolhido para quantificar cada região, foi a média das homogeneidades 
baseadas em matrizes de co-ocorrência de níveis de cinza (equação 2.41) para as 
direções horizontal, vertical, diagonal direita e diagonal esquerda e com distância 
um. Essa escolha deveu-se à consideração da distribuição espacial dos níveis de 
cinza em cada região para a identificação de padrões de textura distintos e à 
eficiência demonstrada em trabalhos anteriores relacionados à análise de textura 
[37]. Dessa forma, para cada região da imagem foram calculadas quatro matrizes 
de co-ocorrência de níveis de cinza (uma para cada direção), onde a distância 
entre o pixel de referência e o pixel vizinho é igual a um. A partir das matrizes, o 
vetor de homogeneidades foi calculado segundo: 
∑∑
−+
=
i j
kh jiPjikf ),()(1
1)( 2  (3.14) 
onde i, j são valores de níveis de cinza e Pk é a matriz de co-ocorrência 
considerada. 
O descritor que quantifica cada região é, então, obtido através da média 
dos valores de homogeneidade para as direções consideradas, conforme: 
4
)(
4
1
∑
=
=
k
h
med
kf
f  (3.15) 
onde k representa cada uma das direções. 
A média é realizada para que o descritor encontrado seja invariante à 
rotação do padrão de textura [34]. Na Figura 3.20, apresenta-se o processo de 
descrição da textura por meio de um fluxograma. 
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Fig. 3.20 - Fluxograma do processo de descrição de texturas 
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3.5 Reconhecimento de Imagens 
 
O pré-processamento, a segmentação e a descrição de imagens são 
sucedidos pela etapa de reconhecimento. Essa etapa utiliza as informações 
providas pelos descritores para realizar a classificação das imagens. 
 A fase de treinamento é iniciada ao serem escolhidas imagens que 
representem a carga do vagão ferroviário, sem a presença de objetos sobre o 
minério. Essas imagens são obtidas a fim de que forneçam informações 
suficientes a respeito de valores que devem ser considerados característicos para 
os descritores. Após o cálculo dos descritores em cada um dos três componentes 
analisados nas imagens de treinamento, foram encontrados os seus valores 
médios (mn) e de desvios-padrão ( nσ ), conforme as equações 3.16 e 3.17. Esses 
cálculos são realizados em cada uma das regiões para cada um dos três 
componentes analisados de forma que se obtenham descritores característicos 
para as regiões de cada um dos componentes do modelo de cor HSV que 
compõem as imagens de treinamento. 
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onde 
• N é a quantidade de imagens de treinamento; 
• n é o número de uma determinada região; 
• i é o número da imagem de treinamento que está sendo analisada; 
• )(ifn  é o valor do descritor da região n em um dos componentes da imagem de 
treinamento i. 
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Essas duas medidas estatísticas constituem o protótipo que auxilia a 
classificação das imagens em uma determinada classe. A Figura 3.21 apresenta o 
fluxograma da fase de treinamento. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.21 - Fluxograma que apresenta os processos envolvidos com a fase de treinamento do 
processo de classificação 
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A fase de teste, por sua vez, é responsável por analisar as imagens sem 
informações prévias a respeito da presença de objetos sobre o minério do vagão. 
Nela, os descritores são calculados para cada imagem de forma que se torne 
possível compará-los com os valores obtidos na fase de treinamento. A fim de 
classificar as imagens, é necessário calcular a distância entre os valores da média 
obtidos na fase de treinamento e os descritores da imagem de teste da seguinte 
forma: 
2))()(()( tptmtd nnn −=  (3.18) 
onde 
• m é o valor da média obtido na fase de treinamento; 
• p é o valor do descritor da imagem de teste; 
• n é a região analisada; 
• t é o componente analisado. 
 
 A partir do cálculo das distâncias, os limiares de aceitação são 
determinados em função dos desvios-padrão (equação 3.17) previamente 
calculados na fase de treinamento. Os limiares são encontrados conforme: 
)(3)( ttl nn σ=  (3.19) 
onde 
• σ é o valor do desvio-padrão obtido na fase de treinamento; 
• n é a região analisada; 
• t é o componente analisado. 
  
O cálculo dos limiares de aceitação é realizado de acordo com a equação 
3.19 porque se supõe que os valores dos descritores das regiões pertencentes às 
imagens de treinamento se concentrem em torno da média (equação 3.16) 
conforme mostrado na Figura 3.22. 
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Fig. 3.22 - Representação gráfica de uma distribuição normal (gaussiana), onde 99,7% das 
amostras da população encontram-se entre σ3− e σ3+  
 
Caso as distâncias calculadas em relação a uma determinada região 
estejam dentro dos intervalos de tolerância estipulados pelos limiares, a região é 
classificada como minério, caso contrário ela é classificada como objeto.  
Numa segunda etapa as regiões classificadas como objeto são analisadas, 
e regiões isoladas, isto é, regiões que não possuem na sua vizinhança 
(vizinhança-4) outra região também classificada como objeto, são reclassificadas 
como regiões de minério. Isso foi feito porque, de forma geral, essas regiões se 
referem a áreas de minério com padrões de textura diferentes das demais regiões 
devido à proximidade com as bordas do vagão, ruídos na imagem ou presença de 
sombras, entre outros fatores. Por fim, as regiões que foram classificadas como 
objetos em pelo menos um dos componentes analisados são identificadas na 
imagem final com o preenchimento na cor branca. Na Figura 3.23, o processo de 
classificação é apresentado esquematicamente através de um fluxograma. 
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Fig. 3.23 - Fluxograma com ênfase na fase de teste da classificação das imagens 
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Capítulo 4  
 
Experimentos e Resultados 
 
De forma geral, pode-se dividir este trabalho em duas tarefas principais: a 
delimitação da área dos vagões, efetuando as correções geométricas necessárias; 
e a identificação de objetos sobre o minério dos vagões. Os resultados alcançados 
foram obtidos em um computador com as seguintes especificações: AMD Athlon 
XP 1.66 GHz, 1.25 GB de memória RAM e sistema operacional Microsoft Windows 
XP. Os scripts e as funções foram desenvolvidos em MATLAB na versão 7.2 [6]. 
 
4.1 Delimitação da área dos vagões 
 
A delimitação da área dos vagões foi obtida através da execução das 
etapas de pré-processamento e segmentação da metodologia proposta no 
capítulo 3. Embora a quantidade de imagens utilizadas para avaliação seja menor 
do que o desejável para um teste mais significativo, essa quantidade foi utilizada 
devido a dificuldade de obtenção das imagens em ambiente de produção e a 
interferência causada na operação dos trens. Procurou-se nesse trabalho mostrar 
apenas a viabilidade da abordagem e espera-se em trabalhos futuros, juntamente 
com potenciais usuários, a validação da metodologia com uma quantidade maior 
de imagens justificando o custo operacional para aquisição das mesmas. Na 
Figura 4.1, estão dispostas as 18 imagens que foram utilizadas para a avaliação 
da eficiência da delimitação da área dos vagões. Essas imagens contêm vagões 
ferroviários com bauxita em seu carregamento e têm tamanho da ordem de 
300x400 pixels. Elas foram adquiridas respeitando os requisitos estabelecidos na 
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seção 3.1. A partir das imagens em cores, a etapa de pré-processamento realizou 
a conversão para níveis de cinza. A Figura 4.2 apresenta as imagens resultantes 
do pré-processamento. Após o pré-processamento, realizou-se a etapa de 
segmentação de imagens. Nessa etapa, primeiramente, foi feita uma binarização. 
As imagens resultantes da binarização estão dispostas na Figura 4.3. 
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Fig. 4.1 - Imagens de vagões ferroviários adquiridas em cores 
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Fig. 4.2 - Imagens convertidas para níveis de cinza 
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Fig. 4.3 - Imagens binárias 
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A partir das imagens binárias, as retas que passam sobre as bordas dos 
vagões foram localizadas com a utilização da transformada de Hough. Essas retas 
estão representadas com a cor vermelha, conforme é mostrado na Figura 4.4. 
Através da localização das bordas dos vagões, as áreas de interesse foram 
delimitadas e sofreram as correções geométricas necessárias para preparar as 
imagens para a etapa de descrição. As imagens resultantes do processo de 
segmentação são apresentadas na Figura 4.5. A execução dos algoritmos 
envolvidos com as etapas de pré-processamento e segmentação levou 
aproximadamente 4 segundos para a geração de cada uma das imagens 
resultantes. Para esse conjunto de imagens, todos os vagões foram delimitados 
de forma satisfatória, e posteriormente as correções geométricas também foram 
efetuadas com sucesso. 
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Fig. 4.4 - Localização das retas encontradas sobre as bordas dos vagões 
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Fig. 4.5 - Imagens resultantes da etapa de segmentação 
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4.2 Identificação de objetos sobre o minério dos vagões 
 
Em relação à identificação de objetos sobre o minério dos vagões, foram 
realizados testes com dois conjuntos de imagens. O primeiro deles é caracterizado 
pela presença de bauxita como sendo o carregamento dos vagões ferroviários 
(Figura 4.6). Ao seu redor, estão presentes regiões de sombra devido às 
condições de iluminação não controlada, e em algumas regiões há oclusão devido 
à própria disposição do minério no vagão. 
As imagens de treinamento escolhidas são as que estão dispostas na 
Figura 4.6(a) - (i). Essas imagens possuem dimensões de 272x128 pixels, cada 
uma é dividida em 136 (17x8) regiões com tamanho de 16x16 pixels. A 
importância da consideração da localização espacial das regiões para a 
identificação de objetos sobre o minério se deve aos problemas causados pela 
perspectiva na imagem (seção 3.3). Dessa forma, descreve-se cada região da 
imagem tendo como base sua localização espacial. 
A quantidade de níveis de cinza utilizada nas imagens monocromáticas 
para a análise das texturas foi de 32. Essa quantidade foi escolhida porque a 
utilização de menos níveis de cinza (16, 8, 4, 2) costuma gerar falsos contornos 
nas imagens resultantes do processo de quantização [4]. A quantização foi 
realizada de forma a possibilitar a execução da metodologia em um tempo 
considerado aceitável. A distância considerada para o deslocamento entre o pixel 
de referência e o pixel vizinho na geração das matrizes de co-ocorrência de níveis 
de cinza foi um. Essa escolha deveu-se aos pequenos grãos de minério que 
compõem a textura desse conjunto de imagens. Em texturas que sejam 
compostas de grandes grãos de minério, valores maiores para a distância podem 
ser utilizados. 
A fase de teste do processo de classificação levou, aproximadamente, 11 
segundos para processar cada uma das imagens resultantes. Todos os objetos 
presentes sobre o minério foram localizados, e nos vagões em que não havia 
nada além do próprio minério a identificação também foi correta, mesmo sob a 
variação da luminosidade no ambiente conforme mostrado na Figura 4.7. 
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Fig. 4.6 - Conjunto de imagens utilizado para a identificação de objetos sobre o minério dos vagões 
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Fig. 4.7 - Resultados do reconhecimento de imagens 
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Com o intuito de avaliar a relevância do tamanho das regiões em que se 
subdividiram as imagens, para o tempo de processamento e a eficiência da 
metodologia, foram elaborados experimentos. O primeiro deles indica a variação 
do tempo de processamento utilizado pela fase de treinamento e pela fase de 
teste do processo de classificação de acordo com regiões de tamanhos distintos. 
Os resultados desse experimento são exibidos através da Figura 4.8. A partir 
dessa figura, percebe-se que o tempo de processamento reduz quando o tamanho 
das regiões aumenta. Isso ocorre porque a quantidade de matrizes de co-
ocorrência é reduzida e o custo computacional para determinação das matrizes de 
co-ocorrência está diretamente relacionado com a quantidade de níveis de cinza 
na imagem, e não com o tamanho da região. 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.8 - Tempo de processamento utilizado pela fase de treinamento e pela fase de teste do 
processo de classificação de acordo com regiões de tamanhos distintos 
 
 Por sua vez, a eficiência da detecção foi verificada ao se computar a 
quantidade de imagens detectadas corretamente e incorretamente de acordo com 
regiões de tamanhos distintos. A metodologia de teste consistiu em avaliar a 
eficiência da detecção ao considerar tamanhos distintos para cada região das 
imagens (4x4, 8x8, 12x12, 16x16, 34x34). Percebe-se, na Figura 4.9, que o 
melhor tamanho encontrado para as regiões nesse conjunto de imagens foi de 
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16x16 pixels, já que regiões deste tamanho fizeram com que uma maior 
quantidade de imagens tivesse a detecção realizada corretamente. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.9 - Quantidade de imagens detectadas corretamente e incorretamente de acordo com a 
variação do tamanho das regiões 
 
Os menores objetos que foram encontrados sobre o minério dos vagões 
deste conjunto de imagens ocuparam 4 das 136 regiões (cada uma com tamanho 
de 16x16 pixels), representando aproximadamente 3% da área total da imagem, 
que tem o tamanho de 272x128 pixels. O tamanho mínimo do objeto que se 
deseja localizar sobre um vagão tem relação direta com o tamanho das regiões 
em que as imagens são divididas. 
Outro conjunto de imagens que foi utilizado nos experimentos compreende 
15 fotografias de areia sem regiões de sombra ou oclusão que têm tamanho de 
240x240 pixels. Esse conjunto é composto de imagens reais com sobreposição 
simulada de objetos. Cada uma das imagens foi dividida em 100 (10x10) regiões 
com tamanho de 24x24 pixels cada uma. 
As imagens de treinamento escolhidas são as que estão dispostas na 
Figura 4.10(a) - (j). A quantidade de níveis de cinza utilizada nas imagens 
monocromáticas para a análise das texturas foi de 32. Essa quantidade foi 
escolhida porque a utilização de menos níveis de cinza (16, 8, 4, 2) costuma gerar 
falsos contornos nas imagens resultantes do processo de quantização [4]. A 
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quantização foi realizada de forma a possibilitar a execução da metodologia em 
um tempo considerado aceitável. A distância considerada para o deslocamento 
entre o pixel de referência e o pixel vizinho na geração das matrizes de co-
ocorrência de níveis de cinza foi um. Essa escolha deveu-se aos pequenos grãos 
de areia que compõem a textura desse conjunto de imagens. Em texturas 
compostas de grandes grãos de areia, valores maiores para a distância podem ser 
utilizados. A fase de teste do processo de classificação levou, aproximadamente, 
15 segundos para processar cada uma das imagens resultantes. Todos os objetos 
presentes sobre a superfície de areia foram localizados, e nas imagens em que 
não havia nada além da própria areia a identificação também foi correta conforme 
mostrado na Figura 4.11. 
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Fig. 4.10 - Conjunto de imagens utilizado para a identificação de objetos sobre areia 
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Fig. 4.11 - Imagens utilizadas na fase de teste do processo de classificação 
 
Com o intuito de avaliar a relevância do tamanho das regiões em que se 
subdividiram as imagens, para o tempo de processamento e a eficiência da 
metodologia, foram elaborados experimentos. O primeiro deles indica a variação 
do tempo de processamento utilizado pela fase de treinamento e pela fase de 
teste do processo de classificação de acordo com regiões de tamanhos distintos. 
Os resultados desse experimento são exibidos através da Figura 4.12. 
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Fig. 4.12 - Tempo de processamento utilizado pela fase de treinamento e pela fase de teste do 
processo de classificação de acordo com regiões de tamanhos distintos 
 
A eficiência da detecção foi verificada ao se computar a quantidade de 
imagens detectadas corretamente e incorretamente de acordo com regiões de 
tamanhos distintos. A metodologia de teste consistiu em avaliar a eficiência da 
detecção ao considerar tamanhos distintos para cada região das imagens (12x12, 
16x16, 20x20, 24x24, 34x34). Percebe-se, na Figura 4.13, que os melhores 
tamanhos encontrados para as regiões nesse conjunto de imagens foram de 
20x20 e 24x24 pixels, já que regiões desses tamanhos fizeram com que uma 
maior quantidade de imagens tivesse a detecção realizada corretamente. 
Identificou-se como melhor, o tamanho de 24x24 pixels devido ao menor tempo de 
processamento gasto tanto na fase de treinamento quanto na fase de teste do 
processo de classificação conforme foi mostrado na Figura 4.12. 
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Fig. 4.13 - Quantidade de imagens detectadas corretamente e incorretamente de acordo com a 
variação do tamanho das regiões 
 
Com o auxílio dos experimentos realizados foi possível determinar os 
valores mais adequados para os parâmetros utilizados. A eficiência da detecção 
por descritor foi verificada ao se computar a quantidade de imagens detectadas 
corretamente e incorretamente somente com a utilização de um descritor. Os 
gráficos que mostram a eficiência dos descritores para cada um dos conjuntos de 
imagens testados são exibidos nas Figuras 4.14 e 4.15. 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.14 - Quantidade de imagens detectadas corretamente e incorretamente de acordo com cada 
descritor utilizado para o conjunto de imagens de minério 
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Fig. 4.15 - Quantidade de imagens detectadas corretamente e incorretamente de acordo com cada 
descritor utilizado para o conjunto de imagens de areia 
 
A partir desses gráficos é possível perceber que o descritor mais eficiente 
para o conjunto de imagens de minério foi o matiz. Isso se deve a cor preta dos 
objetos localizados sobre a carga de minério avermelhado. Já em relação ao 
conjunto de imagens de areia os descritores de matiz, saturação e 
homogeneidade tiveram a mesma taxa de acerto. Isso se deve a presença de 
objetos com cores e texturas diferentes da areia. A importância de se utilizar os 
três descritores conjuntamente pode ser observada no fato de que a quantidade 
de imagens detectadas corretamente é de 100% quando se utilizam os três 
descritores, e de 93.3% quando se utiliza somente um deles. A realização dos 
experimentos apresentados e o alcance dos resultados obtidos permitiram avaliar 
a qualidade da metodologia adotada ao atingir os objetivos previamente 
estabelecidos. 
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Capítulo 5  
 
Conclusão e Trabalhos Futuros 
 
Este trabalho descreveu uma abordagem para a inspeção de carga em 
vagões ferroviários utilizando técnicas de processamento de imagens. Ao longo do 
desenvolvimento da pesquisa foram implementados, em Matlab, métodos de 
segmentação e análise de imagens. Esses métodos foram determinados de forma 
que atendessem as características do problema envolvido de maneira satisfatória. 
Os vagões ferroviários foram localizados e delimitados com a utilização da 
transformada de Hough e de transformações geométricas, visando-se a geração 
de resultados apropriados para a análise das imagens. A análise de cores e 
texturas foi considerada com a finalidade de se obter resultados mais confiáveis. O 
tempo de processamento gasto pela metodologia foi considerado aceitável 
levando-se em consideração a linguagem de programação utilizada para a sua 
implementação. Para o aprimoramento deste trabalho são sugeridos os seguintes 
tópicos para trabalhos futuros: 
 
• Adaptação dos métodos empregados para a aplicação em imagens planas 
(sem perspectiva) obtidas com o trem em movimento; 
 
• Validação da metodologia com mais imagens de teste e com condições de 
iluminação variadas; 
 
• Adaptação dos métodos empregados para a aplicação em caminhões e 
navios de carga; 
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• Implementação em uma linguagem de programação mais eficiente, que 
permita a redução do tempo de processamento dos algoritmos; 
 
• Estudo de outras técnicas a fim de alcançar resultados similares ou 
superiores; 
 
• Caso não seja necessária a informação das regiões onde se encontram os 
objetos sobre o minério do vagão, pode-se realizar primeiramente a análise 
das cores da imagem devido ao menor tempo de processamento 
demandado. Somente no caso dessa análise não apontar problemas no 
vagão, realiza-se a análise da textura. Essa é uma alternativa para a 
redução do tempo de processamento nos casos onde sejam detectados 
objetos sobre o minério do vagão durante a análise das cores da imagem. 
 
 Por fim, espera-se que essa pesquisa tenha contribuído, de maneira 
satisfatória, com uma metodologia de inspeção de carga em vagões ferroviários, 
visando detectar automaticamente a presença de objetos sobre o minério presente 
em cada um deles. 
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